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a b s t r a c t
In this paperwe are concernedwith the numerical evaluation of a class of highly oscillatory
integrals containing algebraic singularities. First, we expand such integrals derived by two
transformations t = x−β , β > 0, t = 21+z ,−1 ≤ z ≤ 1, into asymptotic series in inverse
powers of the frequencyω. Then, based the asymptotic series, twomethods are presented.
One is the Filon-type method. The other is the Clenshaw–Curtis–Filon-type method which
is based on a special Hermite interpolation polynomial in the Clenshaw–Curtis points and
can be evaluated efficiently in O(N logN) operations, where N + 1 is the number of Clen-
shaw–Curtis points in the interval of integration. Some error and convergence analysis and
robust numerical examples are used to demonstrate the accuracy and effectiveness of the
proposed approaches for approximating the class of highly oscillatory singular integrals.
Crown Copyright© 2012 Published by Elsevier B.V. All rights reserved.
1. Introduction
In many areas of science and engineering one encounters the problem of computing rapidly oscillatory integrals of the
type  b
a
f (x)eiωg(x)dx, (1.1)
where f (x) and g(x) are sufficiently smooth functions, ω is a large parameter and a and b are real and finite. When the
integrandbecomeshighly oscillatory, it presents serious difficulties in obtaining numerical convergence of the integration. In
most of the cases, such integrals cannot be calculated analytically and one has to resort to numerical methods. Traditionally
one would have to resolve the oscillations by taking several sub-intervals for each period, resulting in a scheme whose
complexity would grow linearly with the frequency of the oscillations. In the past nearly a hundred years, a great many
numerical methods have been developed, such as Filon method [1–3], Clenshaw–Curtis method [4–6], Filon-type method
[7,8,6], asymptotic method [7], Levin method [9], generalized quadrature rule [10], Levin-type method [11], parameter
method [12], and numerical steepest descent method [13,14].
In the present paper, we are to consider the computation of highly oscillatory integrals of the forms
I[f ] =
 1
0
xα f (x)eiωx
−β
dx, (1.2)
where ω, β > 0, α + β > −1 are real numbers and f is a non-oscillatory, sufficiently smooth function on [0, 1]. Such
integrals with theweak singularities are applied to the numerical approximations of solutions to Volterra integral equations
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of the first kind [15,16]. In addition, the numerical integration of such integrals is used to the solution of the singular integral
equation for classical crack problems in plane and antiplane elasticity [17]. Furthermore, it is well-known that the Radon
transform, which is an important role in the CT, PET and SPECT technology of medical sciences and widely applicable to
tomography, the creation of an image from the scattering data associated to cross-sectional scans of an object, is also closely
related to this form of oscillatory singular integrals [18]. Because of a wide range of applications, it is of great importance for
the study of the numerical integration of such integrals. Moreover, Gautschi [19] and Hascelik [20,21] havemade a relatively
deep exploration on the numerical calculation of the same integrals as (1.2). Gautschi in [19] considered the computation
of (1.2) by using the modified Chebyshev algorithm for the case α = 0, β = 1 and ω = 1. In [20,21], based on the work
of Gautschi, for the forms of α, β, ω in a certain range, such as α = 0, 0 < ω ≤ 100 and 0.00001 ≤ β ≤ 10000, Hascelik
constructed a suitable Gauss quadrature rule by using the modified Chebyshev algorithm to compute the integrals (1.2).
Unfortunately, the methods in [19–21] require the use of high precision arithmetic and the complexity of the modified
Chebyshev algorithm in terms of arithmetic operations is O(n2) for a n-point Gauss rule [22]. Moreover, the proposed Gauss
quadrature rules [20,21] are unstable for the case ω ≫ 1. Meanwhile, Hascelik [21] gave appropriate Filon-type methods
for these integrals, with related error bounds. For more details one can refer to [19–21]. Recently, the authors of [23] have
extended the numerical steepest descent method to the computation of highly oscillatory integrals of the form (1.2) when
α = 0. In fact, the numerical steepest descent method can also be applied to (1.2) when α+ β > −1, if f is analytical in the
region G1 = {z ∈ C | |z| ≤ 1} containing [0, 1]. In the following, we will consider how to relax the strict requirement that
f is analytic in G1, until a more general applicable approach can be obtained for just sufficiently smooth f on [0, 1].
For the integrals (1.2), when the integrands containing algebraic singularities become highly oscillatory, they present
more serious difficulties in obtaining numerical convergence of the integration than the computation of the generalized
Fourier transformation (1.1) above whose integrands do not involve singularity. In general, Filon-type, Levin-type methods
cannot be applied directly to (1.2) since the nonoscillatory part of the integrand xα f (x) and the phase function 1/xβ are
undefined at x = 0whenα < 0, β > 0.Moreover, the Clenshaw–Curtismethod can be directly used to compute the general
Fourier transformation, namely, the case of g(x) = x in (1.1), the reasons for which is that the recurrence relation of the
modified moments is often easily obtained. However, when g(x) = x−β , β > 0, which has an algebraic singularity, the
Clenshaw–Curtis method may be not directly used to (1.2), because in the case the recurrence relation of the modified
moments is often difficultly derived. From the theoretical point of view, the highly oscillatory integrals (1.2) with algebraic
singularities can be transformed into the improper integrals (2.2) without algebraic singularities on [1,∞) by the change
of variable t = x−β . Then, based on a special transformation t = 21+z , such improper integrals (2.2) deriving from (1.2) are
generally transformed as the integrals (2.3) on [−1, 1]. In this case, applying Chebyshev approximation to L(x) in (2.3),
more especially, the recurrence relation of the Chebyshev moments from [24] is available for the computation of singular
oscillatory integrals (2.3). In order to conveniently complete error analysis in inverse powers of ω, in Section 2 of this work,
we first expand (2.3) into asymptotic series in inverse powers of ω and then incidentally present a Filon-type method in
[7] to provide good approximations. The moments of the Filon-type method can be explicitly expressed in terms of the
extended exponential integral function Ei(δ, z) in (2.13). In some cases the accuracy of the Filon-type method proposed
in [7,8,21] is significantly higher than that of other methods. However, for the Runge function f (x) = 1
1+25x2 [25], now
over the interval [−1, 1], it suffers from the Runge phenomenon, where certain nonoscillatory functions f have oscillating
interpolation polynomials at the equally-spaced points. Moreover, similar to the Runge phenomenon is the situationwhen f
and its derivatives increase too fast to be accurately approximated at the equally spaced points by polynomials, the use of the
Filon-type method may not result in better approximations. In these cases, with the increasing of the order of interpolation
polynomials, serious oscillation (Runge) phenomena will appear, which will increase the computational error and result in
instabilities of computations and one has to adopt higher-order-digit arithmetic to get the required accuracy. Since the
Filon-type method is based on interpolation, it is logical that the accuracy of the Filon-type method is directly related
to the interpolation accuracy. Thus, in these cases for complicated f , the accuracy of the Filon-type method is limited.
For such complicated f , to avoid the Runge phenomenon or the similar situation, the use of Clenshaw–Curtis points, if
chosen as interpolation points, is a better choice than equally spaced points [26,25,27]. Meanwhile, using derivatives at
the end-points or adding the number of interior node points results in a more accurate approximation [28]. Moreover, the
Chebyshev coefficients can be evaluated by using an efficient and numerically stable algorithm in O(N logN) operations,
based on FFT [29,1,27], which avoids solving a linear system with O(N3) operations. The idea of applying Chebyshev series
approximations to the numerical computation of integrals is due to Clenshaw and Curtis [4]. The Clenshaw–Curtis method
has been developed in a considerable literature of papers by many authors [30,31]. Recently, the Clenshaw–Curtis–Filon-
type method in [6] has been proposed for highly oscillatory Bessel transforms without singularity. From [26,25,27,30,31,
5,6], we are aware that the Clenshaw–Curtis points are not only a very good choice for polynomial interpolation, but also
for the computation of highly oscillatory integrals. Therefore, based on these well-known advantages of Clenshaw–Curtis
method and Clenshaw–Curtis points, and the recurrence relations (3.33) of the modified moments, in Section 3 of this
paper, our attention focuses on adapting the Clenshaw–Curtis points for the computation of (1.2), which will induce
a Clenshaw–Curtis–Filon-type method which can be evaluated in O(N logN) operations. Moreover, based on FFT, the
computation of the coefficients ak in (3.19) for the special Chebyshev interpolation polynomial (3.18) is considered in
Section 3.1. Meanwhile, in Sections 2–3, error and convergence analysis and preliminary numerical examples demonstrate
the accuracy and effectiveness of this set of powerful ideas.
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2. Asymptotic expansions and Filon-type method
In the sequel, we begin the exposition by presenting some transformations. For the integrals (1.2), the change of variable
t = x−β yields
I[f ] = 1
β
 ∞
1
f

t−
1
β

t1+
α+1
β
· eiωtdt. (2.1)
Now letting
C(t) = f (t
− 1
β )
t1+
α+1
β
,
then
I[f ] = 1
β
 ∞
1
C(t)eiωtdt. (2.2)
Furthermore, the formula (2.2), under the special transformation t = 21+z , can be converted to the standard type on [−1, 1],
I[f ] = 1
β
· 21−λ
 1
−1
(1+ x)λ−2L(x)e2iω/(1+x)dx, (2.3)
where
L(x) = f

1+ x
2
 1
β

and λ = 1+ α + 1
β
> 0.
In the following, according to the ideas of [7], we are to focus on the asymptotic expansion for (2.3).
Lemma 2.1. Let
R0[L](x) = (1+ x)λL(x),
R1[L](x) = ddxR0[L](x),
Rk+1[L](x) = ddx

(1+ x)2Rk[L](x)

, k = 1, 2, . . . .
Then, for a sufficiently smooth f on [0, 1] and ω→∞, it is true that
I[f ] ∼ −2
1−λeiω
β
· R0[L](1)
2iω
− 2
3−λeiω
β
∞
k=1
Rk[L](1)
(2iω)k+1
. (2.4)
Proof. From (2.3), by induction on s ≥ 1, we can prove the following identity
I[f ] = −2
1−λeiω
β
· R0[L](1)
2iω
− 2
3−λeiω
β
s−1
k=1
Rk[L](1)
(2iω)k+1
+ 2
1−λ
β(2iω)s
 1
−1
Rs[L](x)e2iω/(1+x)dx. (2.5)
For s = 1, since integration by parts on the right of (2.3) yields
1
β
· 21−λ
 1
−1
(1+ x)λ−2L(x)e2iω/(1+x)dx = −2
1−λ
β
· 1
2iω
 1
−1
R0[L](x)de2iω/(1+x)
= −2
1−λeiω
β
· R0[L](1)
2iω
+ 2
1−λ
β · 2iω
 1
−1
R1[L](x)e2iω/(1+x)dx, (2.6)
the identity (2.5) holds for s = 1. For s ≥ 1, we integrate on the right of (2.5) by parts,
21−λ
β(2iω)s
 1
−1
Rs[L](x)e2iω/(1+x)dx = − 2
1−λ
β(2iω)s+1
 1
−1
(1+ x)2Rs[L](x)de2iω/(1+x)
= − 2
1−λ
β(2iω)s+1

(1+ x)2Rs[L](x)e2iω/(1+x)
1
−1
+ 2
1−λ
β(2iω)s+1
 1
−1
Rs+1[L](x)e2iω/(1+x)dx. (2.7)
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In the sequel, for s ≥ 1 we shall prove
(1+ x)2Rs[L](x)

x=−1 = 0; (2.8)
and  1
−1
|Rs[L](x)|dx <∞. (2.9)
By noting
L(x) = f

1+ x
2
 1
β

,
L′(x) = 1
2
1
β
1
β
(1+ x) 1β −1f ′

1+ x
2
 1
β

,
L′′(x) = 1
2
1
β
1
β

1
β
− 1

(1+ x) 1β −2f ′

1+ x
2
 1
β

+ 1
2
2
β
1
β2
(1+ x) 2β −2f ′′

1+ x
2
 1
β

,
L′′′(x) = 1
2
1
β
1
β

1
β
− 1

1
β
− 2

(1+ x) 1β −3f ′

1+ x
2
 1
β

+ 3
2
2
β
1
β2

1
β
− 1

(1+ x) 2β −3f ′′

1+ x
2
 1
β

+ 1
2
3
β
1
β3
(1+ x) 3β −3f ′′′

1+ x
2
 1
β

,
together with the following formulas:
R1[L](x) = λ(1+ x)λ−1L(x)+ (1+ x)λL′(x),
R2[L](x) = λ(λ+ 1)(1+ x)λL(x)+ 2(λ+ 1)(1+ x)λ+1L′(x)+ (1+ x)λ+2L′′(x),
R3[L](x) = λ(λ+ 1)(λ+ 2)(1+ x)λ+1L(x)+ 3(λ+ 1)(λ+ 2)(1+ x)λ+2L′(x)
+ 3(λ+ 2)(1+ x)λ+3L′′(x)+ (1+ x)λ+4L′′′(x),
for λ > 0 and β > 0 we have by using direct calculation
(1+ x)2R1[L](x)

x=−1 =

λ(1+ x)λ+1L(x)+ (1+ x)λ+2L′(x)x=−1 = 0,
(1+ x)2R2[L](x)

x=−1 =

λ(λ+ 1)(1+ x)λ+2L(x)+ 2(λ+ 1)(1+ x)λ+3L′(x)+ (1+ x)λ+4L′′(x)x=−1 = 0,
(1+ x)2R3[L](x)

x=−1 =

λ(λ+ 1)(λ+ 2)(1+ x)λ+3L(x)+ 3(λ+ 1)(λ+ 2)(1+ x)λ+4L′(x)
+ 3(λ+ 2)(1+ x)λ+5L′′(x)+ (1+ x)λ+6L′′′(x)x=−1 = 0.
Similarly, we continue this process and it is not difficult to verify that each (1+ x)2Rs[L](x) is a combination in positive
powers of 1+ x, which is written as
(1+ x)2Rs[L](x) = (1+ x)µφ(x), µ > 0,
with φ(x) ∈ C[−1, 1], and Rs[L](x) is a combination in powers of 1+ x of degree more than−1 (that is, (1+ x)ν−1, ν > 0),
which is expressed by
Rs[L](x) = (1+ x)ν−1ϕ(x),
with ϕ(x) ∈ C[−1, 1]. Thus we complete the proof of (2.8) and (2.9).
Combining (2.6)–(2.8), we can obtain the desired result (2.5). The proof is complete by letting s →∞ for (2.5). 
A direct consequence of Lemma 2.1 is that the asymptotic quadrature
Q As [L] = −
21−λeiω
β
· R0[L](1)
2iω
− 2
3−λeiω
β
s−1
k=1
Rk[L](1)
(2iω)k+1
, (2.10)
represents the efficiency of the approximation to I[f ] by truncating after the first s terms of (2.4) once 2ω is sufficiently
large.
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In the sequel we present the error of the s-step asymptotic quadrature.
Theorem 2.1. For every sufficiently smooth f it is true that
Q As [L] − I[f ] ∼ O

1
β
(2ω)−s−1

, ω→∞. (2.11)
Proof. Following (2.9), from (2.5) and (2.10) we can easily obtain
|Q As [L] − I[f ]| =
 21−λβ(2iω)s
 1
−1
Rs[L](x)e2iω/(1+x)dx

=
− 21−λβ(2iω)s+1 22Rs[L](1)eiω+ 21−λβ(2iω)s+1
 1
−1
Rs+1[L](x)e2iω/(1+x)dx

≤ 1
(2ω)s+1

23−λ
β
|Rs[L](1)| + 2
1−λ
β
 1
−1
|Rs+1[L](x)|dx

= O

1
β
(2ω)−s−1

, ω→∞.
This completes the proof. 
This theorem can be summarized by saying that only by adding derivative information at the endpoint 1 can the
asymptotic order of the method be improved. One also sees that, asymptotically, the behavior of L(x) around x = 1
completely determines the value of (2.3), which is independent of x = −1 (for convenience, in Theorem 1.2, the
multiplicities m0 associated with node point x = −1 is set to be 0). As is often the case with asymptotic expansions the
accuracy is limited due to the divergence of the series. In order to overcome this weakness, like Iserles and Nørsett [7],
an alternative to the asymptotic method which, while requiring identical information and producing the same rate of
asymptotic decay, is typically more accurate, is the so-called Filon-type method which extends the work of Filon, as
follows:
Theorem 2.2. Let s be some positive integer, let {xk}η0 be a set of node points such that −1 = x0 < x1 < · · · < xη = 1, let
{mk}η0 be a set of multiplicities associated with those node points such that mη ≥ s − 1. Suppose that V (x) = Σnk=0ckxk, where
n = Σηk=0mk − 1, is the solution to the system of equations
V (j)(xk) = L(j)(xk), j = 0, 1, 2,mk − 1,
for every integer 0 ≤ k ≤ η. Then
I[f ] − Q Fs [L] ∼ O

1
β
(2ω)−s−1

, ω→∞, (2.12)
where
Q Fs [L] ≡ I[V ] =
n
k=0
ckMk,
and Mk can be computed explicitly by the following explicit expressions (2.14).
Proof. We substitute L(x) − V (x) for L(x) in the asymptotic formula (2.4). Since V (j)(1) = L(j)(1), j = 0, 1, . . . , s − 1, it
follows that Rk[V − L](1) = 0, k = 0, 1, . . . , s− 1. Therefore, from (2.4), we attain the result (2.12). 
The following part is devoted to the computation of Mk. Fortunately, they can be expressed in terms of the extended
exponential integral function Ei(δ, z) in (2.13), which can be evaluated efficiently by the incomplete gamma function
Γ (1−δ, z), for example, usingMaple orMathematica, but whichmay not be implemented inMatlab (or needmodification)
because Ei(δ, z) of Matlab (version 7.0.1) gives an error message by directly using Ei(δ, z) if δ is not a nonnegative integer.
However, in practice, using some command modes (mfun(′GAMMA′, 1 − δ, z)), we can program in Matlab by calling the
incomplete gamma function from Maple so that Ei(δ, z) could be implemented efficiently.
Since, in [32,33], for allℜ(δ) > 0,ℜ(z) ≥ 0,
Ei(δ, z) =
 ∞
1
x−δe−zxdx = zδ−1Γ (1− δ, z), (2.13)
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Fig. 1. The absolute error and absolute error scaled by (2ω)3 of Q F2 [L] with the nodes {−1, 0, 1} and multiplicities {0, 1, 1} (the left two), compared
with the absolute error and absolute error scaled by (2ω)4 of Q F3 [L] with the nodes {−1, 0, 1} and multiplicities {0, 1, 2} (the right two), for the integral
I[f ] =  10 1x exeiω/x 12 dx.
Fig. 2. The absolute error and absolute error scaled by (2ω)3 of Q F2 [L] with the nodes {−1, 0, 1} and multiplicities {0, 1, 1} (the left two), compared
with the absolute error and absolute error scaled by (2ω)4 of Q F3 [L] with the nodes {−1, 0, 1} and multiplicities {0, 1, 2} (the right two), for the integral
I[f ] =  10 x−3 sin xeiω/x2dx.
(see [20,5]); by letting y = 2/(1+ x) and using the binomial theorem, it is readily achieved
Mk = 21−λ
β
 1
−1
(1+ x)λ−2xke2iω/(1+x)dx
= 1
β
k
j=0
(−1)j2k−j

k
j
 ∞
1
yj−k−λeiωydy
= 1
β
k
j=0
(−1)j2k−j

k
j

(−iω)k+λ−j−1 · Γ (j− k− λ+ 1,−iω). (2.14)
Example 2.1. We consider the computation of the integral
 1
0
1
x e
xeiω/x
1
2 dx. In this case α = −1, β = 12 and f (x) = ex. Fig. 1
shows the absolute errors and scaled absolute errors of the Filon-type methods Q Fs [L] with s = 2 or s = 3: Q F2 [L] with the
nodes {−1, 0, 1} and multiplicities {0, 1, 1}, and Q F3 [L]with the nodes {−1, 0, 1} and multiplicities {0, 1, 2}.
Example 2.2. We consider the computation of the integral
 1
0 x
−3 sin xeiω/x2dx. In this case α = −3, β = 2 and f (x) = sin x.
Fig. 2 shows the absolute errors and scaled absolute errors of the Filon-type methods Q Fs [L]with s = 2 or s = 3: Q F2 [L]with
the nodes {−1, 0, 1} and multiplicities {0, 1, 1}, and Q F3 [L]with the nodes {−1, 0, 1} and multiplicities {0, 1, 2}.
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The theoretical results and two numerical examples above show that the Filon-type method for the class of highly
oscillatory integrals (2.3) has the advantageous property that its accuracy greatly improves when the frequency of the
oscillations increases and its error behaves asymptotically as O( 1
β
(2ω)−s−1). At the same time, it is a convergent method for
any fixed frequency ω. However, the computation of the coefficients ck needs to solve a linear system with Vandermonde
matrix with O(N3) operations. When f is complicated, such as the Runge function or very fast increasing function, and is
not to be accurately approximated at the equally spaced points by polynomials, the use of the Filon-type method may not
result in better approximations.
The succeeding part is to consider amore efficientmethod based on a special Chebyshev interpolation. If f is complicated,
then N may need to be taken larger [34]. For a fixed frequency ω, if f or its derivatives increases fast, the advantage of
the Clenshaw–Curtis–Filon-type method becomes apparent once we use a huge number of quadrature points, exploiting
the power of FFT. Meanwhile, for a Runge function f , such as f (x) = 1
1+25x2 , by adding derivatives at the endpoint x = 1
or the number of additional interior node points, the Clenshaw–Curtis–Filon-type method can give high accurate results.
Obviously, for a well-behaved f , the Clenshaw–Curtis–Filon-type method is also very efficient under the given conditions.
3. Clenshaw–Curtis–Filon-type method for (2.3)
In this section, in order to overcome some weakness of the Filon-type method mentioned above, we present an efficient
Clenshaw–Curtis–Filon-type method for highly oscillatory singular integrals (2.3).
Chebyshev interpolation has precisely the same effect as taking partial sum of an approximation Chebyshev series
expansion Mason [26]. Suppose that L(x) is absolutely continuous on [−1, 1]. Let HN(x) denote an interpolant of L(x) of
degree N in the Clenshaw–Curtis points
xk = cos

kπ
N

, k = 0, 1, . . . ,N, (3.15)
which are zeros of the polynomial Mason [26] defined by
PN+1(x) = 2(x2 − 1)UN−1(x) = TN+1(x)− TN−1(x), (3.16)
where TN+1(x), TN−1(x) and UN−1(x) are the Chebyshev polynomials of the first kind of degrees N + 1,N − 1 and second
kind of degree N − 1, respectively. Then, the polynomial HN(x) can be expressed by
HN(x) =
N
j=0
′′bjTj(x), bj = 2N
N
k=0
′′L(xk)Tj(xk). (3.17)
Mason [26, 6.27, 6.28], where the double primes indicate that the first and last terms of the sum are to be halved. The
coefficients bj can be computed efficiently by FFT [29,1,27].
The choice of the extreme points as interpolation points for highly oscillatory integrals is not only a technical necessity
but also can improve the accuracy significantly [7,11,8,6]. For (2.4), the asymptotic expansion only depends on all derivative
values of L(x) at the endpoint 1 and is independent of−1. These observations will be elaborated on in the following with an
emphasis on the Clenshaw–Curtis method. Therefore, let HN+s(x) denote a Chebyshev Hermite interpolant of L(x) of degree
N + s in the Clenshaw–Curtis points (3.15), where HN+s(x) is defined by the following forms
HN+s(xn) = L(xn), H(k)N+s(1) = L(k)(1), (3.18)
for n = 1, 2, . . . ,N and k = 0, 1, 2, . . . , s. Meanwhile, the interpolation polynomial HN+s(x) can be also expressed by
HN+s(x) =
N+s
k=0
akTk(x), (3.19)
where the coefficients ak can be accurately computed by using an efficient algorithm (see Section 3.1), based on FFT
[29,1,27]. Here, our attention focuses on adapting the Clenshaw–Curtis points for the computation of (2.3), whichwill induce
the Clenshaw–Curtis–Filon-type method, which can be efficiently implemented in O(N logN) operations,
Q C−Cs [L] =
1
β
· 21−λ
 1
−1
(1+ x)λ−2HN+s(x)e2iω/(1+x)dx
= 1
β
N+s
k=0
akMk, (3.20)
where
Mk = 21−λ
 1
−1
(1+ x)λ−2e2iω/(1+x)Tk(x)dx (3.21)
denotes the modified moments which can be computed (see Section 3.2).
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3.1. Efficient computations of the coefficients ak
By establishing the expression
HN+s+1(x) = HN+s(x)− ds+1(x− 1)sPN+1(x), (3.22)
and using
L(k)(1) = H(k)N+s+1(1), k = 0, 1, 2, . . . , s, (3.23)
all the coefficients ds are readily determined so that all the coefficients ak can be obtained.
Lemma 3.2. Let N be a positive integer and let HN+1(x),HN+2(x) be two polynomials defined by (3.22). Then the coefficients d1
and d2 are, respectively, expressed by
d1 = 14N

N−1
k=0
′(N − k)2bN−k − L′(1)

, (3.24a)
d2 = 18N

H ′′N+1(1)− L′′(1)

, (3.24b)
where
H ′′N+1(1) =
N−2
k=2
kbkU ′k−1(1)+ (N − 1)(bN−1 + d1)U ′N−2(1)+
1
2
NbNU ′N−1(1)− (N + 1)d1U ′N(1), (3.25)
and U ′N(1) can be explicitly computed by the general term formula
U ′N(1) =
1
3
N(N + 1)(N + 2).
Proof. From (3.16), (3.22) and (3.23), we have
L′(1) = H ′N+1(1) = H ′N(1)− d1P ′N+1(1), (3.26)
L′′(1) = H ′′N+2(1) = H ′′N+1(1)− 2d2P ′N+1(1). (3.27)
Since T ′k(x) = kUk−1(x) and Uk−1(1) = k, k = 1, 2, . . . , [26], it follows from (3.16), (3.17) and (3.22) that
H ′N(1) =
N−1
k=0
′(N − k)2bN−k, P ′N+1(1) = 4N, (3.28)
H ′′N+1(1) =
N−2
k=2
kbkU ′k−1(1)+ (N − 1)(bN−1 + d1)U ′N−2(1)+
1
2
NbNU ′N−1(1)− (N + 1)d1U ′N(1). (3.29)
Since [26],
UN(x)− UN−2(x) = 2TN(x), N = 2, 3, . . . ,
we obtain
U ′N(1)− U ′N−2(1) = 2T ′N(1) = 2NUN−1(1) = 2N2, N = 2, 3, . . . ,
which together with the initial conditions
U ′0(1) = 0, U ′1(1) = 2,
recursively generates all {U ′N(1)} very efficiently. Meanwhile, it is easy to verify the general term formula
U ′N(1) =
1
3
N(N + 1)(N + 2).
Combining (3.26)–(3.29), we get the desired result. 
By induction on s, it is easy to obtain
ds = 1s! · 4N

H(s)N+s−1(1)− L(s)(1)

, (3.30)
where those expressions of H(s)N+s−1(1) can be generated by the same way as the proof of Lemma 3.2.
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Finally, since [26]
xTn−1(x) = 12 [Tn(x)+ Tn−2(x)], n = 2, 3, . . . ,
by direct calculation, we may immediately deduce from (3.17) and (3.22), that
HN+1(x) =
N−2
k=0
′bkTk(x)+ (d1 + bN−1)TN−1(x)+ 12bNTN(x)− d1TN+1(x), (3.31)
HN+2(x) =
N−3
k=0
′bkTk(x)+

1
2
d2 + bN−2

TN−2(x)+ (d1 − d2 + bN−1)TN−1(x)
+ 1
2
bNTN(x)+ (d2 − d1)TN+1(x)− 12d2TN+2(x). (3.32)
By plugging (3.24a) and (3.24b) into (3.31) and (3.32), we obtain the explicit expressions of HN+1(x) and HN+2(x), where bk
can be computed efficiently by FFT. Therefore, all the corresponding ak can be implemented efficiently, based on FFT.
3.2. Computations of the modified moments Mk
The non-homogeneous four-term recurrence relation of the same modified moments Mk as [24], was provided by
Piessens and Branders, as follows:
k(k+ λ+ 1)Mk+2 + [3k2 − (4iω − λ− 3)k− λ]Mk+1
+ [3k2 + (4iω − λ+ 3)k+ 4iω − 2λ]Mk + [k2 − (λ− 1)k− λ]Mk−1 = −4eiω. (3.33)
Because of the symmetry of the recurrence relation of the Chebyshev polynomials Tk(x), it is convenient to get T−k(x) =
Tk(x), k = 1, 2, . . . , and consequently M−k = Mk. It can be verified easily that (3.33) is valid, not only for k ≥ 2, but
for all integers of k. Unfortunately, for (3.33) both the forward recursion and the backward recursion are unstable [24].
Nevertheless, in practical applications the instability is less pronounced if ω is large. It is demonstrated that Mk can be
computed accurately using the forward recursion as long as k2 ≤ ω. Substituting k = 1, 2 into (3.33) yieldsM3 andM4, when
the three starting values Mk, k = 0, 1, 2 are known. Continuing this process, we can compute Mk, k = 5, 6, 7, . . . . So for
k2 ≤ ω allMk can be computed by the forward recursion. But for k2 > ω the loss of significant figures increases and recursion
in the forward direction is no longer applicable. In this case Oliver’s algorithm [35] or Lozier’s algorithm [36] with two
starting values Mk, k = 0, 1 and one end value are accurately available. The end value can be estimated by the asymptotic
expansions in [24,37] or can be set equal to zero [37]. Lozier’s algorithm incorporates a numerical test for determining the
optimum location of the endpoint, when the end value is set to be zero. The advantage is that a user-required accuracy is
automatically obtained, without computation of the asymptotic expansion. For details one can refer to [24,37,35,36]. From
Examples 3.1 to 3.2 below, in general, we can see thatwhen the frequencyω is large, using the forward recursion and k ≪ ω,
it does not require many points to get the satisfactory accuracy; generally only when the frequency ω is small, by Oliver’s
algorithm or Lozier’s algorithm, the proposed method needs more points to obtain the required accuracy, in this case we
should choose k to be a little larger than ω. Meanwhile, the low frequency case of Examples 3.1 and 3.2 indirectly show that
Oliver’s algorithm or Lozier’s algorithm is applicable to compute the moments accurately. Moreover, for most moderate
and high frequency case, we need to choose k being not large and only use the forward recursion to compute the moments
accurately. Furthermore, in this paper, we focus primarily on moderate and high frequency case, especially ω ≫ 1. Finally,
Mk, k = 0, 1, 2, 3 can be computed by the following method.
The part is devoted to the computation of Mk, k = 0, 1, 2, 3. By using (2.13), substituting the formulas that T0(x) = 1,
T1(x) = x, T2(x) = 2x2 − 1 and T3(x) = 4x3 − 3x into (3.21) and letting y = 2/(1+ x), we obtain
M0 = 21−λ
 1
−1
(1+ x)λ−2e2iω/(1+x)dx
=
 ∞
1
y−λeiωydy
= (−iω)λ−1 · Γ (1− λ,−iω),
M1 = 21−λ
 1
−1
(1+ x)λ−2xe2iω/(1+x)dx
= 2
 ∞
1
y−λ−1eiωydy−
 ∞
1
y−λeiωydy
= 2(−iω)λΓ (−λ,−iω)−M0.
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Fig. 3. Absolute errors and absolute errors scaled by ωs+2 for the Clenshaw–Curtis–Filon-type method for the integral
 1
0 x
−1/3 cos xeiω/x1/3dxwith N = 3
(the left two above), N = 5 (the right two above), N = 9 (the left two below) and N = 15 (the right two below) for s = 0 (dashed lines) and s = 1 (solid
lines), respectively.
Similarly,
M2 = 8(−iω)λ+1Γ (−λ− 1,−iω)− 4M1 − 3M0,
M3 = 32(−iω)λ+2Γ (−λ− 2,−iω)− 6M2 − 15M1 − 10M0.
Example 3.1. Let us consider the Clenshaw–Curtis–Filon-type method for 1
0
x−1/3 cos xeiω/x
1/3
dx,
with N = 3, 5, 9, 15, corresponding to s = 0 and s = 1, respectively (see Fig. 3).
3.3. Uniform convergence and error analysis for the Clenshaw–Curtis–Filon-type method for (2.3)
Sloan and Smith in [30,31] considered the theoretical convergence properties of the Clenshaw–Curtis integration
method for the integral
 1
−1 k(x)f (x)dt , where k(x) is absolutely integrable and f (x) is continuous. Satisfactory rates of
convergence are obtained for f (x), even if k(x) is very singular or highly oscillatory. From [30,31], it is shown that the
Clenshaw–Curtis–Filon-type method (3.20) is uniformly convergent in N for fixed ω for (2.3); that is,
lim
N→∞
1
β
· 21−λ
 1
−1
(1+ x)λ−2HN+s(x)e2iω/(1+x)dx = 1
β
· 21−λ
 1
−1
(1+ x)λ−2L(x)e2iω/(1+x)dx
=
 1
0
xα f (x)eiωx
−β
dx,
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Fig. 4. Absolute errors and absolute errors scaled byωs+2 for the Clenshaw–Curtis–Filon-typemethod for the integral
 1
0 x
−1 · 1
1+25x2 e
iω/x1/3dxwith N = 4
(the left two above), N = 6 (the right two above), N = 10 (the right two below) and N = 15 (the right two below) for s = 0 (dashed lines) and s = 1 (solid
lines), respectively, where 1
1+25x2 is a Runge function.
since, for α > −1+ β(1− 1p ), (1+ x)λ−2e2iω/(1+x) satisfies the mild condition that 1
−1
|(1+ x)λ−2e2iω/(1+x)|pdx <∞,
for some p > 1 and L(x) is continuous on [−1, 1].
In the following, we will be concerned with the error analysis for the Clenshaw–Curtis–Filon-type method (3.20).
Theorem 3.3. For every sufficiently smooth f , it is true that
Q C−Cs [L] − I[f ] ∼ O

1
β
(2ω)−s−2

, ω→∞. (3.34)
Proof. We substitute L(x)− HN+s(x) for L(x) in the asymptotic expansion (2.4). Since H(k)N+s(1) = L(k)(1), k = 0, 1, . . . , s, it
follows that Rk[HN+s − L](1) = 0, k = 0, 1, . . . , s. Therefore, from (2.4), we attain the result. 
Example 3.2. Let us consider the Clenshaw–Curtis–Filon-type method for 1
0
x−1 · 1
1+ 25x2 e
iω/x1/3dx,
with N = 4, 6, 10, 15, corresponding to s = 0 and s = 1, respectively, where f (x) = 1
1+25x2 is a Runge function (see Fig. 4).
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Table 1
Approximations from the proposed Clenshaw–Curtis–Filon-type method, Hascelik’s Gauss-type rule
and Hascelik’s Filon-type method for the integral
 1
0 ω(x
2 + 10−2)−1 sin(ωx−8)dxwith ω = 1.
Methods n Approximate values Exact values
Hascelik’s Filon-type method 3 0.07828866008616 0.07829142323198
Hascelik’s Gauss-type rule 36 0.07829142323198
Clenshaw–Curtis–Filon-type method 36, s = 0 0.07829186684123
35, s = 1 0.07829168754321
34, s = 2 0.07829159376478
Table 2
Approximations from the proposed Clenshaw–Curtis–Filon-type method for the integral
 1
0 ω(x
2 +
10−2)−1 sin(ωx−8)dx for ω = 109, 1010, 1011, 1012 with N = 2 (three points) and s = 0, 1.
ω 109 1010 1011 1012
s = 0 0.10369891536567 0.10805935863666 0.04589700409616 0.09795127497420
s = 1 0.10369890865658 0.10805935923598 0.04589700398207 0.09795127498172
Exact values 0.10369890864392 0.10805935923689 0.04589700398179 0.09795127498173
Example 3.3. The proposed Clenshaw–Curtis–Filon-type method (using 36 Clenshaw–Curtis points, 35 Clenshaw–Curtis
points and the first derivative at x = 1, 34 Clenshaw–Curtis points and the first and second derivatives at x = 1),
Hascelik’s Filon-type method (using 36 equally distributed points) and Hascelik’s 36-point Gauss-type rule for
 1
0 ω(x
2 +
x−2)−1 sin(ωx−8)dx, ω = 1, give the results in Table 1, where f (x) = 1
x2+10−2 is a Runge function. Table 1 shows that for
small ω (such as ω = 1), using the same number of node points, Hascelik’s Gauss-type rule produces more accurate results,
compared with the proposed Clenshaw–Curtis–Filon-type method. The error order of Theorem 3.3 is valid for ω ≫ 1 and
does not hold for small ω. Table 2 shows the efficiency of the proposed Clenshaw–Curtis–Filon-type method for large ω
(such as ω = 109, 1010, 1011, 1012).
4. Concluding remarks
In this paper, based on two transformations t = x−β , β > 0, t = 21+z ,−1 ≤ z ≤ 1, we have transformed the oscillatory
integrals (1.2) with algebraic singularity into the integrals (2.3). Then we first derive an asymptotic expansion of such
integrals (2.3) in inverse powers of 2ω, which is used in the proof of error order for the associated Filon-type method and
the Clenshaw–Curtis–Filon-type method. Moreover, the Clenshaw–Curtis–Filon-type method based on a special Hermite
interpolation polynomial in the Clenshaw–Curtis points converges uniformly inN for fixedω and can be evaluated efficiently
inO(N logN)operations, based on FFT,whereN+1 is the number of Clenshaw–Curtis points in the interval of integration. For
largeω, the efficiency and validity of these methods have been shown by both some numerical experiments and theoretical
results. However, the proposed methods require more points than the Gauss rule in [20] to get the required accuracy for
very small frequency, such as ω = 1. Therefore, the Gauss rule in [20,21] is a very effective method for the case of small ω.
Form Section 3.3, although it is verified that the proposed Clenshaw–Curtis–Filon-type method is uniformly convergent in
N for a fixedω and α > −1+β(1− 1p ), some numerical examples, such as Example 3.2 and Table 2, show that it converges
uniformly for other α, β satisfying β > 0, α + β + 1 > 0. In the future, we will consider how to relax this restriction and
investigate whether the uniform convergence is valid for any β > 0, α + β + 1 > 0. Also, we will study another stable
method to compute the momentsMk in (3.21) for large k and small ω in our future work.
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