An exhaustive dataflow analysis algorithm associates with each point in a program a set of "dataflow facts" that are guaranteed to hold whenever that point is reached during program execution. By contrast, a demand dataflow analysis algorithm determines whether a single given dataflow fact holds at a single given point.
Introduction
An exhaustive dataflow analysis algorithm associates with each point in a program a set of "dataflow facts" that are guaranteed to hold whenever that point is reached during program execution.
This information can be used in a variety of software engineering tools (for example, to provide feedback to the programmer about possible errors such as the use of an uninitialized variable, or to determine whether a restructuring transformation is meaningpreserving) or can be used by an optimizing compiler (in choosing valid optimizing transformations).
It is not always necessary to compute complete dataflow information at all program points. A demand dataflow analysis algorithm determines whether a given dataflow fact holds at a given point [1, 9, 20, 18, 19, 10] . Demand analysis can sometimes be preferable to exhaustive analysis for the following reasons: Permission to make digital~ard copies of all or part of this material without fee is granted provided that the copies are not made or distributed for profit or commercial advantage, the ACM rmpyrighffserver notl~, the title of the publication and its date appear, and notice is given that copyright is by permission of the Association for Computing Machinery, Inc. (ACM). To copy otherwise< to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. only at a certain set of program points. Similarly, in program optimization, most of the gains are obtained from making improvements at a program's "hot spots''-in particular, its innermost loops. However, current tools typically include a phase during which an exhaustive interprocedural dataflow analysis algorithm is used. There is good reason to believe that the use of a demand algorithm will greatly reduce the amount of extraneous information computed. Narrowing the focus to spec~c datajlow facts of interest. Even when datailow information is desired for every program point p, the full set of dataflow facts at p may not be required. For example, it is probably only useful to determine whether the variables used at p might be uninitialized, rather than determining that information for all of the variables in the procedure. Reducing work in preliminary phases. In problems that can be decomposed into separate phases, not all of the information from one phase may be required by subsequent phases. For example, the MayMod problem is to determine, for each call site, which variables may be modified during the call [3, 7] . This problem can be decomposed into two phases: computing side effects disregarding aliases (the so-called DMod problem), and computing alias information [3, 8, 7] . Given a demand (e.g., "What is the May Mod set for a given call site c?"), a demand algorithm has the potential to reduce drastically the amount of work spent in earlier phases by propagating only relevant demands (e.g., "What are the alias pairs (x, y) such that x is in DMod(c)''?). Sidestepping incremental-updating problems. A transformation performed at one point in the program can invalidate previously computed dataflow information at other points in the program. In some cases, the old information at such points is no longer "safe"; the dataflow information needs to be updated before it is possible to perform further transformations at such points. Incremental dataflow analysis could be used to maintain complete information at all program points; however, updating all invalidated information can be very expensive. An alternative is to demand only the dataflow information needed to validate a proposed transformation; each demand would be solved using the current program, so the answer would be up-to-date. Demand analysis as a user-level operation.
R is desirable to have program-development tools in which the user can ask questions interactively about various aspects of a program [17, 25, 16, 13] , Such tools are particularly useful when debugging, when trying to understand complicated code, or when trying to transform a program to execute efficiently on a parallel machine, Because it is unlikely that a programmer will ask questions about all program points, solving just the user's sequence of demands is likely be significantly less costly than an exhaustive analysis.
course, determining whether a given fact holds at a given point may require determining 'whether other, related facts hold at other points. It is desirable, however, for a demand dataflow analysis algorithm to minimize the amount of such auxiliary information computed. Certainly the worst-case cost of a demand dataflow algorithm (for one demand) should be no worse than the worst-case cost of the best exhaustive algorithm. Furthermore, it is desirable that the information computed in response to one demand be reusable, so as to minimize the cost of a sequence of demands; we call algorithms that are able to reuse information in this way caching demand algorithms. Ideally, the worst-case total cost of the sequence of demands that produces complete dataflow information should be no worse than the worst-case cost of a single run of the best possible exhaustive algorithm; we call this the same-worst-case-cost property.
Since no non-trivial lower bounds are currently known for dataflow analysis, it is not possible to determine whether a demand algorithm has the same-worst-case-cost property; however, it is possible to determine whether a demand algorithm has this property with respect to a particular exhaustive algorithm. This paper presents a new caching demand algorithm for interprocedural dataflow analysis. The new algorithm has three important properties:
q It provides precise (meet over all interprocedurally valid paths) solutions to a large class of problems.
q It has a polynomial worst-case cost for both a single demand and a sequence of all possible demands.
q It has the same-worst-case-cost property with respect to the exhaustive algorithm given in [21] , which is currently the best exhaustive algorithm for the class of dataflow problems that can be handled precisely by our demand algorithm.
The remainder of the paper is organized as follows: Section 2 provides background material.
First, the class of dataflow problems that can be handled by our algorithm is defined. Second, we show how to transform a dataflow analysis problem in this class into a special kind of graphreachability problem. Section 3 presents our new algorithm, which solves demands for dataflow analysis information by solving equivalent graph-reachability demands. Preliminary experimental results on C programs are reported in Section 4. Section 5 discusses related work.
Background
The algorithm given in Section 3 can be used to solve any interprocedural dataflow problem in which the dataflow facts form a finite set D, and the dataflow functions (which are of type 2D +2D) distribute over the meet operator (either union or intersection).
We call this class of problems the interprocedural, jinite, distributive, subset problems, or IFDS problems, for short. The IFDS problems include all locally separable problems-the interprocedural versions of classical "bit-vector" or "gen-kill" problems (e.g., reaching definitions, available expressions, and live variables)-as well as non-locally- A meet operator fl. In general, the meet operator can be either union or intersection. For the purposes of this paper we will assume that the meet operator is union. (It is not hard to show that IFDS problems in which the meet operator is intersection can always be handled by transforming the~to a complementary union problem.) q A supergraph G (a collection of, flowgraphs, one for each procedure). In supergraph G , a procedure call is represented by two nodes, a call node and a return-site node. In addition to the ordinary intraprocedural edges that connect the nodes of the individual flowgraphs, for each procedure call-represented by call-node c and return-site node r-G has three edges: an intraprocedural call-to-return-site edge from c to c an interprocedural call-to-start edge from c to the start node of the called procedure; an interprocedural exit-to-return-site edge from the exit node of the called procedure to r.
(The call-to-return-site edges are included so that the IFDS framework can handle programs with local variables and parameters; the dataflow functions on canto-return-site and exit-to-return-site edges permit the information about local variables and value parameters that holds at the call site to be combined with the information about global variables and reference parameters that holds at the end of the called procedure.) .
An assignment of distributive dataflow functions (of type 2D + 2D) to the edges of the supergraph.
Given an instance of an IFDS-problem, a dataflow fact d e D, and a flowgraph node n, the demand algorithm given in Section 3 determines whether fact d is in the meet-overall-valid-paths solution at node n. The distinction between meet-over-all-paths and meet-over-all-valid-path~is necessary to capture the idea that not all paths in G represent potential execution paths. A valid path is one that respects the fact that a procedure always returns to the site of the most recent call. To understand the algorithm of Section 3, it is useful to distinguish further between a same-level valid path (a path in G that starts and ends in the same procedure, and in which every call has a corresponding return) and a valid path (a path that may include one or more unmatched calls).
Example.
Figure~shows an example program and its supergraph G . In G , the path n2 + startP has no matching return edge); the path Stf.litnlain -+ nl + n2 + startP + n4 + exitP + n8 is not a valid path because the return edge exitP + n8 does not correspond to the preceding call edge n2 + startP.
In Figure  1 , the supergraph is annotated with the dataflow functions for the "possibly-uninitialized variables" problem. The "possibly-uninitialized* variables" problem is to determine, for each node n in G , the set of program variables that may be uninitialized just before execution reaches n. A variable x is possibly uninitialized at n either if there is an x-definition-free valid path to n or if there is a valid path to n on which the last definition of x uses some variable y that itself is possibly uninitialized. For example, the dataflow function associated with edge n6 + n7 shown in Figure 1 adds a to the set of possibly-uninitialized variables after node n6 if either a or g is in the set of possiblyuninitialized variables before node n6.
u
The IFDS framework can be used for languages with a variety of features (including procedure calls, parameters, global and local variables, and pointers). Encoding a problem in the IFDS framework may in some cases involve a loss of precision; for example, in languages with pointers there may be a loss of precision for problem instances in which there is aliasing. Once a problem has been encoded in the IFDS framework, the demand algorithm presented in this paper provides (with no further loss of precision) an efficient way to determine whether a particular dataflow fact is in the meet-over-all-valid-paths solution to the problem.
From Dataflow-Analysis
Problems to RealizablePath Reachability Problems
In this section, we show how to convert IFDS problems to "realizable-path" graph-reachability problems. This is done by trans~orming an instance of an IFDS problem (a supergraph G m which each edge has an associated distributive function in 2D+2D) into an exploded supergraph G#, in which each node (n, d) represents dataflow fact d = D at supergraph node n, and each edge represents a dependence between dataflow facts at different supergraph nodes.
The nodes of supergraph G * are "exploded" into the nodes of G# as follows:
.
For every node n in G *4 there is a node (n, O) in G#. There is an edge in G# from node (m, d~) to node (n, d2) for every dl, dz such that dz c f (d, ) and
There is an edge in G# from node (m, O) to node (n, O).
A realizal#e path in G# is one that corresponds to a valid path in G . (Similarly, a same-level realizable path is one that corresponds to a same-level valid path.) That is, realizable paths respect the fact that a procedure always returns to the site of the most recent call. In [18] we have shown that dataflow fact d holds at supergraph node n iff there is a realizable path in G# from node (startmain, 0) (which represents the fact that no dataflow facts hold at the start of procedure main) to node (n, d).
The exploded supergraph that corresponds to the instance of the "possibly-uninitialized variables" problem shown in Figure 1 is shown in Figure 2 . Closed circles represent nodes that are reachable along realizable paths from (~tart~.i., O). Open circles represent nodes not reachable along realizable paths. (For example, note that nodes (n8, g) and (n9, g) are reachable only along non-realizable paths from (startm.in, 0).) As stated above, this information indicates the nodes' values in the meet-over-all-valid-paths solution to the dataflow-analysis problem. For instance, the meet-over-all-valid-paths solution at node exit,, is the set {g}. (That is, variable g is the only possibly-uninitialized variable just before execution reaches the exit node of procedure p.) In Figure 2 , this information can be obtained by determining that there is a realizable path from (sta~~uin, 0) to (exitP, g), but not from (startmi,, O) to(extt,,, a). In this section, we show how to solve demand IFDS problems by solving equivalent realizable-path reachability demands. The algorithm, called the Demand- Tabulation  Algorithm, is presented in Figure 3 . The top-level function of the algorithm is called IsMemberOfSolution.
The [6] case n is a return-site node : [7] let c be the call node that corresponds to n, and let p be the procedure called at c [8] EdgeWorkList:= 0
BackwardTabulateSLRPs(EdgeWorkList) [11] for
end let [13] end case [14] case n is the start node of procedure p : [15] for each c e Callers(p) do [16] for
end case [19] default: when it has been determined that there is a realizable path from (WUt~ai", O) to (m, d) . Before the first call on IsMemberOfSolution is performed, ReachableNodes is initialized to { (m, O) } for all supergraph nodes m.
IsMemberOfSolution also maintains a set called VisitedNodes (initially empty) that includes all exploded-graph nodes visited during some invocation of IsMemberOfSolution. At the end of an invocation of IsMemberOfSolution, the nodes that were added to VisitedNodes during that invocation and that are reachable from (~tartmain, O) during the same invocation, so this does not increase the asymptotic cost of the algorithm when it is used for just a single demand. The practical consequences of this extra work are explored in Section 4.
The interesting aspect of the backwards traversal performed by IsMemberOfSolution is the way it ensures that only realizable paths are followed. This is accomplished by the call to BackwardTabulateSLRPs at line [10] , which occurs when the node (n, d) removed from NodeWorkList corresponds to a return-site node (i. e., n is a return-site node in G*). The purpose of BackwardTabulateSLRPs is to find summary edges, which represent transitive dependence due to procedure calls: A summary edge represents a same-lever realizable path from a node of G# that corresponds to a call node, to a node of G# that corresponds to the matching return-site node. Summary edges are recorded in the (global) set named SummaryEdge.
After calling BackwardTabulateSLRPs, IsMemberOfSolution can continue its backward traversal across the newly discovered summary edges (line [1 l]).
IsMemberOfSolution calls several auxiliary subprograms: function Callers(p) returns the set of call nodes that represent calls on p; procedures Propagate and BackwardTabulateSLRPs are shown in Figure 4 . As discussed above, the purpose of BackwardTabulateSLRPs is to find summary edges, and to record them in the set named SummaryEdge.
In order to do this, BackwardTabulateSLRPs finds path edges (which represent same-level realizable paths in G#) whose targets are nodes of the form (exit , d) (i.e., nodes of G# that correspond to exit nodes of G~. It records all such path edges in the (global) set named PathEdge.
Procedure BackwardTabulateSLRPs is a worklist algorithm that starts with an initial worklist containing a set of zero-length path edges (edges of the form (exitP, d) + (exi,$, d)); on each iteration of the main loop it deduces the exmtence of additional path edges and summary edges.
When IsMemberOfSolution is called with the exploded supergraph node (n9, g ) from the example shown in Figure 2 , (i. e., the demand "Might g be uninitialized at node n9?" is made), the following steps are performed (all line numbers refer to lines in Figure 3 •1
Cost Of The Demand-Tabulation Algorithm
In the worst case, a single demand will cause the DemandTabulation Algorithm to traverse every edge of the exploded supergraph as well as every summary edge. To express this cost in terms of the size of the (unexploded) supergraph, we will use the following parameters: The maximum number of exploded supergraph and summary edges (and thus, the worst-case running time of the Demand- Tabulation  Algorithm) varies depending on what class of dataflow-analysis problems is being solved. We have already mentioned the locally separable problems; it is also useful to define the class of h-sparse problems:
A problem is h-sparse if all problem instances have the following property: For each functionõ n an ordinary intraprocedural edge or a call-to-return-site edge of G', the number of edges in G# that represent function~, excluding edges that emanate from the O node, is at most hD.
u
In general, when the nodes of G * represent individual statements and predicates (rather than basic blocks), and when there is no aliasing, we expect most distributive problems to be h-sparse (with h < D): Each statement changes only a small portion of the execution state, and accesses only a small portion of the state as well. Therefore, the dataflow functions, which are abstractions of the statements' semantics, should be "close to" the identity function. The identity function is represented using D + 1 edges; thus, the number of edges needed to represent each dataflow function should be roughly D.
When the nodes of G * represent individual statements and predicates, and there is no aliasing, every instance of the possibly -uninitialized-variables problem is 2-sparse. The only non-identity dataflow functions are those associated with assignment statements. The outdegree of every non-O node in the representation of such a function is at most two: a variable's initialization status can affect itself and at most one other variable, namely the variable assigned to. u The table in Figure  5 summarizes how the DemandTabulation Algorithm behaves for six different classes of problems.
In each case. the time given is the worst-case time for a single demand.
The details of the analysis of the running time of the Demand-Tabulation Algorithm can be found in [18] .
The most efficient exhaustive algorithm known for the class of IFDS problems is the one given in [21] . Its worstcase running times are almost identical to the times given above; the only difference is that for an intraprocedural, locally separable problem, the bound for the exhaustive algorithm is O (ED), while the bound for the DemandTabulation Algorithm is O (E). The similarity in the worst-case running times of the two algorithms reflects the fact that (theoretically) a dataflow fact at one point might depend on all other facts at all other points. In practice, however, we have found that the Demand-Tabulation Algorithm (applied to a single demand) is much faster than the exhaustive algorithm (see Figure 7) .
The Same-Worst-Case-Cost Property
We have designed the Demand-Tabulation Algorithm so that it has the same-worst-case-cost property with respect to the exhaustive algorithm of [21] . In particular, a call to IsMemberOfSolution can re-use the sets ReachableNodes, VisitedNodes, PathEdge, and SummaryEdge, whose values are preserved across calls. When the Demand-Tabulation Algorithm is used with a request sequence that Places demands on all possible nodes of Gx, IsMemberOfSolution proper will traverse a given edge in G# at most once during the processing of the request sequence. BackwardTabulateSLRPs will traverse a given edge of G # in procedure p at most D times (once for each node of the form (exitP, d) Algorithm has the same-worst-case-cost property with respect to the exhaustive algorithm.
While this is an important property, it does not, of course, mean that the Demand-Tabulation Algorithm will always outperform the exhaustive algorithm.
There will be problem instances for which the exhaustive algorithm will not achieve its worst-case cost, and it may outperform the Demand-Tabulation Algorithm in those cases (see Figure  8 ).
Experimental Results

Background to the Experiments
We have carried out two experiments to compare the performance of the Demand-Tabulation Algorithm to that of the exhaustive algorithm of [21] , and two further experiments to study the trade-off between the benefit and overhead of the caching performed by the Demand-Tabulation Algorithm.
Three different analysis algorithms were used in the study: (1) the Demand-Tabulation Algorithm, as described above, (2) a non-caching version of the DemandTabulation Algorithm (that returns true as soon as it encounters a node of the form (m, O), does not maintain the set ReachableNodes, and reinitializes the set VisitedNodes to 0 after each invocation of IsMemberOfSolution, but does preserve the sets PathEdge and SummaryEdge across calls to IsMemberOfSolution), and (3) the exhaustive algorithm reported in [21] .
All three algorithms were implemented in C and used with a front end that analyzes a C program and generates the corresponding exploded supergraph for two dataflow problems: the possibly-uninitialized variables problem that we have used as our running example, and the truly-live variables problem [12] . A variable x is considered to be truly live at supergraph node n iff there is a path from n to the end of the program on which x is used in a predicate or in a call to a library routine, or on which x is used to assign a value to a truly-live variable.
(The more standard, locally-separable version of the live-variables problem relaxes the third condition so that x is considered to be live if it is used to assign a value to any variable.) It is useful to identify assignments to non-truly-live variables; programming tools might flag them as indicating possible logical errors, and optimizing compilers could remove them.
Procedure calls via pointers to procedures, and aliasing due to pointers were handled by our C front end as follows: For both dataflow problems, every call via a pointer was considered to be a possible call to every procedure of an appropriate type that was passed as a parameter or whose value was assigned to a variable somewhere in the program. For the truly-live variables problem, pointer-induced aliasing was handled conservatively: every memory read and every memory write via a pointer was considered to be a possible read/write of every piece of heap-allocated storage and of every variable to which the "address-of' operator (&) was applied somewhere in the program. For the possibly-uninitialized variables problem, this conservative approach was inappropriate;
since the results of this analysis are suitable for providing feedback to the programmer rather than for guiding an optimizing compiler, it is more important to avoid overwhelming the programmer by reporting hundreds of possibly uninitialized variables than to be sure that absolutely every possibly uninitialized variable has been reported. Therefore, for this problem, memory writes via a pointer were handled as described above for the truly-live variables problem, but memory reads were considered to read only the value of the pointer itself.
Tests were carried out on a Sun SPARCstation 20 Model 71 with 64 MB of RAM. The study used thirteen standard C programs; the table in Figure 6 gives the number of lines of preprocessed source code (with blank lines removed), the parameters that characterize the size of the control-flow graphs (number of procedures, number of call sites, number of control-flow graph nodes), data for the possiblyuninitialized variables problem (the number of uses of scalar variables, and the number of those uses that were found to be possibly uninitialized), and data for the trulylive variables problem (the number of assignments to scalar variables, and the number of those assignments that were found to be truly live).
Experiments
Experiment 1: Single demand vs. Exhaustive Our first two experiments compare the Demand-Tabulation Algorithm with the exhaustive algorithm. Our first experiment reflects what might happen when dataflow analysis is used in the context of a tool that intersperses demands and program modifications (so if an exhaustive algorithm is used, it must be re-run whenever a demand is made following a modification).
In this case, it is reasonable to compare the time required by the exhaustive algorithm with the time required by the demand algorithm to answer a single demand. Therefore, for this study, we recorded the following data for each test program: (1) the time used by the exhaustive algorithm to find all possibly uninitialized variables at all supergraph nodes; (2) the time used by the exhaustive algorithm to find all truly-live variables at all supergraph nodes; (3) the average time used by the (The number of uninitialized uses and the number of truly live assignments both reflect the number of times a demand leads to a "yes" answer. However, in the case of the truly-live variables problem, it is the instances where the demand leads to a "no" answer-a non-live variable is being assigned to-that are of interest to a programmer or compiler.)
Demand-Tabulation Algorithm to answer a single demand "might x be uninitialized here?" for 100 randomly selected uses of a scalar variable x; (4) the average time used by the Demand-Tabulation Algorithm to answer a single demand "is x truly-live here?" for 100 randomly selected assignments to a scalar variable x.
This data is summarized in Figure 7 . For each test program, for each of the two dataflow problems, the graph bars indicate the (average) running time of the DemandTabulation Algorithm for a single demand, normalized to the time for the exhaustive algorithm; the actual times (user time + system time in seconds) are given below each bar.
Clearly, the Demand-Tabulation Algorithm can be expected to be much faster than the exhaustive algorithm when the former is used to respond to a single demand. Algorithm to answer the sequence of demands "might x be uninitialized here?" for every use of a scalar variable x; and (2) the time used by the Demand-Tabulation Algorithm to answer the sequence of demands "is x truly-live here?" for every assignment to a scalar variable x. This data is summarized in Figure 8 .
For the truly-live variables problem, the DemandTabulation Algorithm outperforms the exhaustive algorithm in 9 out of 13 cases (and at worst, in one case, is about 5570 slower); however, this is true for only 4 out of 13 cases for the possibly-uninitialized variables problem (and the Demand-Tabulation Algorithm is slightly more than 4 times slower than the exhaustive algorithm in one The times for the Demand-Tabulation Algorithm are the average times required to answer a single demand (using 100 randomly selected demands). at this use?') lead to a no answer, while in the case of truly-live variables, most of the demands ("is x truly-live at this assignment?") lead to a yes answer. Demands answered no correspond to unreachable exploded supergraph nodes, so the exhaustive algorithm does not visit those nodes or any of their predecessors; however, the demand algorithm starts at those nodes and visits all predecessors, eventually discovering that none of them is in' the ReachableNodes set.
We hypothesize that when the goal is to answer demands at all program points, and it is expected that most demands will be answered no, the exhaustive algorithm will be the algorithm of choice. However, when the expected number of demands is small (for example, in an interactive tool, or in a restructuring tool that is likely to demand dataflow information only for a small part of a program before performing a transformation), or it is expected that most demands will be answered yes, then the DemandTabulation Algorithm will be the algorithm of choice. The goal of our third and fourth experiments was to study the tradeoff between the benefit and overhead of caching, first on a single demand and then on a sequence of demands.
For our third experiment we applied the non-caching demand algorithm to the same 100 randomly selected demands used in Experiment 1 (starting the algorithm fi-om scratch for each demand as was done for the DemandTabulation Algorithm), and we computed the average running time for a single demand. The results of this experiment are shown in Figure 9 . The graph bars indicate the running time of the non-caching algorithm normalized to the time for the (caching) Demand-Tabulation
Algorithm. It appears that for the uninitialized-variables problem, in the case of a single demand, caching introduces only a modest amount of overhead.
However, in all cases the overheads for the truly-live variables problem are more significant. Experiment 4: Caching vs Non-caching demand (sequence of demands} For our final experiment, we applied the non-caching demand algorithm to the same two sequences of demands (for possibly-uninitialized variables and for truly-live variables) to which the Demand-Tabulation Algorithm was applied in Experiment 2. The results of this experiment are shown in Figure 10 .
For possibly-uninitialized variables, in the case of a sequence of demands, the benefits of caching far outweigh its overhead. However, for truly-live variables, the noncaching algorithm seems to be preferable to the caching one. The reasons for this phenomenon deserve further study; it would be desirable to understand which characteristics of a dataflow problem and of a problem instance will predict whether a caching or a non-caching algorithm is preferable. Figure 10 . Comparison of the caching and non-caching demand algorithms for a sequence of demands. Bars show the running times of the non-caching algorithm, normalized to the times of the (caching) Demand-Tabulation Algorithm.
One approach to obtaining demand algorithms for interprocedural dataflow-analysis problems was described by Reps [20, 19] Several people, leery of the (space, time, and conceptual) overheads involved in using logic databases, questioned whether the logic-programming approach to obtaining demand algorithms for interprocedural dataflow analysis can really produce implementations that are efficient enough to be used in real-world program-analysis tools. Although the jury is still out on this issue (waiting for improved logic-database implementations), it is natural to ask a related question: "Is there a way to adapt the ideas so that they can be used in program-analysis tools written in imperative programming languages?"
In this paper, we answer this question in the affirmative:
The demand algorithm given in Section 3 can be viewed as an analog of the magic-sets-transformed exhaustive dataflow analysis program. However, the algorithm of Section 3 has a simple, low-overhead implementation in an imperative programming language (such as C). The implementation is based on array indexing and linked lists, and involves neither term-unification nor term-matching. A different approach to obtaining demand versions of dataflow-analysis algorithms has been investigated by Duesterwald, Gupta, and Soffa, first for intraprocedural problems [9] and subsequently for interprocedural problems [10] . In their approach, for each demand of the form "Is fact din the solution set at flowgraph node x?", a set of dataflow equations is set up on the flow graph (but as if all edges were reversed).
The flow functions on the reverse graph are the (approximate) inverses of the original forward functions.
(A special function-derived from the demand-is used for the reversed flow function of vertex x.) These equations are then solved using a demand-driven fixed-point-finding procedure to obtain a value for the entry vertex.
The answer to the demand (true or false) is determined from the value so obtained.
Their techniques are somewhat more general than ours because they can handle distributive problems on any finite lattice, while the Demand-Tabulation Algorithm is limited to finite subset lattices.
However, our work has the following advantages:
(i) When applied to an arbitrary IFDS problem, the worstcase cost of the Duesterwald-Gupta-Soffa technique is O (E D 2~).
In contrast, the cost of the DemandTabulation Algorithm is only O (E D 3). (ii) The Demand-Tabulation Algorithm uses only very simple operations (e.g., set insertions and membership tests that can be implemented with marks). This makes the algorithm very easy to implement, and makes it likely that it will perform better than the Duesterwald-GuptaSoffa algorithm in practice.
