Significant sex differences exist in the activity of the hypothalamic-pituitary-adrenal (HPA) axis. These differences are thought to contribute to the disparity in the prevalence of various autoimmune and infectious diseases between males and females. We used a mathematical model of the HPA axis to evaluate the hypothesis that differential sensitivity and negative feedback of the HPA axis network are causal factors for the observed sex differences in its activity. In doing so, we implicitly accounted for the differential influence of gonadal hormones on the HPA axis. Furthermore, we determined whether the putative mechanisms responsible for differences in basal HPA axis activity might also contribute to the observed differences in its stimulus-driven response. Model simulations predicted that the female HPA axis has greater adrenal sensitivity and weaker negative feedback. We identified two distinct sex-specific parameter spaces that generate corticosterone profiles in qualitative agreement with experimental results. We propose that these parameter subspaces indicate the interindividual variability in the regulatory mechanisms of the HPA axis. Furthermore, the model predicts that the maintenance of homeostatic rhythms in response to chronic stress requires specific regulatory adaptations resulting in a phenotype of allostatically driven chronic stress-sensitization. We propose that these adaptations indicate a physiological cost of adaptation to chronic stress. Model simulations suggest that individuals with high adrenal sensitivity are more vulnerable to chronic stress sensitization and might be more susceptible to the development of neuropsychiatric disorders. These results contribute to the study of sex differences in physiological feedback systems within a quantitative framework. (Endocrinology 158: 4017-4037, 2017) 
pidemiological studies have revealed significant differences in the incidence of inflammatory diseases between men and women (1) (2) (3) . In general, there appears to be a preponderance of autoimmune disease in women, with studies suggesting that about 80% of the reported incidence of autoimmune disease occurring in women; men, in turn, exhibit greater susceptibility to certain infectious diseases as well as a twofold greater risk for death due to nonreproductive cancers (4) . Much evidence suggests that differences in disease prevalence are to some extent attributable to inherent sex differences in the immune response. In general, women exhibit a stronger innate and adaptive immune response than men, resulting in improved pathogen clearance and vaccine efficacy (4) (5) (6) . However, it is believed that this superior immune response in women also results in a greater susceptibility to autoimmune and chronic inflammatory disorders (7) (8) (9) . Moreover, there are marked sex differences in the prevalence of stress-related psychiatric disorders, with women exhibiting a greater incidence of depressive and posttraumatic stress disorder (PTSD)-related symptoms (10) (11) (12) . Given that both stress and a variety of immune permissive processes contribute to the development of several psychiatric and immune disorders, it has been hypothesized that sex differences in physiological stress response mechanisms, chiefly the hypothalamicpituitary-adrenal (HPA) axis, could contribute to the observed sex differences in disease prevalence (13, 14) .
The endocrine response to stress is mediated by a complex network of neuronal and humoral interactions between central and peripheral regions, with the activation of the HPA axis constituting the primary physiological stress response mechanism (15) . The HPA axis is composed of an autoregulatory signaling cascade, which controls the sequential release of three hormones from central and peripheral regions (16) . This signaling network is generally considered to have three anatomic loci that secrete the primary HPA axis mediators: the hypothalamic paraventricular nucleus (PVN), the pituitary, and the peripheral adrenal glands located above the kidney. At the start of the signaling cascade, corticotropin-releasing hormone (CRH), released from specialized neurons in the PVN, binds to CRH receptor 1 located in the anterior pituitary. The binding of CRH to CRH receptor 1 promotes the transcription of proopiomelanocortin, which subsequently results in the release of adrenocorticotropic hormone (ACTH) from the pituitary into systemic circulation. ACTH subsequently binds to its receptor, melanocortin receptor 2, in the adrenal cortex, to stimulate the de novo synthesis and secretion of glucocorticoids. Glucocorticoids are the principal effector molecules of the HPA axis and have a wide array of physiological functions associated with the regulation of metabolism, the immune response, arousal, blood pressure, and body fluid homeostasis (17) . Glucocorticoids carry out their functions primarily through receptor-mediated mechanisms by binding to both glucocorticoid receptor (GR) and mineralocorticoid receptor. The major glucocorticoid in humans is cortisol, whereas that in rodents is corticosterone (CORT). Finally, glucocorticoids provides negative feedback to inhibit the secretion and synthesis of ACTH and CRH, thus modulating their own release and regulating the stress response.
Numerous studies have documented the existence of sex differences in the secretion of CORT under both basal conditions as well as in response to precursors of CORT, and a variety of psychological and physiological stressors (16) . It is generally thought that these sex differences are primarily mediated by the differential influence of the circulating gonadal hormones on the HPA axis during development and in adult life (18, 19) . Studies show that in general estrogens sensitize the HPA axis response to stressors and increase basal HPA axis activity, whereas testosterone has the opposite effects (16) . Evidence suggests that ovarian steroids also impair GR-mediated negative feedback, with studies showing higher levels of CORT at the end of stress application in rats receiving estradiol (20, 21) . Furthermore, GR agonists suppress stress-induced CORT and ACTH responses to a greater extent in ovariectomized female rats in comparison with rats treated with estradiol (22) . Accordingly, many studies have shown that gonadectomy in rats results in the dampening of HPA axis activity in female rodents, whereas it increases basal HPA axis activity in males (19) . Studies have also shown that HPA axis activity varies with the estrous cycle in rodents, with females showing higher CORT levels during the proestrous phase of the estrous cycle, when circulating levels of estrogen are at their highest (23, 24) .
Moreover, the mediators of the HPA axis exhibit pronounced circadian rhythmicity (25) . The circadian dynamics of the HPA axis are generally considered to be of prime importance in properly coordinating the numerous functions of the HPA axis, related to cognition, immune response, and metabolic regulation. These rhythms are thought to mediate anticipatory changes in HPA axis activity associated with predictably varying environmental conditions and enable the host to maintain homeostasis (26, 27) . Atkinson and Wadell (23) , using chronobiological assays and standard cosinor models, found prominent sex differences in CORT circadian rhythms, with female rats exhibiting more pronounced rhythms than male rats. The extent of these differences varied with the stage of the estrous cycle, with the highest mean levels of CORT being found in females in the proestrous phase. Furthermore, no significant differences were found in ACTH levels between males and females during the course of the estrous cycle. Such studies have led investigators to hypothesize that the development and expression of sex differences in the HPA axis emerge predominantly due to differences in the sensitivity and negative feedback within the HPA axis caused by the influence of the gonadal steroids.
In addition to the substantial sex differences in HPA axis activity, there is significant within-sex interindividual variation in the regulation and stress-responsive functioning of the HPA axis. This interindividual variation is not simply a result of a noisy system but is considered to arise from underlying differences in the regulatory mechanisms of the HPA axis (28) . These differences in regulation of the HPA axis are also thought to contribute to the apparent interindividual differences in susceptibility and resilience to the development of neuropsychiatric disorders in response to chronic stress exposure (29, 30) . Therefore, insight into the regulatory differences between the male and the female HPA axis in the context of interindividual variability might result in an improved understanding of its functioning and dysregulation and might suggest a rationale for better diagnostic criteria and the development of personalized therapeutic interventions.
In the present work, we use a semimechanistic mathematical model of the HPA axis to address the hypothesis that differential sensitivity and negative feedback within the HPA axis network lead to the observed sex differences CORT circadian rhythms. We consider sex differences in the circadian rhythms of the activity of HPA axis hormones, because it provides a more thorough representation of sexually dimorphic activity in comparison with studies that include only a single time point. Moreover, the circadian rhythms of CORT are regulated dynamically through interactions between the mediators of the HPA axis, which form an autoregulatory feedback loop. Mechanistic mathematical models are a useful tool to characterize the dynamics of such signaling systems, providing a framework for the evaluation and generation of novel hypotheses. To evaluate the above-mentioned hypothesis, we use three tunable parameters: one representing the adrenal sensitivity of CORT to ACTH and two representing the strength of GR-mediated negative feedback to CRH and ACTH, respectively. Importantly, we assume that any influence of the gonadal steroids on the expression of sex differences is effectively lumped into these three tunable parameters. This substantially simplifies the problem because the exact biochemical mechanisms by which gonadal steroids influence the HPA axis are yet to be elucidated. We use a parameter sampling approach to identify unique subspaces of the tunable parameters that generate CORT circadian profiles that qualitatively match male and female rhythms, respectively. We propose that these parameter subspaces might account for the interindividual regulatory variability within each sex. In agreement with experiments, model results suggest that on average in silico females have greater adrenal sensitivity and weaker negative feedback, with a more pronounced CORT response to adrenal stimulation. Further, we predict that the maintenance of homeostatic rhythms in response to chronic stress necessitates allostatically driven regulatory adaptations in the tunable parameters, resulting in enhanced negative feedback as well as adrenal sensitivity. These allostatic adaptations result in a sensitization of the HPA axis response to subsequent acute stressors and indicate a physiological cost of adaptation to chronic stress. Moreover, the model predicts that in silico subjects with greater adrenal sensitivity are more prone to exhibiting a phenotype of chronic stress sensitization, and we hypothesize that such individuals might be more susceptible to the development of neurologic disorders.
Methods

Description of the model
In the present work, we used a semimechanistic lightentrainable model of the HPA axis that accounts for circadian rhythmicity in the expression of its primary mediators. Figure 1 shows a schematic description of the primary interactions in the model associated with the underlying hypothesis of the study. A key assumption in our work is that the topological representation of the male and female HPA network is identical and does not explicitly account for any differences in biochemical signaling pathways that might result in sex differences in CORT circadian rhythms. Therefore, any differences between males and females will only result from a difference in the parameters of interest in the model, which account for negative feedback and adrenal sensitivity within the HPA network. Figure 2 shows a complete schematic representation of the model variables. The reader is referred to the Supplemental Materials and Methods for specific details regarding the model equations. Each of the primary mediators of the HPA axis-CRH, ACTH, and CORT-is represented by separate dynamical variables. CORT negative feedback is captured by a pharmacodynamic model for GR dynamics, developed by Ramakrishnan et al. (31) , and accounts for the contributions of the free and bound fractions of cytoplasmic and nucleartranslocated GR species, as well as GR messenger RNA. For simplicity, we account only for negative feedback through GRmediated mechanisms and do not consider mineralocorticoid receptor-mediated mechanisms in our model. Hypothalamic CRH stimulates the release of ACTH at the pituitary, which subsequently stimulates the synthesis of CORT. The released CORT completes the feedback loop by binding to the cytoplasmic GR. Furthermore, the transcriptional and translational dynamics of the GR are also accounted for in the model. Upon binding of CORT the cytoplasmic GR-CORT complex translocates to the nucleus to facilitate glucocorticoid-mediated gene expression, which for our purposes is limited to the negative feedback of CORT on its precursors and the inhibition of GR messenger RNA transcription.
Given the experimental observations summarized in the previous section, we used our mathematical model of the HPA axis to evaluate the hypothesis that differences in male and female CORT rhythms are a result of two factors: (1) differences in adrenal sensitivity to circulating ACTH levels and (2) differential negative feedback inhibition of CORT precursors. In our model, the parameters K p1 and K p2 mathematically represent the biochemical processes responsible for the GRmediated negative feedback of CORT on ACTH and CRH (K i is inversely proportional strength of inhibition by CORT), respectively, whereas k p3 represents the sensitivity of adrenal CORT secretion to ACTH. Thus, we assume that the gonadal hormones facilitate the expression of sex differences in the HPA axis through biochemical mechanisms that ultimately modulate processes represented by the three tunable parameters. Although it is possible that more parameters could differ between the male and the female HPA axis, we limited our analysis to the three parameters mentioned above to evaluate our hypothesis. Additionally, we made a further simplification by not explicitly accounting for possible sexual dimorphism in the modulation of the HPA axis by stress mediators, such as the proinflammatory cytokines, or any other stress-responsive elements, such as the sympathetic nervous system.
Calibrating the model for male and female CORT rhythms
We are primarily concerned with rodent studies because of the greater reproducibility in observations in comparison with results from studies in humans. The latter are less consistent as a result of methodological issues arising from a difficulty to control for confounding factors, such as age, phase of menstrual cycle, circadian rhythmicity, and use of oral contraceptives. Experimental data on sex differences in the circadian rhythms of the mediators of the HPA axis in Wistar rats were obtained from Atkinson and Waddell (23) . The study compared the plasma corticosterone and immunoreactive (I-) ACTH levels in males and females at each stage of estrous cycle using a serial bloodsampling technique that allowed for continual measurement of the HPA axis hormones throughout the 24-hour circadian cycle. We specifically used data comparing male CORT circadian rhythms with those from females in proestrous because sex differences in the rhythms were most pronounced in this phase of this estrous cycle. Atkinson and Wadell (23) performed cosinor analysis to compare the male and female CORT circadian data. In calibrating our model, we matched cosinor fitted to our simulated data to the experimental cosinor data. Further details regarding this are provided in subsequent paragraphs and the Supplemental Materials and Methods. All rats in this study were entrained to a 14-hour light/10-hour dark lighting schedule. We used an identical light schedule to entrain the HPA axis in our model.
As discussed above, we hypothesized that the negative feedback and adrenal sensitivity components define the focal points of convergence of the intrinsic sexdependent differences; K p1 , K p2 , and k p3 , and therefore the analysis will focus on those. Thus, we are primarily concerned with estimating the three sex-specific parameters starting from a representative set of parameters common to both sexes that describe the behavior of the primary HPA axis mediators: CRH, ACTH, and CORT. Given that the model equations are nonlinear and include feedback, multiple sets of sex-specific parameters might yield sexually dimorphic circadian profiles; therefore, a sampling-based approach was undertaken. More important, a sampling-based approach is appropriate for our purposes because we are primarily interested in a sexspecific parametrization of the model by efficiently identifying possible parameter subspaces that can qualitatively replicate male and female CORT circadian rhythms. This enables us to parametrically characterize both sex-specific differences in the HPA axis and the possible systematic variation in parameters that might account for individual variability within each sex. Finally, this enables us to infer the properties of the system from a range of parameter sets, rather than just a single pair of parameter sets that optimally fit the average male and female experimental profiles, respectively (32) . Investigators have previously used such a sampling approach to determine multiple parametric solutions in calibrating their model (33, 34) . Specific details on the sampling method for the sex-specific parameters are provided in the Supplemental Materials and Methods. The three sex-specific parameters (Table 1) were sampled over a wide range of values, while still allowing for a sample size that can be evaluated in a computationally reasonable amount of time.
Atkinson and Waddell (23) used cosinor analysis to characterize and compare the circadian rhythms of male and female rats across the estrous cycle. To keep our analysis consistent with that in the study by Atkinson and Waddell (23) , we characterized the mean, amplitude, and phase of our simulated circadian profiles by using cosinors fitted to our simulated profiles. We scaled all the cosinor parameters from the experimental study by the mean of the male cosinor and subsequently calibrated our model to the scaled circadian rhythms (35, 36) . Therefore, we calibrated our model by comparing the cosinors fitted to our simulated circadian profiles to the cosinors obtained by Atkinson and Waddell (23) in their experiments. The simulated circadian profiles generated by sampling the sexspecific parameters were accordingly selected and classified as "male" or "female" circadian profiles if their cosinor parameters Figure 1 . Schematic of the primary underlying hypothesis in modeling the sex differences in the HPA axis. The influence of gonadal steroids, estrogen and testosterone, on the HPA axis is lumped into three tunable processes representing the strength of glucocorticoid-mediated negative feedback (K p1 and K p2 ) and adrenal sensitivity (k p3 ) within the HPA network.
were within 61 standard deviation (SD) of the scaled experimental cosinor parameters obtained by Atkinson and Waddell (23) . These error criteria are listed in Table 1 . Using these criteria enabled us to characterize interindividual variability in the HPA axis, while still selecting for parameters that capture the qualitative differences between the male and female CORT profiles observed in the experiments. A similar procedure to classify model responses has been used in prior work (33) .
Response to bolus injection of ACTH
We studied the CORT response to in silico ACTH stimulation to determine whether the systems specified by the putative sex-specific parameter spaces differ in their responsiveness. A bolus injection of ACTH was simulated as a single pulse perturbation in the ACTH rhythm. A pulse perturbation in ACTH was adopted because it simulates a bolus injection of ACTH, a procedure used by many experimental studies to determine sex differences in the HPA axis sensitivity (16, 37) . The pulse perturbation was simulated by pausing the integrator at the desired time point for the pulse administration, increasing the concentration of the mediator by a constant amount, while keeping the value of all other dynamic variables constant and subsequently continuing the integration. This protocol has also been used to simulate pulse perturbations in previous in silico models of the HPA axis (38) . We quantified the CORT response to ACTH injection by calculating the difference in area under curve (AUC) between the stimulated and nominal conditions for 4 hours from the application of pulse perturbation for the systems described by male and female parameters sets, respectively. Finally, we administered the pulse at multiple time points to determine whether the model exhibits a time-of-day-dependent response to ACTH stimulation. The Kruskal-Wallis test was applied to determine statistically significant differences between the male and female responses to acute ACTH injection.
Regulatory adaptation to chronic stress
We aimed to characterize putative adaptations occurring in the system by determining the possible changes in male and female parameter subspaces exhibited upon habituation to chronic stress. To simulate conditions of chronic stress, we adopted a method previously used by Sriram et al. (39) where, Error Criteria for Simulated Cosinor Parameters
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, the zero-order rate of synthesis of CRH, is elevated to a chronically stressed value, thereby resulting in an increase in CRH drive within the HPA axis network. Following this, we resampled the three sex-specific parameters, K p1 , K p2 and k p3 , and repeated the classification procedure described previously to identify the "male" and "female" parameter subspaces in the chronically stressed condition. This process was carried out for two different values of k p1 , representing "intermediate" and "high" levels of chronic stress. Subsequently, we studied the system response to an acute stressor (Supplemental Materials and Methods) for male and female parameter subspaces both in the case of the basal state of the system (i.e., the nominal k p1 value, in the absence of chronic stress) and in the "chronically stressed" states described above. By doing so, we determined possible differences in HPA axis responsiveness as a result of the adaptations to chronic stress and thus attempted to quantitatively characterize the cost to adaptation within a more physiologically relevant framework. As in the case of the ACTH injection, we simulated the stressor at various times during the circadian period of CORT to determine whether our model predicted the existence of a time-ofday-dependent response to the acute stressor.
Results
Distinct male and female parameter spaces
We first determined the most suitable parameter set for the HPA axis parameters common to both sexes. Values for these parameters are listed in Table 2 . As detailed in the Supplemental Materials and Methods, we fixed the values for the eight common parameters along with the parameters for GR receptor dynamics and subsequently sampled only the sex-specific parameters (K p1 , K p2 , and k p3 ) to identify solutions that replicate experimental male and female CORT profiles to within 61 SD of their cosinor parameters. The cosinor parameters (mean 6 SD) for the simulated CORT profiles are presented in the Supplemental Materials and in Supplemental Table 1 . Following this procedure, we were able to identify two distinct, parameter subspaces, which correspond to male and female CORT solutions, respectively. The two parameter-spaces are represented as surfaces, as shown in Fig. 3 . These surfaces were constructed from the Delaunay triangulation of the discrete points contained on the surface. Importantly, in agreement with experimental results, the CORT profiles generated by the parameters sets within the male and female parameter spaces captured the significant differences in circadian amplitude between males and females and are in good qualitative agreement with experimentally observed CORT circadian rhythms (Fig. 4) . Notably, the parameter subspaces exclusively define male or female CORT profiles. Interestingly, despite the wide range of values that the parameters can assume within each sex-specific subspace, there appeared to be a relationship among the three individual parameters, as defined by the surface, such that they generated qualitatively similar CORT profiles. Moreover, there was an inverse relationship between the parameter representing the strength of inhibition of CRH by CORT (K p1 ), and the parameter representing the strength of inhibition of ACTH by CORT (K p2 ) for both male and female parameter spaces. On average, the parameter sets that constituted the female parameter space had higher levels of adrenal sensitivity (k p3 ) than the parameters sets constituting the male parameter space. The circadian characteristics of the remaining model variables, CRH, ACTH, and nuclear translocated receptor-bound CORT [DR(N)] were determined to gain further insight of baseline system behavior. Figure 5 (a) and 5(b) depict the parameter sets composing the surfaces, with the grayscale shading of the markers denoting the mean of ACTH circadian rhythms. We found that the mean value of ACTH remained nearly unchanged for a given value of adrenal sensitivity (k p3 ). Furthermore, the mean value of ACTH generally increased with decreasing adrenal sensitivity (k p3 ) for both in silico male and female parameter spaces. Figures 6 and 7 show that although the CORT circadian rhythms were constrained to a relatively narrow range of values, there was much more variability in the circadian rhythms of ACTH and CRH, with CRH rhythms showing the greatest variability. This relationship was observed for both in silico male and female solutions. Furthermore, our model predicted that on average the CRH levels were greater in in silico females than in males, whereas ACTH levels tended to have a higher peak in males than in females. Finally, as can be seen in Fig. 8 , mean levels of DR(N) were generally higher for in silico females than males.
Response to bolus ACTH injection
Results presented in Fig. 9 were obtained by simulating an ACTH bolus injection at multiple time points during a 24-hour period for profiles defined by the male and female parameter sets shown in Fig. 3 . These results show the difference in AUC between stimulated and nominal conditions for in silico males and females. Interestingly, CORT showed a significant time-of-day-dependent response to ACTH stimulation. However, despite this substantial variation in CORT response, in silico females, on average, consistently secreted more CORT than did in silico males.
Adaptation to chronic stress and the response to acute stress Figure 10 shows that after resampling the three parameters of interest and reclassifying the profiles under chronically stressed conditions, their values had to be adjusted such that they form a new parameter subspace that had no overlapping regions with the nominal or "unstressed" condition. Figures comparing the simulated profiles from these surfaces with experimental profiles are shown in Supplemental Figs. 1 and 2 . An increase in the value of rate of synthesis of CRH (k p1 ), which indicated an increase in the magnitude of chronic stress, resulted in the both the male and female parameter subspace progressively shifting to lower levels of K p1 (increased hypothalamic negative feedback) accompanied by a substantial decrease in the range of K p1 values (difference between maximum and minimum values of K p1 in the surface) that the chronically stressed subspaces span. At the same time, the chronically stressed parameter surfaces tended to also have increased adrenal sensitivity (k p3 ) in comparison with the nominal condition. Furthermore, the area of both the male and female parameter surfaces, as calculated from the Delaunay triangulation of each of the surfaces, decreased as magnitude of chronic stress (k p1 ) increased (Fig. 10) . Figure 11 compares the change in acute stress response for the chronically stressed conditions against the nominal unstressed condition for male and female parameter spaces, respectively. We found that differences in acute stress response between the chronically stressed and nominal unstressed parameter surfaces were relatively small for most of the time points investigated, despite satisfying the test for statistical significance (P , 0.01). However, when the acute stress was applied at the 12-hour time point, the Figure 3 . Distinct male and female parameter spaces for putative sex-specific parameters in the model. The parameter sets within these regions satisfy the error criteria shown in Table 1 .
https://academic.oup.com/endoabsolute difference in acute stress response between the three parametric surfaces was substantially greater, and we consider this difference to be the most physiologically relevant [indicated by the two red lines (Fig. 11) ]. Figure 11 shows that when the acute stressor is applied at the 12-hour time point, the stress response increased with increasing levels of chronic stress (increasing levels of k p1 ), indicating a sensitization of glucocorticoid response under conditions of chronic stress. Subsequently, we used a method of symbolic representation developed by Lin et al. (40) to partition the acute stress response in order to qualitatively determine possible interindividual variability in adaptation to chronically stressed conditions (see Supplemental Materials and Methods). We exclusively considered the acute stress response when stressor was applied at the 12-hour time point because we consider the difference in response between the stressed and unstressed conditions to be most physiologically relevant at this time point. Figure 12 shows the parametric dependence of the acute stress response for the nominal and each of the stressed surfaces. After performing the symbolic partitioning, we found that within each surface the magnitude of the acute stress response strongly correlated with the adrenal sensitivity (k p3 ), while also having a weaker, inversely related dependence on the strength of inhibition of CRH (1=K p1 ). Moreover, in general, in silico subjects with similar adrenal sensitivity had a more pronounced acute stress response with increasing levels of chronic stress. In addition, increasing levels of chronic stress were accompanied by an increase in the proportion of subjects exhibiting the greatest magnitude (bright yellow) of the acute stress response in comparison with subjects with less pronounced responses. Finally, comparing the acute stress responses between nominal in silico males and females (without exposure to chronic stress [ Fig. 13 ]), our model predicted that females have a more pronounced stress response at time points closer to the transition from the dark (active) phase to the light (inactive) phase. In all cases considered, our in silico experiments indicated a strong time-of-day dependence in the stress response.
Discussion
Numerous observations of significant sex differences in the basal activity of the HPA axis as well as in its response to a variety of psychological and physiological stressors have led investigators to suggest differential negative feedback and sensitivity of the HPA axis in males and females. The sex differences in the processes are thought to be primarily mediated by the gonadal steroids, estrogen and testosterone. As discussed in the introduction, these differences in the activity of the HPA axis are thought to contribute to the observed disparity in the prevalence of psychiatric, infectious, and autoimmune disease between males and females. Furthermore, we hypothesized that differences in the basal circadian rhythms of CORT would indicate the differential regulation of the HPA axis and might also contribute to the observed sex differences in HPA axis responsiveness. Therefore, we used a semimechanistic model of the HPA axis to gain insight into the processes that might be responsible for the observed sex differences.
Distinct parameter spaces account for sex-specific and interindividual regulatory differences
Our model of the HPA axis confirms the hypothesis that differences in adrenal sensitivity and the strength of negative feedback can indeed account for the significant differences observed in the amplitude of the CORT circadian rhythm between male and proestrous female rats (Fig. 4) . Furthermore, Fig. 3 shows the existence of distinct parameter subspaces representing the multiple parameter sets that correspond to male and female CORT profiles, respectively. Despite the existence of a wide range of in silico male-and female-specific parameters sets, it is possible to draw certain general conclusions regarding the differences in adrenal sensitivity and autoregulatory negative feedback that contribute to the sexually dimorphic CORT profiles in our model. Most parameter sets constituting the female parameter space had a greater adrenal sensitivity (k p3 ) than those in the male parameter space. This finding agrees with those of many studies, which suggests a greater sensitivity to ACTH in the female HPA axis and is thought to contribute to the higher basal levels of CORT in females (23, 37, 41) . Estrogen contributes to the greater adrenal sensitivity in females, whereas testosterone has an inhibitory influence on the HPA axis sensitivity (11, 16) . Furthermore, the model predicts the possibility of differential influence of GR-mediated negative feedback at the level of the pituitary (K p2 ) and PVN (K p1 ). In general, the model predicts a much weaker inhibition of CRH in the female HPA axis, as can be seen in Fig. 3 , where K p1 levels for in silico females are higher than those for in silico males. On the other hand, there was a greater overlap between K p2 levels between males and females, with results indicating weaker inhibition of pituitary ACTH in males than in females. Although the exact mechanisms by which negative feedback occurs at the level of the pituitary and PVN are yet to be completely elucidated (42, 43) , there may be differences in the strength of GR-mediated negative feedback of ACTH and CRH secretion. Such a result has been difficult to verify experimentally (16) , but studies suggest that the greater neuronal activity in the limbic regions in males might contribute to a stronger inhibition of the PVN and the HPA axis in males in comparison with females (44, 45) . Moreover, interestingly, estradiol potentiates the cortisol-mediated negative feedback to the pituitary in unstressed humans (46) .
Glucocorticoid circadian rhythms must be maintained within an optimal physiological range to maintain the proper functioning of various downstream homeostatic systems, including metabolic, immune, and cognitive signaling pathways, and preserve the well-being of the host (27, 47, 48). Importantly, parameter sets within a Figure 5 . Mean levels of ACTH decrease with increasing levels of adrenal sensitivity (k p3 ) for both (a) male and (b) female parameter sets constituting the surfaces in Fig. 3 . Note the different scales on the grayscale bars for male and female mean ACTH levels. doi: 10.1210/en.2017-00544 https://academic.oup.com/endosex-specific region qualitatively resulted in largely the same output CORT profile despite relatively large quantitative differences between them, as shown in Figs. 3 and 4 , in which each sex-specific region spans a wide range of parameter values. We suggest that this highlights the large degree of regulatory flexibility inherent to the system. Furthermore, the latter results emphasized the existence of a unique quantitative relationship among the sex-specific parameters in our model (K p1 , K p2 , and k p3 ) that is approximated graphically by the surfaces for each sex in Fig. 3 . The existence of such a relationship among the three sex-specific parameters (K p1 , K p2 , and k p3 ) in our model underscores the importance of accounting for compensatory dynamics between the processes representing the parameters, such that they produce a considerably similar phenotype, the sex-specific CORT rhythm in this case. This is especially important in consideration of an autoregulatory network such as the HPA axis, where dynamic and reciprocal regulatory control is an important feature of the network (27, 29, 49) . Moreover, we propose that the existence of the sexspecific parametric surfaces can be viewed as accounting for the interindividual variability inherent in the regulation of the HPA axis, arising from differences in the three-sex specific parameters mediating negative feedback and adrenal sensitivity. Several studies suggest that much of the interindividual variation in the regulation of HPA axis activity can be attributed to gene polymorphisms in functional loci associated with these processes (28) . Variability in the expression and ligandbinding affinity of GR, an essential modulator of glucocorticoid negative feedback in the pituitary and hypothalamus, is thought to contribute to substantial differences in the HPA axis function (50, 51) . Similarly, significant interindividual differences in adrenal sensitivity have been attributed to functional polymorphisms in several genes regulating the activity of ACTH and its downstream signaling mediators (52) (53) (54) . Such functional polymorphisms are thought to contribute to the interindividual variation in the incidence of many disorders associated with HPA axis dysregulation, including PTSD and depression (55, 56) . Moreover, our model predicts that both CRH and ACTH would exhibit substantially greater variability, as evidenced by the wide range of AUCs observed by each of these mediators, compared with that of CORT (Figs. 6 and 7) . Therefore, despite differences in the upstream regulators, the HPA axis is able to maintain a well-constrained circadian CORT profile. This might be of adaptive significance, considering that deviations from appropriate CORT rhythms are associated with deleterious physiological effects (57) . It has been suggested that such variation in mediators might result from heritable differences in the form of gene polymorphisms, as well as epigenetic mechanisms due to differences in life history (58) . For instance, studies have shown that polymorphisms in genes regulating CRH activity are associated with altered CORT response to stimulation despite similar baseline CORT levels (59) (60) (61) . Therefore, we hypothesized that the subspaces within the male and female parameter regions (Fig. 3 ) might represent the regulatory dynamics prevalent in specific subpopulations of interest. Accordingly, it is important that these regulatory dynamics are adequately characterized in order to understand disruptions in activity and in devising restorative interventions (62) .
Thus, although we primarily focused on a sex-specific stratification of parameters, one could envision the existence of similar regulatory landscapes that correspond to populations of interest stratified on the bases of age, disease state, and ethnicity, among other factors. We suggest that this has broad relevance to efforts in precision and personalized medicine that seek to study sex differences as well as interindividual differences by obtaining population-specific parameterizations of models of physiological systems (63). To gain further insight into the behavior of the system and the observed relationships among the parameter sets, we determined the activity of the other mediators involved in the regulation of the HPA axis: CRH, ACTH, and DR(N). Figure 3 shows an inverse relationship between the strength of inhibition of CRH (1=K p1 ) and strength of inhibition of ACTH (1=K p2 ) for both male and female parameter spaces. Interestingly, the mean ACTH levels for a given level of adrenal sensitivity (k p3 ) remained nearly unchanged. This result implies that strength of inhibition of CRH (1=K p1 ) and strength of inhibition of ACTH (1=K p2 ) are regulated such that the CORT profile remains relatively unchanged within the male and female parameter regions, respectively. This explains the inverse relationship between the two parameters because at similar levels of adrenal sensitivity (k p3 ), in silico subjects with stronger inhibition of CRH would exhibit weaker inhibition of ACTH, such that the eventual ACTH drive influencing CORT production remains relatively constant. As expected, the mean levels of ACTH were inversely related to level of adrenal sensitivity (Fig. 5) . Furthermore, results presented in Fig. 5 suggest that the mean levels of ACTH in females are lower than those in males for most parameter sets. This further supports the argument that adrenal sensitivity is greater in females than in males. Experimental studies have shown that adrenal capacity for CORT secretion in response to the same ACTH stimulus is significantly greater in females. This has been shown to be true both in vitro, using adrenal tissue homogenates, and in vivo (37, 64) . Moreover, the study by Atkinson and Wadell (23) on sex differences in basal HPA axis activity found that females secrete significantly higher basal levels of CORT despite no significant sex differences in immunoreactive ACTH (23) . Although our results indicate that ACTH levels are lower in females, notably they still suggest that females have a greater capacity for CORT secretion in response to the same (or, in our case, even lower) ACTH drive. This discrepancy between our model and experiment might be because we do not explicitly account for important biochemical mechanisms relevant to the HPA signaling network because the entire signaling cascade responsible for the ACTH stimulated de novo synthesis of CORT was lumped into a single synthesis term in our equation for CORT production (Equation 3 in Supplemental . Time-of-day dependence of the CORT response to ACTH injection, characterized as the difference in AUC between stimulated and nominal profiles within the first 4 hours after stimulation. The mean female cosinor is depicted by the solid black line, and the mean male cosinor is depicted by the dashed black line. The circles and triangles with error bars depict the difference in AUC for 4 hours from stimulation for males and females, respectively. In all cases, the female response is significantly greater than the male response at a given time point (P , 0.01 using the Kruskal-Wallis test).
Materials and Methods). Moreover, the experiments by
Atkinson and Waddell (23) measured immunoreactive ACTH levels, which might not be representative of bioactive ACTH levels. Indeed, the ratio of bioactive to immunoreactive ACTH levels varies during the estrous cycle (65, 66) .
CRH levels generally appear to be greater in females than in males (Fig. 6 ). This is in agreement with experimental findings that showCRH levels were greater in the female PVN under basal conditions (67, 68) . This result is interesting because parameters were selected such that only CORT profiles were in qualitative agreement with experimental findings without imposing requirements on the behavior of other mediators of the HPA axis. Figure 8 shows greater DR(N) levels for in silico females than males. This implies that, in general, glucocorticoid negative feedback in females can be thought to be weaker than in males because, despite the higher levels of DR(N), the CORT profile was much more pronounced in females. This is supported by experimental evidence, which suggests that estrogen might impair GR-mediated negative feedback in female rodents (22, 69) .
Response to bolus ACTH injection
We simulated the in silico response of the model to ACTH injection to determine whether greater adrenal sensitivity in females suggested by higher basal CORT levels also resulted in greater stimulus-driven CORT secretion. Further, this enabled us to determine whether the system described by the male and female parameter spaces behaved in a concerted, sex-specific manner in response to stimulation. Additionally, an important factor that most experimental studies do not consider is the possibility of time-of-day-dependent responses to HPA axis stimulation. Therefore, we simulated an ACTH injection at various times during the circadian period to see whether our model exhibited a time-of-day-dependent response as well as to see whether this putative time-of-day dependence influences the extent to which sex differences are observed in the CORT response. Notably, model results predicted a significant time-of-day dependence in CORT response to ACTH injection, with the response generally being maximal during or near the peak of the circadian rhythm irrespective of sex (Fig. 9) , indicating a significant dependence of the CORT response to ACTH injection on the dynamic state of the system. Moreover, our simulations predicted that the in silico female CORT response to ACTH would be greater than that in males at all the time points studied, suggesting a more pronounced CORT response in females over the entire circadian period. Importantly, our results agree with several experimental observations, which show that females respond to ACTH injections with a greater secretion of CORT with respect to baseline levels in both rodent and human studies (37, 41, 70) . Indeed, estrogen sensitizes the adrenal response to ACTH regardless of sex in both rodents and human studies (71-73) . Therefore, our model predicts that the increased adrenal sensitivity and decreased negative feedback responsible for higher basal levels of CORT also would result in an increased stimulated release of CORT in females. Based on the predictions from our simulations, CORT response to stimulation decreases with decreasing levels of CORT for both in silico females and males (74, 75) . Thus, our model predicts a circadian variation in adrenal responsiveness to ACTH that arose from the interacting dynamics among the HPA axis mediators. Notably, such a diurnal variation of adrenal responsiveness to ACTH has been observed experimentally, with peak responsiveness being seen close to the start of the active phase (76) .
Adaptation to chronic stress and the response to acute stress
The HPA axis regulates the optimal functioning of several interlinked regulatory systems encompassing endocrine, immune, metabolic, and cognitive processes. The signaling mechanisms responsible for the extent and duration of the glucocorticoid release must be finely tuned because dysregulation in either is associated with the development of many immune, metabolic, and stress-related psychiatric disorders. Furthermore, the precise circadian regulation of HPA axis activity results in a coordinated temporal reallocation of energy resources between these systems to meet real or anticipated energetic demands and promote host survival (47) . Although the transient activation of the HPA axis in response to acute stressors is generally thought to represent a beneficial adaptive response, chronic activation is associated with adverse implications to host survival.
The concept of allostasis, defined as the ability of the organism to "achieve stability through change," has provided a framework for understanding adaptations in physiological systems in response to external stressors Figure 11 . Time-of-day-dependent acute stress response for the three chronically stressed parameter surfaces, characterized as the difference in AUC between stimulated and nominal profiles within the first 4 hours after stimulation, for (a) males and (b) females. The two horizontal lines indicate the difference in stress response we consider to be most physiologically relevant. *Denote that difference in AUC for each of the three surfaces is significantly different from the others (P , 0.01 using the Kruskal-Wallis test). (77, 78) . Most habituating adaptations to chronic stress are considered to be beneficial, wherein HPA axis activity gradually returns to prestress levels so as to reduce the physiological burden resulting from deviations from optimal glucocorticoid secretion. However, there is often a physiological cost associated with such habituating adaptations, termed allostatic load (79) . Thus, adopting the protocol previously considered by Sriram et al. (39) , we sought to characterize possible allostatic regulatory adaptations occurring upon habituation to chronic stress. Figure 10 depicts the evolution of the male and female parametric surfaces in response to increasing levels of chronic stress, respectively. We found that, in general, for the system to habituate to the chronic stress protocol it must adapt by moving to a region of greater CRH inhibition (1=K p1 ) accompanied by an increase in adrenal sensitivity (k p3 ). It might be expected that the increased CRH drive to the system as a result of chronic stress must be counterbalanced by an appropriate increase in the strength of inhibition to CRH (1=K p1 ). This increase in inhibitory strength predicted by the model is in general agreement with experimental findings that show chronic restraint stress results in increased branching of prefrontal cortex g-aminobutyric acid-ergic interneurons, suggestive of enhanced inhibition of the HPA axis (80, 81) . A similar enhanced negative feedback phenotype has also been observed in response to chronic stress in conditions such as PTSD (82) . Counterintuitively, however, we found that our model predicts that the host must also increase its adrenal sensitivity to maintain prestress CORT circadian rhythms. Interestingly, increased adrenal responsiveness has been documented in premenopausal women with PTSD in comparison with healthy controls despite no significant differences in basal cortisol level between the two groups (83) . Such an increase in adrenal sensitivity to ACTH has also been documented in rats subjected to chronic stress (84). These results underscore the importance of considering the interdependent autoregulatory feedback of the HPA axis network in trying to understand its function in both homeostatic and stressed situations.
Moreover, we found that the adaptation to chronic stress involved a sharp decrease in the range of K p1 levels that the system can span. This was accompanied by a decrease in the area of the surface with increasing levels of chronic stress (Fig. 10) . As discussed previously, we suggest that the parameter subspaces reflect the regulatory flexibility of the system. Therefore, the decrease in the area of these surfaces implies a loss in its regulatory flexibility because the system is now constrained to a narrower region within the regulatory landscape. We propose that this loss in regulatory flexibility can be thought to result from the accumulation of allostatic load and represents the physiological cost associated with successful habituation to chronic stress. The accumulation of allostatic load indicates the physiological trade-offs resulting from the chronic engagement of compensatory mechanisms involved in the adaptation to stress (78) . Therefore, it is emphasized that despite the host assuming a prestress CORT circadian rhythm, it does not return to the normal physiological state because of allostatically-driven alterations in the feedback and adrenal sensitivity of HPA network. Often, however, experimental determination of such changes in regulatory flexibility is difficult. Moreover, the detrimental effects of allostatic adaptations often become apparent only when the host is subjected to a subsequent environmental challenge (58) .
Accordingly, we investigated the HPA axis response to a subsequent acute stressor to determine the effect of the decreased regulatory flexibility within a more physiologically relevant framework. In reality, the initiation of the stress response is a result of a complex cascade of events that involves multiple anatomical regions, such as the PVN, bed nucleus of the stria terminalis, pituitary, and even adrenals. We consider a transient increase in CRH production to be a simplified general representation that might simulate the effect of various acute stressors. As with the response to the ACTH injection, we found a strong time-of-day dependence of the acute stress response (Fig. 11) . The simulated acute stress response was in general greater during the inactive (light) phase than during the dark (active) phase. This is in qualitative agreement with experimental observations in rats as well as in humans, which show that the response to acute inflammatory stress is greatest in the middle of the inactive phase when hormone levels are low, while it is least pronounced in the middle of active phase (74, 75, (85) (86) (87) .
Interestingly, experimental studies show a time-of-day dependent sensitization of the HPA axis to subsequent stressor upon exposure to prior chronic stress. In a study by Johnson et al. (88) , exposure to prior stress resulted in an enhanced proinflammatory stress response, upon subsequent administration of lipopolysaccharide in the light phase but not in the dark phase. Furthermore, CORT levels remained elevated for a longer duration when lipopolysaccharide was administered in the light phase. In qualitative agreement with experiment, the differences in acute stress response between the healthy and chronically stressed states were relatively small at most time points during the day; response to acute stressor applied at the 12-hour time point, in the middle of the light phase, was the most significant. The reason for this can be explained by the difference in the rate of CRH Figure 13 . The difference in AUC for 4 hours from the application of acute stressor at the indicated time points during the day for males (circles) and females (triangles) with nominal k p1 levels (without chronic stress). *Indicate a significant difference between males and females at that time point, as determined by the Kruskal-Wallis test (P , 0.01).
synthesis (Supplemental Fig. 3 ) between the unstressed and the two stressed states, wherein the greatest difference in CRH synthesis among the three states can be observed at the 12-hour time point. Considering the response at this time point to be the most physiologically relevant in relation to the responses at the other time points, the model predicts a sensitization of the acute stress response in chronically stressed conditions. Notably, this phenomenon of chronic stress sensitization has been well documented in the literature. Numerous studies have found that exposure to a novel acute stressor after habituation to a homotypical chronic stressor results in a disproportionately large acute stress response in comparison with controls that have not been chronically stressed (89, 90) . We emphasize that this sensitization of the HPA axis stress response further indicates the physiological cost of allostatic adaption to the chronic stress regimen.
Substantial evidence suggests that individuals differ in their ability to adapt to stressful events (28) . Therefore, based on our proposition that samples within the parametric surfaces might capture the interindividual variability in regulatory phenotypes, we sought to determine whether our model could characterize possible differences in the ability to adapt to our chronic stress protocol based on the regulatory constitution of the individual subjects, as represented by their coordinates in the regulatory landscape considered in Fig. 10 . As discussed above, we specifically focus on the acute stress response at 12-hour time point because we consider this to be the most physiologically relevant difference. Using symbolic representation to characterize the adaption to chronic stress, we found that individuals with higher levels of adrenal sensitivity tended to have a more pronounced acute stress response under chronic conditions (Fig. 12) . Furthermore, individuals at similar levels of adrenal sensitivity tend to respond more strongly to the acute stressor when subjected to increasing levels of chronic stress. These results imply that individuals with inherently higher adrenal sensitivity might exhibit a greater degree of chronic stress sensitization, whereas those with lower adrenal sensitivity might have the ability to exhibit a more "resilient" phenotype in response to chronic stress. High levels of adrenal responsiveness in the form of exaggerated HPA axis reactivity to stress have often been associated with a greater probability to develop pathological psychological conditions, such as PTSD and depression (28, 91, 92) . Thus, our model results emphasize that a return to basal glucocorticoid levels upon exposure to chronic stress does not imply that the system returns to a normal physiological status, underscoring the importance of using multiple metrics of HPA axis activity (e.g., basal levels and acute stress reactivity) to characterize adaptive and maladaptive stress responses (93) .
Finally, as shown in Fig. 13 , our model also predicts a time-of-day-dependent sexually dimorphic acute stress response under nominal conditions without chronic stress. Although in silico females exhibit a substantially stronger response in comparison with in silico males at time points closer to the end of the active phase and early part of the inactive phase the sex difference in the response becomes exceedingly small toward the end of the inactive phase and the early part of the active phase. Most studies found that females responded more strongly than males to acute stressors; however, in some cases there appears to be a dependence on the type of stressor used. For instance, in a study by Iwasaki-Sekino et al. (67) females exhibited a stronger CORT response to footshock, while a study by Sterrenburg et al. (94) found males to respond more strongly to acute restraint stress. Our results deviate from experimental results in this regard, likely because of the complexity of the stress response, which we were not able to capture in our model. Although we considered a simplified CRH-driven stress response protocol, in reality the acute stress response involves the coordinated activation of multiple hypothalamic centers as well as the pituitary and adrenals (47) . Furthermore, a variety of acute stress mediators, including many proinflammatory cytokines, directly and independently activate the pituitary and adrenals, providing an alternate stress-responsive pathway (47, 95) .
In conclusion, our results support the hypothesis that the sex differences in CORT circadian rhythms are due to greater adrenal sensitivity and weaker negative feedback in females. In doing so, we implicitly accounted for the effect of gonadal steroids on the HPA axis using three tunable parameters representing the sensitivity and feedback within the network. Although this approach allowed us to capture the substantial sex differences in HPA axis activity, a limitation of our model is that by not explicitly modeling the interactions between the gonadal steroids and the HPA axis, we might not able to exhaustively characterize the dynamics within the network. However, given the complex interactions between estradiol and testosterone, and the HPA axis, our model is a simplification and, as a first step, enables us to implicitly study the influence of the gonadal steroids on the essential feedback processes of the HPA network. Future modeling efforts including greater detail on the regulatory networks between the sex hormones and the HPA axis can allow for a more comprehensive analysis of HPA axis dynamics during the course of the estrous cycle and their evolution upon exposure to chronic stress regimens.
Moreover, as a first approximation, this model only considers the influence of the primary HPA axis signaling network on CORT plasma concentrations. However, there is a growing appreciation for the importance of peripheral mediators that affect free plasma glucocorticoid availability, thereby potentially having a substantial effect on the plasma CORT levels and, thus, its negative feedback effects. Such mediators include corticosteroidbinding globulin (CBG), and the enzymatic system comprising 11b-hydroxysteroid dehydrogenase (HSD), 20b-oxoreductase, 6b-hydroxylase, 5b-reductase, 5a-reductase, and 3a-HSD (96) . Of these, CBG and the 11b-HSD family are considered to core modulators of peripheral glucocorticoid bioavailability. In general, CBG levels are higher in females (97) , and this is expected to lower the mean clearance rate of CORT. However, evidence suggests that this effect might be negated by the higher expression of catabolic enzymes in the female liver (98, 99) , with reports of similar metabolic clearance rate between the sexes (99) . On the other hand, tissue-and species-specific sex differences have also been reported in 11b-HSD expression, with male mice having greater expression in the kidney, whereas male rats were found to have greater hepatic expression of 11b-HSD (100, 101). We recently modeled the influence of such peripheral mechanisms, specifically 11b-HSD, on the dynamics of the HPA axis (102) . Future work incorporating the effects of differences in CBG and 11b-HSD will likely provide greater insight into sex differences in the HPA axis by enabling a more thorough representation of signaling dynamics within the HPA network.
To summarize, we identify two distinct regions of our putative sex-specific parameters that generate a family of CORT circadian profiles, which are in good agreement with experimental data. These results suggest the existence of a quantitative relationship among the putative sex-specific parameters that underscores the ability of the HPA axis to balance multiple compensatory mechanisms so as to produce a single qualitatively coherent, sexspecific circadian phenotype. Moreover, the subspaces also emphasize the existence of multiple regulatory phenotypes, which we propose indicates interindividual differences in the regulation of the HPA axis. Such differences in regulation might result in differential responses to stressors. Therefore, it becomes important to adequately characterize the regulatory landscape to understand differences in specific populations of interest. In agreement with experimental findings, our simulations predict the HPA axis response to ACTH injection to be significantly more pronounced in females and underscore the temporal dependence of the response. Furthermore, our model predicts specific allostatic regulatory adaptations in response to chronic stress that can lead to a phenotype of chronic stress sensitization. Moreover, model results suggest that individuals with greater HPA axis sensitivity might be more susceptible to a maladaptive response to chronic stress. Taken together, these results have general relevance to approaches in personalized and precision medicine and highlight the need to quantitatively understand the complex and dynamic nature of regulation in physiological feedback systems, such as the HPA axis.
