INTRODUCTION
Recently, Dempsey, Liu and Dempsey [2] presented a procedure for the numerical evaluation of the series 00 A 21e +l 00 A 2 1e+ 1 (1.1) L:
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Ie=O Ie=O which arise in the mathematical analysis of unilateral plate contact problems. These series are slowly convergent, particularly if A is close to 1. To improve the convergence, the procedure in [2] uses Plana's summation formula, which in turn requires the computation of several definite integrals by Romberg integration.
In this paper we develop a computational procedure which appears to be considerably simpler. The series (1.1) are treated as special cases (n = 2 and n = 3) of Legendre's chi- 
In §2 of this paper, Legendre's chi-function (1.3) is re-expanded in a power series in powers of log z. The expansion obtained and the corresponding expansions for Cn(o:) and
Sn( 0:) are rapidly convergent for real z close to 1 and for 0~0:~1r/2, and are eminently suitable for the computation of Xn( z), C n (0:) and Sn(0:). In §3 the expansions are specialized for the cases n = 2 and n = 3, and are then used in the numerical evaluation of the series (1.1) and (1.2). The present approach is shown to be more effective than the procedure in [2] based on Plana's summation formula.
EXPANSIONS FOR Xn(z), Cn(o:) AND Sn(O:)
In terms of Lerch's transcendent ct> (z,s,v) 
We now employ the series-expansion from [3, form. 1.11(9)] to obtain
Here, ?jJ(s) denotes the logarithmic derivative of the gamma function [3, sec. 1.7], Le.
?jJ(s) = r'(s)/r(s). By setting m = nk, the generalized zeta function (m, 1/2) is evaluated by means of [3, form. 1.10(1), (11), 1.13(14), (15)]: 
where (2k + 2)n is a short notation for
The infinite series in (2.4) obviously converges if Ilog zl~11".
For z =e ia , a E JR, the expansion (2.4) becomes
By taking real and imaginary parts in (2.5), similar expansions are obtained for the functions Gn(a) and Sn(a), introduced in (1.6). Notice that the real (imaginary) part of (2.5) is a polynomial in a, if n is even (odd). Thus the Fourier series (1.6) for G 2n (a) and S2n+l(a) are summable in closed form, the sum being a polynomial in a.
The expansions (2.4) and (2.5) are perfectly suitable for the numerical evaluation of Xn(Z) in the two cases of real z~1, and Z = e ia , a E JR. Here, the necessary values of (nk) and (2k +2) can be taken from [1, Table 23 .3]. The expansion (2.4) is convergent for real z with e-ll' = 0.0432~z~1. To achieve rapid convergence, we suggest to restrict the range to eft !2 = 0.208~z~1. Then in the worst case z =e-1l'!2, the general term of the series in (2.4) behaves like
Thus the tail of the series converges like a geometric series of ratio 1/4, and the truncation error is therefore less than 4/3 times the first term discarded. Over the remaining range The numerical evaluation of these slowly convergent series was recently discussed by Dempsey, Liu and Dempsey [2] . These authors used Plana's summation formula (PSF) along with Romberg integration to improve the convergence of the series under consideration. In this section it is shown that the expansions (2.4) and (2.5), specialized for the cases n = 2 and n = 3, provide a better alternative for the numerical calculation.
In the special cases n =2 and n =3, the expansion (2.4), with z replaced by A, reduces to (3.1)
The expansion (3.1) can also be derived from (1.4) and the expansion of the dilogarithm Li 2 (e-Z ) in [4, p. 21 ]. The expansions (3.1) and (3.2) are very suitable for the numerical evaluation of X2(A) and X3(A) over the range etr !2 ::; A::; 1, say. By taking into !1-ccount 10 terms 0:::=0) of the series in (3.1) and (3.2), the truncation error will be less than 7.4x 10-10 if n = 2, and less than 4.8 X 10-11 if n = 3, in the worst case A = etr !2. Numerical comparisons were made with the PSF procedure in [2] , for A = 7r/4. In [2, Tables 8 and 10 ], X2(7r/4) and X3( 7r/4) were calculated by PSF and Romberg integration, requiring 512 subdivisions of the integration intervals for 15 decimal place accuracy. On the other hand, for A = 7r /4 the expansions (3.1) and (3.2) have truncation errors less than 6.6 X 10-17 and 3.2 X 10-16 , when the series are truncated to 5 and 4 terms, respectively. Clearly, the computational procedure based on the expansions (3.1) and (3;2) is undeniably superior. The values of (2k+2) needed in (3.1) and (3.2) , can be taken from [1, Table 23 .3].
Next we turn to the numerical evaluation of the series (1.2), which are identical to S2(a) and C 3 (a). By taking the real and imaginary parts of the expansion (2.5) with n = 2,3, we find (3.3) , the truncation error is of the order of 10-9 to 10-1°, in the worst case a = 7r /2. Numerical comparisons were made with the PSF procedure in [2] , for a = 7r/4 (see [2, Table 3 ]) and a = j7r/18, j = 1,2, ... ,9 (see [2, better, if truncated to a number of terms that increases monotonically from 3 for j = 1 to 16 for j = 9.
Finally, it is interesting to mention that the analysis in [2] got very close to the expansion (3.5). (-1)j(1-2-2j +3) . t 2j +~(2j -2) (2j -1) (2j) (2) -2) 7r2j-2 .
The latter series agrees with the series in (3.5) except for the factor (-l)j, which is erroneous.
