In this paper, we are interested in studying the modulational dynamics of interfacial waves rising buoyantly along a conduit of a viscous liquid. Formally, the behavior of modulated periodic waves on large space and time scales may be described through the use of Whitham modulation theory. The application of Whitham theory, however, is based on formal asymptotic (WKB) methods, thus removing a layer of rigor that would otherwise support their predictions. In this study, we aim at rigorously verifying the predictions of the Whitham theory, as it pertains to the modulational stability of periodic waves, in the context of the so-called conduit equation, a nonlinear dispersive PDE governing the evolution of the circular interface separating a light, viscous fluid rising buoyantly through a heavy, more viscous, miscible fluid at small Reynolds numbers. In particular, using rigorous spectral perturbation theory, we connect the predictions of Whitham theory to the rigorous spectral (in particular, modulational) stability of the underlying wave trains. This makes rigorous recent formal results on the conduit equation obtained by Maiden and Hoefer.
Introduction
In this paper, we consider the modulation of periodic traveling wave solutions to the conduit equation
which was derived in [19] to model the evolution of a circular interface separating a light, viscous fluid rising buoyantly through a heavy, more viscous, miscible fluid at small reynolds numbers. In (1.1), u = u(x, t) denotes a nondimensional cross-sectional area of the interface at nondimensional vertical coordinate x and nondimensional time t: see Figure 1 (a). The conduit equation (1.1) has also been studied in the geological context, where it is known to describe, under appropriate assumptions, the vertical transport of molten rock up a viscously deformable pipe (for example, narrow conduits and dykes) in the earth's crust. In that context, (1.1) is a special case of the more general "magma" equations [22, 23] (1.2) u t + (u n ) x − (u n (u −m u t ) x ) x = 0 : exhibit dissipationless or frictionless interfacial wave dynamics. This will be made mathematically precise below.
By gradually increasing the injection rate, we are able to initiate the spontaneous emergence of interfacial wave oscillations on an otherwise smooth, slowly varying conduit. See [13] for additional experimental details. Figure  1 (a) displays a typical time-lapse of our experiment. At time 0 s, the conduit exhibits a relatively sharp transition between narrower and wider regions. Due to buoyancy, the interface of the wider region moves faster than the narrower region. Rather than experience folding over on itself, the interface begins to oscillate due to dispersive e↵ects as shown in Fig. 1 (a) at 30 s. As later times in Fig. 1(a) attest, the oscillatory region expands while the oscillation amplitudes maintain a regular, rank ordering from large to small. By extracting the spatial variation of the normalized conduit cross-sectional area a from a one frame per second image sequence, we display in Fig. 1(b) the full spatio-temporal interfacial dynamics as a contour plot. This plot reveals two characteristic fronts associated with the oscillatory dynamics: a large amplitude leading edge and a small amplitude, oscillatory envelope trailing edge.
We can interpret these dynamics as a DSW resulting from the physical realization of the Gurevich-Pitaevskii (GP) problem [15] , a standard textbook problem for the study of DSWs [9] that has been inaccessible in other dispersive hydrodynamic systems. Here, the GP problem is the dispersive hydrodynamics of an initial jump in conduit area. Although we have only boundary control of the conduit width, our carefully prescribed injection protocol [13] enables delayed breaking far from the injection site. This allows for the isolated creation and long-time propagation of a "pure distinct conduit areas. duit system were previ trains modeling mantle demonstrate, the inter hibit a soliton-like lead defined nonlinear phase a modulated nonlinear wave trailing edge mov The two distinct speed herent structure are a characteristic splitting
The long wavelength fluid dynamics is the c
Here, a(z, t) is the no of the conduit as a fun nate z and time t (subs Both the interface of and equation (1) exhib less, dispersive hydrody (second term) due to b fluid, dispersion (third no dissipation due to t mass conservation and analogy to frictionless dynamics, not the mom of the bulk. The condu ized according to cross and time in units of T 0 = µ i /L 0 g ⇢✏, resp stream conduit radius where here the parameters n and m correspond to permeability of the rock and the bulk viscosity, respectively. Clearly, the conduit equation corresponds to (1.2) with (n, m) = (2, 1).
In contrast to magma, however, viscous fluid conduits are easily accessible in a laboratory setting: see, for example, [18] and references therein. Consequently, there has been quite a bit of study recently into the dynamics of solutions of the conduit equation (1.1) and their comparison to laboratory experiments. As described in [17] , early experimental studies of viscous fluid conduits concentrated primarily on the formation of the conduit itself via the continuous injection of an intrusive viscous fluid into an exterior, miscible, much more viscous fluid [19] . Since then, a considerable amount of effort has been spent studying the dynamics and stability of solitary waves, as well as soliton-soliton interactions [19, 8, 25, 14] . More recently, it has been observed experimentally that the competition of dispersive effects due to buoyancy and the nonlinear self-steepening effects of the surrounding media may result in the formation of dispersive shock waves (DSWs): see, for example, [18] . As described there, by adjusting the injection rate of the intrusive viscous fluid appropriately it was found that interfacial wave oscillations form behind a sharp, soliton-like leading edge, with the wider regions moving faster than narrower regions: see Figure 1 (b). Such patterns correspond to dispersively regularized shock waves and have been the subject of much recent study due to their experimental realization [23, 16, 27] Consequently, spatially modulated oscillations seem to form a fundamental building block regarding the long-time dynamics of the physical experiment. It is thus reasonable to expect that any reasonable mathematical model describing these physical experiments should admit oscillatory wave forms that are persistent (i.e. stable) when subject to slow wave modulations. Motivated by these observations, in this paper we aim at studying the rigorous modulational, i.e. side-band, stability of periodic traveling wave forms in the conduit equation (1.1).
While the stability and dynamics of solitary waves of the magma and conduit equations has been studied extensively, as described above, a rigorous analysis of the local dynamics of periodic traveling waves seems lacking. Note this problem is complicated by the fact that while these equations are dispersive, they generally lack a Hamiltonian structure 1 . Most existing analyses seem to appeal to Whitham's theory of wave modulations: see, for example, [5, 13, 17, 20] . This theory proceeds by rewriting the governing PDE in slow coordinates (X, S) = (εx, εt) then uses a multiple scale (WKB) approximation of the solution and seeks a homogenized system, known as the Whitham modulation equations, describing the mean behavior of the resulting approximation. This approach is widely used to describe the behavior of modulated periodic waves on large space and time scales, and in particular, is expected to predict the stability of periodic wavetrains to slow modulations. Specifically, hyperbolicity (i.e. local well-posedness) of the Whitham system about a periodic solution φ of the governing PDE is expected to be a necessary condition for the stability to slow modulations of φ: see, for example, [29] .
Whitham modulation theory has recently been applied to the conduit equation (1.1), where the authors, by coupling their analysis to numerical time evolution studies and numerical analysis of the Whitham system, identify an amplitude-dependent region of parameter space where such periodic wave trains are expected to be stable to slow modulations. However, we note the formal asymptotic methods used in Whitham theory are not, in general rigorously justified, thus removing a layer of rigor that would otherwise support their predictions. The primary goal of this paper is to (rigorously) connect the predictions from Whitham modulation theory to the rigorous dynamical stability of the underlying periodic wave train solutions of the conduit equation (1.1). Specifically, our main result, Theorem 3.1, establishes that hyperbolicity of the Whitham modulation equations about a periodic wave φ of (1.1) is indeed a necessary condition for the stability of φ to slow modulations. This will be accomplished in Section 4 by performing a rigorous analysis of the spectrum of the linearization of (1.1) about such periodic traveling waves φ. Specifically, using Floquet-Bloch theory and spectral perturbation theory we show that the spectrum near the of the linearization of (1.1) about φ consists of three C 1 curves which, locally, satisfy
where the α j are precisely the characteristic speeds associated with the Whitham modulation equations about φ. Consequently, a necessary condition for spectral stability of φ is that all the α j are real, which is equivalent to the associated Whitham system being weakly hyperbolic at φ. Such a rigorous connection between the stability of periodic waves and the Whitham modulation equations has been established previously in a number of contexts: see, for example, [3, 10, 2, 1, 24] and references therein. The specific approach here follows more closely the analysis in [1] , which is based off the work of Serre in [24] .
The organization of the paper is as follows. In Section 2 we begin by recalling some basic facts about the conduit equation (1.1). Specifically, we discuss the conservation laws associated to (1.1) as well as the existence analysis for periodic traveling wave solutions. In Section 3 we derive the Whitham moduation equations associated with (1.1) and state our main result Theorem 3.1. We begin the proof of Theorem 3.1 in Section 4, where we perform a rigorous spectral stability calculation using spectral perturbation theory. Specifically, there we derive a 3 × 3 matrix which rigorously encodes the spectrum of the linearized operator associated with (1.1) about a periodic traveling wave near the origin in the spectral plane. The proof of our main result, providing a rigorous connection between the Whitham modulation equations and the rigorous spectral analysis in Section 4, is then given in Section 5. Finally, we end by analyzing our results for waves with asymptotically small oscillations in Section 6.
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Basic Properties of the Conduit Equation
In this section, we collect some important basic facts about the conduit equation (1.1).
Conservation Laws & Conserved Quantities
First, we note that even though the conduit equation admits nearly elastic solitonic collisions, it is shown through the failure of the Painlevé test to not be completely integrable [7] . Nevertheless, (1.1) admits (at least) the following two conservation laws:
Notice (2.1)(i) is simply a restatement of (1.1), showing that the conduit equation itself corresponds to conservation of mass. The existence of more conservation laws for the general magma equations (1.2) was studied by Harris in [6] . There it was shown that (1.2) generally only admits two conservation laws 2 . However, this analysis was shown to be inconclusive in a couple of cases, one of which occurs when m = 1, n = 0, which the conduit equation (1.1) clearly falls into 3 . Consequently, it seems to be currently unknown if (1.1) admits more conservation laws or not, though Harris seems to think the existence of additional conservation laws unlikely.
Restricting to solutions that are T -periodic in the spatial variable x, the conservation laws (2.1) give rise to the following two conserved quantities:
As we will see, these conserved quantities will play an important part in our forthcoming analysis. Note that the conserved quantity M corresponds to conservation of mass, while the conservation of Q does not seem to have a clear physical meaning [13] .
Existence of Periodic Traveling Waves
Traveling wave solutions of (1.1) correspond to solutions of the form u(x, t) = φ(x − ct) for some wave profile φ(·) and wave speed c > 0. The profile φ(z) is readily seen to be a stationary solution of the evolutionary equation
written here in the traveling coordinate z = x − ct. After a single integration, stationary solutions of (2.3) are seen to satisfy the second-order ODE (2.4)
where here denotes differentiation with respect to z and E ∈ R is a constant of integration. Multiplying (2.4) by φ −3 φ , the profile equation can be rewritten 4 as
and hence may be reduced by quadrature to (2.5)
where here a ∈ R is a second constant of integration. By standard phase plane analysis, the existence and non-existence of bounded solutions of (2.4) is determined entirely by the effective potential V (φ; a, c) :
Indeed, for a given a, c ∈ R a necessary and sufficient condition for the existence of periodic solutions of (2.5) is that V (·; a, c) has local minima. Furthermore, since (in the physical modeling) the dependent variable φ represents the cross-sectional area of the viscous fluid conduit, we additionally require that the local minima occur for φ > 0. To characterize the parameters (a, c) for which V (·; a, c) has a strictly positive local minima, we study the critical points of V (·; a, c). Noting that
we see that, since c > 0, the derivative V φ (·; a, c) has a local maximum at φ − := −e −(ac+3/2) and a local minimum at φ + := e −(ac+3/2) . Since V φ (·; a, c) additionally satisfies See Figure 2 (a) for a plot of a = ζ(c). Indeed, if a > ζ(c), then V φ (φ + ; a, c) is positive and hence V φ (·; a, c) has no positive roots, while a < ζ(c) implies V φ (φ + ; a, c) is negative and hence V φ (·; a, c) has exactly two positive roots 0 < φ 1 < φ 2 . In the latter case, it is clear from the above analysis Remark 2.1. We collect here some easily verifiable properties of the function ζ(c). First, ζ(c) only has one root, which occurs at c = 2e
, and one critical point (an absolute minimum), which occurs at c = 2e −1/2 . Furthermore, lim c→0 + ζ(c) = +∞ and lim c→+∞ ζ(c) = 0. See Figure 2 (a) for a numerical plot.
Returning to (2.5), it follows that if we define the set
then for each (a, E, c) ∈ B the profile equation (2.4) admits a one-parameter family, parametrized by translation invariance, of strictly positive periodic solutions φ(x; a, E, c) with period
where here φ min ∈ (φ 1 , φ 2 ) and φ max ∈ (φ 2 , ∞) are roots of E − V (·; a, c) corresponding to the minimum and maximum values of the profile φ, respectively, and integration over γ represents a complete integration from φ min to φ max , and then back to φ min again. Naturally, one must appropriately choose the branch of the square root in each direction. Alternatively, one could interpret the contour γ as a closed (Jordan) curve in the complex plane C that encloses a bounded set containing both φ min and φ max . Since the values φ min/max are smooth functions of the traveling wave parameters (a, E, c), a standard procedure shows the above integrals may be regularized at the square root branch points and hence represent C 1 functions of a, E, and c. In this way, we have proven the existence of a 4-parameter family (in fact, a C 1 manifold) of periodic traveling wave solutions of (2.4):
Alternatively, one can use the identity 2(φ
In the border case a = ζ(c), it follows that V φ (φ+; a, c) = 0. Using the above analysis, we may then conclude φ+ is a saddle point of the effective potential V (·; a, c).
with period T = T (a, E, c). Notice as E V (φ 2 ; a, c) the profile φ(·; a, E, c) converges to a constant solution, while T (a, E, c) → +∞ as E V (φ 1 , a, c) which corresponds to a solitary wave limit. Without loss of generality, we may choose x 0 such that φ is an even function, which we will do throughout the rest of the paper.
Remark 2.2. In [25] , the authors study the existence and nonlinear stability of traveling solitary waves of the more general class of magma equations (1.2). In the context of the conduit equation (1.1), the authors considered solitary waves satisfying φ → 1 as |x| → ∞, which they show to exist for all c > 2. Taking |x| → ∞ in (2.4) and requiring that φ = 1 be a local maximum of V (·; a, c), we see these waves correspond to the choice 2cE = c − 1, a = E − 1, and c > 2. See also Remark 4.4 below.
By a similar procedure as above, the conserved quantities M and Q defined in (2.2) can be restricted to the manifold of periodic travleing wave solutions of (1.1). Indeed, given a T -periodic traveling wave φ(·; a, E, c) of (2.3), we can define the functions M, Q :
where the contour integral over γ is defined as before. Following previous arguments, the above integrals can be regularized near their square root singularities and hence represent C 1 functions on B. As we will see, the gradients of these conserved quantities along the manifold of periodic traveling wave solutions of (1.1) will play an important role in our analysis.
The Whitham Modulation Equations
In this section, we begin our study of the long-time dynamics of an arbitrary amplitude, slowly modulated periodic traveling wave solution of the conduit equation (1.1). An often used, yet completely formal, approach to study the dynamics of such slowly modulated periodic waves is to analyze the associated Whitham modulation equations [29] . While Whitham originally formulated this approach in terms of averaged conservation laws [28] , it was later shown to be equivalent to an asymptotic reduction derived through formal multiple-scales (WKB) expansions [15] . For completeness, we recall the derivation in the context of the conduit equation (1.1): see also the description in [17, Appendix C].
To provide an asymptotic description of the slow modulation of periodic traveling wave solutions of (1.1), we separate both space and time into separate fast and slow scales. For ε > 0 sufficiently small, we introduce the "slow" variables (X, S) := (εx, εt) and note that, in the slow coordinates, (1.1) can be written as
Following Whitham [28, 29] , we seek solutions of (3.1) of the form
where here the phase ψ is chosen to ensure that the functions u j are 1-periodic functions of the third coordinate θ = ψ(X, S)/ε. Substituting this ansatz into (3.1) yields a hierarchy of equations in algebraic orders of ε that must all be simultaneously satisfied. At the lowest order in ε, which here corresponds to O(1), we find the relation
After the identification k := ψ X and ω := −ψ S as the spatial and temporal frequencies of the modulation, respectively, and c := ω k as the wave speed, (3.2) is recognized, up to a global factor of −k, as the derivative with respect to the "fast" variable θ of the nonlinear profile equation (2.4), rescaled for 1-periodic functions. Note that, here, k, ω and c are now functions of the slow variables X and S. Consequently, for a fixed X and S we may choose u 0 to be a periodic traveling wave solution of (1.1), and hence of the form
for some even solution φ of (2.4) with (a(X, S), E(X, S), c(X, S)) ∈ B. Notice the consistency condition (ψ X ) S = (ψ S ) X implies the local wave number k and wave speed c must slowly evolve according to the relation
which is sometimes referred to as "conservation of waves". Note that (3.3) effectively serves as a nonlinear dispersion relation. Indeed, in the case of linear waves one would have ψ(X, S) = k(X − cS), which clearly satisfies (3.3).
Continuing to study the above hierarchy of equations, at O(ε) we find
supplemented with 1-periodic boundary conditions, and
contains all the nonlinear terms in u 0 and its derivatives. Treating (3.4) as a forced linear equation for the unknown u 1 , it follows by the Fredholm alternative that (3.4) is solvable in the class of 1-periodic functions if and only if
where here
Thus, our two solvability conditions become
To put the above solvability conditions in a more useful form, we note that since 
, where here M (u 0 ) = 1 0 u 0 (θ)dθ is simply the conserved quantity M in (2.2) evaluated at the 1-periodic traveling wave u 0 (·). Similarly, using the identities
Xθ , which follow from integration by parts, the second solvability condition can be rewritten as
Using (3.3) and the fact that
where here Q(u 0 ) = 1 0
2) evaluated at the 1-periodic traveling wave u 0 (·), the above can be rewritten as
Taken together, (3.3) and the above solvability conditions yield the first order, 3 × 3 system
6 Although you can verify the identity using the forms listed above, this identity immediately follows from the alternative form for L[f ] given in (4.3) below. 7 Here, we are using that differentiating (3.2) with respect to θ gives
which, by the above formal arguments, is expected expected to govern (at least to leading order) the slow evolution of the wave number k and the conserved quantities M and Q of a slow modulation of the periodic traveling wave u 0 . System (3.6) is referred to as the Whitham modulation system associated to the conduit equation (1.1). Heuristically, it is expected that the Whitham modulation equations (3.6) relate to the dynamical stability of periodic traveling wave solutions of (1.1) in the following way. Suppose (a 0 , E 0 , c 0 ) ∈ B so that φ(·; a 0 , E 0 , c 0 ) is an even, T = 1/k-periodic solution of (2.4). From the above formal analysis, we see that (2.4) has a modulated periodic traveling wave of the form
where the parameters (a(εx, εt), E(εx, εt), c(εx, εt)) evolve near (a 0 , E 0 , c 0 ) in B in such a way that k, M , and Q satisfy the Whitham system (3.6). Note this requires that the nonlinear mapping
be locally invertible near (a 0 , E 0 , c 0 ). By the implicit function theorem, it is sufficient to assume the Jacobian of this mapping at (a 0 , E 0 , c 0 ) is non-zero 8 . In particular, any 1-periodic solution φ 0 of (2.4), being independent of the slow variables X and S, is necessarily a constant solution of (3.6). The stability of φ 0 to slow modulations is thus expected to be governed (to leading order, at least) by the linearization of (3.6) about φ 0 . Specifically, using the chain rule to rewrite (3.6) in the quasilinear form
it is natural to expect the stability of φ 0 to slow modulations to be governed by the eigenvalues of the 3 × 3 matrix D(φ 0 ). Indeed, linearizing (3.7) about the constant solution φ 0 , we see that the eigenvalues of the linearization are of the form
where {α j } 3 j=1 are the eigenvalues of D(φ 0 ) and ξ ∈ R. Consequenlty, if the Whitham system is weakly hyperbolic 9 at φ 0 , so that the eigenvalues of D(φ 0 ) are all real, then the eigenvalues of the linearization of (3.6) are purely imaginary, indicating a marginal (spectral) stability. Conversely, if D(φ 0 ) has an eigenvalue with non-zero imaginary part, in which case (3.7) is elliptic at φ 0 , then the linearization of (3.6) has eigenvalues with positive real part, indicating (spectral) instability of φ 0 .
The goal of this paper is to rigorously validate the above predictions of Whitham modulation theory as they pertain to the stability of periodic traveling wave solutions of (1.1). Following the works in [10, 2, 1], this will be accomplished by using rigorous spectral perturbation theory to analyze the spectrum of the linearization of (2.3) about such a solution and, in particular, relating the spectrum of the linearization in a neighborhood of the origin in the spectral plane to the eigenvalues of the matrix D(φ 0 ) defined above. Our main result is the following, which establishes that weak-hyperbolicity of the Whitham system (3.6) is indeed a necessary condition for the spectral stability of the underlying wave φ 0 .
Theorem 3.1. Suppose φ 0 is an even, T 0 = 1/k 0 -periodic, strictly positive traveling wave solution of (1.1) with wave speed c 0 > 0, and that the set of nearby periodic traveling wave profiles φ with speed close to c 0 is a 3-dimensional manifold parameterizedby (k, M (φ), Q(φ)), where 1/k denotes the fundamental period of φ. Then a necessary condition for φ 0 to be stable is that the Whitham modulation system (3.6) be weakly hyperbolic at (k 0 , M (φ 0 ), Q(φ 0 )), in the sense that all their characteristic speeds must be real.
To prove Theorem 3.1 we will show that, under appropriate non-degeneracy assumptions, the spectrum of the linearization of (2.3) about a periodic traveling wave φ 0 consists, in a sufficiently small neighborhood of the origin, of precisely three C 1 curves which expand as
where here the α j are precisely the eigenvalues of the matrix D(φ 0 ). Interestingly, this shows that spectral stability in a neighborhood of the origin of φ 0 , otherwise known as "modulational stability", can not be concluded from the weak, or even strong, hyperbolicity of the Whitham modulation system (3.6). While we do not pursue it here, such information may be able to be deduced from determining the second-order corrector in ξ to the spectral curves λ j (ξ) deduced above.
Rigorous Modulational Stability Theory
We now begin our rigorous mathematical study of the dynamical stability of periodic traveling wave solutions of (1.1) when subject to localized, i.e. integrable, perturbations on the line. Following [10, 2, 1], we conduct a detailed analysis of the spectral problem associated with the linearization of (1.1) about a periodic traveling wave solution. The first step in this analysis is to understand the structure of the generalized kernel of the associated linearized operators when subject to perturbations that are co-periodic with the underlying wave. With this information in hand, we then use FloquetBloch theory and rigorous spectral perturbation theory to obtain an asymptotic description of the spectrum of the linearization considered as an operator on L 2 (R) in a sufficiently small neighborhood of the origin.
Linearization & Set Up
To begin, let (a, E, c) ∈ B and denote by φ = φ(·; a, E, c) the corresponding even, T = T (a, E, c)-periodic equilibrium solution of (2.3). We are now interested in rigorously describing the local dynamics of (2.3) near φ. Specifically, we are interested in understanding if φ is stable to small localized, i.e. integrable on R, perturbations. To this end, we note that the linearization of (2.3) about φ is given by
Note that L[φ] can also be written in the form
Observe these are both closed linear operators on L 2 (R) with densely defined domains H 2 (R). As the linear evolution equation (4.1)' is autonomous in time, its dynamics can be (at least partly) understood by studying the associated generalized spectral problem
posed on L 2 (R), where here λ ∈ C is a spectral parameter corresponding to the temporal frequency of the perturbation. To put (4.4) in a more standard form, we note the following lemma.
has a unique weak solution in H 1 (R).
Proof. Observe that by defining
weakly) invertible if and only if H[φ]
is (weakly) invertible. Since φ > 0 uniformly, it follows that H[φ] is a symmetric, uniformly elliptic differential operator. Consequently, a standard argument using the Riesz representation theorem implies that for every g ∈ L 2 (R) the elliptic equation
is weakly invertible. The result now follows. is well-defiend on L 2 (R). As we will see, this will be sufficient in order to verify Theorem 3.1.
By Lemma 4.1, the generalized spectral problem (4.4) is equivalent to the spectral problem for the linear operator
considered as a closed, densely defined linear operator on L 2 (R). Motivated by the above considerations, we say that a periodic traveling wave φ of (1.1) is said to be spectrally unstable if the
while it is spectrally stable otherwise. This motivates a detailed study of the spectrum of the linear operator A[φ].
Remark 4.3. Observe that while (1.1) is a nonlinear dispersive PDE, it does not possess a Hamiltonian structure. Consequently, while the spectrum of A[φ] is symmetric about the real axis, owing to the fact that φ is real-valued, it is not necessarily symmetric about the imaginary axis.
Remark 4.4. Recall that in [25] the authors considered the stability of solitary traveling wave solutions of the magma equations (1.2), which corresponds to the conduit equation (1.1) when (n, m) = (2, 1). In that case, the linearization (in [25] ) of (2.3) about a solitary wave φ is given, after some manipulation, by
which, using (4.3), is equivalent to our representation (4.4) provided that φ satisfies
Recalling Remark 2.2, this latter condition follows directly from (2.4) with the choice 2cE = c − 1 associated to the solitary waves considered in [25] .
To begin our study of the L 2 (R)-spectrum of A[φ], we first note that since A[φ] is a linear differential operator with T -periodic coefficients, standard results from Floquet theory dictate that non-trivial solutions of the spectral problem
cannot be integrable 10 on R and that, at best, they can be bounded functions on the line: see, for example, [11, 21] . Further, any bounded solution of (4.6) must be of the form
for some w ∈ L 2 per (0, T ) and ξ ∈ [−π/T, π/T ). From these observations, it can be shown that λ ∈ C belongs to the L 2 (R)-spectrum of A[φ] if and only if there exists a ξ ∈ [−π/T, π/T ) such that the problem 
thereby continuously parametrizing the essential L 2 (R)-spectrum of A[φ] by a one-parameter family of T -periodic eigenvalues of the associated Bloch operators. For more details, see [21] .
To determine the spectral stability of a periodic traveling wave φ, one must therefore determine all of the T -periodic eigenvalues for each Bloch operator for ξ ∈ [−π/T, π/T ). Outside of some very special cases, one does not expect to be able to do this complete spectral analysis explicitly. Thankfully, however, for the purposes of modulational stability analysis, we need only consider the spectrum of the operators A ξ [φ] in a neighborhood of the origin in the spectral plane and only for |ξ| 1. To motivate this, observe from (4.7) that the spectrum of A 0 [φ] corresponds to the spectral stability of φ to T -periodic perturbations, i.e. to perturbations with the same period as the carrier wave. Similarly, |ξ| 1 corresponds to long wavelength perturbations of the carrier wave. Furthermore, slow modulations of φ form special class of long wavelength perturbations in which the effect of the perturbation is to slowly vary, namely modulate, the wave characteristics -the parameters a, E and c in the present setting -and the translational mode. As we will see, variations in these parameters naturally provide spectral information about the co-periodic Bloch operator A 0 [φ] at the origin in the spectral plane. From the above considerations, it is natural to expect that the spectral stability of the underlying wave φ to slow modulations corresponds to the case when the spectrum of the Bloch operators A ξ [φ] near (λ, ξ) = (0, 0) lie in the closed left half-plane. For more discussion regarding this motivation, see [2] .
In order to prove Theorem 3.1, our program will roughly break down into three steps. First, we will analyze the structure of the generalized kernel of the unmodulated Bloch operator A 0 [φ], showing that, under certain geometric conditions, this operator has λ = 0 as an eigenvalue with algebraic multiplicity three and geometric multiplicity two. Secondly, we will use rigorous spectral perturbation theory to examine how the spectrum near the origin of the modulated operators A ξ [φ] bifurcates from λ = 0 for 0 < |ξ| 1. Through this, we will derive a 3 × 3 linear system that encodes the leading order asymptotics of the spectral curves near λ = 0 for 0 < |ξ| 1. Finally, we will see by a direct term by term comparison that this linear system, derived through rigorous spectral perturbation theory, agrees exactly (up to a harmless shift by the identity) with the linearized Whitham modulation system (3.6).
Analysis of the Unmodulated Operators
As described above, the first main step in our analysis is to understand the T -periodic generalized kernel of the unmodulated operator A 0 [φ] defined in (4.5), as well as its adjoint operator 11 
11 Information about the adjoint is necessary to construct the spectral projections for A0[φ] at λ = 0.
We begin by characterizing the T -periodic kernel of L[φ] and its adjoint. To this end, note that differentiating the profile equation (2.4) with respect to z, as well as with respect to the parameters a, E, and c, yields the identities
Recalling 
Under the same assumption, we also have
Proof. Recalling φ may be chosen to be even, we have that φ and φ a are odd and even functions of z, respectively, so it follows from (4.10) that φ and φ a provide two linearly independent solutions of the second order differential equation
, we must impose T -periodic boundary conditions. Since φ is clearly T -periodic, it follows that the T -periodic kernel of L[φ] has dimension at least one. However, the fact that T depends on the parameter a implies that the function u a is generally not periodic. Indeed, differentiating the obvious relation
with respect to a gives
which, using that L[φ] is a second order differential equation and that φ is non-trivial 12 , implies that φ a is T -periodic if and only if T a is zero. This yields the characterization of the T -periodic kernel of L[φ], and the kernel of L † [φ] follows immediately from (3.5). Finally, to characterize the T -periodic kernel of A † [φ], observe that which, among other things, yields three linearly independent functions satisfying the third order ODE A[φ]f = 0. In Lemma 4.5 above, we showed that φ a is not T -periodic provided that T a is nonzero. Using similar arguments, it is readily seen that the functions φ E and φ c are not T -periodic provided that T E and T c are non-zero, respectively. Indeed, we find that 
with an analogous equation holding for φ c . Recalling that φ (T ) is non-zero, the desired result follows. For notational simplicity, we introduce the following Poisson bracket style notation for two-by-two Jacobian determinants
and an analogous notation for three-by three Jacobian determinants:
Using the above identities, it follows that, while φ a and φ E are not individually T -periodic, the linear combination
lies in the T -periodic kernel of A [φ] . Similarly, we see that the functions {T, φ} a,c and {T, φ} E,c are both T -periodic and satisfy We now state the main result for this section. .4), and assume the Jacobians T a , {T, M } a,E and {T, M, Q} a,E,c are non-zero. Then λ = 0 is an eigenvalue of the Bloch operator A 0 [φ] with algebraic multiplicity three and geometric multiplicity two. In particular, defining 
and
Proof. Since 
Furthermore, φ is in the range of A 0 [φ] by (4.11) . Hence, by the Fredholm alternative (or by parity), we have that Ψ 2 , Φ 1 = 0 = Ψ 3 , Φ 1 . For the periodic element that lies in the Jordan chain above φ , we take a specific linear combination of {T, φ} a,c and {T, φ} E,c , namely Φ 3 . Furthermore, by the Fredholm alternative the Jordan chain above φ terminates at height one if and only if
Since Φ 3 has zero mean by construction, we clearly have Ψ 2 , Φ 3 = 0 and hence the above condition is equivalent to showing
is non-zero. To write the above in a more usable form, observe from the definition of Q in (2.6) that
Note by integration by parts that
and hence (4.12)
Similar expressions hold for Q E and Q c and hence we find
which is non-zero by hypotheses. The proves our characterization of the generalized T -periodic kernel of the operator
Finally, we consider the generalized kernel of the adjoint operator A † 0 [φ]. Following the method for calculating Ψ 3 , Φ 3 above, we immediately find that Ψ 2 , Φ 2 = {T, M } a,E , which is assumed to be non-zero. Hence, by the Fredholm alternative, Ψ 2 is not in the range of A † 0 [φ]. By similar arguments, we find 
Furthermore, we note that Ψ 1 = η is not in the range of
which is non-zero by assumption. This completes the characterization of the generalized kernel of
To finish the proof, we note that Ψ 1 , Φ 2 = 0 = Ψ 1 , Φ 3 by parity.
We now make some important comments regarding the assumptions in Theorem 4.6. The above result was obtained through the observation that infinitesimal variations along the manifold of periodic traveling wave solutions yield tangent vectors that lie in the generalized kernels. Through our existence theory in Section 2.2, this manifold was parameterized by the wave speed c and the integration constants a and E. While this parameterization is natural from the mathematical perspective, following directly from the Hamiltonian formulation (2.5) of the profile equation (2.4), it is different than the parameteriztaion that naturally arises in Whitham theory. Indeed, recall from Section 3 that the Whitham modulation system (3.6) describes the slow evolution of the wave number k and conserved quantities M and Q, thus yielding a parametriation of the manifold of peridoic traveling wave solutions of the conduit equation (1.1) in terms of theses physical quantities. Consequently, a-priori these two approaches work with different parametrizations of the same manifold.
In order to make comparisons between these two approaches, it is natural to assume that we can smoothly change between these parametrizations. Specifically, we require that the manifold of periodic traveling wave solutions of (1.1) constructed in Section 2.2 can be locally reparameterized in a C 1 manner by the wave number k and the conserved quantities M and Q, i.e. that the mapping
is locally C 1 -invertible at each point. By the Implicit Function Theorem, this is guaranteed by requiring that the Jacobian determinant
of the above map is non-singular at each point in B. Recalling that k(a, E, c) =
it follows that such a C 1 -reparameterization is possible provided {T, M, Q} a,E,c = 0, which is one of the primary assumptions in Theorem 4.6. Likewise, the requirement that {T, M } a,E = 0 is equivalent to saying that waves with fixed wavespeed can be locally reparameterized in a C 1 manner by the wave number k and mass M . With the above observations in mind, we now seek a restatement of Theorem 4.6 that is generated with respect to infinitesimal variaitons along the k, M , and Q coordinates. To see the dependence on the wavenumber k explicitly, we begin by rescaling the spatial variable as y = kx and note that T -periodic traveling wave solutions of (1.1) correspond to 1-periodic traveling wave solutions (with the same period) of the rescaled evolution equation
where k = 1/T . After rescaling the traveling coordinate θ = kz = k(x − ct) = y − ωt, where ω = kc is temporal frequency, it is readily seen that traveling wave solutions of (4.13) correspond to solutions of the form u(y, t) = φ(y − ωt). Hence, φ(θ) is a stationary 1-periodic solution of the evolutionary equation (4.14)
The rescaled profile equation now reads
where now denotes differentiating with respect to θ. Through this rescaling, the T -periodic solutions φ of (2.4) now correspond to 1-periodic solutions of (4.15) for some k. Similarly, the conserved quantities evaluated on the manifold of 1-periodic solutions of (4.15) take the form
while the linearization of (4.14) now reads
where, with a slight abuse of notation, G[φ] and L[φ] are defined as in (4.2), albeit with k∂ θ replacing ∂ z , i.e.
Clearly, the rescaled operator G[φ] is invertible as before, leading us to the consideration of the spectral problem By Theorem 4.6, we know that λ = 0 is a 1-periodic eigenvalue of the rescaled operator A[φ] in (4.18) with algebraic multiplicity three and geometric multiplicity two. In fact, differentiating (4.15) with respect to x, M , and Q yields
Observe that since the profiles φ(·; k, M, Q) are always 1-periodic by construction, it follows the functions φ M and φ Q also 1-periodic. In particular, the functions φ and c M φ Q − c Q φ M are linearly independent and span the 1-periodic kernel of A[φ]. We also mention that, as in Lemma 4.5, the functions 1 and G † [φ]φ −2 span the 1-periodic kernel of the rescaled operator A † [φ]. Furthermore, using similar arguments as in (4.12) we see that
We also have 1, 
Before continuing, we note for future use that the function φ k is also 1-perioidc and satisfies the equation
Furthermore, differentiating (4.16) with respect to k, while holding M and Q constant, yields the important relations
Modulational Stability Calculation
Now that we have constructed a basis for the generalized kernels of A 0 [φ] and its adjoint in a coordinate system compatible with the Whitham system (3.6), we proceed to study how this triple eigenvalue bifurcates from the (λ, ξ) = (0, 0) state. To this end, recall from (4.8) that this is equivalent to seeking the 1-periodic eigenvalues in a neighborhood of the origin of the associated Bloch operators 
are operators acting on L 2 per (0, 1). Using that G 0 [φ] is invertible on L 2 per (0, 1) and rewriting the expansion for
can be expanded for |ξ| 1 as the Neumann series
are again acting on L 2 per (0, 1). The Bloch operators A ξ [φ] can thus be expanded for |ξ| 1 as
where, after some manipulation,
Note to assist in our computations of the actions of A (1) and A (2) later, we have expanded these operators in (4.21) as to identify any factors of A 0 present in them, as well as to pull out a global factor of G 0 . Now, by Corollary 4.7, we know λ = 0 is an isolated eigenvalue of A 0 [φ] with algebraic multiplicity three. Since A ξ is a relatively compact perturbation of A 0 for all |ξ| 1 depending analytically on the Bloch parameter ξ, it follows that the operator A ξ [φ] will have three eigenvalues {λ j (ξ)} 3 j=1 , defined for |ξ| 1, bifurcating from λ = 0 for 0 < |ξ| 1. The modulational stability or instability of φ may then be determined by tracking these three eigenvalues for |ξ| 1. 
with ranges coinciding with the total left and right eigenspaces associated with the eigenvalues {λ j (ξ)} 3 j=1 . Using this one-parameter family of eigenprojections, for each fixed |ξ| 1 we can project the infinite dimensional spectral problem for A ξ [φ] onto the three-dimensional total eigenspace associated with the eigenvalues {λ j (ξ)} 3 j=1 . In particular, the action of the operators A ξ [φ] on this subspace can be represented by the 3 × 3 matrix operator
.
It follows that for each |ξ| 1 the eigenvalues λ j (ξ) correspond precisely to the values λ where the matrix D ξ − λI is singular, where here I denotes the identity matrix 13 on R 3 . In what follows, we aim to explicitly construct this matrix for |ξ| 1. First, we observe that Corollary 4.7 implies that D ξ at ξ = 0 is given by 14
Expanding the right and left bases Φ ξ and Ψ ξ j as 15
yields an expansion of the matrix D ξ of the form
Note that, explicitly,
To continue, we need information regarding ∂ ξ Φ ξ 1 at ξ = 0. We claim that, up to harmless modifications of the basis functions used above, we can arrange for this first order variation to be exactly φ k , while simultaneously preserving biorthogonality of the bases up to O(|ξ| 2 ). Indeed, observe that by differentiating the identity Π(ξ)
and evaluating at ξ = 0 yields the relation
Recalling A 0 Φ 0 1 = 0, and noting that (4.19) can be rewritten as
while simultaneously replacing Ψ ξ j for j = 1, 2, 3 with
we readily see that
as claimed. Note that I ξ is the 3×3 matrix describing the action of the identity operator with respect to the modified bases. For notational simplicity, we will drop the tildes throughout the remainder and refer to these modified bases as simply {Φ ξ } 3 =1 and {Ψ ξ j } 3 j=1 With the above choices, the terms involving the variations in Ψ ξ j can be directly computed. For example, using Corollary 4.7 we have
Under the hypotheses of Corollary 4.7, in a sufficiently small neighborhood of the origin, the spectrum of A[φ] on L 2 (R) consists of precisely three C 1 curves {λ j (ξ)} 3 j=1 defined for |ξ| 1 which can be expanded as
where the µ j (0) are precisely the eigenvalues of the matrix D 0 above. In particular, a necessary condition for φ to be a spectrally stable solution of (1.1) is that all the eigenvalues of D 0 are real.
Note the possible spectral instability predicted from Theorem 4.8 is of modulational type, occurring near the origin in the spectral plane for side-band Bloch frequencies. In general, computing the eigenvalues of D 0 is a difficult task, requiring one to identify the above inner products in terms of known quantities: see, for example, [4, 2] . As we will see, however, this identification is not necessary in order to rigorously connect modulational instability of φ to the Whitham modulation system (3.6). Indeed, recalling the quasilinear form (3.7) of the Whitham modulation system (3.6), in the next section we will prove that
so that, in particular, a necessary condition for the spectral stability of φ is that the matrix D(φ) is weakly hyperbolic, i.e. that all of its eigenvalues are real, thus establishing Theorem 3.1.
Proof of Theorem 3.1
In this section, we establish Theorem 3.1. We will use a direct, row-by-row calculation to show that Since integration by parts implies
The identity (5.3)(i) has now been established. The other two equalities follow similarly. Indeed, using analogous manipulations as above, as well as integration by parts, we find that 
Analysis for Small Amplitude Waves
In general, determining whether the Whitham system (3.6) is weakly hyperbolic at a given periodic traveling solution of (1.1) is a difficult matter. See [2, 4] , for example, for cases where this information can be computed in the presence of a Hamiltonian structure. Nevertheless, one can use well-conditioned numerical methods to approximate the entries of the matrix D(φ) in (3.7), thereby producing a numerical stability diagram. Such numerical analysis was recently carried out in [17] . There, the authors findings indicate, among other things, that the Whitham modulation system (3.6) is hyperbolic about a given periodic traveling wave φ provided φ has sufficiently large period, while the system is elliptic for sufficiently small periods. Formally then, the authors findings suggest long waves are modulationally stable while short waves are modulationally unstable. For asymptotically small waves, however, it is possible to use asymptotic analysis to analyze the hyperbolicity of the Whitham modulation system (3.6). While this analysis is discussed in [17] , for completeness we reproduce their result for small amplitude waves.
To this end, we note that 2π/k-periodic traveling wave solutions with speed c of the conduit equation (1.1) correspond to 1-periodic stationary solutions of the profile equation .
Theorem 6.1. Let φ(·; k, M, A) be a 1-periodic traveling wave solution of (6.1) with asymptotically small amplitude. Then φ is modulationally unstable if
Further, a necessary condition for φ to be modulationally stable is 0 < (2πk) 2 < 3 M .
Theorem 6.1 makes rigorous the formal calcluations in [17] regarding small amplitude periodic traveling wave solutions 18 of (1.1). Note that while the above analysis shows the Whitham system (3.6) is (strictly) hyperbolic when 0 < (2πk) 2 < 3/M , this is not sufficient to conclude modulational stability of the underlying wave φ since hyperbolicity of (3.6) only guarantees the eigenvalues of L ξ lie on the imaginary axis to first order in ξ, i.e. it guarantees tangency of the spectral curves at λ = 0 to the imaginary axis. Of course, modulational stability requires that the spectral curves near the origin are confined to the left half plane, and hence can not be concluded 19 from only first order information. Modulational stability was concluded in [17] for the conduit equation, however, in the case 0 < (2πk) 2 < 3/M through numerical time evolution. It would be interesting to rigorously verify this prediction.
Remark 6.2. Note that a slightly different approach to proving Theorem 3.1 would have been to expand the matrix D(φ) in (3.7), and using the chain rule to express derivatives with respect to Q in terms of derivatives with respect to (k, M, A). This calculation of course produces the same result. However, here we preferred to start working directly with the variables (k, M, A) in the Whitham system, since this is the natural parameterization in the asymptoically small amplitude limit.
