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Abstract— Safety needs to be guaranteed before we can intro-
duce robots into our working environments. For a biped robot
to navigate safely in a crowd it must maintain balance and avoid
collisions. In highly dynamic and unpredictable environments
like crowds, collision avoidance is usually interpreted as passive
safety, i.e. that the robot can stop before any collision occurs.
We show that both balance preservation and passive safety can
be analyzed, from the point of view of viability theory, as the
ability of the robot to stop safely at some point in the future.
This allows us to address both problems with a single model
predictive controller with appropriate terminal constraints. We
demonstrate that this controller predicts failures (falls and
collisions) as early as the duration of the preview horizon.
Finally, we propose a new strategy for safe navigation that
relaxes the passive safety conditions to allow the robot to avoid
a greater number of collisions.
I. INTRODUCTION
The objective in this paper is to make biped robots
walk safely in a human crowd. This presents two particular
problems: maintaining balance and avoiding collisions. It has
already been observed that both problems can be addressed
with the concept of viability [1]. In viability theory [2], the
objective is to ensure that the system avoids undesirable
states in the future. In our case, the undesirable states are
those where the robot has fallen or collided with somebody.
The difficulty resides in achieving these objectives with
limited knowledge of the environment and of the future,
specially of the future motion of people around the robot.
If we can make sure that the robot can stop in a few
steps in a stable position (i.e. that it is capturable [3],
[4]), then it can keep its balance indefinitely. This can be
accomplished with limited knowledge of the environment
and it has proven to be compatible with the realization of
highly dynamic motions [5]. The case of collision avoidance
is more challenging, as we cannot guarantee it indefinitely,
specially in a crowd with fast moving persons. We can
ensure, however, passive safety [6], [7], i.e. that the robot
is able to stop before any collision occurs. This corresponds
to the emergency stop procedures required for industrial and
personal care robots [8], [9]. We can observe that the capacity
to stop is integral to both concepts and, thanks to this, passive
safety can be combined effortlessly with capturability. In
our approach, we incorporate these two concepts in a single
Model Predictive Control (MPC) scheme [10].
There are situations where it is not possible for the robot
to avoid a fall or a collision. It is fundamental to predict
these situations as early as possible for the safety of the
people around, of the robot and of the workspace [11],
[12]. By previewing the short-term future, our proposed
controller predicts failures before they occur. We can make
the anticipation time of such events arbitrarily early (by pre-
viewing further into the future) provided that the perception
capabilities of the robot satisfy some minimal conditions
related to the speed at which the environment evolves.
Lastly, we propose a new strategy for safe navigation in
dynamic environments that builds upon the observation that
the stop requirement in passive safety can limit the mobility
of the robot (specially in close proximity of people). This
behavior is accentuated as uncertainty in the perception of
the environment increases. We demonstrate that it produces
fewer collisions than passive safety and, when they happen,
they are less severe.
We proceed as follows: we briefly describe the basis for
our numerical approach to safe navigation in Section II. Then
we introduce the elements of the problem of walking in a
crowd in Section III. We formulate two MPC controllers
for passive safety and two for relaxed passive safety in
Section IV. We evaluate the performance of all strategies
through numerical simulations whose results we present in
Section V.
II. LEXICOGRAPHIC OPTIMIZATION FOR SAFE
NAVIGATION
To achieve passive safety, a biped robot has to maintain
balance and be able to stop before any collision happens.
Additionally, we also want the robot to follow a reference
velocity. But these objectives might conflict and, in such
cases, at least one of them has to be relaxed [13]. To do
this, we express all objectives as linear inequalities on the
state x of the robot
b ≤ Ax ≤ b, (1)
where equalities can be expressed with b = b. Relaxation
can be done, then, by introducing a violation v as in
b ≤ Ax− v ≤ b, (2)
and minimizing ‖v‖2. Note that the objective is satisfied if
‖v‖ = 0.
Deciding which objectives can be relaxed is problem-
dependent. In our case, avoiding collisions and maintaining
balance are more important objectives than following a
reference velocity. We can assign a priority to each objective
and minimize their violations accordingly, that is, as a
lexicographic least squares problem [14], [15], [16]. In order
to do this, we define P levels of priorities, each one described
by a triplet (Ai, bi, bi), and we look to
lex minimize
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Lexicographic optimization is a key aspect of our approach
to safe navigation, as will be explained in the following
sections.
III. MODELS OF THE ROBOT AND THE CROWD
In this section, we first discuss the models that we consider
for the anticipation of motions of the robot and the crowd.
We then formalize the safety criteria for navigation (dynamic
and kinematic feasibility, collision avoidance and stopping
conditions) in the context of these models.
A. Dynamic and kinematic feasibility
A biped robot is a complex, nonlinear, underactuated,
hybrid dynamical system [17]. However, we can generate
standard walking motions (i.e. on a flat ground with a
constant height of the Center of Mass (CoM)) using a linear
relation between the horizontal motion of the CoM and the
Center of Pressure (CoP) on the ground:
c−
h
g
c̈ = p. (4)
In this equation, c ∈ R2 and p ∈ R2 are the horizontal
positions of the CoM and CoP respectively, h is the height
of the CoM and g is the norm of the gravity vector. We
consider only this simple situation in this paper, although
walking motion can be generated on uneven ground with
varying height of the CoM as well using similar linear
approaches [18].
Due to the unilaterality of the contact forces with the
ground, the CoP is always constrained to stay inside the
support polygon [19]:
p ∈ P(s), (5)
where P(s) is a convex set that is defined relative to the
center of the foot on the ground s ∈ R2. In combination
with (4), this limits the acceleration that the CoM can
achieve.
We enforce a kinematic constraint related to the maximal
leg length of the robot:
‖c− s‖ ≤ L. (6)
Moreover, most biped robots cannot cross their legs when
walking. Consequently, we restrict the position of the (j +
1)th footstep with respect to the jth to a region where this
cannot happen:
sj+1 ∈ S(sj), (7)
where S(sj) is a convex set defined relative to sj .
We state that the motion of a biped robot is dynamically
and kinematically feasible if the following expression holds:
Feasibility ≡ (4) ∧ (5) ∧ (6) ∧ (7) (F )
We linearize the constraints (5), (6) and (7) in our implemen-
tation by making standard assumptions on the kinematics of
the robot [20], [21].
B. Model of the crowd and collision avoidance
Let us consider a crowd of M persons. In order to avoid
collisions, we enforce a minimal separation distance between
the robot and each person:
Collision avoidance ≡ ‖c−mk‖ ≥ d (C)
for all k ∈ {1, . . . ,M}. In this equation, mk ∈ R
2 is the
position of the kth person and d is the minimal separation
distance.
Passive safety requires the robot to avoid collisions in the
present and in the future, until it is able to stop. We need,
therefore, a model to anticipate the motion of people. We
make the following assumptions: people walk at constant
velocity (at least during the short period of time before the
robot is able to stop) so they do not try to avoid the robot;
and collisions among people are disregarded.
We also take into account that the robot perception of
the crowd has some degree of uncertainty. Consequently, the
estimated position m̂k and velocity ˆ̇mk of each person have
associated errors:
m̃k = mk − m̂k, ˜̇mk = ṁk − ˆ̇mk, (8)
with respect to the real position mk and velocity ṁk.
We respond to this uncertainty by adapting the minimal
separation distance in a conservative way:
d(t) = d0 + ‖m̃k‖+ ‖ ˜̇mk‖t. (9)
Here, given the magnitude of the uncertainty in position
‖m̃k‖, we consider that the real position mk lies in a
circle of radius ‖m̃k‖ centered at the estimated position
m̂k. Furthermore, given the magnitude of the uncertainty in
velocity ‖ ˜̇mk‖, the radius of this circle increases at a rate
‖ ˜̇mk‖t as it moves with the estimated velocity ˆ̇mk. Figure 1
shows two examples of how uncertainty shapes our model
of the future.
In our implementation, we linearize the constraint on
collision avoidance (C) as follows:
ûTk (c−mk) ≥ d, (10)
where
ûk =
(c−mk)
‖c−mk‖
∈ R2 (11)
is a unit normal vector that points from the center of
the kth person to the CoM of the robot. An advantage
of this approach is that, by being conservative, this linear
approximation is always safe with respect to the nonlinear
problem, as can be observed in Figure 2.
Fig. 1: Two different predictions of the motion of a person:
without uncertainty (left) and with uncertainty in velocity
(right). The gray areas are the predicted future positions of
the person. When there is uncertainty in velocity, the set of
possible positions the person could be in the future increase
with time, following (9).
Fig. 2: Collision avoidance. The vectors ûk define lines that
the robot cannot cross. These lines create a convex hull (the
light gray area) where the robot is allowed to move.
C. Stop condition
We can determine trivially from (4) and (5) that the robot
has stopped when ċ = c̈ = 0 and c = p ∈ P(s). It is
also possible to identify situations where the robot has not
stopped yet but can stop without having to make any further
step, i.e. where it is 0-step capturable [4], by introducing the
following constraint on the Capture Point:
Stop ≡ c+
√
h
g
ċ ∈ P(s) (S)
This will be our stop condition.
D. Walking objectives
In addition to these constraints on dynamic and kinematic
feasibility, collision avoidance and stopping condition, we
would also like the CoM to follow, as much as possible, a
Hierarchy 1: Passive safety
1: Passive safety conditions:
• Feasibility: Fi, ∀i ∈ I
• Collision avoidance: Ci, ∀i ∈ I
• Stop at the end: SN
2: Objectives: Oi, ∀i ∈ I
reference walking velocity ċref [21]. Furthermore, we are
interested in keeping the CoP as close as possible to the
center of the foot on the ground s to improve the robustness
of the robot against perturbations [22]. We refer to these as:
Objectives ≡
{
ċ = ċref ,
p = s.
(O)
IV. SAFE NAVIGATION STRATEGIES
In this Section, we discuss three different ways we can
integrate the constraints of the robot to formulate safe
navigation controllers.
A. Passive safety: triggering an emergency stop
Given a horizon of N sampling times into the future
I = {1, . . . , N}, preserving passive safety means that
the robot must satisfy the stop condition (S) at the N th
sampling time, what we note here SN . It must also satisfy
the constraints on dynamic and kinematic feasibility (F )
and collision avoidance (C) at all time until then, i.e. Fi
and Ci for all i ∈ I. Once these three conditions are met,
the remaining degrees of freedom can be used to satisfy, as
much as possible, the objectives (O), i.e. Oi for all i ∈ I.
We can formalize the hierarchy between the constraints and
the objectives as the lexicographic least squares problem
summarized in Hierarchy 1.
The solution to this lexicographic problem provides the
robot with a trajectory to walk safely and stop after N sam-
pling periods. In order to generate a steady walking motion,
we implement a receding horizon strategy: the lexicographic
problem is re-evaluated at each sampling time for a horizon
of N sampling periods in the future, continuously postponing
the moment when the robot would eventually stop.
If it is not possible to safely postpone the moment when
the robot stops, it can simply follow the last safe plan and
stop before any collision occurs. When this happens, we raise
an alarm to indicate that the robot is initiating an emergency
stop and that it is not safe to continue walking. This alarm
can be used to warn the surrounding crowd of the risk of
collision N sampling periods in the future.
B. Passive safety with deferrable emergency stop
During the emergency stop, the robot will steadily ap-
proach the moment planned for the stop and the horizon
will shrink accordingly. It might be beneficial, however, to
continue re-evaluating the situation to check if, based on
Hierarchy 2: Relaxed passive safety 1
1: Feasibility: Fi, ∀i ∈ I
2: Collision avoidance: C1
...
N: Collision avoidance: CN−1
N+1: Collision avoidance: CN ,
Stop: SN
N+2: Objectives: Oi, ∀i ∈ I
Hierarchy 3: Relaxed passive safety 2
1: Feasibility: F1,
Collision avoidance: C1
...
N-1: Feasibility: FN−1,
Collision avoidance: CN−1
N: Feasibility: FN ,
Collision avoidance: CN ,
Stop: SN
N+1: Objectives: Oi, ∀i ∈ I
new measurements of the surrounding crowd, it is possible
to postpone the stop of the robot, as long as possible.
We can go through a simple loop, at each new sampling
period, to find the largest N (up to a nominal value) such
that all feasibility, collision avoidance and stopping condition
are satisfied.
C. Relaxed passive safety
As soon as the robot is unable to plan a new safe motion,
passive safety requires that it initiates an emergency stop.
But in case of uncertainty, our conservative approach (see (9)
and Figure 1) might exaggerate the risk of collision, leading
to inappropriate stops. Another strategy could be to satisfy
all passive safety constraints for as long as possible and,
when not possible, relax them in order to produce a solution
that is as close as possible to passive safety. In this way, the
robot tries to minimize the risk of collision instead of simply
initiating an emergency stop.
Building on our lexicographic optimization approach, we
propose a relaxation of constraints along the horizon: we try
to satisfy first the constraints in the near present and then,
if possible, those in the far future. In particular, we can try
to satisfy Ci and, if possible, Ci+1 for all i ∈ {1, . . . , N}.
Correspondingly, the stop requirement SN and the objectives
would belong now to the lowest levels. Hierarchy 2 shows
how we order these priorities in a single formulation. In
this case, all dynamic and kinematic feasibility constraints
appear at the highest priority level, but the same relaxation
scheme could be applied as well, i.e. Fi ≻ Fi+1 for all
i ∈ {1, . . . , N}. Hierarchy 3 shows how we order the tem-
poral relaxation of both feasibility and collision avoidance.
Fig. 3: Walking against a crowd.
A similar approach can be used to generate time-optimal
trajectories for manipulator robots [23].
V. EVALUATION OF THE SAFE NAVIGATION STRATEGIES
We evaluate numerically the performance of the proposed
safe navigation strategies by making the robot traverse a
moving crowd (as shown in Figure 3) under different envi-
ronmental conditions and parameters of the controller. Table I
shows the parameters for the kinematics of our simulated
robot, which is based on the HRP-2 [24]. Tables II and III
show the parameters of the two scenarios of our numerical
evaluations.
For each combination of size and speed along x (M, ṁxk)
we generate and store 100 different crowds that only differ
in the initial positions {mk} and speeds along y {ṁ
y
k} of
the participants. The initial positions vary uniformly over an
area of 10 × 8[m2] while speeds along y follow a normal
distribution N (0, 0.2).
During simulations, we test each configuration of the con-
troller (H,R, ‖m̃k‖, ‖ ˜̇mk‖) against each of the 100 crowds
generated for each combination (M, ṁxk). Simulations last
20[s] or until a failure occurs, i.e. when the state of the robot
is infeasible or when it collides with a person.
We use the notion of a Field of View (FoV): the maximal
distance around the robot at which it is capable of perceiving
persons/objects. We do not consider occlusions in perception,
making the robot aware of the current position and velocity
of everybody within the FoV.
A. No uncertainty in the motion of the crowd
Figure 4 synthesizes the results obtained from all simula-
tions with no uncertainty in the motion of the crowd. Plots on
the left show the failure rate as a function of the radius of the
FoV and for different walking speeds of the crowd. Plots on
the right report the corresponding median anticipation time
to failure, which is the elapsed time between the moment
the earliest alarm was triggered and the moment the failure
TABLE I: Parameters of biped robot
Parameter Symbol Value Unit
Height of CoM (4) h 0.80 m
Feet dimensions (5) Z (0.24, 0.14) (m, m)
Leg stride (6) L 0.30 m
Feet separation (7) D 0.20 m
Safety distance (9) d0 1 m
Reference speed (O)
ċx
ref 0.5 ms
−1
ċ
y
ref 0 ms
−1
Step duration - 0.8 s
Sampling time ∆T 0.1 s
TABLE II: Parameters of simulations with no uncertainty
Parameter Symbol Value Unit
Horizon duration H {1.0, 1.8, 2.6} s
Radius of FoV R {0.5, 1, 2, 3, 4} m
Size of crowd M {8, 16, 32} -
Speed of the crowd
ṁx
k
{0.25, 0.5, 1, 1.5, 2} ms−1
ṁ
y
k
[−0.2, 0.2] ms−1
Uncertainty
‖m̃k‖ 0 m
‖ ˜̇mk‖ 0 ms
−1
happened. It is worth mentioning that, in these simulations
with no uncertainty, all failures are anticipated as early as
permitted by the limits of the FoV and the prediction horizon,
and no false alarms are raised.
We can see two different regimes represented with either
dashed lines or solid lines. The threshold is attained when
the radius R of the FoV reaches
Rmin = H(ṁ
x
k + ċ
x
ref ), (12)
which is the minimum value for detecting all people that
might collide with the robot over a horizon of duration H ,
with walking speeds ṁxk for the people and ċ
x
ref for the robot.
If the FoV is smaller than this minimum value, the
anticipation time for collisions grows linearly with the radius
of the FoV and the failure rate decreases accordingly. It does
not, however, decrease with longer prediction horizons: it
appears that longer prediction horizons can degrade collision
avoidance if the radius of the FoV is not large enough, as
the robot is making decisions without proper knowledge of
the surrounding crowd.
If the FoV is larger than this minimum value, the anticipa-
tion time for collisions reaches exactly the duration H of the
TABLE III: Parameters of simulations with uncertainty
Parameter Symbol Value Unit
Horizon duration H 1.8 s
Radius of FoV R 4 m
Size of crowd M 16 -
Speed of the crowd
ṁx
k
0.5 ms−1
ṁ
y
k
[−0.2, 0.2] ms−1
Uncertainty
‖m̃k‖ {0, 0.15, 0.30} m
‖ ˜̇mk‖ {0, 0.05, 0.10} ms
−1
prediction horizon, and the failure rate reaches a minimum,
which does not vary further with the radius of the FoV.
When the robot walks in an inattentive crowd that moves
at a standard human walking speed (between 1[ms−1] and
1.5[ms−1] [25]), the probability of collisions is always higher
than 50%. The robot does not have enough kinematic and
dynamic capabilities to avoid collisions with people walking
that fast. We can, however, anticipate these collisions as
early as needed, with appropriate FoV and prediction horizon
following the simple suggestions of (12), and initiate an
emergency stop.
B. Uncertainty in the motion of the crowd
Tables IV and V show, for passive safety and relaxed
passive safety strategies respectively, the number of failures
that take place when there is uncertainty in the perception
of people. In each table, the first two columns are the values
of uncertainty. The next two columns present the median
velocities of both the robot and the person at the time of
collision along the direction of the contact. Cases with no
collision are indicated with a dash “-”. The last column
shows the proportion of simulations that ended with a failure.
The failure rate of the emergency stop strategy varies
little with the uncertainty in position but increases with
the uncertainty in velocity. Uncertainty causes this strategy
to make unnecessary and undesirable stops that lead to
collisions. In the deferrable emergency stop strategy, the
failure rate seems unaffected by the uncertainty in position
as well but decreases with the uncertainty in velocity.
It is important to note that, in our model of the crowd,
the motion of people does not become more erratic with
increased uncertainty. What increases is the size of the areas
where people might be in the future. With only uncertainty in
position, these areas have equal size throughout the horizon.
People appear to be larger and there is less space to evade
them. With only uncertainty in velocity, these areas increase
in size along the preview horizon. People appear to be larger
at the distance but reduce their size as the robot approaches
them.
The velocity of the robot at the moment of collision is
either zero or close to zero but negative, as expected. This
suggests that the robot is trying to walk away from people
before the collision happens.
The controller that implements Hierarchy 3 walks away
from people as much as possible, even by following tra-
jectories that lead to infeasible future states. This results in
fewer collisions than any other strategy only because the
robot is deciding to fall on the ground instead. On the other
hand, with the controller that implements Hierarchy 2, the
order of the priorities requires the motion of the robot to
be dynamically and kinematically feasible during the whole
prediction. The resulting number of collisions is higher but
the total number of failures is lower.
The controller that implements Hierarchy 2 delays colli-
sions as much as possible. The corresponding optimal control
action is, in most cases, to make the robot walk away from
people while in some other specific cases (e.g. when people
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Fig. 4: Failure rate and median anticipation time for different speeds of the crowd and different durations of the horizon.
TABLE IV: Collisions of passive safety strategies
Uncertainty Collision vel[ms−1] Failure
rate[%]
Pos[m] Vel[ms−1] Robot Person
0 0 -0.04 0.48 27
0 0.05 0.00 0.52 34
0 0.10 0.00 0.41 36
0.15 0 -0.01 0.44 28
0.15 0.05 0.00 0.40 38
0.15 0.10 0.00 0.41 38
0.30 0 0.00 0.46 34
0.30 0.05 0.00 0.50 40
0.30 0.10 0.00 0.41 39
(a) Hierarchy 1: emergency stop
Uncertainty Collision vel[ms−1] Failure
rate[%]
Pos[m] Vel[ms−1] Robot Person
0 0 -0.05 0.36 32
0 0.05 0.00 0.55 15
0 0.10 0.00 0.55 9
0.15 0 -0.01 0.42 31
0.15 0.05 0.00 0.52 15
0.15 0.10 0.00 0.55 9
0.30 0 0.00 0.45 35
0.30 0.05 0.00 0.55 15
0.30 0.10 0.00 0.53 9
(b) Hierarchy 1: deferrable emergency stop
TABLE V: Collisions of relaxed passive safety strategies
Uncertainty Collision vel[ms−1] Failure
rate[%]
Pos[m] Vel[ms−1] Robot Person
0 0 -0.33 0.39 19
0 0.05 -0.71 0.60 4
0 0.10 -0.53 0.59 2
0.15 0 -0.19 0.49 15
0.15 0.05 -0.74 0.58 5
0.15 0.10 -0.64 0.58 2
0.30 0 -0.14 0.56 15
0.30 0.05 -0.48 0.58 5
0.30 0.10 -0.28 0.57 2
(a) Hierarchy 2: relaxation of collision avoidance
Uncertainty Collision vel[ms−1] Failure
rate[%]
Pos[m] Vel[ms−1] Robot Person
0 0 -0.60 0.39 21
0 0.05 - - 11
0 0.10 - - 13
0.15 0 - - 22
0.15 0.05 - - 10
0.15 0.10 - - 13
0.30 0 - - 27
0.30 0.05 - - 12
0.30 0.10 - - 13
(b) Hierarchy 3: relaxation of collision avoidance and feasibility
are coming towards the robot from all directions at the same
speed) it is to make it remain still. In any case, the difference
of velocities at the moment of collision is guaranteed to be
no bigger than it would be if the robot was at rest. Collisions
are, therefore, less severe.
The typical problem solved at every iteration by the
relaxed passive safety controllers on the scenario shown
in Table III contains: 530 constraints distributed along 20
priority levels and 40 decision variables. It is solved, on
average, in 10[ms] on a computer with a 3[GHz] Intel Core
i7 processor.
VI. CONCLUSIONS
We designed controllers for the safe navigation of biped
robots in crowds merging viability concepts from balance
and collision avoidance. We developed two passive safety
controllers and a new strategy that addresses the limitations
of passive safety. All schemes were evaluated in simulations
of walking crowds where we: 1) made recommendations on
the minimal perception requirements of the robot to navigate
safely; 2) demonstrated that failures could be previewed
as early as possible and with no false alarms in perfectly
known environments; 3) attested that the relaxed passive
safety strategy produces less collisions than passive safety
ones and, when they happen, they are less severe.
Some aspects of this work can lead to further research:
considering occlusions of people inside the FoV; reasoning
about what happens after a collision takes place and how
damages to people, the robot and the environment can be
minimized.
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