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ABSTRACT
Context. Source extraction for large-scale H i surveys currently involves large amounts of manual labor. For data volumes expected
from future H i surveys with upcoming facilities, this approach is not feasible any longer.
Aims. We describe the implementation of a fully automated source finding, parametrization, and classification pipeline for the
Effelsberg-Bonn H i Survey (EBHIS). With future radio astronomical facilities in mind, we want to explore the feasibility of a com-
pletely automated approach to source extraction for large-scale H i surveys.
Methods. Source finding is implemented using wavelet denoising methods, which previous studies show to be a powerful tool,
especially in the presence of data defects. For parametrization, we automate baseline fitting, mask optimization, and other tasks based
on well-established algorithms, currently used interactively. For the classification of candidates, we implement an artificial neural
network which is trained on a candidate set comprised of false positives from real data and simulated sources. Using simulated data,
we perform a thorough analysis of the algorithms implemented.
Results. We compare the results from our simulations to the parametrization accuracy of the H i Parkes All-Sky Survey (HIPASS) sur-
vey. Even though HIPASS is more sensitive than EBHIS in its current state, the parametrization accuracy and classification reliability
match or surpass the manual approach used for HIPASS data.
Key words. methods: data analysis - techniques: image processing - techniques: spectroscopic - surveys
1. Introduction
A major task in conducting large-scale, extragalactic H i surveys
is the separation of the H i emission line from other, unwanted
signal present in the data. For single-dish surveys, the majority
of unwanted signal comes from continuum emission — ground
and celestial — and radio-frequency interference (RFI). In most
cases, these contributions are far brighter than the signal from
the H i emission line present in the data. Standard single-dish
data reduction removes the bulk of the continuum emission and
flags data affected by RFI. Nonetheless, neither of these mea-
sures is perfect: In the vicinity of strong continuum sources, the
final data product still shows non-flat baselines. Unmitigated RFI
can, at first glance, mimic the profile shape of extragalactic H i
emission.
Automated source-finding software usually employs some
kind of matched filtering to generate a list of candidate detec-
tions from the data. Since the residual baseline and RFI present
in the data are highly significant signal, they generate a large
number of false candidates. To deal with this situation, source
extraction for H i surveys like the H i Parkes All-Sky Survey
(HIPASS, Barnes et al. 2001) and the Arecibo Legacy Fast
ALFA Survey (ALFALFA, Giovanelli et al. 2005) involves a
large amount of manual labour: Even though these surveys use
automatic candidate detection, the parametrization and classifi-
cation of these candidates in true and false positives is carried
out manually.
For the Effelsberg-Bonn H i Survey (EBHIS, Kerp et al.
2011), we develop a completely automatic source finding,
parametrization, and classification pipeline. While the data com-
plexity for EBHIS is comparable to HIPASS and makes a manual
parametrization possible, we are using EBHIS as a testbed for
future H i surveys. The data volume expected from the Square
Kilometre Array (SKA, Carilli & Rawlings 2004) and its survey-
oriented pathfinders, the Australian SKA Pathfinder (ASKAP,
Johnston et al. 2008) and the upgraded Westerbork Synthesis
Radio Telescope (WSRT) with Apertif (Oosterloo et al. 2009),
will far surpass any prior survey. A reliable source extraction
pipeline is necessary to fully exploit these data sets. Developing
a fully automated source extraction pipeline for EBHIS gives a
first hint at the challenges coming with future instruments.
This paper is organized as follows: In Sect. 2, we introduce
EBHIS and describe the main characteristics of the extragalactic
data. We further describe how we simulate data cubes that serve
as the basis of the analysis in this paper. In Sect. 3, we explain
how we use 2D-1D wavelet denoising to find relevant signals in
EBHIS data and generate candidate sources. Section 4 covers the
parametrization of detection candidates. We explain how we op-
timize masks for the candidates, find a reliable baseline solution,
and robustly measure the widths of the line profiles in detail.
We demonstrate the accuracy of our parametrization scheme by
comparing the measured parameters with the input parameters
from the simulated data. In Sect. 5, we describe our implemen-
tation of an artificial neural network to carry out our classifica-
tion. We investigate the impact of automatic classification on the
completeness and reliability. Section 6 closes the paper with our
conclusions.
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2. The Effelsberg-Bonn H i Survey
The Effelsberg-Bonn H i Survey is a northern all-sky H i sur-
vey carried out with the Effelsberg 100-m telescope. It is the
first large-scale H i survey to be conducted with modern back-
ends based on field-programmable gate arrays (FPGA) that allow
us to spread 16384 channels over 100 MHz bandwidth (Klein
et al. 2006). This gives EBHIS the required spectral resolution
for Galactic H i science, and the redshift coverage for an extra-
galactic survey of the local volume. With a single backend setup,
EBHIS will be the northern counterpart to both the Galactic All-
Sky Survey (GASS, McClure-Griffiths et al. 2009, Kalberla et al.
2010) and HIPASS.
Data acquisition and reduction for EBHIS are described in
Winkel et al. (2010). For the extragalactic survey, we slightly
modify the data reduction process and subsequently bin the
spectral axis by a factor of eight. We describe these changes
in a forthcoming paper once the data are released to the sci-
entific community. The final data have a spectral resolution of
10.24 km s−1 and an average noise level of 23 mJy beam−1. We
compare the parameters of the extragalactic EBHIS to other
large-scale H i surveys in Table 1.
2.1. Simulated data
To quantify the performance of the various developed algo-
rithms, we create a set of simulated data cubes that are modeled
to match the noise properties of EBHIS data.
At the angular resolution of EBHIS, most sources are un-
resolved and resolved sources are only nearby, bright galaxies.
Sources of high signal-to-noise ratio are easy to parametrize and
we show that the developed algorithms are highly accurate for
bright sources. The developed source finding and parametriza-
tion algorithms also make no assumption about the angular ex-
tent of the sources. Therefore, we limit our simulations to the
more common case of unresolved galaxies.
Since EBHIS observations are carried out in on-the-fly
mode, individual spectra are sampled onto a regular grid using
a Gaussian kernel to produce the final data cube (Winkel et al.
2010). This leads to correlated noise on the scale of the gridding
kernel as opposed to the angular resolution of the telescope. To
recreate this noise behavior, we first generate a data cube with
uncorrelated, Gaussian noise, subsequently convolve it with the
gridding kernel, and renormalize it to the correct amplitude of
23 mJy beam−1. The noise of adjacent channels is uncorrelated
because of the large binning factor used for the data.
We do not simulate baselines or other artifacts in the data.
Since baselines and artifacts are caused by various processes,
it is difficult to identify and simulate a general case that would
not bias our results. We would like to emphasize that the algo-
rithms in the pipeline are developed with robustness in mind. Our
source finding scheme (see Sect. 3 and Flöer & Winkel 2012) is
especially proven to be robust against typical defects known to
degrade single-dish data. Furthermore, we do include artifacts
from real EBHIS data when investigating automated classifica-
tion in Sect. 5.
We simulate the line profiles of our sources using the code of
Stewart et al. (2014). Their model creates physically motivated
H i line profiles that can vary in rotation velocity, velocity disper-
sion, and asymmetry. Using a 2D-Gaussian as the beam model,
we add the sources into the simulated noise. To avoid blend-
ing and simplify our statistical analysis, we choose the spatial
source positions to be on a grid. Although blending does occur
in current single-dish surveys, it has little effect on the derived
physical quantities like the cosmological H i mass density, ΩH i
(Zwaan et al. 2003). Due to the increased angular resolution, it is
of even less concern for upcoming large-scale H i surveys. Duffy
et al. (2012) predict that confusion is of little concern for the
WALLABY survey (Koribalski & Staveley-Smith 2009), and at
most 5% of sources in the much deeper DINGO UDEEP sur-
vey (Meyer 2009) are affected by confusion. We apply a random
subpixel offset to each source to avoid perfect sampling of the
line profile. This would artificially increase the parametrization
accuracy (see Sect. 4.7.1). The spectral location is chosen ran-
domly.
We simulate two sets consisting of 120 data cubes with 100
simulated sources each. The simulated sources in both sets are
uniformly sampled in rotational velocity between 30 km s−1 and
600 km s−1. The first set uniformly covers the total flux range be-
tween 1 Jy km s−1 and 30 Jy km s−1, whereas the other data set
spans a wider range of total fluxes between 30 Jy km s−1 and
300 Jy km s−1. The first set of sources covers the transition where
EBHIS goes from 0% to 100% completeness and is used to quan-
tify the pipeline performance near the detection limit of the sur-
vey. The second, brighter set of sources serves as a benchmark
for the performance in the high signal-to-noise regime. These
two sets allow us to investigate the performance of the algo-
rithms on a wide range of sources. By simulating 12 000 sources
in the fainter data set, we can determine the 50% completeness
level with approximately 5σ confidence (see Sect. 4.6).
3. Source finding
The EBHIS source finding is based on wavelet denoising, which
is the removal of noise from the data by means of threshold-
ing insignificant wavelet coefficients and reconstructing the data
from only the significant coefficients. A good overview can be
found in Starck & Bobin (2010), and details are covered in
Starck et al. (2010).
In Flöer & Winkel (2012), we investigate the performance of
a 2D-1D wavelet denoising scheme that is proposed by Starck
et al. (2009), which is developed for application to Fermi LAT
data (Atwood et al. 2009). This algorithm treats spatial and spec-
tral components separately, respecting the anisotropic nature of
H i line data in the spatial-spectral dimension. This is opposed
to 3D denoising, which treats all axes the same. An example of
such an implementation can be found in the Duchamp source
finding package (Whiting 2012).
Wavelet denoising has further advantages. Single-dish obser-
vations often suffer from baseline ripples, which are caused by
standing waves between primary focus and apex of the dish. As
the amplitude and phase of standing waves depends on many
factors, they are difficult to model and remove during the data
reduction process. These standing waves represent highly sig-
nificant signal, which is picked up by simple thresholding of
the data. Sophisticated techniques based on matched filtering
are also not resilient against defects in the data. For example,
Saintonge (2007) develop a matched filtering technique. They
use templates derived from Hermite polynomials to match the
typical shapes of galaxy profiles. We illustrate the issue with
matched filtering in Fig. 2. Since matched filtering is equiva-
lent to a weighted sum, the method does not suppress large-scale
ripple in the data. In wavelet denoising, the data is analyzed at
different scales, which can be used to mitigate such effects if
the typical scale of the ripple is known. Flöer & Winkel (2012)
show that the 2D-1D scheme is well-suited to handle common
single-dish data defects.
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Table 1. Parameters of selected current large-scale H i surveys.
Parameter EBHIS HIPASS ALFALFA
Coverage δ > −5◦ δ < 25◦ 0◦ < δ < 36◦a
Survey Area 22 424 deg2 29 343 deg2 7 074 deg2
Angular Resolution 10′.8 15′.5 3′.5
Spectral Resolution 10.24 km s−1 26.4 km s−1 5.4 km s−1
Spectral Coverage cz < 18 000 km s−1 cz < 12 700 km s−1 cz < 18 000 km s−1
Noise Level 23 mJy beam−1 13 mJy beam−1 2.4 mJy beam−1
Source Density —b 0.2 deg−2 5.8 deg−2c
Notes. (a) Restricted to two separate areas between Right Ascension 7h.5 to 16h.5 and 22h.0 to 3h.0 hours. (b) Expected to reach about HIPASS density.
(c) Derived from 40% of the final survey area.
References. Zwaan et al. (2004); Giovanelli et al. (2005); Wong et al. (2006); Haynes et al. (2011)
-0.125 0 0.125 0.25 0.375 0.5
Jy beam−1
3 ◦ 30′
3 ◦ 00′
2 ◦ 30′
4 ◦ 00′
4 ◦ 30′
D
e
c.
 (
2
0
0
0
.0
)
00m 58m 56m 54m 52m02m
R.A. (2000.0)
3 ◦ 30′
3 ◦ 00′
2 ◦ 30′
4 ◦ 00′
4 ◦ 30′
D
e
c.
 (
2
0
0
0
.0
)
Fig. 1. Example of a single channel in a simulated data cube from the
high signal-to-noise set and its reconstruction. Top: Two sources in a
simulated data cube. Bottom: The same sources in the reconstructed
data cube. The contours indicate the initial masks derived from the re-
construction.
To perform accurate thresholding of the wavelet coefficients,
the noise level for a given wavelet scale has to be estimated. As
the noise in EBHIS data cubes is spatially correlated on scales
of the gridding kernel, determination of the noise level becomes
non-trivial. Johnstone & Silverman (1997) propose to measure
the noise-level for a given scale σ j from the wavelet coefficients
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Fig. 2. Example of the matched filtering process used by Saintonge
(2007) for ALFALFA. Top: The matched filtering template used. The
template is modeled after the widest profile shown in Fig. 2 of Sain-
tonge (2007). Bottom: Simulated spectrum with a low frequency ripple
with a wavelength of 500 channels. The result of the cross-correlation
with the template shown above is shown as the red line.
directly by using the robust MAD1 estimator
σ j = 1.483 median
∣∣∣w j∣∣∣ (1)
where
∣∣∣w j∣∣∣ denotes the absolute value of the wavelet coefficients
at scale j. This approach only works well for wavelet scales
with a large number of independent coefficients and a sparse
signal. For increasingly larger scales, adjacent wavelet coeffi-
cients become more correlated and in real data, the large-scale
signal from the baseline affects virtually every coefficient. This
strongly biases the noise level estimation. We therefore perform
a wavelet decomposition of an empty, simulated data cube with
realistic noise and derive a relation between data noise σ and the
1 Median absolute deviation
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Fig. 3. Flow diagram of the parametrization process for each source
candidate.
noise at each wavelet scale: σ j = α jσ. This approach allows us
to generate sufficiently large data cubes to measure the noise in
all relevant scales with high accuracy. Since the coefficients α j
depend only on the type of transform and wavelet chosen, this
noise modeling has to be performed only once.
We decompose the data using the 2D-1D decomposition with
four spatial and seven spectral scales. This scale selection covers
all relevant scales in our data that contain galaxy signals and sup-
presses large-scale fluctuations. To minimize the impact of the
ringing phenomenon in thresholding of un-decimated wavelet
transforms (Starck et al. 2007), we reconstruct the data itera-
tively. We start with a very high threshold at a value, such as,
50σ j, and lower it in subsequent iterations. To extract as much
signal as possible from the data, we perform multiple iterations
at the lowest threshold. Additionally, we enforce a positivity on
the solution by setting all negative values in the reconstruction
to zero after each iteration. This improves the quality of the de-
noising process significantly.
Once the data is reconstructed, we use an object generation
code developed by Jurek (2012). Each cluster of significant vox-
els in the data cube is connected to form a source candidate. The
code also performs a simple size-thresholding to reject candi-
dates, which either occupy only a single spectral channel or are
detected in less than six spatial pixels. The source finding pro-
cess often misses the faint emission connecting the two edges of
very wide, low signal-to-noise profiles. Broken-up sources are
joined during the object generation stage: If there are two can-
didates at the same spatial location but separated by less than
eleven spectral channels, they are connected to form a single
candidate. Figure 1 shows an example of simulated data and re-
construction.
4. Parametrization
For each region identified as a potential source, we run a set of
parametrization steps. We give a brief overview of the pipeline
and describe the various algorithms in more detail below. The
general implementation of the pipeline is shown in Fig. 3. The
first part of the pipeline is concerned with finding optimal masks
for the emission. Since the individual mask and centroid opti-
mization steps depend on each other we perform multiple itera-
tions of the critical steps.
The pipeline first extracts a spectrum at the peak of the spa-
tial brightness distribution (peak spectrum) for each candidate
and estimates a baseline using smoothing splines (Sect. 4.1). Us-
ing this spectrum, the pipeline optimizes the spectral mask of the
candidate by measuring the width of the profile (Sect. 4.2). Using
this optimized spectral mask, the pipeline generates a velocity
integrated map of the candidate and fits the centroid and shape
of the source (Sect. 4.3). Afterwards, the spatial mask is opti-
mized. Before the second outer iteration, the pipeline uses the
fit to the shape of the candidate to decide whether the candidate
is be treated as unresolved or resolved (Sect. 4.3). In the latter
case, the second outer iteration is performed using an integrated
spectrum instead of a peak spectrum. The integrated spectrum is
generated by summing the flux inside the spatial mask in each
spectra channel. This is important to capture the full spectral ex-
tent of the source during the spectral mask optimization. After
the mask optimization, the final parameters are measured.
4.1. Baseline estimation
Spectroscopic surveys require baseline fitting to separate the line
of interest from the continuum emission in the data. This is often
achieved by masking the spectral range that contains significant
emission and by modeling the remaining data with a polynomial.
For EBHIS, the majority of the continuum emission, which is
ground and celestial, is removed during the standard data reduc-
tion process. Still, especially in the vicinity of bright continuum
sources, the spectra often do not have a flat baseline and, there-
fore, require additional treatment.
When done interactively, the user can choose the appropri-
ate degree of the polynomial which characterizes the baseline
best but does not overfit the data. To automate the process of
polynomial fitting we fit a set of polynomials with increasing
degree to the data. The best fitting polynomial is chosen by us-
ing the corrected version of the Akaike Information Criterion
(AICc, Akaike 1974; Hurvich & Tsai 1989). In the case of least-
squares fitting, the AICc can be calculated from the χ2 of the fit,
the number of free parameters k, and the number of data points
N by
AICc = N ln
(
χ2
)
+ 2k +
2k(k + 1)
N − k − 1 . (2)
Here, the first two terms are the classical AIC and the last term
is the correction proposed by Hurvich & Tsai (1989). The AICc
does not provide an absolute measure of goodness of fit. But
among a given set of models, the best fitting model has the small-
est AICc. Since polynomials are known to be a good model for
baselines, this shortcoming is not problematic. Using the AICc
for baseline estimation is very fast and works well for sufficiently
smooth baselines. Oscillating baselines in the vicinity of strong
continuum sources still pose a problem for polynomials: com-
plex signals require very high polynomial degrees, which can
make fitting unstable.
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Fig. 4. Example of a simulated EBHIS spectrum. The blue and red re-
gions indicate the areas where the spectrum has been blanked prior to
baseline estimation (see text). The red line shows the baseline solution
obtained by spline smoothing.
As an alternative, we investigate smoothing splines since
they have long been used to smooth noisy data (Reinsch 1967,
1971). Their only free parameter, the smoothing factor, can be
determined from the data using the method of generalized cross-
validation (Craven & Wahba 1978). Garcia (2010) introduces a
version of splines that are robust to outliers in the data. They are
therefore very well adapted to the realities of automated base-
line estimation. The only drawback as compared to polynomial
fitting is the increased computational complexity.
To assess the performance of the different baseline estima-
tion algorithms, we create a set of 10 000 artificial EBHIS spec-
tra. Each spectrum contains a simulated galaxy profile with
a total flux of 30 Jy km s−1 and a random linewidth between
30 km s−1 and 600 km s−1. We then create masks that completely
cover the emission and mask an additional, random block of 10
to 20 channels in the spectrum to simulate the impact of missing
data, for example, from blanking the emission from the Milky
Way. Since we assume the location of the source to be known
the actual magnitude of the total flux is not relevant. We choose
to keep the total flux fixed to be able to compare the error across
different line widths. We generate simulated baselines by adding
two cos2 terms with random phase and frequency. The amplitude
has been fixed to twice the noise level of the simulated spectra.
This generates a wide variety of baselines without resorting to
polynomials which would give an advantage to baseline estima-
tion using polynomials. An example of a simulated spectrum can
be seen in Fig. 4.
We summarize our results in Fig. 5. To have a benchmark for
the performance of the baseline estimation, we first measure the
flux from the sources without adding a baseline. Any scatter in
the measured flux only comes from the noise in the spectrum.
The top panel clearly shows the expected behavior: The flux
gets more uncertain for increasing linewidths. We then estimate
the baseline using both the polynomial and spline algorithm and
measure the flux again. In both cases, the scatter increases as the
baseline below the sources has to be extrapolated. From our sim-
ulated data, there is no significant difference in the performance
of the two algorithms.
When applying the polynomial baseline estimation with
AICc to real data we notice, that the AICc prefers overly com-
plex models for some cases of very flat baselines. This leads to
unconstrained solutions, especially in the masked region of the
spectrum. Additionally, the polynomial baselines are not robust
against outliers in the data. Because of the insignificant differ-
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Fig. 5. Total flux scatter for the investigated baseline fitting procedures.
In all panels, the error bars indicate the 95% confidence region. Top
panel: Flux measured from a baseline-free spectrum as reference. Mid-
dle panel: Flux measured from the spectra with polynomial baseline
estimation. Bottom panel: Flux measured from the spectra with robust
smoothing spline estimation.
ence in performance and the increased stability, we select the
robust smoothing splines for our pipeline.
4.2. Linewidth measurement
The most common way to quantify the width of an H i profile is
to measure its extent at 50% or 20% of the peak flux of the spec-
tral profile. If this width is measured at the points where the flux
density first rises above the threshold, we speak of a linewidth
maximizing algorithm. If the width is measured between the
points where the flux density first falls below the threshold, the
algorithm is called width minimizing. As the name suggests, the
latter algorithm has a tendency to underestimate the profile width
and is therefore not well suited for an automated pipeline.
Apart from the peak measurements, there are other methods
published in the literature. Courtois et al. (2009) measure the
linewidth at the points where the flux density first rises above
50% or 20% of the mean flux across the profile. This approach
has the drawback that an accurate mask for the source has to
be known beforehand as the mean flux needs to be measured
as well. Springob et al. (2005) fit polynomials to the rising and
falling side of the profile and measure the profile width using
the fits instead of the actual data to reduce the impact of noise
on the measurement. In all aforementioned cases, the estima-
tion of the linewidth has always been interactive. Especially for
cases in which the peak signal-to-noise ratio falls below 6 to 7,
these linewidth measurements start to become wildly inaccurate
as shown by Bicay & Giovanelli (1986).
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Fig. 6. Median and 95% confidence regions for the error in w50 for both
the classical method (black circles) and our bilateral filtering approach
(red crosses) as a function of peak signal-to-noise ratio. Both panels
show the same data but at different zoom scales. The shaded region in
the top panel indicates the range in ∆w50 shown in the bottom panel.
The red crosses have been offset slightly for clarity.
For this reason, it is common to smooth spectra that do not
fulfill a certain signal-to-noise ratio. Here, either a fixed kernel
or a small set of kernels of varying width are used. Smoothing
has the drawback that is smears out sharp edges and thereby low-
ers the resolution of the line profiles. Instead of using linear fil-
ters, we use a bilateral filter (Tomasi & Manduchi 1998, hereafter
TM98). Bilateral filters combine domain and range filtering, in
that they not only consider how close a set of values is but also
how similar they are in amplitude. This property leaves sharp
edges untouched but smooths areas that are similar in amplitude.
We follow the example in TM98 and choose Gaussian kernels
for both domain and range filtering. We fix the dispersion for the
domain filter to σd = 3 channels and adjust the range filter ac-
cording to the noise level in the spectra. Using simulations, we
determine the optimal value to be σr = 3
√
2σnoise. The factor of√
2 is included since the similarity in amplitude of two values is
measured from the difference between them. The difference of
two independent Gaussian random variates with equal standard
deviation is again a Gaussian random variate with a factor of
√
2
larger standard deviation.
To verify the performance of our approach, we generate
10 000 synthetic spectra with flat baselines and 23 mJy noise.
Using the noise-free profile, we generate masks for the emission
and enlarge them by five channels on each side to simulate un-
certainty about the true spectral extent of the source. For both
the raw and smoothed spectrum, we use a width maximization
algorithm and search inwards, starting five channels outside of
the mask. Figure 6 summarizes our findings. The filtered ap-
proach is clearly favorable and gives satisfying results down to a
peak signal-to-noise ratio of three. We also observe a slight un-
derestimation of the linewidth in the raw spectrum, which is re-
placed by a slight overestimation from the smoothed spectrum.
This bias can be easily corrected, and the 95% confidence re-
gions obtained are more symmetric and much less biased for a
low peak signal-to-noise ratio.
Recently, multiple methods that determine the parameters
of the spectral profile by modeling are developed (Westmeier
et al. 2014; Stewart et al. 2014). Provided with sensible start-
ing parameters, these methods are suitable for unsupervised
parametrization. They are under consideration for inclusion in
the final EBHIS pipeline. Our non-parametric estimates could
serve as the starting parameters of the fitting process.
4.3. Centroid and shape
We determine the angular position and shape from the velocity-
integrated map of each source by using two different elliptical
Gaussian fits.
First, we measure accurate positions of the candidates by us-
ing an iteratively re-weighted elliptical Gaussian fit. In each it-
eration step, we weigh the data by the fit from the previous step.
The iteration is stopped once the fit parameters change less than
1% between iterations. Using this approach, we avoid a shifting
of the centroid coordinates due to extended emission or artifacts
near the candidate. During this fit, all parameters — amplitude,
center, major and minor axis, and position angle — of the ellip-
tical Gaussian are free.
Since the iterative fit contracts around the brightest part of
the emission, it does not reflect the shape and orientation very
well. To better quantify the extent and orientation of the emis-
sion, we perform an additional Gaussian fit. For this fit, we fix
the center coordinates to the ones determined from the iterative
fit. This second Gaussian fit is performed without weighting. It
is therefore more sensitive to the full extent of the emission and
better reflects the shape of the source.
Since unresolved sources should have an angular extent com-
patible with the resolution of the data, we use this second Gaus-
sian fit to determine whether a source is resolved or unresolved.
If the major axis is larger than 1.5 times the angular resolution
of the data, the source is treated as resolved during the second
iteration of the pipeline.
Although our simulation only includes unresolved sources,
preliminary testing on real data has shown that this criterion per-
forms well. Nonetheless, for faint sources, the automatic esti-
mation of the extent can yield wrong results, for example, an
unresolved source is treated as being resolved due to a bad fit.
This introduces larger parametrization error for faint sources. We
therefore include this automatic decision process to obtain more
realistic error estimates for faint, unresolved sources.
4.4. Mask optimization
Regardless of the method used, every source finder includes
thresholding of some kind. The masks provided by the source
finding algorithms are therefore systematically too small. This
can lead to a significant underestimation of the total flux. While
testing the Duchamp source finding package, Westmeier et al.
(2012) notice a systematic underestimation of the measured to-
tal flux. This effect is especially pronounced in faint sources.
Since these sources make up the bulk of detected galaxies, any
statistical analysis is highly biased.
We alleviate this issue by mask optimization. Using the po-
sition determined from the iterative Gaussian fit, we measure the
total flux in the velocity-integrated map in increasing radii. Once
the flux inside the mask does not increase any more, we stop the
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process and take this aperture as our new mask. In case of ex-
tended sources, we switch to optimizing elliptical apertures, as
these describe the typical shape of a galaxy more accurately.
It should be noted that only the very nearby galaxies are ex-
pected to be resolved for EBHIS, and the majority will be only
marginally resolved or completely unresolved. Even though fu-
ture surveys with ASKAP and WSRT/Apertif will detect vastly
more resolved sources, the fraction of unresolved or barely re-
solved sources will be similarly high (Duffy et al. 2012).
4.5. Final parameters
After the optimization processes are finished, the final parame-
ters for each candidate are measured. From both the integrated
and peak spectrum, we measure the linewidth and total flux. The
redshift is measured from the midpoint between the two veloc-
ities where the spectrum rises above 50% of the peak flux. Ad-
ditionally, we measure various shape parameters of both the line
profile and the velocity-integrated map. These are used for clas-
sifying the candidate after the parametrization is finished. For
the line profile, we measure the skewness and kurtosis. From
the velocity-integrated map, we measure the concentration pa-
rameter of the source by comparing the solid angle containing
50% and 80% of the total flux. We also derive cumulative and
differential surface brightness profiles. These profiles are made
size-independent by determining the surface brightness at multi-
ples of the semi-major axis of the source. The additional param-
eters determined from the velocity-integrated map are not ex-
pected to contain relevant physical information for unresolved
sources. They are nonetheless important for the classification
process, as the classification pipeline requires that every candi-
date is parametrized in the same way. This becomes important
in Sect. 5, where we add parametrized artifacts from real EBHIS
data. As artifacts typically do show spatial structure, these pa-
rameters have strong discriminatory power.
4.6. Completeness
After the parametrization, we crossmatch the sources detected by
the pipeline with the input catalog to evaluate the completeness.
We define the completeness as the fraction of sources detected at
a given flux and linewidth. A source counts as detected if there
is a candidate that is less than half a beam away and whose sys-
temic velocity lies inside the interval v ± w50/2 of the simulated
source. As shown in Sect. 4.7, the actual positional and systemic
velocity accuracy is much more precise than this matching crite-
rion.
Figure 7 shows the results for the source-finding approach
described in Sect. 3. We show the completeness as a function
of total flux and linewidth as these are the two key source pa-
rameters obtained from single-dish H i surveys. The significance
of the completeness level is derived using bootstrap resampling
(Efron 1979) and dividing each completeness bin by its boot-
strap error. To have an analytic description of the completeness
of the survey, we fit the following model derived from a logistic
function or sigmoid to the binned completeness:
C
(
Ftot
[
Jy km s−1
]
,w50
[
km s−1
])
=
[
exp
(
−Ftot − a1 w
a2
50
a3 w
a4
50
)
+ 1
]−1
.
(3)
Here the coefficients a1 and a2 determine the shift of the com-
pleteness, as the profiles get wider and therefore harder to detect.
The coefficients a3 and a4 determine the increase of the width of
the completeness function as wider profiles have a higher chance
of being pushed above the detection limit by random fluctua-
tions. Theoretically, one expects a shift of the completeness level
proportional to
√
w50, meaning a2 ≈ 0.5. Indeed, when we fit the
model to the data, we obtain a1 = 0.42±0.02, a2 = 0.540±0.007,
a3 = 0.033±0.009, and a4 = 0.54±0.04. We plot the 50%, 95%
and 99% completeness levels in Fig. 7, respectively.
4.7. Parameter accuracy
To determine the accuracy of the parametrization pipeline, we
compare various measured parameters with their input value.
The parameters of interest are position, redshift, peak flux,
linewidth, and total flux. To quantify bias and error in the pa-
rameters, we combine the pipeline output from the low and high
signal-to-noise data cubes. For each parameter, we calculate the
absolute error, ∆V = Vmeasured − Vtrue, as a function of the input
parameter that predominantly determines its accuracy. We split
the data in ten bins of equal source counts and calculate the me-
dian and the range that contains 95% of the data in any individ-
ual bin. Although it might be of interest to derive a probability
density that relates the measured value to the true value, as in
p
(
θtrue
∣∣∣ θmeasured), this is not straight forward, as the errors ex-
hibit strong heteroscedasticity and asymmetry. A complete sta-
tistical modeling will be the topic of a later investigation.
4.7.1. Peak flux
The peak flux of a source profile is not a parameter of the source.
This can be easily seen if we consider the same line profile
at different spectral resolutions. The lower the resolution, the
lower the measured peak flux, since peaks are averaged out. It
is nonetheless an interesting parameter, since the peak signal-
to-noise ratio determines the accuracy of the linewidth measure-
ment and therefore also the determination of the redshift of a
source. Assuming an unresolved source, the peak flux can be
measured from the peak profile, which we reconstruct according
to the formula,
F (v) =
F
(
px, py, v
)
B
(
px − cx, py − cy
) . (4)
Here, px and py are the position of the brightest pixel in a mo-
ment map and cx and cy are the calculated centroid coordinates
of the source. The function B(x, y) is the normalized beam func-
tion, which we approximate by a Gaussian with an FWHM of
10′.8. This weighting accounts for the fact that the peak flux is
only contained in the data if a source is located directly in the
center of a pixel and needs to be extrapolated otherwise. This
correction is typically about 10%. For resolved sources, we can
not measure the peak flux from the peak spectrum, and we use
an integrated spectrum instead. Since this integrated spectrum is
much noisier than a peak spectrum, the measured peak flux is
expected to have a larger scatter.
In Fig. 8, we show the absolute error in the peak flux for both
methods. In both cases, the extent of the 95% confidence region
is roughly constant down to 0.3 Jy, but the distribution gets more
asymmetric and skewed for lower peak fluxes. This can be ex-
plained by considering that there is an increasing probability that
the noise fluctuations produce a larger value than the actual peak
of the profile for a low peak signal-to-noise. Since we measure
the peak flux from the largest value in the spectrum, this leads to
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Fig. 7. Left panel: Completeness as a function of linewidth and total flux. Right panel: Significance of the derived completeness level, as determined
by bootstrap resampling. Bins without an assigned significance do not show any variance. In both panels, the dashed, dash-dotted, and dotted lines
indicate the 50%, 95%, and 99% completeness level as determined from our completeness model.
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Fig. 8. Top panel: Absolute error in the peak flux as a function of true
peak flux as measured from the peak spectrum. The crosses and error
bars indicate the median and the 95% confidence region. The gray dots
show the distribution of the individual measurements. Bottom panel:
Same as above but for the peak flux measured from the integrated spec-
trum.
a systematic overestimation of the peak flux. This also explains
the larger scatter in the integrated spectrum as it is noisier than
the peak spectrum.
4.7.2. Position and redshift
Figure 9 displays the accuracy for the positional parameters. As
the angular position is measured from the velocity-integrated
map, its accuracy depends on the total flux of the source. The
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Fig. 9. Top panel: Positional accuracy as a function of total flux. The
crosses and error bars indicate the median and the 95% confidence re-
gion. The gray dots show the distribution of the individual measure-
ments. Bottom panel: Redshift accuracy as a function of peak flux. Gray
dots, crosses, and error bars have the same meaning as above.
angular position of a source is typically determined with a scat-
ter of less than a tenth of the angular resolution. Since the red-
shift is measured as the midpoint between the width of the line,
its accuracy is dependent on the peak signal-to-noise ratio. The
redshift is determined with subchannel accuracy, even for fairly
low signal-to-noise sources. Both parameters do not show any
measurable bias.
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Fig. 10. Absolute error in w50 as a function of peak flux. The crosses
and error bars indicate the median and the 95% confidence region. The
gray dots show the distribution of the individual measurements.
4.7.3. Linewidth
Since the measurement of the w50 profile width relies on the
peak flux, it is expected that it is similarly biased as the peak
flux itself. Indeed, from Fig. 10, the bias for low signal-to-noise
profiles is clearly evident. Once the typical amplitude of the line
profile approaches the noise level, the 50% level of the measured
peak flux is not significant enough to be easily distinguished
from the noise level. Since we are using a width-maximization
algorithm, the linewidth is predominantly overestimated.
4.7.4. Total flux
Just like the peak flux, the total flux can be measured in two
ways: In the case of an unresolved source, one can simply sum
up the corrected peak profile. In this case, the accuracy of the
total flux is primarily determined by its linewidth. If the source
is resolved, one has to use the integrated spectrum, which again
has a higher noise level. In both cases, it is expected that the
uncertainty in the total flux is proportional to the square root
of statistically independent values summed up. In the case of
the peak spectrum, this is the number of channels, whereas in
the case of the integrated spectrum the number of statistically
independent voxels.
In Fig. 11, we plot the results for both cases. Since the peak
spectrum is less noisy and we are simulating unresolved sources
only, the scatter is very much reduced as opposed to the in-
tegrated spectrum method. Furthermore, the bin corresponding
to the highest amount of independent voxels (three-dimensional
pixels in our data cubes) shows a clear bias. These are the cases
where the aperture optimization fails due to the source having a
very low signal-to-noise ratio and the mask growing as long as it
adds up positive noise clusters.
4.8. Comparison with HIPASS
To quantify how our pipeline performs compared to manual
parametrization, we take the error estimates from the HIPASS
survey as derived by Zwaan et al. (2004, hereafter Z04). A ma-
jor difference between the error estimates in Z04 and our esti-
mates is that the errors in two parameters of interest, total flux
and linewidth, are either given as a function of themselves or as
a constant value for all sources. In the previous section, we have
shown that the errors in these parameters have a clear depen-
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Fig. 11. Top panel: Absolute error in the total flux as a function of the
number of independent voxels as measured from the integrated spec-
trum. The crosses and error bars indicate the median and the 95% con-
fidence region. The gray dots show the distribution of the individual
measurements. Bottom panel: Absolute error in the total flux as a func-
tion of the number of independent voxels as measured from the peak
spectrum. Gray dots, crosses, and error bars have the same meaning as
above.
dence on other parameters. For this reason, we can only compare
average errors.
Furthermore, the synthetic sources used by Z04 to investi-
gate the errors on the parameters were drawn from a uniform
distribution in peak flux and linewidth. This assigns sources with
higher linewidth a higher total flux, which leads to a lack of faint,
high-linewidth sources. These sources are particularly difficult to
detect and parametrize. This also decreases their derived com-
pleteness level as they observe a counter-intuitive incomplete-
ness for narrow sources (Z04, their Fig. 2). This is substantiated
by their derived completeness from narrowband follow-up obser-
vations, as it does not exhibit reduced completeness for narrow
linewidths (Z04, their Fig. 7).
A striking difference between the errors derived by Z04 and
our investigation is the shape of the 95% confidence region for
the peak flux. In Sect. 4.7.1, we argue that it is expected for the
peak flux of the profile to be a biased measurement. The inves-
tigations of Z04 do not show a varying bias, and they adopt a
constant error, which corresponds to a 95% confidence region
of ±22 mJy, which is slightly less than twice the typical noise
in their spectra. We also observe that the span of our 95% con-
fidence region is approximately twice the typical noise in our
spectra. The absence of a strong, positive bias toward low signal-
to-noise ratios in Z04 indicates at a more complicated measure-
ment method, which is not explained by the authors.
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For the w50 linewidth, Z04 adopt a 1σ error of 7.5 km s−1,
which corresponds to a 95% confidence region of ±15 km s−1.
The 95% confidence region derived for our pipeline reaches this
accuracy at a peak signal-to-noise ratio of approximately 10. Be-
low that, the error grows significantly but turns out to be much
smaller for higher signal-to-noise ratios. However, Z04 note that
the histogram of roughly one-third of the synthetic sources used
to measure this error are better fit by a Gaussian with a disper-
sion of 25 km s−1, which in turn corresponds to a 95% confidence
region of ±50 km s−1. Since the errors derived from our simula-
tions are highly asymmetric for lower signal-to-noise ratios, it is
not straight forward to compare the accuracy of both surveys in
this regime. However, we note that only for the faintest sources
does our 95% confidence region span 100 km s−1.
For the total flux, Z04 calculates the 1σ error according to
σFtot = 0.5
√
Ftot, which is equivalent to a 95% confidence region
of ±3 Jy km s−1 at their 99% completeness level. This matches
very well the mean confidence region derived for our measure-
ment of Ftot from the peak spectrum. Our pipeline is even more
accurate for sources with an extent of less than 40 spectral chan-
nels. As this already corresponds to over 400 km s−1 and most
galaxies detected in shallow H i surveys seem to have a w50 of
less than 200 km s−1 (Zwaan et al. 2010), the mean error for un-
resolved galaxies in EBHIS is expected to be smaller than in
HIPASS.
The errors in redshift and angular position given by Z04
correspond to a 95% confidence region of ±12.8 km s−1 and
±1.64 arcmin, respectively. The 95% confidence regions for the
respective parameters are smaller for the whole range of sources
detected in our simulations with the exception of the redshift
for very faint sources. This highly increased accuracy is cer-
tainly caused by the higher angular and spectral resolution of
EBHIS data but also shows that the employed algorithms show
very good performance.
Overall, even though EBHIS does not have HIPASS sensi-
tivity, the parameter accuracy achieved by our fully automated
pipeline seems to be on par and partly even surpassing the error
estimates for HIPASS.
5. Classification
Although state-of-the-art H i surveys employ various levels of
automation through the use of source finders or interactive
parametrization, the decision whether a source constitutes a real
detection is still left for an astronomer. Apart from the tedious
nature of looking at thousands of false positives, this approach
comes with another pitfall, especially when it comes to marginal
detections: Different astronomers might disagree on an individ-
ual source and even the performance of an individual astronomer
can differ from day-to-day. For example, Meyer et al. (2004)
minimize the risk of misidentification by having three individ-
ual astronomers look at more than 140 000 candidates to extract
5 000 true detections.
For the data volume expected from SKA and its pathfinder
experiments, this approach is not feasible anymore. Even as-
suming that we can perfectly distinguish sources from the noise,
the amount of false positives scales with data volume, as most
of them are produced by defects in the data, such as radio-
frequency interference (RFI). Here, automated decisions about
the true nature of a source have to be made from the measured
parameters alone by employing machine learning algorithms.
Ball & Brunner (2010) present a good overview of machine
learning in astronomy and highlight a large range of examples
of how different machine learning algorithms have been applied
to astronomical data sets. We decide to implement classification
for EBHIS by using an artificial neural network (ANN).
5.1. Neural network implementation and training
Among the advantages of ANNs is their ability to take a large
number of input parameters to come to a classification conclu-
sion. They are robust to redundant parameters in the input, which
makes them especially useful when it is not known which param-
eters contain the most information. This alleviates the need to
perform a careful parameter selection beforehand by either man-
ually excluding parameters or pursuing a more sophisticated ap-
proach like principal component analysis (Ball & Brunner 2010).
A considerable drawback of ANNs is their large number of free
parameters that need to be trained. To obtain useful predictive
results from an ANN, a good training data set has to be created.
This training set has to cover the whole parameter range of in-
terest and needs to be sufficiently large.
The simplest fully connected ANN with no hidden layers can
be expressed by
O(x) = A (b + Wx) . (5)
Here, O(x) is the output vector, A(x) is the activation function, b
is the bias vector, W is the weight matrix, and x is the input vec-
tor. Complex networks are built by replacing x with the output of
another simple network. In our networks, all activation functions
are hyperbolic tangents with the exception of the last one. Here,
we use the softmax function whose ith output value is given by
softmaxi(x) = exi
(∑
j ex j
)−1
. Using this function the sum of the
output layer will always equal unity. Each output node represents
one class, and we assign candidates to the class corresponding to
the node with the highest output. The ANN is implemented using
the Python package Theano (Bergstra et al. 2010), which offers
a number of tools to implement neural networks using linear al-
gebra using the above mentioned formalism.
In preparation for the training, we compile a training data set
containing equal parts of true and false positives. As the bulk of
false positives is caused by effects, which are not included in our
simulations, we do not have a sufficient number of false positives
for ANN training. Instead, we manually classify the pipeline out-
put from EBHIS data cubes that show a larger than average num-
ber of defects of different origins, which are mostly residual RFI
and unstable baselines from bright continuum sources. The re-
sulting list of candidates contains 7 557 entries 52 of which are
actual galaxies that we identify by eye and cross-check with ex-
isting redshift catalogs. To obtain a balanced training data set,
we add detected sources from our simulation. The final training
data set contains 14 382 entries.
For each entry in the training data set, we compile a feature
vector from the values measured by the pipeline. From both the
sum and peak spectra, we include in the feature vector:
– total and peak flux
– integrated and peak signal-to-noise ratio
– w50 linewidth
– skewness and kurtosis of the profile
From the velocity-integrated maps of each source, we include
– major and minor axis length and their ratio and
– differential and cumulative surface brightness profile.
Once all feature vectors are compiled, we whiten the scatter
of the individual parameters by subtracting their mean and di-
viding by their standard deviation to ensure a good training be-
havior (LeCun et al. 1998). These scaling parameters are stored,
Article number, page 10 of 13
L. Flöer et al.: Source finding, parametrization and classification for the extragalactic Effelsberg-Bonn HI Survey
100 200 300 400 500 600
Line Width / km s−1
0
5
10
15
20
25
30
T
ot
al
F
lu
x
/
J
y
k
m
s−
1
0.0
0.5
1.0
C
om
p
le
te
n
es
s
100 200 300 400 500 600
Line Width / km s−1
0
5
10
R
el
at
iv
e
L
os
s
/
%
Fig. 12. Left: Completeness after classification as a function of linewidth and total flux. The dashed, dash-dotted, and dotted lines indicate the
50%, 95%, and 99% completeness level as determined from our completeness model. Right: Relative loss in completeness as compared to Fig. 7.
As a guide, the lines show the same model as shown in the left panel.
since any catalog that is to be classified by an ANN trained with
the training data set needs to be shifted and scaled by the same
values.
Since there are no good ad-hoc rules of how to choose
the hyper-parameters of an ANN, as in the number of layers
and nodes per layer, we perform a grid search to find the op-
timal ANN for our classification task. The different networks
are trained using the back-propagation algorithm with stochas-
tic gradient descent (Robbins & Monro 1951; Rumelhart et al.
1986; Bottou 2012). To avoid over-fitting to the training data, we
train the networks on a random subsample of 70% of the training
data and use the remaining 30% as a validation data set. The pur-
pose of the validation data set is to stop the training of the ANN
once the classification error only decreases on the training data
but increases on the validation data. This strategy, called early
stopping, stops the training of the ANN once it no longer learns
general properties of the data but instead learns the properties of
the training data set. We furthermore employ L2 regularization
to avoid saturated weights (Bengio 2012).
In our grid search, we vary the number of nodes per layer,
the number of layers, the learning rate η and the L2 regulariza-
tion parameter λ. We find that an ANN with one hidden layer,
which is two layers of weights and biases, is sufficient for our
classification task. This means that the two classes in our prob-
lem, which are true and false positives, are not efficiently linearly
separable in the parameter space created by our 38-element fea-
ture vector (Haykin 1999). Furthermore, our grid search prefers
small L2 regularization (λ = 1 × 10−6) and a fast learning rate
(η = 0.1). The percentage of mis-classified sources is commonly
below 1% and reaches 0.6% for the best case. Based on these
results, we choose an ANN with 40 nodes in the hidden layer,
giving it the architecture 38 – 40 – 2.
5.2. Performance
Since the classification is not 100% accurate, it is obvious that
the usage of an ANN has an impact on the completeness and
reliability of the survey. We investigate the impact on complete-
ness by classifying all detected sources from our simulated data
cubes. In Fig. 12, we show the survey completeness after classi-
fication and the relative decrease in completeness, as compared
to Fig. 7. On average, we lose 0.6% of the detected sources
due to misclassification. We again fit the completeness, as de-
scribed in Sect. 4.6, and obtain the parameters a1 = 0.41 ± 0.03,
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Fig. 13. Classification reliability as a function of measured total flux.
The bins have been chosen to have 200 sources each. The error bars are
estimated using bootstrap resampling.
a2 = 0.54 ± 0.01, a3 = 0.03 ± 0.01, and a4 = 0.58 ± 0.07. Since
the loss in sources is nearly uniform over the w50 - Ftot plane, the
shape of the transition from 0% to 100% completeness does not
change noticeably.
Another measure of the performance of the ANN is the reli-
ability, which is the probability that a source that is classified as
true is actually a real source. In Fig. 13, we plot the reliability as
a function of measured flux. Note that this is different from the
plots in the previous sections and the completeness plots, as there
is no real flux for false positives. The reliability starts at a very
high level of over 0.9 overall and rises to 1.0, as the total flux
approaches the survey completeness limit. The high reliability is
a result of the accurate classification and careful noise-modeling
during the source finding stage. It has been shown previously
that the 2D-1D wavelet denoising approach is very unlikely to
generate false positives by picking up noise clusters and exhibits
a high reliability (Popping et al. 2012). The small drops in relia-
bility between 30 Jy km s−1 and 100 Jy km s−1 can be attributed
to broadband RFI events, which are bright and closely mimic
the shape of point sources (Flöer et al. 2010). The mean reliabil-
ity for the test data set is 99.7%. As a comparison, Zwaan et al.
(2004) determined an average reliability for HIPASS of 95%,
which includes improved reliability through follow up observa-
tions.
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The performance of the ANN shown here is derived mostly
from simulated sources and true artifacts in the data. It is ex-
pected that the true performance with real data will vary. In
particular, the range of parameters spanned by our simulated
sources is limited in comparison to the range spanned by the
false positives. We will therefore use the ANN trained on sim-
ulated sources to extract a first set of true sources from EBHIS
and re-train the ANN using real data only. The high reliability
of this classification approach should make it feasible to quickly
generate a set containing equal parts true and false positives.
6. Conclusions
In this paper, we present our implementation of a fully automated
source finding, parametrization, and classification pipeline for
the Effelsberg-Bonn HI Survey, EBHIS. We conclude the fol-
lowing:
1. Because of its automated nature, we can test the pipeline with
simulated data cubes containing a total of 24 000 sources.
With this data set, we derive precise confidence regions for
the errors in completeness, parametrization, and classifica-
tion.
2. Wavelet denoising is a powerful tool for source finding for
H i surveys. The derived completeness shows a smooth tran-
sition from 0% to 100%, and no bright sources are missed.
The proven robustness of the denoising scheme against com-
mon data defects makes it plausible that it will fare similarly
well on real data.
3. Our automated algorithms enable unsupervised parametriza-
tion. Using simulated data sets, we show that our unsuper-
vised pipeline is competitive with the accuracy achieved in
the manually parametrized and more sensitive HIPASS sur-
vey. We derive 95% confidence regions for the main param-
eters of interest: position on the sky, redshift, linewidth, and
total flux. The position on the sky is typically determined
to less than an arc minute precision. Except for the faintest
sources, we determine the redshift to sub-channel accuracy,
which is less than 10.24 km s−1. Using a bilateral filter, we
decrease the bias and scatter observed when measuring the
width of the line profile at the 50% level of its peak flux. For a
peak signal-to-noise ratio of five, we determine the linewidth
with less than 20 km s−1 error. For unresolved sources, we
measure the total flux with less than 5 Jy km s−1 error.
4. To automate the task of classification, we train an artificial
neural network to discern false positives from real sources.
We only lose 0.6% of detected sources due to misclassifi-
cation and achieve an average reliability of 99.7%. The lost
sources do not affect the shape of the transition from 0% to
100% completeness. The high reliability makes it possible
to use the current pipeline to compile a new training data
set from real data only. An ANN trained on this way should
perform even better on real data.
5. Our results show that completely unsupervised source ex-
traction is a feasible and competitive approach for large-
scale H i surveys. The developed pipeline is applicable to
any single-dish H i survey comparable to EBHIS, such as
HIPASS or ALFALFA. With a more refined approach to
resolved sources, the pipeline should also be able to serve
as a first source extraction step for future H i surveys with
ASAKP and WSRT/Apertif.
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