Abstract -The work presented in this paper was concerned with the implementation of a damage control method for U.S. Navy shipboard power systems. In recent years, the Navy has been seeking an automated damage control and power system management approach for future reconfigurable shipboard power systems. This paper presents a dynamic formulation and a static implementation of a new damage control method at the DC zonal integrated fight through power system level. The method used a constrained binary genetic algorithm to find an optimal network configuration. System operating limits act as constraints in the static damage control implementation. Off-line studies were conducted using an example power system modeled in PSCAD to evaluate the effectiveness of the damage control method. The simulation results for case studies showed that, in most cases, the proposed damage algorithm was able to find the optimal network configuration that restores the power system network without violating the power system operating constraints.
I. INTRODUCTION
n recent years, the U.S. Navy has been seeking an automated damage control and power system management approach for future reconfigurable Shipboard Power Systems (SPSs) [1] . The methodology should be capable of representing the dynamic performance (differential algebraic description), the steady state performance (algebraic description), and the system reconfiguration routines (discrete events) in one comprehensive tool [1] . The damage control approach should also be able to improve survivability, reliability, and security, as well as reduce manning through the automation of the reconfiguration of the SPS network.
SPSs are affected by dynamics such as disturbances and faults, which can occur in rapid succession and by external factors such as battle damages. Both may cause disruption of power supply to critical loads resulting in a ship mission failure. Therefore, it is imperative to isolate the faulted section(s) and restore service quickly to as many of the critical This work was supported in part by Williams Pyro Inc. -U.S. Navy Contract # N00164-07-C-6063.
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loads as possible without violating the power system operating constraints. The restoration of service is achieved through reconfiguration of the SPS network while optimally managing the power system resources.
Though there has been abundant research on the problem of terrestrial power system restoration and shipboard power system damage control, only a few researchers have incorporated the dynamics of the power system into the solution.
Most researchers have addressed the restoration/damage control problem with static solutions such as [2] - [7] , which perform reconfiguration considering the steady state performance of the power system. The methods which have attempted to incorporate power system dynamics into the service restoration problem are presented in [8] - [10] . The authors in [10] presented a dynamic programming algorithm for hybrid power systems that solves dynamic optimization problems involving both binary (discrete) and real (continuous) variables. Continuous dynamics for power systems were modeled using differential algebraic equations (DAEs) and discrete acting subsystem associated with logical specifications were converted to mixed-integer formulas which define the transition conditions between discrete states of the system [10] . The hybrid control method was illustrated in the paper using a small example power system [10] . The authors in [8] presented a reconfiguration approach for SPS which uses a multi-agent system. The problem [8] was formulated as a maximization problem constrained by static power system operating conditions. The authors in [8] illustrated the method using a test SPS. In [9] , the authors presented a reconfiguration technique using equivalent dynamic impedance representation of the power system. The problem was formulated as an optimization problem and the equivalent impedances are computed dynamically from real time voltage and current measurements [9] .
Currently, researchers at the Power System Automation Laboratory (PSAL) at Texas A&M University are developing dynamic solutions for various power management functions, including damage control, to implement on Next Generation Integrated Power System (NGIPS) SPS. In one possible solution, the dynamic damage control problem for NGIPS was formulated as constrained optimization problems for implementation at two different levels of the SPS: High/Medium Voltage (HV/MV) AC system and DC zonal Integrated Flight Through Power (IFTP) system. The optimal control problem was constrained by system operating conditions and system dynamics. A Genetic Algorithm (GA) based static approach with penalty functions and heuristic rules was implemented to solve the constrained optimization problem for DC zonal IFTP system level using only power system operating limits as constraints. The static implementation used a DAE model of the SPS for computing SPS variables and not as constraints to the optimization problem. PSCAD software was used to generate power system data for a DC zonal IFTP system model to test the effectiveness of the GA based damage control method. Case studies were performed to illustrate various aspects, such as load restoration and load shedding, of the method. This paper presents the dynamic damage control problem formulation for a notional DC zonal IFTP system, as a constrained optimization problem. Next a genetic algorithm based static implementation approach for the damage control problem is presented. Further the application of the method to an example power system derived from the notional DC zonal IFTP model is presented. Two case studies conducted to illustrate various aspects of the proposed method are discussed in this paper. A summary of results for all the case studies is presented.
This paper is organized as follows: section II discusses the notional NGIPS structure and the problem formulation, section III provides the implementation details of the solution technique, section IV discusses various case studies, and section V includes conclusions and future work.
II. DAMAGE CONTROL PROBLEM FORMULATION
The Integrated Power System (IPS), a ship architecture in which a common electrical source supplies both ship service loads and ship propulsion, is considered to be the basic architecture for the next generation ship. The research reported in this paper applies the damage control method to a notional NGIPS model. The notional NGIPS consists of a HV/MV AC system and a DC zonal IFTP system, as shown in Fig. 1 . The HV/MV AC system consists of four 13.8 kV generators connected in a ring arrangement. The total capacity of the generation system is 80 MW, comprising two main generators, MTG1 and MTG2, with power ratings of 36 MW each, and two auxiliary generators, ATG1 and ATG2, with power ratings of 4 MW each. There are four three-phase step down transformers, which reduces the 13.8 kV bus voltage to the 4.16 kV level. The 4.16 kV system supplies power to the ship propulsion system and the DC zonal system. The Power Conversion Module-4 (PCM-4) converts the 4.16 kV AC system voltage to the 1 kV DC distribution voltage. The notional NGIPS has four PCM-4s, each connected to a DC zone. Each DC zone contains two PCM-1s that convert the 1 kV DC distribution voltage to 375 V DC, 650 V DC, and 800 V DC levels. The 375 V DC and 650 V DC levels are used to supply power to DC loads. The PCM-2s are connected to the 800 V DC nodes and convert 800 V DC to three-phase 450 V AC, which supplies power to the AC loads in the zones. The DC/AC loads in the zones are categorized as either vital (V) or non-vital (NV) loads. While the non-vital loads have only one supply path, the vital loads have two possible supply paths via bus transfers.
Although, the dynamic damage control problem for NGIPS was formulated at two levels, the HV/MV AC system and the DC zonal IFTP system, this paper discusses a GA based static implementation of the damage control method approach applied at the DC zonal IFTP system level for a notional NGIPS. The following sections present the mathematical problem formulation for the dynamic damage control method approach to a notional NGIPS DC zonal power system model. Fig. 2 shows a single zone of a DC zonal system of the notional NGIPS. The notional DC zonal system consists of N z number of zones, each having two DC distribution buses, a starboard side bus and a port side bus. In the figure, only the model of one zone and the connections to other zones are shown. Each zone is served by a PCM-4, which supplies power to the DC distribution buses. A 4.16 kV AC, 60 Hz source, modeling the connection to the HV/MV AC system, is connected upstream of the PCM-4.
A. DC Zonal Power System Model
Each distribution bus in a zone is connected to a PCM-1 module, shown with bold dotted line in All AC/DC vital loads in the notional power system have two possible supply paths, which are connected by bus transfer switches. In case the normal supply path voltage dips below tolerance limits, the vital load supply path is switched by its associated bus transfer to its alternate supply path. The DC loads were modeled as constant resistance and the AC loads were modeled as constant impedance loads. Both DC and AC cables were modeled using a lumped parameter model using resistance and self-inductance of the cables only.
Single zone model for the notional NGIPS DC zonal architecture in Fig.1 
B. Damage Control Mathematical Problem Formulation for the Notional DC Zonal IFTP System
The damage control method is launched in response to system disturbances (representing a fault or battle damage) in the DC zonal power system. In response to the disturbance, the protective devices isolate the faulted sections. As a result, some of the vital and/or non-vital loads may be de-energized. The damage control method restores as many loads as possible without violating the system operating and dynamic constraints. In case of power capacity violations, the damage control algorithm sheds non-vital loads in order to restore vital loads in the DC zonal power system.
The dynamic damage control problem for the DC zonal IFTP system was formulated as a constrained optimization problem. The system dynamics (DAEs) and system operating limits are the constraints in the mathematical problem formulation. The mathematical model for the dynamic damage control problem is shown in (1)- (10), with the objective function in (1), operating constraints in (2)- (8), and system dynamic constraints in (9)- (10). The objective of the damage control problem is to re-energize as many of the loads that were energized before the fault, considering the priority of the loads. This objective is accomplished mathematically by minimization of the weighted summation of absolute differences between pre-fault load current values (∆ ) and the optimal load current values (∆ ) as shown in (1). This mathematical model is applicable for the starboard-port side topology of the SPS. For other topologies, such as forward-aft, common bus, or split bus of SPS, the PCM-4 switch constraints and PCM-4 power capacity constraints will need to be modified.
Objective Function:
(∆ ) represents the vector of average/RMS cable post-fault currents computed over time interval ∆ , and is the vector of switch status controlled by this method.
is the weight assigned to the load. (∆ ) is the average/RMS current of the DC/AC load over time ∆ , for the candidate network configuration (∆ ) is the average/RMS pre-fault current for the DC/AC load over time ∆ , N is the number of loads, and ∆ is the time interval over which average and RMS values for variables are calculated.
B and N represent the set of all DC buses and set of all load nodes, respectively, in node voltage constraints (2)- (3), C represents the set of cables in cable ampacity constraints (4), T represents the set of bus transfer switches in switch constraints (7), and P represents the set of PCM-4 switches in PCM-4 power capacity constraints (5) and switch constraints (8) .
Subject to: a) Node voltage constraints:
Voltages at all nodes, including DC buses and load nodes, should be within tolerable limits: 
b) Cable current ampacity constraints:
The current through cables should not exceed their ampacity ratings:
where (∆ ) is the average/RMS current for the DC/AC cable over time ∆ , and _ is the ampacity limit for the DC/AC cable.
c) PCM-4 power capacity constraints:
At any time, the power supplied by the PCM-4s should be within tolerable limits:
where (∆ ) is the average power supplied by the PCM-4 over time ∆ , and _ is the power rating for the PCM-4. The total demand and losses of the DC zonal system should not exceed the combined maximum capacity of all PCM-4s present in this system:
where (∆ ) and (∆ ) are, respectively, the average power loss and average power demand of the power system network computed over time ∆ .
d) Switch constraints:
The BTs are modeled as a set of two switches, as shown in Fig. 3 . It should be ensured that at any given time, both switches should not be closed. 
where and represent the starboard side and port side switches of a bus transfer switch, respectively. is a binary variable.
A similar condition applies to the PCM-4 switches for starboard/port configuration. The PCM-4 switches should remain in the starboard port topology in the post-fault configuration of the SPS. For other topologies, such as forward-aft, common bus, or split bus of SPS this constraint needs to be changed.
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where and represent the starboard side and port side switches of a PCM-4, respectively. is a binary variable.
e) System dynamics constraints (DAEs):
The solution to the optimization problem should satisfy the system dynamic equations, which are represented by DAEs. Equations 9 and 10 represent the general structure for DAEs used.
(
where is the state vector of the system, is the vector of switches, is the vector of control input to the system, and is the time. f represents the vector of differential equations, and g represents the vector of algebraic equations. The solution to the mathematical problem formulation presented above will restore the power supply to as many loads as possible based on the weights assigned to the loads. The feasible solution will also satisfy voltage, current, capacity, switch, and system dynamic constraints.
III. GENETIC ALGORITHM BASED APPROACH IMPLEMENTATION
This section of the work discusses the details of the static implementation of the genetic algorithm based damage control method. Fig. 4 presents a block diagram for the damage control method. Only, a brief description for each block is provided in this paper. For details refer to the document [11] in the references. It takes the pre/post-fault system information as input and tries to find an optimal network configuration that restores the power system without violating the power system operating constraints. The optimal network configuration is the output of the damage control method. The damage control method module consists of two sub-modules: genetic algorithm sub-module and DAE solver and system operating constraints sub-module as shown in Fig. 4 . The genetic algorithm sub-module generates various candidate solutions (network configurations) using various GA operations such as recombination, mutation, reinsertion and migration as shown in Fig. 4 , which are evaluated based on the objective function values. The variables in the objective function are computed by DAE solver and system operating constraints sub-module.
A. Genetic Algorithm Sub-Module
GA is a subset of evolutionary algorithms that model biological processes to optimize complex cost functions [12] . GA is inspired from the mechanics of natural selection and natural genetics, such as inheritance, mutation, and recombination. GA is used to find the optimal or sub-optimal solutions for optimization and search problems.
This sub-module implements the optimization problem stated in (1) using GA. A constrained binary coded multipopulation genetic algorithm with repair functions (heuristic rules) was used in this implementation. The GA sub-module was implemented using GEATbx v.3.8 [13], a MATLABbased software. The overall flow for the GA sub-module is shown in Fig. 5 . The GA process starts with generation of an initial population of individuals which goes through a repairand-replace process. Then the first generation of population is evaluated and termination conditions are checked. In case termination conditions are met, the best solution is stored in a text file and the method is terminated. Otherwise, the population goes through a selection process, in which few individuals are selected for the recombination process to generate new individuals. The population goes through a mutation process after recombination to increase the diversity in the population and avoid pre-mature convergence to a nonoptimal solution. The objective function for these new individuals are evaluated and based on the objective function values these individuals are inserted into the population, which is followed by the migration process. This leads to next generation of population for which the termination conditions are checked. If the termination conditions are not met, the population again goes through the series of processes, selection, recombination, mutation, function evaluation, reinsertion, and migration to generate a new population. The first process in any genetic algorithm is initialization as shown in Fig. 5 as box (a) . At the initialization step, the population, a set of randomly generated individuals, is constructed. A binary string is used as an individual, which represents the status of all switches in the SPS that are controlled by the damage control method. Each binary number (gene) in the individual represents a switch position: "0" represents open and "1" represents closed. This chromosome forms the first generation of the population, which evolves over generations to reach an optimal solution, if possible.
Boxes (b) and (h) represent the repair and repair process in Fig. 5 . The repair process picks out the infeasible individuals, individuals with switch constraint violations, and converts them into feasible ones by removing the switch constraint violation [14] . 10% of the individuals are randomly selected from the set of repaired individuals and are returned to the population replacing their infeasible counterpart. Use of the repair-and-replace strategy improves the convergence rate and solution quality [14] . The repair operators used for this implementation consisted of the switch constraints in (7) and (8) , and the constraints on switches that should remain open to keep the faulted sections isolated from the rest of the system. When any of the above mentioned switch constraints violations continued in the individuals in the population, the individuals were considered infeasible and repaired. Boxes (c) and (i) represent the objective function evaluation process in Fig. 5 . This process is divided into two sub-processes, solving DAEs to find out system variables and power system operating constraint violations in Sundial-IDA, general-purpose solver for the initial value problem for systems of DAEs, and computing the objective function value in GEATbx. Equations (11)- (18) show the objective function with penalty factors in the implementation. The purpose of penalty factors in the objective function is to eliminate the non-optimal solutions. The objective function is divided into two parts based on the switch constraint violations. When the switch constraints are not violated, the static penalty factor PF 1 as shown in (12) is summed with the function f to compute the objective function value as shown in (11) . Otherwise, the objective function equals PF 2 as shown in (14) , which is a combination of static and dynamic penalty factors [15] . Therefore, the objective of this problem with penalty factors is to minimize the weighted summation of absolute differences between pre-fault load current values (∆ ) and the load current values (∆ ) for the candidate network configuration along with the penalty factors PF 1 and PF 2 . The term PF 1 consist of two terms, one related to the power system operating limit violation and second related to the number of switching actions required to reach the configuration proposed by GA from the post fault configuration of the power system. The term PF 2 is made up of four terms, all related to switch constraint violations such as, PCM-4 switch status change (topology change), faulted section re-energization, PCM-4 switch constraint violation, and BT switch constraint violation etc., which make the individual infeasible.
Objective function:
2000 20
In (12), A represents any of the operating limit violations, and _ is the number of switching actions required to reach the current switch configuration from post-fault configuration.
(∆ ) represents the vector of average/RMS cable currents computed over time interval ∆ , and (∆ ) represents the vector of average power for PCM-4s over time interval ∆ . 
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In (14), B represents PCM-4 switch status change, C represents a restoration action of a faulted section, D and E represent the PCM-4 switch and BT switch constraint violations, respectively, and gen is the current GA generation. The penalty factors in function PF 2 as shown in (17) were selected such that the objective function value achieved for an infeasible individual should always be higher than that for the feasible individual. Also, a dynamic term 100*gen is added to the static penalty factor to force the GA to search away from infeasible region as the GA progresses through generations.
The vector of average/RMS cable current (∆ ) for a candidate network configuration in the objective functions is computed using a set of DAE's, modeled in the Sundials-IDA, a DAE solver program, for a DC zonal system over time ∆ . The computed candidate average/RMS voltage and cable current vectors, (∆ ) and (∆ ), respectively, are compared against the operating limits in the Sundials-IDA, to determine the penalty factors to be used in the objective function.
Box (e) represents the selection process in Fig. 5 . In case the termination criterion is not met, 90% of the individuals in the population are selected for breeding offspring. Selection is the process of choosing the individuals for the recombination process and finding out how many offspring each selected individual will produce [13] . The selection process is based on the fitness of the individual. In this implementation, fitness values are computed by the linear rank based fitness assignment method [13] . In rank based fitness assignment, the population is sorted according to the objective values and a fitness value is assigned to each individual based on the position of the individual in the list [13] . Then a tournamentbased selection method is used, in which a set of individuals is randomly chosen from the population and the best individual from the group is selected. This process is repeated until the number of individuals for recombination is reached [13] .
Box (f) represents the recombination process in Fig. 5 . Recombination, or crossover, is the process of producing new individuals by combining the information present in two or more parents [12] . The double point reduced surrogate crossover used in this implementation encourages the exploration of the search space, rather than favoring the premature convergence, thus making the search more robust [13] . The double-point reduced crossover method divides the individuals at two locations at which crossover takes place between two individuals. Box (g) represents the mutation process in Fig. 5 . Mutation is the next process after recombination. Mutation is the process of altering the individuals randomly [12] . Normally mutation is applied on the offspring generated by the recombination process. Single gene mutation [13] , in which a single gene in an individual is randomly selected and mutated, was used for this implementation.
Box (j) represents the reinsertion process in Fig. 5 . After the population has gone through selection, recombination, and mutation, the offspring (new individuals) need to be reinserted into the existing population, resulting in new generation of the population [13] . If the number of offspring is less than the number of individuals in the original population, then the size of the population is maintained. On the other hand, if more offspring are generated, the reinsertion scheme is used to replace individuals in the original population. For this implementation, only offspring with better objective function values, rather than ones with smaller objective function values, were reinserted.
Box (k) represents the migration process in Fig. 5 . After every 20 generations, 15% of the individuals are exchanged between the sub-populations based on the migration method and migration rate used [13] . For this implementation, an unrestricted migration method was used, in which individuals migrate from any sub-population to another [13] .
B. DAE Solver and System Operating Constraints SubModule
The DAE solver and system operating constraints submodule as shown in Fig. 4 computes the values of the node voltages, cable current and power flow for the candidate network configuration generated by GA to determine if the soft constraints (2)- (8), switch constraints, bus/node voltage constraints, cable ampacity constraints, switch constraints, and PCM-4 capacity constraints are satisfied. The GA sub-module calls the system constraints sub-module whenever the objective function needs to be evaluated for a feasible individual. The feasible individual representing a network configuration is applied to the DAE solver, which computes the various system variables, voltages, and currents over a time interval ∆ . The system variables are then checked against soft constraints to check the feasibility of the solution obtained. The system variable values and the constraint violation details are sent back to the GA sub-module, where the objective function value is evaluated.
The DAE solver and system operating constraints submodule was modeled in Sundials-IDA v.2.5.0 [16] , a generalpurpose solver for the initial value problem for systems of DAEs. A DAE model of the power system in the general form used by IDA, shown in (19), was modeled. IDA uses the Newton/direct method to solve the DAEs.
where , , and F are vectors of variables, their derivatives and system equations in R N , t is the independent time variable, and , and are the initial values of the variables and their derivative [16] .
IV. CASE STUDIES
This section of the work presents the off-line process used to test the genetic algorithm damage control method implementation discussed in the previous section. An overall block diagram for testing the effectiveness of this damage control approach is shown in Fig. 6 , which consists of four modules: power system simulation model, failure assessment module, pre/post fault information extractor module, and damage control method module. In general, a fault scenario is simulated on the power system, and various system variables, such as node voltages, branch currents, and switch status, are recorded in a text file. The failure assessment module, implemented as a stub, provides the list of the faulted components in the power system network. This information along with the pre/post fault system information is passed on to the damage control method module. The GA based damage control method tries to find an optimal network configuration that restores the power system without violation of the power system operating constraints. The optimal network configuration, determined by the GA based damage control method, is sent to the power system model to evaluate whether the candidate solution is able to restore the system or not. 
A. Power System Module
A power system example based on the DC zonal system, presented in section II, was modeled in PSCAD software. Fig.  7 shows a figure of the power system example. The power system example consisted of two zones, each having one DC-DC converter connected to starboard and port buses. For simplicity, the AC connection to HV/MV level of SPS and the PCM-4 were modeled together as a DC source. Zone-1 consists of one DC non-vital load and three vital loads. Zone-2 consists of two DC non-vital loads and two DC vital loads. AC loads and PCM-2s were not included in the model. Table I presents the details for the loads used for the power system example. The system measurements for a scenario, such as node voltages, branch currents, and switch status, were stored in a text file, which was passed to the failure assessment module and pre/post fault information extractor module. 
B. Failure Assessment Module and Pre/Post Fault Information Extractor Module
For the stable operation of SPS, it is imperative that the damage control method not select a faulted section of the SPS to re-energize during restoration. Hence, a failure assessment method that performs two functions, fault detection and fault location, is needed. The fault detection method detects an abnormal condition in the power system and determines whether there are any faults in the SPS. In case faults are detected, the fault location method locates the faulted components in the SPS. Previous work in PSAL [17] has developed such a method, but it was not integrated into this damage control method. Therefore, a stub routine, which contains user information providing fault information for a case study/scenario, was developed.
The pre/post fault information extractor module was developed in visual C++. This module computes pre/post-fault data, such as pre-fault branch currents, pre-fault node voltages, and pre/post-fault switch status based on power system measurement stored in a text file during the power system simulation. In addition, the module determines the switches based on the faulted components, which if closed, can reenergize the faulted sections during restoration. The list of faulted components is provided as an input to the pre/post fault information extractor module.
C. Case Studies
To illustrate various aspects, such as load restoration and load shedding, of the GA based damage control solution, case studies were conducted. The results of these simulations were designated in two possible solution categories: optimal and non-optimal solutions. A solution is considered optimal if the solution is able to restore all of the de-energized loads that are possible to be restored based on the priority of the load without violating the system operating constraints. A nonoptimal solution is a solution that does not restore all of the de-energized loads that are possible to be restored. This paper presents two case studies, which illustrate the damage control and load-shedding functions of the damage control method.
a) Case Study 1
Case study 1 presents a multiple fault scenario at the cables supplying power to the DC vital loads, which have an alternate path. The purpose of this study is to illustrate the restorative operation of the damage control method.
Initial Conditions
The system was considered to be working in starboard/port topology and had no constraint violations. The zone-1 PCM-4 and zone-3 PCM-4 were connected to the starboard side and port side buses, respectively. All loads were working, and the two zones were connected at starboard and port bus level. Each of the PCM-4 power capacities was considered to be 1100 kW. Table II presents the initial network configuration and provides a switch number for each switch in the solution provided by the damage control method. In Fig. 7 , the encircled number next to each switch represents the switch number. For example, the 3 rd gene in the chromosome represents the switch status for the switch number-3 in Fig. 7 .
Fault Scenario In this case study, a multiple fault scenario was considered, with faults in zone-1 at DC cables DCCBL_1_VS13_DCL and DCCBL_1_VP12_DCL. The result of this scenario was that the protective relays operated and opened the switches . Table II presents the details of simulations, objective function value, target value, error, solution category, and best chromosome achieved. The target value is the theoretically computed objective function value for a given individual. The bold numbers in the best chromosome achieve indicate the change in status for the corresponding switch from the post fault configuration. The error (%) value was calculated as:
Case study 2 presents a single fault scenario at the cable supplying power to a vital load in zone-2. The purpose of case study 2 is to illustrate the load-shedding function of the method. Zone-1 and zone-2 PCM-4 power capacity were considered as 500 kW and 1200 kW, respectively.
The system was considered to be working in starboard/port topology and had no constraint violations. The zone-1 PCM-4 was connected to the starboard side bus and the zone-2 PCM-4 was connected to the port side bus. The non-vital load NP _DCL and the vital load V _DCL were considered de-energized. The remaining loads either get power supply through the starboard or port side bus. The initial configuration is presented in Table III .
Fault Scenario
In case study 2, a single fault scenario was considered, with faults at DC cable DCCBL_2_VS11_DCL. The result of this scenario was that the protective relay operated and opened the switch VS _DCL C_ . The protective device operation led to loss of supply to the vital load V _DCL .
Simulation Results
Ten simulations were conducted for the above-mentioned scenario. In most simulations, optimal switch configurations were achieved. The optimal solutions led to the restoration of vital load . In this, process a non-vital load NP _DCL is shed by opening switch NP _DCL L_ to remove power capacity violation caused by transfer of the vital load to the port side bus. In a few simulations, nonoptimal solutions were achieved where the final network configuration achieved was the same as the post-fault configuration. Table III presents the details of the various simulations conducted for case study-2.
D. Summary of Results
In most cases, including the case studies not presented in this paper, the damage control algorithm was able to restore the system without violating the system operating. In only four out of sixty simulations conducted over six different case studies, the solutions obtained were non-optimal.
The objective function values achieved were slightly different from the target values. This error in the objective function value was because of the inconsistencies in the cable and PCM-1 models between PSCAD and IDA. The cables were modeled as the RLC lumped parameter pi-section model in PSCAD, while only line resistance and self-inductance were modeled in the cable model in the DAE equations in IDA. The second source of error was in the model of PCM-1. The DC-DC converter was modeled with closed loop control in PSCAD, while it was modeled as a DC-DC transformer in the DAEs in IDA. As for the two case studies presented in this paper, a maximum error of 1.83% was observed in the optimal solution for case study 1. Maximum error of 3.66% was observed throughout all the case studies conducted.
V. CONCLUSIONS AND FUTURE WORK
This paper presented a dynamic formulation and a static implementation of a new damage control method for a notional next generation SPS DC zonal IFTP system. The damage control problem was formulated as a constrained optimization problem with system operating limits and system DAEs as constraints. A static implementation of the damage control algorithm was developed, which used constrained binary GA to search the optimal network configuration. Few off-line studies were conducted using an example power system modeled in PSCAD to evaluate the effectiveness of the damage control method.
In most simulations conducted on various case studies, optimal network configurations were achieved. The optimal solution restored all the de-energized loads that could possibly be restored in the DC zonal system. In a few simulations, the results obtained were not optimal, meaning that the power system was not fully restored. In scenarios where the infeasible region, region consisting of infeasible individuals, in the solution space was large, a higher number of nonoptimal solutions were obtained than in scenarios where the infeasible region was smaller. Better convergence was observed by repairing the infeasible individuals and replacing their counterparts in the original population with a probability of 10%. Use of higher replacement probabilities for the repaired feasible individuals led to premature convergence to the non-optimal solutions. It was observed that the repair functions aided the damage control method search through the solution space for the optimal solutions.
Future research work for the proposed dynamic damage control method involves developing a dynamic implementation of the damage control method, improving its efficiency by fine-tuning the GA method parameters, and improving or adding heuristic rules used as repair functions. A similar problem formulation for notional next generation SPS HV/MV IPS will also be implemented. 
VII. BIOGRAPHIES

