Abstract: One difficulty for quaternion neural networks (QNNs) is that quaternion nonlinear activation functions are usually non-analytic and thus quaternion derivatives cannot be used. In this paper, we derive the quaternion gradient descent, approximated quaternion Gauss-Newton and quaternion Levenberg-Marquardt algorithms for feedforward QNNs based on the GHR calculus, which is suitable for analytic and non-analytic quaternion functions. Meanwhile, we solve a widely linear quaternion least squares problem in the derivation of quaternion Gauss-Newton algorithm, which is more general than the usual least squares problem. A rigorous analysis of the convergence of the proposed algorithms is provided. Simulations on the prediction of benchmark signals support the approach.
Introduction
In recent years, quaternion neural networks have been applied to some engineering problems, such as control problems [1] , color image compression [9] , inertial body sensors [19] , and wind profile modeling [11, 14, 16] . In these applications, quaternions have been allowed for a reduction in the number of parameters and operations involved. The characteristic of QNNs is that their inputs/outputs, parameters and activation functions are quaternion-valued and they can directly process quaternion-valued data. One of the difficulties in constructing QNNs is about the choice of the quaternion nonlinear activation functions. A typical approach, 'splitting', uses a real-valued activation function to process each component of quaternion value. However, such split-type activation functions are often nonanalytic according to quaternion analysis [4] and therefore quaternion derivatives cannot be used. To relax this constraint, the so-called Cauchy-Riemann-Fueter (CRF) condition [13] is often adopted for the quaternion functions. However, the even polynomial functions do not satisfy the CRF condition. Another class of analyticity for the quaternion functions has been developed in [8] and is called 'local analyticity', but the product and composition of two local analytic functions are generally not local analytic. Therefore, it is necessary to define a general quaternion derivatives for quaternion analytic and non-analytic functions. The recently proposed GHR calculus [21, 22] precisely satisfies this requirement and comprises a novel product rule and chain rule, which can be considered as a generalization of the Wirtinger calculus [2, 7, 18] to the quaternion field.
In this paper, we focus on the derivation of quaternion learning algorithms and the convergence analysis of the algorithms. Quaternion gradient and direction of steepest descent based on GHR calculus [23, 24] are used to construct the quaternion gradient algorithms for feedward QNNs. A widely linear least squares problem min q ||b − (Aq + Bq i + Cq j + Dq k )|| is found in the quaternion field, which is more general than the min q ||b − Aq||. Solving the widely linear least squares problem plays an important role in the derivation of quaternion Gauss-Newton and Levenberg-Marquardt algorithms. An exact form of quaternion Gauss-Newton update is too complicated, so we propose an approximated Gauss-Newton update to reduce the computational cost. An approximated quaternion Levenberg-Marquardt algorithm is also derived in a similar manner. All computations regarding to the derivation of the algorithms are carried out directly in the quaternion field without transforming the problem to the real domain. Finally, we prove the convergence of the proposed quaternion learning algorithms under suitable conditions.
Preliminaries

The GHR calculus
The GHR calculus is derived using a generalized basis {1, i µ , j µ , k µ }, where
, and hence this new basis also consists of imaginary unit vectors. Using this new basis, we obtain the expressions for the GHR calculus Definition 1 (The GHR derivatives [21, 22] ). Let f : H → H. Then the GHR derivatives of f (q) with respect to q µ and q µ * (µ = 0, µ ∈ H) are defined as ∈ H are the partial derivatives of f with respect to q a , q b , q c and q d , respectively. Some useful rules of the GHR derivatives [21] are summarized as follows:
Chain rule:
Rotation rule:
Widely Linear Quaternion Model
The existing (strictly linear) estimation in the quaternion domain is given bŷ
where
Observe that for all the quaternion componentŝ
and using the involutions in [5] , we can express the components of a quaternion via its involutions e.g.
In other words, to capture the full second-order information available, we should use the quaternion widely linear model
Current statistical signal processing in H is largely based on strictly linear models, drawing upon the covariance matrix R = E[xx H ]. However, to model both the second-order circular (proper) and second-order noncircular (improper) signals, based on (6), we need to employ the augmented covariance matrix, given by [6, 15, 17, 20 ]
3. Learning algorithms for QVNNs
Quaternion Gradient Descent algorithm
We consider a single hidden layer QVNN for convenience. The forward equations for signal passing through the network are as follows
where x is the input signal and h, g are the output at hidden and output layer, respectively. V, W are the weight matrices associated with hidden and output layer neurons, a, b are the biases to the hidden and output layer neurons, and φ is the activation function having real partial derivatives. The network error produced at the output layer is defined by e = d − g, where d denotes the desired output. Then the gradient descent algorithm minimizes a real-valued loss function
From [23, 24] , the quaternion gradient of error function is given by
Using the chain rule (1) and rotation rule (2), we have
where J q µ ∂g ∂q µ is the Jacobian matrix of g, and the derivative of g 2 is a vector version of the term
Substituting (12) and (11) into (10), we arrive at
Now, we derive the gradient descent algorithm in explicit form for the QVNN
where Λ v µ denotes the Jacobian of g with respect to (14) can be rewritten as
We note from (8) that J y = J a and J v = J b . Thus update rules for the biases at hidden and output layer are
where α > 0 is the learning rate. Using the chain rule (1), the update rules for hidden and output layer weight matrices are given by
Quaternion Gauss-Newton algorithm
The Gauss-Newton algorithm can be seen as a modification of Newton's method for finding a minimum of a function. It has the advantage of not requiring the computation of second order derivatives of the function. In the QVNN, the linearized model of network output g(q) around q is given by [24] g(q + ∆q) ≈ g(q)
The error associated with the linearized model iŝ
The task is to find ∆q to minimize the sum of squares of the right-hand side of (19), i.e.,
which is the widely linear least squares problem min q ||b−
Proof. From [24] , we know that the augmented quaternion vector is related with the dual quadrivariate real vector by the transformation matrix J, while satisfying
The residual and its involutions associated to the least squares problem are
Combining the above equations to form a matrix equation and applying the linear transformation J, the problem can be transformed to real coordinate system, yields
It can be shown that 1 4 J H QJ is a real-valued matrix and (24) operates in the real domain. Thus, the normal equation for the least squares problem (24) is
Since 1 4 JJ H = I and invertibility of J H , equation (25) immediately yields the following quaternion normal equation
This completes the proof of Lemma 1.
According to Lemma 1, the least squares solution to (20) gives the following Gauss-Newton update rule
Let
If H 11 is invertible, then use the Banach Schwartz inversion formula for the inverse of a non-singular partitioned matrix [25] , yields
and T = (H/H 11 ) is the Schur complement of H 11 in H. Thus, the quaternion Gauss-Newton update rule is given by ∆q = (H −1
To avoid computing the inverse of the Schur complement T and to provide a simplification, the Guass-Newton method in (31) can be approximated as
where 
Proof. Put h(t) = g(q + t∆q), where 0 ≤ t ≤ 1. Using the chain rule in (1), the GHR derivative of h(t) can be found as
By substituting (35
h (t)dt with h(0) = g(q) and h(1) = g(q + ∆q), we have
According to the Lipschitz condition of the GHR derivatives of g, we arrive at
Theorem 3. Let e : H N → H M , and let = e H e be twice real differential in the set S ⊂ H N . Assume that G q , E q are Lipschitz continuous on S with constant L, that G q ≤ α for all q ∈ S, and that there exists q * ∈ D such that G H q * E q * = 0, and λ is the smallest eigenvalue of G H q * G q * . If β defined in (45) satisfies β < λ, then for any c ∈ (1, λ/β), there exists ε > 0 such that for all q 0 ∈ U (q * , ε), the sequence generated by the approximated Gauss-Newton method
converges to q * , and obeys
where β = σ + 6α 2 + 3αL. Thus, if β < λ, for any c ∈ (1, λ/β), there exists ε = min{ε 1 , λ−cβ 4cαL } such that for all q n ∈ U (q * , ε), then
This shows that q n converges to q * , the theorem follows.
Quaternion Levenberg-Marquardt (L-M) algorithm
The L-M algorithm can be seen as a blend of vanilla gradient descent and GaussNewton iteration. It outperforms simple gradient descent and other conjugate gradient methods in a wide variety of problems
where small values of b result in a Gauss-Newton update and large values of b result in a gradient descent update. Similar to the derivation of the Gauss-Newton algorithm, we obtain the following quaternion L-M update rule ∆q = ((H 11 + bI)
and the approximated quaternion L-M update rule
Theorem 4. Let the conditions of Theorem 3 be satisfied. If β < λ, then for any c ∈ (1, (λ + b)/(β + b)), there exists ε > 0 such that for all q k ∈ N (q * , ε) the sequence generated by the approxiated L-M method
converges to q * , and obeys to
Proof. This proof is similar to that of Theorem 3, so it is omitted here.
Simulations
Simulations were performed in an M -step prediction setting and provide a comprehensive comparison between quaternion backpropagation (QBP) [1, 3] , geometrical quaternion backpropagation (GQBP) [9] and quaternion Levenberg-Marquardt (QLM) for training a feedforward QNN. The feedforward QNN had one hidden layer comprising L inputs, eleven hidden neurons and one output neuron. In the experiments, the amplitudes of input signals in each dimension were scaled to within the range [−0.8, 0.8] and the learning rate was chosen to be 0.1 for all algorithms. The quantitative performance measure was the prediction gain R p , defined as [10] R p = 10 log 10 σ
where σ 2 x and σ 2 e denote the estimated variance of the input and the prediction error respectively. The considered quaternion-valued processes was the synthetic benchmark 4D Saito's Chaotic Signal [12] ∂x1 ∂τ ∂y1 ∂τ
∂x2 ∂τ ∂y2 ∂τ
where h(z) is the normalized hysteresis value given by
and z = x 1 +x 2 , ρ 1 = β1 1−β1 , ρ 2 = β2 1−β2 . The Saito chaotic signal was initialized with the following parameters: η = 1.3, α 1 = 7.5, α 2 = 15, β 1 = 0.16 and β 2 = 0.097. In Fig. 1 , we depict the performance surface of the algorithms considered as a function of the prediction horizon M and the filter length L. We can see that the QLM outperformed the other two algorithms in all the cases, thus highlighting the advantages of the GHR calculus.
Conclusions
The quaternion gradient descent, quaternion Gauss-Newton and quaternion L-M algorithms have been developed for training feedforward QNN based on the GHR calculus, which greatly simplifies the working in the quaternion field. A widely linear quaternion least squares problem has been solved and utilized in the derivation of the algorithms. An approximated quaternion Gauss-Newton algorithm has been proposed to reduce the computational cost, which can be applied in general quaternion optimization problems. Under Lipschitz condition of the GHR derivatives, we have proved the convergence of the proposed quaternion learning algorithms. 
