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Abstract
e synthesis of functional nanoparticles is an important step in the hierarchical construction
of hybrid materials for nanotechnological applications. A useful path to build these compon-
ents is to use colloidal nanocrystals that can spontaneously agglomerate into ordered struc-
tures under connement. e focus of this thesis is to explore the diversity of superstructures
that can be self-assembled using binary dispersions where the dispersed colloids have spher-
ical or quasi-spherical shapes and interact through simple potentials with repulsive cores and
short-range aractions. Using computer simulations we demonstrate that agglomeration ex-
periments with heterogeneous binary mixtures of nanoparticles can be exploited for the syn-
thesis of structured clusters which are proposed as potential intermediate building blocks in
hierarchical self-assembly of colloidal molecules and crystals.
To describe the structural properties of aggregates resulting from conned mixtures of
particles with heterogeneous aractions we analyse the structure diagrams of binary Lennard-
Jones clusters by means of a basin-hopping global optimisation approach for a broad range of
cluster sizes, compositions and interaction energies and present a large database of minimal
energy structures. We identify a variety of structures such as core-shell clusters, Janus clusters
and clusters in which the minority species is located at the vertices of icosahedra.
For a binary mixture with heterogeneous particle diameters we use molecular dynamics
simulations to demonstrate that pressure-dependent inter-particle potentials aect the self-
assembly route of the conned particles. is is in agreement with experiments where crys-
talline superlaices, Janus particles, and core-shell particle arrangements form in the same dis-
persions for moderate changes in the working pressure or the surfactant that sets the Laplace
pressure inside the droplets. Comparison of experimental analysis and simulations conrms
that the onset of self-assembly depends on particle size and pressure.
Finally, we explore regular superlaices into which clusters can arrange by investigating
the equilibrium phase behaviour for a monodisperse system of Mackay icosahedra. Monte
Carlo simulations show that either a uid phase, a crystal phase or rotator phases with dier-
ent degrees of rotational correlations form. We analyse the correlations using the positional
and orientational pair correlation functions and nd that the densest laice packing of hard
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A colloidal dispersion is a mixture of small particles, droplets or bubbles dispersed in the sur-
rounding medium which can also be either solid, liquid or gas. e dispersed units, oen
called colloids themselves, have at least in one direction the dimension in a range from 1 nm to
around 1 µm and are signicantly larger than the molecules of the continuous phase in their
surrounding [1]. A wide range of materials that we encounter in our everyday life are colloidal
dispersions, from consumer products such as inks, paints, toothpaste, mayonnaise, ketchup,
ice cream, whipped cream to biological uids such as milk and blood [2]. ey constitute an
important category under study in the eld of so condensed maer physics alongside poly-
mers, surfactants and liquid crystals [3]. What do all these seemingly dierent materials have
in common? As explained by de Gennes in his Nobel Lecture their complexity and exibil-
ity are two major features that characterise these systems which are sometimes accordingly
called complex uids [4]. ey are complex because their building units, for example colloidal
grains, are themselves made of thousands of smaller parts such as atoms and molecules. e
second common aspect is exibility which means that drastic changes in their properties can
occur under small adjustments of external conditions, for example they are easily deformed
by moderate external elds or forces. It is immediately evident that such materials have sig-
nicant applications in industry, e.g. in development of novel materials for biomedical and
optoelectronic applications, but they are also important as model systems in theoretical and
experimental physics.
One essential property of colloids and other building parts of complex uids can be seen
by examining a dilute colloidal dispersion under the microscope where we observe a continu-
ous and random jiggling motion of dispersed particles which is a consequence of collisions
with the molecules in their environment. is phenomenon is called Brownian motion aer
the botanist Robert Brown who rst described it in a system of plant pollen in 1827 [5]. It
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enables particles to move around and explore dierent congurations in a dispersion which
consequently facilitates a system to move towards the equilibrium state and leads to another
key concept in the study of so maer called self-assembly that will be introduced in sec-
tion 1.1.1. e dispersed particles that are to be governed by thermal uctuations and undergo
random motion rst have to stabilise the gravity otherwise if they are density unmatched
with the surrounding medium they can either rise to the surface and cream or sediment to the
boom of the container. e eects of gravity are minimised and can be ignored when the
dispersed particles are small enough. is is typically true in the approximately submicron
size range which denes the upper limit for the length scales of the building blocks in so
maer systems.
An extremely large area of interface between the dispersed phase and the surrounding
medium and the corresponding interfacial energy distinctly characterises colloidal systems. It
seems natural that the dispersed particles should tend to reduce this energy by combining and
forming a larger aggregate. Indeed, the term colloid, which was coined by a chemist omas
Graham in 1861, is derived from its Greek meaning glue-like since the particles he studied were
unable to pass through a ne membrane but instead stuck to it [6]. From the point of view of
interaction with the ambient medium the colloids can form two distinct thermodynamic states.
Solutions are thermodynamically stable states representing a global minimum in the free en-
ergy which is typically the case when the dispersed particles are well matched in properties
such as density and refractive index to the continuous phase. More oen, however, the dis-
persed units are not soluble in the surrounding medium and prefer to phase separate, but due
to dierent means of kinetic stabilisation, this does not happen, and instead a non-equilibrium
suspension is formed representing a local minimum in the free energy landscape [7].
Small colloidal particles that are inuenced by random, Brownian motion can collide with
each other and form aggregates due to aractive interactions between them. is can be pre-
vented by making them repel each other which can be achieved, for example, using stabilisa-
tion charges on their surfaces. Another way to make dispersed particles more compatible with
the continuous phase is by steric stabilisation using surfactant brushes on their surfaces. Such
repulsive forces are providing kinetic stabilisation to colloidal suspensions which are in turn
characterised as a thermodynamically unstable state.
1.1.1 Self-assembly
A tendency of a system composed of micrometer- and submicrometer-sized components to
spontaneously organise into well-dened, ordered structures is called self-assembly [8]. is
term is usually reserved for building blocks that arrange themselves through weak forces
such as hydrogen bonds or van der Waals interactions, and hard-core particles with excluded
volume interactions. However, in a broader sense it can also include the ordering of particles
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that interact with covalent bonds as in the crystallisation of atomic solids. External forces
such as electric or magnetic elds can also be used to drive or enhance the ordering of build-
ing blocks but this has to be contrasted with serial manipulation where individual particles are
dragged into nal positions. Self-assembly is a key construction principle used by nature to
fabricate the complex machinery of the living maer to incredible perfection which frequently
relies merely on simple interactions and mechanisms [9]. Some noticeable examples from bio-
logical systems include the self-assembly of DNA [10], formation of micelles, bilayers and ves-
icles from amphiphilic molecules [11], aggregation and folding of peptides and proteins [12],
bio-molecular machines and motors [13], and cellular membranes and scaolds [14, 15]. In
nature self-assembly oen proceeds in a hierarchical fashion, e.g. in viruses where highly reg-
ular capsids are made of genetic material structured into proteins [16]. In colloidal science a
typical example of self-assembly is the spontaneous formation into ordered crystalline struc-
tures, for example in opal lms [17], or into one of the several liquid crystalline mesophases
that can be found in solutions of surfactants or block copolymers. Many similar phenomena
have fascinated scientists from dierent disciplines to develop experiments to mimic them, and
as they oen express the close connection between biology, chemistry, material science and
physics they prompted unavoidable interdisciplinary collaboration in the domain of modern
so condensed maer physics.
e expression self-assembly is nowadays so ubiquitous that is has almost replaced the
more precise thermodynamic term, i.e. the minimisation of the system’s free energy during
relaxation of the initially disordered state to a potentially ordered nal equilibrium state. It
is however more specic in that it commonly refers to a situation where the nal structure is
composed of nite size aggregates such as micelles that form spontaneously under appropriate
external conditions. In general, a system will relax into a thermodynamic equilibrium that
corresponds to a minimum of the appropriate thermodynamic potential, such as the Helmholtz
free energy for a system at constant volume and temperature,
F = U −TS , (1.1)
where the system’s interaction energy is U , its temperature T and its entropy S . Colloidal
particles under the inuence of random Brownian motion are mobile enough to explore dif-
ferent positions and come into contact with the other surrounding particles. In this way the
colloidal dispersion can explore dierent congurations and eventually nd the minimum of
free energy. In order for a system to reach such a state it has to be able to eciently ex-
plore the free energy landscape and in principle seek through all the possible congurations
of the system or ecient pathways such as ‘folding funnels’ have to exist. is is also known
as the ergodic hypothesis in statistical mechanics which states that time averages over the
single trajectory are equivalent to ensemble averages, and forms the foundation of the theory
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of statistical mechanics. From (1.1) we see that temperature serves as a weighting factor for
contributions of entropy S and internal energy U to the the free energy F . Self-assembly can
thus be driven by either energy or by entropy, or at appropriate temperature, by a combina-
tion of both. An example of a system where self-assembly is driven by entropy alone is the
formation of colloidal crystals composed of particles interacting through only hard core inter-
actions. ese so called entropy-driven phase transitions were rst predicted by Lars Onsager
for a system of hard rods where under compression rods align and form a nematic phase as a
consequence of the increase of their translational entropy [18]. Nevertheless, when the rst
computer simulations reported that hard-spheres form crystal laices upon freezing they were
met with large scepticism in the scientic community where many established scientists were
convinced that aractions are necessary for crystal ordering [19]. Aer solid experimental
evidence for crystallisation in nearly hard-sphere PMMA colloidal spheres [20] the idea of
entropy-driven phase transitions is nowadays widely accepted and has even become a rule for
designing sophisticated ordered phases in systems with hard particles of various shapes [21].
1.1.2 Nanocrystal self-assembly
Nanocrystals are composed of inorganic cores which are fragments of metal, semiconductor
or dielectric crystals and protected by organic ligand layers that are bound to the core’s sur-
face. A schematic example is shown in Figure 1.1. In recent decades a constant development
Figure 1.1: An illustration of how one of the leading scientist in the eld of the chemical
synthesis of inorganic nanostructures imagines a representative colloidal nanocrystal. Taken
from the website of e Dmitri Talapin Group, e University of Chicago, 2017.
in nanoparticle chemistry [22] has made accessible new methods for preparing nanocrystals
of uniform sizes with a range of inorganic cores of various shapes such as spheres, poly-
hedra, rods, plates and branched shapes with tunable surface chemistries [23]. Individual
colloidal nanocrystals are Brownian objects which can form ordered arrays known as super-
laices that self-assemble under appropriate conditions without external direction. Dier-
ent synthesis strategies can be employed to encourage nanocrystal self-assembly (Figure 1.2).
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Figure 1.2: In a typical nanocrystal self-assembly experiment individual colloidal particles
arrange into close-packed superlaices during the process of solvent evaporation which in-
creases their packing fraction. As the particle interactions are weak this procedure can be
reversed by reintroducing the solvent [23].
In solvent evaporation based techniques superlaices form as the dispersion of particles be-
comes more concentrated and their volume fraction increases. is can be achieved, for ex-
ample, in droplets of nanocrystal solution deposited on at, solid supports where particles are
trapped at the air-liquid interface [24], on lithographically paerned surface templates [25]
or by connement in emulsion droplets [26]. Another approach includes solvent destabilisa-
tion where eective aractive interactions appear as the capping ligand is made less com-
patible with the solvent e.g. by increasing the polarity of the solvent for nanocrystals with
hydrocarbon-based ligands [27] or by slowly introducing hydrophobic ligands on nanocrys-
tals dispersed in water [28]. Ordering can also appear from gravitational sedimentation where
large enough particles accumulate on the boom of the solution under the inuence of grav-
ity when their gravitational energy is comparable with their internal energy due to thermal
uctuations (thermal energy). Aggregation of nanocrystals is induced by other means such as
by cooling the solution, desorption and cross-linking with capping ligands [23].
Aggregation of nanocrystals is determined by their assembly environment and by the
inter-particle interactions. Among them an important role is played by the relatively weak
van der Waals interactions whose energy is typically comparable to the thermal energy at
room temperature. As they do not repress the thermal motion of particles and their recon-
gurations during self-assembly they are more suitable than much stronger ionic interactions
and covalent or metallic bonds [3]. Van der Waals interactions are a consequence of uctu-
ations in electron distributions of atoms and molecules that usually lead to isotropic aractive
forces between nanocrystal cores. ey are a combined eect of London dispersion inter-
actions between the induced dipoles which are produced by spontaneous uctuations in the
electron clouds, Keesom interactions between freely rotating permanent dipoles and Debye in-
teractions between permanent and induced dipoles [29]. Treating van der Waals interactions
at the nanoscale is a nontrivial problem [30] but calculations become more feasible when as-
suming pair-additive interaction with an eective coarse grained potential between two atoms
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of the form Φ(r ) ∼ r−6 which can be derived for London forces by quantum-mechanical per-
turbation theory [31]. An analytic expression for two spherical particles of radii R1 and R2 in
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where ρ1, ρ2 are number densities of atoms for each sphere,C is the pair interaction coecient
and A = pi 2Cρ1ρ2 is the Hamaker constant. At very small surface distances, d = r −R1 −R2 
R1,R2, this expression slowly decreases as 1/d leading to a large araction while for large dis-
tances, r  R1,R2, it reproduces 1/r 6 behaviour. At smaller distances the particles start to feel a
steep repulsive potential due to the Pauli exclusion principle of the overlapping electron clouds
which can be well described by an exponential function [33] but is for mathematical conveni-
ence oen approximated by inverse power laws of high orders such as 1/r 12 which leads to the
phenomenological Lennard-Jones 12-6 potential that describes the interaction between small,
neutral atoms and molecules









where σ measures the size of the particles and ϵ the strength of van der Waals interactions.
Interactions between charged-stabilised particles can be approximately described by the DLVO
theory aributed to Derjaguin, Landau, Verwey and Overbeek [34] where hard-core, van der
Waals and Coulomb interactions are combined
ΦDLVO(r ) = Φhc(r ) + ΦvdW(r ) + ΦC(r ) . (1.4)
However, the interaction between two nanocrystals is in reality much more complex because
of the presence of the exible polymer shells that consist of graed hydrocarbons or DNA [35].
For colloidal nanocrystal solutions to remain well dispersed at low concentrations in the pres-
ence of aractive van der Waals interactions their surfaces need to be either sterically sta-
bilised with e.g. hydrocarbon ligands such as alkanes [36] or electrostatically stabilised with
charges [37]. is provides an eective repulsive pair potential even for particles with metallic
cores that have large Hamaker constants. In the case of steric stabilisation with graed ligands
the repulsive interactions depend on the curvature of graing surfaces and originate from os-
motic repulsion as a consequence of the removal of solvent molecules as the ligands begin to








Figure 1.3: Interaction potentials between two nanocrystals with metallic cores and hydro-
carbon capping ligand shells are complex and sensitive to many factors such as core shape
and size, graing surface curvature and bond strength, shell thickness, solvent, temperat-
ure [42]. Le: typical diameters, ligand lengths and centre separations in a superlaice of gold
nanocrystals are shown. Right: interdigitation of graed ligands upon removal of the solvent
(reproduced with permission from [43]).
e resulting total steric interaction energy between polymer-graed particles is a complex
combination of individual ligand contributions that depend sensitively on the properties of
particle faceting, polymer brush coverage, solvent molecules and temperature [38, 39]. Cur-
rently no established coarse-grained models exist as mode ling of such surface interactions
remains an actively researched area, especially for the case when thickness of ligand layers is
comparable to the particle diameters [40–42].
When particles are forced together at high packing fractions during self-assembly by solvent
evaporation or when no good solvent is present the surface covering polymer chains are no
longer interacting with solvent molecules and instead as a consequence of van der Waals at-
tractions form close-packed crystalline domains [43]. e interdigitation of ligands in nano-
crystal superlaices could play an important role in promoting the formation of dierent
structures which have been estimated for binary mixtures using simple geometric overlap
models [44], so inverse power law potentials [45] and even treating the deformability cap-
ping ligands on the surface of spheres as a set of topological defects [46].
Self-assembly of nanocrystals into superlaices depends on multiple factors such as inter-
particle interactions, assembly environment and possibly pre-programmed ordering instruc-
tion that can be included in nanocrystals coated with DNA based surface ligands [47, 48] is
leads to a variety of ordered nanocrystal solids that can be formed and new opportunities
in boom-up self assembly of nanomaterials with specic properties for optical [49], elec-
tronic [50], catalytic [51] and mechanical [52] applications. Controllable and tunable assembly
of such materials is one of the main goals in nanoscience [53]. As nanocrystals are relatively
simple systems with mostly two types of building blocks that can form ordered structures
their diversity in structures and size is important in providing a variety for functional materi-
als in nanotechnological applications. If the nanoparticles themselves are composed of several
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materials or have internal structure, they oer broader structural and compositional complex-
ity than homogeneous particles, which makes them particularly interesting for material sci-
ence [54, 55]. Useful internal structures are e.g. core-shell architectures, but also nonspherical
symmetries, the directional functionality of which is especially important when the particles
are used as building blocks in directed self-assembly [56]. For example structured bimetal-
lic clusters on the surface of optically transparent media provide transformed transmission
spectrum, modied plasmonic resonance regimes [57–59].
1.2 Molecular simulations
Molecular simulations are computational methods that can be employed to predict the ther-
modynamic, structural and dynamical properties in classical many-body systems composed
of particles such as atoms and molecules [60–62]. ere are two distinct classic approaches
for molecular simulations. e rst are Monte Carlo simulations which are based on repeated
random sampling where usually static congurations of a system are generated. e second
are molecular dynamics simulations where deterministic Newton’s equations of motions with
added stochastic contributions are solved to determine the motion of particles. e average
of a function of coordinates and momenta A(rN , pN ) of a many-particle system is computed
in two distinct ways, either by time averaging over a phase trajectory (molecular dynamics,
denoted as A¯) or by averaging over an ensemble of systems (Monte Carlo, denoted as 〈A〉). If














A(rN , pN ) f [N ]0 (r
N , pN ) drN dpN = 〈A〉 , (1.6)
where f [N ]0 (rN , pN ) is the equilibrium probability density of the phase space. We should, how-
ever, be aware that many systems, such as glasses and metastable phases, are not ergodic and
the above averages are not the same. Originally these algorithms were designed in the 1950s
and 1960s in the US government laboratories and aerwards they have been continuously
developed by the scientic community into many dierent variants. ey have been applied
extensively in studies of liquid maer to nd exact solutions in systems described by chosen
potential models. is was possible because the properties of macroscopic systems could oen
be described using only a few hundred particles. With computer power becoming more ac-
cessible evermore complex and detailed systems can be studied using molecular simulations.




Treatment of physical systems using computer simulation lies in-between experiments and
more traditional analytic theoretical methods [63]. In the physics community this approach
is sometimes described as quasi-experimental and the simulations are referred to as computer
experiments. It is oen employed where the measurement data is rare because experimental
treatment is out of reach and when analytic calculations are not feasible. In studies of colloidal
systems both reasons are oen present, for example when studying crystallisation mechanism
in a system of binary nanoparticle mixtures we need to consider a complex collection of equa-
tions of motion which is analytically unfeasible and colloid dynamics is dicult to be captured
by experimental image tracking methods as well.
1.2.1 Monte Carlo
Monte Carlo methods [64] are a class of stochastic computational algorithms that rely on
repeated random sampling to compute their results. eir essential idea is to use randomness
to solve problems that might be deterministic in principle. A typical Monte Carlo method
follows a particular paern: at rst it denes the domain of all possible congurations and
then it generates congurations randomly from a probability distribution over this domain.
e third part is to perform a deterministic computation on the congurations and nally
aggregate the results. e name of the method was coined in 1947 when Stanislaw Ulam
suggested to John von Neumann that the newly developed ENIAC computer would give them
the means to carry out calculations based on statistical sampling. eir coworker Nicholas
Metropolis dubbed the numerical technique the Monte Carlo method partly inspired by Ulam’s
gambling uncle who ‘just had to go to Monte Carlo’.
A simple example of a Monte Carlo method is integration using direct sampling, e.g. a cal-
culation of the area of a circle by generating random, uniformly distributed trial points inside
the circumscribed square. In this case we are sampling the uniform probability distribution
pi (x). e area of the circle is then determined by the ratio of the number of trial points in-
side the circle and the number of all trials, multiplied by the area of the square. To evaluate
the observable O (x) which has in this example value 1 inside the circle and 0 elsewhere we











−1 dy pi (x ,y)O (x ,y)∫ 1
−1 dx
∫ 1
−1 dy pi (x ,y)
. (1.7)
We notice that on the le side of the equation for the statistical average of observable 〈O〉
the integrals and the probability distribution pi (x ,y) are not present. However, we have to be
able to generate random samples according to the desired probability distribution pi (x). Using
the Monte Carlo method we can thus evaluate in general very complex higher dimensional
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integrals that we usually meet in statistical mechanics but in a much more convenient way.
Direct sampling approach can be very inecient, especially when we are sampling a prob-
ability distribution in a higher dimensional phase space which is not a uniform function but
is wildly varying. is is usually the case when we sample the Boltzmann distribution for
a typical intermolecular potential. In the case of a dense liquid the probability distribution
is also vanishingly small for the overwhelming majority of congurations, therefore a beer
way of sampling is needed. In such cases the eciency can be improved by using importance
sampling where an integrable function is constructed with a similar shape to the distribution
function so that we sample many points in the regions where probability distribution is large
and fewer elsewhere. However, the importance sampling method requires one to know the
rough shape of the probability distribution function a priori, which can be dicult to estim-
ate and is oen not realistic with large conguration space, as for example in the case of the
Ising model. In general it is more practical to construct Markov chain Monte Carlo algorithms
(MCMC) for which the equilibrium distributions are the desired non-uniform high dimensional
distributions whose ecient sampling is provided.
e basic idea of the MCMC method is to sample random congurations from a target
probability distribution pi (x). is is achieved by constructing a Markov chain of congura-
tions νi with a stationary distribution equal to pi (x). To make sure that MCMC converges to
the equilibrium distribution we have to design a proper transition matrix p (ν → ν ′). e ob-
vious condition for equilibrium distribution is that transition matrix elements do not destroy
it once it is reached, i.e. the probability to leave state a should be equal to the probability of
coming to state a from all the other states. But it is oen more convenient to impose a much
stronger condition that the probability to move from a to any other state is the same as the
reverse probability. is stronger condition, called the detailed balance, renders our Monte
Carlo algorithm consistent with the prescribed probability distribution.
In general we want to draw samples from a given probability distribution pi (x) which we
achieve by constructing a Markov chain with the appropriate equilibrium distribution. One
way to do this is using the Metropolis-Hastings algorithm which accepts a proposed move from
conguration a to b with the probability [65]






To follow the target distribution in such a chain the detailed balanced condition, pi (a)p (a →
b) = pi (b)p (b → a), has to be satised. We can check this by considering the acceptance
probabilities p (a → b) and p (b → a) from where it follows that in both cases, when pi (a) >
pi (b) and pi (b) > pi (a), the detailed balance condition is satised.
Usually the transition a → b is separated into two steps: at rst, we propose a state b given
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a with an a priori probabilityA (a → b), and then we decide whether to accept this move with
acceptance probability p (a → b). us, the total probability for the transition of a → b is
P (a → b) = A (a → b) · p (a → b) . (1.9)
According to the detailed balance condition the probabilities of moving from a to b and vice
versa are equal, pi (a)P (a → b) = pi (b)P (b → a), so the acceptance probability should obey
p (a → b)
p (b → a) =
pi (b)
A (a → b)
A (b → a)
pi (a)
. (1.10)
Comparing the above equation with equation (1.8) we immediately obtain the acceptance prob-
ability of the generalised Metropolis algorithm [66]
p (a → b) = min
[
1, pi (b)A (a → b)




For a sample of independent variables, {ξ1,…,ξN}, the error of the sample average is estim-














As the values in a sample generated by a Markov chain can be correlated, the sample size N
should be replaced by the eective number of independent variables in a sample. e error
in MCMC methods therefore decreases only as 1/
√
N and is not linearly correlated with the
available computer power.
e MCMC method is useful for fast computation of complex integrals in diverse problems
but there are also limitations and traps that have to be taken into account. If a simulation is
supposed to describe properties of macroscopic systems then we can expect some deviation
from results when only a nite number of particles is used. In this case periodic boundaries
are typically applied which means that unphysical spatial and time correlations may appear
in the system. is can be avoided using larger systems and an application of nite size eects
analysis. Another diculty is the quasi-ergodic problem where the system is trapped in a
subspace of the phase space. Millions of samples generated in a MCMC simulation could
correspond to only a handful of independent congurations and in the worst case, there are
no independent samples are created in the limit of innite computing time. is is the case
for nonergodic algorithms where the conguration space gets divided into sectors that are
symmetry protected and not captured in the update scheme. Another problem appears when
rare congurations exist which contribute to the averages in an important way.
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In the canonical ensemble we can apply this approach to calculate ensemble averages of
static observables O (rN ) that do not depend on the momenta of particles by calculating
〈O〉 =
∫





drN exp [−βU (rN )] . (1.13)
Here U (rN ) is the potential energy in system where number of particles N , volume V and
temperature T are constant. rN and pN are the positions and momenta of particles with mass
m whose dynamics is described by the Hamiltonian of the system





N ) . (1.14)
We apply the principle of MCMC method demonstrated in Equation (1.7) to calculate this
complex, high-dimensional integrals eciently. e system is advanced from an old state rNold
to a new state rNnew by generating trial moves which usually consist of random displacements
and rotations for nonspherical particles. Trial moves can be accepted or rejected according to
the Metropolis-Hastings rule from Equation (1.8) which gives in this case






U (rNnew) −U (rNold)
] )}
. (1.15)
To sample congurations in dierent ensembles new trial moves are introduced with dif-
ferent acceptance probabilities. For the NPT ensemble, where pressure P is constant, a trial
move is introduced that aempts to change the volume of the simulation box fromVold toVnew
with the probability






U (rNnew) −U (rNold)





is normally includes changing the three dimensions of the simulation box independently but
it can as well include varying the angles of the box. is leads to a parallelepiped of changing
shape during the simulation that releases stresses related to nonorthogonal unit cells when
simulating crystal phases [67]. In a similar fashion the grand canonical ensemble µVT with a
constant chemical potential µ can be simulated by introducing moves that aempt inserting




In classical molecular dynamics methods [68] special techniques are used to numerically integ-
rate Newton’s equations of motion for a system of interacting particles. Molecular dynamics
methods are in principle completely deterministic and have to be distinguished in this as-
pect from the stochastic methods used in the Monte Carlo approach. As dynamical evolution
of particle positions and velocities is available these methods are typically more suitable for
studying transport properties of classical many-body systems. It is also inherently parallel
as forces on each atom can be computed simultaneously and positions and velocities can be
updated simultaneously as well. erefore they can be implemented as parallel calculations
on a large number of computing units enabling inspection of larger system sizes and longer
time evolutions.
Aer initial positions and velocities have been assigned to all the particles, and the bound-
ary conditions dened, the forces on particles are calculated from the gradient of their inter-
action energies with all the neighbouring particles inside a local region
mi r¨i = Fi = −∇riV , (1.17)
where mi is mass of the particle i , Fi the total force acting on it and V the potential energy
in a system. For N particle this gives a set of 3N coupled dierential equations of the second
order. e calculation of forces acting on each particle is the most time consuming part of
the simulation. When model systems contain only pairwise interactions which act on a short
range we only have to consider interactions between a particle and its nearest neighbours
gures. In such cases ecient techniques exist to speed up the calculation of forces so that the
time needed for their evaluation scales linearly with system size N . e interactions are cut
o at a suitable range and then a list of neighbours which are within a slightly larger radius
is made. At further times only forces with the particles from these neighbours lists need to
be computed. ese are essentially bookkeeping techniques that maintain the neighbour and
cell lists and can also be used in Monte Carlo methods for fast calculation of energies [61].
e set of equations (1.17) can be solved numerically using nite dierence approximations
for the derivatives where positions and velocities are calculated at incremented timesteps.
ere are several discretisation schemes available but one that is particularly useful is the
velocity Verelet algorithm
ri (t + ∆t ) = ri (t ) + vi (t ) ∆t +
1
2 ai (t )∆t
2 (1.18)
vi (t + ∆t ) = vi (t ) +
ai (t ) + ai (t + ∆t )
2 ∆t , (1.19)
where vi and ai are velocity and acceleration of particle i . is simple method is still a stand-
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ard integration technique nowadays because it provides good numerical stability and time-
reversibility but only requires low computational cost. e error for positions and velocities
are of orders (∆t )4 and (∆t )2, therefore small timesteps are required to maintain sucient
precision. We also have to apply a dierent approach in case when simulating a system of
hard particles. e trajectories between collisions of such particles are straight lines and new
velocities are calculated from energy and momentum conservation’s at elastic collisions. In-
stead of time stepping the collision events become important and the simulations are called
event-driven molecular dynamics. At relatively low densities systems of larger numbers of
hard particles can be simulated in this way.
So far we described an algorithm that simulates a system in the microcanonical ensemble,
that is when the number of particles N , the system volume V and the system energy E are all
held constant (NVE ensemble). To describe a dierent set of constraints, for example a system
at xed temperature T (canonical or NVT ensemble) we need to use a dierent method. e
most common approach is to use a Nose´-Hoover thermostat where an additional degree of
freedom is added to the system and plays a role of the reservoir [69, 70]. When the time
integration is carried out with this imaginary particle the energy is extracted from the heat
bath or inserted into it in such a way that system maintains a constant temperature. Time
integration is performed on the extended system using equations






i s − ( f + 1)kBT /s , (1.21)
where s is the new degree of freedom, f is the number of degrees of freedom,T is desired tem-
perature. Q is an imaginary mass that represents the size of thermal ‘ballast’ and determines
how rapidly the temperature is relaxed. It should be chosen carefully to tune the thermal lag
and prevent wild thermal uctuations, usually a good choice for many models is around 100
timesteps when scaled in timesteps.
1.3 Scope of this thesis
One route to the synthesis of nanoparticles with well-dened structures is the assembly of
smaller building-blocks into supraparticles within emulsion droplets from which the solvent
is then evaporated as depicted in Figure 1.4. A possible pathway to supraparticles with more
complex internal structures is to mix two types of metallic nanoparticles in emulsion droplets.
e resulting highly structured and symmetric colloidal nanocrystals may be technologically
interesting as they could be used as building blocks in the design of novel functional materials.
In this thesis we study dierent aspects in the self-assembly of spherical and quasi-spherical
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Figure 1.4: Synthesis of ordered clusters by self-assembly inside evaporating emulsion
droplets. Le: gold nanoparticles covered with hydrocarbon capping ligands are dispersed
inside oil droplets in a surfactant stabilised oil-water emulsion. During the evaporation of oil
phase the dispersed nanoparticles are forced together by the shrinking droplets. Right: this
process leads to structured clusters or supraparticles as shown here in a TEM image of gold
nanoparticles with diameters around 6 nm. Reprinted with permission from [26]. Copyright
2012 American Chemical Society.
colloidal particles in such assembly protocols. We explore multiple ways of extending the
simplest case of the crystallisation in a system of monodisperse and spherical hard-sphere
colloidal particles to bimodal mixtures with a less steep potential and quasi-spherical particle
shape. Dierent scenarios are possible during the self-assembly in e.g. a mixtures of particles
of two dierent sizes as shown in Figure 1.5. Our goal is to predict what structures the supra-
particles will assume and to understand the mechanism of their formation. As a rst extensions
we consider a binary mixture of particles with dierent aractions from the perspective of en-
ergy minimisation in chapter 2. In chapter 3 we study the second generalisation to a binary
mixture of particles with dierent sizes and a soer potential at nite temperatures in a spher-
ical connement. At last we inspect the equilibrium phase behaviour of a mixture of Mackay
icosahedra composed of the spheres with a WCA potential in chapter 4. Our studies are con-
cerned with exploring novel equilibrium structures in such unimodal and bimodal colloidal
suspensions, studying the formation mechanisms of complex binary laices and the eects
of the environment. is is achieved by studying systems of particles with a simple and gen-
eral pre-dened inter-particle potentials using established methods of molecular simulations
as well as more recent extensions to the basin-hopping algorithm.
In chapter 2 we consider the structures in a binary Lennard-Jones mixture of spherical
particles with heterogeneous aractions from a global energy minimisation approach. e
use of basin-hopping Monte Carlo method enables us to locate the global minima in a trans-
formed potential energy landscape and then analyse the corresponding structures. e struc-
ture diagrams for a broad range of cluster sizes, compositions and interaction energies are
analysed and results are collected in a large database of minimal energy structures. Scan-
ning the structural phase diagram for clusters composed of two particle species enables us
15
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Figure 1.5: Agglomeration of binary mixtures of colloidal particles in shrinking emulsion
droplets could results in a random mixture, a binary crystal or in phase separated supra-
particles. is are a few simple possible scenarios while in reality the eects of environment
and agglomeration dynamics can render the situation much more complex.
to predict parameters for which the ground state has symmetries that are interesting in the
context of colloidal molecules and crystals. We determine the factors that inuence the form-
ation of clusters with specic properties and nd a variety of structures such as core-shell
clusters, Janus clusters, and clusters in which the minority species is located at the vertices
of icosahedra. In the future experiments with nanocrystals made of dierent metallic cores
and self-assembled inside emulsion droplets such clusters could be synthesised and if suitably
functionalised they could be used as building blocks in colloidal molecules or crystals.
In chapter 3 we consider self-assembly in a binary mixture of nanoparticles with two dif-
ferent diameters where experiments have shown that distinct regular superlaices can form
depending on the surfactant used when creating oil-in-water emulsion or by moderate dif-
ferences in the atmospheric pressure. e formation mechanism explaining this behaviour is
presented where pressure changes the inter-particle potentials and drives the formation of dif-
ferent structures during self-assembly in a conning droplet. We conduct molecular dynamics
simulations of spherical particles conned in spherical connement using a bimodal size dis-
tribution and interaction potentials based on a combination of WCA and Lennard-Jones poten-
tials. Dierent interaction potentials corresponding to dierent pressure regimes are shown
to lead to the formation of crystalline superlaices, Janus particles, and core-shell particle
arrangements. Optical spectrometry, small-angle X-ray scaering and electron microscopy
are used to compare experiments and simulations and conrm that the onset of self-assembly
depends on particle size and pressure.
In chapter 4 we test the equilibrium phase behaviour for a Mackay icosahedron that results
from energy minimisation of the Lennard-Jones clusters and is a common nanocrystal shape
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(Figure 1.1). Icosahedra are modelled as nonlinear polyatomic molecules composed of a set
of Lennard-Jones subparticles arranged on a surface of the Mackay icosahedron and studied
using Monte Carlo simulations in isothermal-isobaric ensemble with periodic boundary con-
ditions and a variable simulation box shape. Initially ordered or disordered states equilibrate
into either a uid phase, a crystal phase or a rotator phase where dierent degrees of rotational
correlations are present. e densest laice packing for hard icosahedra is stable at specic
parameters. e correlations in equilibrated states are studied by the positional and orient-
ational pair correlation functions. At large enough temperatures Mackay icosahedra exhibit
similar behaviour as systems of hard icosahedra in which the densest laice packing and the
rotator crystal phase have been reported before. Here we conrm that both of these phases
can form at nite temperatures as well. New behaviour is observed at low temperatures where
energetic interactions result in preferred face to face alignment forming rotator crystal or pre-
sumably unidentiable complex crystal arrangements. is leads to the re-entrant behaviour
with increasing temperature where rst a transition to the densest laice crystal occurs and






Structure diagrams of minimal energy
binary Lennard-Jones clusters
Agglomeration experiments in emulsion droplets with monodisperse gold nanoparticles have
shown that the structures of the resulting clusters correspond to the minimal energy Lennard-
Jones structures. Here we study an extension to binary mixtures of nanoparticles with dierent
aractions and employ a global optimisation approach to compute the structure diagrams for
binary clusters of Lennard-Jones particles. We analyse a large range of cluster sizes, compos-
itions and interaction energies and present a database of 180,000 minimal energy structures
which is publicly accessible at http://softmattertheory.lu/clusters.html. A variety of
structures has been identied among which the core-shell clusters, Janus clusters and clusters
in which the minority species is located at the vertices of icosahedra are the most interesting.
As such clusters can be synthesised from nanoparticles in agglomeration experiments they
could be used as building blocks for colloidal molecules or crystals. We present the basin-
hopping Monte Carlo method that was used to nd the global minima and discuss the factors
that determine the formation of clusters with specic structures.
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2.1 Introduction
Structured particles are small, regular arrangements of two or more dissimilar components.
Such particles have been created, for example, by condensing the vapours of two metals into
binary clusters [71]. ese clusters had diameters in the nanometer range and uniform struc-
tures that minimised their energy [72]. Colloidal particles can also be assembled into struc-
tured clusters, so-called ‘supraparticles’ that have diameters between nanometers and micro-
meters. Recently developed self-assembly protocols yield macroscopic quantities of structured
supraparticles that are interesting building blocks for materials [54, 55, 73]. Core-shell or Janus
particles with anisotropic interactions and valences spontaneously arrange into materials with
dened microstructures [74] or act as surfactants [75, 76]. It is conceivable that such combin-
ations can also lead to interesting plasmonic and catalytic behaviour.
In the case of colloids, the minimal energy conguration is not necessarily always reached.
Some assemblies are kinetically trapped and depend on the history of supraparticle formation.
is eect can be exploited to tailor certain supraparticle structures [77–80]. However, there
are several protocols of colloidal assembly that are dominated by energy minimisation. Gold
nanoparticles in suitably stabilised hexane droplets assemble into clusters with structures that
are strikingly similar to the global minima of Lennard-Jones clusters [26]. Also van Blaaderen
and co-workers report large, regular nanoparticle clusters formed inside droplets [81].
So far, no structure diagram has been available to predict which arrangements dierent
particles will assume to minimise their energy. Nanoparticles come with very dierent sizes
and interactions, but existing diagrams are limited to very small subsets. e aim of our work
is to produce a large data base of minimal energy structures for clusters composed of two
particle species, and to scan this structure diagram in order to predict parameters for which




Nanoparticles used in agglomeration experiments inside emulsion droplets consist of semi-
conductor, metallic or magnetic crystal cores which are separated by ligand monolayers to
distances where aractive forces between the cores become small enough and their energy
comparable to the characteristic thermal energy of the system (kBT ). Tethering long hydro-
carbon surfactants to nanoparticle surfaces thus renders them stable against occulation and
enables them to function as a balanced colloidal suspension in non-polar solvents such as
hexane [82]. e pair potential between nanoparticles which is predominantly repulsive in a
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dilute state gradually becomes aractive during the process of self-assembly where the nano-
particles are slowly brought closer together and eventually into contact with one another by
the process of the removal of solvent. At the end of this process the solvent is mostly dried out
and the nanoparticles are rmly linked together into a superlaice by the interpenetrating sur-
face ligands whose mutual van der Waals aractions provide a deep potential well that greatly
exceeds system’s thermal energy. e assembly that proceeds at near equilibrium conditions
provides suciently long times during which the aractive pair interactions are comparable
to thermal energy which allows the nanoparticles to sample the possible congurations before
seling irreversibly and therefore facilitates the formation of equilibrated superlaices [83].
Organic surfactant molecules tend to lower the free energies of organic-inorganic inter-
faces and thus get absorbed to the surfaces of metallic nanoscale objects where they form self-
assembled monolayers similar to those in the well-known system of alkanethiols on gold [84].
As self-assembled monolayers are easy to prepare and form on objects of all sizes and shapes
they have become an essential part of nanotechnological systems where they are commonly
used for stabilisation and to add new functions by providing a number of parameters for tun-
ing the interaction of surfaces with the environment. For example, self-assembled alkanethiol
and organo-silicon monolayers have been used to greatly enhance the performance of organic
eld-eect transistors used in organic electronics and biosensing devices [85].
Around half a century ago polymer scientists elucidated the mechanisms by which non-
ionic polymer chains provide stability to colloidal particles [86]. When two such sterically
stabilised colloidal particles, dispersed in a good solvent, are brought at the distance where
their ligand coronas start to interact they begin to exhibit a repulsive force. Due to the negative
free energy of ligand-solvent mixing, the exclusion of solvent molecules from the interaction
zone results in the osmotic repulsion between the ligand chains. is is essentially a solvent
eect where chemical potential of solvent in the interaction region is smaller than that in
the external bulk phase which causes solvent molecules to ow from the bulk phase into the
interaction zone and thus force particles apart. At smaller particle separations the compression
of ligand chains results in a large elastic contribution to the potential energy which is oen
not very important when considering Brownian collisions.
e steric stabilisation of nanocrystals has proven to be a more complex phenomenon, also
because these objects are much smaller and the thickness of their ligand monolayers is com-
parable to the diameters of crystal cores. e interaction of two polymer molecules in solution,
as treated by the Flory-Krigbaum theory [87], depends on the volume available to the ligands
and therefore on the graing surface curvature. It is oen assumed that surface ligands cover
the central particle in a uniform shell, but on the nanocrystal cores with a varying curvature
and faceting of the graing surface this is not the case and can lead to a strong anisotropic be-
haviour of steric repulsion between nanoparticles [88]. e formation of chain-chain bundles
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of ligands are considered an important contribution to the melting enthalpy which imparts the
solution processability of nanocrystals [89]. Another important aspect is the crystallisation
of the ligand chains aer the removal of solvent molecules from the interaction zones in the
late stage of nanocrystal self-assembly which is due to the van der Waals aractions between
the monomers of the hydrocarbon chains. Dierent packing of hydrocarbon chains result in
dierent interparticle separations and could raise constrains on the resulting nanocrystal su-
perlaices. Multiple models have been proposed that treat the interdigitating hydrocarbon
coronas with simple geometric space-lling approach or as topological defects and a good
agreement has been reached by predicting the relative stability of candidate binary superlat-
tices (e.g. the AB13 crystal laice) while some models indicate the importance of many-body
interactions [45, 46, 90].
However, a precise calculation of the total interaction potential energy between two nano-
crystals which is the sum of the individual ligand-ligand interactions has not been established.
Molecular dynamics simulations with all-atom and coarse-grained force elds have been em-
ployed to estimate eective ligand-mediated interparticle potentials and concluded a num-
ber of contributing factors, from the size, faceting and surface curvature of the core, to the
ligand length, graing density, bonding strength, their mobility and collective behaviour, as
well as solvent properties and temperature [38, 40, 44]. We are thus dealing with a rather
complex system of nano-objects interacting through a combination of various contributions
that in practice all compete, whose relative importance remains unknown, that evolve during
the self-assembly process and exhibit nonlinear and non-additive coupling [91]. In reality, a
system contains an inhomogeneous collection of nanocrystals, nonuniform environment and
nite-size solvent molecules that would all have to be considered in an accurate description.
A rigorous characterisation of the eective interaction potential between nanoparticles
is desired for the theoretical and simulations treatment but has proven to be a dicult task
which remains a subject of intense active research, a more in-depth discussion of which is
given in several reviews [23, 92, 93]. Subsequently there seems to be a strong focus on sys-
tems with more controllable ligand interactions such as on DNA-functionalised nanoparticles
where complementarity of DNA strands is used to guide the assembly of superlaices [47, 48].
Another approach with larger colloidal particles is to produce directional aractions through
depletion interaction by varying the surface roughness of the particles [94, 95]. To enable the
treatment of systems of nanocrystal-ligand objects severe simplications on the nanocrystal
shapes and interactions have to be made. Individual studies have found that nanoparticles in
such systems behave as hard spherical colloids or that their morphology is driven by a gen-
eric pair potential, which oen turns out to dominate during the ordering transition and to
correctly predict the formation of superlaices. For example, hard spheres in spherical con-
nement have been shown to form icosahedral or rhomboicosidodecahedral clusters and FCC
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laices [81], while homogeneous minimal energy Lennard-Jones clusters have been used to
explain superlaices of gold nanocrystals [26]. Here we follow a similar approach and assume
a simplifying coarse-grained potential at the disorder-order transition and spherical nanocrys-
tal shapes.
2.2.2 Energy driven agglomeration
Experiments by Lacava, Born and Kraus with a homogeneous dispersion of ligand-passivated
gold nanoparticles with core diameters of 6 nm have demonstrated that the self-assembly by
evaporation of solvent from emulsion droplets leads to structures that closely resemble the
geometries of the minimal energy Lennard-Jones clusters [26]. In this case, the oil-in-water
emulsion was created using Triton X-100 surfactant while the nearly monodisperse nano-
particle cores were stabilised with dodecanethiol monolayers leading to eective diameters of
8.92 nm (aer interdigitation). A slow evaporation that took typically 240 min which is much
longer than the diusional equilibration time of the nanoparticles created a quasi-static, near-
equilibrium situation at the increasing concentrations [96]. A comparison of the transmis-
sion electron microscopy gures of ten supraparticles of dierent sizes and the corresponding
projections of numerically calculated global minima of Lennard-Jones clusters is shown in
Figure 2.1.
Good matching is observed in a broad range of numbers of conned nanoparticles, from
a very small cluster of only a few ten nanoparticles to much larger clusters containing more
than a thousand nanoparticles. Various dierent cluster morphologies are observed which
are similar to those of rare gases and metals [97], such as clusters based on a central icosa-
hedron with a Mackay overlayer (FCC growth) or an anti-Mackay overlayer (HCP growth),
complete Marks decahedron, and an icosahedron core with a Mackay overlayer and a central
vacancy. Although numbers of encapsulated nanoparticles in the inspected supraparticles are
small enough that the icosahedral structural motif is energetically the most stable ones [98],
the details of predicted cluster structures depend sensitively on the form of the interaction
potential and the precise number of constituent particles [72, 99, 100]. erefore it is un-
likely that these observations distinguishing detailed structures such as clusters with Mackay
and anti-Mackay overlayers in supraparticles of dierent sizes could be explained by ordering
merely due to entropic reasons as found more recently in analogous experiments [81]. How-
ever, systematic experiments with a more precise characterisation of the structures of small
and intermediate-sized clusters, possibly enabling three-dimensional comparison, would be
necessary to make more elaborate conclusions on the relative importance of the energetic
contributions in agglomerated structures.
e observations of minimal energy clusters also indicate that the total energy of a sys-
tem of conned nanoparticles can be described by a sum of all the pair interactions between
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them. Conversely, many-body eects can become important when nanoparticles with passiv-
ating ligand layers on their surfaces are closely packed [101]. Nevertheless, as concluded in
Ref. [26], in evaporating emulsion droplets particles are mobile enough “to nd their ener-
getically optimal position in the increasingly dense, non-agglomerated mobile precursor state
before they are nally quenched when their ligand shells interdigitate”. If there are also no
important contributions to the surface energy of clusters by encapsulating emulsion droplets,
as for example in the case of microparticles conned to the liquid-liquid interface [78], we
conclude that the interactions between the nanoparticles in this type of experiment can be
modelled by eective Lennard-Jones interactions and that the interactions are strong in com-
parison to the thermal energy, such that the ground state is formed at room temperature.
is simple description of colloidal particles in spherical connement as pairwise inter-
acting Lennard-Jones particles in free space where the connement is provided by the energy
minimisation principle enables us to explore and study the features of the extended cases of
more general colloidal systems such as heterogeneous clusters. In this work we will focus on
modelling binary colloidal clusters assembled from metallic nanoparticles of the same diameter
and dierent van der Waals aractions. Such clusters could be assembled in similar experi-
ments of agglomeration inside emulsion droplets from a mixture of two metallic nanoparticles
or quantum dots that exhibit eective dierences in their dispersion aractions.
2.2.3 Binary Lennard-Jones clusters
To describe the pair interaction in a suspension of colloidal nanoparticles in spherical conne-
ment at low temperatures we use the Lennard-Jones potential [102]. is simple and generic
potential describes colloidal particles with dispersion interactions and short range repulsion
in the form of inverse power laws with scaling exponents of 6 and 12, respectively. We use
this interaction potential because of the experimental conclusions described in the previous
section and because it describes generic features of interactions in simple liquids [3] although
we are aware that this form of the dispersion araction is precise for molecules or atoms of
simple neutral gases such as argon [103] and that beer models exist to describe colloidal
interactions, such as the DLVO theory [104]. .
For the heterogeneous Lennard-Jones clusters, where particles can have dierent sizes and
interactions strengths, the total energy is















Here the summation is done over all the pairs of particles in the cluster and thus the total
energy is a function of the coordinates of all N particles in a cluster, R = {r1, r2, . . . , rN}. e
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Figure 2.1: Experimental observations of supraparticles consisting from dierent numbers
of conned gold nanoparticles in comparison to projections of homogeneous minimal en-
ergy Lennard-Jones clusters. Transmission electron micrographs show arrangements of nan-
oparticles aer the self-assembly process driven by the evaporation of solvent from a suspen-
sions of nanoparticles with graed hydrocarbon ligands inside emulsion droplets. Structures
of clusters are based on central icosahedron with a Mackay overlayer (IC), anti-Mackay over-
layer (FC), Mackay overlayer and a central vacancy (IC∗) and Marks decahedron (MD). is
striking resemblance led to our study of a generalised heterogeneous supraparticles. Reprinted
with permission from [26]. Copyright 2012 American Chemical Society.
25




































Figure 2.2: e binary Lennard-Jones pair potential and the corresponding force magnitudes
as used to model a mixture of spherical particles whose aractions dier by a ratio of one half.
e energetic parameters are ϵBB = 0.50 and ϵAB = 0.71 whereas the sizes of both nanoparticle
types are the same, σAA = σBB = σAB .
range and the araction magnitudes of the particle interactions are given by parameters σαβ
and ϵαβ . e force acting on the particle i in the cluster is then expressed as a derivative of the
potential energy


















In the case of a binary cluster the system is composed of two dierent types of particles
and the Lennard-Jones model is described by parameters ϵAA, σAA, ϵBB , σBB , ϵAB , σAB . To set
the energy and length scales we can choose ϵAA = σAA = 1 and the remaining parameters are
the numbers of particles, NA and NB , which specify the size and the composition of a cluster
with the total number of particles N = NA +NB . e binary Lennard-Jones model is therefore
completely determined by a set of six parameters {N ,NB, ϵAB,σAB, ϵBB,σBB}. An example of
the potential and the corresponding force in a binary cluster made of particles with the same
size but dierent aractions is shown in Figure 2.2.
In this model there are no additional energy terms included and no extra constraints im-
posed thus we are calculating the structures of free clusters. More elaborate models should
take into account further details of experimental situation, for example the interactions of col-
loidal particles with the surfactants forming conning emulsion droplets which could select




Binary Lennard-Jones clusters have been used as a benchmarking system for global optimisa-
tion algorithms due to the mathematical complexity they pose to state of the art computational
resources [105]. A common approach to solving this problem is the basin-hopping algorithm
which is a Monte Carlo based method that produces an unbiased walk through a transformed
potential energy surface, where in a specied number of Monte Carlo steps one hopes to reach
the lowest minimum. e potential energy landscape is transformed into basins of araction
computed by a deterministic local optimisation method [100]. Such an algorithm performs
well for homogeneous particle clusters but for multi-component systems additional combin-
atorial local minimisation steps are required to relax cluster congurations with respect to
particle types. For this we apply another deterministic scheme similar to a graph partitioning
approach which is then used to nd the local biminima and consequently outperforms basic
basin-hopping algorithm for binary clusters [105, 106].
To minimise the energy of binary clusters we use the implementation of basin-hopping
global minimisation algorithms with positional and combinatorial local optimisation as provided
by the GMIN program [107]. Here, we present a scan of the entire composition diagram of min-
imal energy binary Lennard-Jones clusters, i.e. a minimal energy structure for each possible
choice of composition, for up to 200 particles for multiple sets of interaction parameters. In
total, we have computed the global minima for 180,000 dierent energy landscapes.
2.3.1 Global optimisation in heterogeneous systems
To nd the global energetic minimum of a many-particle system is a dicult mathematical
problem. As the energy is a function of a large number of continuous variables which display
many local minima, optimisation requires the use of advanced numerical methods [108–113].
Minimising energies of heteroparticle systems is even more complicated due to the large num-
ber of combinatorial arrangements [114, 115]. In addition, the less similar the particles are, the
more dicult it is to nd the global minimum as there are increasingly high energy barriers
in the potential energy landscape [116, 117]. However, the total number of particles in the
system remains the most important factor determining the computational eort.
For systems made of just one component the problem has been solved for up to hundreds
of particles using unbiased optimisation algorithms. In contrast, for multi-component systems
specicities of each system (e.g. the functional form of the interaction potential and the num-
ber of components) need to be taken into account when choosing the optimisation strategy.
For the binary Lennard-Jones (BLJ) system, compositional minima for clusters of up to 100
particles with diameter ratios up to 1.3 and one xed choice of interaction parameters have
been computed [118, 119]. ‘Compositional’ means that not only the particle positions but also
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the identities of the particles were varied in order to obtain minimal energies.
e problem of nding the global optimum in a system with multiple degrees of freedom
appears in several elds of science and technology. In prediction of the crystalline structure
of solid materials from their ab-initio total energy models the stable structure corresponds to
the global minimum in the multidimensional free energy surface [120]. In the structural op-
timisation of nanoalloys the lowest energy structures in heterogeneous clusters of particles
modelled with complex many-body potentials have to be identied [121]. In protein folding
where the native structure has to be predicted from the amino acid sequences [122]. e prob-
lem of nding the ground state congurations of spin glasses reduces to the minimisation of
a complex multidimensional hypersurface [123]. e problem is also encountered in micro-
processor design and several other travelling salesman-type problems. us new algorithms
leading to improved solutions in global optimisation have important implications for applica-
tions in catalysis, biotechnology, crystallography and elsewhere [108].
e aforementioned problems are usually best understood by studying the underlying po-
tential energy landscapes [108]. ese are multidimensional hypersurfaces which results from
all the possible conformations of the system components. Energy landscapes become complex
and nontrivial to globally optimise already for systems with a few tens degrees of freedom.
e principal cause of diculty arises from the large number of minima on the hypersurface.
For example, in homogeneous Lennard-Jones clusters the number of minima has been shown
by extrapolation to increase exponentially with the number of particles [124]. But the size of
the system is not the only factor determining the problem diculty. High energy barriers that
prevent the algorithm to escape from local minima are present. Especially challenging are en-
ergy landscapes with several funnels in which the minimisation algorithm can get trapped and
which require more eort than the larger systems with only one ecient funnel [125, 126].
Optimisation algorithms performing the exhaustive search on the energy surface are of
limited usefulness due to the vast number of local minima and inability to overcome high
energy barriers in the case of energy landscapes with a complex topography. Several methods,
among those molecular dynamics, Monte Carlo, simulated annealing and parallel tempering,
have not been able to locate global minima for Lennard-Jones clusters already at small sizes.
Computational evolution of the system at nite temperature or simulated annealing will not
succeed additionally due to the dissociation of global free energy and energy minima at very
low temperatures where barriers are high [100]. is has led to introduction of several new
computational and physical approaches in the algorithms for global optimisation.
Two classes of algorithms that are able to eciently locate global minima in the homo-
geneous Lennard-Jones clusters prevail in the literature. e rst are genetic algorithms [112,
113, 127, 128] that use evolutionary techniques and the other are the hypersurface transform-
ation methods which perform a search on a transformed energy landscape [109, 129]. It is
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characteristic for both of them to use local minimisation algorithms in order to produce new
congurations and simplify the search space. In the case of global optimisation of nanoalloys
their performance is comparable and none of them show signicant disadvantages over the
other [121]. In this work we choose to apply the method from the second class which is an
unbiased algorithm that can be well adapted for optimisation of multi-component systems.
2.3.2 Basin-hopping algorithm
e energy of a cluster for a chosen set of parameters ϵαβ and σαβ can be wrien as
E = f (r1, r2, . . . , rN ) , (2.3)
where N is a number of particles in a cluster. us we have to nd a global minimum R∗ of a
scalar function of 3N independent variables
R∗ = {r∗1, r∗2, . . . , r∗N} where E = min . (2.4)
Global optimisation of a multidimensional scalar function poses a dicult mathematical prob-
lem that can only be successfully addressed by advanced numerical methods. One ecient
approach to this problem is basin-hopping where a local energy minimisation algorithm is
used to transform the original energy landscape into plateaus or catchment basins or basins
of araction [100, 109]. e energy transformation can be wrien as
E˜ (R) = min {E (R)} (2.5)
where the dependency on R in the notation indicates that the local energy minimisation starts
out in the conguration point R. e idea is to reduce the complexity of energy landscape by
transforming nontrivial features of the potential into a collection of steps by a deterministic
local optimisation method which does not change the relative energies of minima and leaves
the global minimum intact. is is shown for the case of a one dimensional energy function
in Figure 2.3. A search strategy based on Monte Carlo sampling is then used to explore the
plateaus of a transformed energy landscape in an unbiased walk where in a specied number of
Monte Carlo steps one expects to visit the lowest minimum. If the proposed Monte Carlo step
has been accepted aer the local minimisation the structure is reset to that of the current local
minimum. is has been found to be more eective than allowing it to vary continuously [100,
129].
Metropolis scheme (as dened in Equation (1.8)) is applied in the search strategy as it
drives the system towards congurations that are energetically more favourable while still
allowing the acceptance of higher energy states. e acceptance rate of these steps that help
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Figure 2.3: Schematic representation of the principle of basin-hopping Monte Carlo method.
e grey dashed line represents the basins of a transformed potential energy surface. Red lines
show how the local minimisation along a single dimension transforms initial conguration
points into such steps. e blue dashed lines outlines one possible exploration of conguration
space by Monte Carlo steps hopping between the catchment basins.
to overcome the barriers in the energy landscape is tuned by the temperature parameter as well
as by the magnitude of the trial steps which have to generate all the possible conformations of
the system. e described algorithm performs well for homogeneous Lennard-Jones clusters
of up to several hundreds of particles [130].
In a binary cluster, composed of particles of two dierent species A and B, there are
N !/(NA! × NB!) possible permutational isomers or homotops with the same positional cong-
uration and dierent identity arrangements. is large combinatorial factor of distinct homo-
tops greatly complicates the problem of nding the global minimum using stochastic search
schemes. Basic basin-hopping approach combined with uniform or exponentially weighted
random identity exchanges does not yield a signicant performance increase for optimisation
of binary clusters [105]. A more ecient approach is to use the second deterministic scheme
as an identity counterpart to the local minimisation of particle positions and combine it with
basin-hopping to transform initial energy landscape to the so called biminima - local minima
in both coordinate and permutation space of heterogeneous systems. An ecient way to relax
cluster congurations with respect to particle identities is based on Kernighan and Lin’s graph
partitioning heuristic [131]. In this greedy algorithm [132] a sequence of locally most favour-
able identity swaps is carried out, where swaps can be chosen in multiple ways. is identity
optimisation is performed aer each local minimisation of the particle positions (known as a
quench). Such a scheme largely outperforms basic basin-hopping for binary clusters [106].
In the following, several aspects and details of the chosen numerical scheme are discussed
and the chosen parameters are specied.
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Temperature parameter e Monte Carlo algorithm runs at a xed temperature T where
the moves are accepted according to the standard canonical sampling using Boltzmann weights.
e size of moves changes in order to achieve a desired acceptance ratio. Optimal temperature
parameter depends on the potential parameters and the composition of clusters. We determine
it by varyingT and gathering statistics for several random starting congurations. e optimal
value is at the shortest mean time for a given acceptance ratio and in general increases slightly
with the cluster size. Here we used xed temperature for the whole range of parameters and
compositions used.
Initial condition and reseeding Initially we randomly generate N uniformly distributed
points inside the unit cube. is is passed as an input to the program which transforms the
initial conguration and energy by running the local minimisation algorithm in the positions
space described in more detail below. Initial conditions can be used to seed the runs with
previously optimised congurations of smaller clusters or clusters with dierent compositions.
We did not use seeding in our calculations but rather chose a completely unbiased approach.
However, Monte Carlo runs are reseeded with random congurations if the energy does not
decrease in a specied number of steps.
Interaction potential We specify the potential function by seing the values of ϵAB , σAB ,
ϵBB , σBB , the size of a cluster N and the number of B type particles NB . We do not use the
cuto distance in the calculation of the potential because we explore clusters made of only up
to few hundred particles.
Spherical container and centring Before the move is aempted we check if all the particles
are inside a dened container radius, otherwise we put them back in at the opposite end of a
diameter by rescaling. A restriction to a spherical container is also taken into account in the
local minimisation routine where particles are translated in such a way that a centre of mass
lies at the origin. Aer the move is accepted we check again if the particles are out of the
container otherwise we put them back by displacing them by a vector of length equal to the
container diameter and pointing towards the origin.
Monte Carlo moves In a single Monte Carlo step we aempt to randomly displace each
particle and aer each aempt we make a local minimisation according to the positions and
the identities of particles. We also perform angular steps where a particle is randomly placed
on the sphere with a radius of the most distant particle from the centre of mass of the cluster.
Angular steps are taken on particles whose binding energies are lower than that of the most
tightly bound particle in a cluster multiplied by a proportionality constant which species a
threshold for angular steps. We set the initial values of the magnitude of random displacements
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and the angular threshold to 1.3 and 0.5 and then adjust their values during sampling in order
to achieve the desired acceptance rate of 0.5. In the Monte Carlo method we use the search
strategy where aer a successfully accepted step the structure is reset to that of the current
local minimum and not allowed to vary continuously.
Geometry relaxation (local minimisation in positions space) Local minimisation is
performed by the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) minimisation
algorithm of Liu and Nocedal [133, 134]. Local minimisation algorithm nds stationary points
which are a set of variables where the function’s rst derivatives are zero. Newton’s method
identies the stationary points by iteratively estimating displacement vectors for the func-
tion’s rst derivative using the Hessian matrix of the second derivatives. In the case of quasi-
Newton methods the Hessian matrix of second derivatives does not have to be computed dir-
ectly but it is instead approximated by the algorithm that updates it at every step using the
information from successive gradient vectors [135]. us we only have to specify the Jacobian
matrix of the rst derivatives of our potential and the BFGS algorithm then uses a specic
formula for the estimation of the Hessian matrix. While approaches based on the Newton’s
method converge well for functions with a quadratic Taylor expansion close to extrema, the
BFGS method which uses only the rst derivative is practical and eective even for optimisa-
tion of non-smooth functions [136]. e commonly used L-BFGS method is a limited-memory
version of the BFGS method which is particularly suited to problems with very large numbers
of variables (e.g., > 1000), while the L-BFGS-B variant can handle simple box constraints [137].
Combinatorial optimisation (local minimisation in identity space)
e optimal permutation of the current conguration is determined by an algorithm that is
a variant of the Kernighan-Lin (KL) heuristic for graph partitioning [131]. It is performed
aer a Monte Carlo step is aempted and geometry optimisation has already been executed.
In this algorithm we start with the current permutation and then identify the swap of the
identities of two selected particles that is going to be executed next. We then execute this
swap and remove the two aected particles from further consideration. Geometry is relaxed
aer each permutation to relieve the stresses in the cluster. We repeat this until there are no
more particles le to swap or a dierent termination condition is met. e expensive part of the
algorithm is determining the next swap of particles, which can be done in several ways [105].
In the exact KL scheme the next swap is chosen by calculating energy dierences (swap
gains) of all the possible identity swaps and then choosing the one with the largest energy gain.
Although only swaps with positive energy gains are allowed, the evaluation of all combinat-
orial possibilities renders this approach computationally too expensive. One way to speed up
combinatorial optimisation is the iterated local search (ILS) which is a greedy variant of the
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KL algorithm where a permutation is executed as soon as we nd the rst swap that lowers
the energy [138]. Additionally one can choose the next swap by estimation using only the
knowledge of energy dierences for changes of single particle identities (ip gains). is re-
duced the computational cost since only N ip gains have to be calculated instead of NA ×NB
swap gain energies. e swap particles are then chosen from the two lowest ip gains or in a
more approximate way. In our calculations we are using the ILS scheme where the next swap
is determined by the lowest ip gain estimated from a sequence of approximate ip gains cal-
culated before the geometry relaxation step [106] and where the combinatorial optimisation
procedure is stopped as soon as a swap that doesn’t lower the energy is encountered.
In summary, we perform basin-hopping Monte Carlo runs of 3 · 105 accepted steps at the
temperature xed atT = 0.1. In the Monte Carlo moves we limit the maximum change of any
Cartesian coordinate and impose a tolerance on the binding energy of individual atoms below
which an angular step is taken for that atom. If the energy does not decrease within a certain
number of steps we reseed the run. e local optimisations or quenches in the coordinate
space are done with the L-BFGS algorithm where the maximum number of iterations allowed
is 2 · 103 for the ‘sloppy’ quenches of the basin-hopping run and 2 · 106 for the nal quenches
that are used to produce the output. e convergence criterion for the root mean square (RMS)
force in the basin-hopping quenches was set to 5 ·10−4. ench minima are only considered to
be dierent if their energies dier by at least 10−5. e tolerance for the RMS force in the nal
set of quenches that are used to produce the output is 10−7. We calculate the energy of the
binary Lennard-Jones clusters without using a distance cuto. e system is translated so that
the centre-of-mass lies at the origin aer every quench. We use the container that prevents
particles evaporating during quenches. Algorithm also performs homotop renement for a
binary system using the ILS scheme. e renement happens every basin-hopping step, aer
the coordinates have been perturbed and quenched. It involves exchanging the coordinates of
two unlike atoms until a termination condition is met. All quantities are give in the Lennard-
Jones units [61] of σAA and ϵAA.
e performance of the algorithm was tested by comparing with the energies and coordin-
ates of the homogeneous and binary minimal energy Lennard-Jones clusters published in e
Cambridge Cluster Database [118] as well as in the other sources [119, 139]. We found the
agreement to the available precision of the data and continued to use the same algorithm for
scanning a larger parameter range.
2.3.3 Classication scheme
To analyse the crystalline structure of clusters we use the Steinhardt bond-orientational order
parameters [140] which are based on spherical harmonics and are commonly used to distin-
guish structures formed during the crystallisation of undercooled or compressed liquids [141].
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e method of bond order parameters analyses the symmetries in the orientations of bonds
around particles where a bond is dened as a vector connecting a pair of neighbouring particles.
e cuto radius is used to identify neighbouring particles, we set its value to the radius
between the rst and the second peak of the pair correlation function although its precise
value should not aect the values of bond order parameters.
For a bond rij between particles i and j the local order parameters are dened as
Qlm (rij ) = Ylm (θ (rij ),ϕ (rij )) , (2.6)
whereYlm (θ ,ϕ) are the spherical harmonics while θ (rij ) and ϕ (rij ) are the polar and azimuthal
angles of the bond rij with respect to any arbitrary and xed reference frame. Only bond
parametersQlm with even l are of interest because they are centrally symmetric and therefore
invariant to bond inversions between particles i and j, i.e. their value does not change if a bond
is depicted by rij or rji = −rij . To characterise the overall symmetry of a cluster we calculate
the global bond order parameter Qlm by summing over all nearest neighbour bonds between






Qlm (rij ) , (2.7)
where Nb denotes the number of bonds. To make the order parameters invariant with respect
to the rotations of the coordinate system Steinhardt introduced two additional rotationally








and the normalised third-order invariants
wl (i ) =
∑
m1+m2+m3=0





e integersm1,m2 andm3 run from −l to l while only the combinations withm1+m2+m3 = 0
are allowed and the term in brackets is the Wigner 3-j symbol [142].
A set of bond order parameters holds the information on the crystalline structure and can
be used to identify dierent crystal symmetries, depending on the choice of l . In practice, the
four parameters q4, q6,w4 andw6 are oen sucient to distinguish between crystal structures,
when compared to the values of the ideal periodic laices although at higher temperatures
their distributions can get smeared out due to thermal uctuations. In our case the resulting
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q4 q6 w4 w6
FCC 0.19094 0.57452 −0.15932 −0.01316
HCP 0.09722 0.48476 0.13410 −0.01244
SC 0.76376 0.35355 0.15932 0.01316
BCC 0.08202 0.50083 0.15932 0.01316
liquid 0 0 0 0
Ih bulk 0 0.19961 −0.15932 −0.16975
Ih surface 0 0.20729 0.15932 0.16975
Table 2.1: Bond-orientational order parameters with l = 4 and l = 6 for ideal periodic lat-
tices with face-centred-cubic (FCC), hexagonal close-packed (HCP), simple cubic (SC), body-
centred-cubic (BCC) symmetries, bulk and surface values for complete Mackay icosahedra (Ih)
and a disordered liquid [143].
four values aached to each cluster were compared to the values of four ideal laices (SC,
BCC, FCC, HCP), to a liquid conguration and to values of complete Mackay icosahedra [143].
e clusters were classied according to the closest matching of their bond parameters to the
reference values shown in Table 2.1.
2.4 Binary clusters of nanoparticles with heterogeneous
attractions
To facilitate the exploration of possible outcomes in the self-assembly experiments inside
emulsion droplets with heterogeneous mixtures of nanoparticles we employ a simplifying
model where we represent nanocrystals close to the ordering transition as spherical particles
interacting through generic isotropic coarse-grained potentials. Our model describes the self-
assembly of a mixture of two dierent types of spherical particles (A and B) whose aractions
dier by a given ratio. Spheres of identical diameter interact via a Lennard-Jones potential
as described by Equation (2.1) where the total energy of a cluster of spheres is obtained by
summing the contributions from all pairs of particles. In the following, we use ϵAA as unit of
energy and σAA as unit of length. e free parameters are ϵBB , σBB , ϵAB , σAB , while N and NB
determine the composition of a cluster.
Particles in the cluster are of the same diameter but have dierent interaction strengths.
We choose dierent ratios of the interaction constants to describe material combinations of
dierent dissimilarities, ϵBB/ϵAA = 0.90, 0.50 and 0.01. ese values correspond to the ratios of
dispersion interactions of gold nanoparticles with those of less strongly interacting materials
like silver, copper and polymers, respectively, across a hexane medium [144]. e remaining
parameter, ϵAB was calculated as a geometric mean approximation, ϵAB = (ϵAAϵBB )1/2. is
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Figure 2.4: Distance of the innermost particle from the centre of mass of the cluster as a func-
tion of cluster composition and size for two dierent material combinations.
is also known as the Berthelot combining rule [145], a widely used choice for describing the
dispersion interactions between two dissimilar materials which describes well the properties
in simple mixtures of Lennard-Jones uids [146]. To explore the eect of the combining rule
we additionally studied three dierent values for the inter-species interaction strength at a
xed ϵBB .
Although we set the parameters to model specic combinations of materials, the results
we present are rather general. We tested the stability of several structures against the vari-
ation of the interaction parameters and found them to be stable over a relatively large range
(see Figure 2.9). us e.g. a mixture of metallic and polymeric nanoparticles, as they are com-
monly used in experiments on colloidal suspensions, would yield the same structures for many
dierent choices of metal.
We analysed the structure diagram as a function of the cluster size and composition, i.e. of
the number of all particles N and the number of B particles NB . In contrast to the work of
Doye [119] we are not interested in the compositional global minima where the numbers of
dierent particles in the cluster are subject to optimisation, but in the lowest minima at given
compositions. We thus aim to determine the structural behaviour that is to be expected for
mixtures of spheres with dissimilar aractions in e.g. conned agglomeration experiments
with bimetallic nanoparticles where the composition inside connement is well dened.
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Figure 2.5: Classication of clusters with dierent sizes and compositions according to the
bond-orientational order parameters q4, q6, w4 and w6 averaged over all the particles in the
cluster for two dierent material combinations.
In Figures 2.4, 2.5 and 2.7 we present diagrams of several observables that characterise
the structure of the putative minimal energy clusters for two dierent material dissimilarities.
Data for i.e. ϵBB = 0.90, ϵAB = 0.95 is shown in the lower triangle and ϵBB = 0.01, ϵAB = 0.10
in the upper triangle. Every single speck in the diagram corresponds to one basin-hopping
calculation of the global energy minimum. For all cluster sizes N and compositions NB we
nd a core-shell separated structure with B particles on the outside. is is expected as the
A particles aract each other more strongly than the B particles and are therefore not placed
on the boundary where the number of neighbours is smaller. Clusters with directional sym-
metries can thus only occur for large number ratios between A and B particles, where the A
particles form a core that is covered by a suitable, smaller number of less strongly bound B
particles which are distributed in a structure that optimises their energetic interactions. We
also present additional observables and parameter choices for varying mixing aractions of
dierent particle species in a database that contains more than 180,000 minimal energy con-
gurations of the resulting clusters which can be visualised and downloaded using our web
application [147].
Figure 2.4 shows the minimal distance of any particle in the cluster from the geometric
centre of the cluster, dmin = min ‖ri − rc ‖. At certain numbers, there are clusters with one
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Figure 2.6: ree examples of orientationally symmetric minimal energy clusters of Lennard-
Jones particles with the same diameter and with araction ratio ϵBB = 0.50ϵAA. Le: e
ideal icosahedron of A particles in the core is surrounded by 20 B particles at the centres of its
triangular surfaces in the minimal energy solution for N = 33 and NB = 20. Middle: e ideal
icosahedron with valency 12 is a minimal energy solution for N = 55 and NB = 12. Right:
Minimal energy solution for N = 115 and NB = 60 where B nanoparticles are arranged in 20
triangles lying on top of triangular faces of the central Mackay icosahedron.
particle in the centre (dark spots), a feature that is characteristic for Mackay icosahedra and
thus enables us to identify them. We can clearly see this feature around the clusters with sizes
13, 55 and 147. ese numbers, also sometimes called the magic numbers, are the numbers of
particles in the rst three complete Mackay icosahedra. In general, the number of particles in
a Mackay icosahedron with L complete layers around the central particle is N = 103 L
3 + 5L2 +
11
3 L+1 [148]. e diagram shows that for large ϵBB the Mackay structure is nearly independent
of composition (vertical dark stripes) while for small ϵBB it is stable for constant NA (diagonal
dark stripes). In addition, there are some other isolated regions in the structure diagram with
a central particle. Here, typically an ideal icosahedral core is covered with a shell of particles
of the other species. ese structures are particularly interesting as they oer valence with
specic symmetries as can be seen in example snapshots in Figure 2.6. e particles on the
corners could be functionalised to produce building blocks of colloidal molecules.
We analyse the crystalline structure in terms of Steinhardt bond-orientational order para-
meters q4, q6,w4 andw6 [140]. By comparing their values averaged over all the particles in the
cluster to the values obtained for several known crystals and complete icosahedra we classify
clusters according to the closest matching and observe that icosahedral features largely pre-
vail [143], which is also conrmed by visually inspecting the resulting clusters. An interesting
feature are the vertical stripes in the lower triangle of Figure 2.5 which imply structural fea-
tures that are independent of composition, i.e. close packing in space is more important than
the optimisation of energetic bonds.
In Figure 2.7 we show the dipole moments of the clusters, where we assigned charge +1 to
particles of type A and charge −1 to particles of type B. e values are mostly close to zero, but
there are also certain regions with larger dipole moments. A large dipole moment corresponds
to Janus-like phase separation. While we do not observe large dipole moments due to core
shell structure, there are some regions with non-zero dipole moments where the A particles
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Figure 2.7: Magnitude of the dipole moment normalised to the number of particles as a function
of cluster composition and size for two dierent material combinations. When computing the
dipole moment we assigned charge +1 to particles of type A and charge −1 to particles of
type B.
occupy one side of the outer shell. (See e.g. gure 2.9 middle row right column.) Clusters
with a large dipole moment that are internally phase separated are observed for mixtures of
two dissimilar and less compatible particle types as presented in Figures 2.15 and 2.16. Such a
model describes the case of disfavoured mixing, for example when two less cross compatible
ligands are aached to dierent nanoparticle types.
2.5 Additional parameters and observables
Additional minimal energy structures of binary Lennard-Jones clusters were calculated for
multiple combinations of van der Waals aractions between B species and between A and
B species of particles. A summary of model parameters used in these studies is shown in
Table 2.2. In the rst three models the ratio of the intra-species araction parameter ϵBB is
varied to describe materials with various degrees of dissimilarity while the inter-species at-
traction parameter, i.e. the mixing parameter ϵAB, was calculated according to the Berthelot
combining rule which is commonly used to approximate cross interactions in simple binary
mixtures.
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Figure 2.8: Distance of the innermost particle from the centre of mass of the cluster as a func-
tion of cluster composition and size for two dierent material combinations with ϵ = 0.10 and
ϵ = 0.50.
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Figure 2.9: Examples of symmetric clusters that show lile or no sensitivity to changing the
relative araction strength ϵBB of species B particles. From le to right: ϵBB = 0.01, 0.5, 0.9.
From top to boom: N = 33, 55, 147 and NB = 20, 28, 12.
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ϵAA ϵBB ϵAB σAA σBB σAB
model 1 1 0.01 0.10 1 1 1
model 2 1 0.50 0.71 1 1 1
model 3 1 0.90 0.95 1 1 1
model 4 1 0.62 0.31 1 1 1
model 5 1 0.62 0.62 1 1 1
model 6 1 0.62 0.79 1 1 1
Table 2.2: Parameters used in the study of dierent models of the binary Lennard-Jones mix-
ture of spherical particles with equal diameters (σ ). Models 1 to 3 describe binary mixtures
with dierent araction dissimilarities where the inter-species aractions are approximated
by a geometric mean (Berthelot rule) while models 4 to 6 describe mixtures with the same
araction dissimilarity but dierent levels of inter-species araction.
In model 2 type B particles are two times less aractive than type A particles, which
presents a less extreme choice of araction ratios than the already discussed cases of ϵBB = 0.01
and ϵBB = 0.90 from models 1 and 3. To explore the eect of the choice of the mixing araction
on the structure of clusters dierent values of the mixing parameter were used in the last three
models, i.e. ϵAB = ϵBB/2 (model 4), ϵAB = ϵBB (model 5) and a geometric mean (model 6). Model
4 describes the case of disfavoured mixing which is relevant when two less cross-compatible
ligands are aached to nanoparticles. is causes the formation of distinct Janus-type phase
separated clusters instead of the core-shell structures observed for other models. Such ligand-
induced phase-separation has been observed in the fabrication of solid lms from dispersions
of binary polymer-tethered nanoparticle blends where ligand interactions were modied with
distinct types of polymer chains [149].
Diagrams of various observables that characterise the structures of the resulting minimal
energy clusters are shown in Figures 2.10, 2.11, 2.12, 2.13 and 2.14. Alongside with the distance
of the innermost particle from the centre of mass of the cluster in Figure 2.10, the classic-
ation of clusters according to the bond-orientational order parameters q4, q6, w4 and w6 in
Figure 2.11 and the magnitude of the dipole moment in Figure 2.14 we also analyse two ad-
ditional observables, the bond-orientational order parameter w4 and the dierence ∆rBA. e
laer is calculated between the average distances of type B and type A particles from the centre

















and normalised by the average distance of all particles from the centre of mass of the cluster.
Here rAi and rBi are the distances of i-th particle of type A or B from centre of mass of the cluster
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whereas NA and NB are the numbers of type A and type B particles in the cluster. Examples
of the resulting minimal energy binary clusters are shown in Figures 2.15 and 2.16.
From Figure 2.10 we can distinguish the regions with icosahedral features and conclude
some general trends. At rst, we again see that for very large araction dissimilarities (model
1) we obtained dark diagonal lines indicating that it is the number of type A particles that
determine the structure irrespective of the number of type B particles whose energetic contri-
butions are negligible. For other models we observe the vertical dark lines at magic numbers
of complete Mackay icosahedra which indicate that it is the total number of particles in the
cluster determining its structure irrespective of the composition ratio.
is trend is, however, not uniform, but gets modied variably for models 2, 4 and 6. In
models 2 and 6 isolated regions with icosahedral structure appear outside of magic cluster sizes
and correspond to structures with symmetric paerns of type B particles forming as a part or
on top of icosahedra of type A particles as shown in Figure 2.6. is is due to the fact that
the energetic contributions from type B particles are at certain compositions large enough to
disrupt or stabilise icosahedral packing. is tendency to disrupt the otherwise composition
independent icosahedral features becomes even stronger for disfavoured mixing of dierent
particle species. As we can see for model 4 the icosahedral features remain at magic cluster
sizes only close to homogeneous cluster compositions but otherwise completely disappear.
e new isolated icosahedral regions appear that corresponds to clusters composed of two
separated homogeneous icosahedra composed of only type A or type B particles sharing a
common face with each other as shown by the two examples in Figures 2.15 and 2.16.
Similar information about structural features depending on the number of type A particles
(model 1) and on the cluster size (model 2–6) is obtained from the classication of crystal struc-
ture of clusters according to bond-orientational order parameters q4, q6, w4 and w6 shown in
Figure 2.11 and the order parameter w4 shown in Figure 2.12. Additionally we see that in cer-
tain regions disordered or HCP overall cluster structures prevail over otherwise predominantly
icosahedral features.
e dierence ∆rBA which is an indication of the core-shell structure of the clusters is
shown in Figure 2.13. For models 1–3 and 6 we see that ∆rBA is always positive and therefore
the structures of all clusters, irrespective of their size and composition, are core-shell with
less aractive type B particles lying on the outer shell where they have a smaller number of
energetic bonds to their nearest neighbours. In the model 5 where the mixing aractions are
the same as the aractions between type B particles the situation changes only in the case of
a very small number of type A particles in a cluster when optimal packing of a large number
of less aractive type B particles prevails and the type A particles are moved to the outer
shell. A contrasting situation is observed for model 4 where ∆rBA is zero for clusters of equal
composition, NA = NB , but continuously rises with increasingly assymmetric composition,
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either to positive or negative values. is indicates that either type A or type B particles can
lie on the shell of the cluster depending on its composition despite the dierences in their
aractions.
From the magnitude of the dipole moments in Figure 2.14 we see that model 4 results in
clusters with large dipole moments that are completely phase separated as a consequence of
their small mixing aractions. Here, the minimisation of energy favours structures with a large
number of contacts between particles of the same type and a a small interface between dierent
particle types. is mostly results in two clusters with icosahedral features, each composed
of either type A or type B particles, that are connected by a common face with a low energy
contribution. Two examples of such phase separated clusters are shown in Figures 2.15 and
2.16. For symmetric compositions, NA = NB , the corresponding phase separated clusters are
ideally balanced on each side of the cluster’s centre of mass and are characterized by ∆rBA close
to zero. Many clusters with larger dipole moments are observed also in model 5 where particles
oen form core-shell clusters with asymmetric shells. In models 1–3 and 6 the inter-species
aractions are large enough to promote mixing of type A and type B particles in icosahedral
clusters which causes small dipole moments except in multiple isolated regions where they can
become considerably larger. ese larger dipole moments are produced from an asymmetric
distribution of less aractive particles on the outer shell of otherwise icosahedral clusters
which seems to be a consequence of particular packing optimisations at specic cluster sizes
and compositions.
2.6 Conclusions
Fabrication of advanced materials and devices through the ‘boom-up’ approach requires inor-
ganic nanocrystals with specic morphologies which can then further self-assemble into hier-
archical structures [56]. Numerous such assemblies were produced from organically stabilised
metallic nanoparticles that provided useful properties in the elds of catalysis, optics, electron-
ics and rheology [93]. For example, mixing of polymers and nanoparticles with tailored sizes
and coatings has enabled regulated spatial distribution of nanoparticles in the polymer matrix
and construction of hierarchically structured exible composites with advantageous mechan-
ical properties such as self-healing and self-corralling [150]. Nanocrystals with patchy inter-
actions, Janus character or core-shell structure have been broadly applied and shown to form
superlaices with desirable properties such as an optical bandgap [151] or synthetic bilayers
and rings for drug-delivery [152].
In the presented work we focused on the structures of nanocrystals that can be formed in
isolated, energy-driven assembly protocols from binary mixtures of spherical particles with





























































































Figure 2.10: Distance (in units of σAA) of the innermost particle from the centre of mass of the
cluster as a function of cluster composition and size.
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Figure 2.11: Classication of clusters with dierent sizes and compositions according to the






























































































Figure 2.12: Bond-orientational order parameter w4 as a function of cluster composition and
size.
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Figure 2.13: Dierence between the average distances of type B and type A particles from the











































































































Figure 2.14: Magnitude of the dipole moment normalised to the number of particles as a func-
tion of cluster composition and size. When computing the dipole moment we assigned charge
+1 to particles of type A and charge −1 to particles of type B.
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Figure 2.15: e ideal icosahedron with valency 12 is a minimal energy solution for model 6
for N = 55 and NB = 12 (le). e corresponding minimal energy solution for model 4 shows
a complete separation of both particle types (right).
Figure 2.16: e ideal icosahedron in the core is surrounded by 20 particles of B type at the
centres of its 20 triangles in the minimal energy solution for model 6 for N = 33 and NB = 20
(le). e corresponding minimal energy solution for model 4 shows a full separation of both
particle types where particles of A type form a complete icosahedron (right).
ditional hypersurface transformation in the identity space we have computed the putative
minimal energy congurations of the binary Lennard-Jones clusters of up to 200 particles.
Our model describes binary clusters that are expected to form in the self-assembly protocols
driven by energetic interactions such as in the agglomeration of binary mixtures of spherical
nanoparticle with the same diameters but dierent aractions at low temperatures. e inter-
action parameters were set to mimic a combination of gold, silver and polymeric nanoparticles
in hexane, but the main results hold more generally for mixtures of particles with dierent van
der Waals interactions and varying inter-species mixing propensities.
We predict, in particular, which cluster sizes and compositions lead to the core-shell clusters,
Janus clusters and clusters with icosahedral symmetry in which the minority species is loc-
ated at the vertices. To build such structures an assembly protocol is required that can produce
clusters through a process dominated by energy minimisation. Even small dierences in at-
traction would then lead to structured clusters with interesting symmetries. If functionalised
suitably, these clusters could be promising building blocks for colloidal molecules and crystals.
For example, they could be used as patchy particles with site-specic aractions on particle
surfaces [153, 154] which are desired in colloidal self-assembly targeting compact crystalline
structures, such as the diamond crystalline laice, that have a bandgap in visible region and
are promising for photonic applications [151].
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Chapter 3
Pressure-controlled formation of AB13,
Janus, and core-shell supraparticles
In this chapter we consider a dierent extension of the process of nanoparticle agglomeration
inside emulsion droplets to a situation where a mixture of nanoparticles of two dierent sizes
is used. Experiments have conrmed that a binary mixture of gold nanoparticles with dia-
meters 4 nm and 8 nm conned in slowly shrinking spheres can form regular supraparticles.
Unexpectedly, supraparticles with dierent structures were observed to self-assemble from
the same dispersion of nanoparticles. Binary crystalline superlaices, Janus and core-shell
supraparticles were produced when the emulsion of water and oil was made using dierent
surfactants that set dierent Laplace pressure dierences inside emulsion droplets. e same
eect was obtained also by moderate changes in the atmospheric pressure on the order of
100 kPa. We present an interpretation of this behaviour by proposing a formation mechanism
where pressure changes the inter-particle potentials and determines the self-assembly direc-
tion of the conned particle mixture. Molecular dynamics simulations are used to study a
decreased solubility model which conrms the formation mechanism. Experimental meas-
urements of optical spectrometry, small-angle X-ray scaering and electron microscopy are
compared to simulations and demonstrate that agglomeration concentration indeed depends
on the pressure and the size of particles.
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3.1 Introduction
Connement of uniform mixtures of nanoparticles can produce regular superlaices where
the restrained particles arrange at liquid-liquid interfaces [155], liquid-air interfaces [156] or
inside droplets [26]. Formation of such superlaices is aributed to the entropy maximisa-
tion by optimising particle space-lling and to the minimisation of the inter-particle poten-
tials. e relative importance of each of them depends on several factors that inuence the
system among which the most dominant are as particles core, ligand shell, solvent and the
parameters of the self-assembly process. When conning binary dispersions of nanoparticles
the parameter space becomes even larger and leads to a remarkable diversity of the observed
superlaice structures in these seemingly simple systems [156, 157].
Studies of the conned mixtures of nanoparticles are most intense for a system of particle
lms which are especially interesting for the applications in devices with semiconductor lay-
ers [53, 158]. On the other hand, connement in droplets has been less highlighted although it
has been demonstrated that highly regular clusters or supraparticles can be formed in emulsion
droplets [26, 81, 159] or by drying droplets on superamphiphobic surfaces [159]. In fact, het-
erogeneous mixtures of nanoparticles have not yet been assembled inside emulsion droplets.
Here we study structures of binary supraparticles that can form by conning nanoparticles
of dierent sizes inside shrinking droplets as a result of the evaporation of oil from the oil-
in-water emulsions. e same mixture of nanoparticles leads to the formation of dierent
structures, as can be seen in Figure 3.1, which are intriguing for further applications. For
example, the resulting crystalline superlaices with AB13 structure could potentially serve as
patchy colloidal particles for self-assembled of so materials [56]. e phase separated Janus
particles [160] can be used to form highly robust Pickering emulsions [161] while metal-oxide
particles are used to enhance homogeneous photocatalysis [162].
In contrast to highly dynamic evaporation of particle lms the assembly in emulsion droplets
is driven by very slow evaporation that creates quasi-equilibrium conditions at increasing
particle concentrations. For simulations this means that equilibrium statistical mechanics ap-
proaches can be used to approximately describe the situation in such systems while for exper-
iments it enables in situ observation to be performed alongside inspection via spectrometry.
Our molecular dynamics simulations indicate that pressure dierences inside droplets change
inter-particle potentials which aects nucleation and results in dierent assembly mechanisms
leading to distinct supraparticle structures. is is conrmed by experiments using scaering




Figure 3.1: Experiments with hexadecanethiol-coated gold nanoparticles of diameters 4 nm
and 8 nm in a mixture with the concentration ratio of small and big particles set to 13:1 resulted
in supraparticles with radii of around 47 nm. Here the upper row shows micrographs obtained
by transmission electron microscopy (TEM) while the lower row shows small-angle X-ray
scaering (SAXS) intensities. ree dierent structures are observed for distinct choices of
surfactants used to form a hexane-in-water emulsion. (a) Triton X-100 surfactant produces
AB13 superlaice which is conrmed by a good matching in the scaering peaks [163]. (b)
Triton X-102 and X-165 produce Janus supraparticles where two separate crystalline parts
form which can be seen by distinct peaks in scaering intensity. (c) Triton X-705 produces
core-shell supraparticles where a dense, disordered shell of small particles surrounds the core
of large particles and causes a more broad and shied peak of small particles in SAXS. [164] -
Reproduced by permission of e Royal Society of Chemistry
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Figure 3.2: e pair potential and the corresponding force magnitudes as used to model the
varying solubility in a mixture of spherical particles of two dierent diameters. Only the
potential and force between the big particles are shown here for three dierent values of the
solubility parameter. Larger values of λij add more araction and lead to decreased solubility
of particles.
3.2 Methods
3.2.1 Molecular dynamics simulations
To simulate a mixture of nanoparticles conned inside a shrinking spherical container we
performed molecular dynamics simulations using LAMMPS [165]. We describe spheres that
interact via a purely repulsive but nite force by the Weeks-Chandler-Andersen (WCA) pair
potential [166] which is dened as
ΦWCA(r ) =
{
ΦLJ(r ) + ϵ if r < 21/6σ
0 if r ≥ 21/6σ , (3.1)
where ΦLJ(r ) is the standard Lennard-Jones potential dened in Equation (1.3). To model the
decreased solubility of specic particle species we include aractions together with the repuls-
ive cores of the particles by adding the Lennard-Jones potential. e total potential between
particle types i and j (i, j ∈ {A,B}) is calculated as a linear combination
Φij (r , λij ) = (1 − λij )ΦWCAij (r ) + λijΦLJij (r ) , (3.2)
where the parameters λij increase the araction between the particles and interpolate between
WCA (λij = 0) and LJ (λij = 1) potentials. is form enables us to always have the same
repulsive part of the combined potential regardless of the solubility parameters λij that change
the only the aractive tails. e potential with the corresponding force are shown for three
dierent parameters in Figure 3.2.
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We study an additive binary mixture of nanoparticles, σAB = (σAA + σBB ) /2, with the dia-
meter ratio σBB/σAA = 0.55 − 0.58 where the icosahedral AB13 laice isostructural with inter-
metallic phase NaZn13 has been shown to form entropically [163, 167]. e length and energy
scales are set by σAA = 1 and ϵAA = ϵBB = ϵAB = 1. All of these parameters are used both in
the WCA and the Lennard-Jones potential. e properties of the mixture are nally specied
by choosing the parameters λAA, λBB and λAB .
e mixture is initially prepared in a disordered uid state with the number ratio of large
and small particles xed to 1:13. Overlaps in the initially random positions of particles are
removed by a constant energy run where a limit is imposed on the maximum distance that
an atom can travel in one step. e interaction of particles with the wall of the spherical
container is also specied by the WCA potential with parameters ϵWA = ϵWB = σAW = 1 while
σWB = accounts for the dierent diameter of the small particles. We found that the details
of the interaction with the container wall did not change the results of our simulations, we
tried aractive Lennard-Jones potentials and inverse power law potentials with a less steep
repulsion.
e connement by a spherical container is implemented in two dierent ways. In the rst
case we simulated the system at a xed density and in the second we increased the density
linearly during the simulation. In all cases we simulated a system at xed temperature, number
of particles and volume (NVT ensemble). e temperature in the system is controlled by
adding dynamic variables which are coupled to the particle velocities as dened by the Nose-
Hoover thermostat method [69, 69, 168] while the time integration is carried out by a Verlet
integration technique [169]. e simulation leading to the AB13 crystal needed approximately
3 days to nish at the constant density for 1750 particles while the algorithm was run in
parallel on the 12 cores of two Intel Xeon L5640 2,26 GHz CPUs. As nucleation is a rare event
for this case it is impossible to simulate the time-dependent connement where each stage of
shrinking would demand the same simulation time on our computing resources. e shrinking
connement is used for simulating core-shell and Janus structures because the relaxation times
are much smaller in those cases.
e AB13 crystal formed at the temperature T = 0.6 and packing fraction ρ = 0.8 where
the packing fraction is estimated using the eective radius of the particles, re = 21/6σ/2. We
used stepsize 0.004 and a number of steps up to 109 which is usually enough to observe the
crystallisation. e crystallisation event is identied by the drop in the potential energy and
a decrease in the slope of the average mean square displacement (MSD) of particles as shown
in Figure 3.3 for a system with periodic boundary conditions. From the mean displacement it
appears that small and big particles crystallise simultaneously while we would expect smaller
particles to order rst because they have to convey the correlations between larger particles
which can not feel the presence of other large particles directly when organised on a cubic
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Figure 3.3: Total potential energy and mean squared displacements for particle types A and B as
a function of the number of integration steps during a molecular dynamics simulation of 1750
particles in a box with periodic boundaries. Temperature was set toT = 0.60, eective packing
fraction was ρ = 0.80 and timestep was 0.004. All quantities are specied in Lennard-Jones
units. e crystallisation to AB13 laice is triggered aer 2 · 108 timesteps and is accompanied
by a steep decrease in energy while MSD for small and large particles appears to decrease
simultaneously.
laice of AB13 structure. We used the same temperature and end density for the simulations
using the spherical container where the AB13 crystal in the centre is covered by a thin dis-
ordered shell of both types of particles as shown in Figure 3.4. e unit cell consists of eight
cells with mutually rotated icosahedra one of which is shown in Figure 3.5.
Table 3.1 shows the results for changing structures by adding aractions between particles.
e nal structure is determined by entropic eects and the interplay of interfacial energies
between particle A - particle B boundary, and wall - particle boundaries. Supraparticles with
AB13, core-shell and Janus structures are the only nal states observed besides the disordered
mixture that results for most parameter combinations that lead to mixing.
3.2.2 Small angle scattering calculation
e SAXS scaering intensity is calculated using the Debye’s formula approach [170]
I (Q ) =
∑
i
| fi (Q ) |2 +
∑
i,j






where fi (Q ) are the scaering form factors of the spherical nanoparticles which represent
scaering from an isolated sphere and can be computed analytically. e form factor of a
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(a) aa (b) cc
(c) bb (d) bb
Figure 3.4: Supraparticle with the AB13 crystal structure which resulted from the simulation of
a binary mixture of 14000 nanoparticles with a size ratio of 0.55 in a xed spherical container
at T = 0.6 and ρ = 0.8. (a) Complete supraparticle including the disordered shell. (b) e
crystalline core of supraparticle without the disordered shell. (c) e size of small particles is
decreased for improved visualisation. (d) Model of a supraparticle with AB13 crystal structure
without defects.
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Figure 3.5: Example of a one-eighth of an AB13 unit cell (le) taken from the simulation snap-
shot of the binary mixture in spherical connement. Big particles form a cubic cell (middle),
in the centre of which an icosahedron made of 13 small particles is located (right).
λAA λBB λAB structure
0 0 0 AB13
1 0 0.1 core-shell
1 0.01 0.1 core-shell
≥ 0.8 0 0 Janus
1 ≥ 0.1 0.1 Janus
1 1 1 AB13
Table 3.1: Summary of the observed structures in molecular dynamics simulations aer a large
number of integration steps (up to 109) in the NVT ensemble for dierent combinations of
solvation parameters λij . e number ratio of small and large particles was always set to
1:13 while a total of up to 14000 particles were used in the simulations. Simulations were
performed in a slowly shrinking spherical container with repulsive boundaries, but also in a














Wave vector q [nm−1]
experiment
simulation N = 14 · 103
Figure 3.6: A comparison of the calculated SAXS scaering intensity as obtained using the
Debye formula and the simulated AB13 crystalline snapshot of 14000 nanoparticles in a spher-
ical container with the measured scaering intensity.




3 3 [sin(QR) −QR cos(QR)]
(QR)3
. (3.4)
Using a single snapshot of the equilibrated AB13 crystalline supraparticle that we obtained
in the simulations we calculated the total scaering intensity normalised by the number of
particles and compared it to the experimental measurements in Figure 3.6 alitative agree-
ment is obtained, but the fact that certain peaks are missing in the simulated snapshots could
be a consequence of laice distortions (which can be seen in Figure 3.4) and a small number
of particles used for calculating the intensity.
3.2.3 Experiments
Here we provide a brief description of experiments that were conducted by omas Kister
at the Leibniz Institute for New Materials in Saarbru¨cken, further details can be found else-
where [164].
Gold nanoparticles with dierent sizes were synthesised by a modication of the method
where a reduction of chloroauric acid by an amine-borane complex proceeds in the presence
of ligands in organic solvent [172]. Benzene was used as a solvent to create 8 nm nanoparticles
while pentane was used to produce 4 nm nanoparticles which were aerwards characterised
by the analysis of their transmission electron microscopy micrographs.
e nanoparticles were stabilised against agglomeration with an exchange of the ligands by
heating and stirring at 80 ◦C where the old ligands were removed and the hexadecanethiol was
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Table 3.2: Concentration of dierent Triton surfactants used to create hexane-in-water emul-
sions and their critical micelle concentrations (CMC).







added. Aerwards the particles were puried, removed by centrifugation and resuspended in
hexane.
Supraparticles were synthesised using a mixture of water, surfactants and hexane where
the gold nanoparticles stabilised with hexadecanethiol ligands were dispersed. e mixture
was stirred using a shear emulsier which resulted in hexane-in-water emulsion. Heating to
50 ◦C for 12 h caused the evaporation of hexane from emulsion droplets and ordering of nan-
oparticles. Multiple nonionic Triton surfactants that dier by the length of their hydrophilic
chains [173] were used to stabilise the emulsion, their critical micelle concentrations and the
concentrations used in experiments are listed in Table 3.2.
Supraparticle structures were analysed using TEM and small angle X-ray scaering aer
being washed by centrifugation. eir size and dispersity was measured by dynamic light
scaering and their interfacial tension was determined using pendant drop tensiometry where
the equilibrated drop shape was recorded by a digital camera and ed to the Young-Laplace
equation. Pressure dependent experiments were conducted inside a pressure chamber where
supraparticles were produced and where in situ SAXS analysis was conducted.
3.3 Structured supraparticles andpressure dependent form-
ation mechanism
Connement of a heterogeneous particle mixture made of gold nanoparticles with core dia-
meters of 4 nm and 8 nm in hexane-in-water emulsion droplets using dierent surfactants
resulted in the formation of structured supraparticles that are shown in Figure 3.1. Structure
of supraparticles varied depending on the surfactants which were used to prepare hexane-in-
water emulsions and whose hydrophilic tails had varying molecular weights in the aqueous
phase. e shortest hydrophilic tails of Triton X-100 led to the formation of AB13 superlat-
tices shown in Figure 3.1a. is structure is known already for 80 years from the intermetallic
compounds such as NaZn13, KZn13 and KCd13 [174, 175] and from colloidal crystals [176–179].
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Figure 3.7: TEM micrograph showing an example of AB13 superlaice formed in emulsion
droplet with a small number of encapsulated nanoparticles. Surprisingly the structure of
supraparticle remains that of a bulk crystal even for very small numbers of conned nano-
particles. is is in contrast to the previous studies where it was found that structures depend
on the number of conned nanoparticles and that for small numbers lower-symmetry geo-
metries analogous to atomic clusters are stabilised [26, 81]. Image courtesy of omas Kister
It has also been observed in three-dimensional superlaices of magnetic nanocrystals and
semiconductor quantum dots [180] and for binary nanoparticle superlaices by solvent evap-
oration in thin lms [156] or in bulk [181]. AB13 supraparticles formed for a range of droplet
sizes, including in very small droplets as shown for one example in Figure 3.7. is is in con-
trast to a previous study where supraparticle formed structures that are appreciably dierent
from bulk laices and also varied with the number of conned nanoparticles [26, 81]. Increas-
ing the length of hydrophilic tails in surfactants has produced either Janus-type or core-shell
phase separated supraparticles. Specically Triton X-102 and X-165 led to Janus structures
shown in Figure 3.1b, while Triton X-305, X-405, and X-705 led to core-shell supraparticles
with randomly packed shell of small particles and crystalline cores of big particles shown in
Figure 3.1c. In all cases gold nanoparticle cores with narrow size distributions were covered
by hexadecanethiol monolayers and suspended in hexane in a concentration proportion of
1:13 for big and small particles. e slow evaporation of hexane from emulsion droplets de-
creased their diameters from around 2 µm to 150 nm on average which led to higher particle
concentrations and subsequent ordering.
e choice of surfactants for creating emulsion droplets could aect the formation of dif-
ferent supraparticles structures through various mechanisms among which Marangoni ows,
trapping of particles at the liquid-liquid interface and nucleation eects are probably the most
signicant ones. Heating of the sessile drops in which a mixture of nanoparticles of dier-
ent sizes is dispersed induces Marangoni ows that sort the nanoparticles [182]. ese ows
are a consequence of inhomogeneities of the interfacial tension caused by the increased tem-
perature and can be quantied by a Marangoni number that depends on quantities such as
temperature dierence, droplet radius, viscosity, thermal diusivity and temperature rate of
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the interfacial tension. Comparing their values shows that the Marangoni number in the case
of our system is one order of magnitude smaller then the threshold value needed for the onset
of Marangoni ows [183] which therefore can not play a signicant role [164]. Pickering-
Ramsden emulsions [184] on the other hand can be used to trap nanoparticles at the liquid-
liquid interfaces [78]. However, for gold nanoparticles stabilised with alkanethiol ligands no
segregation to hexane-water interface is observed with Triton surfactants [96] therefore we
can exclude this eect as well.
Nucleation can be used to explain the formation of distinct structures through a mechan-
ism where surfactant controls how dierent particles order into dense structures at dierent
critical concentrations. Such agglomeration can develop at dierent times during evapora-
tion process. When particles are well dispersible inter-particle potentials are repulsive and
agglomeration occurs at high concentrations at a late stage of evaporation process, while low
dispersibility of particles when they interact through aractive potentials leads to earlier ag-
glomeration at lower concentrations.
e eect of surfactant on the onset of agglomeration for large and small particles is
demonstrated by analysing SAXS measurements shown in Figure 3.8. Scaering intensities
are shown at dierent times aer the start of evaporation of solvent from emulsion droplets
stabilised by Triton X-100, Triton X-165 and Triton X-705 surfactants whose hydrophilic chains
include 10, 16 and 55 ethoxylate units on average. e shortest surfactant chains produce an
AB13 crystal structure that forms already aer 180 min by seemingly simultaneous agglomer-
ation of small and large particles (Figure 3.8a). is is in contrast to the situation in emulsions
with longer surfactant chains where at rst the large particles agglomerate and only aer
some time the small particle agglomerate as shown by the corresponding peaks in scaering
intensities. Figure 3.8b shows the formation of Janus supraparticles using Triton X-165 where
the large particles agglomerate aer 240 min while the peak for small particles appears aer
420 min. In Figure 3.8c Triton X-705 is used to produce core-shell supraparticles where large
particles agglomerate aer 270 min while the small ones form a close-packed shell around
them aer 660 min.
Two trends can be observed from these measurements. e rst is that with the increas-
ing surfactant lengths both particle types tend to agglomerate aer a longer evaporation
time. eir critical concentration for agglomeration increases with surfactant length and con-
sequently they agglomerate at higher concentrations at larger evaporation times. e second
observation is that small particles agglomerate aer the large ones with a delay that is increas-
ing with surfactant length. is can be understood by the increased van der Waals aractions
among larger particles in comparison to the same interactions among smaller particles [29].
Molecular dynamics simulations [165] were carried out to test which interaction potentials
between nanoparticles produce the supraparticle structures observed in the experiments. is
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Figure 3.8: SAXS measurements at progressing times during the process of evaporation of
solvent from emulsion droplets stabilised with dierent surfactants. (a) For Triton X-100 sur-
factant we can see that the AB13 superlaice forms aer 180 min when the scaering peaks for
both particles appear. (b) For Triton X-165 the scaering intensity shows rst a peak for large
particles aer 240 min while the peak for small particles appears only aer additional 200 min.
(c) For Triton X-705 the large particles agglomerate aer 270 min of evaporation while small
particles remain dispersed a much longer time than in case (b) and suddenly agglomerate at
the end. [164] - Reproduced by permission of e Royal Society of Chemistry
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was achieved by the equilibration of an initially disordered binary mixture of particles con-
ned to a spherical container. We used a total number of 7000−14000 small and large particles
with size ratios 0.55−0.58 and number ratio of 13:1 that interacted through potentials ranging
from a purely repulsive Weeks-Chandler-Andersen to a more aractive Lennard-Jones poten-
tials [166] while the intermediate cases were modelled by linearly superimposing these two
potentials.
Final congurations from simulations using dierent interaction potentials are shown in
Figures 3.9a-c. Purely repulsive interaction potentials led to AB13 crystal structures of particles
conned at high concentrations in a spherical container with a xed volume. is is in agree-
ment with previous studies which showed that AB13 is entropically the most stable laice in a
system of binary hard-spheres [163, 167]. When we added identical araction to all particles
regardless of their size the same AB13 crystal structure was obtained. We also observed that it
formed at lower packing fractions, which is probably a consequence of a longer range of the
inter-particle potential.
Simulations in a shrinking spherical container were performed to emulate the eect of
droplet evaporation. In a system where aractive interactions are added only to the large
particles of the mixture, the concentration increase during shrinking resulted in the core-shell
supraparticles. is models cases where the van der Waals aractions between larger particles
dominate agglomeration [29]. However, when aractive interactions are added to both particle
types, Janus supraparticles are produced. One example of the stages during formation process
for a Janus supraparticle are shown in Figure 3.9 where isolated agglomerates of the larger
particles nucleated and merged, while the smaller particles remained disordered until they
crystallised at a later stage. e results of simulations are therefore consistent with the as-
sembly model and the SAXS measurements conrming that larger particles exhibit stronger
aractive interactions than smaller particles with the same ligand monolayers.
A question that raises naturally from the discussion so far is how can the potentials between
nanoparticles be aected by the surfactants that dier only by the length of their hydrophilic
chains? We believe that this is not due to chemical interactions of particles with the liquid-
liquid interface but because of dierent pressures induced inside emulsion droplets. Argu-
ments are presented below to strengthen this but more detailed studies on the molecular scale
would be required to determine the precise mechanism connecting pressure and inter-particle
potentials where eects such as arrangement of ligand monolayers and solubility of water in
oil would have to be considered.
e Laplace equation, ∆pL = 2γ/r [185], determines the pressure dierence between the
interior and the surrounding of a sphere of radius r with γ specifying the interfacial tension.
e interfacial tension of the liquid-liquid interface for emulsion droplets depends on the sur-
factant that is used to produce them. is has been conrmed by tensiometry experiments
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Figure 3.9: Snapshots of systems simulated by a molecular dynamics method where a mixture
of small and large particles was constrained to a spherical container which was slowly shrink-
ing during the process or held at the constant volume (only for the case (a)).
(a) A superlaice with AB13 crystal structure that is entropically stabilised forms for purely re-
pulsive pair interactions which approximates the situation at the high pressure regime. Same
laice was also obtained when all particles interacted with the same aractions added to their
repulsive cores which models the low pressure experiments. e intermediate pressure re-
gimes are modelled by adding dierent aractions to large and small particles. (b) When the
large particles are aracting each other but smaller ones are purely repulsive or have smaller
amounts of aractions then core-shell structures are obtained. (c) A mixture with aract-
ive large particles and with increased aractions between smaller nanoparticles led to Janus
supraparticles. (d) ree snapshots showing the formation of a Janus supraparticle during a
shrinkage of the spherical container. A fully dispersed initial state is shown on the le just
before the agglomeration started. Larger particles then formed separate agglomerates that
slowly merged among disordered smaller particles. In the end they combined into a single
domain that is positioned on the side of the container while small particles crystallise on the
other side of the container. Between the start of agglomeration and the end the volume of
sphere decreased by around 30%. [164] - Reproduced by permission of e Royal Society of
Chemistry
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where γ was measured for the hexane-water interface of the macroscopic drops at concen-
trations above CMC. Results shown in Figure 3.10a indicate Laplace pressures between 10 kPa
and 300 kPa for Triton X-100 and X-705 respectively, for droplets with diameter 150 nm. To test
that the exact chemical nature of the surfactant does not aect the supraparticle structures, an
anionic surfactant sodium dodecyl sulfate (SDS) was used instead of Triton X-165 to produce
Janus-type supraparticles which conrms the importance of pressure on the inter-particle po-
tentials.
e eect of pressure on dispersibility of nanoparticles was already investigated by Korgel
and coworkers who demonstrated that the critical concentration for agglomeration of alkylthiol-
stabilised gold nanoparticles in supercritical ethane increases with pressure [186]. In Fig-
ure 3.10b a similar eect is shown for nanoparticles in emulsion droplets where SAXS measure-
ments indicate pressure-dependent dispersibility. A reversible transition between a state with
agglomerated and dispersed large particles that happens on the order of seconds is achieved
by changing the pressure. is indicates that pressure reduced aractions between large
particles, while the small particles remained dispersed probably due to smaller aractions of
size-dependent van der Waals forces.
e hypothesis that pressure determines supraparticle structures was tested in experi-
ments with emulsion droplets that were stabilised by Triton X-100 and where varying ex-
ternal pressure was applied [164]. It was found that without the environmental pressure the
self-assembly resulted in supraparticles with AB13 superlaices while with an isostatic ex-
ternal pressure applied dierent supraparticles structures could be produced. Janus structures
formed at 100 kPa, core-shell supraparticles at 300 kPa, supraparticles with partially Janus-type
and AB13 structures at 600 kPa and the AB13 superlaice were produced again at 1000 kPa. e
pressure that caused “switching” between dierent structures was comparable to the Laplace
pressures that caused the same supraparticle structures for dierent surfactants before.
Emulsion droplets that encapsulate varying numbers of nanoparticles have dierent sizes
which cause dierent Laplace pressures for the same surfactant that also changes with time
during the evaporation of solvent. is eect is stronger for larger surface tensions and is
probably the cause of imperfections that were especially noticeable for core-shell structures
formed with Triton X-705 surfactant. However, when pressure was applied core-shell struc-
tures were more regular as external pressure is independent of droplet size and thus causes less
disturbances during crystallisation. Also when shorter dodecanethiol ligands were used in-
stead of hexadecanethiol to stabilise the nanoparticles, larger pressures were required to form
Janus and core-shell supraparticles. is can be understood by increased aractions between
gold cores that needs to be balanced by larger pressures to restore conditions necessary for
self-assembly [187].
At higher external pressure AB13 crystal structure surprisingly reappeared, at rst only
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Figure 3.10: Experiments demonstrating that varying surfactants change the interfacial ten-
sion of emulsion droplets and that the pressure inside droplets modies dispersibility of en-
capsulated nanoparticles. (a) Results of hanging droplet tensiometry measurements show the
interfacial tension of the hexane-water interface at two dierent temperatures and the corres-
ponding Laplace pressure dierences inside a droplet of radius 80 nm. (b) SAXS experiments
with a binary dispersion of nanoparticles in emulsion droplets using surfactant Triton X-165.
Intensities are measured aer 240 min of evaporation at 50 ◦C for dierent ambient pressures.
e scaering intensity peak for large particles that is marked with an arrow can be seen at low
pressures but disappears at higher pressures which indicates that particles become dispersed.
[164] - Adapted by permission of e Royal Society of Chemistry
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partially and then entirely lling the supraparticles. is was not observed before with dif-
ferent surfactants because none of them could cause a pressure increase as high as 1000 kPa.
Intriguingly the AB13 structure had a low density with gold cores having a volume fraction of
only 28% in comparison to above 40% for Janus and core-shell supraparticles. Space-lling ar-
guments can therefore be excluded as an explanation for the pressure-dependent supraparticle
structure which thus have to be a result of pressure-modied inter-particle potentials that af-
fect the self-assembly by connement in emulsion droplets.
Experiments and simulations of self-assembly in droplets can be explained by a formation
mechanism based on agglomeration and connement which is outlined in Figure 3.11 and
is in part similar to processes described in the formation of Janus particles in ame spray
pyrolysis where a mixed phase decomposes into a solid and a liquid that solidies later [188].
We distinguish a low pressure regime where agglomeration happens early in the evaporation
process leading to the formation of AB13 supraparticles and a high pressure regime where both
particle types remain dispersed until the end of the evaporation process when connement
forces them to order, again to AB13 structure. At the intermediate pressures large particles
agglomerate at higher concentrations where the lack of solvent inhibits their mobility and
they are thus not able to form the complex AB13 laice. Janus supraparticles then usually
form as the smaller particles tend to agglomerate into separate single crystals. But in a limited
range of pressures large particles agglomerate while the small ones remain dispersed almost
until the end of the evaporation which leads to core-shell supraparticles where connement
forces small particles to arrange into a dense but disordered shell around the crystalline core
of large particles.
3.4 Conclusions
Highly ordered binary supraparticles can be formed inside evaporating emulsion droplets
with dierent structures that are controlled by the applied external pressure or the surfactant
used to create emulsions. Such nite size binary superlaices are a promising class of ma-
terials as they combine organic ligands with inorganic cores that can have interesting mag-
netic, plasmonic, uorescent and catalytic properties in contrast to e.g. diblock copolymer
particles [189]. A mixture of cores with two dierent properties combined in regular arrange-
ments could lead to new patchy building blocks that are desired in the self-assembly of colloidal
materials with enhanced characteristics. Small changes in the pressure provide a simple way of
control structures of particles at the nanoscale. is is a prototypical so-maer eect where
moderate changes of external conditions have large eects on the solubility and structure of
self-assembled clusters. is eect could be also applied in a more commonly used protocol
of nanoparticle assembly in thin lms.
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Figure 3.11: e suggested mechanism of formation of dierent supraparticle structures from
the same binary dispersion inside the shrinking emulsion droplets. e increase of pressure
leads from AB13 to Janus, to core-shell, and again to AB13 crystal structure due to the modi-
cation of inter-particle potentials by the pressure. At low pressures agglomeration occurs
early by nucleation and growth, while at high pressures particles remain dispersed until high
concentrations cause their agglomeration. At intermediate pressures varying dispersibilities
of large and small nanoparticles lead to the formation of Janus or core-shell supraparticles.
[164] - Adapted by permission of e Royal Society of Chemistry
e properties of ligand monolayers play a crucial role in the self-assembly of nanocrys-
tals. Detailed studies of ligand shell stability and solvation properties at varying pressure
could provide an explanation for pressure-dependent inter-particle potentials [186]. e same
mechanism could therefore be expected for other nanocrystals coated with alkane ligands. is
could be used to combine dierent kinds of nanoparticles such as plasmonic metal particles,
catalytic oxide particles, and uorescent semiconductor quantum dots to form new functional
supraparticles. If particles in the resulting agglomerates could remain mobile as has been in-
dicated depending on the choice of ligand shell [190] changes in the arranged supraparticles
could be used to sense pressure dierences in the environment.
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Chapter 4
Equilibrium phase behaviour of Mackay
icosahedra
Mackay icosahedron is a repeating motif in dierent types of nanocrystals and therefore an
important element in self-assembly of superlaices. In this chapter we investigate the equi-
librium phase behaviour for a monodisperse system of Mackay icosahedra using molecular
simulations. We dene icosahedra as nonlinear polyatomic molecules composed of a set of
Lennard-Jones subparticles arranged on a surface of the Mackay icosahedron. Aer equilib-
ration of initially ordered or disordered states we nd either a uid phase, a crystal phase or
rotator phases with dierent degrees of rotational correlations. To analyse the correlations
in equilibrated states we calculate their positional and orientational pair correlation functions
and nd that at high enough temperatures icosahedral molecules function similar to hard
geometric icosahedra for which the densest laice packing and the rotator crystal phase have
been calculated before. New behaviour is observed at lower temperatures where increased im-
portance of energetic interactions results in preferred face to face alignment forming rotator
crystal or presumably complex crystal arrangements. is leads to the re-entrant behaviour
with increasing temperature where rst a transition to the densest laice crystal occurs and
then the rotator phase is formed at higher temperatures due to the prevailing excluded volume
eects.
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4.1 Introduction
When small numbers of atoms or molecules interacting through simple isotropic potentials
with repulsive cores and short ranged aractions are forced together they tend to form local
densely packed clusters where a central atom is covered with 12 nearest neighbours located
at the vertices of an icosahedron. Since these structures posses a ve fold symmetry which
is a forbidden crystal symmetry they can not extend to large length scales but are instead
oen seen as favoured, persisting local structures in supercooled liquids and glass-forming
substances [140, 191].
Mackay generalised this construction to larger multiply twinned superlaices of densely
packed spherical subparticles with icosahedral symmetry [148]. ese are composed of 20
slightly deformed close-packed tetrahedra which are merged together in such a way that their
adjacent planes form twinning crystal domains while their outer planes constitute the 20 faces
on the surface of an icosahedron (Figure 4.1). For not too large numbers of constituent particles
Mackay icosahedra have been shown to globally minimise the Lennard-Jones potential en-
ergy surfaces [192], result in enthalpy-driven assembly of colloids [83] and maximise entropy
in spherical connement of hard-spheres [81]. ese polyhedral nanocrystals are favoured
local structures in diverse systems such as noble gas atoms and molecules [193], gold nan-
oparticles [26] and clusters of metal atoms [194]. ey are thus ubiquitous in nature and
constitute an important class of structures.
Connement of spherical gold nanoparticles inside spherical surfaces of emulsion droplets
leads to an assembly of nanocrystals with superlaices corresponding to Mackay icosahedra [26].
Structures of such clusters keep the polyhedral character also for binary mixtures of particles
with dierent aractions [195] while dierences in atmospheric pressure can determine the
formation of either a complex binary crystal superlaice or core-shell or Janus clusters in dis-
persions of nanoparticle with binary size distributions [164]. Mackay icosahedra have also
been observed for collections of nanometer- and micrometer-sized hard, spherical colloids in
spherical connement [81]. If a monodisperse system of such icosahedral nanocrystals was
created it could be used in a boom up design of functional materials. To determine the prop-
erties of these materials an understanding of their equilibrium phase behaviour is necessary.
Finding the optimal arrangements of congruent objects that do not tile space and its associ-
ated maximal density is an ancient mathematical challenge that remains unsolved for all non-
trivially shaped objects except for the sphere whose densest packing was conjectured already
by Kepler and has only been proven about a decade ago [196]. A more recent conjecture sug-
gests that the densest packings of centrally symmetric Platonic and Archimedean solids are
their corresponding optimal Bravais laice packings [197]. For hard icosahedra (and several
other regular polyhedra) such densest laice packing has been determined using dierent nu-
merical optimisation algorithms [197–199]. is putative optimal arrangement is a locally
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jammed packing with density 0.8363574 where each icosahedron contacts 12 neighbours and
is represented by a Bravais laice with a triclinic unit cell where each point contains a single
uniformly oriented body (see Figure 4.2b). Another work has shown that a dense uid of hard
icosahedra assembles into a close packed (FCC or HCP) rotator crystal where particles are
allowed to freely rotate about their laice positions [200]. Packing small numbers of hard ico-
sahedra in a hard-spherical container results in clusters that resemble or match sphere clusters
(optimal sphere codes) despite signicant faceting of these objects [201].
Bulk behaviour of Mackay icosahedra has not yet been studied systematically although
such structures are ubiquitous in Nature and could have technologically important implic-
ations for material science. In the present work we aempt to explore equilibrium phase
behaviour at nite temperatures using Monte Carlo simulations. We choose to study phase
behaviour for an icosahedron composed of 55 particles arranged in a Mackay fashion as its size
is small enough to be computationally feasible while it still captures the geometrical features
of icosahedra and allows for a description of energetic aributes of such objects. We show that
the predicted densest packing and rotator phases for hard icosahedra are also stable at nite
temperatures. In the low temperature regime we investigate the re-entrant behaviour due to
increased importance of energetic interactions which are not captured by the hard icosahed-
ron model. We also give a description of simulation methods and structural measures used in
the analysis of equilibrated phases.
4.2 Simulation methods
e Mackay icosahedron shown in Figure 4.1 is composed of 55 subparticles arranged in two
complete shells around its centre. is quasi-spherical arrangement is a particularly stable
motif in the minimal energy Lennard-Jones diagrams for binary systems of particles in a
wide range of dierent araction ratios [195]. Some of its geometrical properties are given
in Table 4.1 where we see that the volume of icosahedron lls only 58.2% of the circumscribed
sphere. Due to this signicant deviation from a spherical shape entropical eects are expec-
ted to play an important role in systems of such molecules. We estimated the volume of the
molecule with a Monte Carlo integration using an eective repulsive radius of subparticles,
r erep = 21/6σ/2, where σ is the usual Lennard-Jones potential range parameter.
e interaction energy between two icosahedral molecules depends on the distance between
their centres and on their mutual orientation. e icosahedron is a nonlinear, rigid molecule
whose conguration is given by a translational vector of its centre r = (x ,y, z) and a qua-
ternion q = (a,b, c,d ) specifying its orientation. To calculate the positions of all subparticles
73
Equilibrium phase behaviour of Mackay icosahedra
Figure 4.1: Mackay icosahedron is composed of 55 subparticles but only the 42 centres on the
surface are considered as a model in simulations. ree dierent projections (vertex, face, edge
on) and three visualisation models (space lling, ball and stick, polyhedron) with dimensions in
units of σ are shown. Orange color denotes particles siing at the 12 vertices of the shell. e
radius of spheres is the eective (repulsive) LJ radius r erep = 21/6σ/2. To ease the visualisation
of a system of such model particles we present them as regular polyhedra by a collection of
at faces with round edges and vertices.
inradius rin [σ ] 1.835
circumradius rout [σ ] 2.141
eective circumradius r eout [σ ] 2.702
eective volume V e [σ 3] 48.091
equivalent spherical radius rESic = (V
e )1/3 3.637
scaled exclusion volume V e/V eout 0.582
Table 4.1: Geometrical properties of the Mackay icosahedron model particle (Figure 4.1) used
in the simulations. σ is the Lennard-Jones potential range parameter describing interactions
between pairs of subparticles. e eective radius and volume take into account the repulsive
range of the Lennard-Jones potential, r erep = 21/6σ/2.
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aer the rotation we use a rotation matrix given by
R =
*...,
a2 + b2 − c2 − d2 2(bc − ad ) 2(bd + ac )
2(bc + ad ) a2 − b2 + c2 − d2 2(cd − ab)
2(bd − ac ) 2(cd + ab) a2 − b2 − c2 + d2
+///- . (4.1)
We then calculate a sum of Lennard-Jones terms of all the pairs of subparticles















where rij is the distance between subparticles i and j and N = 42. We apply a cuto of 2.5σ
to the interaction between two subparticles and thus exclude the contribution of the core
particles. Additionally a cuto of 7.0σ is applied on the interaction between a pair of icosa-
hedra.
e eective (repulsive) diameter of icosahedron is in a range derep ∈ [4.7922 − 5.4046]σ .
Taking into account that the Lennard-Jones system compares to a square-shoulder system
with parameter λ ∼ 1.5 [202] we estimate that a system of icosahedra is comparable to a
square shoulder potential with aractive range coecient λ ∼ 1.1. It is expected that equilib-
rium behaviour of icosahedra will show qualitative features similar to those in polymer-colloid
mixtures of a comparable araction range which can be tuned by the size ratio of the depletant
and colloids [203].
To equilibrate a monodisperse system of icosahedra with periodic boundaries we use a
Monte Carlo method [65] in the isobaric-isothermal ensemble with variable box size tech-
nique [204, 205]. To release the eventual stresses in the orthogonal simulation box we ad-
ditionally employ Parrinello-Rahman sampling of the variable box shape [67, 206–209]. e
deformations of the simulation box are limited to avoid nonphysically deformed systems. Ini-
tially the icosahedra are forming a low density disordered uid without any overlaps or they
are positioned on a spherical FCC laice with arbitrary orientations. Two million Monte Carlo
cycles are performed to equilibrate several dierent initial conditions at given pressures and
temperatures of the system. Displacement and rotational moves are used to sample cong-
urations where random orientations of nonlinear molecules are generated by sampling qua-
ternions on the surface of the 4D unit sphere [210]. We chose the sizes of steps such that
acceptance rates were around 30% but we did not change them during the simulation.
We use dierent structural descriptors to analyse the positional and orientational beha-
viour in a system of icosahedra. e positional order is monitored by computing the radial
distribution function. Steinhardt bond orientational order parameters are used to quantify
the bond network of nearest neighbours [140]. In both quantities icosahedra are replaced by
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points lying in their centres (centroids). To measure the amount of orientational order in a
system of nonlinear molecules we dene a set of characteristic vectors aached to the model
molecule. In the case of Mackay icosahedra we chose either the normals of the 20 triangles
or the vectors pointing from the centre to the 12 vertices on the surface of icosahedron, the
results are similar for both choices. e orientational pair correlation function (OPCF) can
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(4.3)
where αF1ij and α
F2
ij denote the rst and the second minimal angles formed by any pair of the
characteristic vectors associated to particles i and j such that αF1ij ≤ αF2ij . e values of such
a pair correlation function can get arbitrarily close to zero for highly orientationally ordered
systems while its maximum values are limited with the largest values of the minimal angles
which depend on the choice of characteristic vectors.
4.3 Equilibrium phase behaviour
To explore the possible equilibrium phases in a system of 500 monodisperse icosahedra we
carry out Monte Carlo simulations in the NPT ensemble for a range of temperatures and pres-
sures. We quantify the positional and orientational correlations in the equilibrated systems
using radial distribution function and orientational pair correlation function. Snapshots of the
systems with four dierent structures that were observed as stable are shown in Figure 4.2.
In Figure 4.3 we analyse the behaviour of positional order in a system at constant pres-
sure for three dierent temperatures. We see that icosahedra arrange on a FCC laice at low
temperatures, then transform into a BCC laice with increasing temperature and then turns
back into the FCC. is trend was observed at almost all values of the pressure that we studied
but became less strong at higher pressures where icosahedra form phases without long range
positional or orientational order at low temperatures.
e orientational pair correlations were computed using the normals of the 20 faces of
an icosahedron and are shown in Figure 4.4 for the same three systems. Small values corres-
pond to high mutual alignments while the strong oscillations are a consequence of regular
particle positions as OPCF is dened analogously to the RDF histogram but with dierent
weighting factors. A system at T = 4 shows large and long-range orientational correlations
and by visual inspection we can indeed conrm that icosahedra are almost entirely uniformly
aligned. In the other two systems icosahedra are orientationally disordered but show dierent
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Figure 4.2: Snapshots showing dierent phases that formed aer the equilibration of systems
with 500 icosahedra in a deformable parallelepiped with periodic boundary conditions. (a) A
liquid phase formed at T = 1, p = 2 shows neither long range orientational nor positional
correlations. (b) A crystal phase with densest icosahedral laice packing was produced at
T = 3, p = 1. (c) Another orientationally aligned crystal phase formed atT = 4, p = 1, but time
icosahedra arranged on a BCC laice. (d) At higher temperatures orientationally uncorrelated
rotator crystal phases with FCC positional order were formed, here a system at T = 5 and
p = 1 is shown.
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FCC
T=5
Figure 4.3: Radial distribution function for an equilibrated system of 500 monodisperse ico-
sahedra at p = 1 for three dierent temperatures. e pair distances are given in units of an
equivalent spherical radius of icosahedra rESic . e dashed lines show the distances represented
in an FCC or BCC crystal laices. e corresponding eective packing fractions, dened as
the ratio of the volume taken by spheres with eective repulsive radius, are ρe = 0.46 (for
T = 1) and ρe = 0.69 (for T = 4 and T = 5).
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Figure 4.4: Orientational pair correlation function дopcf(r ) for an equilibrated system of 500
monodisperse icosahedra at p = 1 for three dierent temperatures. Long-range orientational
correlations are present at T = 4 while the other two systems are orientationally disordered
with dierent degrees of orientational correlations.
degrees of orientational correlations. At low temperature we see indications of short-range
orientational correlations which are expected due to preferable face-to-face orientations of the
nearest neighbours. With increasing temperature the system at p = 1 therefore undergoes a
re-entrant transition from a rotationally disordered FCC crystal to an aligned BCC crystal and
back to a rotationally disordered FCC laice.
e results for equilibrated systems at a number of dierent pressures and temperatures
are shown in Figure 4.5. We tried to categorise the resulting phases into four groups accord-
ing to the measures of the orientational and positional correlations and the bond orientational
order parameters [140, 143]. At very low pressures, the box deformation moves in the Monte
Carlo algorithm sometimes produced unphysically shaped boxes that induced long-range ori-
entational order, but otherwise no valid equilibrated states with liquid crystalline order were
observed. We nd the trend of going from a rotator crystal to a crystal and back to a rotator
crystal phase with the increasing temperature for a range of pressures. is conrms our
expectations that the exact geometrical shape of an icosahedron is relevant only up to some
79














L LC RC C
Figure 4.5: Scan of a phase diagram obtained by equilibrating a system of 500 Mackay icosa-
hedra at constant values of temperature and pressure. e resulting structures are classied
into four categories, crystal (C), rotator crystal (RC), LC (liquid crystal) and liquid (L), based
on the criterion including the average value of OPCF and the values of the average bond order
parameters Q4 and Q6.
temperature above which icosahedra behave as spheres while at low temperatures energetic
interactions become important and destabilise long-range orientational order.
In the analysis of the phase diagram scan we did not precisely categorise dierent crystal
phases, we noticed however, that when positional order was present it was either FCC for
rotator phases or BCC and densest icosahedral packing for crystal phases. e densest laice
packing of hard icosahedra was observed at low pressure, p = 1, and at temperature T = 3.
Both correlation functions of this system are shown in Figure 4.6 where a comparison is done
with the densest laice of hard icosahedra [199], the snapshot from the system can be seen in
Figure 4.2b.
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Figure 4.6: Positional and orientational pair correlation functions for a system withT = 3 and
p = 1 (ρe = 0.51). Radial distribution function is compared with the distances found in the
densest laice packing of icosahedra.
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4.4 Conclusions
We have investigated the equilibrium phase behaviour for a monodisperse system of Mackay
icosahedra composed from a collection of Lennard-Jones interacting subparticles which is a
representative nanocrystal shape (Figure 1.1) that can be formed in experiments with agglom-
eration inside emulsion droplets as discussed in Chapter 2. We found that from ordered or
disordered initial states dierent thermodynamically stable phases can form. e analysis of
the order by the positional and orientational pair correlation functions showed a uid phase,
a rotationally disordered crystal with an FCC crystal laice, and a uniformly oriented crystal
phase with either BCC ordering or the densest laice packing of hard icosahedra are stabilised.
Some of these phases have already been predicted before for hard regular icosahedra using
dierent approaches but the densest icosahedral laice packing is yet to be conrmed experi-
mentally. New behaviour is observed at low temperatures where energetic interactions result
in preferred face to face alignment forming rotator crystal or presumably unidentiable com-
plex crystal arrangements. is leads to the re-entrant behaviour with increasing temperature
where rst a transition to the crystal occurs and then the rotator phase is formed at higher
temperatures due to the prevailing excluded volume eects. However, more detailed analysis
of face-to-face alignment at lower temperatures would be needed to support this and identify
the possibility of complex crystal structures with larger unit cells.
Our model has a disadvantage that it takes a considerable amount of time to evaluate all
the pair energies of the subparticles within the cuto range, but it also oers several ways of
generalising the components under study. For example, interesting structures to study would
be those where vertices have aractions with an increased range or other properties describ-
ing functionalised interaction sites in nanocrystals which can be achieved e.g. by DNA-based
ligands [48, 212] or inclusion of magnetic subparticles that can assemble under external mag-
netic elds [213]. is would enable us to evaluate assembly of the patchy building blocks in
the form of binary icosahedral clusters with symmetric or Janus arrangements of interacting




e formation of ordered superlaices from single inorganic nanoparticles separated by or-
ganic ligands has received considerable aention of scientists in the last two decades due to
their diversity in structure and composition. Combinations of metallic, magnetic and semicon-
ductor [37, 157, 180] cores in a variety of sizes and shapes such as spheres, rods, plates, cubes,
octapods etc. [58, 78, 214–216] can be stabilised with organic ligands of diverse complexity
from well-known thiol monolayers to DNA and polymer brushes [48, 217, 218]. is abund-
ance of components combined with the varying environments of dierent assembly tech-
niques leads to unique mechanical, optical, magnetic, electronic, and catalytic properties [49–
52] of superlaices with promising biomedical and optoelectronic applications [42, 82].
Structured nanocolloids are essential in the “boom-up” approach to constructing meso-
scale materials with peculiar properties, for example photonic crystals with a range of im-
portant applications [219]. In this approach sub-micron particles self-assemble into paerns
and structures across several length-scales and play a similar role to atoms and molecules in
molecular crystals but on a time and length scales that are much larger and thus allow for a
beer control over the process [220]. is renders colloidal systems ideal models for invest-
igation using condensed maer techniques with an ultimate goal to determine precisely the
eects of microscopic properties of colloids on the macroscopic material properties. Establish-
ing this link provides a way to design materials with targeted properties by pre-programming
them in the underlying colloidal building blocks of varying shapes and interactions [56]. is
strategy that is still largely unexplored is an active area of research with a huge potential as an
alternative to the so far prevalent “top-down” scheme to organising maer at small scales and
surpasses limitations of fabrication techniques such as optical and electron beam lithography
used to produce contemporary micro- and nanoelectromechanical systems.
One assembly protocol to forming regular supraparticles is in the spherical connement
provided by emulsion droplets from which the solvent is evaporated [78]. It was demonstrated
that a monodisperse collection of nano- or micro-sized colloidal particles can assemble into
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well dened structures ranging from minimal energy Lennard-Jones clusters, Mackay icosa-
hedra, rhombicosidodecahedral and close-packed FCC structures [26, 81]. In this work we
explored the possible arrangements that could be obtained using simple bimodal mixtures of
spherical gold nanoparticles combined with this assembly technique. Although the aention
has in the recent years turned to assembly of colloidal particles with anisotropic shapes and
patchy interaction spots that are more promising and have already demonstrated the abil-
ity to produce a plethora of dierent phases [56, 221–223], we show here that when bimodal
spherical mixtures are used in connement this can lead to variable structures with potential
applications as well.
We have at rst considered a bimodal mixture of up to 200 spherical particles with unequal
aractions and demonstrated that dierent structures can form in the protocol dominated by
energy minimisation. Depending on the inter-species interactions either clusters with core-
shell or Janus-type phase separated structures formed overall for a variety of cluster sizes
and compositions. When Berthelot rule is used the clusters have polyhedral features sim-
ilar to Mackay icosahedra that appear at specic cluster sizes but are independent of cluster
compositions and result in a large range of araction ratios. Clusters’ shells can addition-
ally organise in Janus-type separation or symmetric patches based on the triangles or vertices
of an icosahedron and yield symmetries that are interesting as building blocks in assembly
of colloidal crystals. Mixtures of particles with dierent aractions in connement could be
used as a general path to building structured supraparticles when energetic eects dominate
the entropic contributions and particles are mobile enough to assemble their minimal energy
congurations.
A more complex situation appears when a bimodal mixture of particles with dierent sizes
is considered in spherical connement. Here entropic eect are important and drive a mix-
ture with a diameter ratio 1/2 and concentration ratio 1/13 to assemble into a complex AB13
crystal laice. However, the eects of assembly environment through a choice of surfactant
or the application of external pressure can lead to dierent formation pathways and results
in contrasting structures. We demonstrate that this is a consequence of changes in particle
solubilities and varying particle pair interactions with the pressure that can be used to select
Janus, core-shell and AB13 supraparticle structures. Pressure aects the solubility of particles
probably by changing the properties of ligand monolayers on their surfaces but more detailed
studies are required to unveil the precise mechanism behind this relation.
Describing supraparticles as rigid assemblies of interactions sites enables us to study bulk
phase behaviour in a diverse set of structures. A variable-box Monte Carlo algorithm was
used to test this by simulating Mackay icosahedra composed of 42 Lennard-Jones particles
on its surface. A scan of phase diagram showed that varying temperature and pressure can
be used to choose between rotator crystal, crystal and liquid phases. Increasing temperature
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led to a transition from rotator crystal with FCC positional order to a BCC crystal and back
to FCC rotator crystal. At specic parameters densest laice packing of hard icosahedra was
reproduced. A more sophisticated behaviour is expected for models with binary mixtures of
subparticles that can be used to mimic patchy particles and analyse properties of nanocrystal
solids composed of them.
We have seen that agglomeration into predicted binary structures could provide a con-
venient assembly protocol for building blocks used in colloidal molecules and crystals where
well-dened and monodisperse structures are required. Our studies have shown binary mix-
tures in connement can lead to such intriguing supraparticles with precise structures. A
further experimental study in a system of nanoparticles with heterogeneous inorganic cores
could produce clusters comparable to the predicted minimal energy clusters for particles with
dissimilar aractions. Varying ligand lengths on the otherwise identical metallic cores of nan-
oparticles are also expected to provide a way of constructing such clusters.
Mixtures of binary particles in a wider range of size and concentration ratios are expected
to lead to a richer diversity of superlaices similar to the one observed in thin lms [156]. e
assortment of structures could additionally be enlarged by including disparate combinations
of nanoparticles cores and shapes or eventually also ternary mixtures. e eect of pressure
is to be determined in other techniques that are used to assemble nanoparticles, especially
in the widespread process of evaporation in thin lms. Detailed studies of the eect of pres-
sure on the stabilising ligand monolayers are necessary to understand the complex behaviour
of nanoparticles. Finally, the crystallisation pathway to form a complex AB13 crystal laice
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