We consider the dynamics of a model toggle switch abstracted from the genetic interactions operative in a fungal stress response circuit. The switch transduces an external signal and propagates it forward by mediating the transport between compartments of two interacting gene products. The transport between compartments is assumed to be related to the degree of association between the interacting proteins, a fact for which there exists a wealth of biological evidence. The ubiquity and modularity of this cellular control mechanism warrants a detailed study of the dynamics entailed by various modelling assumptions. Specifically, we consider a general gate model in which both of the associating proteins are freely transportable between compartments. A more restrictive, but biologically supported model, is considered in which only one of the two proteins undergoes transport. Under the strong assumption that the disassociation of the interacting proteins is unidirectional we show that the qualitative dynamics of the two models are similar; that is they both converge to unique periodic orbits. From a biophysical perspective the assumption of unidirectional dissociation is unrealistic. We show that the same result holds for the more restrictive model when one weakens the assumption of unidirectional binding or disassociation. We speculate that this is not true for the more general model. This difference in dynamics may have important biological implications and certainly points to promising avenues of research.
Introduction
While the genomes of many species are known, and much information has been gleaned from their comparison, the promised impact of this knowledge to biology, bio-engineering, and human health cannot be fully realized until the regulation of gene expression and its dynamics are understood. Even in simple organisms the regulation of gene expression involves the interaction of many genes, signals and their products. As expected, within this complexity, and with the aid of graphical description languages, research has begun to find the promise of order. For instance, motifs common to many species have been identified [19, 20] and there is the hope that these common patterns of interaction between the genes share a common dynamic behavior.
On the other hand many motifs that appear to be closely related to naturally occurring ones are not found among the now vast piles of experimental data. Understanding the connection between the dynamics entailed by the structure of a biological model and the frequency of this structural motif in the genomes, is perhaps the central question of systems biology.
This work represents a continuation of our earlier results on the Nitrogen Catabolite Repression (NCR) circuit in Saccharomyces cerevisiae [8] . As is explained in greater detail below, the NCR circuit contains a sub-circuit composed of two genes that functions as a nitrogen responsive toggle switch. In our earlier work we analyzed the dynamics of a model of this sub-circuit, that we shall refer to as the NCR gating switch. We draw this distinction because a purpose of the current work is to introduce and analyze the dynamics of a more general model of a toggle switch that involves an external signal, two compartments, and two periodically expressed proteins. The additional level of generality is motivated by the considerations of the previous paragraph as well as the fact that novel and ingenious regulatory mechanisms continue to be discovered at a steady pace [25, 32] . The central regulatory mechanism involved in NCR gating switch is the control of nuclear-cytoplasmic transport, a process that can restrict how and when regulatory proteins have access to the DNA. Since NCR is studied in yeast, a eukaryote, the two compartments of the NCR gating switch model were naturally identified with the cytoplasm and the nucleus. In the more general model it is sufficient to view each compartment as a distinct localized cellular region between which transport is allowed. It is perhaps obvious but worth mentioning that in prokaryotes like E. Coli, the regulation of the nitrogen stress is accomplished by a different mechanism, and eventually when the dynamical consequences of each model are well understood these can be profitably compared.
Our continued investigation of the dynamics of this simple toggle switch and its natural generalizations is justified at least in part by the ubiquity and the modularity of its biological realization. A rudimentary literature search supports this assertion and shows that the transport gating paradigm is a rather widespread phenomena as is indicated by the list of examples in Table 1 . For completeness we now describe the details of this mechanism and summarize the evidence for it.
Recent data indicate that nuclear-cytoplasmic shuttling in eukaryotes is used as a generic mechanism to control subcellular localization of effector proteins [27, 29, 31] . This layer of biological control is of interest to the clinician for whom it represents a potential target for therapeutic intervention, or the direct cause of a disease. For instance, a recent review compiled a list of ten tumor suppressor proteins for which there is solid and detailed experimental evidence of regulation via nuclear-cytoplasmic shuttling [22] . Nuclear gating of transcription factors and effector proteins is also a mechanism of great interest and importance to bioinformaticians as this layer of control cannot be detected from expression data alone.
The basic ingredients thought important for the control of nuclear-cytoplasmic shuttling are import and export sequences. Proteins have been shown to carry short amino acid sequences that act as bus passes facilitating bidirectional transport through the nuclear pore complex. In a popular model transport is regulated by hiding either the import or export sequence [27, 29, 31] . For instance, if an import sequence is hidden, the protein redistributes to the cytoplasm and vice versa. Transport sequences can be hidden by direct phosphorylation that alters a folding equilibrium, through association with other proteins, or a combination of both. Hiding or exposing sequences amounts to a toggle switch for nuclear-cytoplasmic distribution.
Nuclear-cytoplasmic transport is used as a regulatory device in the physiological stress response to nitrogen starvation in yeast. For clarity and completeness we briefly describe the essential features of the NCR process, by which yeast such as S. cerevisiae selectively uses good nitrogen sources (glutamine, asparagine, and ammonia in some strains) in preference to poor ones (allantoin, proline, urea). NCR-sensitive gene expression is mediated by the regulatory circuit shown in Figure 1 [6, 9] . In the presence of excess nitrogen (a good nitrogen source in adequate supply) transcription of genes encoding the proteins needed to transport and degrade poor nitrogen sources occurs at only very low levels; they are, if you will,"repressed". On the other hand, when the amount of a good nitrogen source becomes limiting, or only poor nitrogen sources are available, the genes needed for their transport and catabolism are transcribed.
Depicted in Figure 1 are the four transcription factors Gln3, Gat1, Dal80 and Deh1 responsible for mediating NCR. These transcription factors are all from the GATA family of zinc-finger DNA binding proteins and they recognize and bind similar GATA containing DNA sequences to control the rate of gene expression. Since they all recognize similar or indistinguishable sequence motifs it is proposed that they act in concert at the same promoter by competition [6, 9] . With regard to the focus of this paper an important Table 1 : A sample of cytoplasmic gating complexes for which there is experimental evidence. With the sole exception being ERK, all of the effectors are transcription factors. ERK is a kinase that enters the nucleus and phosphorylates transcriptional regulators. In each pair when the effector disassociates from the complex it migrates to the nucleus. These protein pairs participate in a spectrum of regulatory activities from metabolite stress to tumor suppression, proliferation and cell cycle, and development.
feature of NCR is the URE2-dependent gating mechanism that keeps the circuit repressed in a good nitrogen source. This is depicted by the blunted blue arrows labeled 1 and 2 in Figure 1 . There is convincing evidence (see [9] and the references therein) to suggest that Gln3, and to a lesser extent Gat1, are sequestered in the cytoplasm in complex with Ure2, and it is hypothesized that the aggregation of the complex is driven by nitrogen state dependent phosphorylation. Under conditions of excess nitrogen, the Gln3 and Gat1 proteins are suggested to be phosphorylated and found bound to Ure2 in the cytoplasm though the precise mechanism is not understood. There is good evidence supporting the direct physical interaction of Gln3 with Ure2, there is less direct evidence of a complex with Gat1. Based on the data it is natural to model the Gln3-Ure2 interaction through the formation of a complex, C, that is limited to the cytoplasm. Further, we assume that there are two reactions with different rates Ure2p + Gln3p k f C and Ure2p + Gln3p kr C,
and furthermore, in the presence of excess nitrogen k f >> k r ≈ 0 while in the absence of good nitrogen sources 0 ≈ k f << k r . Before delving into the specific details of the modelling we reiterate our major motivation. First, NCR is a prototypical example of a cellular stress response. Second, within the full NCR circuit there exist several important and ubiquitous control mechanisms that warrant study in their own right. Nuclear transport gating is an important example of such a control mechanism and it is perhaps the modularity of this process that makes its study relevant and ultimately useful. Finally, we remark that through analysis and generalization we can achieve both a clearer understanding of how and perhaps why the NCR circuit is a persistent feature of the yeast genome.
Two Compartment Gating Switch
For the sake of efficiency we begin by stating the formal mathematical model for the general two compartment gating switch and then provide a biological interpretation for each of the terms in the context of a eukaryotic cell. Consideṙ
As is indicated in the introductory comments, two proteins lie at the heart of this regulatory switch. In the nucleus, the concentrations of these proteins are represented by x and u. The concentrations of the same proteins in the cytoplasm are denoted by ξ and µ. Finally, it is assumed that these proteins are produced via translation of distinct mRNA whose concentration in the cytoplasm are indicated by X and U , respectively. Degradation and the volume growth of the cell decreases the concentrations of the proteins and mRNA. We assume that this happens at constant rates α, β, γ, η, θ, and κ. We assume that all these constants are strictly positive.
Since the explicit mechanisms by which the proteins are transported within and between the compartments are not assumed to be known they are modelled as follows. Distributed time delays are used to reflect the time spent in conveyance. More precisely, it is assumed that the cytoplasmic protein arriving at the nucleus at time t left the cytoplasmic compartment earlier, that is at some moment in the time interval [t, t − τ ] for a fixed τ > 0. The amount that arrives is specified by the kernel functions b ξ (s) ≥ 0 and b µ (s) ≥ 0 with support in [−τ, 0] . This gives rise to the terms
Similar comments apply to the transport of the proteins from the nucleus to the cytoplasm. While these terms model the amounts transported, the rates of nuclear import and export are known to be concentration dependent [24] . This is dealt with by the incorporation of nuclear import and export rate functions K * imp (·) and K * exp (·), * = 0, 1. For the moment let us assume that the proteins are constitutively expressed (we will return to this point after stating Theorem 1.3) and that the cell cycle is periodic with period r. Then the rate of production of the mRNA is given by periodic functions h 0 (t) and h 1 (t), respectively, with period r that model the influence of the cell cycle. Notice that because of the constitutive production rate there is no apparent transcriptional time delay for these two genes.
Again, at this level of generality detailed knowledge concerning the translation process is unknown. Thus, we denote by T * (·), * = 0, 1 concentration dependent translation initiation rate functions, and denote by δ 1 and δ 2 delays that take into account the elongation and folding of the nascent protein.
The gating control mechanism is as follows. The two cytoplasmic proteins can combine, according to an association function g(ξ, µ), to form a complex whose cytoplasmic concentration is given by C. The rate of association of C from its constituents is k f and rate of dissociation is k r . As is indicated in the introductory comments, it is assumed that elements of the complex (which are necessarily in the cytoplasm) are incapable of entering the nucleus.
These comments provide the biological justification for each of the terms in (2) . The precise mathematical assumptions (H) are as follows: In other words,
for all T ≥ τ , z = x, ξ, u, µ, * = exp, imp and # = 0, 1. 5. The right-hand side of system (2) needs to be at least C 1 .
Observe that (2) is an r-periodic system of delay-differential equations, where r is the minimal period of h 0 (t) and h 1 (t). Since the quantities x, X, ξ, u, U and µ enter the right hand side of (2) delayed, in order to compute the right hand side at time t we need to know the values of x, ξ, u and µ on the entire interval [t − τ, t]. Similarly X must be known for [t − δ 1 , t] and U on the interval [t − δ 2 , t]. The variable C needs to be known only at time t. In order to simplify the notation we assume that τ > δ 1 and τ > δ 2 . This is not a significant assumption since in the opposite case we can take the length of the delay interval to be the maximum of τ, δ 1 and δ 2 .
To introduce the phase space for this dynamical system, let C([−τ, 0], R n ) be a Banach space of continuous functions on [−τ, 0] with range R n . If we set
then y t belongs to the space C([−τ, 0], R n ). The phase space for (2) is 
). An ω-periodic process is a function u satisfying following properties:
1. u is continuous; 2. U (0, σ) = I, the identity;
4. there is ω > 0 such that U (t, σ + ω) = U (t, σ) for all t ∈ R + and σ ∈ R.
Observe, that the map H, defined above, generates an r-periodic process.
We will use the following result about periodic processes. 
It is easy to verify that if an initial condition of (2) has each of its components non-negative, then this property will remain unchanged along the entire solution for all t ≥ 0. Therefore, we can restrict our phase space to the biologically relevant positive cone D + of phase space D. Standard results [11, 26] guarantee existence and uniqueness of solutions of (2) .
Recall that the gating is controlled by the formation of the complex C and as is indicated in (1) the constants k f and k r determine whether the proteins are free or sequestered in the complex C. The following theorem provides a precise description of the asymptotic dynamics in the case in which either k f = 0 or k r = 0. b. If k r = 0 and r ≥ 3τ then there is a unique r periodic solution Γ(t, t 0 ) which is a global attractor for w ∈ D + .
Obviously, this theorem implies that if the cell cycle period is sufficiently long as compared to the transport time in the cell, then this two compartment gating switch leads to unique period oscillations of the protein and mRNA levels with the same period as that of the cell cycle. An important corollary of this is that we can weaken one of the biological assumptions made in constructing the model. In the original biological description of the model it was assumed that the proteins are constitutively expressed. This led to the periodic production of the associated mRNA. However, this theorem implies that the output from a two compartment gating switch is periodic with period of the cell cycle, and hence we can now generalize the assumption and allow the proteins themselves to be controlled by an upstream two compartment gating switch. Though, in and of itself, this is a simple observation, it does suggest that the long term goal of being able to understand gene expression and control on the level of the organism can benefit from the analysis of sub-circuit dynamics. We will return to this point in the concluding remarks of the paper.
NCR Gating Switch
The weakness of Theorem 1.3 lies in the fact that it requires the assumption that either k f = 0 or k r = 0. In any true chemical reaction, the reaction rates are always positive, though they may be exceedingly small. We do not know whether, in the complete generality of the two compartment gating switch, the conclusion is stable with respect to perturbations of the reaction rates. Thus, to strengthen the result we turn our attention once again to the NCR circuit.
A specific identification of NCR with (2) can be made as follows:
• let ξ and µ represent cytoplasmic Gln3p and Ure2p, respectively,
• let X and U represent GLN3 and URE2 mRNA, respectively,
• let x and u represent nuclear Gln3p and Ure2p, respectively.
However, there is strong evidence (see [9] and the references therein) that Ure2p does not enter the nucleus and stays in the cytoplasm. Therefore, u ≡ 0 and (2) reduces tȯ
Notice that we have dropped the unnecessary superscripts on K imp and K exp . The phase space for (3) is
Notice that the variable µ only needs to be known at the present time t. Let D NCR+ denote the positive cone in D NCR . For this system we have the following result that allows for more realistic assumptions on the reaction rates for the gating complex. a. There exists f > 0, such that if 0 ≤ k f < f and r ≥ 2τ , then there exists a unique r periodic solution Γ(t, t 0 ) which is a global attractor for w ∈ D NCR+ .
b. There exists r > 0, such that if 0 ≤ k r < r and r ≥ 3τ , then there exists a unique r periodic solution Γ(t, t 0 ) which is a global attractor for w ∈ D NCR+ .
Outline of Paper
This paper is organized as follows. Observe that in the systems (2) and (3) the X and U equations can be solved independently from the others. As τ → ∞ the solutions of (2) and (3) approach solutions of corresponding asymptotic systems which are described in section 2. These asymptotic systems are studied in section 3 under the assumption k f = 0. There are three essential points that are discussed: global estimates (Section 3.3), monotonicity (Section 3.4), and the introduction of a Lyapunov function (Section 3.5).
Together these allow us to prove Theorem 1.3.a. In Section 4, these ideas are used again to prove the perturbation result Theorem 1.4.a. In Section 5 we prove the corresponding results for k r = 0. Since the arguments are similar to the k f = 0 case, we only highlight the differences. In particular, the monotonicity results require a different cone and a modified Lyapunov function is required. Finally, in Section 6 we conclude by speculating on the implications of the differences in the structure of the NCR gate versus the general gate.
Asymptotic system
Since our theorems concern the existence of a globally attracting periodic orbit, it is reasonable to try to reduce (2) by considering its asymptotic dynamics. Observe that one can solve explicitly for X(t) and U (t):
Since h 0 and h 1 are r-periodic, X(t) →X(t) and U (t) →Ū (t) as t → ∞, where bothX(t) andŪ (t) are r-periodic functions of time. Therefore, (2) is asymptotic in time to the systeṁ
We view the functions X(t) and U (t) as a non-autonomous input to the equations restricted to C ⊂ D and let Φ(t, t 0 , w) denote the corresponding (non-autonomous) semi-flow defined by (2) on the space C. The corresponding equations are those of (5) where the periodic functionsX andŪ are replaced by functions X(t) and U (t) obeying the differential equations in (2). Let
S m : C → C and define maps T n by
with T 0 = I, where I : C → C is the identity mapping on C.
Definition 2.1 ([35]
). Let T n : X → X be a discrete dynamical process defined in (6) and S : X → X a continuous map. The collection {T n } n≥0 is called an asymptotically autonomous process with limit discrete semi-flow {S n } n≥0 , generated by the iterates of S, if
for any two sequences m j → ∞, x j → x, as j → ∞, with x, x j ∈ X.
Observe, that if we set ϕ(t, t 0 , w 0 ) : R × [0, r] × C → C to be the semi-flow generated by (5) and
then {T n } n≥0 is an asymptotically autonomous process with limit discrete semi-flow S n (w) generated by iterations of the map S(w).
Asymptotic system for the NCR gate
The key difference between the NCR gate equations (3) and the general system (2) is the lack of the u equation in the former system. This means that the asymptotic system for (5) takes the forṁ
where again we dropped the unnecessary superscripts. Recall that for the NCR gate,
The corresponding equations are those of (7) where the periodic functions X andŪ are replaced by functions X(t) and U (t) obeying differential equations in (3). We define in an analogous way to the general case the asymptotically autonomous process {T N CR n } n≥0 with limit discrete semi-flow (S N CR ) n (w) generated by iterations of the map S N CR (w) where
is the semi-flow generated by (7) .
We now proceed to analyze the dynamics of the asymptotic systems (5) and (7) in cases when k f = 0 and when k r = 0. We first deal with the case k f = 0.
3 The open gate: (1) implies that the complex C is disassociating into the two proteins, which can in principle leave the cytoplasmic compartment. Since the analysis of the general gate (5) and the NCR gate (7) overlap, we proceed with their analysis in parallel tracks.
The general gate
Observe that with k f = 0, (5) reduces tȯ
We denote by K G the period r map for the semi-flow generated by (8) . Clearly, since k r > 0, C converges exponentially to zero. Let B := C 1 ([−τ, 0], R 4 ) and denote its positive cone by B + . The set
is an invariant, exponentially attracting manifold under the map K G . Let H G be the restriction of the map K G to the manifold B × {0} ∼ = B. Then H G (w) is the period r map of the systemẋ
Note that the first two and the last two equations decouple and thus the map K G can be decomposed as
where F x is a period r-map of the flow generated by the first two equations, F u the period r map generated by the last two equations in (9) , and E G is a period r map generated by the last equation of (8).
The NCR gate
For the NCR gate (9) reduces further tȯ
is an r-periodic function, for all initial conditions the solutions oḟ
converge to a unique r-periodic functionμ(t).
and denote its positive cone by E + . Let K 0 denote the map S N CR for the semi-flow generated by (7) when k f = 0.
is an invariant, exponentially attracting manifold under the map K 0 .
Proof. The map K 0 is the period map for the flow (7) when k f = 0. The last two equations in (7) when k f = 0 have the formμ
It follows from a direct computation that all the trajectories approach E ×μ(0) × {0} exponentially with rates k r and κ.
Let F 0 be the restriction of the map K 0 to the manifold E ×μ(0) × {0}. Then F 0 (w) := T 0 (r, 0, w) is a period r map, where T 0 (t, t 0 , w 0 ) is the solution at time t of the systeṁ
Note that the map K 0 can be decomposed as
where E 0 is a period r-map of the flow generated by (11) .
Comparing (10) and (13) we see that the maps K G and K 0 are composed of trivially convergent maps E G and E 0 and the maps F x , F u and F 0 . The latter three maps are all period r maps of a system of the form (12) . In fact, the maps F x and F 0 are identical. The reason for the distinct notation is that we will make a perturbation argument for the NCR circuit at which point it is convenient to denote the perturbation of F 0 by F . In conclusion, to analyze both K G and K 0 we need to understand the period r map of the system (12).
Point dissipativity and complete continuity
To obtain the desired convergence results we need to prove that the system exhibits sufficient asymptotic regularity and compactness. We begin by recalling some standard terminology and results for delay equations from Hale [11] and Hale and Verduyn-Lunel [12] . 
Definition 3.4. Consider a metric space X and continuous map A : X → X. If A maps any bounded set to a subset of a compact set, then it is completely continuous . It is asymptotically smooth if, for any bounded set B for which AB ⊂ B, there exists a compact set K such that dist(A n B, K) → 0 as n → ∞. Finally, it is point dissipative, if there exists a bounded set B (independent on x) such that every trajectory A n (x) enters B and stays there.
If f is a bounded continuous map and the solution map A(t 0 , t, ·) :
Invariant regions provide a means to verify the hypothesis of Theorem 3.5. Since the theory of monotone dynamical systems (see H. Smith [26] ) plays an essential role in the proofs of our principle results, we use this language to describe the appropriate invariant regions.
A closed convex cone 
Returning to the gating problem, for the NCR model we will make use of the period maps generated by the system (7). Define K (w) := T (r, 0, w) to be a period map on C N CR of the semiflow (7) with k f = << 1.
Lemma 3.7 provides the basic dissipation estimate not only for the maps F 0 , F x and F u but also for the perturbations K of the map K 0 = (F 0 , E 0 ).
a. There exists an 0 > 0 such that for all ∈ [0, 0 ) the map K , is point dissipative and completely continuous.
b. F 0 is point dissipative and completely continuous.
c.
is point dissipative and completely continuous.
Proof. (a).
We need to verify the assumptions of Theorem 3.5 for system (7). The right hand side f 1 of (7) is clearly bounded and continuous so we need to show that the solution map is bounded uniformly on compact subsets of [t 0 , ∞). Set
and
To verify the conditions of Lemma 3.6 for an order interval Q :
On the other hand, if x 0 (0) = R x and w 0 ∈ Q, then
For the second coordinate we let ξ 0 (0) = 0 and w 0 ∈ Q. Then, for all sufficiently small k f = ,
If ξ 0 (0) = R ξ and w 0 ∈ Q, then
For the third coordinate let µ 0 = 0 and w 0 ∈ Q. Then
for all sufficiently small k f = . If µ 0 = R µ and w 0 ∈ Q we have
Finally, for the fourth coordinate let C 0 = 0 and w 0 ∈ Q. Then f
By Lemma 3.6 the interval [0,R] × [0,Û ] is a positively invariant set in C N CR under K . Since the above argument is true for any value of constants R x , R ξ , R µ , R C larger then those indicated, every solution starting at w 0 ∈ C N CR exists for t ∈ [0, ∞]. It also shows that all solutions enter the closed and bounded region
This proves (a). The proof of (b) follows directly from the decomposition (13), (15) and (16) . The proof of (c) follows from the decomposition (10) and (b).
Remark 3.8. Observe that in each case the proof of Lemma 3.7 begins with the construction of an invariant ordered interval Q. We will make use of these ordered intervals in some of the later proofs.
Monotonicity
As is indicated earlier monotonicity plays an important role in our analysis of the dynamics of nuclear gating. Thus we begin this section by recalling several essential definitions and results.
Given an order cone a function F :
As is shown in [26] , if dF is strongly monotone, then F is monotone.
Consider a system w = f (t, w t ),
where f : R × Ω → R n , where Ω is an open subset of C, is continuously differentiable. The system (17) is cooperative if Ω is order convex and if df (w) satisfies df i (t, w)ϕ ≥ 0 whenever ϕ ≥ 0 and ϕ i (0) = 0 (18) for every w ∈ Ω and all t. If the system is cooperative, then by [26, Lemma 5.1.2], the derivative df (t, w) can be represented as
where a i (t, w) and η ij (t, w, θ) are continuous functions of w ∈ Ω and t ∈ R. System (17) is cooperative and irreducible if it is cooperative and the following hold:
is irreducible for every w ∈ Ω and t ∈ R. Hereê j ∈ C is the obvious embedding of the standard unit vector e j ∈ R n .
(ii) for every j such that the j-th variable is delayed in the i-th equation, we have
for all small > 0 and all t ∈ R. 
and assume that it is cooperative and irreducible. Let T (t, t 0 , w 0 ) be a solution with the initial condition w 0 ∈ C([−τ, 0]), R n ) at time t. Then the differential d x F of the period map
is strongly monotone for all w 0 ∈ C([−τ, 0]), R n ), provided r ≥ nτ .
Let us return to the perturbation argument for the NCR circuit. Motivated by the form of the first two equations in (7), letT h (t, t 0 , w) be a solution of the systeṁ
where h is a fixed function uniformly C 1 -close to zero, i.e.
||h(x, ξ, t)|| C 1 < .
Let
be the period r map of (21) . Observe that all functions in the system (21) are smooth. Thus, the solution mapsT h (t, t 0 , w 0 ) are smooth and hence the maps F h are smooth. We remark for future reference that the derivative df of the right hand side of (21) is
Proposition 3.10. System (21) is cooperative and irreducible.
Proof. We show that (21) is cooperative using the cone E + which is clearly order convex. Consider the derivative df in (24) . By assumption
For any ordered interval [0,R] the argument of the function K exp is bounded. Therefore there exists a constant β such that
Since the function h(x, ξ) is C 1 uniformly close to zero, there exists 1 such that for all < 1 we have
Take now ψ = (ψ x , ψ ξ ) ∈ E + i.e both components are nonnegative. We want to verify (18) . Take i = 1. Then
Therefore system (21) is cooperative. Recall that a 2 × 2 matrix A is irreducible if the off-diagonal entries are not zero. Since DF satisfies this property, this verifies (i) of the definition of irreducibility.
To verify (ii) it is enough to observe that η 12 = η 21 = δ −τ a delta function at −τ .
Corollary 3.11. The differential DF h is strongly monotone.
Proof. Apply Theorem 3.9 and Proposition 3.10.
Lemma 3.12. DF 0 is strongly positive.
Proof. This follows from [26, Lemma 3.2] which requires that three conditions (K), (I), and (R) be satisfied. In this case, the cooperativity of (21) (Proposition 3.10) is equivalent to condition (K), and the irreducibility of (21) (Proposition 3.10) implies condition (I), and since η 12 = η 21 = δ −τ , a delta function at −τ , condition (R) is satisfied. 
By [26, Theorem 5.1.1] quasi-monotonicity of f implies that whenever ϕ ≤ ψ thenT h (t, 0, ϕ) ≤T h (t, 0, ψ) for any t ≥ 0. Since F h (·) =T h (r, 0, ·) this proves the monotonicity of F h .
We collect these immediate results in the following Lemma.
Lemma 3.14. a. Given an ordered interval Q 0 ⊂ E + from Lemma 3.7.c (see Remark 3.8) and r ≥ 2τ , there is an 1 such that the maps F h with ||h|| C 1 ≤ and ∈ [0, 1 ) are C 2 , monotone maps with a differential DF h that is strongly monotone with respect to the cone E + . Furthermore, DF 0 is strongly positive.
b. The maps F x = F 0 and F u are C 2 , one-to-one, and monotone with differentials DF x and DF u that are each strongly monotone with respect to the cone E + , provided r ≥ 2τ .
Proof. (a). follows from the previous four results. (b).
All argument of (a) apply to the case h ≡ 0 and thus to F 0 and DF 0 . Since F x = F 0 and F u is a time r map of a completely analogous system to system (12), the results follow.
Convergence for the open gate: k f = 0
We begin this section with a key result concerning the global dynamics of (12) when k f = 0 and conclude with the proof of Theorem 1.3.a. To simplify the notation we will always take the initial time to be t 0 = 0. Given an initial condition z 0 = (x 0 , ξ 0 ) at t 0 = 0 denote the x-component of T 0 (t, 0, z 0 ) by x 0 (t) and the ξ-component of T 0 (t, 0, z 0 ) by
The derivative of V along the difference of two solutions (x 0 (t), ξ 0 (t)) and (x 1 (t), ξ 1 (t)) of (12) iṡ
Thus,
where for i = 0, 1
By assumption (H)
Choose t = nr a multiple of the period of the right-hand side of (12) . Observe that the L 1 norm
. A similar argument implies that there is a constant D exp such that
Therefore, for i = 0, 1 we have uniform bounds in n
By Lemma 3.14.b the differential DF 0 is strongly monotone and thus (x 0 , ξ 0 ) (x 1 , ξ 1 ) implies (x 0 (t), ξ 0 (t)) (x 1 (t), ξ 1 (t)) for all t > 0. This means that
The function V is continuous and so the left hand side of the equation (26) evaluated at times nr with integer n → ∞ is bounded uniformly on Q 0 . By (28) the first two terms on the right hand side of (26) are also bounded. Therefore
is a decreasing bounded sequence. Since z 0 , z 1 are fixed in our argument we set β(n) := β(n; z 0 , z 1 ). It follows now that β(n) converges and the difference
converges to zero as n → ∞. Now (29) The following Theorem proves the main convergence result.
Theorem 3.16. Assume the hypotheses (H) are satisfied, r ≥ 2τ and k f = 0.
a. All solutions of (12) that start in E + , converge to a unique r-periodic solution Γ(t, t 0 ), where r is the period of the cell cycle. This solution corresponds to the fixed point of the map F 0 .
b. All solutions of (9) that start in B + converge to a unique r-periodic solution Γ(t, t 0 ), where r is the period of the cell cycle. This solution corresponds to the fixed point of the map H G = (F x , F u ). 
Proof. (a).
The invariance of E + implies that Γ(t, t 0 ) ⊂ E + . Thus, it follows from Theorem 3.15 that solutions of (12) starting at (x, ξ) with the property
converge to Γ(t, t 0 ). Let S denote the set of such pairs of functions (x, ξ). The set S is a strict subset of E + . However, observe that for any two functions (x , ξ ) ∈ E + there are functions (x,ξ) ∈ E + such that x(θ) > x (θ) ,ξ(θ) > ξ (θ) for all θ ∈ [−τ, 0], and, at the same time,
. In other words (x , ξ ) (x,ξ) and (x,ξ) in S. By Theorem 3.15 a solution starting at (x , ξ ) converges to the same solution as (x,ξ), that is, to Γ(t, θ). Since (x , ξ ) ∈ E + was arbitrary, this finishes the proof.
(b). Applying part a. to both F x and F u separately gives convergence to r periodic orbits Γ x (t, t 0 ) and Γ u (t, t 0 ), respectively. Taking Γ(t, t 0 ) := (Γ x (t, t 0 ), Γ u (t, t 0 )) finishes the proof. (5) converge to Γ(t, t 0 ). By applying the same argument for systems (2) and (5) 4 The open NCR gate: 0 < k f << 1
Observe that Theorem 3.16.a does not guarantee hyperbolicity of the solution Γ(t, t 0 ). Thus, additional arguments, that are presented in this section, are necessary to obtain Theorem 1.4.a. In particular we need control not only of K 0 , but also K .
Recall that by Lemma 3.14.b, DF 0 is a completely continuous strongly positive operator. Thus, the Krein-Rutman Theorem [26, 17] implies that the spectral radius R := ρ(DF 0 ) of DF 0 is a simple positive eigenvalue and the corresponding eigenvector z 0. Furthermore, |λ| < R for all λ ∈ σ(DF 0 ), where λ = r.
Since the operator DF 0 is completely continuous, the spectrum consists of at most a countable set of eigenvalues and the eigenvalues have no accumulation point, except possibly 0. Therefore condition (31) implies that R an isolated point of the spectrum of DF 0 . Therefore by [10, Theorem 4.4] there exists a neighbourhood N δ0 of the fixed point Z 0 := Γ(0, 0) and a one-dimensional C 1 center manifold W 0 of the form
where Since W 0 is a bounded subset of a one-dimensional manifold and hence compact, by the standard persistence theory [13] there is 0 > 0 such that for all k f = < 0 there exists a C 1 manifold W , which is C 1 -close to W 0 , invariant under K , and attracts all solutions in N δ . Furthermore all points on W are ordered by our choice (33) .
Since W is C 1 -close to W 0 there are functions f 1 (x, ξ) and f 2 (x, ξ, t), with f (x, ξ, t) r-periodic in time t, satisfying (x, ξ, µ, C) ∈ W if and only if
and such that for all η > 0 there exists an 1 < 2 such that for all < 1
The dynamics on W is described bẏ
Since the dynamics is determined by the first two equations, it is described by the map F given as a period map for (12), where we set
Since ||h(x, ξ, t)|| ≤ ||g|| + η( )k r , given arbitraryη > 0 there is 2 < 1 such that for all ≤ 2 ||h(x, ξ, t)|| ≤η.
Recall that (23) defines the map F h . Setting k f = in (36) uniquely defines h in terms of and so in what follows we shall use the notation F to denote the map F h with h given by (36) with k f = .
Observe that K is a perturbation of K 0 = (F 0 , E 0 ) and F is a perturbation of F 0 . Furthermore, F is the restriction of K to the 1-dimensional manifold W and F 0 is the restriction of K 0 to W 0 .
Fix ∈ [0, 2 ). We show that all solutions of F starting in N δ converge to a unique fixed point Z ∈ W by (essentially) repeating the argument in Theorem 3.15. If w 0 := (x 0 , ξ 0 , µ 0 , C 0 ) is an initial condition at t 0 = 0 we denote the x-component of T (t, 0, w 0 ) by x 0 (t) and the ξ-component of T (t, 0, w 0 ) by ξ 0 (t).
Theorem 4.1. There exists 3 such that for all < 3 there is a fixed point Z ∈ W of F , such that for
Proof. Let z 0 := (x 0 , ξ 0 , µ 0 , C 0 ) ∈ W and z 1 := (x 1 , ξ 1 , µ 1 , C 1 ) ∈ W be two initial conditions such that their projections (x 0 , ξ 0 ) (x 1 , ξ 1 ) are ordered by the order induced by C + 1 . We first show that
where B 0 (t) and B 1 (t) are defined as in Lemma 3.15. We estimate the last two terms in (37). First the term with k f is equal to
The last term in (37) can be written as
Using the notation
Choose t = nr a multiple of the period of the right-hand side of (35) . Since W ∩ N δ is compact, the L 1 norm
is uniformly bounded for all v t ∈ W . Then the identical argument to that in Lemma 3.15 shows that there is a constant B such that 0
Now we estimate the terms B i (t), i = 2, 3, 4, 5. Since f 1 and f 2 are C 1 close to zero (see (34) ) and k f = , there is 3 such that for < 3 , the terms |B 3 (t) − B 5 (t)| < C and |B 2 (t) − B 4 (t)| < C are uniformly (in t) small in the set U . Therefore for ≤ 3 we have that
By Lemma 3.14.a the differential DF is strongly monotone and thus (x 0 , ξ 0 ) (x 1 , ξ 1 ) implies (x 0 (t), ξ 0 (t)) (x 1 (t), ξ 1 (t)) for all t > 0. This means that
The function V is continuous and so the left hand side of the equation (37) evaluated at times nr with integer n → ∞ is bounded on a compact set W ∩ N δ . By (38) the first two terms on the right hand side of (37) are also bounded. Therefore
is a decreasing bounded sequence. Therefore β(n) converges and the difference
converges to zero as n → ∞. Now (39) implies
as n → ∞ and therefore lim n→∞ ||F n (z 0 ) − F n (z 1 )|| = 0 for any pair z 0 >> z 1 ∈ W . Since all points in W ∩ N δ are ordered and W is one dimensional, this implies the statement of the Theorem. Theorem 4.2. Assume hypothesis (H) holds and r ≥ 2τ . There is an 0 such that for all k f = ≤ 0 all solutions of (5) that start in C, converge to a unique r-periodic solution Γ (t, t 0 ), where r is the period of the cell cycle.
Proof. Let u (t) be the r-periodic solution corresponding to the fixed point Z of the map F . We will prove the Theorem, if we show that for all w ∈ C we have
Recall that the restriction of K to W is denoted by F . By [10, Theorem 5.1] the solutions K n (w) with w ∈ N δ converge exponentially to a solution y ∈ W , and by Theorem 4.1 F n (y) → Z for all y ∈ W . By Lemma 3.7.a all solutions K n (w) eventually enter the set Q = [0,R] × [0,Û]. Therefore all we need to show that there is an 0 such that for all < 0 , solutions K n (w) starting at arbitrary w ∈ Q, enter the set N δ . To do that we show that for all w ∈ Q there exists an n, independent on w, such that
Then, since the perturbation (22) is uniform in w, it will follow that given δ there is an 0 such that for all < 0 ||K n (w) − K n 0 (w)|| < δ/2 for all w ∈ Q, which implies K n (w) ∈ N δ for all w ∈ Q. Since K 0 (w) decomposes as K 0 (w) = (F 0 (w), E 0 (w)) and the iterations of E 0 converge to zero exponentially and uniformly in Q, this is equivalent to showing that for all w ∈ Q 0 = [0,R] there exists an n, independent on w, such that
Thus to show (40) it is sufficient to prove the uniform condition (41). From Theorem 3.15 it follows that the sequence β(n; z 0 , z 1 ) defined analogously as in (30) is decreasing and bounded uniformly in z 0 and z 1 . Therefore for all η there is an n 0 such that for n ≥ n 0 β(n; z 0 , z 1 ) − β(n + 1;
and this is uniform in z 0 , z 1 . Let v 0 := (x 0 , ξ 0 ) ∈ Q 0 be an arbitrary point, Z 0 := (x 1 , ξ 1 ) ∈ Q 0 be the fixed point of F 0 , and let v 2 := (x 2 , ξ 2 ) ∈ Q 0 be such that v 0 << v 2 and Z 0 << v 2 . In the following estimate we denote by || · || the Manhattan metric in
We claim the following sequence of inequalities hold.
for n ≥ n 0 by (42). The constant D is computed by the following argument. Set
The differences z 1 := x 0 (t) − x 2 (t) and z 2 := ξ 0 (t) − ξ 2 (t) solve linear non-autonomous system of differential equationsż
The matrix on the right hand side is evaluated at a point in Q 0 . Since Q 0 is bounded, this matrix is uniformly bounded on Q 0 and so by the Gronwall inequality there is a constant E such that
for all s ∈ [nr, (n + 1)r]. This implies
which implies g(nr) r min s∈[nr,(n+1)r] g(s)
≤ E/r =: D.
This finishes the proof of the estimate (43). Since η is arbitrary, the estimate (43) proves (41) and thus the Theorem.
Proof of Theorem 1.4.a Fix ∈ [0, 0 ), where 0 is determined by the Theorem 4.2. Recall that system (3) is asymptotic to system (7). By Theorem 4.2 the map K satisfies the assumptions of [35, Theorem 2.4] and since K has the unique fixed point Z , all solutions of (3) converge to the corresponding periodic orbit Γ (t, t 0 ).
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As the slight asymmetry in Theorems 1.3 and 1.4 suggest, the proof for the closed gate is similar in spirit, though not identical, that of the open gate. Thus in our analysis of the case k r = 0 we concentrate on its differences from the setting of k f = 0. For k r = 0 the system (5) reduces tȯ
Observe that (44) decomposes into the first four equationṡ
and the last one, whose solution is completely determined by the solution of (45). We denote the phase space of (45) by
and hence the phase space for (44) is B × R. In addition to the positive cone B + , we make use of the cone D 0 ⊂ B defined by
We denote by G s the time r map of the reduced system (45), that is
where U s (t, t 0 , w 0 ) is the set of time t mappings generated by (45). Similarly, G f denotes the time r map of the full system (44), that is
where U f (t, t 0 , w 0 ) is the set of time t mappings generated by (44).
Lemma 5.1.
1. The map G s is C 2 , compact, monotone (with respect to D 0 ) and the differential dG s is strongly monotone (with respect to D 0 ).
There exists a bounded set P ⊂ B
+ which is positively invariant under G s and all solutions starting in B + will eventually enter P . Therefore all solution maps U s (t, t 0 , w 0 ) (in particular the map G s ) are point dissipative and completely continuous.
Proof. With the exception of the fact that the right hand side of (45) is
and hence the appropriate order cone is D 0 , the proof of this lemma follows from the same arguments employed in the proof of Lemma 3.7 in the case that k f = 0.
As in the case of k f = 0, to simplify the notation we present the arguments with the initial time taken to be t 0 = 0. If w 0 := (x 0 , ξ 0 , u 0 , µ 0 ) is an initial condition at t 0 = 0 we denote the x-component of U s (t, 0, w 0 ) by x 0 (t), the ξ-component by ξ 0 (t), u-component by u 0 (t) and the µ-component by µ 0 (t). Since g(ξ, µ) is continuous it follows immediately that the map G f also admits a global attractor A in B + × R. We will consider two Lyapunov functions. The first is V (x, ξ, u, µ, C) = x + ξ + C defined on the space B + × R. As in the proof of Theorem 3.15 we will evaluate this function along the difference of two solutions whose initial conditions are ordered with respect to the cone D 0 × R + . The derivative of V along the difference of two solutions
Notice that this is the same expression as we had in (25) . Therefore
where B i (t) is defined in (27) . We evaluate this expression at t = nr, a multiple of the period, and use an argument identical to that in Theorem 3.15 to show that there is a constant Z such that 0 ≤ |B 0 (nr) − B 1 (nr)| ≤ Z for all integers n > 0.
By Lemma 5.1 the map G s is strongly monotone with respect to D 0 and thus (x 0 , ξ 0 , u 0 , µ 0 ) (
for all t > 0. This means that, in particular, for all t > 0
Since the left hand side of the equation (46) is bounded on a compact attractor A ∈ B + × R, |B 0 (nr) − B 1 (nr)| ≤ Z is bounded as well, and the sequence
is a bounded monotone sequence. This implies that
as n → ∞.
To finish the proof of the theorem we need to show that u 0 (nr) − u 1 (nr) → 0 and µ 0 (nr) − µ 1 (nr) → 0 as n → ∞. In order to do that we use an analogous Lyapunov function
Then the same argument as above shows that the derivative ofV along the difference of two solutions w 0 and w 1 of (44) isV
whereB i (t) are expressions analogous to the B i (t), i = 0, 1 defined above where we exchange x for u and ξ for µ. We compute as beforē
Again, we evaluate this expression at multiples of the period, t = nr. By the previous argument |B 0 (nr) − B 1 (nr)| is uniformly bounded (though perhaps by a different constant) and the left hand side of (48) is uniformly bounded. By strong monotonicity of G s with respect to D 0 we get that u 1 (t) > u 0 (t) and µ 1 (t) > µ 0 (t) and for all t > 0. Hence
is a bounded sequence of positive numbers, which implies δ(n + 1) − δ(n) → 0 as n → ∞, and thus lim n→∞ (u 0 (nr) − u 1 (nr)) = 0 and lim
Now (47) 
. By the invariance of B + × R we have Γ(t, t 0 ) ⊂ B + × R. It follows now from Theorem 5.2 that solutions of (44) starting at (x, ξ, u, µ, C) with the property
converge to Γ(t, t 0 ). We denote the set of such functions (x, ξ, u, µ, C) by F. As in the proof of Theorem 3.16 we note that any point (x , ξ , u , µ , C ) ∈ B + × R is in an ordered relationship with at least one point in F. By Lemma 5.2 all these solutions converge to the same solution, namely Γ(t, t 0 ).
Proof of Theorem 1.3b. By Theorem 5.3 the map G f satisfies assumption of the [35, Theorem 2.4] . Since solution maps of the system (3) are asymptotic to the solution maps of the system (44), [35, Theorem 2.4] implies that every solution of system (3) converges to the unique periodic orbit Γ(t, t 0 ) of the system (44).
The closed NCR gate
To prove the Theorem 1.4.b we proceed along an analogous route as in the case of Theorem 1.4.a We will only show the argument for k r = 0 since there are substantial differences with the case k f = 0 and in the interest of space we will leave the perturbation argument to the reader.
In the NCR example the system (44) becomeṡ
the system (45) becomesẋ
where we dropped the unnecessary superscripts. We identify the phase space of (51) as
and then the phase space for all four equations including the equation for C, is E × R 2 . Recall, that the positive cone of E is E + . Further, we denote a cone D
We denote by G Next Theorem is analogous to Theorem 5.2 but the choice of a Lyapunov function is slightly different. We will point out the difference in the proof. in E + × R + . Since g(ξ, µ) is continuous it follows immediately that the map G N CR f also admits a global attractor A in E + × R 2,+ . We will consider two Lyapunov functions. First we consider V (x, ξ, µ, C) = x + ξ + C on the space E + × R 2,+ . This is the same function as in Theorem 5.2 and we get the identical result to (46). The derivative of V along the difference of two solutions w 0 (t) := (x 0 (t), ξ 0 (t), µ 0 (t), C 0 (t)) and w 1 (t) := (x 1 (t), ξ 1 (t), µ 1 (t), C 1 (t)) is V (w 0 (t)) − V (w 1 (t)) − (V (w 0 (0)) − V (w 1 (0)) = t 0V (x 0 (z), ξ 0 (z), µ 0 (z), C 0 (z))dz − t 0V (x 1 (z), ξ 1 (z), µ 1 (z), C 1 (z))dz
where B 0 (t) is defined in (27) . In the same way as in Theorem 5.2 this implies x 0 (nr) − x 1 (nr) → 0 and ξ 0 (nr) − ξ 1 (nr) → 0
To finish the proof of the Theorem we still need to show that µ 0 (nr) − µ 1 (nr) → 0 as n → ∞. Here we have to choose a different function then in Theorem 5.2. We defineŪ(x, ξ, µ, C) = x + ξ + µ + 2C. Then the derivative ofŪ along the difference of two solutions (x 0 (t), ξ 0 (t), µ 0 (t), C 0 (t)) and (x 1 (t), ξ 1 (t), µ 1 (t), C 1 (t)) of (51) with C equation isU ((x 0 (t), ξ 0 (t), µ 0 (t), C 0 (t)) −U ((x 1 (t), ξ 1 (t), µ 1 (t), C 1 (t)) =ẋ 0 (t) +ξ 0 (t) +μ 0 (t) + 2Ċ 0 (t) −ẋ 1 (t) −ξ 1 (t) −μ 1 (t) −Ċ 1 (t) = B 0 (t) − B 1 (t) − α(x 0 − x 1 ) − γ(ξ 0 − ξ 1 ) − κ(µ 0 − µ 1 ) We computeŪ (x 0 (t), ξ 0 (t), µ 0 (t), C 0 (t)) −Ū (x 1 (t), ξ 1 (t), µ 1 (t), C 1 (t)) (54) − (Ū (x 0 , ξ 0 , µ 0 , C 0 ) −Ū (x 1 , ξ 1 , µ 1 , C 1 ) = t 0U (x 0 (z), ξ 0 (z), µ 0 (z), C 0 (z))dz − t 0U (x 1 (z), ξ 1 (z), µ 1 (z), C 1 (z))ds (55) = B 0 (t) − B 1 (t) + t 0 −α(x 0 (z) − x 1 (z)) − γ(ξ 0 (z) − ξ 1 (z)) − κ(µ 0 (z) − µ 1 (z)dz.
We evaluate t := nr. By the previous argument |B 0 (nr) − B 1 (nr)| ≤ Z is uniformly bounded, the left hand side of (54) is uniformly bounded and, finally, . Since solution maps of the system (3) are asymptotic to the solution maps of the system (50), [35, Theorem 2.4] implies that every solution of system (3) converges to the unique periodic orbit Γ(t, t 0 ) of the system (50).
A concluding query
As is demonstrated in Section 3.5, given a fixed initial time and initial condition, the asymptotic dynamics under the assumption that k f = 0 appears to be qualitatively the same for the general gate and the NCR gate; in both cases the solution tends toward a periodic orbit. The results in Sections 4 and 5.1 guarantee that the periodic orbit for the NCR gate does not bifurcate under perturbations in the reaction rates for the formation and disassociation of the complex C. For the general gate, however, the situation is different.
While the perturbation to the NCR gate equations and to the general gate equations involves the same variables x and ξ, the latter couples two different systems, described by the maps F x and F u , together. As a consequence the analogy of Lemma 3.14.a does not hold. The fundamental reason is that the derivative of the right hand side of (9) is block diagonal, while the corresponding derivative of the perturbed system is not. In contrast in NCR gate equations the derivative of the original and perturbed system have the same structure, see (24) . In other words, the perturbation in the reaction rates k f and k r from zero to non-zero values in the general gate equations is structural -it changes the underlying feedback structure of the system and, in particular, the monotone character of the equations. The same perturbation in the NCR gate does not change the feedback structure of the system.
The same comments apply to perturbations from the closed gate k r = 0. With this in mind we pose the following question:
Within the constraints of the model for the full gate, i.e. the hypotheses (H) and sufficiently large r with respect to τ is it possible that for 0 < k f << 1 or 0 < k r << 1, either the attractor consists of more than a unique periodic orbit of period r or that there is a unique periodic orbit but its period differs from a multiple of r?
As was indicated in the Introduction part of our justification for developing the full gate model was the observation that compartmental gating appears to be a wide spread phenomenon and clearly will appear in biological settings which have not yet been explored. Never the less, we do not know of a specific biological system for which the general model applies. There are two possible directions of speculation at this point. First, such a general gate will be found -justifying the analysis presented here. The second, is that the general gate does not exist. Given the enormous variety of biological control mechanisms which have arisen through evolution, this requires an explanation. Assuming a positive response to the question posed above, we provide the following obviously speculative remark. As is indicated in the comments following Theorem 1.3, the fact that the asymptotic dynamics is periodic with the period of the cell cycle allows for the output of the gate to be easily incorporated into other control mechanisms that are tuned to the cell cycle. Thus, evolution of this type of a switch might be less disruptive than, a switch whose output is either not unique or a signal with frequencies which are not easily related to that of the cell cycle.
