To assess the daily distribution of temporal resolution in visual detection, binocular double-pulse resolution (DPR) was measured over a 24 h period in six healthy subjects. DPR showed a significant daily variation with an amplitude for the foveal stimulus of up to 60%. Like in other vigilance-dependent daily rhythms, optimal performance occurred around midday. The DPR measurements described here are an excellent method for assessment of vigilance and mental alertness (e.g. in pharmacological studies). They show strong time-of-day differences, are highly reliable across successive measurements, and can be fully automated.
Introduction
The state of vigilance is influenced by various factors, including sleep-deprivation, food intake, alcohol or various other drugs; in addition, it is controlled by the circadian clock. The assessment of vigilance states (e.g. in the context of shift work or as a consequence of drugs) has become increasingly important in modern society which demands 'eternal vigilance' around the clock -low vigilance can have fatal consequences in increasingly complex tasks.
Traditionally, vigilance has been defined by overt behavior, which could be assessed, for example, by psychometrical tests, and later was correlated with electroencephalographic (EEG) patterns (Kugler, 1984) . Vigilance is a subset of 'consciousness' comprising mental contents and selective attention (Niedermeyer, 1994) . Thus, vigilance is defined as a state of the brain, influencing both mental and motor performance as 'outputs', and often depends on 'inputs' (e.g. light or sound signals). Many psychophysical performance tests measure a mixture of vigilance, its inputs and outputs. For example, visual reaction time depends on sensory inputs, vigilance, and motor velocity. A test for vigilance should, therefore, be able to distinguish whether the state of the brain (e.g. vigilance), the transduction of input signals (e.g. sensitivity and gain) or the output (e.g. a motor program) is impaired.
But what does it mean when vigilance is impaired compared to a control test? How can the results be quantified for an individual without reference to his or her maximum and minimum vigilance and how can one judge the sensitivity of a given vigilance test? A resolution for this dilemma can be found in the fact that vigilance undergoes a daily rhythm, generally with a maximum around midday and a minimum around 03:00 h. Only when a vigilance test is measured over the course of 24 h for a representative sample population, do we know the daily limits of vigilance for a given test and can quantify the impairment accordingly, provided measurements are performed at the same time of day.
Many psychophysical parameters vary systematically over the course of a day. The majority have a daily time course typical for vigilance-dependent tasks (for example, see top graph in Fig. 1 ). Judged by their respective daily time courses, other psychophysical functions give different results. In humans and animals, for example, the sensitivities to white (Bassi & Powers, 1986; Knoerchen & Hildbrandt, 1976) or colored light stimuli (Roenneberg, Lotze, & von Steinbü chel, 1992 ) are highest at night (i.e. 180°out of phase with the vigilance-dependent rhythms; for example, see bottom graph in Fig. 1 ). These vigilance-independent time courses often represent daily changes in sensory sensitivity (Lotze, Wittmann, von Steinbü chel, & Roenneberg, 1999) .
Temporal resolution is often used as a psychophysical test for assessing vigilance capability. A common method to measure temporal resolution in the visual system is the critical flicker frequency (CFF) which represents the temporal threshold below which a high frequency light stimulus is perceived as steady. Since it was shown that CFF is related to central fatigue (Lee, 1941) , it is frequently used to evaluate drug-induced impairment of vigilance (Allain et al., 1996; O'Neill, Hanks, White, Simpson, & Wesnes, 1995; Schulz, Weyer, Jobert, Wilde-Frenz, & Breuel, 1992) . However, CFF-measurements are inherently problematic for several reasons, including adaptation and area summation. In a reductionist approach for measuring CFF, only two pulses are used (Double Pulse Resolution; DPR). Under these conditions, threshold is not defined as a critical frequency, but as the shortest inter-stimulus interval (duration of the interrupting darkness) which allows the distinction of a steady stimulus (below the resolution threshold) and a blinking stimulus (above the threshold). Initial methodological difficulties in DPR measurements have been resolved by introducing asymmetric pulse configurations (see Section 2 and Treutwein & Rentschler, 1992) . DPR has proved itself as a powerful method for evaluating pathologies of the visual system ranging from retrobulbar neuritis to glaucoma (Galvin, Heron, & Regan, 1977; Stelmach, Drance, & Di Lollo, 1986 ). Here we show that DPR is also an excellent method for measuring vigilance.
Methods

Subjects and design of experimental protocol
Six subjects (three male and three female, 26-30 years of age) with normal vision (University students with no refractory and no cerebral visual deficits) were tested every 3 h, twice in direct succession, over the course of 24 h. The whole experiment lasted from 07.30 to 09:00 h of the following day. No sleep nor large meals were allowed (small snacks were available during the entire experiment ad libitum). One week before the experiment, subjects were instructed to keep a strict sleep schedule from midnight to 08:00 h to ensure entrainment of their circadian system to comparable phases. This was verified by measuring sublingual temperature during the experiment at 2 h intervals with a digital thermometer. Sublingual temperature rhythms showed a pronounced daily time course, with the same phase for all subjects (trough around 07:00; evaluated by the minimum of two component least square cosine fit for each subject; for evaluation of rhythms, see below), indicating comparable entrainment prior to the experiment (Fuller, Sulzmann, & Moore-Ede, 1978) . The study was approved by the local ethics committee and is in accordance with the Declaration of Helsinki.
Stimulus presentation
To measure temporal resolution in the visual system, we used a procedure based on the detection of the interruption (gap) of a light stimulus. The threshold of this detection ('critical gap duration', CGD) was determined using a forced choice task with nine spatial alternatives. Thus, the chance level is 11.11% and a statistical threshold is reached at 55.55% correct responses. The spatial distribution of the nine targets allowed the determination of the CGD at different foveal and perifoveal locations. A central stimulus, located at the fixation point, is surrounded by eight stimuli equally distributed on a circle (radius: 3.4°of visual angle; Fig. 2 ). The 9-dot-pattern was displayed on a Hewlett-Packard CRT monitor (HP 1310, P4 Aschoff and Weaver (1981) . Bottom: color recognition of red stimuli graphed as sensitivity (i.e. inverse of intensity needed for detection at threshold), redrawn from Ronnenberg, Loetze, & Steinbü chel (1992) . Composite cosine curves (fundamental and first harmonic of a 24-h rhythm, see Section 2) were fitted to the data. phosphor) generated with a frame rate of 3.4 kHz (using a high-speed point-plot buffer; for technical details, see Finley, 1985 . Subjects sat 1 m away from the display screen in an ambient illumination of 10 lux. Each stimulus covered a visual area of 0.34°× 0.34°, and subjects were able to detect their structural details (i.e. light patches consisting of a 5 × 5 dot matrix, dot diameter approximately 3.6%). The luminance of all nine stimuli, independent of being target and non-target, was 21.5 cd/m 2 . At the beginning of each trial, subjects had to fixate a centrally displayed cross (Fig. 2) . By pressing any key on the computer keyboard, the fixation cross was switched off for 50 ms followed by a presentation of all nine light positions for 40 ms. Then one of the stimuli (chosen randomized order) disappeared for a variable time (gap duration of 10 -50 ms), immediately followed by presentation of all nine stimuli for 280 ms. Before the system switched back to the fixation cross, the screen was again blank for 50 ms. For every measurement, the target position, which appeared blinking, had to be indicated by pressing one of the nine keys on a numerical keypad (topographically representing the nine stimuli).
Statistical basis for threshold determination
In order to make threshold estimation more effective, we used a method that reduces the number of trials far above and below the final threshold by concentrating on presentations near its presumed value. Our method (a modification of the Bayesian and maximum likelihood estimation) applies sequential, iterative statistics. The duration of the presented 'gap' (minimal step size 1 ms) is based on all the data already collected during a session using the current best threshold estimate. Thus, the gap duration was recalculated after each response and used for the next trial. This procedure is repeated automatically until a pre-defined confidence criterion for the threshold estimates is reached at all nine locations (Treutwein, 1995 (Treutwein, , 1997 . A typical session for the determination of a complete set lasted approximately 20 min (30-40 presentations per location).
Statistical e6aluation of the daily rhythm
To evaluate significance, amplitude, and phase of the daily variation in temporal thresholds, cosine curves (fundamental and first harmonic) were fitted with the least squares method (Box & Jenkins, 1970) to the data (x) of each subject (using the determined thresholds for the central stimulus but the averages of the peripheral stimuli; see Section 3). Composite fits of fundamental and harmonic were chosen to achieve a better description of non-sinusoidal waveforms and not because a 12-h periodicity was predicted to be inherent in the time series. The results of these fits are shown in Table 1 . The significance of the fits (column 6 in Table 1) were estimated by the t-test using the regression coefficient; the degrees of freedom were calculated by reducing the number of measurements on which the fit was based (e.g. 14 for each subject; two subsequent measurements at seven different times of day) by five (two for each cosine component and one for the estimated mean). For fitting cosine curves to the thresholds of all subjects, individual daily means (x da ) were subtracted from each measurement and the result was added to the overall mean of all subjects (top graphs in Fig. 4) . Percent deviation around the daily average (see column 4 in Table 1 and bottom graphs in Fig. 4) were calculated by the following equation: (x −x da )/x da * 100. For the depiction of individual time courses as percent deviation (see bottom graph in Fig. 4 ) the two successive measurements taken at one time of day were averaged.
Results
Although subjects occasionally experienced fatigue over the 24 h without sleep, they never had problems in performing the automated test. The iterative procedure added up to 300-400 measurements per session (determining the thresholds for all nine positions, Fig. 2 ).
Outliers had, therefore, little influence on the final threshold values of double pulse resolution (DPR). All successive measurements were highly reproducible at all signal positions (average variance B 2.8 ms). Over the whole course of the experiment and for all subjects, thresholds for the eight perifoveal positions were very similar to each other but always significantly higher than central measurements (on average by 10.9 ms, Wilcoxon test; z= 9.45; PB 0.0005; see Fig. 3 and column 2 in Table 1 ). For the analysis of time-of-day specific differences, perifoveal thresholds were, therefore, pooled. Within the eight perifoveal targets, there was, however, a small but highly significant difference between the upper and the lower hemisphere. DPRthresholds in the upper visual field (lower hemi-retina) were on average 3.74 ms lower (Wilcoxon: z= 10.61; PB 0.001; see Fig. 3 ).
The daily distribution of DPR-thresholds shows a systematic time course. This is supported by the fact that the variance for successive measurements was significantly smaller (Wilcoxon: z= −7.08; PB 0.001) than for those measured 12 h apart. Maximal daily deviations from the individual means were as high as 935% for the central position, but only up to 9 16% a Results are listed separately for each subject measured in the center (top half) and the averaged peripheral points (bottom half). The mean DPR threshold (ms) is, on average 14.5 ms lower at the center than in the surrounding circle. Least square cosine fits (see Section 2) were fitted to the time series of each subject as well as to all measurements. The range of fit (min-max of fitted curve) is given in ms as well as in percent deviation around the daily mean. Around 13:00 h, subjects show the best performance (equal to the minimum of the cosine fit). For calculations of significance levels, see Section 2. ers, 1986; Roenneberg et al., 1992) sensitivity are highest at about 02:00 h. In animals, the latter rhythm correlates with retinal renewal processes (synthesis of pigment/protein-complexes, Bassi & Powers, 1986; Remé, Wirz-Justice, Rhyner, & Hofmann, 1986) , which may be responsible for increased nocturnal sensitivity. Tasks depending on both vigilance and sensitivity may show no daily time course due to the fact that the two rhythms oscillate 180°out of phase. For example, acoustic order recognition threshold depends both on sensitivity and vigilance (Berger-Gross & Bruder, 1984) and does not vary significantly over 24 h (Lotze et al., 1999) .
Temporal resolution in the visual system, when assessed by double pulse resolution (DPR), appears to be predominantly vigilance-dependent with a robustly rhythmic time course over 24 h and maximum performances in the early afternoon. The time-of-day specific differences are especially pronounced when DPR is measured in the fovea, and are much larger than when vigilance is assessed by critical flicker fusion (Schulz et al., 1992) . In an independent series of experiments with five subjects, DPR thresholds did not show a significant correlation with stimulus intensity (B.T., data not shown); in contrast, CFF is logarithmically proportional to light intensity (Ferry-Porter law; Koelega, 1995; Skrandies, 1985) . This discrepancy may explain the differences between CFF and DPR in measuring time-of-day specific vigilance. Due to their intensity dependent nature, CFF measurements combine vigilance and sensory input properties which can each produce daily rhythms 180°out of phase. Because of these difficulties, restricting recommendations were given for CFF measurements (Bobon, Lecoq, von Frenckell, & Lavergne, 1982) : photic (daylight) illumination in the test room has to ensure saturation of the rods, and cones have to be adapted prior to testing; pupil size should be carefully controlled before and after measurements, and results should be corrected accordingly. The difficulties with CFF measurements have lead to wrong interpretations. For instance, due to the pupil dilating effects of amitriptyline (leading to an increase in retinal stimulus strength) lower CFF thresholds were misinterpreted as enhanced cerebral arousal (Black, Franklin, & de Silva, 1975) . Compared to other psychophysical methods assessing vigilance (i.e. movement times, tapping frequency, cancellation test, digit symbol substitution; e.g. Koelega, 1995; Smith & Misiak, 1976) , CFF often fails to detect existing vigilance impairment (e.g. Cheam, Dob, Skelly, & Loockwood, 1995; Manni, Ratti, Perucca, Galimberti, & Tartara, 1993) . These complications, together with the fact that the given recommendations are often neglected, make CFF measurements problematic for assessing vigilance, especially in large pharmacological studies (see Aufdembrinke, 1982 ), yet, CFF is still most frequently used for evaluating mental alertness.
for the perifovea (Fig. 4 bottom) . Individual daily time courses were well represented by two component least square cosine fits (significance levels in column 6 of Table 1 ) which also showed daily ranges of up to 9 30% (column 4 in Table 1 ). Even when all thresholds (two measurements per time point and individual, n = 84, see Fig. 4 top) were fitted after normalization around an overall mean (see Section 2), best and worst performance differed in a time-of-day specific manner by as much as 9.2 ms at the central position but only 6.1 ms in the perifovea (bold in column 3 of Table 1 ). In general, best performance (lowest thresholds, column 5 in Table 1 ) was reached in the early afternoon at all positions. For some subjects, time courses had a larger range in the perifovea than at the central position (column 3 in Table 1 ), but the relative deviation around the daily mean (in %, column 4 in Table 1 ) was generally more pronounced, more in phase, and the fits more significant at the central position (Fig. 4 bottom) .
Discussion
Performance in vigilance-dependent tasks is optimal during the day while sensitivity-dependent tasks show better performance at night (Fig. 1) . In the early afternoon, subjects have the shortest reaction time, need the least time for mathematical calculations and can tap their fingers with the fastest speed (Aschoff & Wever, 1981; Pö ppel, Aschoff, & Giedke, 1970; . In contrast, acoustic (Lotze and Roenneberg, unpublished results) and visual (Bassi & Pow- The phase of highest vigilance determined in our experiments lay around 13:00 which is similar to the results obtained in many other experiments using different task and measurement procedures (e.g. Aschoff & Wever, 1981; ; see also Fig. 1 top) . Recent results concerning vigilance measurements in a forced desynchrony protocol found that the circadian vigilance component peaked approximately 9 h prior to the trough of the core body temperature rhythm, while its homeostatic component showed highest values at the beginning of each wake period (Wyatt, Ritz-de Cecco, Czeisler, & Dijk, 1999) . Temperature measurements in our subjects showed a trough at 07:00 h, i.e. the vigilance peak preceded the temperature trough by 18 h, occurring approximately 5 h after the wake up time scheduled during the pre-experiment routine (subjects were told to sleep from midnight to 08:00 h). The different results of the two studies partly lie in the different conditions but also in the fact that our study did not enable a separation between the circadian and the homeostatic components. In addition, phase relationship between sleep/wake cycle and temperature rhythm differ markedly in entrained versus free-running conditions (Wever, 1979) . Thus, a change in phase relationship could also contribute to the different results, although free-runs and forced desynchrony protocols cannot be strictly compared.
The DPR measurements at the different retinal locations reveal small but significant differences in temporal resolution between the upper and the lower retina, with lower thresholds in the lower retina (upper visual hemisphere, see Fig. 3 ). These topographical differences are in contrast with earlier results found in a study measuring temporal resolution in the retina by (CFF) and double flash discrimination. In this study, higher temporal sensitivity was found in the upper/nasal retina (Skrandies, 1985) . These differences may also be related to the fact that CFF depends on stimulus intensity while DPR is largely independent.
Besides being largely independent of stimulus intensity, DPR does also not involve complex reaction behavior or motor velocity. The daily time course of DPR thresholds is prototypical for a predominantly vigi- Fig. 4 . Double plotted time course of DPR threshold for central (left) and perifoveal (right) measurements. Top: DPR-measurements of all subjects plotted as deviations from the overall mean (see Section 2). Composite cosine curves were fitted to each data set (N =84; center: r = 0.62, P 50.001; perifovea: r =0.54, P5 0.001). Note the different mean levels (dashed horizontal lines) for the two locations as well as the different ranges (center: 9.2 ms; perifovea: 6.1 ms; see 'fit to all' in Table 1 ). Bottom: The two successive measurements for each subject at the different times of day were averaged and are shown as line plots representing the percent-deviation to each individual mean. To emphasize the course of the rhythm, curves were double plotted (in spite of the fact that the total test duration was only 24 h). Note, that when the results are expressed as percent deviation, the amplitude difference between center and perifovea is even more pronounced. Ordinates are reversed to show performance (i.e. shortest DPRs).
lance-dependent task, and the large amplitude of the rhythm (Aschoff & Wever, 1981; indicates that the protocol used here is able to detect even small changes in vigilance with high reliability. These qualities make this method ideal for measuring vigilance and arousal which are of great importance for assessing the consequences of shift work, or drugs and other therapeutic applications. Its clear daily differences of minimal and maximal performance provide a good reference system for quantifying vigilance changes. In addition, when measured at different times of the day, it provides a possibility to asses whether a treatment has effected vigilance or whether it has changed the phase of the circadian rhythm. These two possibilities can strictly not be distinguished when measurements are only taken at one time of day.
