ABSTRACT. This paper presents a derivation of an analytical model to evaluate the performance of a multi-queue nodes network router, which is referred to as the mQN model. In this model, expressions were derived to calculate two performance metrics, namely, the queue node and system utilization factors. In order to demonstrate the flexibility and effectiveness of the mQN model in analyzing the performance of a multi-queue nodes network router, two scenarios were performed. These scenarios investigated the variation of queue node and system utilization factors against queue node dropping probability for various numbers of queue nodes, and packets arrival routing probabilities. The performed scenarios demonstrated the flexibility and effectiveness of the mQN model to evaluate the performance of a multi-queue nodes router prior to the design and implementation stage as compared to experimental tests and computer simulations.
INTRODUCTION
Due to the enormous development and wide spread of computer networks and the Internet, congestion becomes a critical issue, which needs to be efficiently solved to achieve optimum network performance [1, 2, 3, 4] . Congestion usually occurs at the network router buffer when the number of incoming packets exceeds the available network resources, such as buffer space and processing speed of the network router. Multi-queue systems are widely used as a practical solution to the network congestion problem. Therefore, it is very important to have efficient, reliable, and accurate models to analyze the performance of the network and consequently to contrivance optimum designs for the congestion avoidance queuing system at the network router [5, 6, 7, 8] .
Practical experiments and simulations are the most widely-used methodologies for analyzing the performance of multi-queue systems during congestion [2, 8] . However, several efforts have also been directed towards mathematical modeling of multi-queue systems in congested networks. This is because mathematical models are cheaper and easier to use than experimental or simulation applications, and also they can improve understanding of the real problem to set-up appropriate and flexible solutions that suit the network and design requirements [8, 9] .
Analytical models were developed in [1, 5, 6 ] to evaluate the performance of a discrete-time activequeue management (AQM) based queuing systems of one and two-queue nodes; where analytical expressions were derived to calculate a number of performance metrics, such as: average queue length, throughput, average queuing delay, and packet-loss rate. Recently, we have carried-out a research project to extend the model to evaluate the performance of a multi-queue nodes router.
The research contributed to develop two analytical models and introduced two more performance metrics; these are [10] :
(1) The macroscopic analytical model, which calculates queue nodes and system performance independent of the AQM algorithm, and it is referred to as mQN model. In the mQN model, expressions were derived to calculate two performance metrics, these are: queue node and system utilization factors, U j and U s .
(2) The microscopic analytical model, which calculates the queue nodes performance based on the discrete-time dynamic random early detection (DRED) algorithm. Therefore, it is referred to as DTD-mQN model. In this model, expressions were derived to calculate the four performance metrics mentioned above.
The derived mathematical models can be used to improve understanding of the real problem of a multi-queue nodes router to set-up appropriate and flexible parameters that suit the network and design requirements, and meet all sources (users, services, and applications) needs.
In this paper, we only present the description and derivation of the first model, namely the mQN model. In order to demonstrate the flexibility and effectiveness of the derived expressions, they were used to investigate the effect of the number of queue nodes (m) within the router, and packets arrival routing probability (p 0j ), on U j and U s for various values of dropping probabilities p d (j), where j=1, 2, 3, …, m.
This section provides an introduction to the general domain of this paper. The rest of this paper is organized as follows: Section 2 presents a literature review on the most recent and related researches that concern with developing analytical models to evaluate the performance of queuing systems. Section 3 describes the mQN model and the derivation of expressions for calculating the performance metrics U j and U s . In Section 4, the derived expressions are used to estimate the variation of U j and U s against p d (j) for various values of m and p j0 . Finally, in Section 5, based on the obtained results conclusions are drawn and suggestions and recommendations for future work are pointed-out.
Literature Review
This section presents a literature review on the most recent and related researches that were conducted to develop analytical performance evaluation models for the existing queuing systems and algorithms. At this stage, it is very important to realize that there are only limited numbers of references precisely concern with developing such analytical models, as most researchers use computer simulations or experimental tests in evaluating their systems or algorithms.
H. Abdel-Jaber et. al [5] derived an analytical model to evaluate the performance of a discrete-time DRED-based queuing system, which consists of one and two-queue nodes. They derived analytical expressions to calculate four performance metrics, these are: average queue length, throughput, average queuing delay, and packet-loss rate.
L. Hoflack et. al [11] derived approximate expressions to calculate the tail probabilities of the buffer occupancy (number of packets stored in the buffer) in a discrete-time queuing model with infinite storage capacity and one single output line. This model applied to study the traffic of a file server, where one file download by a user corresponds to one session. The steady-state probability generating functions of the number of active sessions, buffer occupancy and packet delay were derived. The derived expressions can be used to study the influence of the different system parameters.
F. Baccelli and D. McDonal [12] derived a closed form formula for the stationary throughput obtained by an HTTP flow, which consists of a succession of idle and download periods. The file downloads are subject to a fixed packet-loss probability. For this stochastic model, they also derived closed form expressions for the mean time to transfer a file and for the distribution of the throughput. Several laws of file sizes and idle times were considered including heavy tailed distributions. They briefly discussed how the formulas can be applied to predict bandwidth sharing among competing HTTP flows. I. Awan et. al [13] presented a framework for the performance analysis of queuing networks with blocking under AQM scheme. The analysis was based on a queue-by-queue decomposition technique. The use of queue thresholds is a well-known technique generalized exponential distribution which can capture the bursty property of network traffic. The analytical solution was obtained using the maximum entropy principle. The forms of the state and blocking probabilities were analytically established at equilibrium via appropriate mean value constraints. The initial numerical results demonstrated the credibility of the proposed analytical solution.
L. Wang et. al [14] developed an analytical performance model for a finite capacity queuing system with AQM mechanisms based on the instantaneous number of packets in the queue. They considered two different traffic classes modeled by Poisson arrival processes. Expressions for the aggregated and marginal performance measures including the mean queuing length, response time, system throughput, probability of packet-losses and mean waiting time were derived. The validity of the analytical results was demonstrated by comparing the analytical results and those obtained from simulation experiments.
The DTD-mQN Analytical Model
Queuing systems with more queue nodes are required to meet the evolving network needs. Therefore, it is important to have efficient tools to evaluate the performance of such systems and help system designers to select appropriate design parameters [5, 6, 15] . It is clear that availability of such tools play a crucial role in designing and building cost-effective queuing systems.
This paper is concerned with the development of such tool, in particular, development of an analytical model that can be used to evaluate the performance of a multi-queue nodes queuing system. Thus, it is referred to as mQN analytical model. Before we proceed with the derivation of the mQN model, we believe it is important to describe the architecture of the queuing system and how it works, and also to define the system variables. But first, let us start with the definition of the system variables. System variables are classified into design and network variables as follows:
(1) Design-driven variables, which are the variables derived from the technological design of the system, such as: number of queue nodes, buffer size (maximum queue size), and various interaction probabilities.
(2) Network-driven variables, which are the variables derived from the network environment, such as packets arrival rate.
The Architecture of the Multi-Queue Nodes System
The architecture of a multi-queue nodes system consisting of m queue nodes (j=1 to m) is shown in Figure 1 . The architectural model shows that the system consists of main arrival-point, where all packets are arrived there, and then distributed according to certain probabilities (p 0j ) to the different arrival-points of each queue node within the system. Each queue node has one arrival-point and one departure-point. The packets leaving a queue node are either depart the system, feedback to the same queue node, or bypass to other queue nodes within the system, each with a certain probability. In addition, each queue node has a certain packet dropping probability (p d (j)). Figure 1 assumes that data packets arrive to the network router at an arrival rate of λ arr . Then these data packets are distributed between the queue nodes according to p 0j , where p 0j is defined as the probability that a packet arriving at the network router is forwarded to queue node j. The actual packet rate reaches the arrival point of queue node j is denoted as λ 0j and can be mathematically calculated as:
Derivation of the mQN Analytical Models
The input to each queue node also includes packets that may be bypassed from other queue nodes in the queuing system, including the queue node itself (i.e., feedback). These packets are bypassed according to pre-adjusted probabilities (p ij ), which can be defined as the probability that a packet is bypassed from queue node i (i=1 to m) to queue node j (j=1 to m).
Calculation of the queue node packets arrival rate (λ j )
It can be seen from Figure 1 that the total packet arrival rate for any queue node (λ j ) within the system can be calculated by establishing a packet balance at the arrival-point of queue node.
Accordingly, λ j can be calculated as:
Where p 0j is the probability that a packet arriving at the network router arrival-point is bypassed to queue node j; p ij is the probability that a packet is bypassed from queue node i to j (it is called feedback probability when i=j), λ arr is the packets arrival rate at the network router (network arrival rate); λ j is the total packets arrival rate at queue node j, B j is the queue node departure rate, and m number of queue nodes. The arrival rate of any queue node j (λ j ) can also be calculated as: 
Where λ d is the dropping rate, which can be calculated as:
Substituting Eqn. (4) into Eqn. (3) yields:
Substituting Eqn. (5) into Eqn. (2) yields the following general set of linear equations:
Eqn. (6) can be simplified to:
Where
Eqn. (7) can be written in a matrix form as: 
Eqn. (9) represent a set of m linear equations with m unknowns (B j ) from j=1 to m. The above set of linear equations can be easily solved using linear solvers, such as: Gaussian elimination [16] . After computing the values of the queue node departure rate B j the values of λ j can be computed using
Eqn. (5).
Calculation of the queuing system packets departure rate (λ dep )
As we have discussed earlier in this section that packets leaving the queue at any of the queue node within the system are routed in one of the following directions:
(1) Depart from the queuing system with probability (p j0 ).
(2) Feedback to the same queue node with probability (p jj ).
(3) Bypassed to be re-queued at other queue nodes within the system with probability (p ij ).
In all cases i and j varies from 1 to m. A packet balance equation can be established at the departure-point of each queue node as follows:
Where B j is the departure rate from queue node j; p j0 is the probability of sending packets outside the queuing system, for example, toward the processing unit; p jj is the probability of bypassing a packet back to be re-queued at the same queue node; p jk is the probability of bypassing packets to other queue nodes within the system. The departure rate of the queue node, i.e., the number of packets departed from each node per unit time, which is referred to as p j0 may be calculated as: (11) So that the total net departure rate (λ dep ) of the queuing system, i.e., the total number of packets departed from all queue nodes per unit time, is given by:
Calculation of the queuing system and queue node utilization factors
Following the derivations of an expression to calculate the queue node and system and arrival and departure rates, it is possible now to calculate the utilization factor for each of them as follows:
(1) Queue node utilization factor (U j ). It is defined as the ratio between the queue node departure rate (B j ) and the queue node arrival rate (λ j ), which is mathematically expressed in percentage form as:
(2) Queuing system utilization factor (U s ). It is defined as the ratio between the queuing system departure rate (λ dep ) and the system arrival rate (λ arr ), which is mathematically expressed in percentage form as:
Substituting for λ arr from Eqn. (2) and λ dep from Eqn. (12) into Eqn. (14), U s can also be expressed as:
RESULTS AND DISCUSSIONS
The mQN analytical model is implemented in a C++ code, and used to evaluate the performance of a multi-queue node system. It can be recognized that there are infinite number of scenarios that can be performed using different combinations of network and design parameters, and for each scenario the performance of the queue node and/or the system can be investigated. Investigating the performance for all possible combinations is impractical and beyond the objectives of this paper. In this paper two scenarios are implemented. These scenarios investigated the variation of probabilities, and, the feedback routing probability is always twice the bypass routing probabilities. The results are shown in Figure 2 . The main outcomes of these investigations are that m has no effect on U s , but U j decreases as m increases, and both U j and U s are decreasing as p d (j) increases. This is because U j and U s represent a ratio between the number of packets left the router to the total number arrived, and as p d (j) increases the total number of packets dropped increases, so that the total number of packets leaving the router decreases, and consequently U j and U s are decreased. Table 2 . In addition, Table 2 tabulates other input parameters, namely, feedback, bypass, and departure routing probabilities. The results for this scenario are shown in Figure 3 . The main outcomes of this set can be summarized as follows:
( (4) The system U s is the sum of the queue nodes U j as it was proved in Eqn. (15) . (5) The system presents an U s of 100%, when p d (j)=0.
CONCLUSIONS
Based on establishing a packet balance at the network router end-points, namely, the arrival and departure points, an analytical model was derived to evaluate the performance of a multi-queue nodes system designed to process packets arrived at the network router. The model was referred to as the mQN model. The derived expressions can be used effectively to accurately evaluate and investigate the performance of a multi-queue nodes system running under different network conditions and characterized by different design parameters. The cost of implementing and running the analytical model is minimal as compared to perform the same evaluation and investigation using computer simulations or experimental tests.
The analytical model proposed in this paper is expected to appreciably and significantly contribute to a number of future studies, such as: using the mQN models to perform more scenarios investigating the variation of the queue node and system performance for other combinations of input parameters. For example, investigate the effect of departure probabilities. It is highly recommended to dynamically change the routing probabilities as the number of connections and system load changes. In this case network routers can effectively control their resources to maintain high link utilization. This mechanism is attractive for the deployment of large IP networks supporting a wide range of connections and large aggregations of traffic.
