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Abstract
We establish an improved lower bound of 10.271 for the exponential growth rate of the class of permutations
avoiding the pattern 1324, and an improved upper bound of 13.5. These results depend on a new exact
structural characterisation of 1324-avoiders as a subclass of an infinite staircase grid class, together with precise
asymptotics of a small domino subclass whose enumeration we relate to West-two-stack-sortable permutations

and planar maps. The bounds are established by carefully combining copies of the dominoes in particular ways
consistent with the structural characterisation. The lower bound depends on concentration results concerning
the substructure of a typical domino, the determination of exactly when dominoes can be combined in the
fewest distinct ways, and technical analysis of the resulting generating function.

1. Introduction
The class of 1324-avoiding permutations is notoriously difficult to enumerate. The other permutation classes
that avoid a single permutation of length 4 were enumerated explicitly in the 1990s (see Bóna [4] and
Gessel [22]). In contrast, even the exponential growth rate of Av(1324) remains to be determined exactly.

If 𝜎𝜎 = 𝜎𝜎(1) … 𝜎𝜎(𝑛𝑛) is a permutation of length 𝑛𝑛, written in one-line notation, and 𝜋𝜋 is a permutation of
length 𝑘𝑘 ⩽ 𝑛𝑛, then we say that 𝜋𝜋 is contained in 𝜎𝜎 if there is a subsequence 𝑖𝑖1 , … , 𝑖𝑖𝑘𝑘 of 1, … , 𝑛𝑛 such that 𝜋𝜋(ℓ) <
𝜋𝜋(𝑚𝑚) if and only if 𝜎𝜎(𝑖𝑖ℓ ) < 𝜎𝜎(𝑖𝑖𝑚𝑚 ), for all ℓ, 𝑚𝑚 ∈ [𝑘𝑘], that is 𝜎𝜎(𝑖𝑖1 ) … 𝜎𝜎(𝑖𝑖𝑘𝑘 ) is order isomorphic to 𝜋𝜋. We say
that 𝜎𝜎(𝑖𝑖1 ) … 𝜎𝜎(𝑖𝑖𝑘𝑘 ) is an occurrence of 𝜋𝜋 in 𝜎𝜎 and, for each ℓ ∈ [𝑘𝑘], that 𝜎𝜎(𝑖𝑖ℓ ) acts as a 𝜋𝜋(ℓ) in this occurrence.
For example, 425 is the only occurrence of 213 in 84 672 531; the entry 5 acts as a 3 in this occurrence of 213.

If 𝜋𝜋 is not contained in 𝜎𝜎, then 𝜎𝜎 avoids 𝜋𝜋. We use 𝐴𝐴𝐴𝐴(𝜋𝜋) to denote the set consisting of all permutations that
avoid 𝜋𝜋. Note that 𝐴𝐴𝐴𝐴(𝜋𝜋) is a hereditary class, or permutation class, in the sense that whenever 𝜎𝜎 ∈
𝐴𝐴𝐴𝐴(𝜋𝜋) and 𝜏𝜏 is contained in 𝜎𝜎, then 𝜏𝜏 ∈ 𝐴𝐴𝐴𝐴(𝜋𝜋).
The exponential growth rate of the class 𝐴𝐴𝐴𝐴(𝜋𝜋) is
𝑛𝑛

gr(Av(𝜋𝜋)) = 𝑙𝑙𝑙𝑙𝑙𝑙 �|Av𝑛𝑛 (𝜋𝜋)|,
𝑛𝑛→∞

where Av𝑛𝑛 (𝜋𝜋) denotes the set of permutations of length 𝑛𝑛 that avoid 𝜋𝜋. This limit is known to exist as a
consequence of the resolution of the Stanley–Wilf conjecture by Marcus and Tardos [26]. More generally, if 𝒜𝒜 is
an infinite set of combinatorial objects, then the growth rate of 𝒜𝒜 is gr(𝒜𝒜) = 𝑙𝑙𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛→∞ 𝑛𝑛�|𝒜𝒜𝑛𝑛 |, where we
use 𝒜𝒜𝑛𝑛 to denote the set of elements of 𝒜𝒜 with size 𝑛𝑛.
For an introduction to the enumerative theory of permutation classes, see Vatter’s thorough exposition [31].
The topic is also presented in a broader context in the books by Bóna [7] and Kitaev [23].

Our interest is in the growth rate of the class Av(1324), the subject of a number of papers over the last decade
and a half. For an entertaining essay placing the problem in a wider historical context, see [18]. The history of
rigorous lower and upper bounds for gr(Av(1324)) is summarised in Table 1. In addition to these, Claesson,
Jelínek and Steingrímsson [13] make a conjecture regarding the number of 1324-avoiders of each length that
have a fixed number of inversions, which if proven would yield an improved upper bound of 𝑒𝑒 𝜋𝜋�2∕3 ≈ 13.002.
Table 1. A chronology of lower and upper bounds for gr(Av(1324)).
Lower Upper
2004: Bóna [5]
288.00
2005: Bóna [6]
09.00
2006: Albert et al. [1]
09.47
2012: Claesson, Jelínek and Steingrímsson [13]
016.00
2014: Bóna [8]
013.93
2015: Bóna [9]
013.74
2015: Bevan [3]
09.81
2017:This work
10.27 013.50

With the help of computers, |Av𝑛𝑛 (1324)| has been determined for all 𝑛𝑛 ⩽ 50. Conway, Guttmann and ZinnJustin [14], [15] have analysed the numbers and give a numerical estimate for gr(Av(1324)) of 𝜇𝜇 ≈ 11.600 ±

0.003. They also conjecture that |Av𝑛𝑛 (1324)| behaves asymptotically as 𝐴𝐴 ⋅ 𝜇𝜇𝑛𝑛 ⋅ 𝜆𝜆√𝑛𝑛 ⋅ 𝑛𝑛𝛼𝛼 , for certain estimated
constants 𝐴𝐴, 𝜆𝜆 and 𝛼𝛼. If this conjecture were proved, then as a consequence of [21, Theorem 9], it would imply
that the counting sequence for 1324-avoiders is not P-recursive (i.e. does not satisfy a linear recurrence with
polynomial coefficients), perhaps going some way to explain the difficulties faced in its enumeration.
Our contribution to the investigation of the 1324-avoiders is to establish new rigorous lower and upper bounds
on gr(Av(1324)). These rely on a new structural characterisation of Av(1324) as a subclass of an infinite
staircase grid class, which we present in the next section. In Section 3, we investigate pairs of adjacent cells in
the staircase, which we call dominoes, and give an exact enumeration (Theorem 2). Together with a result
concerning balanced dominoes, this is sufficient to deduce a new upper bound of 13.5 and a new lower bound
of 10.125 on the growth rate of Av(1324), which we present in the following two sections as Theorem
8, Theorem 9.
The lower bound can be increased by investigating the structure of dominoes in greater detail. In Section 6, we
prove two asymptotic concentration results, relating to leaves and empty strips. Section 7 then presents a
refinement of our staircase construction, a lower bound on the number of ways of combining dominoes, and a
technical analysis of the resulting generating function. This yields, in Theorem 16, a lower bound
on gr(Av(1324)) of 10.271.

2. Staircase structure

In this section, we present a structural characterisation of Av(1324) as a subclass of a larger permutation class.
This class is a staircase class, which is a special case of an infinite grid class of permutations. We begin by
defining finite and infinite grid classes.
Suppose that 𝑀𝑀 is a 𝑡𝑡 × 𝑢𝑢 matrix of (possibly empty) permutation classes, where 𝑡𝑡 is the number of columns
and 𝑢𝑢 the number of rows. An M-gridding of a permutation 𝜎𝜎 of length 𝑛𝑛 is a pair of sequences 1 = 𝑐𝑐1 ⩽ ⋯ ⩽
𝑐𝑐𝑡𝑡+1 = 𝑛𝑛 + 1 (the column dividers) and 1 = 𝑟𝑟1 ⩽ ⋯ ⩽ 𝑟𝑟𝑢𝑢+1 = 𝑛𝑛 + 1 (the row dividers) such that for all 𝑘𝑘 ∈
[𝑡𝑡] and ℓ ∈ [𝑢𝑢], the entries of σ whose indices are in [𝑐𝑐𝑘𝑘 , 𝑐𝑐𝑘𝑘+1 ) and values in [𝑟𝑟ℓ , 𝑟𝑟ℓ+1 ) are order isomorphic to
an element of 𝑀𝑀𝑘𝑘,ℓ . Thus, an 𝑀𝑀-gridding of 𝜎𝜎 partitions the entries of 𝜎𝜎, with one part for each cell in 𝑀𝑀. A
permutation together with one of its 𝑀𝑀-griddings is called an 𝑀𝑀-gridded permutation.
The grid class of 𝑀𝑀, denoted Grid(𝑀𝑀), consists of all the permutations that have an 𝑀𝑀-gridding. We also
use Grid# (𝑀𝑀) to denote the set of all 𝑀𝑀-gridded permutations, every permutation in 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑀𝑀) being present
once with each of its 𝑀𝑀-griddings.

The definition of a grid class extends naturally for infinite matrices. If 𝑀𝑀 is an infinite matrix of permutation
classes, then the infinite grid class Grid(𝑀𝑀) consists of all the permutations that have an 𝑀𝑀′ -gridding, for some
finite submatrix 𝑀𝑀′ of 𝑀𝑀.

Of direct interest to us are staircase classes, infinite grid classes that have a staircase structure (for more on
staircase classes, see [2]). Given two permutation classes, 𝒞𝒞 and 𝒟𝒟, the descending (𝒞𝒞, 𝒟𝒟) staircase is the infinite
grid class
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in which 𝒞𝒞 occurs in each cell on the diagonal, 𝒟𝒟 occurs on the subdiagonal, and the remaining cells contain the
empty permutation class 𝜙𝜙.

The class of 1324-avoiders is a subclass of the descending (Av(213), Av(132)) staircase. This staircase class is
central to our analysis, and we call it simply the staircase. It is illustrated in Fig. 1.

Later, we make use of an important property of the cells in the staircase, which we introduce now. The skew
sum of two permutations, denoted 𝜎𝜎 ⊖ 𝜏𝜏, consists of a copy of 𝜎𝜎 positioned to the upper left of a copy of 𝜏𝜏.
Formally, given two permutations 𝜎𝜎 and 𝜏𝜏 with lengths 𝑘𝑘 and ℓ respectively, their skew sum is the permutation
of length 𝑘𝑘 + ℓ consisting of a shifted copy of 𝜎𝜎 followed by 𝜏𝜏:

(𝜎𝜎 ⊖ 𝜏𝜏)(𝑖𝑖) = �

ℓ + 𝜎𝜎(𝑖𝑖) if 1 ⩽ 𝑖𝑖 ⩽ 𝑘𝑘,
𝜏𝜏(𝑖𝑖 − 𝑘𝑘) if 𝑘𝑘 + 1 ⩽ 𝑖𝑖 ⩽ 𝑘𝑘 + ℓ.

A permutation is skew indecomposable if it cannot be expressed as the skew sum of two shorter permutations.
Note that every permutation has a unique representation as the skew sum of a sequence of skew
indecomposable components. This representation is known as its skew decomposition. The permutation
classes Av(213) and Av(132), used in the staircase, are both skew closed, in the sense that 𝜎𝜎 ⊖ 𝜏𝜏 is in the class
if both 𝜎𝜎 and 𝜏𝜏 are. The permutations in a skew closed class are precisely the skew sums of sequences of the
skew indecomposable permutations in the class.

Proposition 1

Av(1324) is contained in the descending (Av(213), Av(132)) staircase.

To prove this result, we describe how to construct an explicit gridding of any 1324-avoider in the staircase. Here,
and elsewhere in our discussion, we identify a permutation 𝜎𝜎 with its plot, the set of points (𝑖𝑖, 𝜎𝜎(𝑖𝑖)) in the
Euclidean plane, and refer to its entries as points.

Fig. 1. The descending (Av(213), Av(132)) staircase containing Av(1324).

Fig. 2. The greedy gridding of a 1324-avoider in the staircase.

Proof

Consider any 𝜎𝜎 ∈ Av(1324) of length 𝑛𝑛. We construct a gridding of 𝜎𝜎 in the staircase as follows. Let 𝑝𝑝1 be the
leftmost point of 𝜎𝜎, and iteratively identify subsequent points 𝑝𝑝2 , … , 𝑝𝑝𝑘𝑘 as follows. See Fig. 2 for an illustration.
•

•

If 𝑖𝑖 is even, let 𝑝𝑝𝑖𝑖 be the uppermost point of σ that acts as a 1 in an occurrence of 213 consisting only of
points to the right of the column divider adjacent to 𝑝𝑝𝑖𝑖−1 . Insert a row divider immediately above 𝑝𝑝𝑖𝑖 . If
no suitable point exists, terminate.
If 𝑖𝑖 > 1 is odd, let 𝑝𝑝𝑖𝑖 be the leftmost point of 𝜎𝜎 that acts as a 2 in an occurrence of 132 consisting only of
points below the row divider adjacent to 𝑝𝑝𝑖𝑖−1 . Insert a column divider immediately to the left of 𝑝𝑝𝑖𝑖 . If no
suitable point exists, terminate.

Since three points are required for an occurrence of 213 or 132, each cell (except possibly the last) contains at
least two points. So this process terminates after identifying 𝑘𝑘 points, where 𝑘𝑘 ⩽ ⌈𝑛𝑛 ∕ 2⌉. Finally, let 𝑝𝑝𝑘𝑘+1 be a
virtual point at (𝑛𝑛 + 1,0), below and to the right of all points of 𝜎𝜎.

By construction, if 𝑖𝑖 ∈ [2, 𝑘𝑘 + 1] is even, then the points of 𝜎𝜎 above 𝑝𝑝𝑖𝑖 and to the right of the column divider
adjacent to 𝑝𝑝𝑖𝑖−1 avoid 213. Analogously, if 𝑖𝑖 ∈ [3, 𝑘𝑘 + 1] is odd, then the points of 𝜎𝜎 to the left of 𝑝𝑝𝑖𝑖 and below
the row divider adjacent to 𝑝𝑝𝑖𝑖−1 avoid 132.

Furthermore, if 𝑖𝑖 ∈ [2, 𝑘𝑘] is even, then there are no points of 𝜎𝜎 below 𝑝𝑝𝑖𝑖 and to the left of 𝑝𝑝𝑖𝑖−1 , since any such
point would form a 1324 with the 213 of which 𝑝𝑝𝑖𝑖 acts as a 1. Analogously, if 𝑖𝑖 ∈ [3, 𝑘𝑘] is odd, then there are no
points of σ to the right of 𝑝𝑝𝑖𝑖 and above 𝑝𝑝𝑖𝑖−1 , since any such point would form a 1324 with the 132 of
which 𝑝𝑝𝑖𝑖 acts as a 2.

Thus, the column and row dividers specify a valid 𝑀𝑀-gridding of 𝜎𝜎, where 𝑀𝑀 is a finite submatrix of the infinite
matrix defining the staircase. □
We call the gridding of a 1324-avoider σ constructed in the proof of Proposition 1 the greedy gridding of σ,
because, as we descend the staircase, we place as many points of σ as possible in each subsequent cell.
See Fig. 3 for an illustration of the greedy gridding of a large permutation.2

Fig. 3. The greedy gridding of a 1324-avoider of length 1000 .
This structural characterisation has not been presented previously. However, the colouring approach used by
Claesson, Jelínek and Steingrímsson in [13] and refined by Bóna in [8], [9] depends on the fact that Av(1324) is
a subclass of the merge of the permutation classes Av(213) and Av(132). Given two permutation
classes 𝒞𝒞 and 𝒟𝒟, their merge, written 𝒞𝒞 ⊙ 𝒟𝒟, is the set of all permutations whose entries can be coloured blue
and red so that the blue subsequence is order isomorphic to a member of 𝒞𝒞 and the red subsequence is order
isomorphic to a member of 𝒟𝒟.
The descending staircase is contained in the merge Av(213) ⊙ Av(132), since points gridded in the
upper, Av(213), cells collectively avoid 213, and the remaining points gridded in the lower, Av(132), cells
collectively avoid 132. Thus our new characterisation is a refinement of that used previously. However, the
growth rate of the staircase and that of the merge are both 16 (see [2]), so Proposition 1 does not immediately
yield any improvement over the upper bound in [13].

3. 1324-avoiding dominoes
To establish bounds on the growth rate of Av(1324), we investigate pairs of adjacent cells in the griddings of
1324-avoiders in the staircase. We define a 1324-avoiding vertical domino to be a two-cell gridded
Av(213)
permutation in Grid# �
� whose underlying permutation avoids 1324. See Fig. 4 for an illustration of
Av(132)
four dominoes, the two at the left being distinct griddings of 34 251, and the two at the right being distinct
griddings of 31 524. Let 𝒟𝒟 be the set of dominoes. It is important to note that

Fig. 4. Four distinct small dominoes.
Av(213)
�, this is
Av(132)
the only arrangement of points that must be avoided, since it is the only possible gridding of 1324 in the two
cells. With the cell divider in any other position, either the top cell contains a 213 or the bottom cell contains
a 132.

since 𝒟𝒟 consists of gridded 1324-avoiders. Moreover, within the grid class Grid �

In this section we enumerate the gridded permutations in 𝒟𝒟 by placing them in bijection with certain arch
configurations, proving the following theorem.

Theorem 2

The number of n-point dominoes is

2(3𝑛𝑛+3)!
.
(𝑛𝑛+2)!(2𝑛𝑛+3)!

Consequently, gr(𝒟𝒟) = 27 ∕ 4.

This theorem, along with the result that balanced dominoes have the same growth rate (Proposition 7), gives us
enough information to calculate improved upper and lower bounds for the growth rate of Av(1324).

In order to prove Theorem 2, our first task is to establish a functional equation for the set of dominoes 𝒟𝒟. We do
this by representing dominoes as configurations consisting of an interleaved pair of arch systems, one for each
of the two cells.

3.1. Arch systems

Let an n-point arch system consist of n points on a horizontal line together with zero or more noncrossing arcs,
all on the same side of the line, connecting distinct pairs of points, such that no point is the left endpoint of
more than one arc and no point is the right endpoint of more than one arc. See Fig. 5. Note that these are not
non-crossing matchings.
These arch systems are equinumerous with domino cells.3 We make use of a bijection in which arcs correspond
to occurrences of 12 in the cells, having the form 𝑘𝑘(𝑘𝑘 + 1) for some value 𝑘𝑘.

Fig. 5. A 213-avoider and a 132-avoider with their arch systems.

Proposition 3

Both Av𝑛𝑛 (213) and Av𝑛𝑛 (132) are in bijection with n-point arch systems.

Proof

We define a mapping 𝛬𝛬 from Av(213) and Av(132) to arch systems. This mapping is illustrated in Fig. 5. Given a
213-avoiding or 132-avoiding permutation 𝜎𝜎 of length 𝑛𝑛, let the points of the corresponding arch
system 𝛬𝛬(𝜎𝜎) be positioned at 1, … , 𝑛𝑛 on the line. For each pair 𝑖𝑖, 𝑗𝑗 with 1 ⩽ 𝑖𝑖 < 𝑗𝑗 ⩽ 𝑛𝑛, connect the points
at 𝑖𝑖 and 𝑗𝑗 with an arc if and only if 𝜎𝜎(𝑗𝑗) = 𝜎𝜎(𝑖𝑖) + 1.

The result is a valid arch system. Crossing arcs could only result from an occurrence in σ of either 1324 or 3142,
both of which contain both 213 and 132, and by construction no point can be the left endpoint of more than one
arc or the right endpoint of more than one arc.
In the converse direction, we recursively define mappings 𝛱𝛱213 and 𝛱𝛱132 from arch systems
to Av(213) and Av(132) respectively, such that for any arch system 𝛼𝛼, we have

(1) 𝛬𝛬(𝛱𝛱213 (𝛼𝛼))

= 𝛬𝛬(𝛱𝛱132 (𝛼𝛼)) = 𝛼𝛼.

Trivially, in both cases, we map the 0-point arch system to the empty permutation and the 1-point arch system
to the singleton permutation 1.
Now, suppose 𝛼𝛼 is the concatenation 𝛼𝛼1 𝛼𝛼2 of two nonempty arch systems. Then 𝛱𝛱213 (𝛼𝛼) is the skew
sum 𝛱𝛱213 (𝛼𝛼1 ) ⊖ 𝛱𝛱213 (𝛼𝛼2 ), a copy of 𝛱𝛱213 (𝛼𝛼1 ) being positioned to the upper left of 𝛱𝛱213 (𝛼𝛼2 ). 𝛱𝛱132 (𝛼𝛼) is
similar. Otherwise, 𝛬𝛬(𝛱𝛱213 (𝛼𝛼)) and 𝛬𝛬(𝛱𝛱132 (𝛼𝛼)) would have an arc connecting some point of 𝛼𝛼1 to some point
of 𝛼𝛼2 .
Finally, suppose 𝛼𝛼 is a sequence of 𝑘𝑘 (possibly empty) arch systems, 𝛼𝛼1 , … , 𝛼𝛼𝑘𝑘 , enclosed in 𝑘𝑘 connected arcs,

like
. Then 𝛱𝛱213 (𝛼𝛼) consists of 𝛱𝛱213 (𝛼𝛼1 … 𝛼𝛼𝑘𝑘 ) above the increasing permutation 12 … (𝑘𝑘 + 1),
where 𝛱𝛱213 (𝛼𝛼𝑖𝑖 ) is between 𝑖𝑖 and 𝑖𝑖 + 1 for each 𝑖𝑖. See Fig. 6 for an illustration. To satisfy (1), the endpoints of
the arcs must map to consecutive increasing values in the permutation, and each 𝛱𝛱213 (𝛼𝛼𝑖𝑖 ) must be
above 𝛱𝛱213 (𝛼𝛼𝑖𝑖+1 ). To avoid creating an occurrence of 213, each nonempty Π213(αi) must be above i and i+1.
Analogously, to avoid creating a 132, 𝛱𝛱132 (𝛼𝛼) consists of 𝛱𝛱132 (𝛼𝛼1 … 𝛼𝛼𝑘𝑘 ) below an increasing permutation of
length 𝑘𝑘 + 1. □

Fig. 6. Mapping an arch system to a 213-avoider.
As an aside, we note that the proof of Proposition 3 can easily be adapted to establish that
in Av𝑛𝑛 (213) and Av𝑛𝑛 (132) each permutation is uniquely determined by the set consisting of the pairs of values
comprising its ascents.

3.2. Arch configurations

A domino is comprised of a 213-avoiding top cell and a 132-avoiding bottom cell. Thus, by Proposition 3,
corresponding to each domino is an arch configuration consisting of an interleaved pair of arch systems.
See Fig. 7 for an illustration. In the figures, the arch system for the top cell is shown above the line, and that for
the bottom cell is below the line. Isolated points are marked with a short strut to indicate to which arch system
they belong.
Recall that the only restriction on the cells in a domino is that the following arrangement of points (forming a
1324) must be avoided.

Fig. 7. The arch configuration for a domino.
The arch configuration corresponding to this is
. Indeed, avoiding this pattern of arcs in an arch
configuration is equivalent to avoiding 1324 in a domino.

Proposition 4
The set 𝒟𝒟 of dominoes is in bijection with arch configurations that do not contain the pattern

.

Proof

By the bijection used in the proof of Proposition 3, an arch configuration contains an occurrence of
if and
only if the corresponding pair of cells contains an occurrence of 1324 of the form 𝑘𝑘ℓ(𝑘𝑘 + 1)(ℓ + 1), for
values 𝑘𝑘 and ℓ such that ℓ > 𝑘𝑘 + 1. So, if an arch configuration contains
, the corresponding gridded
permutation contains 1324.

Av(213)
For the converse, it suffices to show that if a permutation gridded in Grid �
� contains an occurrence of
Av(132)
1324, then it contains some, possibly distinct, occurrence of 1324 that has the form 𝑘𝑘ℓ(𝑘𝑘 + 1)(ℓ + 1).
Av(213)
Suppose acbd is an occurrence of 1324, gridded in Grid �
�, where 𝑎𝑎 < 𝑏𝑏 < 𝑐𝑐 < 𝑑𝑑. Then 𝑎𝑎 and 𝑏𝑏 are in
Av(132)
the bottom, 132-avoiding, cell. Consider the set of values in the interval 𝐼𝐼 = {𝑎𝑎, 𝑎𝑎 + 1, … , 𝑏𝑏 − 1}. These must all
occur to the left of 𝑏𝑏, otherwise a 132 would be formed. Let 𝑎𝑎 + 𝑖𝑖, where 𝑖𝑖 ⩾ 0, be the greatest element
of I that occurs to the left of 𝑐𝑐; this value must exist since 𝑎𝑎 itself occurs before 𝑐𝑐. Then (𝑎𝑎 + 𝑖𝑖)𝑐𝑐(𝑎𝑎 + 𝑖𝑖 + 1)𝑑𝑑 is
an occurrence of 1324 in which the first and third values differ by one.

Applying an analogous argument to the interval 𝐽𝐽 = {𝑐𝑐 + 1, … , 𝑑𝑑 − 1, 𝑑𝑑} then yields 𝑗𝑗 ⩾ 0 such that (𝑎𝑎 + 𝑖𝑖)(𝑑𝑑 −
𝑗𝑗 − 1)(𝑎𝑎 + 𝑖𝑖 + 1)(𝑑𝑑 − 𝑗𝑗) is an occurrence of 1324 with the required form. □

To enumerate dominoes, we construct a functional equation for arch configurations, which we then solve. We
build arch configurations from left to right. A vertical line positioned between two points of an arch
configuration may intersect some arcs. We call the partial arch configuration to the left of such a line an arch
prefix; any arcs intersected by the line are open.
Let 𝒜𝒜 be the set of arch prefixes with no open upper arcs, and let 𝐴𝐴(𝑣𝑣) = 𝐴𝐴(𝑧𝑧, 𝑣𝑣) be the ordinary generating
function for 𝒜𝒜, in which 𝑧𝑧 marks points and 𝑣𝑣 marks open lower arcs. Thus, 𝐴𝐴(0) = 𝐴𝐴(𝑧𝑧, 0) is the generating
function for the set of dominoes 𝒟𝒟.

Proposition 5

The generating function 𝐴𝐴(𝑣𝑣) = 𝐴𝐴(𝑧𝑧, 𝑣𝑣), for the set 𝒜𝒜 of arch prefixes with no open upper arcs, in which 𝑧𝑧 marks
points and 𝑣𝑣 marks open lower arcs, satisfies the functional equation

(2) 𝐴𝐴(𝑣𝑣)

Proof

=

1

1−𝑧𝑧𝑧𝑧(𝑣𝑣)

+ 𝑧𝑧(1 + 𝑣𝑣) �𝐴𝐴(𝑣𝑣) +

𝐴𝐴(𝑣𝑣)−𝐴𝐴(0)
𝑣𝑣

�.

There are six possible ways in which a non-empty element of 𝒜𝒜 can be decomposed, depending on its rightmost
point. These are illustrated in Fig. 8.

If the rightmost point belongs to the lower arch system, then there are four cases: (i) an isolated point, (ii) the
left endpoint of an arc, (iii) the right endpoint of an arc, and (iv) both the left and right endpoint of an arc. These
contribute the following terms to the functional equation for 𝐴𝐴(𝑣𝑣):

(𝑖𝑖)𝑧𝑧𝑧𝑧(𝑣𝑣) (𝑖𝑖𝑖𝑖)𝑧𝑧𝑧𝑧𝑧𝑧(𝑣𝑣) (𝑖𝑖𝑖𝑖𝑖𝑖)𝑧𝑧𝑣𝑣 −1 (𝐴𝐴(𝑣𝑣) − 𝐴𝐴(0)) (𝑖𝑖𝑖𝑖)𝑧𝑧(𝐴𝐴(𝑣𝑣) − 𝐴𝐴(0)).

Fig. 8. The six ways of decomposing a non-empty arch prefix in 𝒜𝒜.

If the rightmost point belongs to the upper arch system, then, since there are no open upper arcs, it is either
(v) an isolated point, or else (vi) the right endpoint of an arc. In the former case, this contributes 𝑧𝑧𝑧𝑧(𝑣𝑣) to the
functional equation for 𝐴𝐴(𝑣𝑣). In the latter case, the arch prefix decomposes into a connected sequence of one or
more upper arcs, each enclosing an element of 𝒜𝒜 (possibly empty), preceded by a further initial element
of 𝒜𝒜 (also possibly empty). This makes a contribution of

𝑧𝑧 2 𝐴𝐴(𝑣𝑣)2
1 − 𝑧𝑧𝑧𝑧(𝑣𝑣)

to the functional equation for 𝐴𝐴(𝑣𝑣).

Summing these terms, including a term for the empty prefix, and simplifying, yields the functional equation in
the statement of the proposition. □

3.3. The enumeration of dominoes

To complete the proof of Theorem 2, we employ resultant methods to eliminate the variables 𝑣𝑣 and 𝐴𝐴(𝑣𝑣) from
the functional equation (2). This yields a minimal polynomial for 𝐴𝐴(0) which we then use to derive the closedform formula for the number of dominoes and their exponential growth rate.

Proof of Theorem 2

Clearing denominators from (2) and moving all terms to one side yields

0 = 𝑃𝑃(𝐴𝐴(𝑣𝑣), 𝐴𝐴(0), 𝑧𝑧, 𝑣𝑣)
where 𝑃𝑃 is the polynomial

𝑃𝑃(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑣𝑣) = (𝑧𝑧𝑧𝑧 − 𝑧𝑧 2 (1 + 𝑣𝑣)2 )𝑥𝑥 2 + 𝑧𝑧 2 (1 + 𝑣𝑣)𝑥𝑥𝑥𝑥 + (𝑧𝑧(1 + 𝑣𝑣)2 − 𝑣𝑣)𝑥𝑥 − 𝑧𝑧(1 + 𝑣𝑣)𝑦𝑦
+ 𝑣𝑣.

The presence of the term 𝑥𝑥 2 indicates that the kernel method does not apply here. Instead, we use a more
general method of Bousquet-Mélou and Jehanne [11] which says that 𝐴𝐴(𝑣𝑣) and 𝑣𝑣 can be eliminated from the
functional equation via iterated discriminants. Specifically, define

𝑄𝑄(𝑦𝑦, 𝑧𝑧) = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑣𝑣 (𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑥𝑥 (𝑃𝑃(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑣𝑣))).

Then it follows that the minimal polynomial for 𝐴𝐴(0) is one of the irreducible factors of 𝑄𝑄(𝑦𝑦, 𝑧𝑧). Performing the
calculation, we find that

𝑄𝑄(𝑦𝑦, 𝑧𝑧) = −256𝑧𝑧 8 𝑅𝑅1 (𝑦𝑦, 𝑧𝑧)2 𝑅𝑅2 (𝑦𝑦, 𝑧𝑧),
where

𝑅𝑅1 (𝑦𝑦, 𝑧𝑧) = 𝑧𝑧 3 𝑦𝑦 2 + 𝑧𝑧(1 − 4𝑧𝑧)𝑦𝑦 + 4𝑧𝑧 − 1,

𝑅𝑅2 (𝑦𝑦, 𝑧𝑧) = 𝑧𝑧 4 𝑦𝑦 3 + 2𝑧𝑧 2 (3𝑧𝑧 + 1)𝑦𝑦 2 + (12𝑧𝑧 2 − 10𝑧𝑧 + 1)𝑦𝑦 + 8𝑧𝑧 − 1.

The two series solutions of 0 = 𝑅𝑅1 (𝑦𝑦, 𝑧𝑧) begin 𝑦𝑦 = 𝑧𝑧 −1 + 𝑂𝑂(1) and 𝑦𝑦 = −𝑧𝑧 −2 + 𝑂𝑂(𝑧𝑧 −1 ), which do not match
the known initial terms of 𝐴𝐴(0). Therefore, it is 𝑅𝑅2 that is a minimal polynomial for 𝐴𝐴(0).
We verify that, for each n, the coefficient of zn in the series expansion of A(0) is given by

2(3𝑛𝑛 + 3)!
,
(𝑛𝑛 + 2)! (2𝑛𝑛 + 3)!

by using Mathematica [32].

The first command assigns the known minimal polynomial for 𝐴𝐴(0) to the variable minpoly. The second
command creates the power series that we want to verify is equal to 𝐴𝐴(0); Mathematica deduces a nice form
for this. The final command substitutes the power series into the minimal polynomial and simplifies. The result is
0, so the power series satisfies the minimal polynomial. Since the initial terms of the power series coincide with
those of 𝐴𝐴(0) and not with those of the other roots of 𝑅𝑅2 , this completes the proof of the first part
of Theorem 2.
To derive the growth rate, note that the exponential growth rate of an algebraic generating function (and, in
fact, a complete asymptotic expansion) can be derived from the minimal polynomial using the method outlined
by Flajolet and Sedgewick [20, Note VII.36]. The exponential growth rate must be the reciprocal of one of the
roots of the discriminant of the minimal polynomial with respect to 𝑦𝑦. Since

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑦𝑦 (𝑧𝑧 4 𝑦𝑦 3 + 2𝑧𝑧 2 (3𝑧𝑧 + 1)𝑦𝑦 2 + (12𝑧𝑧 2 − 10𝑧𝑧 + 1)𝑦𝑦 + 8𝑧𝑧 − 1) = −𝑧𝑧 5 (27𝑧𝑧 − 4)3 ,

and with the knowledge that algebraic generating functions for combinatorial sequences are analytic at the
origin [24, Proposition 3.1], we conclude that the exponential growth rate for the power series of 𝐴𝐴(0) is 27 ∕
4 = 6.75. □

The counting sequence for dominoes is A000139 in OEIS [28]. Among other things, this enumerates West-twostack-sortable permutations [33], rooted nonseparable planar maps [12] and a class of branching polyominoes
known as fighting fish [16], [17], [19]. So far, we have not been able to establish a bijection between dominoes
and any of these structures.

Problem 6

Find a bijection between 1324-avoiding dominoes and another combinatorial class known to be equinumerous.

3.4. Balanced dominoes

We say that a domino is balanced if its top cell contains the same number of points as its bottom cell. Let ℬ be
the set of balanced dominoes and ℬ𝑚𝑚 be the set of balanced dominoes having a total of 2𝑚𝑚 points, 𝑚𝑚 points in

2𝑚𝑚
each cell. We define the growth rate of balanced dominoes to be gr(ℬ) = 𝑙𝑙𝑙𝑙𝑙𝑙𝑚𝑚→∞ �|ℬ𝑚𝑚 |. We prove that the
growth rate of balanced dominoes is the same as that of all dominoes. This result is used in Sections 5 An initial
lower bound, 7 A better lower bound where our lower bound constructions consist of balanced dominoes.

Proposition 7

The growth rate of balanced dominoes is 27/4.
In the proof, we use two elementary manipulations of dominoes. Given a domino 𝜎𝜎, let the 180° rotation of 𝜎𝜎 be
↶

denoted 𝜎𝜎. This is itself a valid domino. Also, given two dominoes 𝜎𝜎 and 𝜏𝜏, define 𝜎𝜎 ⊛ 𝜏𝜏 to be the domino
whose arch configuration is produced by concatenating the arch configurations of 𝜎𝜎 and 𝜏𝜏.

Proof of Proposition 7

Let 𝑑𝑑(𝑡𝑡, 𝑏𝑏) denote the number of (𝑡𝑡 + 𝑏𝑏)-point dominoes with 𝑡𝑡 points in the top cell and 𝑏𝑏 points in the bottom
cell. For a given 𝑚𝑚, let tm be a value of 𝑡𝑡 that maximises 𝑑𝑑(𝑡𝑡, 𝑚𝑚 − 𝑡𝑡). Let 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑑𝑑(𝑡𝑡𝑚𝑚 , 𝑚𝑚 − 𝑡𝑡𝑚𝑚 ) be this
maximal value. Since 0 ⩽ 𝑡𝑡 ⩽ 𝑚𝑚, there are only 𝑚𝑚 + 1 possible choices for tm. Hence by the pigeonhole
principle,

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ⩾

|𝒟𝒟𝑚𝑚 |
.
𝑚𝑚 + 1

Let 𝜎𝜎 and 𝜏𝜏 be any two 𝑚𝑚-point dominoes with 𝑡𝑡𝑚𝑚 points in the top cell and 𝑚𝑚 − 𝑡𝑡𝑚𝑚 points in the bottom cell.
↶

Consider the domino 𝜌𝜌 = 𝜎𝜎 ⊛ 𝜏𝜏 , whose arch configuration is constructed by concatenating the arch
configuration of 𝜎𝜎 and the arch configuration of the 180° rotation of 𝜏𝜏. This is a balanced domino in ℬ𝑚𝑚 .
Moreover, 𝜎𝜎 and 𝜏𝜏 can be recovered from 𝜌𝜌 simply by splitting its arch configuration into two halves. Thus,

|ℬ𝑚𝑚 | ⩾

2
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

|𝒟𝒟𝑚𝑚 |2
⩾
.
(𝑚𝑚 + 1)2

Since it is also the case that |𝒟𝒟2𝑚𝑚 | ⩾ |ℬ𝑚𝑚 |, it follows, by taking the 2𝑚𝑚th root, and the limit as 𝑚𝑚 tends to
infinity, that gr(ℬ) = gr(𝒟𝒟) = 27 ∕ 4. □

4. An upper bound
In this section, we use the results of Section 3 to establish a new upper bound on the growth rate of the 1324avoiders. Our upper bound follows from the fact that we can split a 1324-avoider, gridded in the staircase, in
such a way as to produce a domino.

Theorem 8

The growth rate of Av(1324) is at most 27 ∕ 2 = 13.5.

Proof

We define an injection from Av𝑛𝑛 (1324) into the Cartesian product {𝑜𝑜, ●}𝑛𝑛 × 𝒟𝒟𝑛𝑛 , for every 𝑛𝑛 ⩾ 1, each
permutation being mapped to a pair consisting of a binary word (over the alphabet {𝜊𝜊, ●}) and a domino.
See Fig. 9 for an illustration. Given a 1324-avoider 𝜎𝜎, let 𝜎𝜎 # be the greedy gridding of 𝜎𝜎 in the
descending (Av(213), Av(132)) staircase.

Fig. 9. Mapping a greedy-gridded 1324-avoider to a binary word and a domino.
The binary word is constructed by reading the points of σ from top to bottom and recording a ring (⨁) if the
point is in an upper, Av(213), cell of 𝜎𝜎 # , and recording a disc (●) if it is in a lower, Av(132), cell.

The domino is constructed by placing all the points from the upper cells of 𝜎𝜎 # in the top cell of the domino,
retaining their horizontal positions, and similarly placing the points from the lower cells of 𝜎𝜎 # in the bottom cell
of the domino. The result is a valid domino since the points gridded in the upper cells of σ# collectively avoid
213, the points gridded in the lower cells collectively avoid 132 and no additional occurrence of 1324 can be
created by splitting 𝜎𝜎 # in this way.
This mapping is an injection, because the original permutation 𝜎𝜎 can be recovered from the domino by
repositioning the points vertically according to the information in the binary word, as illustrated by the arrows
in Fig. 9.

There are 2𝑛𝑛 binary words of length n and, by Theorem 2, the growth rate of the set of dominoes 𝒟𝒟 is 27 ∕ 4.
Therefore, the union of the Cartesian products of binary words and dominoes of each size,∪𝑛𝑛⩾1 ({𝜊𝜊, ●}𝑛𝑛 × 𝒟𝒟𝑛𝑛 ),
has growth rate 2 × 27 ∕ 4 = 13.5. The existence of the injection establishes that this value is an upper bound
on the growth rate of Av(1324). □
The use of an arbitrary binary word to record the vertical interleaving of the points is very rudimentary. One
would hope that the approach could be refined by recording this information as decorations on the domino in
such a way as to yield a tighter upper bound, but we have not been able to do so.

5. An initial lower bound
Our lower bounds depend on exploiting a specific partitioning of the staircase. We decompose the staircase into
an alternating sequence of dominoes and individual connecting cells. See Fig. 10 for an illustration. In the figure,
dominoes are bordered by thick black lines and connecting cells have dashed borders. Specifically, if we number

the cells 1,2, …, descending from the top left, as in the figure, then the decomposition is as follows. For each 𝑗𝑗 ⩾
0:

Fig. 10. The decomposition of the staircase into dominoes and connecting cells.
•
•
•
•

Cells numbered 6𝑗𝑗 + 1 and 6𝑗𝑗 + 2 form a (vertical) domino.
Cells numbered 6𝑗𝑗 + 3 are connecting cells avoiding 213.
Cells numbered 6𝑗𝑗 + 4 and 6𝑗𝑗 + 5 form a domino reflected about the line 𝑦𝑦 = 𝑥𝑥 (a horizontal domino).
The left cell avoids 132 and the right cell avoids 213.
Cells numbered 6𝑗𝑗 + 6 are connecting cells avoiding 132.

Observe that any occurrence of 1324 in the staircase is contained in a pair of adjacent cells, with two points in
each cell. By definition, dominoes avoid 1324. So, to avoid 1324 in this decomposition of the staircase, it is only
necessary to guarantee that an occurrence of 1324 is not created from two points in a connecting cell and two
points in an adjacent domino cell.
Recall that every permutation has a unique representation as the skew sum of a sequence of skew
indecomposable components. For brevity, we will refer to a skew indecomposable component simply as
a component. To ensure that there is no occurrence of 1324, it is sufficient to require that every point in a
domino cell is positioned between the components in the adjacent connecting cells. For example, if a domino
cell is to the right of a connecting cell, then this restriction ensures that there is no occurrence of 132 in which
the 13 is in the connecting cell and the 2 is in the domino cell. See Fig. 11 for an illustration of a 132-avoiding
connecting cell and its adjacent domino cells.

Fig. 11. Interleaving the skew indecomposable components in a connecting cell with the points in the two
adjacent domino cells.
This construction enables us to establish a new lower bound on the growth rate of 1324-avoiders.

Theorem 9

The growth rate of Av(1324) is at least 81 ∕ 8 = 10.125.

To prove this, we take an approach similar to that used by Bevan in [3].

Proof

For each 𝑘𝑘 ⩾ 1, let 𝒫𝒫𝑘𝑘 be the set of gridded permutations, gridded in the first 3𝑘𝑘 cells of the staircase,
decomposed as described above, with every point in a domino cell positioned between the skew
indecomposable components in adjacent connecting cells, satisfying the following three conditions.
•
•
•

Each domino cell contains 14𝑘𝑘 points.
Each connecting cell contains 8𝑘𝑘 points.
The permutation in each connecting cell has 7𝑘𝑘 skew indecomposable components.

(These numbers were chosen by performing the calculations for arbitrary ratios and determining the values that
maximise the growth rate.)
Each element of 𝒫𝒫𝑘𝑘 is a gridded 36𝑘𝑘 2-point permutation. The number of these gridded permutations is exactly

|𝒫𝒫𝑘𝑘 | = |ℬ14𝑘𝑘 | 𝑘𝑘 |𝒞𝒞8𝑘𝑘,7𝑘𝑘 | 𝑘𝑘 �

21𝑘𝑘
�
14𝑘𝑘

2𝑘𝑘−1

,

where ℬ𝑛𝑛 is, as before, the set of balanced dominoes with 𝑛𝑛 points in each cell, and 𝒞𝒞𝑛𝑛,𝑐𝑐 is the set of 𝑛𝑛-point
213-avoiders (or 132-avoiders) with 𝑐𝑐 skew indecomposable components. The final binomial coefficient counts
the number of possible ways of interleaving 14𝑘𝑘 points in a domino cell with 7𝑘𝑘 skew indecomposable
components in an adjacent connecting cell.

From Proposition 7, we know that |ℬ𝑛𝑛 | = (27 ∕ 4)2𝑛𝑛 ⋅ 𝜃𝜃(𝑛𝑛), where 𝑙𝑙𝑙𝑙𝑙𝑙𝑛𝑛→∞ 𝑛𝑛�𝜃𝜃(𝑛𝑛) = 1. It is also known
𝑐𝑐
that |𝒞𝒞𝑛𝑛,𝑐𝑐 | = �2𝑛𝑛−𝑐𝑐−1
�, since 𝒞𝒞𝑛𝑛,𝑐𝑐 is equinumerous with the number of 𝑛𝑛-vertex Catalan forests with 𝑐𝑐 trees
𝑛𝑛−1
𝑛𝑛

(see [20] Example III.8).

Thus, using Stirling’s approximation to determine the asymptotics of the binomial coefficients,
2

𝑙𝑙𝑙𝑙𝑙𝑙 |𝒫𝒫𝑘𝑘 |1∕36𝑘𝑘 = 𝑙𝑙𝑙𝑙𝑙𝑙 ��
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27
�
4

28𝑘𝑘 2

𝑘𝑘

𝑘𝑘

9𝑘𝑘 − 1
7
21𝑘𝑘
𝜃𝜃(14𝑘𝑘)𝑘𝑘 ⋅ � � �
� ⋅�
�
8𝑘𝑘 − 1
8
14𝑘𝑘

37∕3 31∕2 37∕6 81
= 7∕9 ⋅ 2∕3 ⋅ 7∕9 = .
8
4
2
2

2
2𝑘𝑘−1 1∕36𝑘𝑘

�

An 𝑛𝑛-point permutation can be gridded in j cells in at most

𝑛𝑛 + ⌈(𝑗𝑗 − 1)⁄2⌉ 𝑛𝑛 + ⌊(𝑗𝑗 − 1)⁄2⌋
�
��
�
⌈(𝑗𝑗 − 1)⁄2⌉
⌊(𝑗𝑗 − 1)⁄2⌋

ways (the number of ways of choosing the positions of the 𝑗𝑗 − 1 horizontal and vertical cell dividers without
restriction). So the number of ways of gridding a 36𝑘𝑘 2 -point permutation in 3𝑘𝑘 cells is no more than (6𝑘𝑘)6𝑘𝑘 .
Hence,

|Av36𝑘𝑘 2 (1324)| ⩾ |𝒫𝒫𝑘𝑘 | ⋅ (6𝑘𝑘)−6𝑘𝑘 ,

and thus 81 ∕ 8 is a lower bound on the growth rate of Av(1324). □

6. Domino substructure

To improve the lower bound of Theorem 9, we investigate the structure of dominoes in greater detail.
Specifically we prove two concentration results. We say that a sequence of random variables 𝑋𝑋1 , 𝑋𝑋2 , … is
asymptotically concentrated at 𝜇𝜇 if, for any 𝜀𝜀 > 0, for all sufficiently large 𝑛𝑛,

ℙ[|𝑋𝑋𝑛𝑛 − 𝜇𝜇| ⩽ 𝜀𝜀] > 1 − 𝜀𝜀.

We consider two substructures, which we call leaves and empty strips, definitions of which are given below. For
both, we determine the expected number in an 𝑛𝑛-point domino cell and establish that their proportion is
concentrated at its mean. As a consequence, almost all dominoes contain “many” leaves and “many” empty
strips. Thus, when we refine our staircase construction in the next section, we make use of dominoes that have
lots of leaves and lots of empty strips.

6.1. Leaves

Recall that the right-to-left maxima of a permutation are those entries having no larger entry to the right.
Similarly, left-to-right minima are those entries having no smaller entry to the left. We say that a point in the
top, 213-avoiding, cell of a domino is a leaf if it is a right-to-left maximum of the permutation. Analogously, a
point in the bottom, 132-avoiding, cell of a domino is a leaf if it is a left-to-right minimum of the permutation.
(These correspond to leaves of the acyclic Hasse graphs of the cells; see [3], [10].) In Fig. 5, the leaves are shown
as rings.
Recall, from Proposition 3, our bijection between domino cells and arch systems. Under this bijection, leaves in a
213-avoiding cell correspond exactly to points which are not the left ends of arcs, and leaves in a 132-avoiding

cell correspond to points which are not the right ends of arcs (see Fig. 5). Thus, adapting Proposition 5,
if 𝐴𝐴(𝑣𝑣, 𝑡𝑡) = 𝐴𝐴(𝑧𝑧, 𝑣𝑣, 𝑡𝑡) satisfies the functional equation

𝐴𝐴(𝑣𝑣, 𝑡𝑡) = 1 +

𝑧𝑧𝑧𝑧𝑧𝑧(𝑣𝑣, 𝑡𝑡)
𝐴𝐴(𝑣𝑣, 𝑡𝑡) − 𝐴𝐴(0, 𝑡𝑡)
+ 𝑧𝑧(1 + 𝑣𝑣) �𝐴𝐴(𝑣𝑣, 𝑡𝑡) +
�,
1 − 𝑧𝑧𝑧𝑧(𝑣𝑣, 𝑡𝑡)
𝑣𝑣

then 𝐴𝐴(0, 𝑡𝑡) = 𝐴𝐴(𝑧𝑧, 0, 𝑡𝑡) is the bivariate generating function for dominoes in which 𝑧𝑧 marks points and 𝑡𝑡 marks
leaves in the top cell.
We want to know how many leaves we can expect to find in a domino cell. We calculate the expected number
explicitly.

Proposition 10

The total number of leaves in the top cells of all n-point dominoes is

5(3𝑛𝑛 + 1)!
.
(𝑛𝑛 − 1)! (2𝑛𝑛 + 3)!

Consequently, the expected number of leaves in an n-point domino is asymptotically 5𝑛𝑛 ∕ 9.
In this and subsequent proofs, we use 𝜕𝜕𝑥𝑥 𝑓𝑓 to denote the partial derivative 𝜕𝜕𝜕𝜕 ∕ 𝜕𝜕𝜕𝜕.

Proof

The total number of leaves in the top cells of all 𝑛𝑛-point dominoes is given by the coefficient
of 𝑧𝑧 𝑛𝑛 in 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 . To calculate this, we use the same technique as in the proof of Theorem 2, finding a
minimal polynomial 𝑃𝑃1 (𝑦𝑦, 𝑧𝑧, 𝑡𝑡) of degree 7 in y for 𝐴𝐴(0, 𝑡𝑡), that is too long to display here.

Differentiating the equation0 = 𝑃𝑃1 (𝑦𝑦, 𝑧𝑧, 𝑡𝑡) with respect to t yields 0 = 𝑃𝑃2 (𝑦𝑦, 𝜕𝜕𝑡𝑡 𝑦𝑦, 𝑧𝑧, 𝑡𝑡), where 𝑃𝑃2 is a polynomial.
We wish now to eliminate 𝑦𝑦 from 𝑃𝑃2 so that a minimal polynomial for 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡) remains. This is achieved by
computing the resultant of 𝑃𝑃1 and 𝑃𝑃2 with respect to their first arguments. We find that

𝑅𝑅𝑅𝑅𝑅𝑅(𝑃𝑃1 (𝑦𝑦, 𝑧𝑧, 𝑡𝑡), 𝑃𝑃2 (𝑦𝑦, 𝑦𝑦1 , 𝑧𝑧, 𝑡𝑡), 𝑦𝑦) = 𝑄𝑄(𝑧𝑧, 𝑡𝑡)𝑅𝑅(𝑦𝑦1 , 𝑧𝑧, 𝑡𝑡),
where 𝑄𝑄(𝑧𝑧, 𝑡𝑡) is a polynomial only in 𝑧𝑧 and 𝑡𝑡, and 𝑅𝑅 is irreducible.

We conclude therefore that 𝑅𝑅(𝑦𝑦, 𝑧𝑧, 𝑡𝑡) is a minimal polynomial for 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡). Substituting 𝑡𝑡 = 1 shows
that 𝑅𝑅(𝑦𝑦, 𝑧𝑧, 1) factors into two terms, one of which must be a minimal polynomial for 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 . By
computing initial terms in the power series expansion of the roots of each factor, we deduce
that 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 is a root of

𝑧𝑧 3 𝑦𝑦 3 + 5𝑧𝑧 2 𝑦𝑦 2 + (5𝑧𝑧 − 1)𝑦𝑦 + 𝑧𝑧.

It can be verified that the coefficient of zn in the power series expansion of 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 is

5(3𝑛𝑛 + 1)!
,
(𝑛𝑛 − 1)! (2𝑛𝑛 + 3)!

using Mathematica as in the proof of Theorem 2, or otherwise. Therefore, the expected number of leaves in the
top cell of a domino with 𝑛𝑛 points is

5(3𝑛𝑛 + 1)!
(𝑛𝑛 − 1)! (2𝑛𝑛 + 3)! 5𝑛𝑛(𝑛𝑛 + 2)
=
,
2(3𝑛𝑛 + 3)!
6(3𝑛𝑛 + 2)
(𝑛𝑛 + 2)! (2𝑛𝑛 + 3)!

from which it follows by symmetry that the expected number of leaves in an 𝑛𝑛-point domino is
asymptotically 5𝑛𝑛 ∕ 9. □

The sequence of coefficients of the power series for 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 is A102893 in OEIS [28]. This has been shown
by Noy [27] to count the number of noncrossing trees on a circle with 𝑛𝑛 + 1 edges and root degree at least 2. It
would be interesting to find a bijection between these objects and the leaves of 1324-avoiding dominoes.

We need to show that the proportion of points that are leaves is asymptotically concentrated. We calculate the
variance directly.

Proposition 11

The proportion of leaves in the top cell of an n-point domino is asymptotically concentrated at its mean.

Proof

Let 𝐸𝐸𝑛𝑛 be the expected number of leaves in the top cell of an n-point domino, given by Proposition 10, and
let 𝑉𝑉𝑛𝑛 be the variance of the number of leaves in the top cell of an 𝑛𝑛-point domino. As described in Flajolet and
Sedgewick [20, Proposition III.2],

[𝑧𝑧 𝑛𝑛 ]𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1
𝑉𝑉𝑛𝑛 =
+ 𝐸𝐸𝑛𝑛 − 𝐸𝐸𝑛𝑛 2 .
[𝑧𝑧 𝑛𝑛 ]𝐴𝐴(0,1)

We start by determining 𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 . The minimal polynomial for 𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 is computed from the
minimal polynomial for 𝜕𝜕𝑡𝑡 𝐴𝐴(0, 𝑡𝑡) using the same method as in the proof of Proposition 10. One finds that 0 =
𝑇𝑇(𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 , 𝑧𝑧), where

𝑇𝑇(𝑦𝑦, 𝑧𝑧) =

𝑧𝑧 3 (27𝑧𝑧 − 4)(64𝑧𝑧 2 − 31𝑧𝑧 + 4)𝑦𝑦 3 − 2𝑧𝑧 2 (27𝑧𝑧 − 4)(16𝑧𝑧 3 + 39𝑧𝑧 2 − 22𝑧𝑧
+ 3)𝑦𝑦 2 + 4(36𝑧𝑧 6 + 186𝑧𝑧 5 + 118𝑧𝑧 4 − 243𝑧𝑧 3 + 102𝑧𝑧 2 − 17𝑧𝑧 + 1)𝑦𝑦
− 8𝑧𝑧 2 (𝑧𝑧 4 + 8𝑧𝑧 3 + 15𝑧𝑧 2 − 8𝑧𝑧 + 1).

The coefficient [𝑧𝑧 𝑛𝑛 ]𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 is the total number of ordered pairs of distinct leaves in the top cells of 𝑛𝑛point dominoes. Since this is more than the total number of leaves and no more than the square of that number,
by Proposition 10 the dominant singularity of 𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 is 4 ∕ 27.
The minimal polynomial 𝑇𝑇(𝑦𝑦, 𝑧𝑧) allows us to compute the Puiseux expansion of 𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 at 𝑧𝑧 = 4 ∕ 27:

𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1 =

25
1
+ 𝑂𝑂(1).
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It follows from [20, Theorem VI.1] that
𝑛𝑛

[𝑧𝑧 ]𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1

25 3 27 𝑛𝑛 −1∕2
1
� � � 𝑛𝑛
=
�1 + 𝑂𝑂 � ��.
96 𝜋𝜋 4
𝑛𝑛

Using Stirling’s Approximation, we find

2(3𝑛𝑛 + 3)!
27 3 27 𝑛𝑛 −5∕2
1
� � � 𝑛𝑛
[𝑧𝑧 ]𝐴𝐴(0,1) = |𝒟𝒟𝑛𝑛 | =
=
�1 + 𝑂𝑂 � ��.
(𝑛𝑛 + 2)! (2𝑛𝑛 + 3)!
8 𝜋𝜋 4
𝑛𝑛
𝑛𝑛

Thus,

25 �3 27 𝑛𝑛 −1∕2
1
+ 𝑂𝑂 � ��
𝑛𝑛
�
�
�1
96 𝜋𝜋 4
𝑛𝑛

25 2
[𝑧𝑧 𝑛𝑛 ]𝜕𝜕𝑡𝑡𝑡𝑡 𝐴𝐴(0, 𝑡𝑡)|𝑡𝑡=1
=
=
𝑛𝑛 + 𝑂𝑂(𝑛𝑛).
𝑛𝑛
324
[𝑧𝑧 ]𝐴𝐴(0,1)
27 �3 27 𝑛𝑛 −5∕2
1
𝑛𝑛
�1 + 𝑂𝑂 �𝑛𝑛��
8 𝜋𝜋 � 4 �
Therefore, the variance is

�

25 2
5
25 2
𝑛𝑛 + 𝑂𝑂(𝑛𝑛)� + � 𝑛𝑛 + 𝑂𝑂(1)� − �
𝑛𝑛 + 𝑂𝑂(𝑛𝑛)� = 𝑂𝑂(𝑛𝑛).
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As the variance is at most linear in 𝑛𝑛, the standard deviation is 𝑂𝑂(√𝑛𝑛). Since the order of the standard deviation
is strictly smaller than the order of the expected value, by Chebyshev’s inequality the proportion of leaves is
concentrated at its mean. □

6.2. Empty strips

In a vertical domino, we consider the cells to be divided into horizontal strips by their non-leaf points. For
example, in Fig. 12 the cell is divided into six horizontal strips by its five non-leaf points. We are interested in the
number of such strips which contain no leaves, which we call empty strips. In Fig. 12 there are three empty
strips.

Fig. 12. Strips in a domino cell.
By the bijection between domino cells and arch systems in Proposition 3, empty strips in a 213-avoiding cell
correspond to arcs to the left of points that are both the left and right endpoint of an arc (see Fig. 5). An empty
strip is also possible at the bottom of the cell (but not at the top, the uppermost point always being leaf). This
possibility does not affect the asymptotics, so we just count medial empty strips.
Thus, adapting Proposition 5, if 𝐴𝐴(𝑣𝑣, 𝑠𝑠) = 𝐴𝐴(𝑧𝑧, 𝑣𝑣, 𝑠𝑠) satisfies the functional equation

𝑧𝑧 2 𝐴𝐴(𝑣𝑣, 𝑠𝑠)2
𝐴𝐴(𝑣𝑣, 𝑠𝑠) − 𝐴𝐴(0, 𝑠𝑠)
𝐴𝐴(𝑣𝑣, 𝑠𝑠) = 1 + 𝑧𝑧𝑧𝑧(𝑣𝑣, 𝑠𝑠) +
+ 𝑧𝑧(1 + 𝑣𝑣) �𝐴𝐴(𝑣𝑣, 𝑠𝑠) +
�,
𝑣𝑣
1 − 𝑧𝑧𝑧𝑧𝑧𝑧(𝑣𝑣, 𝑠𝑠)

then 𝐴𝐴(0, 𝑠𝑠) = 𝐴𝐴(𝑧𝑧, 0, 𝑠𝑠) is the bivariate generating function for dominoes in which 𝑧𝑧 marks points and 𝑠𝑠 marks
medial empty strips in the top cell.
How many empty strips can we expect to find in a domino cell? We calculate the expected number exactly.

Proposition 12

The total number of medial empty strips in the top cells of all 𝑛𝑛-point dominoes is

10(3𝑛𝑛)!
.
(𝑛𝑛 − 3)! (2𝑛𝑛 + 4)!

Consequently, the expected number of empty strips in an 𝑛𝑛-point domino cell is asymptotically 5𝑛𝑛 ∕ 27.

Proof

The total number of medial empty strips in the top cells of all 𝑛𝑛-point dominoes is given by the coefficient
of 𝑧𝑧 𝑛𝑛 in 𝜕𝜕𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 . Using the same approach as in the proof of Proposition 10, we can deduce
that 𝜕𝜕𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 is a root of the equation

𝑧𝑧 4 𝑦𝑦 3 − (15𝑧𝑧 + 2)𝑧𝑧 2 𝑦𝑦 2 − (10𝑧𝑧 3 − 25𝑧𝑧 2 + 10𝑧𝑧 − 1)𝑦𝑦 − 𝑧𝑧 3 ,

and verify that the coefficient of 𝑧𝑧 𝑛𝑛 in the power series expansion of 𝜕𝜕𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 is exactly

10(3𝑛𝑛)!
.
(𝑛𝑛 − 3)! (2𝑛𝑛 + 4)!

Therefore, the expected number of medial empty strips in the top cell of a domino with 𝑛𝑛 points is

10(3𝑛𝑛)!
5𝑛𝑛(𝑛𝑛 − 1)(𝑛𝑛 − 2)
(𝑛𝑛 − 3)! (2𝑛𝑛 + 4)!
=
,
2(3𝑛𝑛 + 3)!
6(3𝑛𝑛 + 1)(3𝑛𝑛 + 2)
(𝑛𝑛 + 2)! (2𝑛𝑛 + 3)!

from which it follows by symmetry that the expected number of empty strips in an n-point domino is
asymptotically 5𝑛𝑛 ∕ 27. □

The sequence of coefficients of the power series of 𝜕𝜕𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 is A233657 in OEIS [28]. These are the twoparameter Fuss–Catalan (or Raney) numbers with parameters 𝑝𝑝 = 3 and 𝑟𝑟 = 10. It would be interesting to find
a bijection between medial empty strips in 1324-avoiding dominoes and some other combinatorial class
enumerated by this sequence.
Again, we need a concentration result, so we determine the variance.

Proposition 13

The proportion of empty strips in the top cell of an 𝑛𝑛-point domino is asymptotically concentrated at its mean.

Proof

As before, the minimal polynomial for 𝜕𝜕𝑠𝑠𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 is computed from the minimal polynomial for 𝜕𝜕𝑠𝑠 𝐴𝐴(0, 𝑠𝑠). It
is a root of the cubic

𝑧𝑧 4 (27𝑧𝑧 − 4)(64𝑧𝑧 2 − 31𝑧𝑧 + 4)𝑦𝑦 3 − 2𝑧𝑧 2 (27𝑧𝑧 − 4)(64𝑧𝑧 4 − 1388𝑧𝑧 3 + 534𝑧𝑧 2 − 23𝑧𝑧
− 8)𝑦𝑦 2 − 4(1536𝑧𝑧 8 − 22676𝑧𝑧 7 + 82275𝑧𝑧 6 − 112651𝑧𝑧 5 + 72411𝑧𝑧 4
− 24430𝑧𝑧 3 + 4471𝑧𝑧 2 − 421𝑧𝑧 + 16)𝑦𝑦 − 8𝑧𝑧 4 (64𝑧𝑧 5 − 719𝑧𝑧 4 + 1371𝑧𝑧 3
− 918𝑧𝑧 2 + 213𝑧𝑧 − 16).

This allows us to compute the Puiseux expansion of 𝜕𝜕𝑠𝑠𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 at 𝑧𝑧 = 4 ∕ 27:

𝜕𝜕𝑠𝑠𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1 =
It follows that
𝑛𝑛

1
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[𝑧𝑧 ]𝜕𝜕𝑠𝑠𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1
Thus,
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+ 𝑂𝑂(1).
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=
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864 𝜋𝜋 4
𝑛𝑛
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1
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𝑛𝑛
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864 𝜋𝜋 4
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[𝑧𝑧 𝑛𝑛 ]𝜕𝜕𝑠𝑠𝑠𝑠 𝐴𝐴(0, 𝑠𝑠)|𝑠𝑠=1
=
=
𝑛𝑛 + 𝑂𝑂(𝑛𝑛).
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1
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�1 + 𝑂𝑂 �𝑛𝑛��
8 𝜋𝜋 � 4 �
Therefore, the variance is

�

25 2
5
25 2
𝑛𝑛 + 𝑂𝑂(𝑛𝑛)� + � 𝑛𝑛 + 𝑂𝑂(1)� − �
𝑛𝑛 + 𝑂𝑂(𝑛𝑛)� = 𝑂𝑂(𝑛𝑛).
2916
54
2916

The result follows by Chebyshev’s inequality. □

6.3. Dominoes with many leaves and many empty strips

As a consequence of these concentration results, sets of dominoes with many leaves and many empty strips
𝛼𝛼,𝛽𝛽

have the same growth rate as the set of all dominoes. For 𝛼𝛼, 𝛽𝛽 ∈ [0,1], let 𝒟𝒟𝑛𝑛

be the set of 𝑛𝑛-point dominoes
𝛼𝛼,𝛽𝛽

with at least 𝛼𝛼𝛼𝛼 ∕ 2 leaves in each cell and at least 𝛽𝛽𝛽𝛽 ∕ 2 + 1 empty strips in each cell. Let 𝒟𝒟 𝛼𝛼,𝛽𝛽 = ⋃𝑛𝑛 𝒟𝒟𝑛𝑛 .
The use of 𝛽𝛽𝛽𝛽 ∕ 2 + 1, rather than 𝛽𝛽𝛽𝛽 ∕ 2, is explained in the proof of Proposition 15.

Corollary 14

If 𝛼𝛼 < 5 ∕ 9 and 𝛽𝛽 < 5 ∕ 27, then gr(𝒟𝒟 𝛼𝛼,𝛽𝛽 ) = 27 ∕ 4.

Proof

By Proposition 10, Proposition 11, for sufficiently large 𝑛𝑛, at least four fifths of 𝑛𝑛-point dominoes have 𝛼𝛼𝛼𝛼 ∕ 2 or
more leaves in their top cell, and, by symmetry, at least four fifths have 𝛼𝛼𝛼𝛼 ∕ 2 or more leaves in their bottom
cell. Let 𝛽𝛽 ′ be in the open interval (𝛽𝛽, 5 ∕ 27). Then, for sufficiently large 𝑛𝑛, we have 𝛽𝛽 ′ 𝑛𝑛 ∕ 2 ⩾ 𝛽𝛽𝛽𝛽 ∕ 2 + 1 and
so, applying Proposition 12, Proposition 13 with 𝛽𝛽 ′ , at least four fifths of 𝑛𝑛-point dominoes have 𝛽𝛽𝛽𝛽 ∕ 2 + 1 or
more empty strips in their top cell, and at least four fifths have 𝛽𝛽𝛽𝛽 ∕ 2 + 1 or more empty strips in their bottom
cell. Hence asymptotically, at least one fifth of all dominoes are in 𝒟𝒟 𝛼𝛼,𝛽𝛽 . The result follows from Theorem 2. □

𝛼𝛼,𝛽𝛽

An analogous result holds for sets of balanced dominoes with many leaves and many empty strips. Let ℬ𝑚𝑚 be
the set of 2𝑚𝑚-point balanced dominoes, with at least αm leaves in each cell and at least 𝛽𝛽𝛽𝛽 + 1 empty strips in
𝛼𝛼,𝛽𝛽

each cell, and let ℬ𝛼𝛼,𝛽𝛽 = ⋃𝑚𝑚 ℬ𝑚𝑚 .

Proposition 15

If 𝛼𝛼 < 5 ∕ 9 and 𝛽𝛽 < 5 ∕ 27, then gr(ℬ𝛼𝛼,𝛽𝛽 ) = 27 ∕ 4.

The proof mirrors that of Proposition 7.

Proof

For suitable values of the parameters, let ℒ(𝑡𝑡, 𝑏𝑏, ℓ𝖳𝖳 , ℓ𝖡𝖡 , 𝑒𝑒𝖳𝖳 , 𝑒𝑒𝖡𝖡 ) denote the set of (𝑡𝑡 + 𝑏𝑏)-point dominoes
with 𝑡𝑡 points in the top cell, 𝑏𝑏 points in the bottom cell, ℓ𝖳𝖳 leaves in the top cell, ℓ𝖡𝖡 leaves in the bottom
cell, 𝑒𝑒𝖳𝖳 empty strips in the top cell and 𝑒𝑒𝖡𝖡 empty strips in the bottom cell. For a given 𝑚𝑚, let ℒ𝑚𝑚 be some such set
whose size is maximal subject to the conditions 𝑡𝑡 + 𝑏𝑏 = 𝑚𝑚, ℓ𝖳𝖳 , ℓ𝖡𝖡 ⩾ 𝛼𝛼𝛼𝛼 ∕ 2 and 𝑒𝑒𝖳𝖳 , 𝑒𝑒𝖡𝖡 ⩾ 𝛽𝛽𝛽𝛽 ∕ 2 + 1. Note
𝛼𝛼,𝛽𝛽

that ℒ𝑚𝑚 ⊆ 𝒟𝒟𝑚𝑚 . Since 0 ⩽ 𝑡𝑡, ℓ𝖳𝖳 , ℓ𝖡𝖡 , 𝑒𝑒𝖳𝖳 , 𝑒𝑒𝖡𝖡 ⩽ 𝑚𝑚, there are at most (𝑚𝑚 + 1)5 possible choices for the parameters.
Hence by the pigeonhole principle,
𝛼𝛼,𝛽𝛽

|𝒟𝒟𝑚𝑚 |
|ℒ𝑚𝑚 | ⩾
.
(𝑚𝑚 + 1)5

↶

Let 𝜎𝜎 and 𝜏𝜏 be any two 𝑚𝑚-point dominoes from ℒ𝑚𝑚 . Consider the domino 𝜌𝜌 = 𝜎𝜎 ⊛ 𝜏𝜏, whose arch configuration
is constructed by concatenating the arch configuration of 𝜎𝜎 and the arch configuration of the 180° rotation of 𝜏𝜏.
This domino has 𝑚𝑚 points in each cell and ℓ𝖳𝖳 + ℓ𝖡𝖡 ⩾ 𝛼𝛼𝛼𝛼 leaves in each cell. If the top cell of 𝜎𝜎 has an empty
strip at the bottom, then this combines with the non-empty strip at the bottom of the bottom cell of 𝜏𝜏, in which
case the top cell of 𝜌𝜌 has 𝑒𝑒𝖳𝖳 + 𝑒𝑒𝖡𝖡 − 1 empty strips. Otherwise it has 𝑒𝑒𝖳𝖳 + 𝑒𝑒𝖡𝖡 empty strips. In either case, this is at
𝛼𝛼,𝛽𝛽

least 𝛽𝛽𝛽𝛽 + 1. An analogous argument applies to the bottom cell, so 𝜌𝜌 is a balanced domino in ℬ𝑚𝑚 .

Moreover, 𝜎𝜎 and 𝜏𝜏 can be recovered from 𝜌𝜌 simply by splitting its arch configuration into two halves. Thus,
𝛼𝛼,𝛽𝛽
|ℬ𝑚𝑚 |

𝛼𝛼,𝛽𝛽

|𝒟𝒟𝑚𝑚 |2
⩾ |ℒ𝑚𝑚 | ⩾
.
(𝑚𝑚 + 1)10
2

𝛼𝛼,𝛽𝛽

𝛼𝛼,𝛽𝛽

Since it is also the case that |𝒟𝒟2𝑚𝑚 | ⩾ |ℬ𝑚𝑚 |, it follows, by taking the 2𝑚𝑚th root, and the limit as 𝑚𝑚 tends to
infinity, that gr(ℬ𝛼𝛼,𝛽𝛽 ) = gr(𝒟𝒟 𝛼𝛼,𝛽𝛽 ) = 27 ∕ 4. □

7. A better lower bound

In this final section, we modify the construction used to prove Theorem 9 to yield an improved lower bound. We
make use of exactly the same decomposition of the staircase, which we reproduce here in Fig. 13. However, we
change the rules concerning the permitted interleaving of points between the cells. We also exploit the
additional properties of dominoes established in Section 6.

Fig. 13. The decomposition of the staircase into dominoes and connecting cells.
Recall that in our earlier construction, we ensure that there is no occurrence of 1324 by requiring every point in
a domino cell to be positioned between the components in the adjacent connecting cells, as illustrated
in Fig. 11. For our improved lower bound, we relax this restriction in the case of domino cells to the left or right
of a connecting cell. In this case, we require only that non-leaves in a domino cell are positioned between the
components. Leaves may be positioned arbitrarily. See Fig. 14 for an illustration of a 132-avoiding connecting
cell and its adjacent domino cells. In the domino cell to the right, leaves are shown as rings and non-leaves as
discs.

Fig. 14. Interleaving the points in a connecting cell with those in two domino cells.
This still prevents any occurrence of 1324. For example, if a domino cell is to the right of a connecting cell, then
this restriction ensures that in any occurrence of 132 with the 13 in the connecting cell and the 2 in the domino
cell the 2 is a leaf, so there can be no point to its upper right to complete a 1324. In Fig. 13, this greater freedom
is shown using small lines between connecting cells and horizontally adjacent domino cells. Observe that this
flexibility only applies to the cells of vertical dominoes in the decomposition. We could similarly relax the
restriction in the case of domino cells above and below a connecting cell. However, this results in a structure we
have been unable to analyse.

This refined construction enables us to establish an improved lower bound on the growth rate of 1324-avoiders.

Theorem 16

The growth rate of Av(1324) is at least 10.271012.

7.1. Horizontally interleaved connecting cells

Let us consider how a connecting cell can be interleaved with a horizontally adjacent domino cell. We want to
enumerate diagrams like the lower two cells of Fig. 14, where the points in the domino cell at the right have
been erased, but the horizontal lines, solid for leaves and dotted for non-leaves, have been retained to record
the positions of the points relative to the points in the connecting cell. Let us call these
configurations horizontally interleaved connecting cells.
We begin with the generating function for connecting cells,
(3) 𝐻𝐻(𝑧𝑧, 𝑞𝑞)

=

1

1−𝑞𝑞𝑞𝑞(𝑧𝑧)

=

2

2−𝑞𝑞+𝑞𝑞 √1−4𝑧𝑧

,

1
2

where 𝑧𝑧 marks points, 𝑞𝑞 marks components, and 𝑄𝑄(𝑧𝑧) = (1 − √1 − 4𝑧𝑧) is the generating function for

components of a connecting cell.

As described in Section 6.2, the non-leaves of a vertical domino cell divide it and the adjacent connecting cell
into horizontal strips. Suppose that such a domino cell has ℓ leaves and 𝑟𝑟 non-leaves. The 𝑟𝑟 non-leaves divide
the cell into 𝑟𝑟 + 1 horizontal strips, each containing a certain number of leaves. Let 𝑎𝑎𝑖𝑖 denote the number of
leaves in the 𝑖𝑖th strip from the top, for 𝑖𝑖 = 0, … , 𝑟𝑟, so 𝑎𝑎0 + ⋯ + 𝑎𝑎𝑟𝑟 = ℓ. See Fig. 14 for an illustration.
The generating function for the possibilities in the 𝑖𝑖th strip is given by
(4) 𝐻𝐻𝑎𝑎𝑖𝑖 (𝑧𝑧, 𝑞𝑞)

= 𝛺𝛺𝑎𝑎𝑖𝑖 [𝐻𝐻(𝑧𝑧, 𝑞𝑞)],

where each 𝛺𝛺𝑗𝑗 is a linear operator given by

𝛺𝛺𝑗𝑗 [𝑧𝑧 𝑛𝑛 ] = �

𝑛𝑛 + 𝑗𝑗 𝑛𝑛
� 𝑧𝑧 ,
𝑗𝑗

or equivalently,

(5) 𝛺𝛺𝑗𝑗 [𝐹𝐹(𝑧𝑧)]

=

1 𝜕𝜕𝑗𝑗

𝑗𝑗! 𝜕𝜕𝑧𝑧 𝑗𝑗

(𝑧𝑧 𝑗𝑗 𝐹𝐹(𝑧𝑧)).

Hence, for a fixed sequence (𝑎𝑎𝑖𝑖 )𝑟𝑟𝑖𝑖=0 of strip sizes, the generating function for horizontally interleaved connecting
cells, counting once each possible way of interleaving with the contents of the horizontally adjacent domino cell,
is given by
𝑟𝑟

(6) ∏𝑖𝑖=0

𝐻𝐻𝑎𝑎𝑖𝑖 (𝑧𝑧, 𝑞𝑞).

We cannot work directly with this expression, since it would require us to keep track of all the strip sizes. So, in
order to establish a lower bound, we seek to minimise the above expression over all sequences 𝑎𝑎0 , … , 𝑎𝑎𝑟𝑟 such
that 𝑎𝑎0 + ⋯ + 𝑎𝑎𝑟𝑟 = ℓ. With the next two propositions we demonstrate that such a minimum exists for any
fixed 𝑟𝑟 and ℓ, in the sense that every coefficient of (6) is minimised for the same sequence 𝑎𝑎0 , … , 𝑎𝑎𝑟𝑟 . More
specifically, we prove that this minimum occurs when no two terms of the sequence differ by more than 1. We
call such a sequence equitable.

In our refinement of the staircase, a certain number of the strips are required to be empty. With this additional
requirement, for a lower bound, we thus need an equitable distribution of the leaves among the rest of the
strips.
The following proposition is framed in the general setting of partially ordered rings, though for our purposes
these are always rings of formal power series with real coefficients. Recall that a partially ordered ring (𝑅𝑅, ⩽), is
a (commutative) ring 𝑅𝑅 together with a partial order ⩽ on the elements of 𝑅𝑅 such that if 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 ∈ 𝑅𝑅 then 𝑎𝑎 ⩽ 𝑏𝑏 if
and only if 𝑎𝑎 + 𝑐𝑐 ⩽ 𝑏𝑏 + 𝑐𝑐, and 𝑎𝑎, 𝑏𝑏 ⩾ 0 implies 𝑎𝑎𝑎𝑎 ⩾ 0. Given such a ring (𝑅𝑅, ⩽), we define (𝑅𝑅[[𝑞𝑞]], ⩽) to be the
ring of formal power series over 𝑅𝑅 equipped with the partial order defined by ℎ(𝑞𝑞) ⩾ 0 if and only if every
coefficient of ℎ(𝑞𝑞) is in 𝑅𝑅⩾0 = {𝑟𝑟 ∈ 𝑅𝑅: 𝑟𝑟 ⩾ 0}.
A sequence 𝑎𝑎0 , 𝑎𝑎1 , … in (𝑅𝑅, ⩽) is log-convex if, for every pair of integers 𝑖𝑖, 𝑗𝑗 with 0 ⩽ 𝑖𝑖 < 𝑗𝑗, we have 𝑎𝑎𝑖𝑖 𝑎𝑎𝑗𝑗+1 ⩾
𝑎𝑎𝑖𝑖+1 𝑎𝑎𝑗𝑗 .

Proposition 17

Let (𝑅𝑅, ⩽) be a partially ordered ring and let 𝑎𝑎0 , 𝑎𝑎1 , … be a log-convex sequence in 𝑎𝑎0 , 𝑎𝑎1 , …. Furthermore,
let 𝐹𝐹(𝑧𝑧) = 𝑎𝑎0 + 𝑎𝑎1 𝑧𝑧 + ⋯ be the generating function of this sequence. Then the
sequence 𝛺𝛺0 [𝐹𝐹(𝑧𝑧)], 𝛺𝛺1 [𝐹𝐹(𝑧𝑧)], … is log-convex in the partially ordered ring (𝑅𝑅[[𝑧𝑧]], ⩽).

Proof

We just need to show that for each 𝑘𝑘 ⩾ 0 and each 𝑎𝑎 > 𝑏𝑏 ⩾ 0,

[𝑧𝑧 𝑘𝑘 ](𝛺𝛺𝑎𝑎+1 [𝐹𝐹(𝑧𝑧)]𝛺𝛺𝑏𝑏 [𝐹𝐹(𝑧𝑧)] − 𝛺𝛺𝑎𝑎 [𝐹𝐹(𝑧𝑧)]𝛺𝛺𝑏𝑏+1 [𝐹𝐹(𝑧𝑧)]) ⩾ 0.
This coefficient can be computed as
𝑘𝑘

𝑘𝑘

𝑗𝑗=0

𝑗𝑗=0

𝑏𝑏 + 𝑘𝑘 − 𝑗𝑗
𝑎𝑎 + 𝑗𝑗
𝑏𝑏 + 1 + 𝑘𝑘 − 𝑗𝑗
𝑎𝑎 + 1 + 𝑗𝑗
� 𝑎𝑎𝑘𝑘−𝑗𝑗 − � �
� 𝑎𝑎𝑗𝑗 �
� 𝑎𝑎𝑘𝑘−𝑗𝑗
� 𝑎𝑎𝑗𝑗 �
��
𝑘𝑘 − 𝑗𝑗
𝑗𝑗
𝑘𝑘 − 𝑗𝑗
𝑗𝑗
𝑘𝑘

= � ��
𝑗𝑗=0
𝑘𝑘

𝑗𝑗

𝑏𝑏 + 1 + 𝑗𝑗 𝑎𝑎 + 𝑘𝑘 − 𝑗𝑗
𝑎𝑎 + 1 + 𝑗𝑗 𝑏𝑏 + 𝑘𝑘 − 𝑗𝑗
�� 𝑎𝑎𝑗𝑗 𝑎𝑎𝑘𝑘−𝑗𝑗
��
�−�
��
𝑘𝑘 − 𝑗𝑗
𝑗𝑗
𝑘𝑘 − 𝑗𝑗
𝑗𝑗

= � � ��
𝑗𝑗=0 𝑖𝑖=0
𝑘𝑘

𝑘𝑘−𝑗𝑗

𝑎𝑎 + 𝑖𝑖 𝑏𝑏 + 𝑘𝑘 − 𝑗𝑗
𝑏𝑏 + 𝑖𝑖 𝑎𝑎 + 𝑘𝑘 − 𝑗𝑗
��
�−�
��
�� 𝑎𝑎𝑗𝑗 𝑎𝑎𝑘𝑘−𝑗𝑗
𝑖𝑖
𝑘𝑘 − 𝑗𝑗
𝑖𝑖
𝑘𝑘 − 𝑗𝑗

= � � ��
𝑗𝑗=0 𝑖𝑖=0

𝑎𝑎 + 𝑖𝑖 𝑏𝑏 + 𝑗𝑗
𝑏𝑏 + 𝑖𝑖 𝑎𝑎 + 𝑗𝑗
��
�−�
��
�� 𝑎𝑎𝑗𝑗 𝑎𝑎𝑘𝑘−𝑗𝑗
𝑖𝑖
𝑗𝑗
𝑖𝑖
𝑗𝑗

𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚(𝑗𝑗−1,𝑘𝑘−𝑗𝑗)

𝑗𝑗=0

𝑖𝑖=0

=�

�

��

𝑎𝑎 + 𝑖𝑖 𝑏𝑏 + 𝑗𝑗
𝑏𝑏 + 𝑖𝑖 𝑎𝑎 + 𝑗𝑗
��
�−�
��
�� (𝑎𝑎𝑗𝑗 𝑎𝑎𝑘𝑘−𝑗𝑗 − 𝑎𝑎𝑖𝑖 𝑎𝑎𝑘𝑘−𝑖𝑖 ).
𝑖𝑖
𝑗𝑗
𝑖𝑖
𝑗𝑗

Now, the coefficient of 𝑎𝑎𝑗𝑗 𝑎𝑎𝑘𝑘−𝑗𝑗 − 𝑎𝑎𝑖𝑖 𝑎𝑎𝑘𝑘−𝑖𝑖 in each summand, namely

�

𝑎𝑎 + 𝑖𝑖 𝑏𝑏 + 𝑗𝑗
𝑏𝑏 + 𝑖𝑖 𝑎𝑎 + 𝑗𝑗
�,
��
�−�
��
𝑖𝑖
𝑗𝑗
𝑖𝑖
𝑗𝑗

is negative, since 𝑖𝑖 < 𝑗𝑗 and 𝑎𝑎 > 𝑏𝑏. Also, since 𝑖𝑖 ⩽ 𝑘𝑘 − 𝑗𝑗, we have 𝑎𝑎𝑖𝑖 𝑎𝑎𝑘𝑘−𝑖𝑖 ⩾ 𝑎𝑎𝑗𝑗 𝑎𝑎𝑘𝑘−𝑗𝑗 . Hence each summand is
nonnegative and the entire sum is positive, which implies that the sequence 𝛺𝛺0 [𝐹𝐹(𝑧𝑧)], 𝛺𝛺1 [𝐹𝐹(𝑧𝑧)], … is log-convex
in (𝑅𝑅[[𝑧𝑧]], ⩽). □

We now apply this to the enumeration of horizontally interleaved connecting cells.

Proposition 18
Let

2

𝐻𝐻(𝑧𝑧, 𝑞𝑞) =

2 − 𝑞𝑞 + 𝑞𝑞√1 − 4𝑧𝑧

= ℎ0 (𝑞𝑞) + 𝑧𝑧ℎ1 (𝑞𝑞) + 𝑧𝑧 2 ℎ2 (𝑞𝑞) + ⋯

be the generating function for connecting cells where 𝑧𝑧 marks points and 𝑞𝑞 marks components. Then the
sequence of polynomials ℎ0 (𝑞𝑞), ℎ1 (𝑞𝑞), … is log-convex in (ℝ[[𝑞𝑞]], ⩽). Consequently, the sequence

𝐻𝐻(𝑧𝑧, 𝑞𝑞), 𝐻𝐻1 (𝑧𝑧, 𝑞𝑞), 𝐻𝐻2 (𝑧𝑧, 𝑞𝑞), …
is log-convex in (ℝ[[𝑧𝑧, 𝑞𝑞]], ⩽).

Proof

Since the generating function 𝐻𝐻(𝑧𝑧, 𝑞𝑞) satisfies the equation

𝑞𝑞 2 𝐻𝐻(𝑧𝑧, 𝑞𝑞) − 𝑞𝑞𝑞𝑞(𝑧𝑧, 1)
𝐻𝐻(𝑧𝑧, 𝑞𝑞) = 1 + 𝑧𝑧
,
𝑞𝑞 − 1
it follows that for each 𝑖𝑖 ⩾ 1,

𝑞𝑞 2 ℎ𝑖𝑖−1 (𝑞𝑞) − 𝑞𝑞ℎ𝑖𝑖−1 (1) 𝑞𝑞 2 ℎ𝑖𝑖−1 (𝑞𝑞) − 𝑞𝑞𝑐𝑐𝑖𝑖−1
ℎ𝑖𝑖 (𝑞𝑞) =
=
,
𝑞𝑞 − 1
𝑞𝑞 − 1

where 𝑐𝑐𝑛𝑛 = �2𝑛𝑛
� ∕ (𝑛𝑛 + 1) is the 𝑛𝑛th Catalan number. Rearranging this gives the equation
𝑛𝑛

ℎ𝑖𝑖−1 (𝑞𝑞) =

(𝑞𝑞 − 1)ℎ𝑖𝑖 (𝑞𝑞) + 𝑞𝑞𝑐𝑐𝑖𝑖−1
.
𝑞𝑞 2

We need to prove that if 𝑗𝑗 > 𝑖𝑖 ⩾ 1 then we have ℎ𝑖𝑖−1 (𝑞𝑞)ℎ𝑗𝑗 (𝑞𝑞) ⩾ ℎ𝑖𝑖 (𝑞𝑞)ℎ𝑗𝑗−1 (𝑞𝑞). This happens if and only if

(𝑞𝑞 − 1)ℎ𝑗𝑗 (𝑞𝑞) + 𝑞𝑞𝑐𝑐𝑗𝑗−1
(𝑞𝑞 − 1)ℎ𝑖𝑖 (𝑞𝑞) + 𝑞𝑞𝑐𝑐𝑖𝑖−1
ℎ
(𝑞𝑞)
⩾
ℎ𝑖𝑖 (𝑞𝑞),
𝑗𝑗
𝑞𝑞 2
𝑞𝑞 2
which simplifies to

𝑐𝑐𝑖𝑖−1 ℎ𝑗𝑗 (𝑞𝑞) − 𝑐𝑐𝑗𝑗−1 ℎ𝑖𝑖 (𝑞𝑞) ⩾ 0.

One can easily prove by induction, or otherwise, that
𝑖𝑖

ℎ𝑖𝑖 (𝑞𝑞) = � ℎ𝑖𝑖,𝑘𝑘 𝑞𝑞 𝑘𝑘 , where ℎ𝑖𝑖,𝑘𝑘 =
𝑘𝑘=1

𝑘𝑘
2𝑖𝑖 − 𝑘𝑘
�
�.
2𝑖𝑖 − 𝑘𝑘
𝑖𝑖

It suffices to demonstrate that 𝑐𝑐𝑖𝑖−1 ℎ𝑗𝑗,𝑘𝑘 − 𝑐𝑐𝑗𝑗−1 ℎ𝑖𝑖,𝑘𝑘 ⩾ 0 whenever 𝑗𝑗 > 𝑖𝑖 ⩾ 𝑘𝑘 ⩾ 1. By transitivity, we only need
consider the case 𝑗𝑗 = 𝑖𝑖 + 1, when it is readily confirmed that the required inequality holds:

𝑐𝑐𝑖𝑖−1 ℎ𝑖𝑖+1,𝑘𝑘 − 𝑐𝑐𝑖𝑖 ℎ𝑖𝑖,𝑘𝑘 =

𝑘𝑘(𝑘𝑘 − 1)(𝑘𝑘 − 2)(2𝑖𝑖 − 2)! (2𝑖𝑖 − 𝑘𝑘 − 1)!
⩾ 0, if 𝑖𝑖 ⩾ 𝑘𝑘 ⩾ 1.
(𝑖𝑖 + 1)! 𝑖𝑖! (𝑖𝑖 − 1)! (𝑖𝑖 − 𝑘𝑘 + 1)!

Hence, the sequence ℎ0 (𝑞𝑞), ℎ1 (𝑞𝑞), … is log-convex in (ℝ[[𝑞𝑞]], ⩽). Consequently, by Proposition 17, the
sequence 𝐻𝐻(𝑧𝑧, 𝑞𝑞), 𝐻𝐻1 (𝑧𝑧, 𝑞𝑞), 𝐻𝐻2 (𝑧𝑧, 𝑞𝑞), … is log-convex in (ℝ[[𝑧𝑧, 𝑞𝑞]], ⩽). □

Thus, as claimed above, among all sequences 𝑎𝑎0 , … , 𝑎𝑎𝑟𝑟 which satisfy 𝑎𝑎0 + ⋯ + 𝑎𝑎𝑟𝑟 = ℓ, the minimum value of
every coefficient of
𝑟𝑟

� 𝐻𝐻𝑎𝑎𝑖𝑖 (𝑧𝑧, 𝑞𝑞)
𝑖𝑖=0

is achieved by equitable sequences, that is in which |𝑎𝑎𝑖𝑖 − 𝑎𝑎𝑗𝑗 | ⩽ 1 for every 𝑖𝑖, 𝑗𝑗 ∈ {0, … , 𝑟𝑟}. This, therefore, is
what we apply to the non-empty strips to give a lower bound for the number of horizontally interleaved
connecting cells.

7.2. Refining the staircase

We are now ready to describe more precisely how we modify our construction so as to yield an improved lower
𝛼𝛼,𝛽𝛽

𝛼𝛼,𝛽𝛽

bound. This description is accompanied by Fig. 15. Recall that ℬ𝛼𝛼,𝛽𝛽 = � ℬ𝑚𝑚 , where ℬ𝑚𝑚 consists of
𝑚𝑚

dominoes in which each cell has 𝑚𝑚 points, at least 𝛼𝛼𝛼𝛼 leaves and at least 𝛽𝛽𝛽𝛽 + 1 empty strips. Let 𝛼𝛼, 𝛽𝛽 > 0 be
sufficiently small that ℬ𝛼𝛼,𝛽𝛽 has exponential growth rate 27 ∕ 4. By Proposition 15, we may choose any 𝛼𝛼 < 5 ∕
9 and 𝛽𝛽 < 5 ∕ 27. We also require that 𝛼𝛼 ⩾ 11 ∕ 20 and 𝛽𝛽 ⩾ 7 ∕ 40.

Fig. 15. The scheme used to calculate the improved lower bound.
For fixed values of parameters 𝛼𝛼, 𝛽𝛽, 𝛾𝛾 and 𝜅𝜅, and sufficiently large 𝑘𝑘 and m, let 𝒫𝒫𝑘𝑘,𝑚𝑚 be the set of gridded
permutations, gridded in the first 6𝑘𝑘 + 2 cells of the staircase, satisfying the following conditions.

•
•
•
•
•

Each non-leaf in a cell of a vertical domino is positioned between components of the horizontally
adjacent connecting cell.
Each point in a cell of a horizontal domino is positioned between components of the vertically adjacent
connecting cell.
𝛼𝛼,𝛽𝛽

Each vertical domino is an element of ℬ𝑚𝑚 .
Each horizontal domino is a balanced domino with ⌈𝛾𝛾𝛾𝛾⌉ points in each cell, for some 𝛾𝛾 > 0 to be chosen
later.
Each connecting cell has 𝑐𝑐𝑚𝑚 components, where 𝑙𝑙𝑙𝑙𝑙𝑙𝑚𝑚→∞ 𝑐𝑐𝑚𝑚 ∕ 𝑚𝑚 = 𝜅𝜅, for some 𝜅𝜅 > 0; the value
of 𝜅𝜅 and the sequence (𝑐𝑐𝑚𝑚 ) are to be chosen later.

Note that each domino cell contains a fixed number of points (either 𝑚𝑚 or ⌈𝛾𝛾𝛾𝛾⌉). However, the number of
points in a connecting cell is not fixed, although its number of skew indecomposable components, 𝑐𝑐𝑚𝑚 , is.

We begin by establishing a lower bound for the enumeration of horizontally interleaved connecting cells in 𝒫𝒫𝑘𝑘,𝑚𝑚 .
At least ⌈𝛼𝛼𝛼𝛼⌉ of the points are leaves, and at least ⌈𝛽𝛽𝛽𝛽⌉ + 1 of the strips are empty. Note first that changing a
non-leaf to a leaf can only increase the number of ways of performing the interleaving. So, for a lower bound,
we may assume there are exactly ⌈𝛼𝛼𝛼𝛼⌉ leaves. Note also that, since 𝛼𝛼 > 1 ∕ 2, an equitable distribution of
leaves among the strips allocates at least one leaf to each strip. Hence, any increase in the number of empty
strips can only make the distribution less equitable. So, for a lower bound, we may assume there are
exactly ⌈𝛽𝛽𝛽𝛽⌉ + 1 empty strips.

With these assumptions, given 𝛼𝛼 in the interval [11 ∕ 20,5 ∕ 9), 𝛽𝛽 in the interval [7 ∕ 40,5 ∕ 27) and 𝑚𝑚 ⩾ 32, an
equitable distribution of the leaves among the non-empty strips consists of
•
•
•

𝑒𝑒0 (𝑚𝑚) = ⌈𝛽𝛽𝛽𝛽⌉ + 1 empty strips,
𝑒𝑒2 (𝑚𝑚) = 3𝑚𝑚 − 4⌈𝛼𝛼𝛼𝛼⌉ − 3⌈𝛽𝛽𝛽𝛽⌉ two-leaf strips, and
𝑒𝑒3 (𝑚𝑚) = 3⌈𝛼𝛼𝛼𝛼⌉ + 2⌈𝛽𝛽𝛽𝛽⌉ − 2𝑚𝑚 three-leaf strips.

The expressions for 𝑒𝑒2 (𝑚𝑚) and 𝑒𝑒3 (𝑚𝑚) are the solutions of the equations

2𝑒𝑒2 (𝑚𝑚) + 3𝑒𝑒3 (𝑚𝑚) = ⌈𝛼𝛼𝛼𝛼⌉,

𝑒𝑒0 (𝑚𝑚) + 𝑒𝑒2 (𝑚𝑚) + 𝑒𝑒3 (𝑚𝑚) = 𝑚𝑚 − ⌈𝛼𝛼𝛼𝛼⌉ + 1,

for the total number of leaves and the total number of strips, respectively. The bounds on 𝛼𝛼, 𝛽𝛽 and 𝑚𝑚 ensure
that each of the 𝑒𝑒𝑗𝑗 (𝑚𝑚) is nonnegative.
Thus, since the number of components in each connecting cell is exactly cm,

(7) 𝐽𝐽𝑚𝑚 (𝑧𝑧)

= [𝑞𝑞 𝑐𝑐𝑚𝑚 ]�𝐻𝐻(𝑧𝑧, 𝑞𝑞)𝑒𝑒0(𝑚𝑚) 𝐻𝐻2 (𝑧𝑧, 𝑞𝑞)𝑒𝑒2(𝑚𝑚) 𝐻𝐻3 (𝑧𝑧, 𝑞𝑞)𝑒𝑒3(𝑚𝑚) �

is a lower bound for the generating function of horizontally interleaved connecting cells in 𝒫𝒫𝑘𝑘,𝑚𝑚 .

To understand the asymptotics of 𝐽𝐽𝑚𝑚 (𝑧𝑧) for large 𝑚𝑚, we use the following general result, concerning the
exponential growth rate of combinatorial objects whose generating function has coefficients of the
form [𝑥𝑥 (𝜅𝜅+𝑜𝑜(1))𝑛𝑛 ] �

𝑟𝑟

𝑗𝑗=1

𝐹𝐹𝑗𝑗 (𝑥𝑥)(𝛼𝛼𝑗𝑗+𝑜𝑜(1))𝑛𝑛 , for some fixed 𝛼𝛼1 , … , 𝛼𝛼𝑟𝑟 and 𝜅𝜅.

Lemma 19

Let 𝛼𝛼1 , … , 𝛼𝛼𝑟𝑟 and 𝜅𝜅 be positive constants. For each 𝑗𝑗 ∈ [𝑟𝑟], let 𝐹𝐹𝑗𝑗 (𝑥𝑥) be a power series with radius of
convergence 𝜌𝜌𝑗𝑗 . For each 𝑗𝑗, suppose that 𝑎𝑎𝑗𝑗,1 , 𝑎𝑎𝑗𝑗,2 , … is a sequence of positive integers such that 𝑙𝑙𝑙𝑙𝑙𝑙𝑛𝑛→∞ 𝑎𝑎𝑗𝑗,𝑛𝑛 ∕
𝑛𝑛 = 𝛼𝛼𝑗𝑗 , and that there is some positive 𝑥𝑥0 , smaller than every 𝜌𝜌𝑗𝑗 , satisfying
𝑟𝑟

𝐹𝐹𝑗𝑗′ (𝑥𝑥0 )
𝑥𝑥0 � 𝛼𝛼𝑗𝑗
= 𝜅𝜅.
𝐹𝐹𝑗𝑗 (𝑥𝑥0 )
𝑗𝑗=1

Then there exists a sequence of positive integers 𝑐𝑐1 , 𝑐𝑐2 , … such that 𝑙𝑙𝑙𝑙𝑙𝑙𝑛𝑛→∞ 𝑐𝑐𝑛𝑛 ∕ 𝑛𝑛 = 𝜅𝜅, for which
1∕𝑛𝑛

𝑟𝑟

𝑙𝑙𝑙𝑙𝑙𝑙 ([𝑥𝑥 𝑐𝑐𝑛𝑛 ] � 𝐹𝐹𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 )

𝑛𝑛→∞

𝑗𝑗=1

𝑟𝑟

= 𝑥𝑥0−𝜅𝜅 � 𝐹𝐹𝑗𝑗 (𝑥𝑥0 )𝛼𝛼𝑗𝑗 .
𝑗𝑗=1

This lemma is rather easier to understand and its proof easier to follow when 𝑟𝑟 = 1. Unfortunately, we need the
more general version.

Proof

For each 𝑗𝑗, define the probability generating function

𝐺𝐺𝑗𝑗 (𝑥𝑥) =

𝐹𝐹𝑗𝑗 (𝑥𝑥0 𝑥𝑥)
.
𝐹𝐹𝑗𝑗 (𝑥𝑥0 )

This definition is valid because 𝑥𝑥0 < 𝜌𝜌𝑗𝑗 .

The corresponding expected value is 𝜇𝜇𝑗𝑗 = 𝐺𝐺𝑗𝑗′ (1) = 𝑥𝑥0 𝐹𝐹𝑗𝑗′ (𝑥𝑥0 ) ∕ 𝐹𝐹𝑗𝑗 (𝑥𝑥0 ), so
𝑟𝑟

� 𝛼𝛼𝑗𝑗 𝜇𝜇𝑗𝑗 = 𝜅𝜅 .
𝑗𝑗=1

For each 𝑗𝑗, let 𝑋𝑋𝑗𝑗 be a random variable with probability generating function 𝐺𝐺𝑗𝑗 . For each 𝑛𝑛 > 0, let 𝑌𝑌𝑛𝑛 be the
random variable defined by adding 𝑎𝑎𝑗𝑗,𝑛𝑛 independent samples from 𝑋𝑋𝑗𝑗 for each 𝑗𝑗. Then the expected
value 𝜆𝜆𝑛𝑛 of 𝑌𝑌𝑛𝑛 is given by
𝑟𝑟

𝜆𝜆𝑛𝑛 = � 𝑎𝑎𝑗𝑗,𝑛𝑛 𝜇𝜇𝑗𝑗 .
𝑗𝑗=1

Moreover, it follows from the law of large numbers that if 𝜀𝜀 > 0, then the probability 𝑝𝑝𝜀𝜀,𝑛𝑛 that 𝑌𝑌𝑛𝑛 lies in the
interval (𝜆𝜆𝑛𝑛 (1 − 𝜀𝜀), 𝜆𝜆𝑛𝑛 (1 + 𝜀𝜀)) converges to 1 as 𝑛𝑛 tends to infinity. In terms of generating functions, this
means
(8)

𝑙𝑙𝑙𝑙𝑙𝑙 �𝑐𝑐∈(𝜆𝜆

𝑛𝑛→∞

𝑛𝑛 (1−𝜀𝜀),𝜆𝜆𝑛𝑛

[𝑥𝑥 𝑐𝑐 ] �
(1+𝜀𝜀))

𝑟𝑟

𝑗𝑗=1

𝐺𝐺𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 = 𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝜀𝜀,𝑛𝑛 = 1.
𝑛𝑛→∞

For each pair 𝜀𝜀, 𝑛𝑛, let 𝑐𝑐(𝜀𝜀, 𝑛𝑛) be the value in the interval (𝜆𝜆𝑛𝑛 (1 − 𝜀𝜀), 𝜆𝜆𝑛𝑛 (1 + 𝜀𝜀)) which maximises

𝑟𝑟

[𝑥𝑥 𝑐𝑐(𝜀𝜀,𝑛𝑛) ] � 𝐺𝐺𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 .
𝑗𝑗=1

Then, by (8), we have

𝑟𝑟

𝑙𝑙𝑙𝑙𝑙𝑙 𝑖𝑖𝑖𝑖𝑖𝑖2𝜀𝜀𝜆𝜆𝑛𝑛 [𝑥𝑥 𝑐𝑐(𝜀𝜀,𝑛𝑛) ] � 𝐺𝐺𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 ⩾ 1.
𝑛𝑛→∞

𝑗𝑗=1

It follows that

1∕𝑛𝑛

𝑟𝑟

𝑙𝑙𝑙𝑙𝑙𝑙 ([𝑥𝑥 𝑐𝑐(𝜀𝜀,𝑛𝑛) ] � 𝐺𝐺𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 )

𝑛𝑛→∞

𝑗𝑗=1

= 1.

Therefore, we can choose a sequence 𝑐𝑐1 , 𝑐𝑐2 , … by setting 𝑐𝑐𝑛𝑛 = 𝑐𝑐(𝜀𝜀𝑛𝑛 , 𝑛𝑛) in such a way that
𝑟𝑟

𝑙𝑙𝑙𝑙𝑙𝑙 𝜀𝜀𝑛𝑛 = 0and 𝑙𝑙𝑙𝑙𝑙𝑙 ([𝑥𝑥 𝑐𝑐𝑛𝑛 ] � 𝐺𝐺𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 )1∕𝑛𝑛 = 1.

𝑛𝑛→∞

𝑛𝑛→∞

𝑗𝑗=1

We now show that this sequence satisfies the desired properties. First note that 𝑐𝑐𝑛𝑛 lies in the interval (𝜆𝜆𝑛𝑛 (1 −
𝜀𝜀𝑛𝑛 ), 𝜆𝜆𝑛𝑛 (1 + 𝜀𝜀𝑛𝑛 )), so the ratio 𝑐𝑐𝑛𝑛 ∕ 𝜆𝜆𝑛𝑛 converges to 1. Moreover,
𝑟𝑟

𝑟𝑟

𝑗𝑗=1

𝑗𝑗=1

𝑙𝑙𝑙𝑙𝑙𝑙 𝜆𝜆𝑛𝑛 ∕ 𝑛𝑛 = 𝑙𝑙𝑙𝑙𝑙𝑙 � 𝑎𝑎𝑗𝑗,𝑛𝑛 𝜇𝜇𝑗𝑗 ∕ 𝑛𝑛 = � 𝛼𝛼𝑗𝑗 𝜇𝜇𝑗𝑗 = 𝜅𝜅.

𝑛𝑛→∞

𝑛𝑛→∞

Hence, the ratio 𝑐𝑐𝑛𝑛 ∕ 𝑛𝑛 converges to 𝜅𝜅. Finally,
𝑟𝑟

𝑙𝑙𝑙𝑙𝑙𝑙 ([𝑥𝑥 𝑐𝑐𝑛𝑛 ] � 𝐹𝐹𝑗𝑗 (𝑥𝑥)

𝑛𝑛→∞

𝑗𝑗=1

𝑎𝑎𝑗𝑗,𝑛𝑛 1∕𝑛𝑛

)

𝑟𝑟

= 𝑙𝑙𝑙𝑙𝑙𝑙 ([𝑥𝑥 𝑐𝑐𝑛𝑛 ] � 𝐺𝐺𝑗𝑗 (𝑥𝑥 ∕ 𝑥𝑥0 )
𝑛𝑛→∞

𝑗𝑗=1

𝑟𝑟

𝑟𝑟

𝑎𝑎𝑗𝑗,𝑛𝑛

𝑟𝑟

� 𝐹𝐹𝑗𝑗 (𝑥𝑥0 )𝑎𝑎𝑗𝑗,𝑛𝑛 )1∕𝑛𝑛
𝑗𝑗=1

𝑟𝑟

= 𝑥𝑥0−𝜅𝜅 𝑙𝑙𝑙𝑙𝑙𝑙 ([𝑥𝑥 𝑐𝑐𝑛𝑛 ] � 𝐺𝐺𝑗𝑗 (𝑥𝑥)𝑎𝑎𝑗𝑗,𝑛𝑛 )1∕𝑛𝑛 � 𝐹𝐹𝑗𝑗 (𝑥𝑥0 )𝛼𝛼𝑗𝑗 = 𝑥𝑥0−𝜅𝜅 � 𝐹𝐹𝑗𝑗 (𝑥𝑥0 )𝛼𝛼𝑗𝑗 . □
𝑛𝑛→∞

𝑗𝑗=1

𝑗𝑗=1

𝑗𝑗=1

Let us apply this lemma to 𝐽𝐽𝑚𝑚 (𝑧𝑧), as defined in (7). For any fixed 𝑧𝑧0 , there exists a sequence of positive
integers 𝑐𝑐1 , 𝑐𝑐2 , … such that 𝑙𝑙𝑙𝑙𝑙𝑙𝑚𝑚→∞ 𝑐𝑐𝑚𝑚 ∕ 𝑚𝑚 = 𝜅𝜅, for which
(9)

𝑙𝑙𝑙𝑙𝑙𝑙 𝐽𝐽𝑚𝑚 (𝑧𝑧0 )1∕𝑚𝑚 = 𝑞𝑞0−𝜅𝜅 𝐻𝐻(𝑧𝑧0 , 𝑞𝑞0 )𝛽𝛽 𝐻𝐻2 (𝑧𝑧0 , 𝑞𝑞0 )3−4𝛼𝛼−3𝛽𝛽 𝐻𝐻3 (𝑧𝑧0 , 𝑞𝑞0 )3𝛼𝛼+2𝛽𝛽−2 ,

𝑚𝑚→∞

where 𝑞𝑞0 = 𝑞𝑞0 (𝑧𝑧0 ) satisfies
(10) 𝛽𝛽

𝑑𝑑
𝐻𝐻(𝑧𝑧0 ,𝑞𝑞)
𝑑𝑑𝑑𝑑

𝐻𝐻(𝑧𝑧0 ,𝑞𝑞)

�

𝑞𝑞=𝑞𝑞0

+ (3 − 4𝛼𝛼 − 3𝛽𝛽)

𝑑𝑑
𝐻𝐻 (𝑧𝑧 ,𝑞𝑞)
𝑑𝑑𝑑𝑑 2 0

𝐻𝐻2 (𝑧𝑧0 ,𝑞𝑞)

�

𝑞𝑞=𝑞𝑞0

+ (3𝛼𝛼 + 2𝛽𝛽 − 2)

𝑑𝑑
𝐻𝐻 (𝑧𝑧 ,𝑞𝑞)
𝑑𝑑𝑑𝑑 3 0

𝐻𝐻3 (𝑧𝑧0 ,𝑞𝑞)

�

𝑞𝑞=𝑞𝑞0

𝜅𝜅

= 𝑞𝑞 ,
0

as long as 𝑞𝑞0 is less than the radius of convergence in 𝑞𝑞 of the 𝐻𝐻𝑗𝑗 (𝑧𝑧0 , 𝑞𝑞). Note that each 𝐻𝐻𝑗𝑗 (𝑧𝑧, 𝑞𝑞) can be
determined explicitly from the definitions in (3), (4) and (5).

7.3. Enumerating the refined staircase

𝛼𝛼,𝛽𝛽

The first 6𝑘𝑘 + 2 cells of the staircase consist of a total of 𝑘𝑘 + 1 vertical dominoes, each in ℬ𝑚𝑚 , a total
of 𝑘𝑘 horizontal dominoes, each in ℬ⌈𝛾𝛾𝛾𝛾⌉ , and 2𝑘𝑘 connecting cells. Thus, for sufficiently large 𝑚𝑚, the generating
function for 𝒫𝒫𝑘𝑘,𝑚𝑚 is bounded below by

𝐹𝐹𝑘𝑘,𝑚𝑚 (𝑧𝑧) =

𝛼𝛼,𝛽𝛽
|ℬ𝑚𝑚 |𝑘𝑘+1 𝑧𝑧 2𝑚𝑚(𝑘𝑘+1) |ℬ⌈𝛾𝛾𝛾𝛾⌉ |𝑘𝑘 𝑧𝑧 2⌈𝛾𝛾𝛾𝛾⌉𝑘𝑘 𝐽𝐽𝑚𝑚 (𝑧𝑧)2𝑘𝑘

2𝑘𝑘

⌈𝛾𝛾𝛾𝛾⌉ + 𝑐𝑐𝑚𝑚
�
� ,
𝑐𝑐𝑚𝑚

where the final binomial coefficient counts the number of possible ways of interleaving the ⌈𝛾𝛾𝛾𝛾⌉ points in a
horizontal domino cell with the 𝑐𝑐𝑚𝑚 components in a vertically adjacent connecting cell.

Let 𝐴𝐴(𝑧𝑧) be the generating function for Av(1324), and for each 𝑘𝑘, let 𝐴𝐴𝑘𝑘 (𝑧𝑧) be the generating function for the
set of 1324-avoiding gridded permutations in the first 6𝑘𝑘 + 2 cells of the (original) staircase. Thus, for any
fixed 𝑘𝑘 and 𝑚𝑚, and all 𝑛𝑛,

[𝑧𝑧 𝑛𝑛 ]𝐹𝐹𝑘𝑘,𝑚𝑚 (𝑧𝑧) ⩽ [𝑧𝑧 𝑛𝑛 ]𝐴𝐴𝑘𝑘 (𝑧𝑧) ⩽ �

𝑛𝑛 + 6𝑘𝑘 + 1
� [𝑧𝑧 𝑛𝑛 ]𝐴𝐴(𝑧𝑧).
6𝑘𝑘 + 1

So, since the binomial coefficient is a polynomial in n, it follows from the second inequality that the radius of
convergence of 𝐴𝐴𝑘𝑘 (𝑧𝑧) is at least that of 𝐴𝐴(𝑧𝑧).

Hence, for any 𝑘𝑘, and any fixed 𝑧𝑧0 within the radius of convergence of 𝐴𝐴(𝑧𝑧), the value of 𝐹𝐹𝑘𝑘,𝑚𝑚 (𝑧𝑧0 ) is bounded
above by 𝐴𝐴𝑘𝑘 (𝑧𝑧0 ) for every 𝑚𝑚. So 𝑙𝑙𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚→∞ 𝐹𝐹𝑘𝑘,𝑚𝑚 (𝑧𝑧0 )1∕𝑚𝑚 ⩽ 1, and as a consequence,

𝑙𝑙𝑙𝑙𝑙𝑙 (𝑙𝑙𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝐹𝐹𝑘𝑘,𝑚𝑚 (𝑧𝑧0 )1∕𝑚𝑚 )1∕2𝑘𝑘 ⩽ 1.

𝑘𝑘→∞

𝑚𝑚→∞

By Proposition 7, Proposition 15, Eq. (9) and Stirling’s approximation, the left side of this inequality is equal to

(𝛾𝛾 + 𝜅𝜅)𝛾𝛾+𝜅𝜅
27𝑧𝑧0 1+𝛾𝛾 −𝜅𝜅
𝛽𝛽
3−4𝛼𝛼−3𝛽𝛽
3𝛼𝛼+2𝛽𝛽−2
𝐺𝐺(𝑧𝑧0 ) = �
𝑞𝑞0 𝐻𝐻(𝑧𝑧0 , 𝑞𝑞0 ) 𝐻𝐻2 (𝑧𝑧0 , 𝑞𝑞0 )
𝐻𝐻3 (𝑧𝑧0 , 𝑞𝑞0 )
,
�
4
𝛾𝛾 𝛾𝛾 𝜅𝜅 𝜅𝜅
for some appropriate sequence 𝑐𝑐1 , 𝑐𝑐2 , …, where 𝑞𝑞0 is defined by (10).

To prove Theorem 16, it now suffices to find suitable values of 𝛼𝛼, 𝛽𝛽, 𝛾𝛾, 𝜅𝜅 and 𝑧𝑧0 , for which 𝐺𝐺(𝑧𝑧0 ) > 1 and such
that 𝑞𝑞0 satisfying (10) is less than the radius of convergence in q of the 𝐻𝐻𝑗𝑗 (𝑧𝑧0 , 𝑞𝑞). Any such 𝑧𝑧0 lies outside the
radius of convergence of 𝐴𝐴(𝑧𝑧) and so 1 ∕ 𝑧𝑧0 is a lower bound on the growth rate of Av(1324). We thus
seek 𝑧𝑧0 as small as possible.

Using 𝛼𝛼 = 5 ∕ 9 − 10−8 , 𝛽𝛽 = 5 ∕ 27 − 10−8, 𝛾𝛾 ≈ 0.951509 and 𝜅𝜅 ≈ 0.496339, we may take the value of 𝑧𝑧0 to
be approximately 0.097361383. Then 𝑞𝑞0 ≈ 2.917054 and the radius of convergence of the 𝐻𝐻𝑗𝑗 (𝑧𝑧0 , 𝑞𝑞) is about
9.15, so 𝑞𝑞0 is in the required range, and 𝐺𝐺(𝑧𝑧0 ) > 1. Therefore 1 ∕ 𝑧𝑧0 ≈ 10.271012 is a lower bound on the
growth rate of Av(1324).4

7.4. Improving the lower bound further

How might this result be improved? Firstly, if we determined the expected proportion of 𝑘𝑘-leaf strips for 𝑘𝑘 ⩾ 1,
and established that their distribution was concentrated, then that would affect the optimal distribution of

points between the strips, leading to a better bound. It is possible to modify the functional equation for
dominoes to record 𝑘𝑘 −leaf strips, for any 𝑘𝑘, but the result is complicated and it has not been possible to
analyse the result, even for 𝑘𝑘 = 1.

Secondly, as mentioned at the beginning of Section 7, we could relax our construction to permit leaves in
vertically adjacent domino cells to be positioned arbitrarily, like the leaves in horizontally adjacent domino cells
are. Due to the complex interaction between the interleaving of points in two directions, we have not been able
to determine a lower bound for the number of possibilities. It seems likely that the one-dimensional solution in
which leaves are distributed equitably between the strips does not carry over to interleaving in two directions.
Finally, if we established (a lower bound on) the growth rate of the set of permutations gridded in the first three
cells of the staircase, then we could decompose the staircase into three-celled trominoes to yield a new bound.
However, enumerating trominoes seems to require some new ideas.
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