ABSTRACT The two-dimensional quaternion principal component analysis (2D-QPCA) is first improved into abstracting the features of quaternion matrix samples in both row and column directions, being the generalization ability, and with the components weighted by corresponding eigenvalues. The main components of the 2D-QPCA in row and column directions are defined as the solution of one optimal problem with orthogonality constraints on two variables. In advance, 2D-QPCA is innovatively armed with the generalization ability by applying the label information (if known) to generate the weight of each class of training set. With such generalization ability, 2D-QPCA may enlarge the variance of all projections of known and unknown samples. Different from the well-known PCA-like methods, the improved 2D-QPCA prefers to the components that have larger variances of projected samples and weight them with larger factors. The improved versions of 2D-QPCA are applied to the color face recognition and image reconstruction. The numerical results based on the real face data sets validate that the newly proposed method performs better than the state-of-the-art ones.
I. INTRODUCTION
Principal component analysis (PCA) in the real, complex or quaternion field plays a core role in the recently proposed deep learning frameworks such as PCANet [4] , SPCANet [31] , QPCANet [45] and QGANet [25] , with high efficiency on the dimensional reduction, feature abstraction, etc. Once the samples are represented by matrices instead of vectors, the two-dimensional PCA (2DPCA) [40] are in need to extract the spatial information and more essential features which can improve the performance of compressed samples, see 2DPCANet [44] for example. To implicitly utilize the cross-channel correlation and spatial structure of color images, the two-dimensional quaternion principal component analysis (2D-QPCA) in one direction was proposed to extract features of color image samples under quaternion representations in [13] (column direction) and [38] (row direction). In this paper, we present the improved 2D-QPCA with perfections in three aspects: abstracting the features of quaternion
The associate editor coordinating the review of this manuscript and approving it for publication was Zahid Akhtar. matrix samples in both row and column directions, being innovatively armed with generalization ability, and weighting the main components by corresponding eigenvalues. Different to the well-known PCA-like methods, the 2D-QPCA with generalization ability (2D-GQPCA) utilizes the label information of training data, and aims to enlarge the variance of all projections of known and unknown samples, not only to enlarge the variance of projection of training samples.
Color information is one of the most important characteristics in reflecting structural information of a face image. It can help human being to accurately identify, segment or watermark color images (see [2] , [5] - [10] , [26] , [30] , [34] , [36] , [45] , [46] for example). Various traditional methods of (grey) face recognition have been improved by fully exploiting color cues. Torres et al. [32] applied the traditional PCA into R, G and B color channels, respectively, and got a fusion of the recognition results from three color channels.
Xiang et al. [37] proposed a CPCA approach for color face recognition. They utilized a color image matrixrepresentation model based on the framework of PCA and applied 2DPCA to compute the optimal projection for VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ feature extraction. Many quaternion-based methods, such as the quaternion PCA (QPCA) [3] , the two-dimensional QPCA (2DQPCA), the bidirectional 2DQPCA [29] , the kernel QPCA (KQPCA) and the two-dimensional KQPCA [5] , have been proposed for color image processing, with generalizing the conventional PCA and 2DPCA [40] . Recently, Jia et al. [13] proposed the 2D-QPCA approach based on quaternion models with reducing the feature dimension in row direction, which is a generalization of the 2DPCA method proposed by Yang et al. [40] . Xiao and Zhou [38] proposed novel quaternion ridge regression models for 2D-QPCA with reducing the feature dimension in column direction and two-dimensional quaternion sparse principle component analysis. These 2D-QPCA-like approaches can preserve the spatial structure of color images and have a low computation cost. They have achieved a significant success in promoting the robustness and the ratio of face recognition by utilizing color information. The PCA-like methods for face recognition are based on linear dimension-reducing projection. The projection directions are exactly orthonormal eigenvectors of the covariance matrix of training samples, with the aim to maximize the total scatter of the projected training images. Sirovich and Kirby [17] , [27] applied the PCA approach to the representation of (grey) face images, and asserted that any face image can be approximately reconstructed by a facial basis and a mean face image. Based on this assertion, Turk and Pentland [33] proposed a well-known eigenface method for face recognition. Following that, many properties of PCA have been studied and PCA has gradually become one of the most powerful approaches for face recognition [24] . As a breakthrough development, Yang et al. [40] proposed the 2DPCA approach, which constructs the covariance matrix by directly using 2D face image matrices. Generally, the covariance matrix in 2DPCA is of a smaller dimension than that in PCA, which reduces storage and the computational operations. Moreover, the 2DPCA approach is convenient to apply spatial information of face images, and achieves a higher face recognition rate than PCA in most cases.
With retaining the advantages of 2DPCA, 2D-QPCA recently proposed in [13] is based on quaternion matrices rather than quaternion vectors, and hence can fully utilize color information and the spatial structure of face images. In this method, the generated covariance matrix is Hermitian and low-dimensional. The projection directions are eigenvectors of the covariance matrix corresponding to the r largest eigenvalues. As one of unsupervised learning methods, 2D-QPCA ignores label information (if provided) and scatter of training samples with the same label. As far as our knowledge, there has been no approaches of face recognition based on the framework of 2D-QPCA using the label information.
Besides of PCA-like methods, LDA and its variants are also one kind of feature extraction algorithms which play an important role in pattern recognition and computer vision. Since LDA often suffers from the small sample size (3S) problem, some effective approaches have been proposed, such as PCA + LDA [1] , orthogonal LDA [42] , LDA/GSVD [11] , and LDA/QR [43] . Recently, 2DLDA and its variants have attracted much attention from researchers due to the advantages over the singularity problem and the computational cost (e.g., [8] , [18] - [20] , [35] , [39] ). As we know that LDA-like methods is to seek the discriminant vectors such that the ratio of the between-class distance to the within-class distance is maximized with applying the label information. Different to this idea, we aim to apply the class information to generate a weighting vector and to construct a weighted covariance matrix in the newly proposed approach of face recognition.
Our contributions are in three aspects. (1) We present a novel quaternion ridge regression model for the improved 2D-QPCA, which abstracts features of color images from both row and column directions. Based on this model, 2D-QPCA can be combined with additional regularization on the solution to fit various real-world applications, with the great flexibility. (2) We present 2D-QPCA with generalization ability (2D-GQPCA) and the quaternion ridge regression model. To the best of our knowledge, we are the first to introduce the label information into the QPCA-based algorithms. We also weight the selected principle components by corresponding eigenvalues to enhance the role of main components. (3) We propose the 2D-GQPCA-based approaches for color face recognition and image reconstruction, and verify its effectiveness by applying them on practical color face image databases.
The paper is organized as follows. In section II, we present the improved two-dimensional quaternion principle component analysis. In section III, we present the novel twodimensional quaternion principal component analysis with generalization ability (2D-GQPCA). Besides, we provide the theory of the new approach. In section IV, we apply 2D-GQPCA to color face recognition and image reconstruction. In section V, numerical experiments are conducted on practical color face databases. Finally, the conclusion is draw in section VI.
II. 2D-QPCA
In this section, we firstly present an improved twodimensional quaternion principle component analysis (2D-QPCA) with the ridge regression model.
We recall some primary information first. An m×n quaternion matrix is in the form of Q = Q 0 + Q 1 i + Q 2 j + Q 3 k, where i, j, k are three imaginary values satisfying
and Q s ∈ R m×n , s = 0, 1, 2, 3. A pure quaternion matrix is a matrix whose elements are pure quaternions or zero.
In the RGB color space, a pixel can be represented with a pure quaternion, Ri + Gj + Bk, where R, G, B stand for the values of Red, Green and Blue components, respectively. An m × n color image can be saved as an m × n pure quaternion matrix, Q = [q ab ] m×n , in which an element, q ab = R ab i+G ab j+B ab k, denotes one color pixel, and R ab , G ab and B ab are nonnegative integers [23] .
The objective of 2D-QPCA is to find left and/or right orthonormal quaternion bases vectors so that the projected quaternion matrix samples have the largest scatter after projection. Suppose that there are training m × n quaternion matrix samples, denoted as F 1 , F 2 , ..., F , and the mean is
H n×k 2 gather the left and right optimal quaternion bases vectors as columns, respectively. We define
as the i-th projected quaternion matrix sample, i = 1, · · · , . 2D-QPCA seeks optimal U and V that minimize the scatter of their projections of the original quaternion matrix samples. This scatter is characterized as
where
and
denote the quaternion covariance matrices of input samples on column and row directions, respectively. Both E 1 and E 2 are Hermitian semi-definite quaternion matrices. Since U and V are of full column rank, Tr(U * E 1 U ) and Tr(V * E 2 V ) are nonnegative. Here, Tr(·) represents the trace of a matrix. Thus, a quaternion ridge regression model for the improved 2D-QPCA is
To solve the optimal problem (II.7), we need compute the quaternion eigenvalue problems of E 1 and E 2 . See Algorithm 1 for the detail. The eigenvalue problems of Hermitian quaternion matrices in Steps (2) and (3) of Algorithm 1 can be solved by the fast structure-preserving algorithm proposed in [12] . U and V can also be computed by utilizing the real structure-preserving quaternion QR algorithm [16] or the structure-preserving quaternion Jacobi algorithm [21] . If E 1 and E 2 are sparse, we suggest to apply the partial singular value decomposition based on thick-restart quaternion Lanczos bidiagonalization in [15] . The columns of U are exactly the left singular vectors corresponding to the first k 1 largest singular values of quaternion matrix u 1 ) , . . . , 
The columns of V are exactly the left singular vectors corresponding to the first k 2 largest singular values of quaternion matrix
It is obvious that the optimal problem of the row directional 2D-QPCA (R2D-QPCA) proposed in [13] is a special case of (II.7) with fixing U = I m . In this case, we only need to compute the eigenvalue problem of E 2 for solving (II.7) with fixing U = I m . See Algorithm 1 for the detail. 
Algorithm 2 R2D-QPCA
Similarly, the optimal problem of the column directional 2D-QPCA (C2D-QPCA) proposed in [38] is equivalent to (II.7) with fixing V = I n .
The improved 2D-QPCA can preserve color and spatial information of face images, and its computational complexity of quaternion operations is similar to the computational complexity of real operations of 2DPCA (proposed in [40] ).
III. 2D-QPCA WITH GENERALIZATION ABILITY
In this section, we present the 2D-QPCA with generalization ability (2D-GQPCA) and application to color face recognition.
Suppose that all the quaternion matrix samples of the training set can be partitioned into c classes with each containing i (i = 1, . . . , c) samples:
where F (i) j ∈ H m×n represents the j-th sample of the i-th class. Define the mean image of training quaternion matrix samples from the i-th class by
and the i-th within-class covariance matrix by
where i = 1, . . . , c, and 
where i means the number of training samples in the i-th class, c i=1 i = , and is defined by (II.2). If no label information is available, the training set can be regarded as containing classes, with each class containing only one sample, i.e., c = and i = 1. In this case, the weighted quaternion covariance matrices, E (w) 1 and E (w) 2 , defined by (III.3) and (III.4), are exactly the quaternion covariance matrix, E 1 and E 2 , defined by (II.5) and (II.6), respectively.
Similar to 2D-QPCA, 2D-GQPCA seeks optimal U and V that minimize the scatter of their projections of the original quaternion matrix samples. However, this scatter is characterized as Thus, the quaternion ridge regression model for the 2D-GQPCA is
Remark that the projection of 2D-GQPCA does not aim to maximize the variance of training samples as 2D-QPCA, but intends to avoid the overfitting and to enhance the generalization ability. Now we provide a toy example.
Example 3: As shown in Figure 1 Table 1 . Now we analysis the contribution of training samples from each class to the variance of the projected samples. We take V and E 2 for analysis. The analogous analysis can also be derived for U and E 1 .
For the i 0 -th class with i 0 training samples, let
We can rewrite E 2 as
Denote all the eigenvalues of A as λ 1 (A), λ 2 (A), . . . , λ n (A) in descending order. Lemma 4: Suppose that B = A + ρXX * , where A ∈ H n×n is Hermitian, X ∈ H n×m and ρ ≥ 0. Then 
holds for i = 1, . . . , n. Consequently, Since XX * is Hermitian and semi-definite positive, its maximal singular value, XX * 2 , is exactly its maximal eigenvalue, which is the multiplication of the maximal singular values of X and X * . That is XX * 2 = X 2 2 . From equation (III.9), we can obtain that
Since Hermitian quaternion matrices, E 2 , A and XX * are semi-definite positive, we obtain that
Theorem 5: With the above notations and a fixed weighting vector W , the variance of projections of all the training samples
Proof: From equation (III.7), we obtain that
Since Hermitian quaternion matrices, E 2 and A, are semidefinite positive, we have λ i ( E 2 ) ≥ λ i (A). Meanwhile, Lemma 4 implies that
IV. APPLICATIONS
In this section, we apply the improved 2D-QPCA and 2D-GQPCA into the color face recognition and reconstruction.
A. COLOR FACE RECOGNITION
Suppose we have computed the optimal projections, U and V , by 2D-QPCA or 2D-GQPCA. The 2D-GQPCA approach for color face recognition is proposed in Algorithm 3. Replacing D 1 and D 2 in Algorithm 3 with unit matrices, the 2D-QPCA approach is reduced to the R2D-QPCA approach proposed in [13] if U = I m , and to the C2D-QPCA approach proposed in [38] if V = I n . These three approaches can preserve color and spatial information of color face images.
Algorithm 3 2D-GQPCA Approach
Input the training set, {F 1 , · · · , F }, the optimal projections, U and V , and the set of color face images to be recognized,
) Compute the features of training color face images under U and V as
F i = U * (F i − ) V ∈ H k 1 ×k 2 , i = 1, · · · , . (2) Compute the diagonal matrices D 1 = U * E 1 U and D 2 = V * E 2 V . (3) Compute the feature of each color face images in T, T j = U * (T j − ) V . (4) Solve the optimal problems v(j) = arg min i D 1 ( T j − F i )D 2 for j = 1, · · · , k. VOLUME 7, 2019
B. COLOR IMAGE RECONSTRUCTION
Now, we consider the reconstruction of color image, F i , from its feature, F i , computed in Algorithm 3.
Suppose that U ⊥ ∈ H m×(m−k 1 ) and V ⊥ ∈ H n×(n−k 2 ) are the unitary complement of U and V . Without loss of generality, is assumed to be zero in this part.
Theorem 6: For i = 1, · · · , , the reconstruction of color image, F i , from its feature, F i , is
The reconstruction U F i V * can be rewritten as
The image reconstruction rate of U F i V * can be defined as follows
Note that U F i V * is always a good approximation of the color image, F i . If k 1 = m and k 2 = n, U and V are a unitary matrices and hence Ratio i = 1, which means U F i V * = F i .
V. EXPERIMENTS
In this section we compare the efficiencies of five approaches on color face recognition:
• PCA: the Principle Component Analysis (with converting Color-image into Grayscale);
• CPCA: the Color Principle Component Analysis proposed in [37] ;
• 2DPCA: the Two-Dimensional Principle Component Analysis proposed in [40] (with converting Color-image into Grayscale);
• 2DLDA: the Two-Dimensional Linear Discriminant Analysis in [20] (with converting Color-image into Grayscale);
• 2D-QPCA: the improved Two-Dimensional Color Principle Component Analysis;
• 2D-GQPCA: the proposed Two-Dimensional Color Principle Component Analysis with Generalization ability. All the numerical experiments are performed with MATLAB-R2016 on a personal computer with Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.4GHz (dual processor) and RAM 32GB. is shown in Fig. 7 (the ratio of 2D-GQPCA [20] , [42] 2D-GQPCA seeks an orthogonal vectors that maximize the variance of the projected samples, while 2DLDA is to find the discriminant vectors maximizing the ratio of the betweenclass distance to the within-class distance. In Fig. 8 Figure 8 indicates that 2D-GQPCA can achieve higher face recognition rates than 2DLDA.
VI. CONCLUSION
The proposed 2D-GQPCA is a new supervised learning approach for color face recognition with high generalization ability. This approach firstly applies label information of training samples, and emphasizes the role of training color face images with the same label which have a large variance. The theoretical analysis also is proposed for the contribution of each class of training samples to the variance of the projected samples. Besides, 2D-GQPCA is applied to the reconstruction of a series of color images from features under the same projection. The error of reconstruction is characterized in theory. The numerical experiments indicate that 2D-GQPCA has a higher face recognition rate than stateof-the-art methods and is effective in image reconstruction. 
