Abstract. A graph is closed when its vertices have a labeling by [n] with a certain property first discovered in the study of binomial edge ideals. In this article, we prove that a connected graph has a closed labeling if and only if it is chordal, claw-free, and has a property we call narrow, which holds when every vertex is distance at most one from all longest shortest paths of the graph. After proving our main result, we also explore other aspects of closed graphs, including the number of closed labelings and clustering coefficients.
Introduction
In this paper, G will always be a simple graph with finite vertex set V (G) and edge set E(G). We first recall the definition of closed graph. Definition 1.1. A labeling of G is a bijection V (G) ≃ [n] = {1, . . . , n}, and given a labeling, we typically assume V (G) = [n] . A labeling is closed if whenever we have distinct edges {j, i}, {i, k} ∈ E(G) with either j > i < k or j < i > k, then {j, k} ∈ E(G). Finally, a graph is closed if it has a closed labeling.
A labeling of G gives a direction to each edge {i, j} ∈ E(G) where the arrow points from i to j when i < j, i.e., the arrow points to the bigger label. The following picture illustrates what it means for a labeling to be closed:
Whenever the arrows point away from i (as on the left) or towards i (as on the right), closed means that j and k are connected by an edge. Closed graphs were first encountered in the study of binomial edge ideals. The binomial edge ideal of a labeled graph G is the ideal J G in the polynomial ring k[x 1 , . . . , x n , y 1 , . . . , y n ] (k a field) generated by the binomials f ij = x i y j − x j y i for all i, j such that {i, j} ∈ E(G) and i < j. A key result, discovered independently in [3] and [5] , is that the above binomials form a Gröbner basis of J G for lex order with x 1 > · · · > x n > y 1 > · · · > y n if and only if the labeling is closed. The name "closed" was introduced in [3] .
The algebraic properties of binomial edge ideals are explored in [2] and [7] , and a generalization is studied in [6] . The paper [1] gives a more general Gröbner basis criterion for a graph to be closed and, more relevant to our paper, gives a necessary and sufficient condition for a graph to have a closed labeling. The criterion given in [1] uses the simplicial complex formed by all cliques (complete subgraphs) of G.
The main goal of this paper is to characterize when a graph G has a closed labeling in terms of properties that can be seen directly from the graph. Our starting point is the following result proved in [3] . Proposition 1.2. Every closed graph is chordal and claw-free.
"Chordal" is a standard term in graph theory (every cycle of length ≥ 4 has a chord), and "claw-free" means that G has no induced subgraph of the form
Besides being chordal and claw-free, closed graphs also have a property we will call narrow. To define this concept, first recall that the distance d(v, w) between vertices v, w of a connected graph G is the length of the shortest path connecting them, and the diameter diam(G) of G is the maximum distance between two vertices of G. Finally, given vertices v, w of G satisfying d(v, w) = diam(G), a shortest path connecting v and w is called a longest shortest path of G.
Definition 1.3.
A connected graph G is narrow if for every v ∈ V (G) and every longest shortest path P of G, either v ∈ V (P ) or there is w ∈ V (P ) with {v, w} ∈ E(G).
In other words, a connected graph is narrow if every vertex is distance at most one from every longest shortest path. Here is an example of a graph that is chordal and claw-free but not narrow:
Narrowness fails because the vertex D is distance two from the longest shortest path ACF .
We can now state the main result of this paper.
Theorem 1.4. A connected graph is closed if and only if it is chordal, claw-free, and narrow.
Since a graph is closed if and only if its connected components are closed [1] , we get the following immediate corollary of Theorem 1.4. Corollary 1.5. A graph is closed if and only if it is chordal, claw-free, and its connected components are narrow.
The independence of the three conditions (chordal, claw-free, narrow) is easy to see. The graph (1.2) is chordal and narrow but not claw-free, and the graph (1.3) is chordal and claw-free but not narrow. Finally, the 4-cycle
is claw-free and narrow but not chordal.
The paper is organized as follows. In Section 2 we recall some known properties of closed graphs and prove some new ones, and in Section 3 we introduce an algorithm for labeling connected graphs. Section 4 uses the algorithm to prove Theorem 1. 4 and Section 5 presents some additional results about closed graphs.
Properties of Closed Labelings

Directed Paths.
A path in G is P = v 0 v 1 · · · v ℓ−1 v ℓ where {v j , v j+1 } ∈ E(G) for j = 0, . . . , ℓ − 1. A single vertex is regarded as a path of length zero. When G is labeled, we assume as usual that V (G) = [n] . Then a path P = i 0 i 1 · · · i ℓ−1 i ℓ is directed if either i j < i j+1 for all j = 0, . . . , ℓ − 1 or i j > i j+1 for all j = 0, . . . , ℓ − 1. Here is a useful result from [3] . Proof. Let u, v, w be leaves and fix a closed labeling of G. Without loss of generality we may assume u < v < w, and let u ′ , v ′ , w ′ be the unique vertices adjacent to u, v, w respectively. A shortest path from u to v is directed and must pass through u ′ and v ′ . This implies u < u ′ ≤ v ′ < v since u < v. The same argument applied to v and w would imply v < v ′ ≤ w ′ < w. Thus v ′ < v and v < v ′ , which proves that three leaves cannot exist.
Since an induced subgraph of a closed graph is closed, Corollary 2.2 implies that every connected induced subgraph of a closed graph has ≤ 2 leaves, a property we call three-leaf free. This generalizes the claw-free property of closed graphs stated in Proposition 1.2.
Neighborhoods and Intervals. Given a vertex
This is the notation used in [1] , where the following basic result is also proved.
Proposition 2.3. A labeling on a graph G is closed if and only if for all vertices
Then we have the following useful characterization of when a labeling of a connected graph is closed. Pick j ∈ N > G (i) and k ∈ [n] with i < k < j. Since G is connected, there must be a path from i to k, and therefore there must be a shortest path. Choose such a path P = i 0 i 1 i 2 · · · i m with i = i 0 and i m = k. Then P is directed by Proposition 2.1.
We now prove by induction that j ∈ N > G (i u ) for all u = 1, . . . , m. The base case is proved in the previous paragraph. Also, if j ∈ N > G (i u ), then {j, i u+1 } ∈ E(G) since {i u , i u+1 } ∈ E(G) and the labeling is closed. This completes the induction. Since k = i m , it follows that j ∈ N > G (k). Then we have {i, j}, {k, j} ∈ E(G) with i < j > k. Thus {i, k} ∈ E(G) since the labeling is closed, and then i < k implies
, we can assume without loss of generality that j < k. Then we have j < k < i with i ∈ N > G (j). By hypothesis, N > G (j) is an interval starting at j + 1. Since it contains i, it must contain k. But k ∈ N > G (j) implies {j, k} ∈ E(G), which completes the proof that N < G (i) is complete. This proposition will be very useful in the proof of our main theorem.
2.3.
Layers. The following subsets of V (G) will play a key role in our study of closed graphs. Definition 2.5. Let G be a connected graph labeled so that V (G) = [n]. Then the N th layer of G is the set
Thus L N consists of all vertices that are distance N from the vertex 1. Note
Here are some simple properties of layers.
Lemma 2.6. Let G be a connected graph labeled so that V (G) = [n]. Then:
Proof. Statement (1) follows easily from the definition of layer. We prove (2) by induction on the length of P , the base case of length zero being obvious. Suppose that the result holds for paths of length ℓ and let P = i 0 i 1 · · · i ℓ+1 be a path with
by the first part of the lemma. Applying the inductive hypothesis to the path P ′ = i 1 · · · i ℓ+1 of length ℓ, one sees without difficulty that the result holds for P .
We next prove some properties of layers when the labeling is closed.
Proposition 2.7. Let G be a connected graph with a closed labeling satisfying
Proof. We first show that
To see why, take a shortest path from 1 to r ∈ L M . This path has length M , so appending the edge {r, s} gives a path of length M + 1 to s. Since s ∈ L M+1 , this is a shortest path and hence is directed by Proposition 2.1. Thus r < s. Although (1) follows from (2) and Proposition 2.3, we prove (1) separately since it is needed in the proof of (2) . We proceed by induction on N ≥ 0. The base case is trivial since L 0 = {1}. Now assume L N is complete and take i, j ∈ L N +1 with i = j. Take a shortest path P 1 from 1 to i and let k ∈ L N be the vertex of P 1 that is distance N from 1 in P 1 . Thus k ∈ L N . Similarly, a shortest path P 2 from 1 to j has a vertex l with l ∈ L N . Then k < i and l < j by (2.1). If k = l, then i > k < j, which implies {i, j} ∈ E(G) since the labeling is closed. If k = l, then {l, k} ∈ E(G) since L N is complete. Without loss of generality, assume l > k. Then l > k < i implies {l, i} ∈ E(G) since the labeling is closed. Since l ∈ L N and i ∈ L N +1 , we conclude that l < i by (2.1). Then i > l < j and thus {i, j} ∈ E(G) since the labeling is closed. We conclude that L N +1 is complete.
We now turn to (2) . To prove
. Then we have a shortest path from 1 to i of length N + 1. This path must have a vertex k ∈ L N such that {k, i} ∈ E(G). Then k < i by (2.1) and therefore
Since i > k < d and the labeling is closed, we have {d, i} ∈ E(G), and then d < i by (2.1).
2.4. Longest Shortest Paths. When the labeling of a connected graph is closed, the diameter of the graph determines the number of layers as follows.
Proposition 2.8. Let G be a connected graph with a closed labeling. Then:
and the other is in L h , where h = diam(G).
Proof. For (1), let h be the largest integer with L h = ∅. Thus h measures the height of G. Since points in L h have distance h from 1, we have h ≤ diam(G). For the opposite inequality, it suffices to show that d(i, j) ≤ h for all i, j ∈ V (G) with i = j. We can assume G has more than one vertex, so that h ≥ 1. Suppose 
For (2), let i and j be the endpoints of the longest shortest path P with i ∈ L N , j ∈ L M and N ≤ M . If 0 < N < M , then the previous paragraph implies
The remaining cases N = 0 and N = M are straightforward and are left to the reader.
Recall from Definition 1.3 that a connected graph G is narrow when every vertex is distance at most one from every longest shortest path. Narrowness is a key property of connected closed graphs. Theorem 2.9. Every connected closed graph is narrow.
Proof. Let G be a connected graph with a closed labeling. Pick a vertex i ∈ V (G) and a longest shortest path P . Since G is connected, i ∈ L N for some integer N . By Proposition 2.8, the endpoints of
In either case, i is distance at most one from P .
A Labeling Algorithm
We introduce Algorithm 1, which labels the vertices of a connected graph. This algorithm will play a key role in the proof of Theorem 1.4.
The algorithm works as follows. First a candidate for 1 is found by choosing an endpoint of a longest shortest path of minimal degree. We then go through the vertices in N G (1) and label them 2, 3, . . ., first labeling vertices with the fewest number of edges connected to unlabeled vertices. This process is repeated for the unlabeled vertices connected to vertex 2, and vertex 3, and so on until every vertex is labeled. Informally, we know that every vertex will be labeled because we first label everything in N > G (1), then label everything in N > G (2) not already labeled, and so on. Since the input graph is connected, this process must eventually reach all of the vertices.
In Lemma 3.1 below we prove carefully that Algorithm 1 produces a labeling of G. Lemma 3.2 below explains the meaning of the function l that appears in the algorithm. Finally, the labeling allows us to define the layers L N as in Definition 2.5. Lemma 3.3 below describes how the layers interact with Algorithm 1. (1) At every stage of Algorithm 1, the variables j and i satisfy j < i.
(2) The algorithm produces a labeling of G.
(3) The function l in the algorithm is defined on [n] and maps to {0, . . . , n− 1}.
Proof. First observe that every time a vertex is labeled, and only when a vertex is labeled, that vertex is added to the set J in the algorithm. Therefore, throughout the algorithm, J is always the set of vertices that are already labeled. The first vertex, v 0 , is labeled 1 on Line 4. At this point the variables i and j in the algorithm are both incremented from i = 1, j = 0 to i = 2, j = 1. Then every time through the loop that begins on Line 9, the set S is reset to be the vertices in N G (j) that are not already labeled. The loop that begins on Line 11 picks a vertex v ∈ S, and labels it i, and then increments i. The set S maintains the property of being the vertices of N G (j) that are not labeled since v is removed from S.
We know that every time S is set on Line 10, S will not contain any labeled vertices and therefore no vertex is labeled more than once. We also know that since i is always incremented by 1 every time a vertex is labeled, J always is of the form J = {1, 2, . . . , i}. Hence no vertex is labeled with a value greater than n = |V (G)|.
We now prove (1), which asserts that j < i at all times. This is true when 1 is labeled since j = 0 < 1 = i at this stage of the algorithm. Now suppose that when i = i 0 is labeled, we have j = j 0 < i 0 . There are two possibilities for the value of j when i 0 + 1 is labeled.
The first occurs when S \ {i 0 } is not yet empty and therefore when the algorithm resets S := S \ {i 0 } on Line 17, we have S = ∅. Then the algorithm continues through the loop starting on Line 11 and j has not yet incremented. Since the next vertex is labeled i = i 0 + 1 in this loop while j = j 0 , we know by our assumption that j = j 0 < i 0 < i 0 + 1 = i.
The second possibility occurs when S \ {i 0 } = ∅ immediately after i 0 is labeled and therefore S = ∅ on Line 17. At this point, the algorithm does not continue the loop on Line 11 but instead increments j until N G (j) \ J = ∅. If any unlabeled vertices remain, then since G is connected, some labeled vertex must be adjacent to an unlabeled vertex. At this point in the algorithm, J = {1, . . . , i 0 } remains unchanged as long as we continue to increment j. Since S = N G (j) \ J, skipping the loop beginning on Line 11 means S = ∅, so that every vertex in N G (j) is labeled. It follows that the first labeled vertex j 1 adjacent to an unlabeled vertex is where we stop incrementing j and instead assign the label i 0 + 1 to one of the unlabeled vertices of N G (j 1 ). Since j 1 is labeled, we have j 1 ≤ i 0 . Hence j = j 1 ≤ i 0 < i 0 + 1 = i. This completes the induction, and (1) is proved.
For (2), pick an arbitrary v ∈ V (G). Since G is connected, there is a path
Suppose v u is labeled at some point in the algorithm. We claim the same is true for v u+1 . To see why, assume v u is labeled i 0 when j = j 0 . Thus j 0 < i 0 by (1) . Each time the algorithm goes through the loop beginning on Line 9, j is incremented by one. If v u+1 is labeled by the time we get to j = i 0 − 1, the claim is true. If we get to j = i 0 without v u+1 being labeled, then v u+1 ∈ N G (v u ) is unlabeled, so v u+1 will be in the set S = N G (v u ) \ J. Since the loop beginning on Line 11 eventually labels every vertex in S, it follows that v u+1 will be labeled. By induction, we see that at some point, v will be labeled. It follows that all n vertices of V (G) are labeled by a distinct integer i ≤ n. This gives a labeling with V (G) = [n], and (2) is proved.
Finally, (3) follows immediately from (1) and (2) since l(i) is always set to the current value of j on Line 5 or 14.
The next lemma explains what the function l means in terms of the labeling. 
Proof. The first time in the algorithm when l(i) is given a value is when i = 1 on Line 5. Since j = 0 and l(i) := j, we get l(1) = 0. For a vertex i > 1, when that vertex is labeled on Line 13, immediately afterward on Line 14, l(i) := j. At this point, we have S ⊆ N G (j), and therefore i ∈ N G (j), which implies j ∈ N G (i).
Fix some i 0 ∈ [n] with i 0 > 1 and fix the j 0 ∈ [n] such that j = j 0 = l(i 0 ) when i 0 is labeled. To prove that l(i 0 ) = min(N G (i 0 )), suppose that there is s ∈ N G (i 0 ) such that s < l(i 0 ). This means that in an earlier loop on Line 10, when j = s, we know that that i 0 is not yet labeled so i 0 / ∈ J, and therefore i 0 ∈ N G (a) \ J = S. This means that at some iteration of the loop on Line 12, when j = s, i 0 is labeled. But we know that i 0 is labeled when j = l(i 0 ) > s, a contradiction.
In Lemma 3.2, l(i) plays two roles. First, in the context of Algorithm 1, l(i) is the value of the variable j when the label i is assigned to a vertex. Second, in terms of the labeling of the graph, l(i) is the smallest vertex that is adjacent to i. Together, these dual roles of l(i) are also present in the following lemma. Lemma 3.3. Let G be a graph with the labeling given by Algorithm 1. Then:
Proof. For (1), suppose that s, t ∈ [n] satisfy l(t) < l(s). Recall that l(t) (resp. l(s)) is the value of j when the label t (resp. s) was assigned in Algorithm 1. Then l(t) < l(s) implies that the label s was assigned later than t in the algorithm. Since the labels are assigned in numerical order, we must have t < s. We prove (2) and (3) simultaneously by induction on N ≥ 1 (the case N = 0 of (3) is trivially true). Since j is assigned the value 1 on Line 8, the first time Algorithm 1 gets to Line 10, we have
, is labeled during the loop starting on Line 9, so l(t) = 1 for all t ∈ L 1 . Hence (2) holds when N = 1. Also, for t ∈ L 1 and s ∈ L M with 1 < M , we know that s / ∈ S = L 1 the first time S is set. Since labels are assigned in numerical order, we must have t < s. Hence (3) holds when N = 1. Now assume that (2) and (3) hold for M and every
Note that the contrapositive of Lemma 3.3(1) states that t ≥ s implies l(t) ≥ l(s).
Proof of the Main Theorem
We now turn to the main result of the paper. Theorem 1.4 from the Introduction states that a connected graph is closed if and only if it is chordal, claw-free and narrow. One direction is now proved, since closed graphs are chordal and claw-free by Proposition 1.2, and connected closed graphs are narrow by Theorem 2.9.
The proof of converse is much harder. The key idea that the labeling constructed by Algorithm 1 is closed when the input graph is chordal, claw-free and narrow. Thus the proof of Theorem 1.4 will be complete once we prove the following result. 
s and t are distance h − 1 or h from z.
Since v 1 ∈ V (P ) is the only vertex of P in L 1 , s and t cannot both lie on P . Therefore, either s ∈ V (P ), t ∈ V (P ), or s, t / ∈ V (P ). We will show that each possibility leads to a contradiction, proving that {s, t} ∈ E(G).
Case 1. Both s, t / ∈ V (P ). Since the subgraph induced on vertices 1, s, t, v 1 cannot be a claw, either {v 1 , s} ∈ E(G) or {v 1 , t} ∈ E(G) or both. We consider each case separately.
Case 1A. Both {v 1 , s}, {v 1 , t} ∈ E(G), as shown in Figure 1 . By (4.2), there are three possibilities: both s, t are distance h from z, one of s, t is distance h from z while the other is distance h − 1 from z, and both s, t are distance h − 1 from z. Figure 1 . The portion of the graph relevant to Case 1A.
First, suppose that s, t are distance h from z. Then neither s nor t is adjacent to v 2 , or else there is a path shorter than length h from s or t to z. Hence the subgraph induced on v 2 , v 1 , s, t is a claw, contradicting our assumption of claw-free.
Second, suppose that one of s, t is distance h − 1 from z and the other is distance h from z. Without loss of generality, let t be the vertex of distance h from z. Because the subgraph induced by s, t, v 1 , v 2 cannot be a claw, either {s, v 2 } or {t, v 2 } is an edge. But t has distance h from z, so {t, v 2 } / ∈ E(G), and hence {s, v 2 } ∈ E(G). See Figure 2(a) . The choice of 1 = v 0 on Line 3 of Algorithm 1 implies |N G (1)| ≤ |N G (t)|. Since {1, s} ∈ E(G) and {s, t} / ∈ E(G), there must be t 2 ∈ N G (t) such that {1, t 2 } / ∈ E(G), and hence t 2 ∈ L 2 . We also know that {s, t 2 } / ∈ E(G) since otherwise there would be a 4-cycle 1st 2 t1 with no chords since {1, t 2 }, {t, s} / ∈ E(G), contradicting the assumption that G is chordal. Since G is narrow, this t 2 must either be in P or be adjacent to some vertex in P . We know that t 2 is distance 2 from 1 and therefore t 2 / ∈ V (P ) (if it were, then t 2 = v 2 , which is impossible since {t, v 2 } / ∈ E(G) and {t, t 2 } ∈ E(G)). Hence t 2 is adjacent to a vertex of V (P ).
If {t 2 , v u } ∈ E(G), then u ≤ 2 or else there is a path from t to z through t 2 of length less than h. Therefore either {t 2 , v 2 } ∈ E(G) or {t 2 , v 1 } ∈ E(G). We will show that both {t 2 , v 2 }, {t 2 , v 1 } ∈ E(G), as in Figure 2(b) . If {t 2 , v 2 } ∈ E(G), then we have a 4-cycle tt 2 v 2 v 1 t, and since {t, v 2 } / ∈ E(G) and G is chordal, we must have {t 2 , v 1 } ∈ E(G). And if {t 2 , v 1 } ∈ E(G), then {t 2 , v 2 } ∈ E(G) since the subgraph induced on v 1 , v 2 , t 2 , 1 must be claw-free. Hence
It follows that we have Figure 2 (b) with the 5-cycle 1sv 2 t 2 t1. Of the 5 possible chords, {1, t 2 }, {s, t}, {t, v 2 }, {t 2 , s} / ∈ E(G) as shown above. Also {1, v 2 } / ∈ E(G) or else we have a contradiction since v 2 is distance 2 from 1. Therefore we have a 5-cycle with no chords, a contradiction since G is chordal.
Third, suppose that both s, t are distance h − 1 from z. Since the subgraph induced on v 2 , s, t, v 1 is claw-free, without loss of generality, we may assume {s, v 2 } ∈ E(G). Since {s, t}, {1, v 2 } / ∈ E(G), we also have {t, v 2 } / ∈ E(G), else there would be a 4-cycle 1sv 2 t1 with no chords, a contradiction. Hence we are in the situation of Figure 2 (a). Then we must have h > 2, since if h = 2, then t would be distance h − 1 = 1 from v 2 = z, so t would be adjacent to v 2 , contradicting {t, v 2 } / ∈ E(G). Hence v 3 ∈ P exists since P is a longest shortest path. However, since t is distance h − 1 from z, we can take a shortest path P 1 = tt 2 · · · t h from t to t h = z. We know that t 2 = v 2 since {t, v 2 } / ∈ E(G). We also have {t 2 , s} / ∈ E(G), since otherwise we would have the 4-cycle 1st 2 t1 with no chords, a contradiction.
We claim that {t 2 , v 2 } ∈ E(G) or {t 2 , v 3 } ∈ E(G). To see why, we use the longest shortest path P 2 = 1sv 2 v 3 · · · v h , v h = z. Since G is narrow, t 2 is either a vertex or adjacent to a vertex of P 3 . The former cannot occur since t 2 = v 2 and t 2 , v 2 ∈ L 2 . So t 2 is adjacent to a vertex of P 2 . The vertex cannot be 1 or s (shown above), and since t 2 ∈ L 2 , the vertex cannot be v u for u > 3 by Lemma 2.6(1). Hence {t 2 , v 2 } ∈ E(G) or {t 2 , v 3 } ∈ E(G).
If {t 2 , v 2 } ∈ E(G), then the 5-cycle t 2 v 2 s1tt 2 in Figure 3 (a) has no chords since {t 2 , s}, {t 2 , 1}, {v 2 , 1}, {v 2 , t}, {t, s} / ∈ E(G), contradicting chordal. Similarly, if {t 2 , v 3 } ∈ E(G), we have the 6-cycle t 2 v 3 v 2 s1tt 2 in Figure 3(b) , which has the same impossible chords in addition to {1, v 3 }, {s, v 3 }, {t, v 3 }, {v 2 , t 2 } / ∈ E(G), again contradicting chordal. Case 1B. We are still in Case 1 with s, t / ∈ V (P ), but now without loss of generality, we consider the case where {s, v 1 } ∈ E(G) and {t, v 1 } / ∈ E(G), as shown in Figure 4 (a). First note that {t, v 2 } / ∈ E(G), since if {t, v 2 } ∈ E(G), then we would have the 4-cycle t1v 1 v 2 1 with no chords since {v 1 , t}, {v 2 , 1} / ∈ E(G). We claim that there exists t 2 ∈ N G (t) with t 2 / ∈ N G (1). To prove the existence of t 2 , recall from (4.2) that t has distance h or h − 1 from the endpoint z of P .
• If t is distance h from z, then there must exist t 2 ∈ N G (t) with t 2 / ∈ N G (1) since |N G (1)| ≤ |N G (t)| by Line 3 of Algorithm 1 and s ∈ N G (1) but s / ∈ N G (t).
• If t is distance h − 1 from z, then there is a shortest path P 3 = tt 2 · · · t h from t to t h = z, where t 2 is distance h − 2 from z and distance 2 from 1. In either case, we get t 2 ∈ N G (t) with t 2 / ∈ N G (1). For this t 2 , it follows that t 2 ∈ L 2 . We also have t 2 = v 2 since {t, v 2 } / ∈ E(G). Furthermore, {t 2 , s} / ∈ E(G), since otherwise we would have the 4-cycle t 2 s1tt 2 with no chords as {t 2 , 1}, {t, s} / ∈ E(G). Similarly, {t 2 , v 1 } / ∈ E(G) or else we would have the 4-cycle t 2 v 1 1tt 2 with no chords since {t 2 , 1}, {t, v 1 } / ∈ E(G). Note also that {t 2 , v 2 } / ∈ E(G), since otherwise we would have the 5-cycle t 2 v 2 v 1 1tt 2 with Since G is narrow, either t 2 ∈ V (P ) or t 2 is adjacent to a vertex of P . However, t 2 ∈ V (P ) would imply t 2 = v 2 since both lie in L 2 , contradicting t 2 = v 2 . Thus {t 2 , v u } ∈ E(G) for some u > 1. Since t 2 ∈ L 2 and v u ∈ L u , we have u ≤ 3 by Lemma 2.6(1). We just proved {t 2 , v 2 } / ∈ E(G), so we must have {t 2 , v 3 } ∈ E(G). This gives the 6-cycle t 2 v 3 v 2 v 1 1tt 2 . Since Figure 4(b) is an induced subgraph, the only possible chords are {1, v 3 }, {t, v 3 }, {v 1 , v 3 }, but by Lemma 2.6(1) none of these are in E(G) since v 3 ∈ L 3 and 1, t, v 1 ∈ L 0 ∪ L 1 . Hence the 6-cycle has no chords, contradicting chordal. Case 2. s ∈ V (P ) or t ∈ V (P ). Without loss of generality, suppose s = v 1 . Arguing as in Case 1B, there is t 2 ∈ N G (t) with t 2 / ∈ N G (1) and t 2 ∈ L 2 . We also have {t, v 2 } / ∈ E(G), since otherwise the 4-cycle 1sv 2 t1 has no chords as {t, s}, {1, v 2 } / ∈ E(G). Since G is narrow, t 2 must either be in P or be adjacent to a vertex in P . However, t 2 ∈ V (P ) would imply t 2 = v 2 since t 2 , v 2 ∈ L 2 , and the latter would give {t, v 2 } = {t, t 2 } ∈ E(G), which we just showed to be impossible. Hence t 2 / ∈ V (P ), so that {t 2 , v u } ∈ E(G) for some u. Note that u < 4 by Lemma 2.6(1). We claim that u = 3.
To see why, first note that {t 2 , s = v 1 } / ∈ E(G), since otherwise we would have the 4-cycle 1tt 2 v 1 1 with no chords as {t, s}, {t 2 , 1} / ∈ E(G). We also know that {t 2 , v 2 } / ∈ E(G), as otherwise we would have the 5-cycle t 2 v 2 s1tt 2 with no chords since {t 2 , s}, {t 2 , 1}, {s, t}, {t, v 2 }, {v 2 , 1} / ∈ E(G). Once again, see Figure 3 (a). Thus we must have {t 2 , v 3 } ∈ E(G). However, this gives a 6-cycle t 2 v 3 v 2 s1tt 2 with the same impossible chords as before along with {t, v 3 }, {1, v 3 }, {s, v 3 }, {v 2 , t 2 } / ∈ E(G), as in Figure 3(b) . This contradicts chordal and completes the proof of Lemma 4.2.
The Inductive
Step. After Algorithm 1 runs on a chordal, claw-free and narrow graph G, we now prove that the resulting labeling satsifies the inductive step in the proof of Theorem 4.1. To show that N > G (m) is complete, pick distinct vertices s, t ∈ N > G (m). We will prove that {s, t} ∈ E(G). The arguments will be similar to the proof of Lemma 4.2, with some differences since m > 1.
Let
, it follows that s, t are at most distance q + 1 from 1. Then s > m ∈ L q and Lemma 3.3(3) imply that s ∈ L q or L q+1 , and the same holds for t since t > m. Hence, s and t are either both distance q + 1 from 1, both distance q from 1, or one of s and t is distance q from 1 and the other is distance q + 1 from 1. We will consider each of these cases separately.
Case 1. Both s and t are distance q + 1 from 1. Then s, t ∈ L q+1 and it follows that {s, v q−1 }, {t, v q−1 } / ∈ E(G) by Lemma 3.3 (1) . Since the subgraph induced on s, t, m, v q−1 cannot be a claw, we must have {s, t} ∈ E(G).
Case 2. Both s and t are distance q from 1, so s, t ∈ L q . Without loss of generality, assume s < t and choose a shortest path P 1 = w 0 w 1 · · · w q from 1 = w 0 to w q = t with w u ∈ L u . By Lemma 3.3(3), w q−1 < m since m ∈ L q and w q−1 ∈ L q−1 . Then since w q−1 < m < s < t and t ∈ N > G (w q−1 ). Since N > G (w q−1 ) is an interval by hypothesis, we have s ∈ N > G (w q−1 ). But then {s, t} ∈ E(G) since we are also assuming that N > G (w q−1 ) is complete. Case 3. Without loss of generality, let s be distance q from 1 and t distance q + 1 from 1, so s ∈ L q and t ∈ L q+1 , and hence s < t by Lemma 3.3(3). We also have l(m) ≤ l(s) by Lemma 3.3(1) since m < s. We will consider separately the two possibilities that l(m) < l(s) and l(m) = l(s).
Case 3A. Suppose that l(m) < l(s). Then {l(m), s} / ∈ E(G) since l(s) = min(N G (s)) by Lemma 3.2. We also claim that {l(m), t} / ∈ E(G). This follows because if {l(m), t} ∈ E(G), then l(t) ≤ l(m) since l(t) = min(N G (t)). But then we would have l(t) ≤ l(m) < l(s), which by Lemma 3.3(1) would imply t < s, contradicting s < t. Hence {l(m), s}, {l(m), t} / ∈ E(G). Since the subgraph induced on l(m), m, s, t cannot be a claw, we must have {s, t} ∈ E(G).
Case 3B. Suppose that l(m) = l(s). We will assume {s, t} / ∈ E(G) and derive a contradiction. The equality l(m) = l(s) means that m and s were both labeled when j = l(m) = l(s) in the loop starting on Line 9 of Algorithm 1. Consider the moment in the algorithm when the label m is assigned. Since m < s and j = l(m) = l(s), this happens during an iteration of the loop on Line 11 for which m, s ∈ S. Line 12 guarantees that the vertices assigned the labels m and s satisfy
Since s is not yet labeled at this point and s < t, t is also not yet labeled and therefore t / ∈ J. It follows that t ∈ N G (m) \ J and )) is complete by the hypothesis of the lemma, so we would have {m, s 2 } ∈ E(G). This contradicts our choice of s 2 . Hence {s 2 , l(m)} / ∈ E(G). We also have {s 2 , t} / ∈ E(G), since otherwise the 4-cycle s 2 tmss 2 would have no chords as {s 2 , m}, {s, t}
We also claim that s 2 ∈ L q+1 . Lemma 2.6(1), s ∈ L q , and (2) . From here, m ∈ L q implies m > l(s 2 ) by Lemma 3.3(3). Hence we have l(s 2 ) < m < s 2 . The hypothesis of the lemma implies that N > G (l(s 2 )) is complete and is an interval. Since s 2 ∈ N > G (l(s 2 )), it follows that m ∈ N > G (l(s 2 )), which contradicts our choice of s 2 . Hence s 2 ∈ L q+1 and we have Figure 5 .
Let z be a vertex of distance h = diam(G) from 1 and pick a longest shortest path P 2 = w 0 w 1 · · · w h from 1 = w 0 to w h = z, so w u ∈ L u . Since G is narrow, t and s 2 must each either be in P 2 or be adjacent to a vertex in P 2 . We will consider each of these cases. However, we first note that h > 2, since h = 2 and G narrow imply that s 2 must be adjacent to t, m, or l(m) (since l(m) = 1 in this situation), all of which we already showed cannot occur.
First, suppose that t ∈ V (P 2 ). Then t ∈ L q+1 implies that t = w q+1 . Since l(m) ∈ L q−1 , there is a path of length q − 1 connecting 1 to l(m). Using t = w q+1 , it follows that P 3 = 1 · · · l(m)mtw q+2 · · · z is a path of length h = diam(G). Since G is narrow, s 2 must be adjacent to some vertex P 3 . Then {s 2 , t}, {s 2 , m}, / ∈ E(G) and Lemma 2.6(1) imply that {s 2 , w q+2 } ∈ E(G). This gives the 5-cycle mss 2 w q+2 tm with no chords since {s 2 , t}, {m, s 2 }, {s, t} / ∈ E(G) and {w q+2 , m}, {w q+2 , s} / ∈ E(G) since w q+2 ∈ L q+2 but s, m ∈ L q . See Figure 6 . Hence we have a contradiction since G is chordal.
Second, suppose that s 2 ∈ V (P 2 ). Then s 2 = w q+1 . Arguing as in the First, we arrive at Figure 6 with the same 5-cycle with no chords, again a contradiction.
Third, suppose that s 2 , t / ∈ V (P 2 ). First note that P 2 was an arbitrary longest shortest path starting at 1. Thus the above First and Second give a contradiction Figure 6 . A 5-cycle with no chords.
whenever s 2 or t are on any longest shortest path starting at 1. Hence we may assume that s 2 and t are not on any shortest path of length h starting at 1. Since G is narrow, s 2 ∈ L q+1 is adjacent to a vertex of P 2 , which must be w q , w q+1 , or w q+2 by Lemma 2.6(1). However, if {s 2 , w q+2 } ∈ E(G), then we would get a path of length h from 1 to z by taking any shortest path from 1 to s 2 , followed by {s 2 , w q+2 }, and then continuing along P 2 from w q+2 to z. This longest shortest path starts at 1 and contains s 2 , contradicting the previous paragraph. Hence {s 2 , w q+2 } / ∈ E(G) and s 2 must be adjacent to w q or w q+1 , and the same is true for t by a similar argument.
In fact, we must have {s 2 , w q } ∈ E(G), since otherwise {s 2 , w q+1 } ∈ E(G) and the subgraph induced on w q , w q+1 , w q+2 , s 2 would be a claw. A similar argument shows that {t, w q } ∈ E(G). Since w q−1 ∈ L q−1 and s 2 , t ∈ L q+1 , this implies that the subgraph induced on t, s 2 , w q , w q−1 is a claw, again contradicting claw-free. This final contradiction completes the proof of Lemma 4.3.
In Lemmas 4.2 and 4.3, the chordal hypothesis is applied only to cycles of length 4, 5, or 6. Hence, in Theorem 1.4 and Corollary 1.5, we can replace chordal with the weaker hypothesis that all cycles of length 4, 5, or 6 have a chord. To explore what makes this work, we need some definitions.
Further Study of Closed Graphs
⋆ G (u), which contradicts u ′ = u since G is collapsed. We conclude that u ′ = u, and then φ is the identity by induction on u. This completes the proof. Now suppose that G is a connected graph with a closed labeling. Since each equivalence class is an interval by Proposition 5.3, we can order the equivalence classes (5.2) E 1 < E 2 < · · · < E r so that if i ∈ E a and j ∈ E b , then i < j if and only if a < b. This induces an ordering on V (G)/∼ = {E 1 , . . . , E r }. Then define the graph G/∼ with vertices
Since i ∼ i ′ and j ∼ j ′ imply that {i, j} ∈ E(G) if and only if {i ′ , j ′ } ∈ E(G), we can replace "for some" with "for all" in (5.4). Proposition 5.6. Let G be a connected graph with a closed labeling and exchangeable equivalence classes E 1 , . . . , E r . Then:
(1) The quotient graph G/∼ defined in Proof. For (1), we omit the straightforward proof that G/∼ is connected and closed⋆ G (w). Then v ∼ w, which implies e(v) = e(w). It follows that G/∼ is collapsed.
For (2), first note that r > 1 implies r ≥ 3, for if there were only two equivalance classes E 1 and E 2 , then since G is connected there must be {v, w} ∈ E(G) with v ∈ E 1 and w ∈ E 2 . The observation following (5.4) implies that {s, t} ∈ E(G) for all s ∈ E 1 and t ∈ E 2 . It follows easily that G is complete, which implies r = 1, a contradiction. Hence r ≥ 3.
According to Theorem 5.5, G/ ∼ has exactly two closed labelings since it has r ≥ 3 vertices by the previous paragraph and is connected, closed, and collapsed by (1) . It follows from (5.2) that any closed labeling of G induces one of these two closed labelings of G/∼. Hence all closed labelings of G arise from the two ways to order the equivalance classes, together with how we order elements within each equivalance class. Proposition 5.2 and the remarks following the proposition imply that we can use any of the |E|! orderings of the elements of an equivalance class E. Since different equivalence classes can be ordered independently of each other, we get the desired formula for the total number of closed orderings of G.
5.3.
Counting Closed Graphs. In Proposition 5.6, we fixed a connected graph and counted the number of closed labelings. Here we change the point of view, where we fix a labeling and count the the number of connected graphs for which the labeling is closed.
We begin by describing how one layer of a connected closed graph connects to the layer above it.
Definition 5.7. Let G be a connected graph with a closed labeling and
( We can now show that the sequence
Proposition 5.8. Let G be a connected graph with a closed labeling and
1). It follows easily that
. We know that L N +1 is an interval, and the same is true for N > G (u s ) by Proposition 2.4. Hence A is an interval. However, if v ∈ A and v = m N +1 , then m N +1 < v > u s and closed imply {u s , m N +1 } ∈ E(G) since {m N +1 , v} ∈ E(G) by the completeness of L N +1 . Hence m N +1 ∈ A, and from here, the proposition follows without difficulty.
Here is an important property of the sequence S N . 
for N = 1, . . . , h, so that |L N | = a N . Then the number of graphs G satisfying the conditions:
G is connected and closed with respect to the labeling V (G) = [n], and
is given by the product
Proof. Let G satisfy (1), (2) and (3). Each layer of G is complete, and every edge of G connects to the same layer or an adjacent layer by Lemma 2.6(1). Then Proposition 5.8 shows that the edges of G are uniquely determined by S 0 , . . . , S h−1 . By Proposition 5.9, each S N = (b 1 , b 2 , · · · , b aN ) is an increasing sequence of nonnegative integers of length a N that ends at a N +1 . It is well known that the number of such sequences equals the binomial coefficient
. This follows, for example, since such sequences correspond bijectively to monomials in x 1 , . . . , x aN of degree a N +1 by encoding (b 1 , b 2 , · · · , b aN ) into the monomial
It follows that the product in the statement of the proposition is an upper bound for the number of graphs satisfying (1), (2) and (3).
To complete the proof, we need to show that every sequence counted by the product corresponds to a graph G satisfying (1), (2) 5.4. Local Clustering Coefficients. In a social network, one can ask how often a friend of a friend is also a friend. Translated into graph theory, this asks how often a path of length two has an edge connecting the endpoints of the path. The illustration (1.1) from the Introduction indicates that this should be a frequent occurence in a closed graph.
There are several ways to quanitify the "friend of a friend" phenomenon. For our purposes, the most convenient is the local clustering coefficient of vertex v of a graph G, which is defined by Then the local clustering coefficient C v satisfies the inequality
.
Furthermore, d ≥ 3 implies that C v ≥ 
, where we use a 2 + b 2 − This proposition shows that the clustering coefficient C WS is reasonably large when the diameter is small compared to the number of vertices. At the other extreme, one easily checks that the inequality of Proposition 5.13 is an equality when G is a path graph (both sides are zero).
