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1. Introduction and results
The complex Ginzburg–Landau equation is known as an important model equation describing spatial pattern formation
or the onset of instabilities in non-equilibrium ﬂuid dynamical systems (see Cross and Hohenberg [1]). In its special cases
the equation meets the nonlinear Schrödinger equation which is recently studied as various type equations with generalized
nonlinear term. Therefore the complex Ginzburg–Landau type equation is also attracting a great deal of attention in both
theoretical physics and mathematics.
Let Ω be a bounded or unbounded domain in RN (N ∈ N) with compact C2-boundary ∂Ω (or Ω = RN+). In this paper
we consider the global existence and smoothing effect on the solution to the following initial-boundary value problem for
the complex Ginzburg–Landau type equation:⎧⎪⎨
⎪⎩
∂u
∂t
− (λ + iα)u + κ |u|q−2u + iβ|u|r−2u − γ u = 0 on Ω × (0,∞),
u = 0 on ∂Ω × (0,∞),
u(x,0) = u0(x), x ∈ Ω.
(CGL)q,r
Here λ > 0, κ > 0, α,β,γ ∈ R, q > r  2 are constants and u := u(x, t) is a complex-valued unknown function. The particular
case where r = q in (CGL)q,r , i.e., (CGL)q,q is a problem for the usual complex Ginzburg–Landau equation and successful
studies on the equation are recently increasing. For example, for the case where r = q = 3 and N = 2 see Temam [19];
for the case on the torus with periodic boundary condition see Levermore and Oliver [7]; for the Cauchy problem see
Ginibre and Velo [3,4]; for the initial-boundary value problem see Okazawa and Yokota [14–16], Kobayashi, Matsumoto, and
Tanaka [6], Matsumoto and Tanaka [10]; for the inviscid limit see Machihara and Nakamura [9], Ogawa and Yokota [12];
for the compactness and connectedness of the attainability set see Kapustyan and Valero [5]. In [14] and [15] it was shown
that monotonicity methods are useful for (CGL)q,q under the following condition:
|β|
κ
 1
cq
:= 2
√
q − 1
q − 2 . (1.1)
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∣∣Im[(|z|q−2z − |w|q−2w)(z − w)]∣∣ q − 2
2
√
q − 1 Re
[(|z|q−2z − |z|q−2w)(z − w)] (1.2)
(z,w ∈ C), or in the inequality established by [15, Lemma 6.2] (cf., Okazawa [13]):
∣∣Im(−u, |uε|q−2uε)L2 ∣∣ q − 22√q − 1 Re
(−u, |uε|q−2uε)L2 (1.3)
(u ∈ H2(Ω) ∩ H10(Ω)), where uε is a solution to uε + ε|uε|q−2uε = u (ε > 0). In this paper, modifying these inequalities
(see Lemmas 3.1 and 3.2 below), we show that monotonicity methods are still useful when q > r even if condition (1.1)
breaks down. The case where q < r is excluded in this paper because monotonicity methods do not work well and we need
another method using the Gagliardo–Nirenberg inequality as in [16].
The same generalization as (CGL)q,r is found in the nonlinear Schrödinger equation. Indeed, the limiting case of the
equation in (CGL)q,r as λ ↓ 0 (and γ = 0), i.e.,
∂u
∂t
− iαu + κ |u|q−2u + iβ|u|r−2u = 0 (NLS)q,r
was recently studied by Fibich [2], Passot, C. Sulem, and P.L. Sulem [17] and Ohta and Todorova [11]. Since it is assumed that
λ > 0, one can expect the better result for (CGL)q,r than that for (NLS)q,r . However, since the abstract theorems employed
in [14] and [15] cannot be applied to (CGL)q,r , there is no preceding work on (CGL)q,r .
The purpose of this paper is to establish three kinds of existence theorems for unique strong solutions to (CGL)q,r in the
sense of Deﬁnition 1.1 below:
(A) Global existence for (CGL)q,r with u0 ∈ H2(Ω) ∩ H10(Ω) ∩ L2(q−1)(Ω).
(B) Global existence for (CGL)q,r with u0 ∈ H10(Ω) ∩ Lq(Ω).
(C) Global existence for (CGL)q,r with u0 ∈ L2(Ω) (smoothing effect).
To state our results we give the deﬁnition of strong solution to (CGL)q,r .
Deﬁnition 1.1. A function u(·) ∈ C([0,∞); L2(Ω)) is said to be a strong solution to (CGL)q,r if u(·) has the following three
properties:
(a) u(t) ∈ H2(Ω) ∩ H10(Ω) ∩ L2(q−1)(Ω) a.e. t > 0;
(b) u(·) : (0,∞) → L2(Ω) is locally absolutely continuous (so that strongly differentiable a.e. on (0,∞));
(c) u(·) satisﬁes the equation in (CGL)q,r a.e. on (0,∞) as well as the initial condition.
Now we state our results. We need the assumption that q > r; however, monotonicity methods are useful in this case
and condition (1.1) is needless.
The ﬁrst theorem is concerned with (A), i.e., the global existence for (CGL)q,r with u0 ∈ H2(Ω) ∩ H10(Ω) ∩ L2(q−1)(Ω).
Theorem 1.1. Let N ∈ N, λ > 0, κ > 0, α,β,γ ∈ R and q > r  2. Then for any u0 ∈ H2(Ω) ∩ H10(Ω) ∩ L2(q−1)(Ω) there exists a
unique strong solution u(·) ∈ C([0,∞); L2(Ω)) to (CGL)q,r . Also, for every T > 0,
u(·) ∈ C0,1([0, T ]; L2(Ω))∩ C0,1/2([0, T ]; H10(Ω))∩ C0,1/q([0, T ]; Lq(Ω)), (1.4)
u(·) ∈ L∞(0, T ; H2(Ω))∩ L∞(0, T ; L2(q−1)(Ω)), (1.5)
∂u
∂t
(·) ∈ L∞(0, T ; L2(Ω)). (1.6)
Moreover, for every t  0,∥∥∇u(t)∥∥L2  e(γ+Cη|β|)t‖∇u0‖L2 , (1.7)
λ
∥∥u(t)∥∥L2  [‖Au0‖L2 + γ+‖u0‖L2 +√Cηλ|β|‖∇u0‖L2]e(γ+Cη|β|)t, (1.8)
κ
∥∥u(t)∥∥q−1L2(q−1)  C[‖Au0‖L2 + γ+‖u0‖L2 + ‖∇u0‖L2]e(γ+Cη|β|)t, (1.9)∥∥u(t) − v(t)∥∥L2  e(γ+Cη|β|)t‖u0 − v0‖L2 , (1.10)
where Au0 := −(λ + iα)u0 + κ |u0|q−2u0 + iβ|u0|r−2u0 − γ u0 , γ+ := max{γ ,0} and v(·) is a unique strong solution to (CGL)q,r
with v(0) = v0 (for the constant Cη > 0 see Lemmas 3.1 and 3.2 below).
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Theorem 1.2. Let N ∈ N, λ > 0, κ > 0, α,β,γ ∈ R and q > r  2. Then for any u0 ∈ H10(Ω) ∩ Lq(Ω) there exists a unique strong
solution u(·) ∈ C([0,∞); L2(Ω)) to (CGL)q,r . Also, for every T > 0,
u(·) ∈ C0,1/2([0, T ]; L2(Ω))∩ C([0,∞); H10(Ω) ∩ Lq(Ω)),
u(·) ∈ L2(0, T ; H2(Ω))∩ L2(0, T ; L2(q−1)(Ω)),
∂u
∂t
(·) ∈ L2(0, T ; L2(Ω)).
Moreover, (1.7) and (1.10) hold.
The third theorem is concerned with (C), i.e., the global existence for (CGL)q,r with u0 ∈ L2(Ω) which implies the smooth-
ing effect that even if the initial data u0 is not smooth (u0 ∈ L2(Ω)), the solution u(t) becomes smooth as time passes
(u(t) ∈ H2(Ω) ∩ H10(Ω) ∩ L2(q−1)(Ω) for t > 0).
Theorem 1.3. Let N ∈ N, λ > 0, κ > 0, α,β,γ ∈ R and q > r  2. Then for any u0 ∈ L2(Ω) there exists a unique strong solution
u(·) ∈ C([0,∞); L2(Ω)) to (CGL)q,r . Also,
u(·) ∈ C0,1loc
(
(0,∞); L2(Ω))∩ C0,1/2loc ((0,∞); H10(Ω))∩ C0,1/qloc ((0,∞); Lq(Ω)),
u(·) ∈ L∞loc
(
0,∞; H2(Ω))∩ L∞loc(0,∞; L2(q−1)(Ω)),
∂u
∂t
(·) ∈ L∞loc
(
0,∞; L2(Ω)).
Moreover, (1.10) holds.
One of the diﬃculties in proving our results is to show that the nonlinear term F (u) := κ |u|q−2u + iβ|u|r−2u maintains
the quasi-monotone (quasi-accretive) structure:
Re
(
F (u) − F (v),u − v)−c‖u − v‖2 (1.11)
for some constant c  0. In view of (1.2), if r = q and (1.1) is satisﬁed, then the argument of (F (u) − F (v),u − v) is in
[−π/2,π/2] so that (1.11) holds with c = 0, that is, F is monotone (see [14] and [15]). However, when r 
= q, (1.2) does not
yield such property. To supplement this failure we establish the modiﬁed version of (1.2) which yields (1.11). The inequality
(1.2) (or its modiﬁed version) implies the (quasi-)monotonicity which plays an important role in the proof of the uniqueness
of solutions. On the other hand, (1.3) yields some a priori estimates to establish the existence of solutions. Therefore we
modify both (1.2) and (1.3) in this paper.
This paper is organized as follows. In Section 2 we prepare abstract theorems which are applicable to (CGL)q,r . The
technique and the results are similar to those in [15], and so we write the important part of the proof. Section 3 is devoted
to the proofs of Theorems 1.1–1.3. As stated above, our main task is to establish the modiﬁed versions of (1.2) and (1.3).
Though (CGL)q,r is the semi-linear problem, our abstract theorems are also useful for the problem with p-Laplacian (which
is no longer semi-linear). We discuss this topic in Section 4.
In this paper we use the following notation. We denote by ‖ · ‖Lp the Lp norm. Wk,p(Ω) is the Sobolev space with kth
order weak derivative belonging to Lp(Ω) with norm ‖ ·‖Wk,p . In particular, H1(Ω) := W 1,2(Ω). W 1,p0 (Ω) and H10(Ω) stand
for the W 1,p(Ω) and H1(Ω) completions of C∞0 (Ω).
2. Abstract theorems
In this section we prepare abstract theorems which will be applied to (CGL)q,r . Since the technique is similar to those
in [15], one can refer to [15] for the details omitted here.
Let H be a complex Hilbert space with inner product (· , ·) and norm ‖ · ‖. First we review the deﬁnition of subdif-
ferential operator in H . Let ψ : H → (−∞,∞] be a proper lower semi-continuous convex function, where proper means
that D(ψ) := {u ∈ H; ψ(u) < ∞} 
= ∅. Then the subdifferential of ψ at u ∈ D(ψ) is deﬁned as the set of all f ∈ H such
that Re( f , v − u) ψ(v) − ψ(u) for every v ∈ H , and denoted by ∂ψ(u). We need the Yosida approximation (∂ψ)ε of the
m-accretive operator ∂ψ :
(∂ψ)ε := ε−1(1− Jε), Jε := (1+ ε∂ψ)−1, ε > 0.
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ψε(v) := min
w∈H
{
ψ(w) + (2ε)−1‖w − v‖2}, v ∈ H, ε > 0
(see [18, Proposition IV.1.8]). So we use the simpliﬁed notation ∂ψε := (∂ψ)ε = ∂(ψε), with ψ( Jεv)  ψε(v) = ψ( Jεv) +
(ε/2)‖∂ψε(v)‖2 ψ(v).
Now let ϕ,ψ1,ψ2 : H → (−∞,∞] be proper lower semi-continuous convex functions. We assume for simplicity that
ϕ,ψ1,ψ2  0 and ∂ϕ , ∂ψ1, ∂ψ2 are single-valued. Then we consider the following abstract Cauchy problem in H :{ du
dt
+ (λ + iα)∂ϕ(u) + κ∂ψ1(u) + iβ∂ψ2(u) − γ u = 0,
u(0) = u0,
(ACP)
where λ > 0, κ > 0 and α, β , γ ∈ R are constants.
We need the following conditions on ϕ,ψ1,ψ2:
(A1) ∃p  2 such that ϕ(ζu) = |ζ |pϕ(u), u ∈ D(ϕ), ζ ∈ C with Re ζ > 0.
(A2) ∃q 2 such that ψ1(ζu) = |ζ |qψ1(u), u ∈ D(ψ1), ζ ∈ C with Re ζ > 0.
(A3) ∃r  2 such that ψ2(ζu) = |ζ |rψ2(u), u ∈ D(ψ2), ζ ∈ C with Re ζ > 0.
(A4) ∃cp  0 such that for u, v ∈ D(∂ϕ),∣∣Im(∂ϕ(u) − ∂ϕ(v),u − v)∣∣ cp Re(∂ϕ(u) − ∂ϕ(v),u − v).
(A5) ∀η > 0 ∃Cη > 0 such that for u ∈ D(∂ϕ) ∩ D(∂ψ1) and ε > 0,
Re
(
∂ϕ(u), ∂ψ1(u)
)
 0,∣∣Im(∂ϕ(u), ∂ψ2ε (u))∣∣ ηRe(∂ϕ(u), ∂ψ1(u))+ Cηpϕ(u).
(A6) ∀η > 0 ∃Cη > 0 such that for u, v ∈ D(∂ψ1) and ε > 0,∣∣Im(∂ψ2ε (u) − ∂ψ2ε (v),u − v)∣∣ ηRe(∂ψ1(u) − ∂ψ1(v),u − v)+ Cη‖u − v‖2.
(A7) ∃C1 > 0 ∃σ ,τ > 0 (σ + τ = 1) such that for u, v ∈ D(∂ψ2) and ν,μ > 0,∣∣Im(∂ψ2ν (u) − ∂ψ2μ(u), v)∣∣ C1|ν − μ|(σ∥∥∂ψ2(u)∥∥2 + τ∥∥∂ψ2(v)∥∥2).
(A8) (∂ψ1(u), ∂ψ2ε (u)) ∈ R for u ∈ D(∂ψ1) and ε > 0.
(A9) D(∂ψ1) ⊂ D(∂ψ2) and ∃C2 > 0; ‖∂ψ2(u)‖ C2(‖u‖ + ‖∂ψ1(u)‖) for u ∈ D(∂ψ1).
Now we shall present the ﬁrst result on the existence and uniqueness of strong solutions to (ACP). We show that
(λ + iα)∂ϕ + κ∂ψ1 + iβ∂ψ2 is m-accretive in H , and so we can employ the general theory of nonlinear semi-groups to
obtain the existence and uniqueness theorem.
Theorem 2.1. Let (A1)–(A9) be satisﬁed. Let λ > 0, κ > 0 and
|α|
λ
 1
cp
.
Then D(∂ϕ) ∩ D(∂ψ1) 
= ∅ and
A + γ := (λ + iα)∂ϕ + κ∂ψ1 + iβ∂ψ2, D(A) := D(∂ϕ) ∩ D(∂ψ1)
is quasi-m-accretive in H, i.e., A + γ + Cη|β| is m-accretive in H. Hence for any u0 ∈ D(∂ϕ) ∩ D(∂ψ1) there exists a unique strong
solution u(·) to (ACP). Also, the solution u(·) has the following properties:
(a) u(t) ∈ D(A) for every t  0 and ‖Au(t)‖ e(γ+Cη |β|)(t−s)‖Au(s)‖ for 0 s t,
(b) u(·) ∈ C0,1([0, T ]; H) with Lipschitz constant e(γ++Cη |β|)T ‖Au0‖ for every T > 0,
(c) u(·) is right-differentiable and d+u/dt + Au = 0 on [0,∞),
(d) ∂ϕ(u(·)), ∂ψ1(u(·)), ∂ψ2(u(·)), (du/dt)(·) ∈ L∞(0, T ; H) for every T > 0,
(e) ϕ(u(·)), ψ1(u(·)) and ψ2(u(·)) are absolutely continuous on [0, T ] for every T > 0.
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ϕ
(
u(t)
)
 ep(γ+Cη|β|)(t−s)ϕ
(
u(s)
)
, 0 s t, (2.1)
λ
∥∥∂ϕ(u(t))∥∥ (‖Au0‖ + γ+‖u0‖)e(γ+Cη|β|)t +√Cηλ|β|pϕ(u0)ep(γ+Cη|β|)t, t  0, (2.2)
κ
∥∥∂ψ1(u(t))∥∥ C[(‖Au0‖ + γ+‖u0‖)e(γ+Cη|β|)t +√pϕ(u0)ep(γ+Cη|β|)t], t  0, (2.3)∥∥u(t) − v(t)∥∥ e(γ+Cη|β|)t‖u0 − v0‖, t  0, (2.4)
where γ+ := max{γ ,0} and v(·) is a unique strong solution to (ACP) with v(0) = v0 .
Proof. First we prove the m-accretivity of A + γ + Cη|β|. Let |α|/λ c−1p . Then condition (A4) implies that (λ + iα)∂ϕ is
accretive in H (see [15, Proof of Lemma 3.4]). On the other hand, condition (A6) [with ε ↓ 0 and η < κ/|β|] implies that
κ∂ψ1 + iβ∂ψ2ε + Cη|β| is accretive in H :
Re
(
κ∂ψ1(u) + iβ∂ψ2ε (u) − κ∂ψ1(v) − iβ∂ψ2ε (v),u − v
)

(
κ − η|β|)Re(∂ψ1(u) − ∂ψ1(v),u − v)− Cη|β|‖u − v‖2
−Cη|β|‖u − v‖2.
Hence A + γ + Cη|β| is also accretive. To prove the m-accretivity let f ∈ H and ε > 0. We start with the approximate
equation
ζuε + (λ + iα)∂ϕ(uε) + κ∂ψ1(uε) + iβ∂ψ2ε (uε) = f (2.5)
for some ζ ∈ C with Re ζ > 0. Since (λ + iα)∂ϕ + κ∂ψ1 is m-accretive in H (see [15, Theorem 5.1 with β = 0]), the desired
uε is characterized by
uε =
[
ζ + (λ + iα)∂ϕ + κ∂ψ1]−1[ f − iβ∂ψ2ε (uε)]=: Fuε.
If Re ζ > |β|/ε, then F is a strict contraction mapping on H and hence (2.5) has a unique solution uε ∈ D(∂ϕ) ∩ D(∂ψ1);
note that this fact is true for every ζ ∈ C with Re ζ > Cη|β| since (λ + iα)∂ϕ + κ∂ψ1 + iβ∂ψ2ε + Cη|β| is accretive. Making
the inner product of (2.5) with uε , we see from conditions (A1)–(A3) and [15, Lemma 3.2] that
(Re ζ )‖uε‖2 + pλϕ(uε) + qκψ1(uε) ‖ f ‖ · ‖uε‖.
This implies that {‖uε‖}, {ϕ(uε)} and {ψ1(uε)} are bounded. Now condition (A5) yields that if η < κ/|β|, then
Re
(
∂ϕ(u), κ∂ψ1(u) + iβ∂ψ2ε (u)
)

(
κ − η|β|)Re(∂ϕ(u), ∂ψ1(u))− Cη|β|pϕ(u)
−Cη|β|pϕ(u),
and hence
λ
∥∥∂ϕ(uε)∥∥2  Re(∂ϕ(uε), (λ + iα)∂ϕ(uε) + κ∂ψ1(uε) + iβ∂ψ2ε (uε))+ Cη|β|pϕ(uε) (2.6)

∥∥∂ϕ(uε)∥∥ · ‖ f − ζuε‖ + Cη|β|pϕ(uε).
So we obtain
λ
∥∥∂ϕ(uε)∥∥ ‖ f − ζuε‖ +√Cηλ|β|pϕ(uε).
As shown above, {‖uε‖} and {ϕ(uε)} are bounded, and so is {‖∂ϕ(uε)‖}, too. Making the inner product (2.5) with ∂ψ1(uε),
we see from conditions (A5) and (A8) that
q(Re ζ )ψ1(uε) − α Im
(
∂ϕ(uε), ∂ψ
1(uε)
)+ κ∥∥∂ψ1(uε)∥∥2  ‖ f ‖ · ∥∥∂ψ1(uε)∥∥.
Hence we have
κ
∥∥∂ψ1(uε)∥∥ ‖ f ‖ + |α| · ∥∥∂ϕ(uε)∥∥, (2.7)
i.e., {‖∂ψ1(uε)‖} is bounded, and so are {‖∂ψ2(uε)‖} and {‖∂ψ2ε (uε)‖} by virtue of condition (A9). Now we shall show that{uε} satisﬁes the Cauchy condition. To this end let ν,μ > 0 and Re ζ > Cη|β|. Then we have
ζuν + (λ + iα)∂ϕ(uν) + κ∂ψ1(uν) + iβ∂ψ2ν (uν) = f ,
ζuμ + (λ + iα)∂ϕ(uμ) + κ∂ψ1(uμ) + iβ∂ψ2μ(uμ) = f ,
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(Re ζ )‖uν − uμ‖2 + Re
(
(λ + iα)(∂ϕ(uν) − ∂ϕ(uμ)),uν − uμ)+ κ Re(∂ψ1(uν) − ∂ψ1(uμ),uν − uμ)
− β Im(∂ψ2ν (uν) − ∂ψ2μ(uμ),uν − uμ)= 0.
Noting that Im(∂ψ2ε (uμ),uμ) = 0, we can write as
Im
(
∂ψ2ν (uν) − ∂ψ2μ(uμ),uν − uμ
)= Im(∂ψ2ν (uν) − ∂ψ2ν (uμ),uν − uμ)+ Im(∂ψ2ν (uμ) − ∂ψ2μ(uμ),uν).
So conditions (A4), (A6) and (A7) imply that if η < κ/|β|, then
(Re ζ )‖uν − uμ‖2 −
(
κ − η|β|)Re(∂ψ1(uν) − ∂ψ1(uμ),uν − uμ)+ Cη|β| · ‖uν − uμ‖2
+ C2|β| · |ν − μ|
(
σ
∥∥∂ψ2(uν)∥∥2 + τ∥∥∂ψ2(uμ)∥∥2)
 Cη|β| · ‖uν − uμ‖2 + C2|β| · |ν − μ|
(
σ
∥∥∂ψ2(uν)∥∥2 + τ∥∥∂ψ2(uμ)∥∥2).
Thus {uε} satisﬁes the Cauchy condition and hence uε converges to some u in H . Therefore we see by the demiclosedness
of m-accretive (subdifferential) operators that u ∈ D(∂ϕ)∩D(∂ψ1) and ∂ϕ(uε) → ∂ϕ(u), ∂ψ1(uε) → ∂ψ1(u) and ∂ψ2ε (uε) =
∂ψ2((1+ε∂ψ2)−1uε) → ∂ψ2(u) weakly in H . Consequently, we conclude that ζu+(λ+ iα)∂ϕ(u)+κ∂ψ1(u)+ iβ∂ψ2(u) = f
for every ζ ∈ C with Re ζ > Cη|β|, i.e., A + γ + Cη|β| is m-accretive in H .
Next, applying [18, Theorem IV.4.1], we see that for any u0 ∈ D(∂ϕ) ∩ D(∂ψ1) there exists a unique strong solution u(·)
to (ACP) with properties (a)–(e) and (2.4).
Finally we prove (2.1)–(2.3). Making the inner product of the equation in (ACP) with ∂ϕ(u), we have
d
dt
ϕ(u) + λ∥∥∂ϕ(u)∥∥2 + κ Re(∂ϕ(u), ∂ψ1(u))+ β Im(∂ϕ(u), ∂ψ2(u))= γ pϕ(u).
Here we see from condition (A5) that if η < κ/|β|, then
κ Re
(
∂ϕ(u), ∂ψ1(u)
)+ β Im(∂ϕ(u), ∂ψ2(u))−Cη|β|pϕ(u). (2.8)
Therefore we obtain (d/dt)[e−p(γ+Cη |β|)tϕ(u(t))] 0. This proves (2.1). As in the proof of (2.6), we have
λ
∥∥∂ϕ(u(t))∥∥2  Re(∂ϕ(u(t)), Au(t))+ γ+(∂ϕ(u(t)),u(t))+ Cη|β|pϕ(u(t)),
and hence
λ
∥∥∂ϕ(u(t))∥∥ ∥∥Au(t)∥∥+ γ+∥∥u(t)∥∥+√Cηλ|β|pϕ(u(t)).
So we can obtain (2.2). Similarly, as in the proof of (2.7), we have
κ
∥∥∂ψ1(u(t))∥∥ ∥∥Au(t)∥∥+ γ+∥∥u(t)∥∥+ |α| · ∥∥∂ϕ(u(t))∥∥.
Thus (2.3) follows from (2.2). 
Next we present the second result on the existence and uniqueness of strong solutions to (ACP).
Theorem 2.2. Let (A1)–(A9) be satisﬁed. Let λ > 0, κ > 0 and
|α|
λ
 1
cp
.
Then for any u0 ∈ D(ϕ)∩D(ψ1) there exists a unique strong solution u(·) to (ACP). Also, the solution u(·) has the following properties:
(a) u(·) ∈ C0,1/2([0, T ]; H) for every T > 0,
(b) ∂ϕ(u(·)), ∂ψ1(u(·)), ∂ψ2(u(·)), (du/dt)(·) ∈ L2(0, T ; H) for every T > 0,
(c) ϕ(u(·)), ψ1(u(·)) and ψ2(u(·)) are absolutely continuous on [0, T ] for every T > 0.
Moreover,∥∥u(t) − v(t)∥∥ e(γ+Cη|β|)t‖u0 − v0‖, t  0, (2.9)
where v(·) is a unique strong solution to (ACP) with v(0) = v0 .
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problem approximate to (ACP):⎧⎨
⎩
duε
dt
+ (λ + iα)∂ϕ(uε) + κ∂ψ1(uε) + iβ∂ψ2ε (uε) − γ uε = 0,
uε(0) = u0.
(ACP)ε
Since the Yosida approximation ∂ψ2ε is Lipschitz continuous on H , it is essentially proved in [15, Proposition 3.1(i)]
that (ACP)ε has a unique strong solution uε(·) ∈ C([0,∞); H) such that uε(·) ∈ C0,1/2([0, T ]; H) and ∂ϕ(uε(·)), ∂ψ1(uε(·)),
(duε/dt)(·) ∈ L2(0, T ; H) for every T > 0. As shown in [15, Section 4] it suﬃces to prove that {∂ϕ(uε(·))}, {∂ψ1(uε(·))} and
{∂ψ2ε (uε(·))} are bounded in L2(0, T ; H). This is proved in the following lemmas. 
Lemma 2.3. Let uε(·) be as above. Then for every t > 0,∥∥uε(t)∥∥ eγ t‖u0‖, (2.10)
t∫
0
e2γ (t−s)
{
pλϕ
(
uε(s)
)+ qκψ1(uε(s))}ds 1
2
e2γ t‖u0‖2. (2.11)
Proof. Making the inner product of the equation in (ACP)ε with uε(·), we see from [15, Lemma 3.2] that
1
2
d
dt
‖uε‖2 + pλϕ(uε) + qκψ1(uε) = γ ‖uε‖2.
Therefore we obtain (2.10) and (2.11). 
Lemma 2.4. Let uε(·) be as above. Then for every t > 0,
ϕ
(
uε(t)
)
 ep(γ+Cη|β|)tϕ(u0), (2.12)
λ
t∫
0
∥∥∂ϕ(uε(s))∥∥2 ds ep(γ+Cη|β|)tϕ(u0). (2.13)
Proof. Making the inner product of the equation in (ACP)ε with ∂ϕ(uε(·)) gives
d
dt
ϕ(uε) + λ
∥∥∂ϕ(uε)∥∥2 + κ Re(∂ϕ(uε), ∂ψ1(uε))+ β Im(∂ϕ(uε), ∂ψ2ε (uε))= pγ ϕ(uε).
Using condition (A5), we see by the same way as in (2.8) that
d
dt
ϕ(uε) + λ
∥∥∂ϕ(uε)∥∥2  p(γ + Cη|β|)ϕ(uε). (2.14)
Integration of this inequality yields (2.12) and (2.13). 
Lemma 2.5. Let uε(·) be as above. Then for every t > 0,
ψ1
(
uε(t)
)+ κ
2
t∫
0
∥∥∂ψ1(uε(s))∥∥2 ds eqγ+t
[
ψ1(u0) + α
2
2λκ
ep(γ+Cη|β|)tϕ(u0)
]
. (2.15)
Proof. Making the inner product of the equation in (ACP)ε with ∂ψ1(uε(·)), we see from conditions (A5) and (A8) that
d
dt
ψ1(uε) − |α| ·
∣∣Im(∂ϕ(uε), ∂ψ1(uε))∣∣+ κ∥∥∂ψ1(uε)∥∥2  qγψ1(uε).
Noting that
|α| · ∣∣Im(∂ϕ(uε), ∂ψ1(uε))∣∣ |α| · ∥∥∂ϕ(uε)∥∥ · ∥∥∂ψ1(uε)∥∥ α2
2κ
∥∥∂ϕ(uε)∥∥2 + κ
2
∥∥∂ψ1(uε)∥∥2,
we have
d
ψ1(uε) + κ
∥∥∂ψ1(uε)∥∥2  qγ+ψ1(uε) + α2 ∥∥∂ϕ(uε)∥∥2. (2.16)
dt 2 2κ
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ψ1
(
uε(t)
)+ κ
2
t∫
0
∥∥∂ψ1(uε(s))∥∥2 ds eqγ+t
[
ψ1(u0) + α
2
2κ
t∫
0
∥∥∂ϕ(uε(s))∥∥2 ds
]
.
Therefore (2.13) applies to give (2.15). 
It follows from Lemmas 2.4 and 2.5 that {∂ϕ(uε(·))} and {∂ψ1(uε(·))} are bounded in L2(0, T ; H). This implies that
{∂ψ2ε (uε(·))} is also bounded in L2(0, T ; H) by virtue of condition (A9) and Lemma 2.3. Thus we can complete the proof of
Theorem 2.2.
Finally we present the third result on the existence and uniqueness of strong solutions to (ACP) which implies the
smoothing effect.
Theorem 2.6. Let (A1)–(A9) be satisﬁed. Let λ > 0, κ > 0 and
|α|
λ
 1
cp
.
Then for any u0 ∈ D(ϕ) ∩ D(ψ1) there exists a unique strong solution u(·) to (ACP). Also, the solution u(·) has the following properties:
(a) u(t) ∈ D(∂ϕ) ∩ D(∂ψ1) for every t > 0 and ‖Au(t)‖  e(γ+Cη |β|)(t−s)‖Au(s)‖ for 0 < s  t, where A is the same as in Theo-
rem 2.1,
(b) u(·) ∈ C0,1loc ((0,∞); H),
(c) u(·) is right-differentiable and d+u/dt + Au = 0 on (0,∞),
(d) ∂ϕ(u(·)), ∂ψ1(u(·)), ∂ψ2(u(·)), (du/dt)(·) ∈ L∞loc(0,∞; H),
(e) ϕ(u(·)), ψ1(u(·)) and ψ2(u(·)) are locally absolutely continuous on (0,∞).
Moreover,∥∥u(t) − v(t)∥∥ e(γ+Cη|β|)t‖u0 − v0‖, t  0, (2.17)
where v(·) is a unique strong solution to (ACP) with v(0) = v0 .
Proof. Let (A1)–(A9) be satisﬁed and let λ > 0, κ > 0 and |α|/λ c−1p . First let u0 ∈ D(ϕ) ∩ D(ψ1) and let u(·) be a unique
strong solution to (ACP). As shown in [15, Section 5] it suﬃces to prove that {∂ϕ(u(·))}, {∂ψ1(u(·))} and {∂ψ2(u(·))} are
bounded in L2loc(0,∞; H) and the bounds do not depend on ϕ(u0) and ψ1(u0). Since the boundedness of {∂ψ1(u(·))}
and {∂ψ2(u(·))} can be proved by that of {∂ϕ(u(·))} as shown above, we shall show only that {∂ϕ(u(·))} is bounded in
L2loc(0,∞; H) and the bound depends only on ‖u0‖. As in the proof of (2.11) and (2.14), we have
t∫
0
ϕ
(
u(s)
)
ds 1
2pλ
e2γ+t‖u0‖2, (2.18)
d
ds
[
e−p(γ+Cη|β|)sϕ(u)
]+ λe−p(γ+Cη|β|)s∥∥∂ϕ(u)∥∥2  0. (2.19)
Multiplying (2.19) by s ∈ [0, t] and integrating it on [0, t], we see from (2.18) that
tϕ
(
u(t)
)+ λ
t∫
0
sep(γ+Cη |β|)(t−s)
∥∥∂ϕ(u(s))∥∥2 ds
t∫
0
ep(γ+Cη|β|)(t−s)ϕ
(
u(s)
)
ds
 ep(γ++Cη|β|)t
t∫
0
ϕ
(
u(s)
)
ds
 1
2pλ
e((2+p)γ++Cη|β|p)t‖u0‖2.
This implies that {∂ϕ(u(·))} is bounded in L2loc(0,∞; H) and the bound depends only on ‖u0‖ (does not depend on ϕ(u0)
and ψ1(u0)). 
T. Yokota / J. Math. Anal. Appl. 380 (2011) 455–466 4633. Proofs of Theorems 1.1–1.3
In this section we prove Theorems 1.1–1.3. To this end we apply the abstract theorems prepared in Section 2 to (CGL)q,r .
Before applying the abstract theorems to (CGL)q,r , we present the modiﬁed versions of (1.2) and (1.3) which hold the key
to the proofs of Theorems 1.1–1.3.
Lemma 3.1. Let q > r  2. Then for every η > 0 there exists a constant Cη > 0 such that for z,w ∈ C and ε > 0,∣∣Im[(|zε|r−2zε − |wε|r−2wε)(z − w)]∣∣ ηRe[(|z|q−2z − |w|q−2w)(z − w)]+ Cη|z − w|2,
where zε and wε are solutions to zε + ε|zε|r−2zε = z and wε + ε|wε|r−2wε = w, respectively.
Proof. Let q > r  2 and ε  0. Let zε and wε be as in the statement of Lemma 3.1 (if ε = 0, then z0 = z and w0 = w).
Setting
Zs,ε :=
(|zε|s−2zε − |wε|s−2wε)(zε − wε) (s 2),
f z,w,ε(t) := tzε + (1− t)wε (0 t  1),
we see from [15, Proof of Lemma 2.1] that Zs,ε (ε  0) is written as
Zs,ε = I1,s,ε + (s − 2)I2,s,ε,
where
I1,s,ε :=
1∫
0
∣∣ f z,w,ε(t)∣∣s−2|zε − wε|2 dt,
I2,s,ε :=
1∫
0
∣∣ f z,w,ε(t)∣∣s−4 f z,w,ε(t)(zε − wε)Re[ f z,w,ε(t)(zε − wε)]dt.
Moreover, we obtain
Re Zs,ε = I1,s,ε + (s − 2)Re I2,s,ε  I1,s,ε ( 0), (3.1)
Im Zs,ε = (s − 2) Im I2,s,ε, (3.2)
|I2,s,ε|2  I1,s,ε Re I2,s,ε. (3.3)
Since |zε|  |z|, arg zε = arg z, |wε|  |w| and argwε = argw , it follows that | f z,w,ε(t)|  | f z,w,0(t)|. Also the accretivity
of z → |z|r−2z (see (3.1)) implies that |zε − wε|  |z − w|. Hence we have I1,r,ε  I1,r,0. Therefore (3.1)–(3.3) and Young’s
inequality yield that
(r − 2)−2∣∣Im Zr,ε∣∣2 = ∣∣Im I2,r,ε∣∣2 = |I2,r,ε|2 − (Re I2,r,ε)2
 I1,r,ε Re I2,r,ε − (Re I2,r,ε)2
 (1/4)(I1,r,ε)2
 (1/4)(I1,r,0)2

(
ηI1,q,0 + Cη|z − w|2
)2

(
ηRe Zq,0 + Cη|z − w|2
)2
,
where Cη  η−
r−2
q−r . Noting that Im Zr,ε = Im[(|zε|r−2zε − |wε|r−2wε)(z − w)] and Re Zq,0  0, we can obtain the desired
inequality. 
In the proofs of Theorems 1.1–1.3 the next lemma will be used only in the case where p = 2. However, we generalize it
to the p-Laplace case because the constant factors in the inequality do not depend on p. Here the p-Laplacian is deﬁned as
pu := div
(|∇u|p−2∇u), u ∈ D(p) := {u ∈ W 1,p0 (Ω);pu ∈ L2(Ω)}.
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Re
(−pu, |u|q−2u)L2  0,∣∣Im(−pu, |uε|r−2uε)L2 ∣∣ ηRe(−pu, |u|q−2u)L2 + Cη‖∇u‖pLp ,
where uε(x) is a solution to uε(x) + ε|uε(x)|r−2uε(x) = u(x).
Proof. Let uε be as above (if ε = 0, then u0 = u). Setting
Ws,ε :=
(−pu, |uε|s−2uε)L2 (s 2),
we see from [15, Proof of Lemma 6.2] that Ws,ε (ε  0) is written as
Ws,ε = J1,s,ε + (s − 2) J2,s,ε,
where
J1,s,ε :=
∫
Ω
|uε|s−2
1+ ε|uε|s−2 |∇u|
p dx,
J2,s,ε :=
∫
Ω
1
Jac
|uε|s−4(uε∇u) · Re(uε∇u)|∇u|p−2 dx,
and Jac := (1+ ε|uε|s−2)(1+ ε(s − 1)|uε|s−2) 1. Moreover, we obtain
ReWs,ε = J1,s,ε + (s − 2)Re J2,s,ε  J1,s,ε ( 0),
ImWs,ε = (s − 2) ImW2,s,ε,
| J2,s,ε|2  J1,s,ε Re J2,s,ε,
which correspond to (3.1)–(3.3). Since |uε| |u|, it follows that J1,r,ε  J1,r,0. Therefore, as in the proof of Lemma 3.1, we
can obtain the desired inequality. 
To apply the abstract theorems in Section 2 let H := L2(Ω) with inner product (· , ·) = (· , ·)L2 and norm ‖ · ‖ = ‖ · ‖L2 ,
where Ω is the same as in Section 1. Assume that q > r  2. Then we deﬁne three proper lower semi-continuous convex
functions on H :
ϕ(u) := 1
2
‖∇u‖2L2 for u ∈ D(ϕ) := H10(Ω),
and ϕ(u) := ∞ otherwise,
ψ1(u) := 1
q
‖u‖qLq for u ∈ D
(
ψ1
) := Lq(Ω) ∩ L2(Ω),
and ψ1(u) := ∞ otherwise,
ψ2(u) := 1
r
‖u‖rLr for u ∈ D
(
ψ2
) := Lr(Ω) ∩ L2(Ω),
and ψ2(u) := ∞ otherwise. Then their subdifferentials are given by
∂ϕ(u) = −u for u ∈ D(∂ϕ) = H2(Ω) ∩ H10(Ω),
∂ψ1(u) = |u|q−2u for u ∈ D(∂ψ1)= L2(q−1)(Ω) ∩ L2(Ω),
∂ψ2(u) = |u|r−2u for u ∈ D(∂ψ2)= L2(r−1)(Ω) ∩ L2(Ω).
Therefore (CGL)q,r is regarded as one of (ACP)s.
Now we shall show that conditions (A1)–(A9) introduced in Section 2 are satisﬁed. First (A1)–(A3) are clear by deﬁnition.
Since ∂ϕ = − as noted above, it follows that Im(∂ϕ(u) − ∂ϕ(v),u − v) = 0, and hence (A4) is satisﬁed with cp = 0. Next
(A5) and (A6) follow from Lemmas 3.2 and 3.1, respectively. On the other hand, (A7) has been proved in [20, Lemma 3.2].
Now let u ∈ D(∂ψ1), ε > 0 and put Jεu := (1+ ε∂ψ2)−1u. Writing as u = (1+ ε| Jεu|r−2) Jεu, we see that (A8) is satisﬁed:(
∂ψ1(u), ∂ψ2ε (u)
)
L2 =
(|u|q−2u, | Jεu|r−2 Jεu)L2 =
∫
Ω
|u|q−2(1+ ε| Jεu|r−2)| Jεu|r dx.
Since q > r  2, we have |u|r−2  1+ |u|q−2, and so ‖|u|r−2u‖L2  ‖u‖L2 + ‖|u|q−2u‖L2 . This implies (A9).
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In what follows let λ > 0, κ > 0, α,β,γ ∈ R and q > r  2. Since cp = 0 in (A4) as shown above, we see that |α|/λ c−1p is
always satisﬁed in Theorems 2.1, 2.2 and 2.6.
Proof of Theorem 1.1. It follows from Theorem 2.1 that for any u0 ∈ H2(Ω) ∩ H10(Ω) ∩ L2(q−1)(Ω) there exists a unique
strong solution u(·) ∈ C([0,∞); L2(Ω)) to (CGL)q,r . Also property (d) in Theorem 2.1 implies (1.5) and (1.6). Moreover, (1.7)–
(1.10) follow from (2.1)–(2.4), respectively. As in [15, Proof of Theorem 1.2], we can prove (1.4) by using [15, Lemma 2.3],
(1.8), (1.9) and property (b) in Theorem 2.1. 
Proof of Theorem 1.2. The assertion is a direct consequence of Theorem 2.2; note that u(·) ∈ C([0,∞); H10(Ω) ∩ Lq(Ω)) is
proved by property (c) in Theorem 2.2 (cf. [15, Proof of Theorem 1.1]). 
Proof of Theorem 1.3. Since H10(Ω) ∩ Lq(Ω) is dense in L2(Ω), the assertion is a direct consequence of Theorem 2.6. 
4. Further application
We conclude this paper with a further application of the abstract theorems obtained in Section 2. Let Ω be a bounded
domain in RN . Then we consider the following initial-boundary value problem:⎧⎪⎨
⎪⎩
∂u
∂t
− (λ + iα)pu + κ |u|q−2u + iβ|u|r−2u − γ u = 0 on Ω × (0,∞),
u = 0 on ∂Ω × (0,∞),
u(x,0) = u0(x), x ∈ Ω.
(CGL)pq,r
Here λ > 0, κ > 0, α,β,γ ∈ R, p  2, q > r  2 are constants, and p is the p-Laplacian deﬁned as pu := div(|∇u|p−2∇u).
In particular, (CGL)pq,q has been studied in [15]. On the other hand, (CGL)
2
q,r is exactly the semi-linear problem (CGL)q,r .
Therefore (CGL)pq,r is a nonlinear generalization of (CGL)q,r and the degree of diﬃculty goes up in general. Nevertheless, we
can easily obtain the existence theorems for (CGL)pq,r which correspond to Theorems 1.1–1.3. For example, we can establish
the following existence theorem including the smoothing effect.
Theorem 4.1. Let N ∈ N, λ > 0, κ > 0, α,β,γ ∈ R, p  2, q > r  2 and
|α|
λ
 2
√
p − 1
p − 2 .
Then for any u0 ∈ L2(Ω) there exists a unique strong solution u(·) ∈ C([0,∞); L2(Ω)) to (CGL)pq,r such that u(t) ∈ D(p) ∩
L2(q−1)(Ω) for every t > 0. Also,
u(·) ∈ C0,1loc
(
(0,∞); L2(Ω))∩ C0,1/ploc ((0,∞);W 1,p0 (Ω))∩ C0,1/qloc ((0,∞); Lq(Ω)),
pu(·),
∣∣u(·)∣∣q−2u(·), ∂u
∂t
(·) ∈ L∞loc
(
0,∞; L2(Ω)).
Moreover,∥∥u(t) − v(t)∥∥L2  e(γ+Cη|β|)t‖u0 − v0‖L2 ,
where v(·) is a unique strong solution to (CGL)pq,r with v(0) = v0 .
Proof. Let H , ψ1 and ψ2 be the same as in the proofs of Theorems 1.1–1.3. Here we have to modify the deﬁnition of ϕ to
deal with the p-Laplacian p . Indeed, we deﬁne ϕ as
ϕ(u) := 1
p
‖∇u‖pLp for u ∈ D(ϕ) := W 1,p0 (Ω),
and ϕ(u) := ∞ otherwise. Then the subdifferential of ϕ is given by
∂ϕ(u) = −pu for u ∈ D(∂ϕ) = D(p) :=
{
u ∈ W 1,p0 (Ω);pu ∈ L2(Ω)
}
.
Hence (CGL)pq,r is also regarded as one of (ACP)s. Since (A4) is satisﬁed with cp = p−22√p−1 as proved in [15, Section 6] and
(A5) holds for p by virtue of Lemma 3.2, we see that (A1)–(A9) are satisﬁed. Therefore, applying Theorem 2.6 to (CGL)
p
q,r ,
we can obtain the desired assertion. 
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