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Abstract
The long term of this ongoing research has to do with increasing the au-
tonomy levels for underwater intervention missions. Bearing in mind that
the specific mission to face has been the intervention on a panel, in this
paper some results in different development stages are presented by using
the real mechatronics and the panel mockup. Furthermore, some details
are highlighted describing two methodologies implemented for the required
visually-guided manipulation algorithms, and also a roadmap explaining the
different testbeds used for experimental validation, in increasing complex-
ity order, are presented. It is worth mentioning that the aforementioned
results would be impossible without previous generated know-how for both,
the complete developed mechatronics for the autonomous underwater vehicle
for intervention, and the required 3D simulation tool. In summary, thanks
to the implemented approach, the intervention system is able to control the
way in which the gripper approximates and manipulates the two panel devices
(i.e. a valve and a connector) in autonomous manner and, results in differ-
ent scenarios demonstrate the reliability and feasibility of this autonomous
intervention system in water tank and pool conditions.
Keywords: Underwater Intervention, Autonomous Manipulation, I-AUV,
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1. Introduction
Due to the high number of applications related with the underwater in-
dustry and, unfortunately, maritime disasters (e.g. shipwrecks or leaks on
offshore platform), the number of underwater robot interventions has in-
creased considerably during the last two decades. We can sum up the most
common underwater applications in the following list:
• Oil and gas industry: inspection and repairing of submerged infrastruc-
tures.
• Search and Recovery: localization and grasping objects on the seafloor.
• Deep water Archaeology: to document submerged sites, using high
resolution 2D/3D seafloor mapping techniques.
• Science: periodic maintenance of underwater permanent observatories.
The mostly used technology in these examples is a Remote Operated
Vehicle (ROV) that are launched from support vessels, and remotely oper-
ated by expert pilots through an umbilical communication cable and complex
control interfaces. Looking for higher autonomy levels in underwater inter-
vention missions, a new underwater robot concept is being developed. This
robot, called I-AUV (Intervention Autonomous Underwater Vehicle), lacks
the umbilical communications cable and has attached a robotic arm to per-
form intervention tasks.
Presently, endowing an I-AUV with the ability to manipulate an underwa-
ter panel in a permanent observatory is one of the challenges of the TRITON
marine robotics research project, which is focused on the development of au-
tonomous intervention technologies really close to the real needs of the final
user and, as such, it can facilitate the potential technological transfer of its
results. This project, entitled “Multisensory Based Underwater Intervention
through Cooperative Marine Robots” and founded by the Spanish Science
and Innovation Ministry, is coordinated at the Universitat Jaume I (UJI) and
includes three sub-projects: COMAROB (“Cooperative Robotics”, under re-
sponsibility of the Universitat de Girona, UdG), GRASPER (“Autonomous
Manipulation”, under responsibility of the Universitat Jaume I, UJI) and
VISUAL2 (“Multisensorial Perception”, under responsibility of the Universi-
tat de les Illes Balears, UIB). The project proposes two scenarios as a proof
of concept to demonstrate the developed capabilities: (1) the search and
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Figure 1: TRITON hardware system with its components attached to an underwater panel
mockup.
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recovery of an object of interest (e.g. a “black-box mockup” of a crashed
airplane), and (2) the intervention on an underwater panel in a permanent
observatory. Related to the main goals to achieve in the GRASPER sub-
project and focused on the second scenario, this paper presents the recent
progress towards autonomous underwater manipulation and a new algorithm
for visually-guiding the manipulation actions. In order to evaluate the new
algorithm, a mockup of an underwater panel in a permanent observatory
intervention has been used (see Fig. 1).
In the next sections, the methodology followed to perform interventions
with the manipulator arm mounted on the AUV is presented. First of all,
in section 2, an extensive review of related works and state of the art is pro-
vided. In Section 3, a visually-guided algorithm to control the robotic arm
is explained and developed. The aim of this algorithm is to increase the ro-
bustness of the robotic arm, by preventing calibration joint errors. Section 4
describes the methodology to manipulate a valve and a connector (hot-stab).
Section 5 describes a roadmap for experimental validation developed from
the experience of previous projects (RAUVI, TRIDENT) and describes suc-
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cessful results of turn a valve and unplug/plug a connector in a water tank
and pool conditions. Finally, Section 6 provides some conclusions, work in
progress and future improvements to the system.
2. State of the Art
Planning a grasp in a regular environment is a well-known problem, be-
cause of the large number of possibilities of hand configurations, grasp types
and object properties. Although the most common approach has been the
model-based paradigm (using physical laws to model the object shape, con-
tacts and forces), some researchers has been focused on grasp analysis (the
study of the physical properties of a given grasp) and grasps synthesis (the
computation of grasps that meet certain desirable properties) [1]. Unfortu-
nately, these two last approaches can be applied to complex and uncertain
environments, due to because they rely on assumptions that are difficult to
satisfy.
The current trend is to incorporate sensor information for grasp planning
and synthesis, such as vision [2, 3, 4, 5, 6] or range sensors [7]. In this line,
several approaches have also adopted machine learning techniques to deter-
mine the relevant features that indicate a successful grasp [8, 4, 9, 10]. Others
make use human demonstrations for learning grasp tasks [11]. Most of these
approaches commonly consider grasps as a fixed number of contact locations
with no regard to hand geometry [1, 12]. Some recent work includes kine-
matics constraints of the hand in order to prune the search space [13, 14, 15].
Alternatively, the so-called knowledge-based approach tries to simplify the
grasp planning problem by reasoning on a more symbolic level. Objects are
often described using shape primitives [16, 17], grasp prototypes are defined
in terms of purposeful hand preshapes [13, 15], and the planning and selection
of grasps is made according to programmed decision rules [18]. Recently, the
knowledge-based approach has been combined with vision-force-tactile feed-
back and task-related features that improve the robot performance in real
scenarios [19].
Regarding autonomous manipulation in underwater environments, after
the pioneering works in the 90s (OTTER [20], ODIN [21]), significant ad-
vances in this direction arrived during the last decade, especially when the
first simple autonomous operations at sea were demonstrated. Most of the
advances were obtained in multi-partner research projects like the ones listed
hereafter:
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• UNION 1996-99 [22]: The project focused mainly on the development
of coordinated control and sensing strategies for combined manipulator
and vehicle systems. UNION represents the first mechatronic assembly
of a complete vehicle-manipulator system for automated manipulation.
• AMADEUS 1993-99 [23]: Amadeus had two phases: develop a dexter-
ous gripper suitable for underwater applications and coordinated con-
trol of two underwater electro-mechanical arms. The project demon-
strated the coordinated motion of the two fixed based manipulators
while manipulating a rigid object inside a water tank.
• SWIMMER 1999-01 [24]: It was a hybrid AUV/ROV intervention sys-
tem, where an AUV shuttle transports an intervention ROV to the
subsea. SWIMMER was able to autonomously transit to the seafloor
and dock to a subsea cradle based docking station. Once the vehicle
was docked, the transported ROV was deployed and the intervention
was carried out in a conventional teleoperated way.
• ALIVE 2001-04 [25]: The ALIVE vehicle was equipped with two hy-
draulic grippers for docking in a subsea intervention panel using an
imaging sonar and a manipulator arm. It has been reported as the first
AUV able to autonomously carry out a manipulation action consisting
in opening/closing a valve in a subsea panel.
• SAUVIM 1997-09 [26]: SAUVIM focused on the free floating manipula-
tion concept and demonstrated accurate navigation and station keeping
being the first project to demonstrate autonomous recovery of an a pri-
ori known object. The object was endowed with artificial landmarks
and the robot autonomously located it and hooked it with a recovery
device while hovering.
• TRIDENT 2010-12 [27]: TRIDENT project proposes a new method-
ology to provide multipurpose dexterous manipulation capabilities for
intervention operations in unknown, unstructured and underwater en-
vironments. In the TRIDENT project, a multipurpose generic inter-
vention is composed of two phases. In the first phase, the I-AUV is
deployed for surveying a given region of interest on the seabed and
build an image photo-mosaic. The target of interest is then identified
on the mosaic and the manipulation action is specified by means of
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a suitable user interface. After that, during the second phase, the I-
AUV navigates close to the identified target, localizes it and executes
the intervention mission, doing all of that in an autonomous manner.
• PANDORA 2011-15 [28]: The aim of the PANDORA project is to
extend the range of tasks that can be carried on autonomously and
increase their complexity while reducing the need for operator assis-
tances. Dynamic adaptation to the change of conditions is very im-
portant while addressing autonomy in the real world and not just in
well-known situation. The key of PANDORA is the ability to recognize
failure and respond to it, at all levels of abstraction.
In summary, to the best of authors’ knowledge, grasping and manipula-
tion remain open research problems, and this situation becomes drastically
worst in underwater scenarios, due to the new difficulties arose under the
very hostile underwater conditions. Only few commercial robots, mainly
specialized for very specific and limited operations, and mostly used in the
offshore industry, has been endowed with grasping and manipulation capa-
bilities. Related with research projects, only some projects like SWIMMER,
ALIVE, SAUVIM, RAUVI [29], TRIDENT, TRITON and PANDORA have
demonstrated reasonable performance in sea trials.
For further bibliography related to the motion control of I-AUVs and its
manipulation systems, refer to [30], that addresses the main control aspects
in underwater manipulation tasks; and [31], which provides an extensive
tract on sensory-based autonomous manipulation for intervention tasks in
unstructured environments.
3. Visually-guided algorithm to control a robotic arm
In many robotic arms, some errors such as bad initializations or miscal-
ibration of the joints that affect to the kinematics of the arm, can appear.
A new algorithm to correct this errors has been developed. This algorithm
is able to control, in an autonomous way, the position and orientation of the
end-effector of the Light-Weight ARM5E robotic arm [32] with respect to its
base (see Fig. 2).
Then, the algorithm, updates the values of each joint of the robotic arm
from the calculation of the position of the arm end-effector by the detection
of a marker placed in a known position of the arm. Two different markers has
been used, an AR (Augmented Reality) marker, and a pattern made with five
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Figure 2: Underwater platform equipped with the Light-Weight ARM5E robotic arm. An
algorithm estimates the position and orientation of the end-effector using a camera fixed
on the platform and a marker placed on the arm gripper.
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light LEDs (Light Emitting Diodes) (see Fig. 3). Each marker is placed in a
side of the arm gripper. With this configuration the vehicle can dynamically
switch the detection method when the light conditions change.
Furthermore, using the algorithm, the process of obtaining the extrinsics
parameters of the camera with respect to the base of the arm is performed
autonomously.
LED patterns have been previously used by the authors in the context
of localization of mobile robots in low-visibility conditions [33, 34]. The use
of high intensity LEDs improve the detection of the markers using optical
sensors like cameras, where visibility is not optimal, like in smoke-filled en-
vironments or underwater in presence of water turbidity.
3.1. Detection of the marker
The two different kinds of markers, commented previously, are being at-
tached to the robotic arm and, one or the other would be used depending of
the light conditions during the intervention. With good visibility and light
conditions, the AR marker provides better results but in case this marker
cannot be detected properly, the LED pattern can be used.
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Figure 3: Arm end-effector with two different visual markers placed at each side of the
gripper: AR marker (left), and a pattern made with five LEDs (right).
3.1.1. AR marker detection
The AR marker is a white figure with a known size drawn over a black
square (see Fig. 3). This marker is detected using the ARToolkit library [35].
Despite ARToolKit is a software library for building AR applications, the
library provides multiple methods for detecting and localizing the position
and orientation of a marker.
3.1.2. Pattern LEDs detection
A new algorithm to detect a pattern made of LEDs from an image and
calculate its position and orientation (pose) with respect to the camera has
been developed. The pattern consists in five LEDs, three of them aligned on
the top of the marker and two, also aligned, on the bottom (see Fig. 3).
The algorithm can be divided in two parts, the first one consists in an-
alyzing the image in order to detect in which image coordinates the LEDs
are located. And the second one has the finality of obtaining the pose of the
marker using as input the previously computed coordinates where the LEDs
are seen.
3.1.2.1. LED detector. First of all, the received image is converted from RGB
(Red, Green, Yellow) color space to Grayscale, and all the pixels with a gray
value lower than a threshold are discarded.
Then, the resulting image is analyzed in one of two different ways de-
pending on the last marker detection.
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1. In case the algorithm is not initialized, either because it is the first it-
eration of the algorithm or because a certain period of time has elapsed
(the duration of this period will be explained below) from the last de-
tection of the pose of the marker, the follow steps are performed. First
of all, a connected components algorithm [36] is used to join and label
the pixels that belong to the same LED in the whole image. If after
that process there are more or less components than the number of
LEDs (five in this case), the image is discarded. On the contrary, each
component determines the light produced by one of the five LEDs.
Then, the center of mass of each component is calculated to obtain
with a subpixel accuracy the pixel that corresponds to the center of
each LED. The next step consists in calculating which of the five LEDs
of the pattern matches with each of the five selected pixels. The first
searched pixels are the ones which are on the top of the pattern (see
Fig. 4). They belong, more or less, to the same straight line. The
distances between each of the selected pixels and the lines that cross
the other selected pixels in pairs, are calculated. Then, by choosing the
lowest distance, it is possible to assure that those three pixels (the one
which is the point and the two which are crossed by the line), represent
the three LEDs on the top of the pattern.
arg min
a,b,c
f(a, b, c) := {distance(a,−→bc)|∀a, b, c ∈ Pixels : a 6= b 6= c}
(1)
In order to determine which of these three pixels is in the middle, the
distances between a pixel and the other two is calculated and summed
for each of them. So, the pixel with the lowest distance is in the middle
and therefore it is labeled as t2.
The next step consists in labeling the two pixels that correspond to
the LEDs of the bottom of the marker (b1 and b2). These two pixels
are those that were not used in the last step. Firstly, the pixel which
is between these two pixels is calculated (bm). Then, one of the two
pixels of the bottom (pb) is selected and the cross product between the
vectors (
−−−→
t2bm, 0) and (
−−→
t2pb, 0) is calculated. If the z component of the
resultant vector is negative, pb is the pixel illuminated by the LED b1
and if it is positive, by the LED b2 (see Fig. 5). Finally, in order to
label the two remaining pixels, the pixel which is the closest to b1 is t1
and the furthest is b2.
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Figure 4: Labeled pattern LEDs.
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2. If the algorithm has been initialized, instead of looking for the LEDs
throughout the whole image, each pixel is searched around the last
position where each LED was found. So, the time between the capture
of the image that is being analyzed and the last image successfully
processed, is calculated. The more time elapsed, the higher is the search
radius around the last position where each LED was found. In the
event that the elapsed time causes that two search areas match in any
pixel, it will be considered that the algorithm has lost the initialization
and needs to be reinitialized returning to the first stage. If the search
areas do not match, the connected components algorithm is used in
each one. If there is not any component or there is more than one, the
image is discarded. In other case, the center of mass of each component
is calculated and labeled as its predecessor.
Using these two stages, once the algorithm has been initialized, the time
consumed by the process of detecting the LEDs is shorter and possible out-
liers are avoided because the search area is smaller.
3.1.2.2. Pose estimation. After the LEDs detection stage, the 3D pose of
the centroid marker must be calculated. For that, the ViSP library [37] has
been used. This library provides a method which determines the relationship
between 3D coordinates of points (or features like segments, lines, ellipses . . . )
and their 2D projections onto the image plane. In the case of our marker, the
3D coordinates of each LED respect to the centroid of the marker is given to
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Figure 5: Scheme of how to determine which pixel corresponds to b1 and b2 using t2 and
the auxiliary pixel bm.
t2
b1 bm
t2
b2bm
the method in order to initialize it. Then, each time the method receives the
pixels calculated in the previous phase, it is able to calculate the 3D pose of
the marker (see Fig. 6).
3.2. Transformation between the camera and the end effector
Once the marker has been detected, the previous algorithms provide its
pose with respect to the camera (cMm, which is the homogeneous matrix
that represents the relationship between two frames, in this cases the camera
c and the marker m). Therefore, the next step consists in obtaining the
transformation between the camera and the end-effector of the arm (cMe).
For this, it just needed to multiply the homogeneous matrix between the
camera and the marker (cMm) by the relationship between the marker and
the end-effector (mMe), which must be known:
cMe = cMm ∗ mMe
For this experiment, the markers has been placed on the top of the gripper
(one in each side) and the end-effector of this arm is in the tip of this gripper.
Thus, the transformation between the markers and the end-effector, depends,
in addition to the static measures (see Fig. 7), on the opening of the gripper
at each moment.
11
Figure 6: LED marker detected and analyzed, during an intervention, to obtain its pose.
The relationship between the markers and the end-effector for this grip-
per, is detailed as follows:
• The first transformation is a rotation around the x axis (R1x) in order
to place the marker frame parallel to the palm of the gripper followed
by a translation about the y (T1y) and z (T1z) axis in order to place
the frame in the joint of the wrist of the gripper which allows the arm
open and close the gripper (mMw):
1 0 0 0
0 cos(R1x) − sin(R1x) T1y cos(R1x)− T1z sin(R1x)
0 sin(R1x) cos(R1x) T1z cos(R1x) + T1y sin(R1x)
0 0 0 1

• The second transformation is a rotation around the x axis, which de-
pends on the opening α of the hand in each detection of the marker:
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Figure 7: Static transformations between the marker and the end-effector.
T3y
T3z
T1y
T1z
R1x

1 0 0 0
0 cos(α) − sin(α) 0
0 sin(α) cos(α) 0
0 0 0 1

• The next transformation is a translation about the y (T3y) and z (T3z)
axis in order to place the frame in the position of the end-effector
(wMe): 
1 0 0 0
0 1 0 T3y
0 0 1 T3z
0 0 0 1

• Finally, two rotations around the x (R4x) and z (R4z) axis are needed
to orientate the frame like the end-effector frame:
cos(R4z) − sin(R4z) 0 0
cos(R4x) sin(R4z) cos(R4x) cos(R4z) − sin(R4x) 0
sin(R4x) sin(R4z) cos(R4z) sin(R4x) cos(R4x) 0
0 0 0 1

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As a result, the transformation between the marker and the end effector
(mMe) is: 
cos(R4z) − sin(R4z) 0 0
σ2 sin(R4z) cos(R4z) σ2 −σ1 σ3
sin(R4z) σ1 cos(R4z) σ1 σ2 σ4
0 0 0 1

where:
σ1 = sin(α+ R1x + R4x)
σ2 = cos(α+ R1x + R4x)
σ3 = T3y cos(α+ R1x)− T3z sin(α+ R1x) +
T1y cos(R1x)− T1z sin(R1x)
σ4 = T3z cos(α+ R1x) + T3y sin(α+ R1x) +
T1z cos(R1x) + T1y sin(R1x)
3.3. Transformation between the base of the arm and the camera
In order to obtain the relationship between the base of the arm and the
camera (bMc), the arm is placed in a configuration that allows the cam-
era to see the marker that is going to be used and therefore, calculate the
transformation between it and the end-effector (cMe) at this moment. On
the other hand, the relationship between the base of the arm and the end-
effector (bMe) is calculated by means of the direct kinematics of the arm at
this moment. Once these two matrices (cMe and bMe) have been obtained,
in order to calculate the transformation between the base of the arm and the
camera (bMc), just a product operation is needed:
bMc = bMe ∗ (cMe)−1
This part of the algorithm must be done preferably in a moment when
the user is sure that the arm is well calibrated, for example just after the
initialization, because the matrix obtained will be used in the next steps and
this matrix depends directly on the values of the joints.
3.4. Updating the joints
Once the process of initialization of the algorithm has been done, the
camera will be used to continuously detects the marker. For each detection,
the following steps are performed in order to obtain the real value of each
joint and update them:
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1. Calculate the relationship between the base of the arm and the end-
effector (bMe) at this moment, using the detection of the marker (cMe)
and the values calculated in the initialization of the algorithm (bMc):
bMe = bMc ∗ cMe
2. Obtain the real value of the joints (q), using the inverse kinematic (IK)
of the arm for the frame (bMe) calculated in the previous step:
q = IK(bMe)
3. Update the internal values of the arm with the values obtained in the
previous step.
3.5. Kinematic control of the arm
Due to the fact that the algorithm updates the internal values of the
joints, the user does not need to be careful about whether the marker is de-
tected or not. If during a period of time the camera cannot detect the marker,
the values of the joints are updated depending of its movement, whereupon
some errors due to miscalibration can be added, but in the moment that
the camera can detect the marker again, these errors are cancelled. Despite
the possible errors during the no detection time, these errors will always be
equal or smaller than the errors produced without the algorithm. This is
because the errors are produced when the arm is moving, thus the movement
executed by the arm from the last position without errors is always either
equal or smaller.
4. The methodology for the intervention
In order to validate the second scenario of TRITON, a mission consisting
in docking, manipulating and undocking an underwater panel autonomously,
has been addressed. However, this paper is focused only on the manipulation
part of the mission.
Thus, once the vehicle has successfully docked the underwater panel, the
intervention begins. Two basic operations have been defined to solve in com-
pletely autonomous manner: (1) open/close a valve and (2) plug/unplug a
hot-stab connector. The main steps followed for the intervention are sum-
marized hereinafter:
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4.1. Initialization of the Visual Kinematic Controller
First of all, the Visual Kinematic Controller must be initialized. For
this, the first preferable step is to initialize the robotic arm, to be sure that
the values of the joints have not suffered any kind of miscalibration. Then,
the arm has to be moved to a predefined initial configuration that allows
the camera to see clearly the marker. At this moment, the arm waits until
the camera estimates the position and orientation of the marker and the
algorithm calculates the transformation between the base of the arm and the
camera (bMc) following the steps detailed in previous sections. Henceforth,
the Visual Kinematic Controller is updating the internal values of each joint
for each detection of the marker.
4.2. Detection of the object to Manipulate
Once the Visual Kinematic Controller has been initialized, a service de-
veloped by the UIB is started. This service, using the same camera that
detects the marker, estimates the position and orientation of the object to
manipulate with respect to the camera (cMo). In order to know the distance
between the end-effector and the object to manipulate (eMo), the system
uses the transformation from the base of the arm to the camera (bMc), and
the inverse of the direct kinematics (DK) of the arm at this moment (eMb)
(see Fig. 8):
eMb = DK−1()
bMc = (cMm ∗ mMe ∗ eMb)−1
eMo = eMb ∗ bMc ∗ cMo
4.3. Manipulation
After the system has been completely initialized, the manipulation starts.
In order to reach the positions to manipulate the objects in a correct way,
some waypoints respect to the position of the object have been defined (see
Fig. 9). In order to reach each waypoint, the system calculates the Cartesian
distance between the end-effector and the waypoint, and using a Cartesian
velocity control, the end-effector tries to reach the position of the waypoint.
Due to the characteristics of the arm used, the Light-Weight ARM5E, that
has just four rotation D.O.F, the reached orientation of the waypoint is not
taken into account. Therefore, both the valve and the connector must be
inside a quite wide range of positions reachable for this arm.
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Figure 8: Complete system frames and transformations.
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4.3.1. Open/Close the Valve
The valve manipulation is composed of open and close actions (see Fig.
10), which are here performed in the same manipulation process. However
they can be performed independently. The next steps are followed to open
and close the valve:
1. Start the service that provides the position and orientation of the valve.
2. Reach the pre-manipulation waypoint. This waypoint is a translation
of seven centimeters in the -z axis with respect to the frame of the
valve.
3. Open the gripper until the pre-established opening for manipulation.
4. Stop the valve pose service to avoid wrong detections when the arm
occludes the valve.
5. Reach the manipulation waypoint. This waypoint is a translation of
three centimeters in the z axis respect to the frame of the valve. The
translation is just three centimeters because is not necessary to keep
the valve completely within the gripper to manipulate it.
6. Turn the gripper to the right to open the valve, until the current of the
wrist joint exceeds a threshold.
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Figure 9: Intervention waypoints.
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7. Turn the gripper to the left to close the valve, until the current of the
wrist joint exceeds a threshold.
8. Open the gripper.
9. Reach the pre-manipulation waypoint.
4.3.2. Plug/Unplug the Hot-Stab Connector
The Hot-Stab manipulation is also composed of two operation which are
performed successively (see Fig. 10). First, the connector is grasped and
unplugged from the panel, then it is plugged to its socket and dropped. The
next steps are followed to operate the connector:
1. Start the service that provides the position and orientation of the con-
nector.
2. Reach the pre-manipulation waypoint. This waypoint is a translation
of seven centimeters in the -z axis with respect to the frame of the
connector.
3. Fully open the gripper.
4. Stop the service to avoid wrong detections when the arm occludes the
connector.
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Figure 10: Flow chart of the intervention.
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5. Reach the manipulation waypoint. This waypoint is a translation of
eight centimeters in the z axis with respect to the frame of the valve. In
this case, it is necessary that the valve is completely within the gripper
in order to align the T-groove of the gripper with the T-handle of the
connector to make possible a robust grasping.
6. Close the gripper completely.
7. Reach the unplug waypoint. This waypoint is a translation of eleven
centimeters in the –z axis with respect to the frame of the connector.
In this waypoint, the connector fully out of the socket.
8. Reach the plug waypoint. This waypoint is a translation of nine cen-
timeters in the z axis with respect to the frame of the connector. This
waypoint is one centimeter deeper than the manipulation waypoint,
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Figure 11: The four testbeds designed for the experimental roadmap are instantiated for
a specific intervention mission (i.e. intervention on a panel).
Simulation 
Real Scenario 1: Water tank 
Increasing 
Complexity 
Real Scenario 2: CIRS pool 
Real Scenario 3: Harbour 
because sometimes it is necessary to exert a bit of force to be sure that
the connector has entered completely.
9. Fully open the gripper.
10. Reach the pre-manipulation waypoint.
5. The roadmap for experimental validation
Following the know-how generated through previous projects (RAUVI,
TRIDENT), a roadmap has been developed for experimental validation, in-
dependently of the underwater intervention context. In Fig. 11 the four
basic steps designed for the roadmap are instantiated for a specific interven-
tion mission (i.e. intervention on a panel).
5.1. Simulation
The first step is validating the algorithms and the whole system in sim-
ulation. Abstraction from hardware problems allows to think in different
solutions. Different approaches were tested in simulation in order to achieve
the desired results, such as in [38], where a 3D laser reconstruction was used
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instead of stereo cameras. The only difference between simulation and real
scenario is the physics. Although UWSim simulates physics, it is in exper-
imental state so it just simulates collisions. In consequence, manipulation
algorithms were slightly modified to work on simulation using position stop
instead of current while manipulating the valve. The whole system was suc-
cessfully tested under UWSim, as can be seen on Fig. 12.
5.2. Real scenario 1: water tank at Universitat Jaume I
After the task validation within the UWSim, the system is almost ready
to perform the intervention in a real scenario. Thus, once the arm and the
stereo camera systems, which will be used in the I-AUV, are integrated, the
system was tested in a water tank with a panel mockup of an Underwater Ob-
servatory (see Fig. 13). As it has been mention before, the camera attached
to the arm is in charge of identifying the marker placed in the end-effector
as well as the marker next to the connector.
One of the complete sequence can be watched on-line in (http://youtu.
be/6pYBL-6Tw4c and http://youtu.be/_WkQYtcLsMU). And the joint evo-
lution during the valve and connector manipulation and the different steps
described in Fig. 10, are depicted in Figs. 14 and 15 respectively.
It is worth mentioning that the validation was tested combining different
conditions:
• Attaching the arm to a fixed-base without perturbations: the arm was
attached to a fixed-base, which allows the arm to perform the interven-
tion in perfect conditions.
• The panel is perfectly aligned to the arm: this is the perfect condition
for grasping the hot-stab and handle the valve.
• Adding perturbations to the system: bearing in mind the shallow water
intervention in Girona’s harbour, some perturbations were added to
the system. We assume that in Girona’s harbour, the I-AUV will be
perturbed due to water currents, so as well as the docking vehicle should
be as much stable as possible, the grasping algorithms should be reliable
in these conditions. The perturbations were introduced in the system
manually, just by moving the arm base.
• The panel is misaligned.
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Figure 12: Intervention simulation in UWSim: valve and connector (hot-stab) manipula-
tion.
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Figure 13: Intervention in water tank conditions at UJI: valve and connector (hot-stab)
manipulation.
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Figure 14: Joint evolution during valve manipulation.
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Figure 15: Joint evolution during connector manipulation.
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5.3. Real scenario 2: swimming pool at Universitat de Girona
Once the experimental validation in the water tank concluded and seeing
the good results obtained, the system was tested in more difficult conditions.
The experiments were carried out at the swimming pool facilities at the CIRS
(Underwater Vision and Robotics Research Center, UdG), which has a depth
of 5 meters and simulates the difficulties that could appear in a real scenario
better than the water tank. An additional difficulty of these experiments was
the integration of the vehicle with the arm and the stereo cameras. In the
same manner as in the water tank, the stereo camera is in charge of detecting
the marker placed in the gripper of the arm and the marker situated next to
the connector.
It is worth mentioning that the position and orientation of the vehicle
with respect to the panel after a docking can suffer little changes. Therefore,
in order to demonstrate that the system is robust and able to manipulate
the panel independently of the position and orientation of the arm, once the
connector has been unplugged, the vehicle undocks and docks the panel and
then the arm plugs the connector.
The intervention was successfully demonstrate by performing the com-
plete sequence several times (see Fig. 16).
One of the complete sequence can be watched on-line in (https://youtu.
be/6bDzYVvhrxo). The joint evolution during the valve and connector ma-
nipulation and the different steps described in the Fig. 10, are depicted in
Figs. 14 and 15 respectively. Further details about the experiments in the
swimming pool can be found in [39].
5.4. Real scenario 3: shallow water
In a later date, the same experiments carried out in the CIRS swimming
pool, were performed in shallow water conditions at the Sant Feliu de Guixols
harbour (Girona, Spain). The conditions for this field experiments were
realistic with a depth of twelve meters and a varying low visibility. The
operations were performed successfully (see Fig. 16) and the results are
currently being analyzed for future publication.
6. Conclusion and Future Lines
This paper presents, concerning the GRASPER project focus in under-
water manipulation, the results obtained in different conditions. The aim of
the GRASPER, which is sub-project of the TRITON project, is to increase
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Figure 16: Intervention in the swimming pool at CIRS: valve and connector (hot-stab)
manipulation. For each image both an external and onboard views are shown.
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Figure 17: Joint evolution during valve manipulation.
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Figure 18: Joint evolution during connector manipulation.
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Figure 19: Plugging the connector at the Sant Feliu de Guixol harbour.
the autonomy levels of an underwater intervention system. In particular,
this paper describes two methodologies implemented for the visually-guided
manipulation algorithms. Furthermore, a roadmap explaining the different
testbeds used for experimental validation, in increasing complexity order, has
been presented. These testbeds includes, for a suitable validation, a simula-
tor (UWSim) and a real system (hand-arm and vision) tested in water tank
conditions at UJI. Then, after a successful result, the integrated system (I-
AUV) was tested in a swimming pool (CIRS, UdG). Finally, the system was
successfully tested during sea trials, although the results obtained are still
being analyzed. Summarizing, an autonomous intervention has been demon-
strated in different environments, under the Spanish coordinated TRITON
project, including the docking (out of the scope of this paper) and the inter-
vention on a panel, with two basic operations: ‘open and close’ a valve, and
‘plug and unplug’ a connector. As future lines, it is worth mentioning that
cooperation research actions are now open to explore other paradigms for im-
provements in manipulation like those based on “learning by demonstration”
[40].
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