Abstract. In this paper, we are concerned with the inverse scattering problem associated with a random Schrödinger equation
Introduction
In this paper, we are mainly concerned with the following random Schrödinger system We make standing assumption to (1.1): Assumption 1. Assume that σ, V, f, ∈ L ∞ (R 3 ) and they are compactly supported in a bounded domain D ⊂ R 3 ; E ∈ R + , α = 0 or 1 and d ∈ S 2 , with S 2 signifying the unit sphere in R 3 ; ω ⊂ Ω with (Ω, F, P) the associated complete probability space; σ(x) is a real-valued and non-negative function; B x (ω) is a Brownian sheet.
The derivativeḂ x is used as a mathematical model for the white noise [8] which will be discussed in more details in what follows. Equation (1.1) describes the quantum scattering associated with a potential V and a random active source (f, σ) at the energy level E := k 2 (k > 0) (cf. [10] ). There holds the following asymptotic expansion of the outgoing radiating field u sc , u sc (x) = e ikr r u ∞ (x, d, k, ω) + O 1 r 2 as r = |x| → ∞, (
wherex := x/|x| ∈ S 2 and u ∞ is referred to as the far-field pattern, which encodes information of the potential V and the source f . The far-field pattern u ∞ encodes all the 1 information of the scattered field u sc (cf. [7, 9] ). Thus, based on Assumption 1, the direct problem is DP : (σ, V, f ) → u ∞ (x, d, k, ω).
In this article, we are mainly concerned with the inverse scattering problem by assuming that V, f, σ are unknown and one intends to recover them by knowledge of the associated far-field pattern. Thus our inverse problem is IP : u ∞ (x, d, k, ω) → (σ, V, f ).
(1.4)
We establish several unique recovery results for the aforementioned inverse scattering problem. More precisely, we establish sufficient conditions under which the correspondence between (σ, V, f ) and u ∞ is one to one. Our mathematical arguments are constructive and recovery formulas can also be obtained for the inverse problem. The random part σ(x)Ḃ x (ω) within the source term is an ideal mathematical model for noises coming from the real world [8] . Due to the law of large numbers, large classes of noise can be fit well by this model. Mathematically speaking,Ḃ x (ω) is defined as the generalized white noise [18] . To give a brief introduction to this model, we writeḂ x (ω) temporarily asḂ(x, ω). It is known thatḂ(·, ω) ∈ H −3/2−ǫ loc (R 3 ) almost surely (a.s.) for any ǫ ∈ R + [18] . ThenḂ : ω ∈ Ω →Ḃ(·, ω) ∈ D ′ (D) defines a map from the probability space to the space of the generalized functions. Here, D(D) signifies the space consisting of smooth functions that are compactly supported in D, and D ′ (D) represents its dual space. For any ϕ ∈ D(D),Ḃ : ω ∈ Ω → Ḃ (x, ω), ϕ(x) ∈ R is assumed to be a Gaussian random variable with zero mean and D |ϕ(x)| 2 dx as its variance. We also recall that any function f ∈ L 1 loc (R n ) defines a distribution given by f, ϕ = R n f (x)ϕ(x) dx [5] . ThenḂ(x, ω) satisfies:
Ḃ (·, ω), ϕ(·) ∼ N (0, ϕ For the inverse scattering problem (1.4) associated with (1.1), if α = 0, then the scattering is solely generated by the (unknown) source, and in such a case, the far-field pattern is referred to as the passive measurement, whereas if α = 1, the scattering is generated by both the active source and the incident plane wave e ikx·θ , and in such a case, the far-field pattern is referred to as the active measurement. There are rich results for the inverse scattering problem associated with either the passive or active measurements. Assuming the potential is known, the recovery of an unknown source term by the corresponding passive measurement is also referred to as the inverse source problem. We refer to [1, 2, 4, 6, 11, 13-15, 17, 27, 28] and the references therein for both theoretical uniqueness/stability results and computational algorithms for the inverse source problem in the deterministic setting, namely σ ≡ 0. The determination of a random source by the corresponding passive measurement was also recently studied [3, 21] , and the determination of a random potential by the corresponding active measurement was established in [5] . We also refer to [19] and the references therein for more relevant studies on the determination of a random potential. The simultaneous recovery of a unknown source and its surrounding potential was also investigated in the literature. In [16, 22] , motivated by applications in thermo-and photoacoustic tomography, the simultaneous recovery of an unknown source and its surrounding medium parameter was considered. The simultaneous recovery study in [16, 22] was confined to the deterministic setting and associated mainly with the passive measurement.
In this paper, we consider the simultaneous recovery of an unknown random source and an unknown potential term associated with the Schrödinger equation (1.1). The corresponding study becomes radically more challenging. The major novelty of our unique recovery results compared to those existing ones in the literature is that on the one hand, both the random source and the potential are unknown, and on the other hand, we use both passive and active measurements for the unique recovery. We established three unique recovery results. The first result, given in Theorem 1.1, shows that with the use of a single realization of the passive scattering measurement alone, namely α = 0, σ 2 (x) can be uniquely recovered, without knowing f (x) and V (x). Theorem 1.1. Consider the inverse problem (1.4) and assume that α = 0. Then for any fixed ω ∈ Ω, σ can be uniquely recovered by the far-field data {u ∞ (x, k, ω); ∀x ∈ S 2 , ∀ k ∈ R + } almost surely. Remark 1.1. It is remarked that in Theorem 1.1, the variance σ 2 can be uniquely recovered without a priori knowing f and V . Moreover, since α = 0, Theorem 1.1 indicates that the variance of the random source can be uniquely recovered by a single realization of the passive scattering measurement. The argument d is dropped in u ∞ (x, k, ω) in Theorem 1.1 due to α = 0, thus no incident plane wave is sent.
For the second result, we need to make use of the active scattering measurement and show that the potential function V (x) can be uniquely recovered, without knowing the random source. Theorem 1.2. Consider the inverse problem (1.4) and assume that α = 1. Then for any fixed ω ∈ Ω, the potential V (x) is uniquely recovered by the far-field data
Remark 1.2. Theorem 1.2 shows that the potential V can be uniquely recovered without knowing the random source, namely σ and f . Moreover, we only make use of a single realization of the active scattering measurement. 
The rest of the paper is organized as follows. In Section 2, we present the well-posedness of the forward scattering problem (1.1). In Section 3, we consider the recovery of the variance function σ 2 (x) with a single realization of the passive scattering measurement. Section 4 is devoted to the simultaneous recovery of the potential and the random source. We conclude the work with some remarks in Section 5.
Well-posedness of the direct problem
In this section, the unique existence of a mild solution is established to the random Schrödinger system (1.1). Before that, we first present some preliminaries for the subsequent use.
Preliminaries.
We set
Φ k is the outgoing fundamental solution, centered at y, to the differential operator −∆ − k 2 . Define the resolvent operator R k ,
where f can be any measurable function on R 3 as long as (2.1) is well-defined for almost all x in R 3 . Write x := (1 + |x| 2 ) 1/2 for x ∈ R 3 . We introduce the following weighted L 2 -norm and the corresponding function space over R 3 for any s ∈ R,
We also define L 2 s (S) for any subset S in R 3 by replacing R 3 in the (2.2) with S. In what follows, we may denote L 2 s (R 3 ) as L 2 s for short without ambiguities. Two important auxiliary lemmas are present here.
For any fixed ǫ ≥ 0, when k is large enough, we have
where the constant C ǫ,D,V depends on ǫ, D and V but is independent of k.
Proof of Lemma 2.1.
The proof is complete.
To prove Lemma 2.2 we recall the special variation of the Agmon's estimates (cf. [9] ) as follows.
where C ǫ is independent of k for k ≥ ǫ 0 > 0.
Proof of Lemma 2.2. By Lemma 2.3, when k is large enough we have the following estimate,
.
Note that V has a compact support, so there holds
for some constant C D,V depending on D and V but independent of u and ǫ. Thus, we have
For the subsequent analysis we also need a localized version of Lemma 2.2.
for some constant C D,V depending on D and V but independent of f and k.
, and hence
Again by Lemma 2.3,
We define R k (σḂ x ) as
Similar to (2.1), we may also write
We may omit the subscript x in R k (σḂ x ) if it is clear in the context. The following lemma shows some basic properties of R k (σḂ x ).
Proof. From (2.3), (1.6) and (1.5), one can compute,
By arguments similar to the ones used in the proof of Lemma 2.1 we arrive at
for some constant C D depending on D but not on k. By the Hölder inequality applied to the probability measure, (2.4) gives
. By replacing R 3 with D and deleting the term x −2−2ǫ in the derivation above, one easily
2.2.
The well-posedness of the direct problem (DP). For a particular realization of the random sample ω ∈ Ω, the termḂ x (ω), if regarding as a function of the spatial argument x, could be very rough, making these classical second-order elliptic PDE theories invalid to (1.1). Due to this reason, the notion of the mild solution is introduced for random PDEs (cf. [3, 21] ) . In what follows, we introduce the mild solution for our problem setting (1.1), and we show that this mild solution and the corresponding far-field pattern are well-posed in the proper sense. Reformulating (1.1) into the Lippmann-Schwinger equation formally (cf. [7] ), we have
where the term
In what follows, we denote
Suppose k is large enough. In (2.7), due to Lemma 2.2 we know the operator
to L 2 −1−ǫ , while due to Lemmas 2.2, 2.1 and 2.5 we know the RHS belongs to L 2 −1−ǫ . We are now in a position to present one of the results concerning the DP.
is called the mild solution to the random scattering problem (1.1).
Proof. By Lemmas 2.1, 2.2 and 2.5, we see
According to Lemma 2.2, there exists a constant k 0 > 0 depending on D and V such that
That is, the existence of the mild solution is proven. The uniqueness of the mild solution follows easily from the invertibility of the operator (
Next we show that the far-field pattern is well-defined in the L 2 sense. Assume that k is large enough. From (2.7) we deduce that
Therefore, we define the far-field pattern of the scattered wave u sc (x, k, d, ω) formally in the following manner, 
The another result concerning the DP is Theorem 2.2, showing that
In what follows, A B signifies A ≤ CB and A ≃ B signifies A = CB, for some generic positive constant C. 
when k is sufficiently large. Therefore we have,
We next derive estimates on those terms f j (j = 1, 2, 3) in (2.9).
and
The independence of C 0 to k can be seen from Lemma 2.5.
By (1.5), the expectation of f 3 (x, k, ω) is
and hence f 3 (x, ω) < +∞ a.s. . Combining the estimates on f j (x, ω) (j = 1, 2, 3), we conclude that E|u ∞ (x)| 2 ≤ C < ∞ for some constant C independent ofx and k, which completes the proof.
The recovery of the variance function
In this section we focus on the recovery of the variance σ 2 (x) of the random source. We employ only a single passive scattering measurement. Namely, there is no incident plane wave sent and the random sample ω is fixed. Throughout this section, α is set to be 0. The data set {u ∞ (x, k, ω) x ∈ S 2 , k ∈ R + , ω fixed} is utilized to achieve the unique recovery result. In what follows, we present the main results of recovering σ 2 (x) in Section 3.1, and put the corresponding proofs in Section 3.2. Several lemmas about the asymptotics of those high-order terms are put separately in Section 3.3 to emphasize the key role to the proofs in Section 3.2.
Main unique recovery results.
In what follows, f denotes the Fourier transform of the function f as follows,
The first main result is in the following.
Theorem 3.1. We have the following asymptotic identity,
where τ ≥ 0,x ∈ S 2 .
Theorem 3.1 clearly yields a recovery formula for the variance function σ 2 . However, it requires many realizations and they is lack of practical usefulness. The result in Theorem 3.1 can be improved by using the ergodicity. See, i.e. [5, 12, 20] .
For notational convenience, we use {K j } ∈ P (t) to mean a sequence {K j } j∈N + satisfying K j ≥ Cj t (j ∈ N + ) for some fixed constant C > 0. Throughout the follow context, γ stands for any fixed positive real number.
where τ = |x| andx := x/|x|; when x = 0,
The recovery formula presented in (3.3) still involves every realization of the random sample ω. To recover σ 2 (x) by only one realization of the passive scattering measurement, the Eu ∞ (x, k) term should be further relaxed in (3.3), and this is done by Theorem 3.3 in the following. 
Now Theorem 1.1 becomes a direct consequence of Theorem 3.3.
Proof of Theorem 1.1. Theorem 3.3 provides a recovery formula for the variance function σ 2 by the far-field data {u ∞ (x, k, ω); ∀x ∈ S 2 , ∀ k ∈ R + } with a single fixed ω ∈ Ω. By Assumption 1, σ is non-negative, thus σ(x) = σ 2 (x). 
By the Lippmann-Schwinger duality, we have
From Lemma 3.4, we have I 1 , I 2 , I 3 are all of order k −1 , and hence
By (1.5), we can compute I 0 ,
By (3.7)-(3.9) we have
which implies (3.2).
The proof of Theorem 3.2 involves Lemmas 3.1 and 3.2 and Theorem 3.4 in the following. We postpone the proofs of them until we finish the proof of Theorem 3.2.
Lemma 3.1. Let F j (k,x) (j = 0, 1) be defined as in (3.6) . Write
For any γ > 0, let K j ≥ Cj 2+γ (j ∈ N + ) for some fixed constant C > 0, then for any τ > 0, we have lim
with supp σ ⊆ D, and τ ≥ 0 is fixed, then ∃K 0 > τ , and K 0 is independent ofx, such that for all K > K 0 , we have the following estimates:
for some constant C independent of τ andx. 
Specially,
Proof of Theorem 3.2. We denote by E k the averaging operation w.r.t. k:
Following the notation conventions in the proof of Theorem 3.1, we have
Recall that {K j } ∈ P (2 + γ). For ∀τ ≥ 0 and ∀x ∈ S 2 , Lemma 3.1 implies that ∃Ω
(3.14)
{K j } ∈ P (2 + γ) implies {K j } ∈ P (5/4 + γ), so Lemma 3.5 implies the existence of the sets Ω p,q τ,x (p, q) ∈ {(0, 1), (1, 0), (1, 1)} with zero probability measures such that ∀τ ≥ 0 and ∀x ∈ S 2 , lim
for all (p, q) ∈ {(0, 1), (1, 0), (1, 1)}. Write Ω τ,x = p,q=0,1 Ω p,q τ,x , then P(Ω τ,x ) = 0. From Lemmas 3.1 and 3.5 we note that Ω p,q τ,x also depends on K j , so does Ω τ,x , but we omit this dependence in the notation. Write
for short. By (3.13)-(3.15), we conclude that,
To conclude (3.3)-(3.4) from (3.16), we should exchange the logical order between y and ω. To achieve this, we utilize the Fubini's Theorem. We denote the usual Lebesgue measure on R 3 as L, and denote the product measure L × P as µ, and construct the product measure space M := (R 3 × Ω, G, µ) in the canonical way, where G is the corresponding complete σ-algebra. Write A := {(y, ω) ∈ R 3 × Ω ; Z(y, ω) = 0}, then A is a subset of M. Set χ A as the characteristic function of A in M. By (3.16) we obtain
By Corollary 7 in Section 20.1 in [26] , from (3.17) we obtain
Because χ A (y, ω) is nonnegative, (3.18) implies
Formula (3.19) further implies that for every ω ∈ Ω\Ω 0 ,
From (3.20) we arrive at (3.3).
Now we prove Lemmas 3.1 and 3.2. We may denote X 0,0 (K, τ,x) as X 0,0 for short if it is clear in the context.
Proof of Lemma 3.1. By (3.9), we have
By the Isserlis' Theorem and (3.9), and note that F j (k,x) = F j (−k,x), one can compute
By (3.21) and Lemma 3.2, we have
Fixing an integer K 0 > 0, and by the Chebyshev's inequality and (3.22) we have
Here X 0,0 (K j ) stands for X 0,0 (K j , τ,x). By Theorem 3.5, (3.23) implies that for any fixed τ ≥ 0 andx ∈ S 2 , we have
Lemma 3.2 gives estimates on terms that arise in the proof of Lemma 3.1.
Proof of Lemma 3.2.
Note that for every x ∈ R 3 , we have
To conclude (3.11), we make a change of variable,
Q is illustrated as in Figure 1 . 25) where E ǫ := {(y, z) ∈ D × D; |x · z −x · y| < ǫ}. We first estimate A 1 ,
Write diam D := sup x,y∈D |x − y|, we have diam D < +∞. Recall that the problem setting is in R 3 . We then estimate A 2 ,
Set ǫ = K −1/2 , then by (3.25)-(3.27) we arrive at
for some constant C independent ofx. Secondly we prove (3.12). Make a change of variable:
Thus when K > τ ,
Following the same manner as in (3.25)-(3.27), from (3.29) we can arrive at (3.12). The proof is complete.
The proof of Theorem 3.3 involves Lemma 3.3. We postpone the proof of it until we finish the proof of Theorem 3.3.
Proof of Theorem 3.3.
The symbol E k is defined same as in the proof of Theorem 3.2. In addition to the notation u 1 , we write u 2 = Eu, so does the far-field patterns. Therefore
From Theorem 3.2 we obtain lim
(3.30)
We now study J 1 ,
Recall that u ∞ 1 = u ∞ − Eu ∞ . Combining (3.31) with Theorem 3.2 and Lemma 3.3, we have
The analysis to J 2 is similar to that of J 1 so we skip the details. Then we study J 3 . By Lemma 3.3, we have
Combining (3.30), (3.32) and (3.33), we conclude (3.5).
The proof is complete. 
Proof. By Lemma 2.4, there exists
We assume k > K 0 . By the Lippmann-Schwinger argument, we have
Thus the far-field pattern of u 2 is
Combining (3.34) and Lemma 2.4, one can compute
3.3.
The asymptotics of high-order terms. In Section 3.3, Lemmas 3.4 and 3.5 are presented and proved. These two lemmas play key roles in the proofs to Theorems 3.1, 3.2 and 3.3. Due to these lemmas' special importance, we present them in this section, separated from the other arguments.
Lemma 3.4. Define F j (k,x) (j = 0, 1) as in (3.6) . For everyx 1 ,x 2 ∈ S 2 and every k 1 , k 2 ≥ k, when k → +∞, we have the following estimates:
where j = 0, 1.
Proof. Proofs of formulas (3.37) are similar to that of (3.36), so we only give the proof of (3.36).
In this proof we may drop the arguments k,x if it is clear in the context. Write
We have
By taking the conjugate of (3.42), we arrive at (3.41). Using (3.41), we have
By (3.40) and (3.43), (3.36) for j = 0 is proved. To prove (3.36) for j = 1, we estimate E(G 1 G 1 ) + E(r 2 r 1 ) − E(r 2 r 2 ) + E(r 1 r 2 ). One can compute
Lemma 2.4
Then we compute
Choose some R > 0 sufficiently large such that the ball B R := {x ∈ R 3 ; |x| ≤ R} satisfies B R ⊃ {x − y; x ∈ D, y ∈ D}. By (1.5),
From (3.45)-(3.46) we arrive at
Mimicking (3.45)-(3.46), one can easily obtain 
Combining (3.44, 3.47-3.49), from
we arrive at (3.36) for j = 1.
Theorem 3.5 is the probabilistic foundation of our single-realization recovery result, and its proof can be found in Lemma 9.2.4 in [8] .
Theorem 3.5. Assume X and X n (n = 1, 2, · · · ) be complex-valued random variables, then
s. if and only if lim
Lemma 3.5 is the ergodic version of Lemma 3.4.
Lemma 3.5. Define F j (k,x) (j = 0, 1) as in (3.6) . Write
Then for anyx 1 ,x 2 ∈ S 2 and any τ ≥ 0, when K → +∞, we have the following estimates:
Let {K j } ∈ P (4/5 + γ), then for any τ ≥ 0, we have
for every (p, q) ∈ {(0, 1), (1, 0), (1, 1)}.
We may denote X p,q (K, τ,x) as X p,q for short if it is clear in the context.
Proof of Lemma 3.5. According to Lemma 3.4, we have
By (3.9), the Isserlis' Theorem and Lemma 3.2, we compute the secondary moment of X 0,1 ,
) (Hölder ineq. and (3.11))
From (3.53)-(3.54) we obtain (3.50) for (p, q) = (0, 1). Similarly, formula (3.50) for (p, q) = (1, 0) can be proved and we skip the details. By the Chebyshev's inequality and (3.54), for any ǫ > 0, we have
According to Theorem 3.5, (3.55) implies (3.52) for (p, q) = (0, 1). Similarly, formula (3.52) for (p, q) = (1, 0) can be proved. We now prove (3.51). We have:
Compute the secondary moment:
(3.56) and (3.57) gives (3.51). By the Chebyshev's inequality and (3.57), for any ǫ > 0, we have
According to Theorem 3.5, (3.58) implies (3.52) for (p, q) = (1, 1). The proof is complete.
Recovery of the potential and the random source
In this section, we focus on the recovery of the potential and the random source. Due to the highly nonlinearity of the relation between the total wave u and the potential V (x), active scattering measurements are thus utilized to recover V (x). In the recovery of V (x), the random sample ω is set to be fixed so that a single realization of the random termḂ x is enough to obtain the unique recovery. As to the recovery of the random source, because the variance σ 2 (x) has been recovered in Section 3, it is left to recover the expectation f (x). Different from the recovery of V (x), the recovery of f (x) requires many realizations of the random sample ω. This is because the deterministic and random parts of the source are entangled together so that only one realization of the random source cannot reveal enough information about f (x). Therefore, more data are needed compared to the recovery of σ 2 (x) and V (x).
4.1.
Recovery of the potential. Now we are in the position to prove Theorem 1.2. We are to use the incident plane wave, so α is set to be 1 (α = 1) throughout this section.
Proof of Theorem 1.2. The random sample ω is assumed to be fixed. Given two direction d 1 and d 2 of the incident plane waves, we denote the corresponding total wave as u d 1 and Note that the choices of these two unit vectorsx, d 1 depend on k. For different values of k, we pick up different directionsx, d 1 to guarantee (4.6). Then,
Combining (4.3), (4.7) and Lemma 4.1, we conclude
Formula (4.8) completes the proof.
It remains to give the estimates of these high-order terms H j (k), and this is done in the following lemma. for some constant C independent of k.
Proof. According to Lemma 2.4, we have
4.2.
Recovery of the random source. The variance σ 2 (x) of the random source is recovered in Section 3, and now we recover its expectation f (x).
Proof to Theorem 1.3. According to Theorem 1.2, we have the uniqueness of the potential V . Assume that two source f , f ′ generate far-field patterns which are equal for all k 2 > 0. We denote the restriction on D of the corresponding total waves as u and u ′ . Then we have
where ν is the outer normal to ∂D. Let test functions v k ∈ H 1 0 (D) be weak solutions to the problem
for delicately picked k. The solutions v k are eigenvectors of the system (4.10). From (4.9) we have
Using integral by parts and noting that the v k 's in (4.11) satisfy (4.10), we have
When V L ∞ (D) is less than some constant depending on D, the set of eigenvectors {v k } corresponding to different eigenvalues k 2 forms an orthonormal basis of L 2 (D) (cf. Theorem 2.37 in [23] ). Therefore, from (4.12) we conclude that
which completes the proof.
Conclusion
In this paper, a random Schrödinger equation is studied. The well-posedness of the direct problem is studied. Then, the variance of the random source is recovered by using a single passive scattering measurement. By further utilizing active scattering measurements under a single realization of the random sample, the potential is recovered. Finally, with the help of multiple realizations of the random sample, the expectation of the random source are recovered.
