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With the growth and adoption of global supply chains and internet technologies, warehouse 
operations have become more demanding. Particularly, the number of orders being processed over 
a given timeframe is drastically increasing, leading to more work content. This makes operational 
tasks, such as material retrieval and storage, done manually more inefficient. To improve system-
level warehouse efficiency, collaborating Autonomous Vehicles (AVs) are needed. Several design 
challenges encompass an AV, some critical aspects are navigation, path planning, obstacle 
avoidance, task selection decisions, communication, and control systems. The current study 
addresses the warehouse task selection problem given a dynamic pending task list and considering 
multiple attributes: distance, traffic, collaboration, and due date, using situational decision-making 
approaches. 
 The study includes the design and analysis of two situational decision-making approaches 
for multi-attribute dynamic warehouse task selection: Deep Learning Approach for Multi-Attribute 
Task Selection (DLT) and Situation based Greedy (SGY) algorithm that uses a traditional 
algorithmic approach. The two approaches are designed and analyzed in the current work. Further, 
they are evaluated using a simulation-based experiment. 
 The results show that both the DLT and SGY have potential and are effective in comparison 
to the earliest due date first and shortest travel distance-based rules in addressing the multi-attribute 
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Global supply chains are an integral part of modern business strategy that helps offset 
manufacturing capacity limitations. Further, it enables catering to the volatile demands of a global 
customer base and large product mixes feasible. For an efficient global supply chain, the material 
movement needs to be robust and agile: one that is quick, responsive, flexible, and reliable. 
Material movement in a supply chain is achieved through logistics and material handling, 
which can be defined as the material movement between geographical locations, and material 
movement within a warehouse, manufacturing plant or distribution center, respectively. Logistics 
has been extensively researched and improved since the mid-’90s. In the recent decade, accelerated 
growth in logistics is observed due to the improvements in computer technology, global 
positioning systems, the adoption of global supply chains by businesses and e-commerce. Further, 
as logistics become more efficient, the bottleneck starts to shift towards material handling, and for 
an agile and efficient supply chain, both logistics and material handling need to be equally 
efficient. 
Traditionally, the material handling is solely handled by human operators, who transfer 
pallets from the incoming dock to assembly lines or production floor, store incoming parts or 
products in warehouse shelves, and load pallets of products into containers, or trucks, using a 
forklift or similar vehicle to accomplish the required task. The next generation of material 
handling, unmanned automated guided vehicle (AGV), replaces the manual repetitive and simple 
point A to point B transportation jobs/tasks. These automated vehicles navigate to their destination 
by following a predetermined floor marks or more advanced virtual path marks, which adds a 
restriction to the system. The current methods used by AGV systems require several setups and/or 
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preparations that need to be manually done before implementation. Also, the cost and time for 
installation can grow drastically with an increase in scale. Moreover, these vehicles are standard 
pre-programmed vehicles that are dispatched using a dispatching system. These systems make the 
task selection decisions predominantly through standard algorithms, such as the shortest travel rule 
and first-in-first-out rule, etc. Further, they are not capable of making complex multi-attribute 
decisions and lack the flexibility to adapt to new configurations. Bonini et al. (2015 and 2018), 
proposed a new combination approach, where human scope and level of automation are well 
balanced to achieve improved efficiency and productivity. Though such approaches, if 
implemented, might meet the current requirements, the growing demand and scale of operation in 
the future necessitates the use of autonomous systems to alleviate the inherent inefficiencies and 
the cost associated with human labor. Also, the issue of ergonomics and safety has grown at an 
alarming pace. U.S. Department of Labor, Bureau of Labor Statistics (2018) reports that 
workplace-related injuries have risen in the warehousing and storage sector. The number of days 
away from work cases due to injuries rose from 2930 in 2016 to 17,390 in 2017. Thus, giving birth 
to the need for autonomous vehicles, which can cater to the agile, safety, ergonomics, productivity, 
efficiency and most importantly situational decision-making needs of material handling.  
Autonomous vehicles (AVs) are free-ranging, unlike AGVs which require a physical or 
virtually marked path for navigation. They essentially map the environment using different sensors 
predominantly LiDAR (Light Detection and Ranging), to populate an occupancy grid around them. 
The obtained map is then used as a global map for path planning and navigation. The current state 
of the autonomous vehicle has shown some success in obstacle avoidance and path planning but 
lacks intelligence in task selection. Currently, these decisions are handled by standard algorithms, 
such as the shortest travel distance for task selection, which fails to scale in larger environments 
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due to large computational loads. Hence, strategies such as zone control, where autonomous 
vehicles are restricted to travel within a given boundary is applied. Further, with zone control, 
adding new autonomous vehicles to the existing zone can contribute to traffic and cause efficiency 
problems. Therefore, an intelligent vehicle that can handle complex decisions considering multiple 
system attributes is needed.  
Recent advancements in the field of robotics and artificial intelligence, open a new gateway 
towards the feasibility of a truly autonomous vehicle capable of deciding by learning from the 
environment. Specifically, promising advances in machine learning, a growing field of computer 
science, where computers or machines are provided with the ability to learn without deliberate 
programming have opened avenues to embed intelligence. This hosts the potential to cross the 
existing barriers in autonomous vehicle design. Further, the advancements are well received as 
suggested by the growing trend in the sale of warehousing and logistics robots with a baseline of 
US $1.9 Billion in 2016 and a predicted market value of US $22.4 Billion by 2021 (Research and 
Markets, 2017). The growth in sales indicates an increase in demand and acceptance of the new 
technology by the industries, encouraging further research. The potential of innovation in material 
handling and the existing gap in the literature on the use of an efficient multi-attribute decision-
making algorithm that considers traffic, due date, travel distance and collaboration by an 




2 Problem Statement 
Warehouse operations are getting more demanding over the years. The number of orders 
being processed over a given timeframe is drastically increasing, leading to more work content. 
This makes operational tasks, such as material retrieval and storage, done manually more tiresome 
and ergonomically unsafe. The use of Autonomous Vehicles (AVs) for warehouse operations is 
witnessing wide acceptability in line with this increasing work content and ergonomic load. But 
several design challenges encompass an AV, some critical aspects are navigation, path planning, 
obstacle avoidance, task selection decisions, communication, and control systems. Many different 
approaches to navigation, path planning, and obstacle avoidance are suggested in the literature, 
but only a few even address the task selection problem. Those that address the task selection 
problem include a scheduling or a simple rule-based one, which does not completely utilize the 
current warehouse situation or end up making unrealistic assumptions. Hence, the need for an 
efficient multi-attribute decision-making algorithm that considers the current situation for task 
selection in a warehouse environment serves as a motivation for our current research. 
In a typical warehouse scenario, an idle vehicle is assigned a new task from a list of pending 
tasks, which populates over a given time horizon, based on a predefined policy/rule. The policy 
plays a crucial role in determining the efficiency of a warehouse operation. In general, a policy 
may consider the system attributes to determine an appropriate task for a given AV. Some of the 
attributes that are critical to improving warehouse efficiency are task due date, travel distance from 
the current AV location to the candidate task location, finding opportunities for collaboration, and 
aisle traffic which causes congestion leading to delays. Depending upon attributes addressed in the 
policy and scale of operation, the algorithm design may vary for selecting an appropriate task. But 
beyond the attributes, there are several trade-offs to be considered before choosing a suitable 
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algorithm for task selection which includes input data available, level of benefits to efforts 
required, computational time available, and reliability. Hence, the problem of task selection 
decision needs to be addressed using a methodology that is both efficient and considerate of the 
trade-offs. 
The current study addresses the task selection problem in a dynamic warehouse 
environment where multiple vehicles and tasks are considered. The study hypothesizes that an 
intuitive framework for multi-attribute situational decision-making needs of a warehouse can be 
developed that will improve efficiency over widely used rules such as the shortest travel distance 
and earliest due date first, etc. Therefore, the first research objective is to develop a situational 
decision-making framework where each AV in a fleet considers the current warehouse state 
described by attributes: travel distance, due date, and traffic, for task selection from a list of 
pending tasks when idle.  
The second objective is to develop two situation-based decision-making methods, the first 
one explores the potential of deep learning approaches to learning from a set of good decisions 
that consider multiple attributes and make reasonable decisions most of the time. This approach 
addresses not only the complex multiple attributes decision-making needs of a warehouse but also 
its time complexity. Next, a traditional algorithmic approach that uses this framework to cater to 
the complex multi-attribute decision-making needs of a dynamic warehouse environment is 
developed.  
The third objective is to implement these algorithms in a simulated warehouse 
environment. This involves converting the algorithm to a computer program. Under a given 
warehouse scenario, the program developed must be capable of processing current situation data 
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obtained from a central computer system or an onboard AV system, filter tasks from the list of 
pending tasks based on the devised policy and provide a task selection output in real-time. 
Lastly, the fourth objective focuses on evaluating the developed framework. The evaluation 
is performed using a simulation-based experiment. The simulation environment used in the 
experiment can generate random warehouse scenarios and record system performance. The 
following baseline dispatching algorithms are evaluated each on two warehouse scenarios 
alongside the developed algorithms to get a rationale:  
1. Earliest due date first rule,  
2. Shortest travel distance rule, 
3. Combined traffic avoidance and shortest travel distance rule.  
Further, the scenarios considered for the experiment vary in warehouse-size, number of 
autonomous vehicles and the number of total pending tasks to be completed. The algorithm’s 
performance is evaluated through various performance measures and they are % Tardy tasks, 
Average Tardiness, Makespan, Total Travel Distance, and Average Traffic Delay. The evaluation 




3 Literature Review 
The following section is divided into three sections. Section 3.1 deals with related work in the field 
of material handling and more specifically, the different control strategies used for task selection 
decisions. Section 3.2 provides the necessary background and advancements in deep learning 
approaches. The last section (3.3) includes a discussion. 
3.1 Material Handling 
Most of the literature studies in the past focus on AGV control in a job shop or 
manufacturing environment, but the recent advent of e-commerce and global supply chains have 
extended the research focus to AGV control in a warehouse setting. The problems facing AGVs 
involve path planning, obstacle avoidance, environment mapping, navigation, and task selection. 
Very few research efforts are directed towards the task selection problem in AGVs. Few that focus 
on the task selection problem propose algorithms that employ rule-based routing decisions in 
AGVs. But with AVs, these simple rules become more cumbersome due to the level of autonomy, 
its associated freedom, and inherent complexities.  
 Some of the major control strategies in use to assign tasks to AGVs are dispatching and 
scheduling. Dispatching involves assigning a task to an idle vehicle considering given criteria, 
while scheduling involves assigning multiple tasks to different vehicles with a defined sequence 
of completion that yields optimal system-level performance. The dispatching problems can 
majorly be classified into two types: work center-initiated problem and vehicle-initiated problem 
(Egbelu & Tanchoco, 1984). In a work center-initiated problem, the tasks are assigned by the 
stations when the output queue has an outstanding load waiting to be removed. They are typically 
used in a manufacturing setup. On the other hand, in a vehicle-initiated problem, the tasks are 
selected by the vehicles based on a pre-defined rule or priority. The current research addresses the 
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vehicle-initiated problem, as in a busy warehouse it is highly likely that the number of tasks to 
accomplish is larger than the number of vehicles available. Further, there are different task 
selection rules under the vehicle-initiated problem and only a few among them apply to the 
warehouse setting, they are (Egbelu & Tanchoco, 1984): 
1. Random Work Center (RW) rule: a random work center/task location with a pending 
task is assigned to the next available vehicle.   
2. Shortest Travel Time/Distance (STT/D) rule: a work center/task location with a pending 
task that is closest with respect to travel distance or time to the next available vehicle. 
3. Longest Travel Time/Distance (LTT/D) rule: This rule is opposite to the STT/D rule. 
Instead of searching for the work center/task location with a pending task that is closer, the 
farthest one is assigned. 
Among the three rules mentioned, the second rule is widely accepted and applied. Though 
these dispatching systems offer reliable solutions, they are nothing but a greedy approach for task 
selection and lack a system-level view, which impacts overall operational performance. Hence, the 
need for multi-attribute dispatching is born. Most common multi-attribute dispatching rules 
include (Klei and Kim, 1996): 
1. Simple additive weighting method (SAWM): A most commonly used method, where 
each attribute is set to a predefined weight and the task selection decision is based on 
the max values achieved for the weighted average of these attribute scores. 
2. Yager’s multi-attribute decision-making method (YAGER): It uses a fuzzy set-
theoretic approach for ranking different attributes and the task selection decision is 
made by determining the minimum rank obtained from the subsets of decisions. If the 
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weight distributions are unequal, then an exponential treatment of the objectives is used 
with weight as its parameter. 
3. Modified additive weighting method (MAWM): It combines the SAWM and utilizes 
the membership function of the fuzzy set theory to normalize values thereby preserving 
scale.  
4. Max-Max method (MMM): It is like MAWM but instead of adding the weighted 
objective values to determine a suitable task it selects a task that has the maximum 
weighted objective attribute value. 
5. Dynamically adjustable weights (AWMA) (Guan and Xianzhong, 2009): It builds on 
the premise of the SAWM, but the weights of each attribute are adjusted based on the 
processing load and transportation load of the system. The objective of the 
methodology is to prevent dead-locks and improve efficiency in an AGV system. The 
attributes considered are travel distance, input, and output buffer status. 
Other multi-attribute approaches that offer a system-level optimal solution include scheduling-
based task dispatching system.   
Scheduling is a task assignment process considering resource constraints (Vivaldini et al., 
2015) this includes time, number of vehicles, traffic, etc. The scheduling occurs in two modes: 
offline and online (Le-Anh 2005). The offline scheduling involves planning & queuing once and 
executing the task following the sequence obtained. On the other hand, online scheduling involves 
schedule creation/update triggered by an event, for instance when an order is received by the 
warehouse, etc. Though online and offline scheduling solves the problem in a system-wide 
perspective, it doesn’t solve the problem under a dynamic environment, i.e. change in order 
sequence or delays, etc., which are common in a warehouse scenario. To address this, dynamic 
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scheduling is used. Dynamic scheduling helps plan conflict-free task execution based on resource 
constraints and maintains system-level optimality. Different dynamic scheduling algorithms are 
proposed in the literature (Le-Anh et al., 2006 & Giglio, 2014). However, the methods employed 
to solve the problem of dynamic scheduling are either based on complex optimization that yields 
global optimal or heuristic-based offering sub-optimal solutions. These methods are capable of 
handling small scale systems efficiently, but when the scale of operation increases, the system 
performance deteriorates. Further, the scheduling problem commonly solved as a time window 
approach is an NP-hard problem (Desrochers et al., 1992), which implies that as the scale of 
operation increases scheduling-based task selection, dispatching and routing can be harder to yield 
real-time solutions. Only recently, some advanced methods are being proposed using evolutionary 
algorithms such as genetic algorithm and particle swarm optimization techniques for scheduling 
(Kim et al., 2003 & Mousavi et al., 2017), which offers near-optimal solutions and can handle 
large scale systems given enough computational time and resources. Considering the decision time 
available to a busy warehouse system, these evolutionary techniques, unfortunately, do not support 
the needs. Further, not only does the time complexity grow for a large-scale system, but also the 
hardware requirement can be limiting. Lastly, the fitness function used in these methods become 
complicated to formulate in case of multiple objectives (Jansen et al., 2011). 
As the dispatching and scheduling provide only a means to select and execute a task from 
a pool of pending tasks, routing algorithm or path planning are often combined to make the 
dispatching decisions stay valid. Some methods that explore this idea include, a time window 
approach for multi-AGV dynamic routing (Smolic-Rocak et al., 2010). This resolves the shortest 
path problem dynamically using a time window approach in a vector form. The algorithm performs 
an overlap check on the potential paths and determines the shortest conflict-free path. This 
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algorithm can be used in tandem with a task selection algorithm. The dynamic scheduling, 
dispatching, and routing are primarily applied only to a small scale AGV system. Further, these 
are centralized systems meaning the control of the vehicles are done from a central computer 
system which holds the computational power to calculate and decide the task to be accomplished 
by a given vehicle, path to be taken and henceforth. The requirement of computational resources 
increases exponentially with an increase in the number of vehicles to be controlled and this proves 
to be a major hurdle in centralized system implementation. Further, in case of a communication 
delay, or a power or system failure, the AGVs might misbehave or deviate from the optimal 
operational performance. Additionally, adding new vehicles into the system has some limitations 
and implementational constraints. To accommodate the flexibility needs of an agile system, 
prevent single node failures and create truly autonomous vehicles, decentralized control of AVs is 
required. 
In a decentralized control system, each vehicle is managed independently using an onboard 
computer or similar hardware. The task selection decisions, path planning, and obstacle avoidance 
maneuvers are performed autonomously adding flexibility to the system. Though decentralized 
systems offer a lot of benefits they too come at a cost. In a decentralized system, the task selection 
problem is more challenging due to the large solution space. Many research works address the AV 
indoor localization, navigation, path planning, and obstacle avoidance problem (Martínez-Barberá 
et al., 2010, Contreras-Cruz et al., 2015, & Draganjac et al., 2016), but only a few methods exist 
to solve the task selection problem. The methods suggested are predominantly based on auction 
systems. 
A typical auction-based methodology for task allocation in a decentralized system 
architecture aims to solve the problem of exploration, where individual vehicles make task 
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decisions using a multi-round single item auction with a central auctioneer (Lagoudakis et al., 
2004). Several papers focus on completely decentralized auction techniques for task selection by 
using one of the bidding agents as an auctioneer who compares the individual scores and 
determines the winner (Walsh et al., 1998, Ahmed et al., 2005, & Sariel et al., 2006). A more 
advanced technique involves a consensus-based auction method for task allocation which uses a 
diminishing marginal gain approach to determine the task scores and a sequential greedy approach 
to get the best solution (Choi et al., 2009). Further, there are techniques to address decentralized 
control of multi-load AGVs. An example includes an intelligent combinatorial auction-based 
method that uses XOR bidding rules (Fauadi et al., 2013). 
Further in literature, there are a few artificial intelligence-based techniques applied to 
container terminals (Jeon et al., 2011) and warehouse applications. The methods proposed by these 
researches rely on reinforcement learning, which works based on Markov Decision Process (MDP) 
(Sutton & Barto, 1998). Some examples related to warehouse application include an actor-critic 
method for the forklift dispatching system, which accepts an array of data of the inventory level, 
vehicle status, and traffic condition from sensory networks for optimal task selection (Estanjini et 
al., 2011). Another recent approach includes a Deep Q-Network based task selection method, 
which accepts the current state information in the form of an image, constructs a virtual/simulation 
environment from the input, and then searches the environment to find the closest task to be 
executed (Li et al., 2018). These algorithms learn based on a reward function, which informs the 
reinforcement learning model to develop policies suitable for the problem under consideration. 
The next section will introduce deep learning approaches.  
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3.2 Deep Learning 
In the recent era, artificial intelligence (AI) is gaining good research momentum. This observation 
can be attributed to two major reasons. First, due to the availability of hardware to perform 
computations faster and particularly, the breakthrough in graphical processing unit (GPU) 
technologies to process graph-based computing paradigms. This has been a major driver for 
increased research output. Secondly, the trust in the capabilities of these advancements has led to 
increased adoption by the industries, which further encourages research. Before moving any 
further let’s understand Artificial Intelligence.  
Artificial Intelligence (AI) can be thought of as a branch of computer science that deals 
with making computers behave like humans (Ertel, 2017). This includes making computers learn 
complex tasks and perform at a level that is at par or exceed human intelligence. In the field of AI,  
machine learning is a subset that deals with making computers or machines perform tasks that are 
not explicitly programmed. Machine Learning finds application in a motley of problems ranging 
from forecasting to object identification. It can majorly be divided into two problem types 
regression and classification. A regression problem deals with predicting a continuous value, while 
classification problems deal with identifying representation hidden in an image or feature set and 
then accurately labeling them.  
There are many approaches to solving these problems, some of the popular ones for 
regression include Linear Regression, Logistic Regression, Robust Regression, Support Vector 
Machine (SVM) Regression, Ridge Regression, Lasso Regression, and Multilayer Perceptron. For 
classification problems the most commonly used approaches include Artificial Neural 
Network/Multi-layer Perceptron, Support Vector Machines (SVM), Bayesian Networks, Decision 
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Trees, and Random Forest. Though there are several methods to solve the classification problem, 
Artificial Neural Networks have outperformed all other approaches (Lecun et al., 2015). 
Artificial Neural Networks (ANNs) are network architectures inspired by the biological 
neural network present in the animal and human brains (Cox & Dean, 2014). They typically are 
stacked in layers. Each layer consists of one or more neurons that use a feedforward control 
technique to process the input information and returns the desired prediction or estimated output. 
More broadly, an ANN consists of an input feature layer, a hidden layer that performs a non-linear 
operation on the input and an output layer which provides the model output.  
 ?̂? = 𝑔(𝒘, 𝒙) + 𝒃,  (3.1) 
(3.1) provides a mathematical expression to represent a simple single layer ANN model, where ?̂? 
is the model prediction, 𝑔 is a nonlinear activation function such as rectified linear unit, sigmoid, 
tanh, and the leaky rectified linear unit, etc., which are parameterized over 𝑤 − tunable parameter 
matrix known as weights and 𝑥 − the input feature matrix. Lastly, 𝑏 is a bias analogous to an 
intercept in linear regression models. Depending on the last layer of the ANN, the output could 
either be a regression or classification. For a regression model, the last layer will have one neuron 
to provide a continuous value output, while for a classification model the last layer has neurons as 
many as the number of categories to filter the input features.  
Deep learning is an advanced version of an ANN model. The simplest form of a deep 
learning model can be thought of as one where the number of hidden layers is more than one. 
Unlike an ANN, deep learning models can extract features from raw data. This has been shown on 
many occasions in the deep learning community (Krizhevsky et al., 2012; Afifi, 2019; Krüger et 
al., 2019). The capability of deep learning to extract features from raw data was first explored in 
the image processing domain. The features such as object edge detection and corner detection 
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among others, that are typically hand-engineered by experts, are now extracted automatically using 
deep learning. The feature extraction in a deep learning model is obtained through stacks of 
convolutional layers. Convolution can be thought of as a filter function 𝐶(𝑤, 𝑠) ∀ 𝑠 ⊆ 𝑥, where 𝑤 
is the weights and 𝑠 is a subset of receptive field drawn from 𝑥: raw data or previous layer. A 
subset is usually drawn from neighboring elements of the raw data or previous layer, like a 3x3 
region of raw pixels on an image. The parameter 𝑤 is a learnable parameter. Lastly, an important 
recipe that makes deep learning more powerful is its ability to train the model end to end.  
Analogous to a multi-regression model, where the model parameters are obtained using a 
fitness function and a loss or 𝑅2 calculated to finetune the parameters, a model training regime is 
needed to determine the model weights and bias for an ANN or deep learning model. In a 
supervised training method, a labeled dataset is used. This means that the input data and 
corresponding response values called the ground truth values are known. Once the dataset is 
available, the model is initialized with random weights and constant bias values. Then the input 
data is passed into the network using a feedforward pass or sequential processing of the input data 
through multiple layers yielding the prediction output. This output is compared to the 
corresponding ground-truth value and a loss is computed. A backpropagation algorithm (Lecun 
1988), which through an iterative process, adjusts the model weights and bias using the gradient 
computed from a loss function. This gradient is first diluted by a hyperparameter called learning 
rate before updating the model weights and bias. This is done to account for the noise in the dataset. 
Several loss functions measure the quality of decisions or magnitude of error, and optimizers that 
compute the gradients. The popular ones in application with deep learning models can be found in 
Table 3.1. Further, some of the commonly used optimizers include Stochastic Gradient Decent, 
AdaMax optimizer, Adagrad optimizer RMSprop, and Adam stochastic optimizer, among others 
16 
(Ruder, 2016). Most of the gradient-based algorithms listed earlier that are currently in use for 
deep learning applications work based on an iterative optimization process applied to non-linear 
optimization. Lastly, the stochastic gradient-based training approaches reduce the training time 
required for a deep learning model on a large dataset in comparison to past methods. This in 
combination with parallel computing technology has enabled a growing trend of adoption in deep 
learning approaches for complex pattern recognition tasks. 
Table 3.1. Common loss functions  
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values within a 
finite range. 
Outliers if present 
tends to affect the 
model fit. 
SVM/Hinge Loss 
ℒ = 𝑚𝑎𝑥(0, 𝑡𝑦);  𝑡 = ±1; 𝑦 ∈ ℝ 𝑎𝑛𝑑  
𝑡𝑦 ≤ 1 
Classification 
model such as 
SVMs, which uses 
maximum-margin 
for classification. 
This loss function 
penalizes 
misclassification 













∑ 𝑡 ln ?̂? + (1 − 𝑡) ln(1 − ?̂?)𝑥  
where 𝑡 is the ground truth, and ?̂? is the 
prediction output from the last layer 
More commonly 
used loss function 
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Known for its 
robustness. Applied 
mostly to 
regression but in 
some cases, an 
adaptation is used 
to cater to 
classification 
problems.  
Hastie et al. 
(2009) 
 
 In the field of deep learning, several recognized model architectures are effective in different 
tasks. Some of the notable ones in image classification domain are Alex Net (Krizhevsky et al., 
2012), VGG Net (Simonyan et al., 2014), Google Net (Szegedy et al., 2015), ResNet (He et al., 
2015), Highway Net (Srivastava et al., 2015), Inception (Szegedy et al., 2017), and Efficient Net 
(Xie et al., 2019), etc. In general, the model architecture for an end to end learning algorithm 
consists of stacks of convolution layers, which are used to extract features from the raw pixels or 
data. They are then followed by the fully connected layers, which process the extracted features to 
accurately classify the input data or predict a continuous value output. An important aspect of the 
deep learning architecture lies in the selection of an appropriate activation function that grants 
statistical stability, allows for gradients to flows and most importantly, provides non-linearity, 
which helps the model learn complex tasks. Lastly, the objective of training any given deep 
learning model is to achieve generalizability.  
To measure the performance of the generalization of a supervised training model, the 
training and testing accuracy measure is used. In general, the accuracy is computed per instance 
of prediction or classification and is aggregated for one epoch. An epoch meaning a single 
complete pass of the training dataset through the deep learning network for model parameter 
update through backpropagation. The accuracy can either be collected exhaustively on the training 
dataset or can be collected on a sampling basis. The latter saves time and resources. For supervised 
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training, the training dataset {(𝒙𝒊, 𝒚𝒊) ∈ 𝑀𝑡𝑟𝑎𝑖𝑛}  and testing dataset {(𝒙𝒊, 𝒚𝒊) ∈ 𝑀𝑡𝑒𝑠𝑡}  are 
mutually exclusive. Hence, the performance measure recorded on the test dataset implies the 

























In (3.2) and (3.3), ?̂?𝑖 is the predicted value and 𝑦𝑖 is the ground truth for the corresponding data 
instance 𝑖 in a given train 𝑀𝑡𝑟𝑎𝑖𝑛 or test 𝑀𝑡𝑒𝑠𝑡 dataset.  
 
3.3 Discussion 
The methods explored thus far for warehouse task selection had several benefits and 
pitfalls. Particularly, recent advances in the multi-attribute auction and scheduling based systems 
portrayed several advantages over their predecessors. These decision-making frameworks offer 
solutions at a higher cost in terms of resources and time. Although it is worth recognizing that the 
auction systems have reduced the computational loads by several folds and made a decentralized 
system practicable, there still exists a major issue of suboptimality owing to the use of 
approximation functions to determine the bid scores. Further, these auction systems assume that 
multiple autonomous vehicles are available and idle to participate in the bidding process, which is 
not the case in a typical warehouse scenario.  
Moreover, the common scheduling methods used in the industry for task selection decision 
requires complex preprocessing to determine an appropriate task. Also, several improvements that 
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focus on solving the scheduling-based optimization model end up suboptimal due to relaxations 
and approximations. A major drawback of these methods is their assumptions on the warehouse 
system to be static, which was true in the past. Due to the dawn of e-commerce warehouse, fierce 
competition in cost and service is visible. This calls for a more dynamic or agile warehouse 
operation, characterized by shorter lead times, higher volumes and larger product mix. Hence, a 
solution framework that can leverage the benefits of both the optimization and rule-based decisions 
and address this situational decision-making need for the future is needed. Further, considering the 
complex nature of the problem, artificial intelligence also seems to be an interesting direction for 
exploration. 
A more widely used and researched approach in the artificial intelligence domain is deep 
learning. Particularly, the classification-based applications have proven to be efficient and 
effective in addressing different problem areas which include medical diagnosis (Jeyaraj & Nadar, 
2019), and face recognition (Guo & Zhang, 2019), among others. In the literature thus far, there is 
no deep learning-based methodology to address the task selection problem in autonomous vehicles 
(AVs). Therefore, it would be interesting to understand the capabilities of such approaches. The 
current research hypothesizes that the warehouse task selection problem can be solved through a 
situational multi-attribute decision-making framework that can be adapted to both the traditional 




In this section, a description of the warehouse system model considered in the current study is 
presented. Next, the performance evaluation framework used for the current study, and the 
situational decision-making framework and its components are included. Lastly, the individual 
components of the framework are visited in greater detail. 
4.1 Warehouse System 
A warehouse system consists of an inflow of materials from an outside source to the staging or 
preparation area through the incoming docks. These staging areas are useful in decongesting the 
storage areas from the shipping and incoming zones. Once they arrive at the staging area, the 
material is moved into the allocated storage locations through a forklift or other means. This 
activity is usually referred to as the put-away task. Next, when an order arrives, the retrieval 
process begins, where the material is again moved from the storage location to the staging area for 
loading into the transportation medium through the shipping docks. This activity is called the 
retrieval task. Figure 4.1 provides a schematic view of the warehouse system being described. The 
put-away and retrieval tasks both have two sub-tasks: pickup and drop-off. The sequence of these 
sub-tasks never changes, meaning, picking up a material load always precedes a drop-off. Further, 
depending on the drop-off location the task is either classified as a put-away or retrieval task. The 
typical put-away strategy in practice is to treat it as an equivalent to a retrieval task, as it helps 
decongest the staging areas and allow room for future incoming shipments, avoid inventory 




Figure 4.1. Warehouse System Model. 
Depending on the mode of transportation the material loads are usually transported using 
a pallet-based structure or bins, etc. Further, these material loads are provided a unique 
identification code, which is often referred to as the Store Keeping Unit (SKU). These SKU codes 
are linked to the products or material loads using a barcode, a Quick Response (QR) code or more 
advanced Radio Frequency Identification (RFID) tags. The information is updated in the 
management system at different stages of warehousing – received at incoming, stored in the 
designated location, staged for shipping and lastly when shipped. The material tracking happens 
using an Enterprise Resource Planning (ERP) system or a similar management system. Most of 
the modern warehouses now employ a warehouse management system (WMS), which is 
essentially an extension of the ERP system. It stores information about the material load regarding 
the warehouse operations. Some of the information includes SKU code, Image of the product,  
material inbound date, material outbound date/due date, Order Number, Storage location 
information represented either as a combination of aisle number, column, and section number or a 
three-dimensional coordinate, and lastly, the warehousing stage.  
A typical warehouse as shown in Figure 4.2, has several shelves for storage and forklifts 
or other vehicles that handle the materials to and from the staging locations to perform either 
storage or a retrieval task. Considering the current system described as the basis, the warehouse 
system stores the list of pending tasks that are generated based on several triggers. A most common 
triggering event occurs when an order is placed in the system. The order often has a due date along 
22 
with other shipping details. The WMS collates all such requirements into a dynamic list of pending 
tasks with due date and location information. Now, the objective of the fleet of autonomous 
vehicles or the dispatching system is to identify an efficient way to complete the list of pending 
tasks without tasks getting delayed and further, explore opportunities to improve overall system 
efficiency. It is to be noted that for the current study, a generalized pickup strategy where the 
pending task list consists of both put-away and retrieval tasks both having a due date associated 
with it is considered.   
 
Figure 4.2. Rendering of a warehouse model. 
In the following section, the warehouse system performance evaluation framework is presented 
that will be used to evaluate the different task selection methodologies. 
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4.2 Performance Evaluation Framework 
To evaluate the task selection decision methodology a system-level performance evaluation 
framework is used (refer to Figure 4.3). The framework is built on three major components: 
dynamic task list, task selection process, and system performance.  
 
Figure 4.3. Warehouse System Performance Evaluation Framework 
The task selection process accepts a task list that is updated based on new task additions 
over the time horizon, task completions, and task selections/assignments. Further, this process uses 
a task selection methodology to arrive at a task selection decision. The current study focuses on 
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two task selection methods: traditional rule-based algorithms and deep learning approaches. 
Finally, the aggregated measure of performance over several task selection decisions yield the 
system-level performance measures. 
In the current work, the task selection process for a dynamic warehouse is solved using a 
situational decision-making framework. The following section introduces and develops this 
framework. 
 
4.3 Situational Decision-Making Framework 
The framework given in Figure 4.4 has four major components: current state information, decision 
algorithm, task execution, and performance measures.   
 
Figure 4.4. Situational Decision-Making Framework.  
The current state information of the warehouse is passed into the decision algorithm that resides 
inside a central computer in a centralized architecture or inside an Autonomous Vehicle (AV) in a 
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decentralized architecture. The framework developed applies to both the architectures. Hence, to 
simplify the explanation, a decentralized architecture will be used to illustrate henceforth. Next, 
the decision algorithm considering the current state information would make a task selection 
decision. This task is then executed by the deciding AV. Further, when the task is completed 
several performance measures are recorded, and once enough data is collected, it could be used to 
analyze the system and make necessary changes to the decision algorithm to suit the warehousing 
needs. 
4.3.1 Current State Information 
The current state information (𝐼) describes the warehouse state at the time of the request. It 
includes: 
1. Layout: This essentially is a two-dimensional grid map of the warehouse, where each cell 
has a unique value representing obstacles like walls, shelves, staging areas, and free 
traversable paths. 
2. Tasklist (ℒ): This includes a matrix of information where for each task ID/order number a 
corresponding task pickup (𝑖) and drop-off (j) locations/nodes,  due date, task category: 
put-away or retrieval task, task assignment state, aisle number, and vehicle assigned. 
Further, the list can be divided into two subsets depending on the task assignment state: 
a. Pending task list (ℒ𝑝 ⊆ ℒ): These tasks are yet to be assigned or taken by a vehicle. 
b. Active task List (ℒ𝑎 ⊆ ℒ): These tasks are already been assigned to a vehicle 𝑣𝑎 ∈
𝒱 and are in the process of being fulfilled. Further, ℒ𝑝 ∩ ℒ𝑎 ∈ {𝜙}. 
Once a task is selected it is moved from the pending task list ℒ𝑝 to an active task list ℒ𝑎. 
Further, when the task is completed it is removed from the active task list (ℒ𝑎). Similarly, 
when new orders arrive tasks are dynamically added into the pending task list ℒ𝑝. 
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3. Fleet (𝒱) Information: This includes all the vehicles' current coordinates (cartesian) in the 
Layout ( 𝑖𝑣 ) map and with the current state: idle/deciding (𝑣𝑑) , and busy/active 
(𝑣𝑎) excluding offline (𝑣𝑜) vehicles. 
4. Deciding Vehicle (𝑣𝑑 ∈ 𝒱): It is the vehicle that is idle and making the task selection 
decision. Once the vehicle is assigned a task the vehicle information is stored in the 
assigned vehicle column of the task list, 𝑣𝑎 ← 𝑣𝑑. 
4.3.2 Decision Algorithm 
The decision algorithm (𝒜) can range from a rule-based to a complex learning-based one. The 
task selection decision is given as 𝑗𝑣𝑑   ← 𝒜(𝐼), where 𝑗 ∈ ℒ𝑝, is the task selection decision for a 
given vehicle 𝑣𝑑 ∈ 𝒱 and current state information 𝐼 obtained from a decision algorithm 𝒜. The 
characteristic of a situational decision-making algorithm lies in the ability of the algorithm to 
receive only the current state input, process the necessary data and make decisions that are 
reasonable to the given situation. The major difference between the approaches that are prevalent 
in the literature to the one developed in the current work hinges on the need to decide given only 
the current state information at a lower computational cost, be architecture agnostic: central or 
decentralized and lastly, improve overall system performance considering tradeoffs. Once, a 
decision is made, it is communicated to the warehouse system and the corresponding vehicle 
information is updated against the task. 
4.3.3 Task Execution 
This involves the actual execution of the selected task based on the decision algorithm 𝒜. The 
deciding AV 𝑣𝑑, first computes the path from the current location to the pickup location and then 
executes it. Once it reaches the location it picks the required material load and computes the path 
from the pickup to the drop-off location and then executes it. Further, when it arrives at the drop-
27 
off location the material is unloaded onto a designated location. This marks the completion of the 
selected task. Throughout the execution phase, the decision-making vehicle enters an active state 
and only returns to an idle state once the task is complete.  
 The warehouse setup considered for the current research includes a WMS that captures the 
various stages of the vehicle and task state transitions. The frequency of such updates is set to an 
event-based one to limit data transfer and associated network traffic. Some of the events include 
completion of a task indicating that the vehicle is idle, completion of a pickup task, and a new task 
has arrived, among others. This WMS can also be thought of as a virtual warehouse that represents 
the warehouse system description as mentioned in section 4.1. Such information stored can be 
utilized by an idle vehicle to make a task selection decision. Further, to avoid conflicting task 
selections in a decentralized setup, the system’s access to view the pending task list is limited 
through a FIFO strategy. Considering that the chance of such occurrence is slim, it is safe to assume 
that the performance impact associated with this strategy is also negligible. Further, the 
information regarding the vehicles’ current location and mission is only pulled when a current state 
information request is made by an idle vehicle. The information so requested can either be shared 
directly by the other vehicles to the deciding vehicle in a decentralized system architecture or the 
warehouse management system in a centralized architecture. This ensures that the system is not 
overburdened by continuous updates. As tasks are being completed the system records several 
performance measures to quantify the effectiveness of the warehouse operation. 
4.3.4 Performance Measures 
The performance measures provide a way to analyze the system’s effectiveness. Over time, the 
measure can be used to make policy changes to better suit the warehouse operations. For example, 
if the current policy is using the shortest travel time, and over time it is observed that the tasks are 
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not being completed on time, then a change in the policy to cater both shortest travel time and due 
date would suffice, etc. Alternatively, to enable the full potential of the proposed framework, 
algorithms that can adapt based on the performance measures to improve overall effectiveness can 
also be used. Next, the critical performance measures that appropriately capture the task execution 
performance is defined: 
1. Task Tardiness (𝑙𝑗 ): Let's consider the measure given as 𝑙𝑗 = 𝑡𝑗
𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 − 𝑡𝑗
𝑑𝑢𝑒 , where 
𝑡𝑗
𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛
 is completion date and time, 𝑡𝑗
𝑑𝑢𝑒  is the due date of a task 𝑗 ∈ ℒ and if 𝑙𝑗 ≤ 0 
then the task 𝑗 has a slack time of −𝑙𝑗 time units and 0 tardiness or else if 𝑙𝑗 > 0 then it is 
delayed or tardy by 𝑙𝑗 time units. 
2. Task Total Travel Distance (𝑑𝑣,𝑗): It is the total expected traveled distance by the vehicle 𝑣 ∈
𝒱 to accomplish the task 𝑗. 
3. Task Traffic Delay Time (𝑡𝑣,𝑗
𝑑𝑒𝑙𝑎𝑦
): This provides a means to track traffic delays incurred 
on selecting a task 𝑗 by vehicle 𝑣. 
4. Task Total Travel Time (𝑡𝑣,𝑗): It includes both the travel and traffic delays. 
𝑡𝑣,𝑗 = 𝑡𝑣,𝑗




𝑡𝑟𝑎𝑣𝑒𝑙  is the travel time spent in motion by the assigned vehicle 𝑣 ∈ 𝒱  to 
accomplish the task 𝑗 and 𝑡𝑣,𝑗
𝑑𝑒𝑙𝑎𝑦
 be the actual traffic delay caused by selecting a task 𝑗. 
4.3.5 System Performance Measures 
The individual measures as explained in the previous section are aggregated to arrive at a system-
level measure that can be used to understand the system efficiency and effectiveness of the 
methodology. The different system-level measures are: 
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1. % Tardy Instances (𝑃𝑇): This metric measures the percentage of tasks that are late or past 
due once all the tasks on the list are completed. Accordingly, the % Tardy Instance (𝑃𝑇) is 
given as: 
𝑃𝑇 =







2. Average Tardiness (𝑙)̅: It is the measure of aggregated (mean) tardiness over all the tasks 
in the task list that are tardy. It is expressed as follows: 





3. Total Travel Distance (𝑑): Cumulative travel distance by the fleet of vehicles. 




where 𝑑 is the total travel distance by all the vehicles combined 𝑣 ∈ 𝒱. Assigned Task 
𝑎𝑣,𝑗 = {
1       𝑗 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑣
0       𝑂. 𝑊.
     ∀ 𝑣 ∈ 𝒱 & 𝑗 ∈ ℒ. 




𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛) − 𝑡0, 
where 𝑡0 denotes the date and time of when the task list is first populated and presented to any 
AV for the task selection decision. 
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5. Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ): It is the aggregated (mean or average) delay computed 
over all the tasks due to traffic. Let 𝑡𝑣,𝑗
𝑑𝑒𝑙𝑎𝑦
 be the traffic delay caused by selecting a task 𝑗 
by vehicle 𝑣, then the average traffic delay is given as: 
𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ =





The next two sections will develop two new situational decision-making algorithms that utilize the 
capability of the developed framework. Further, the developed algorithms are evaluated using a 
simulation-based experimental analysis to determine the potential of such approaches to improve 
overall warehouse efficiency. 
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5 Deep Learning Approach for Multi-Attribute Task Selection 
The following section first introduces the DL algorithm development framework for multi-
attribute decision making, then delves into the development and implementation of a Deep 
Learning Approach for Multi-Attribute Task Selection (DLT) which considers traffic avoidance, 
distance, due date and collaboration that uses the DL development framework. Lastly, a 
simulation-based experimental study to evaluate its capabilities is presented and discussed. 
5.1 DL Algorithm Development Framework 
In this section, an outline of the deep learning development framework for multi-attribute decision-
making in a warehouse operation setup is provided. The deep learning (DL) algorithm, unlike a 
traditional rule-based algorithm, differs significantly in its development process. The current study 
proposes a new development framework that caters to this new and growing field of learning 
algorithms for warehouse task selection. The DL development framework is presented in Figure 
5.1. The major stages of developing a supervised deep-learning algorithm for multi-attribute 
warehouse task selection involve training and testing. The following section will go in greater 
detail addressing each of the development stages and ending with the integration of the DL 
development framework with the situational decision-making framework from Figure 4.4.  
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Figure 5.1. DL Algorithm Development Framework for Warehouse Task Selection. 
5.1.1 DL Model Training 
Model building is an iterative process that is often integrated with training. The base model 
architecture is chosen based on the scale of the problem. Considering the motley of architectures 
available the recommendations are to start with a simple model and build up the complexity as 
needed. Such an approach aids in identifying an overfit or underfit model faster. The general model 
architecture for a classification-based task selection approach can be described as follows: 
1. Input Layer: This layer accepts the state input. Typically, the state input is an image of 
the warehouse with different encoding to represent vehicles, free space, shelves, staging 
locations, pending task locations and active task locations. Further, it can also accept 
matrix-like data, which includes task due date and vehicle time left to enter idle state, 
among others. 
2. Feature Extraction Layers: These are convolutional layers that extract features such as 
high traffic aisle, shelves edges, and free path, among others. They are usually stacked to 
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extract both vivid and deeper feature representations. This layer only works on an image 
like data, hence are not usually applied for matrix-like data. 
3. Fully Connected Layers: These layers further extract features and learn the classification 
based on different feature activations obtained from the feature extraction layer and thereby 
help decide the best-suited task for a given scenario or input. 
4. The decision layer: This layer provides the task selection decision as a task location index. 
This task location is obtained from a task location index using a lookup matrix where the 
relationship between task location and index is defined. In a classification model, the 
decision layer has the same number of output values as the number of classes. For, the task 
selection problem, this translates to the total number of available task locations. Further, 
the value of the output layer is usually normalized, and the values so achieved resemble 
the probability associated with different task locations for a given instance. The maximum 
value obtained by a task location index from this decision layer is selected as the DL task 
selection decision. 
For training this general model architecture, we need three essential components, first a dataset, 
second, the loss function and lastly, an optimizer. In the current study, the warehouse dataset 
{(𝑥𝑖, 𝑦𝑔𝑡,𝑖) ∈ 𝑀𝑡𝑟𝑎𝑖𝑛 & (𝑥𝑖 , 𝑦𝑔𝑡,𝑖) ∈ 𝑀𝑡𝑒𝑠𝑡}  is proposed to be generated using a simulation 
platform, which represents the different components of the warehouse. The simulation platform 
must be capable of generating different randomized scenarios. The scenarios thus generated are 
used as an input while a good decision that corresponds to the given scenarios is arrived using 
either manual human feedback or using a rule-based approach such as the traffic avoidance and 
shortest travel distance rule or collaboration and earliest due first rule, etc. Next, a loss function is 
used to compute the error 𝜖 between the prediction ?̂? and the good decision or often called ground 
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truth 𝑦𝑔𝑡 . The error so computed is used to update the weights and for each parameter, the 
magnitude and direction of the update are determined using an optimizer, which searches for the 
optimum improvement direction and the value for all the model parameters that fit the given 
dataset. There are many strategies used to update the weights or parameters the most common and 
widely used one employs a stochastic method which takes an aggregate of error from a mini-batch. 
This stochastic approach improves overall generalization performance.  
Next, as the model is training on the dataset and parameters are being updated, it is required 
to check the generalization performance. For this reason, a sample of the test dataset is used to 
evaluate the performance. The sample dataset so chosen does not undergo the parameter update 
process. Further, to ensure an unbiased evaluation the sample dataset is therefore required to be 
different from the training dataset. This requirement though is not manually feasible to ensure, due 
to the scale of the dataset, the recommendation is to use different random generator seed for the 
training dataset and sample test dataset. This ensures the random number sequence is different and 
therefore the chance of two scenarios with the same decision is less likely to occur in a finite 
dataset.  
Now, once we have the training and sample test dataset, the training dataset in mini-batches 
is first passed into the model for parameter updates. After the first complete pass called an epoch, 
the model is evaluated for generalization performance using both the training dataset and the 
sample test dataset. The evaluation is performed and an objective measure, accuracy is used to 
express the degree of generalization on test dataset and degree of model fit on the training dataset. 
The accuracy obtained using the training dataset is called the training accuracy. Higher training 
accuracy implies the model’s capability to learn effectively. To ensure the model’s high accuracy 
is not due to overfitting some well know strategies such as regularization (Krogh & John, 1992) 
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and dropouts (Srivastava et al., 2014) can be used. Further, throughout training, the loss function 
value is tracked to identify if the model is learning. Once, the loss value stops improving the 
training is stopped. To continue, the training dataset is recycled or passed again into the model for 
several iterations and we track them by epochs. After each training epoch, the model is validated 
on the sample test dataset and the corresponding performance measure captured. The 
hyperparameter that determines the speed of the training process is called the learning rate. The 
consensus is that for a lower learning rate the training is slower but guarantees convergence, while 
a higher learning rate initially speeds up the learning process but has a higher chance of not 
converging or worse not learning at all. Hence, such a trade-off needs to be considered before 
training the DL model. Once the model is trained to an acceptable level, which can either be good 
validation performance or no more significant improvement in training loss, the next step is to test 
the model.  
5.1.2 DL Model Testing 
The model testing process is like the sample testing process conducted during the training process. 
The only difference is the size of the dataset. To understand the true generalizability and stability 
of predictions a larger dataset with different seed values than the ones used to generate the training 
dataset is used. During the testing process not only the accuracy is measured, but also the quality 
of decision (QoD) is assessed. In a traditional deep learning model performance evaluation such 
QoD tests are not performed as the objective is limited to labeling them into categories, but in the 
current case, the classes are shelf locations, hence it would not be appropriate to penalize the 
algorithm based on a single metric. Further, to address this an accuracy measure that appropriately 
analyzes the DL model’s capability to make good decisions is developed. Next, based on the test 
evaluations two possible outcomes are expected regarding the model. First, if the model proves to 
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be good with regards to the performance measures, then it is considered deployable. Else if the 
model is worse in overall performance, then the training process is reinitiated. Lastly, once we 
have a deployable model it is served as a regular algorithm in the situational decision-making 
framework. 
5.1.3 Framework Integration 
The situational decision-making framework developed in section 4.2 fits aptly for the DL 
application. Further, to fully utilize the DL adaptive capabilities, the situational decision-making 
framework and DL algorithm development framework are integrated. Refer to Figure 5.2, which 
presents an integrated view. The two major connections are from DL model testing to Decision 
Algorithm and Performance Measures to Training define the integration.   
 
Figure 5.2. Situational Decision-Making Framework Integrated with Deep Learning 
Development Framework. 
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Further, the two links are crucial in creating adaptive behavior. The first link from the testing to 
the decision algorithm is a regular process. This implies the deployment of the DL model. The link 
between the Performance Measure and the Training Process indicates a triggered event. This 
trigger can be defined based on a thresholding approach. For example, if the performance measure, 
total travel distance has deviated from its process control limit, it could be an indication of poor 
model performance. This could be used to initiate a retraining process with a new simulation 
dataset. Once, the training and testing process is complete the model would again be deployed for 
situational decision-making. The process thus defined yields a closed-loop self-adaptive system. 
Lastly, it is to be noted that the current study focuses on model development, integration, and 
simulation-based experimental evaluation of the developed models. The closed-loop 
implementation is left for future work.  
5.2 Algorithm Design 
The Deep learning-based Multi-Attribute Task Selection algorithm is built using the development 
framework discussed in section 5.1. Three DLT variants are explored to understand the capability. 
First, a deep learning algorithm that considers traffic and travel time to make a reasonable task 
selection decision is developed. Next, a deep learning algorithm that understands collaboration 
and the earliest due task to determine a reasonable task to be selected by the vehicle is developed. 
Lastly, a thresholding combination approach is presented that combines the two developed DL 
model variants to create complex situational decisions.  
5.2.1 DLT: Traffic Avoidance & Travel Time Reduction (𝑫𝟏) 
In this section, we develop a DL approach that considers Traffic Avoidance & Travel Time 
Reduction attributes for task selection. 
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5.2.1.1 Model Architecture 
The DL model accepts a warehouse cost map as input, processes it and provides a task index as 
model output. The model output is used to derive the selected task from the lookup matrix. The 
different encoding used in the input image includes the active tasks, pending tasks and the deciding 
AV (refer to Figure 5.3).  
 
Figure 5.3. Sample input data displayed as a grayscale image. 
The concept behind this approach is that the traffic information can be effectively extracted 
from an image using convolution layers. Further, using spatial information, the distance between 
two locations can be determined and combining these two insights the learning algorithm can be 
used to extract the necessary features and provide a reasonable task selection decision. 
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 The DL general model architecture developed for this learning task includes the input layer 
that accepts the image, highway network architecture based convolutional layers (Srivastava et al., 
2015), fully connected layers and lastly, a softmax layer that converts the output to a probability 
distribution. The loss function used is the mean pairwise square error that considers the relative 
error between the ground truth and prediction output. The dropout (Srivastava et al., 2014) 
technique is used to prevent overfitting issues. The current study used a 10-30% dropout rate based 
on training and testing performance. Lastly, the optimization function used is Adam optimizer 
(Ruder, 2016).  
The general model architecture is given in Figure 5.4, where the model is parameterized 
over the number of repeated H units (n), number of Highway net modules (m), number of neurons 
in FC layer 1 (N1), number of neurons in FC Layer 2 (N2) and number of potential task locations 
(L). The highway network module output can be mathematically expressed as (Srivastava et al., 
2015): 
 ?̂? =  𝐻(𝑥, 𝑊𝐻 ) ∙  𝑇(𝑥, 𝑊𝑇 ) +  𝑥 ∙ 𝐶(𝑥, 𝑊𝑐).  (5.1) 
In (5.1), ?̂? is the highway network module output, 𝐻(∙), transform gate 𝑇(∙) and carry gate 𝐶(∙) 
are non-linear activation functions parameterized over input 𝑥  and weights 𝑊𝐻, 𝑊𝑇  and 𝑊𝑐 
respectively. For simplicity, the carry gate 𝐶(∙) is substituted as 1 − 𝑇(∙). The model architecture 
thus developed is adapted to suit the experimental scenario by tuning the parameters 
〈𝑛, 𝑚, 𝑁1, 𝑁2, 𝐿〉  through the training, validation and testing processes. The final deployable 





Figure 5.4. 𝐷1 general model architecture.  
5.2.2 DLT: Earliest Due Date and Collaboration (𝑫𝟐)  
In this section, we develop a DL approach that considers the earliest due date and collaboration 
opportunity for task selection. As the kth earliest due task is given information, the collaboration 
aspect of the problem is formulated as a learning problem. The learning question is, therefore, to 
find the best AV among the fleet for a given task. This model can be used iteratively to determine 
the best task for the deciding vehicle given warehouse layout, kth earliest due task, AV locations, 
and AV mission completion time estimate.  
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5.2.2.1 Model Architecture 
The model architecture has two input streams. The first one for the warehouse cost map (refer to 
Figure 5.5) includes the layout with kth earliest due task encoded at its pick-up location and AVs 
encoded at their current mission’s drop-off location. The second input includes AV’s current 
mission completion travel distance estimate obtained from each AV directly encoded as a vector 
(refer to Figure 5.6). These two inputs are processed differently and in parallel. The image like 
data of the warehouse cost map is treated the same as the previous architecture, while the vector 
data skips the convolution layer treatments and is directly processed using the fully connected 
layers for feature extraction and decision making. The two-input streams merge in the fully 
connected layer before the decision is made. The last layer contains neurons equal to the fleet size 
because the decision being made answers which vehicle is suitable for a given task. Next, the 
softmax function is applied to this last layer to obtain a probability distribution. The last layer is 
indexed, and each index corresponds to an AV. The index corresponding to an AV that has the 
maximum probability is selected as the best AV for the given task.  
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Figure 5.5. Sample input warehouse cost map with all AVs at the current mission’s drop-off 
location and the kth earliest due task is all shown as a grayscale image. 
 
Figure 5.6. Sample input vector indicating expected travel distance for 𝑣’s mission completion, 
where 𝑣 ∈ 𝒱. 
The concept behind this approach is that the proximity information can be effectively 
extracted from an image using convolution layers. Further, using this spatial information, the 
distance between two locations can be determined and using the vector information a filter can be 
added to eliminate vehicles that are not suitable. By combining these two insights the learning 
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algorithm can be used to extract the necessary features and provide a reasonable choice of vehicle 
for the given 𝑘𝑡ℎ earliest due task. 
 The loss function used is log loss that considers the relative logarithmic error between the 
ground truth and prediction output. The L2 regularization (Krogh & John, 1992) and dropout 
(Srivastava et al., 2014) techniques are used to prevent overfitting issues while training. Lastly, 
the optimization function used is Adam optimizer (Ruder, 2016).  
The general model architecture shown in Figure 5.7 is parameterized over 〈𝑛, 𝑚, 𝑁1, 𝑁2〉 
same as the previous model and it further includes 〈𝐴1, 𝑘, 𝑀1, 𝐵1, 𝑀2, 𝐵2, 𝑉〉, where 𝐴1, 𝐵1, and 𝐵2 
are non-linear activation functions, while 𝑀1, 𝑀2 and V are the number of neurons in a given layer 
and 𝑘 is the number of repeated FC 𝑀1, 𝐵1 units. The highway network module used is the same 
as the one explained previously. The major difference in the presented architecture from the 
previous one is marked by the presence of a parallel vector input path. This route skips the 
convolutional layers owing to its input data structure. The independent decisions thus arrived by 
these two processes are combined to yield a final decision on the best AV for the given kth earliest 
due task. The final decision is interpreted from the last softmax layer which provides the 
probability corresponding to each AV index. The AV index with the highest probability is the 
model decision output. 
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Figure 5.7. 𝐷2 general model architecture. 
The D2 model thus developed is iteratively used to find the best k
th early due task for AV 
𝑣𝑑. Each iteration determines the best AV for the 𝑘
𝑡ℎ early due task using 𝐷2. The loop stops either 
if 𝑣𝑑 is better than all competing AVs for task 𝑘 or there is no completing AV available. At the 
end of each iteration that has a completing AV better than 𝑣𝑑  the corresponding AV is first 
removed from competition and 𝑘 is changed to 𝑘 + 1. Refer to Figure 5.8 for a visual description 
of this iterative process. 
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Figure 5.8. Flowchart of 𝐷2 task selection algorithm.   
5.2.3 DLT: Combined 
In this section an approach that combines the two DLT algorithms 𝐷1 and 𝐷2 developed previously 
is presented. The proposed approach analyzes the situation and uses a thresholding parameter to 
decide between selecting a system-level greedy task, which selects the kth earliest due task that is 
best for a given vehicle, versus a personal greedy task, which avoids traffic and is closer. 
5.2.3.1 Model Architecture 
The two models as presented previously are reused. The thresholding parameter chosen is the 
average total travel time per task. The average total travel time per task (?̅?) is computed using an 
iterative algorithm given as (5.2) and (5.3). 
 









 ?̅?  ←
𝑇
𝑛(ℒ) − 𝑛(ℒ𝑝)
,  (5.3) 
where 𝑑𝑖𝑣,𝑎𝑣
𝑡𝑟𝑎𝑣𝑒𝑙 is the travel distance from AV’s last idle location 𝑖𝑣 to the current mission’s pick-
up location 𝑎𝑣 and 𝑑𝑎𝑣,𝑏𝑣
𝑡𝑟𝑎𝑣𝑒𝑙 is the travel distance from the pick-up location 𝑎𝑣 to drop-off location 
𝑏𝑣. This thresholding parameter adapts to any given scenario and only uses historic data. Hence, 
it adds no significant computational load. The algorithm using this thresholding approach is 
presented in Figure 5.9. The concept behind the developed algorithm is to capitalize on a greedy 
approach when a given task completion is expected to be delayed. This alleviates the domino effect 
incurred on the completion time of the subsequent tasks. Such an approach is more suitable to 
handle conditions where the due date is more densely spaced. The algorithm works as follows. 
First, it determines the kth earliest due task best suited for the given AV. Then it considers its 
available time before due given as 𝑡𝑘 = 𝑡𝑘
𝑑𝑢𝑒 − 𝜉, where 𝑡𝑘
𝑑𝑢𝑒 are the task 𝑘’s due date and 𝜉 is the 
current instant and compares it against the threshold value ?̅?. If 𝑡𝑘 < ?̅? and 𝑛(ℒ𝑝) > 1, then the 
task selection decision from 𝐷1 is chosen, else if, 𝑡𝑘 ≥ ?̅? and 𝑛(ℒ𝑝) > 1,  then the task selection 
decision from 𝐷2 is chosen. Lastly, if 𝑛(ℒ𝑝) ≤ 1, then the deciding vehicle defaults to selecting 
the remaining available task.  
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Figure 5.9. Flowchart of DLT combined algorithm (𝐷3) 
 
5.3 Implementation 
The DLT algorithm is implemented in the python programming language and uses the TensorFlow 
graph computing package by Google to process the deep learning model. The computation uses 
both the CPU and GPU. 
5.4 Experimentation 
In this section, the warehouse simulation experimental platform developed is first presented. Then 
the model training and testing using the data generated from the simulation platform are covered. 
Further, a comparative study of the developed deep learning approaches is performed using a 
warehouse simulation experiment. Lastly, the results and analysis are presented.  
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5.4.1 Warehouse Simulation 
The warehouse system as explained in section 4.1 is translated into a simulation framework. The 
warehouse simulation architecture developed is presented in Figure 5.10. The major elements of 
the warehouse simulation include the Task List, Autonomous Vehicle (AV), Warehouse 
Environment and Task Performance. To obtain a system-level performance measure the 
warehouse simulation performance is aggregated.  
 
Figure 5.10. Warehouse Simulation Architecture 
The warehouse simulation has three concurrent communication layers: A, B, and C. Layer 
A include the communications between the task list that needs to be completed and the AV fleet. 
The interaction occurs only when an AV is idle and is making a task selection decision. The layer 
B includes communication between the warehouse environment, task list, and AV. This layer is 
updated at each timestep; hence it is one of the most critical elements of the simulation architecture. 
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The different update items include AV location on the cost map, due date, task list encoded on the 
cost map, the task selection decision on the task list, pick-up and drop-off sub-task completion, 
and traffic delays. Lastly, in layer C the data from all the simulation elements are extracted to 
compute task-related performance measures. The performance measure thus computed is 
aggregated to determine the system-level performance measures. Next, let’s take a closer look at 
the initialization and mechanics of the warehouse simulation. 
The warehouse environment starts with a warehouse layout as shown in Figure 5.11. The 
layout is translated and represented in a two-dimensional grid space where each cell as explained 
earlier is treated as a node (refer to Figure 5.12). Further, the grid space is converted into a cost 
map 𝑚 for use in path planning and for constructing the warehouse current state information (refer 
to Figure 5.13). The different number encoding in the cost map indicates shelf locations, staging 
locations, free space, AVs, active and pending task locations (refer to Table 5.1). The number 
encoding is chosen based on a grayscale range, which ranges from 0 through 255. The values 
chosen are mainly to differentiate different entities and the exact value used to represent is trivial. 
However, a consistent scheme needs to be defined and followed. Moreover, to simplify the 
simulation, the AV is assumed to be a square-shaped robot with an edge dimension equal to the 
smallest side. The dimension of the smallest side is chosen against the largest side because most 
of the autonomous forklift or robot application works based on material moved on pallets or boxes 
that are roughly square. Hence, using the pallet as the base dimension the AV width is designed 
accordingly and further using this as the standard cell dimensions reduce localization errors. 
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Figure 5.11. Example showing warehouse layout in top view. 
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Figure 5.12. Example showing cells with nodes overlapping the warehouse layout. 
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Figure 5.13. Example showing the warehouse cost map. 
Table 5.1. Cost Map Encoding Scheme. 
Number/Encoding Warehouse State Element 
30 Free Space 
70 Autonomous Vehicle 
90 Pending Tasks 
130 Active Tasks 
>200 Shelf Locations with Aisle Number 
150 Staging Locations 
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Once the warehouse layout and cost map are available the task list is generated. The task 
identified by a Task ID is uniformly and randomly sampled from a list of potential task 
nodes/locations 𝒯 that includes both shelves and staging locations. For each of the sampled tasks 
depending upon its location, the category is determined. That is if such a sampled task is a shelf 
location then it is a retrieval task else it is a put-away task. For each task ID, based on the task 
categories, the drop-off location is sampled from a subset of the task pool 𝒯. In case of a retrieval 
task, the drop-off location is drawn from 𝒯𝑠𝑡𝑎𝑔𝑖𝑛𝑔  otherwise 𝒯𝑠ℎ𝑒𝑙𝑓 . Further, 𝒯 = 𝒯𝑠𝑡𝑎𝑔𝑖𝑛𝑔 ∪
𝒯𝑠ℎ𝑒𝑙𝑓 and 𝒯𝑠𝑡𝑎𝑔𝑖𝑛𝑔 ∩ 𝒯𝑠ℎ𝑒𝑙𝑓 ∈ {𝜙} . These three sets along with the three-task status set as 
explained earlier in section 4.3.1: ℒ, ℒ𝑝 and ℒ𝑎 help manage the task lifecycle in the warehouse 
simulation. The tasks that are selected as either retrieval or a put-away task are removed from the 
subsets 𝒯𝑠𝑡𝑎𝑔𝑖𝑛𝑔 or 𝒯𝑠ℎ𝑒𝑙𝑓 and 𝒯 to prevent duplication. This aspect ensures that a fair spread of 
tasks is obtained in any given replication of the simulation run. The drop-off locations are the only 
nodes that are recycled after task completion. This is necessary to keep both the pick-up and drop-
off location inventories in a steady state in case of an unequal split of available locations. Also, to 
allow a larger feasibility of variation in different replications the maximum number of samples is 
restricted to 90% of the potential task locations for any given scenario. 
Next, the due dates for the tasks on the task list are assigned using a uniform random 
distribution with lower and upper limits set based on the required completion rate of tasks. Further, 
the number of task samples to be drawn depends on the desired simulation length. Once the tasks 
are sampled, they are first ordered by the due date in ascending order. This is a typical pre-
processing step done using the WMS like system. The size of the pending task list ℒ𝑝 is set to 𝑛 
and is maintained by adding new tasks into the list as assignments/selections are made. Once 𝒯𝑠, 
which is the set of sampled tasks from 𝒯, reaches a set with size 𝑛 the pending task list enters a 
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depleting stage, but until then the pending task list is maintained at a steady-state. This serves two 
purposes, first, it creates a dynamic task list and second having a constant task list size enables 
evaluation of different task selection methods comparable. Further, considering that the study aims 
to develop methods that are independent of the task list size, the choice of the task list size 𝑛 is 
only relevant to create varying situations and is otherwise trivial in the context of the current study. 
 In a typical warehouse simulation scenario, an AV when idle accesses the task list and 
combines the remaining current state information obtained from the warehouse environment to 
arrive at a task selection decision. The decided task is executed in the warehouse environment. The 
simulation platform employees a timestep approach where the resolution is determined based on 
several factors. Some of them include AV’s average speed, total simulation time and 
computational power available. For simplicity, it is recommended to consider 1 timestep as the 
time required to move from one node to its adjacent one. Next, path planning and traversing are 
handled by the vehicle. Therefore, as a task is selected by the AV, it plots a path that first reaches 
the pick-up node where it loads the material and then to its drop-off node. Considering that the 
current research objective is to evaluate the decision quality and their associated performance, the 
loading and unloading time delay is modeled to have no impact. This simplification reduces overall 
simulation runtime. As time progresses in timesteps the vehicle transverses through the map 
fulfilling its mission and the different communication layers help update the simulation 
environment. The last component of the simulation is modeling traffic. 
 Traffic is a very critical aspect of a warehouse. With larger aisles as catered by the current 
study, it is realistic to assume that during loading and unloading a material the entire aisle is 
blocked. Further, this blockage induces a delay to any other AV that needs to get to a task that is 
in the same aisle. The expected traffic is estimated based on active tasks present in the given aisle. 
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The associated expected delay is modeled using a stochastic timestep delay that linearly scales as 
the number of active tasks present in each aisle. For example, if the number of active tasks in a 
given aisle is 2 and the idle AV chooses a task that is in this same aisle, the expected traffic penalty 
or delay that would be applied will have a stochastic timestep value of (2 × 10) ± 2. The actual 
delay in the simulation is randomly chosen within this range of values at runtime to create a 
stochastic behavior. To ease modeling, the expected delay thus applied is enacted at the pickup 
location of the affected AV. 
5.4.2 Implementation 
The simulation environment is implemented in a python programing language. The different 
components task list, environment, AV and performance measure are modularized for easy 
debugging and upgrade. The resulting simulation platform can run multiple replications without 
interruptions and the random number generators are driven based on a seed value that changes for 
every replication. This seeding approach enables the recreation of results independent of the 
computer system, configuration, time, and other random factors. 
5.4.3 Model Training and Testing 
The simulation platform developed in section 5.3 is used for generating the training and testing 
datasets. Also, the same platform is used to assess the potential of the developed DLT approach 
for warehouse task selection. The current section covers the different warehouse scenarios 
considered for experimentation and their related training and testing datasets and the model testing 
performance. 
 The different warehouse scenarios considered for evaluation are presented in Table 5.2. 
From the table, it’s evident that there are 2 distinct scenarios. Each scenario needs a training 
dataset, testing dataset, and a unique model for each approach 𝐷1 and 𝐷2. 
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Table 5.2. Experimental Scenario Description. 
Experimental Factor Scenario 1 Scenario 2 
Warehouse 
Features 
Fleet Size (#) 4 6 
Warehouse Size (w ft. × h ft.) 204 × 168 208 × 248  
Potential Task Locations (#) 640 920 
Total No. of Tasks to complete (#) 475 675 
Pending Task List Size (#) 25 25 
 
The cost map for scenario 1 and 2 are given in figures 5.14 and 5.15 respectively.  
 
Figure 5.14. Sample cost map of scenario 1 with potential task locations and AVs highlighted. 
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Figure 5.15. Sample cost map of scenario 2 with potential task locations and AVs highlighted. 
The model thus developed per scenario using the DL algorithm development framework are 
represented as 𝐷11, 𝐷12, 𝐷21 , 𝐷22, 𝐷31and 𝐷32  where 𝐷12  implies 𝐷1  DLT approach adapted for 
scenario 2 and 𝐷32 is the DLT combined algorithm adapted for scenario 2. The changes within the 
model of a similar approach (𝐷1 or 𝐷2) lies in the number of neurons and the number of similar 
layer stacking, but the general model architecture remains the same. This change is essential to 
avoid model overfitting issues and to adapt to the layout dimensions. The different models 
developed are presented in tables 5.3 and 5.4 for 𝐷11, 𝐷12, 𝐷21 and 𝐷22 respectively. It is to be 
noted that 𝐷3  models do not have a model building process as they are essentially using a 
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combination of developed models 𝐷11 or 𝐷12 and 𝐷21 or 𝐷22 depending on a scenario. Next, the 
dataset for each of the four models is prepared. 
Table 5.3. 𝐷1 model parameter values used for scenarios 1 and 2. 
Model Parameter D11 D12 
n 0 1 
m 4 4 
N1 2048 4096 
N2 2048 2048 
L 640 920 
 
Table 5.4. 𝐷2 model parameter values used for scenarios 1 and 2. 
Model Parameter D21 D22 
n 0 1 
m 4 4 
N1 512 256 
A1 Leaky ReLU Tanh 
N2 512 256 
V 4 6 
M1 12 12 
B1 Leaky ReLU Sigmoid 
M2 12 NA 
B2 Tanh Tanh 
 
The training and testing dataset summaries are presented in Table 5.5. The table reveals that 
the current study employs a 70-30 or 60-40 split for training versus testing dataset. The training 
and testing datasets are prepared using the simulation platform developed in section 5.3. The 
dataset preparation works as follows. For each task selection decision event in the simulation run 
the model related input information and its corresponding task selection decision or the ground 
truth is recorded. Further, each replication of the simulation run is executed using unique seed 
values to create unique scenarios. The task selection decisions made in the simulation run for the 
dataset generation are obtained using rule-based algorithms. The algorithm used to get a reasonable 
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task selection decision for 𝐷1 first considers the tasks that have the lowest expected aisle traffic 
delay based on active tasks present on the warehouse cost map. The aisle with 𝑛 active task 
corresponds to a traffic delay of 𝑛 × 𝑡𝑑𝑒𝑙𝑎𝑦, where 𝑡𝑑𝑒𝑙𝑎𝑦 is the expected traffic delay if an AV is 
blocking an aisle. Next, the closest task among them is determined by ranking the travel distance 
information computed using the 𝐴∗ algorithm for each pending task in the low traffic aisles. For 
𝐷2, the ground truth data is obtained using a rule-based algorithm that determines the k
th earliest 
due task that best suits the deciding AV. The best-suited AV is determined by considering each 
AV’s expected current mission completion time and expected travel time to complete the target kth 
earliest due task. The AV with the lowest proposed expected total travel time gets the task. If the 
best AV is not the deciding AV, then the process repeats with the best AV removed from the 
competing pool and the target task changed to 𝑘 ← 𝑘 + 1 and until the deciding AV is the best AV 
for the kth task.  
Table 5.5. Summary of Training and Testing Datasets 
   Dataset Size 
Identifier Model Scenario Training Testing 
D11 D1 1 35840 14250 
D21 D2 1 37136 16118 
D12 D1 2 27600 20250 
D22 D2 2 61302 26433 
 
Once the dataset is prepared, the training and testing process is initiated. For each of the 
models, the training and testing processes follow the DL algorithm development framework 
described earlier in section 5.1. After ever epoch of training, the training accuracy is recorded on 
~1500 training data points and validation accuracy is recorded on ~1500 sample data points, which 
are obtained from the test dataset (Refer to figures 5.16 − 5.19 for plots showing accuracies over 
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each epoch for DLT models: 𝐷11, 𝐷12, 𝐷21 , and 𝐷22). Moreover, both the samples are drawn 
evenly across the datasets. The training and validation accuracies thus measured, only computes 
the accuracy concerning the model’s ability to make the same task selection as the ground truth. 
Next, the amount of training required for a learning model is decided based on one of the two 
conditions. First, if the improvement in prediction accuracy does not significantly increase over 
several epochs and second if the decrease in loss value is not significant. An alternative condition 
occurs if the loss value increases, which implies that the model is not learning or converging and 
therefore requires model hyper-parameter tuning. This can be alleviated by changing the learning 
rate, increasing the number of layers/ neurons, and/or changing the loss function among others. 
Further, when the model is trained to satisfaction, the model undergoes testing. In this, the model 
makes task decisions on the complete test dataset and the traditional accuracy is measured. 
 
Figure 5.16. Training vs Testing Accuracy Chart for 𝐷11. 
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Figure 5.17. Training vs Testing Accuracy Chart for 𝐷12. 
 
 
Figure 5.18. Training vs Testing Accuracy Chart for 𝐷21. 
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Figure 5.19. Training vs Testing Accuracy Chart for 𝐷22. 
The testing performance results for the DLT models are presented in Table 5.6. The results indicate 
that the model has indeed learned the traffic avoidance, distance, due date and collaboration 
behaviors from the input data. 
Table 5.6. Testing Accuracies for DLT models 
Identifier Model Scenario Testing Accuracy (%) 
D11 D1 1 52.50 
D21 D2 1 79.60 
D12 D1 2 58.10 
D22 D2 2 67.00 
 
Further, the DL approach is evaluated using a new measure that objectively classifies the 
acceptability of the decision. The new measure considers whether the decision taken is within an 
acceptable range from the ground truth measure of interest. In the case of 𝐷1 , the measure 
𝑖 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝𝑠 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐷1 is used which is defined as the percentage of instances the prediction 
falls within 𝑖 timesteps over an expected travel distance of the ground truth task. Further, the 
effective traffic avoidance measure is used that captures the accuracy of the model to avoid traffic 
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when present and feasible. Next, for 𝐷2 the measure 𝑖 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝𝑠 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐷2 is used which is 
defined as the percentage of instances the predicted AV’s expected travel distance to kth earliest 
due task falls within 𝑖 timesteps over the best AV’s expected travel distance. For the current study, 
1 timestep is considered as the time required to travel 4 ft by a given AV. The results obtained on 
the test datasets for 𝐷1 and 𝐷2 are given in tables 5.7 and 5.8 respectively. The table includes 5, 
10, 15 and 20 timesteps Accuracies for both the algorithms, which translates to about 5% through 
20% above the average total travel time per task (~100 timesteps) respectively. 
Table 5.7. Results obtained from Testing 𝐷1 on scenarios 1 and 2 datasets. 
Measures D11 D12 
Accuracy (%) 52.50 58.10 
5 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟏 (%) 79.38 81.74 
10 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟏 (%) 85.26 87.59 
15 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟏 (%) 89.02 90.86 
20 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟏 (%) 91.69 92.87 
Effective Traffic Avoidance (%) 69.47 76.75 
 
Table 5.8. Results obtained from Testing 𝐷2 on scenarios 1 and 2 datasets. 
Measures D21 D22 
Accuracy (%) 79.60 67.00 
5 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟐 (%) 90.02 80.66 
10 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟐 (%) 92.95 85.55 
15 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟐 (%) 95.01 89.20 
20 𝐓𝐢𝐦𝐞𝐬𝐭𝐞𝐩 𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲𝑫𝟐 (%) 96.45 91.93 
 
5.4.4 Simulation Experiment 
Once the models are trained and tested, the deployable models are evaluated using the warehouse 
simulation experiment. The simulation platform developed is used for this purpose. The warehouse 
simulation is run on two scenarios with each of the DLT models: 𝐷11, 𝐷12, 𝐷21, 𝐷22, 𝐷31and 𝐷32, 
and the algorithms termed as TSTDR S1, TSTDR S2, CEDR S1, and CEDR S2 used to feed good 
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decisions for training D11, D12, D21, and D22 respectively. For each run, the warehouse system 
performance measures as described in section 4.3.5 are captured. the simulation experiment is 
performed and.  The simulation is run for 30 replications for each scenario and algorithm. The two 
scenarios are used to also understand the scalability of deep learning approaches. The warehouse 
layouts and cost maps used for this experiment are the same as introduced in figures 6.14 and 6.15 
for scenarios 1 and 2 respectively. The simulation experiment results and analysis are presented in 
the following section. 
5.4.5 Results and Analysis 
The simulation-based experimental study is performed on 2 warehouse scenarios – S1 and S2, and 
the results and the analysis are presented in this section.  
5.4.5.1 Scenario 1 
In Scenario 1 (S1), the warehouse system’s performance measures recorded from the 
simulation runs of 3 different task selection algorithms – DLT: Traffic Avoidance & Travel Time 
Reduction (𝐷11), DLT: Earliest Due Date and Collaboration (𝐷21) and DLT: Combined (𝐷31) and 
on 30 replications are analyzed using a one-way analysis of variance plots. The one-way plot of 
variance for performance measures: % Tardy Instances (𝑃𝑇), Average Tardiness (𝑡̅), Total Travel 
Distance (𝑑), Makespan (m) and Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) each against the categorical 
variable – the different algorithm, is shown in figures 5.20−5.24 respectively. The plots show 
individual data points, the mean diamond (green) that provides the 95% confidence interval around 
the group mean and overlap marks (𝑚𝑒𝑎𝑛 ±  
𝐶𝐼
2√2
) parallel to the middle mean line that helps 
visually determine whether there is a significant difference among different algorithms, and lastly, 
the blue lines mark one-standard deviation about the mean in both directions (SAS Institute Inc., 
2018). Following each one-way analysis plot, results from a post hoc analysis performed using all 
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pairs Tukey-Kramer HSD test on group means is provided.  This analysis is done to statistically 
validate the difference between the algorithms as seen in the plots. 
The result table is ordered based on the largest to the smallest mean difference between different 
algorithm pairs. The p-values less than 0.05 significance level are highlighted in bold to indicate 
that the comparison is statistically significant at a 95% confidence interval. 
From Figure 5.20, pairs TSTDR S1 and D11, and CEDR S1 and D21 share a similar 
pattern, which is the desired behavior. This reinforces that the deep learning model has learned the 
decision logic effectively. Interestingly, both CEDR S1 and D21 both show a larger within-group 
variation as compared to the remaining algorithms. Further, among the deep learning approaches 
D31, which is a combination approach of D11 and D21, is observed to yield a slightly better result. 
 
Figure 5.20. One-way Analysis Plot of % Tardy Instances (𝑃𝑇) by Algorithm. 
From the HSD test results (Table 5.9), it can be asserted that most of the observations made 
from Figure 5.20 are valid at a 95% confidence level. However, D31 is not significantly different 
than D11 and TSTDR S1 approaches. Further, based on statistical evidence it is valid to claim that 
D31 and D11 are both better than D21. 
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Table 5.9. Ordered difference report from all pairs Tukey-Kramer HSD test for % Tardy 
Instances (𝑃𝑇) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
CEDR S1 TSTDR S1 19.70567 3.304044 10.5786 28.83278 <.0001 
D21 TSTDR S1 19.523 3.304044 10.3959 28.65011 <.0001 
CEDR S1 D31 18.352 3.304044 9.2249 27.47911 <.0001 
D21 D31 18.16933 3.304044 9.0422 27.29645 <.0001 
CEDR S1 D11 14.00033 3.304044 4.8732 23.12745 0.0004 
D21 D11 13.81767 3.304044 4.6906 22.94478 0.0005 
D11 TSTDR S1 5.70533 3.304044 -3.4218 14.83245 0.4209 
D11 D31 4.35167 3.304044 -4.7754 13.47878 0.6811 
D31 TSTDR S1 1.35367 3.304044 -7.7734 10.48078 0.994 
CEDR S1 D21 0.18267 3.304044 -8.9444 9.30978 1 
 
Following the performance on % Tardiness, pairs TSTDR S1 and D11, and CEDR S1 and 
D21 again share similar patterns. However, D11 has a smaller within-group variance in 
comparison to TSTDR S1. This behavior though is not expected provides an interesting take on 
the deep learning based-task selection. Further, both CEDR S1 and D21 have the least Average 
Tardiness among the algorithms compared (refer to Figure 5.21). D31 has a higher variance in 
comparison to D21 and D11. But TSTDR S1 has the worst Average Tardiness among the 
algorithms in comparison. Combining %Tardiness and Average tardiness observations for TSTDR 
S1, it can conclude that on an average ~10% of tasks have tardiness of ~40 minutes each. 
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Figure 5.21. One-way Analysis Plot of Average Tardiness (𝑡̅) by Algorithm. 
The difference in performance observed and discussed earlier on the Average Tardiness 
measure are all valid based on the statistical comparison results from Table 5.10. 
Table 5.10. Ordered difference report from all pairs Tukey-Kramer HSD test for Average 
Tardiness (𝑡̅) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
TSTDR S1 CEDR S1 2289.466 79.21746 2070.64 2508.297 <.0001 
TSTDR S1 D21 2283.45 79.21746 2064.62 2502.281 <.0001 
D11 CEDR S1 1959.601 79.21746 1740.77 2178.432 <.0001 
D11 D21 1953.585 79.21746 1734.75 2172.416 <.0001 
TSTDR S1 D31 1395.109 79.21746 1176.28 1613.94 <.0001 
D11 D31 1065.244 79.21746 846.41 1284.075 <.0001 
D31 CEDR S1 894.357 79.21746 675.53 1113.188 <.0001 
D31 D21 888.341 79.21746 669.51 1107.172 <.0001 
TSTDR S1 D11 329.865 79.21746 111.03 548.696 0.0005 




From Figure 5.22, it is observed all the algorithms have a large within-group variance. 
TSTDR S1 has the lowest total travel distance, followed by D11, D31, CEDR S1, and D21. CEDR 
S1 and D21 yield similar total travel performance indicating that the deep learning model is 
effective in understanding the collaboration aspect. Further, D11 is showing a strong departure 
from TSTDR S1, which is understandable considering the accuracy achieved in determining the 
best traffic avoiding and shortest travel path task is ~52%. Lastly, it is to be noted that D31, CEDR 
S1, D21, and D11 all have a large within-group variance indicated by the overlapping mean 
diamonds. This might result in an insignificant difference among D31, D11, CEDR S1, and D21 
algorithms. 
 
Figure 5.22. One-way Analysis Plot of Total Travel Distance (𝑑) by Algorithm. 
Next, from the HSD test results (Table 5.11), it can be deduced that the Total Travel 
Distance measure for D11 and D21 are significantly different, while D31 is not different from D11 
and D21 due to a large variance as also noted in observations for Figure 5.22.   
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Table 5.11. Ordered difference report from all pairs Tukey-Kramer HSD test for Total Travel 
Distance (𝑑) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
D21 TSTDR S1 15551.47 542.5831 14052.6 17050.3 <.0001 
CEDR S1 TSTDR S1 15329.47 542.5831 13830.6 16828.3 <.0001 
D31 TSTDR S1 14369.87 542.5831 12871 15868.7 <.0001 
D11 TSTDR S1 13116.4 542.5831 11617.6 14615.24 <.0001 
D21 D11 2435.07 542.5831 936.2 3933.9 0.0001 
CEDR S1 D11 2213.07 542.5831 714.2 3711.9 0.0007 
D31 D11 1253.47 542.5831 -245.4 2752.3 0.1476 
D21 D31 1181.6 542.5831 -317.2 2680.44 0.194 
CEDR S1 D31 959.6 542.5831 -539.2 2458.44 0.3959 
D21 CEDR S1 222 542.5831 -1276.8 1720.84 0.9941 
 
From Figure 5.23, it is again observed that all the algorithms have a larger variance. 
Further, like Total Travel Distance, the Makespan measure also yields a similar observation with 
regards to D11. Further, the algorithms: D31, CEDR S1, D21, and D11 all have a large within-
group variance indicated by the overlapping mean diamonds. This might again result in an 
insignificant difference among D31, D11, CEDR S1, and D21 algorithms. 
 
Figure 5.23. One-way Analysis Plot of Makespan (m) by Algorithm. 
70 
The difference between D31 and other deep learning algorithms is insignificant at a 95% 
confidence interval. However, the difference observed between D11 and TSTDR S1 is statistically 
significant. 
Table 5.12. Ordered difference report from all pairs Tukey-Kramer HSD test for Makespan (m) 
by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
D21 TSTDR S1 0.3021836 0.0087465 0.278022 0.326345 <.0001 
CEDR S1 TSTDR S1 0.2982614 0.0087465 0.2741 0.3224228 <.0001 
D31 TSTDR S1 0.2890031 0.0087465 0.264842 0.3131645 <.0001 
D11 TSTDR S1 0.2713449 0.0087465 0.247184 0.2955063 <.0001 
D21 D11 0.0308387 0.0087465 0.006677 0.055 0.0051 
CEDR S1 D11 0.0269165 0.0087465 0.002755 0.0510779 0.0208 
D31 D11 0.0176582 0.0087465 -0.006503 0.0418195 0.2622 
D21 D31 0.0131805 0.0087465 -0.010981 0.0373419 0.5597 
CEDR S1 D31 0.0092583 0.0087465 -0.014903 0.0334197 0.8273 
D21 CEDR S1 0.0039222 0.0087465 -0.020239 0.0280835 0.9916 
 
From Figure 5.24, the variance pattern continues to be largely spread in CEDR S1, and 
deep learning approaches. D21 has the lowest Average Traffic Delay among the deep learning 
approaches. Further, the difference between TSTDR S1 and D11 is evident again in the current 
measure. As aisle traffic, travel distance, and makespan are all related measures, the observations 
can be attributed to accuracy. Hence, with more training and testing, the model could potentially 
yield results that are on par with the TSTDR S1. However, D21 and CEDR S1 both share similar 




Figure 5.24. One-way Analysis Plot of Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
From Table 5.13, the difference in traffic delays between D11 and D21 and between D31 
and D21 are significant at a 95% confidence level. Therefore, the observations based on the mean 
line from Figure 5.24 are valid except the difference between D11 and D31, which is statistically 
insignificant. 
Table 5.13. Ordered difference report from all pairs Tukey-Kramer HSD test for Average Traffic 
Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
D11 TSTDR S1 1.99323 0.0450282 1.86884 2.117616 <.0001 
D31 TSTDR S1 1.922997 0.0450282 1.79861 2.047384 <.0001 
D21 TSTDR S1 1.773347 0.0450282 1.64896 1.897733 <.0001 
CEDR S1 TSTDR S1 1.759888 0.0450282 1.6355 1.884274 <.0001 
D11 CEDR S1 0.233342 0.0450282 0.10896 0.357728 <.0001 
D11 D21 0.219882 0.0450282 0.0955 0.344268 <.0001 
D31 CEDR S1 0.16311 0.0450282 0.03872 0.287496 0.0036 
D31 D21 0.14965 0.0450282 0.02526 0.274036 0.0098 
D11 D31 0.070232 0.0450282 -0.05415 0.194618 0.5256 
D21 CEDR S1 0.01346 0.0450282 -0.11093 0.137846 0.9982 
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Lastly, the summary Table 5.14 shows group means and standard deviation (enclosed 
within brackets) of different performance measures against different algorithms. The best result 
for each performance measure that is significantly different from the lot is highlighted in green. 
From the summary table, it is evident that all three deep learning approaches provide a unique 
benefit to the overall warehousing performance. D31 is a combination of D11 and D21, hence 
choosing D31 among the deep learning approaches provide an overall benefit when considering 
tardiness as the primary deciding factor. 
















9.49 2422.54 171964.67 2.73 0.21 
(1.15) (407.47) (2025.82) (0.03) (0.07) 
D11 
15.19 2092.67 185081.07 3.01 2.20 
(1.72) (212.18) (2226.05) (0.04) (0.18) 
CEDR S1 
29.19 133.07 187294.13 3.03 1.97 
(19.75) (86.44) (1929.85) (0.03) (0.19) 
D21 
29.01 139.09 187516.13 3.04 1.98 
(20.07) (87.58) (2235.37) (0.04) (0.19) 
D31 
10.84 1027.43 186334.53 3.02 2.13 
(4.62) (494.43) (2073.48) (0.03) (0.22) 
 
5.4.5.2 Scenario 2 
The analysis performed in Scenario 2 (S2) is the same as Scenario 1. The one-way plot of 
variance for performance measures: % Tardy Instances (𝑃𝑇), Average Tardiness (𝑡̅), Total Travel 
Distance (𝑑), Makespan (m) and Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) each against the categorical 
variable – the different algorithms, is shown in figures 5.25 − 5.29 respectively. Following each 
one-way analysis plot, results from a post hoc analysis performed using all pairs Tukey-Kramer 
HSD test on group means is provided.  
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From Figure 5.25, it is observed that D32 has the lowest % Tardy Instances among the 
deep learning approaches considered. Further, both CEDR S2 and D22 show a larger within-group 
variation as compared to the remaining algorithms. D12 is better than D22 both in terms of spread 
and value. But D32 and D12 are only slightly apart. Lastly, like S1, S2’s deep learning algorithms 
– D12 and D22 do share similar patterns with their generating algorithms: TSTDR S2 and CEDR 
S2. 
 
Figure 5.25. One-way Analysis Plot of % Tardy Instances (𝑃𝑇) by Algorithm. 
From Table 5.15, it can be asserted that the observations made earlier are valid at a 95% 
confidence interval. Further, based on statistical evidence it is valid to claim that D32 and D12 are 
both better than D22 as the difference between D12 and D32 is not statistically significant at a 
95% confidence level. This difference in performance informs the capability of the deep learning 




Table 5.15. Ordered difference report from all pairs Tukey-Kramer HSD test for % Tardy 
Instances (𝑃𝑇) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
CEDR S2 TSTDR S2 35.812 3.20334 26.9631 44.66093 <.0001 
CEDR S2 D32 33.27833 3.20334 24.4294 42.12726 <.0001 
D22 TSTDR S2 32.518 3.20334 23.6691 41.36693 <.0001 
CEDR S2 D12 30.952 3.20334 22.1031 39.80093 <.0001 
D22 D32 29.98433 3.20334 21.1354 38.83326 <.0001 
D22 D12 27.658 3.20334 18.8091 36.50693 <.0001 
D12 TSTDR S2 4.86 3.20334 -3.9889 13.70893 0.5531 
CEDR S2 D22 3.294 3.20334 -5.5549 12.14293 0.8419 
D32 TSTDR S2 2.53367 3.20334 -6.3153 11.3826 0.9329 
D12 D32 2.32633 3.20334 -6.5226 11.17526 0.9501 
 
Following the performance on % Tardiness, both CEDR S2 and D22 have the least Average 
Tardiness among the algorithms compared (refer to Figure 5.26). D32 has a slightly higher 
variance in comparison to D22 and D12. But both TSTDR S2 and D12 have the worst Average 
Tardiness among the algorithms in comparison. Again, the deep learning approaches are seen 
sharing similar patterns with their generating algorithms. 
 
Figure 5.26. One-way Analysis Plot of Average Tardiness (𝑡̅) by Algorithm. 
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The difference in performance observed in Figure 5.26 on Average Tardiness measures is 
all valid based on the statistical comparison results from Table 5.16.  
Table 5.16. Ordered difference report from all pairs Tukey-Kramer HSD test for Average 
Tardiness (𝑡̅) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
D12 D22 1767.094 52.81962 1621.18 1913.003 <.0001 
D12 CEDR S2 1746.852 52.81962 1600.94 1892.762 <.0001 
TSTDR S2 D22 1727.871 52.81962 1581.96 1873.78 <.0001 
TSTDR S2 CEDR S2 1707.629 52.81962 1561.72 1853.539 <.0001 
D32 D22 1121.484 52.81962 975.58 1267.394 <.0001 
D32 CEDR S2 1101.243 52.81962 955.33 1247.152 <.0001 
D12 D32 645.609 52.81962 499.7 791.519 <.0001 
TSTDR S2 D32 606.386 52.81962 460.48 752.296 <.0001 
D12 TSTDR S2 39.223 52.81962 -106.69 185.132 0.9461 
CEDR S2 D22 20.241 52.81962 -125.67 166.151 0.9954 
 
From Figure 5.27, it is observed that all the algorithms have a large variance and further, 
D12 among the deep learning approaches has the lowest total travel distance, followed by D32 and 
D22. Like in S1, the difference in TSTDR S2 and D12 for S2 is again observed. 
 
Figure 5.27. One-way Analysis Plot of Total Travel Distance (𝑑) by Algorithm. 
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Next, from Table 5.17, it can be deduced that the difference in Total Travel Distance 
measure between D12 and D22 and between D22 and D32 are significantly different, while D32 
is not different from D12. Further, interestingly the D22 approach yields better performance in 
comparison to CEDR S2.  
Table 5.17. Ordered Difference report from all pairs Tukey-Kramer HSD test for Total Travel 
Distance (𝑑) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
CEDR S2 TSTDR S2 25606.67 612.2756 23915.3 27298.02 <.0001 
D22 TSTDR S2 24850.8 612.2756 23159.4 26542.15 <.0001 
D32 TSTDR S2 21302.4 612.2756 19611 22993.75 <.0001 
D12 TSTDR S2 19136.27 612.2756 17444.9 20827.62 <.0001 
CEDR S2 D12 6470.4 612.2756 4779 8161.75 <.0001 
D22 D12 5714.53 612.2756 4023.2 7405.89 <.0001 
CEDR S2 D32 4304.27 612.2756 2612.9 5995.62 <.0001 
D22 D32 3548.4 612.2756 1857 5239.75 <.0001 
D32 D12 2166.13 612.2756 474.8 3857.49 0.0049 
CEDR S2 D22 755.87 612.2756 -935.5 2447.22 0.7312 
 
From Figure 5.28, it is again observed that all the algorithms have a larger variance. 
Further, among the deep learning approaches, the makespan for D12 is the lowest and D22 is the 
highest. The difference performance between TSTDR S2 and D12 is again observed. However, 
D22 seems to be slightly better than CEDR S2. 
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Figure 5.28. One-way Analysis Plot of Makespan (m) by Algorithm. 
All the differences as noted in the observations above are statistically significant at a 95% 
confidence interval, except for the difference between CEDR S2 and D22. 
Table 5.18. Ordered Difference report from all pairs Tukey-Kramer HSD test for Makespan (m) 
by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
CEDR S2 TSTDR S2 0.3024024 0.0065869 0.284207 0.3205982 <.0001 
D22 TSTDR S2 0.2950378 0.0065869 0.276842 0.3132336 <.0001 
D32 TSTDR S2 0.2683991 0.0065869 0.250203 0.2865949 <.0001 
D12 TSTDR S2 0.2366009 0.0065869 0.218405 0.2547967 <.0001 
CEDR S2 D12 0.0658015 0.0065869 0.047606 0.0839973 <.0001 
D22 D12 0.0584369 0.0065869 0.040241 0.0766327 <.0001 
CEDR S2 D32 0.0340033 0.0065869 0.015808 0.0521991 <.0001 
D32 D12 0.0317982 0.0065869 0.013602 0.049994 <.0001 
D22 D32 0.0266387 0.0065869 0.008443 0.0448345 0.0008 
CEDR S2 D22 0.0073646 0.0065869 -0.010831 0.0255604 0.7968 
 
From Figure 5.29, the variance pattern continues to be largely spread. Among the deep 
learning approaches, D22 has the lowest Average Traffic Delay, which is followed by D12 and 
D32. The difference performance between TSTDR S2 and D12 is again observed. 
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Figure 5.29. One-way Analysis Plot of Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
From Table 5.19, the difference in traffic delays between D32 and D22 and between D32 
and D12 are significant at a 95% confidence interval. Therefore, the observations made from 
Figure 5.29 are valid except the difference between D12 and D22 which are statistically 
insignificant. 
Table 5.19. Ordered difference report from all pairs Tukey-Kramer HSD test for Average Traffic 
Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
D32 TSTDR S2 1.421856 0.0342541 1.32723 1.516479 <.0001 
D12 TSTDR S2 1.228968 0.0342541 1.13434 1.323592 <.0001 
CEDR S2 TSTDR S2 1.163026 0.0342541 1.0684 1.25765 <.0001 
D22 TSTDR S2 1.148303 0.0342541 1.05368 1.242927 <.0001 
D32 D22 0.273553 0.0342541 0.17893 0.368177 <.0001 
D32 CEDR S2 0.258829 0.0342541 0.16421 0.353453 <.0001 
D32 D12 0.192888 0.0342541 0.09826 0.287511 <.0001 
D12 D22 0.080665 0.0342541 -0.01396 0.175289 0.1339 
D12 CEDR S2 0.065942 0.0342541 -0.02868 0.160566 0.3088 
CEDR S2 D22 0.014724 0.0342541 -0.0799 0.109347 0.9928 
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Lastly, the summary Table 5.20 shows group means and standard deviation (enclosed 
within brackets) of different performance measures against different algorithms. The best result 
for each performance measure that is significantly different from the lot is highlighted in green. 
From the summary table, as also noted in S1 all three deep learning approaches offer different 
benefits, but D32 offers a middle ground both in terms of every performance measure reported. 
















8.33 1872.78 241073.73 2.56 0.11 
(0.98) (227.5) (2350.52) (0.03) (0.05) 
D12 
13.19 1912.00 260210.00 2.79 1.34 
(2.36) (244.65) (2699.34) (0.03) (0.16) 
CEDR S2 
44.14 165.14 266680.40 2.86 1.28 
(20.6) (72.23) (2346.86) (0.02) (0.14) 
D22 
40.84 144.90 265924.53 2.85 1.26 
(18.1) (83.34) (2237.7) (0.03) (0.12) 
D32 
10.86 1266.39 262376.13 2.82 1.54 
(3.29) (292.36) (2188.53) (0.02) (0.16) 
 
5.5 Discussions 
The testing evaluations reveal that the deep learning approaches 𝐷1, 𝐷2 and 𝐷3 have effectively 
learned the decisions taught using rule-based algorithms that choose the closest task while avoiding 
traffic and early due task selection considering collaborative opportunities. 𝐷3 is created based on 
combining two deep learning models, which opens new opportunities for multi-attribute task 
selection. Further, the simulation experiments validate the capability and potential of deep learning 
approaches for multi-attribute warehouse task selection applications. The experimental results 
show that the deep learning approaches can effectively make decisions considering the current 
situation and, in some cases, provide performance benefits. It is to be noted that these performance 
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results are achieved at relatively lower testing accuracy, which shows the effectiveness of the deep 
learning approaches. Hence, with more data and training it is highly likely to improve. Further, the 
evaluations demonstrate the potential of deep learning approaches to learn from given decisions 
and input data. 
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6 Situation based Greedy Task Selection 
The performance benefit achieved by combining different deep learning algorithms to cater to a 
larger set of decision attributes serves as a motivation to develop a complex rule based-decision 
algorithm. The algorithm thus conceived, could potentially be efficient in addressing the multi-
attribute task selection needs of the warehouse operations, and most importantly, serve as a source 
to generate the ground truth data for training the deep learning models. The rule-based algorithm 
thus arrived is termed as Situation based Greedy task selection (SGY). The current work introduces 
and implements the SGY rule that considers the opportunity for collaboration, earliest due task, 
traffic conditions and travel distance for effective task selection to improve overall warehouse 
operational efficiency. Lastly, a simulation-based experimental study is presented, and its 
performance evaluation discussed. 
6.1 Algorithm Design 
Let’s consider a warehouse layout of size ℎ × 𝑤, translated into grid space with the cell dimensions 
equal to 𝑙 × 𝑙 units, where 𝑙 is the smallest edge of the AV. In this grid space, each cell can be 
treated as a node that corresponds to the centroid of the cell to simplify calculations. Further, to 
compute the shortest path between two nodes in the grid space that avoids obstacles, the 𝐴∗ 
algorithm (Hart et al., 1968) is used, which is provided as a function below: 
 𝑑𝑎,𝑏 = 𝐷(𝑚, 𝑎, 𝑏). (6.1) 
In (6.1), 𝑑𝑎,𝑏 is the estimated distance between node 𝑎 and 𝑏 obtained using the function 𝐷(∙), 
which is parameterized over 𝑚  the grid space map that includes the cost to traverse each 
neighboring node for every node via arcs. Also, to compute the expected travel time the following 








𝑡𝑟𝑎𝑣𝑒𝑙  is the estimated time to traverse from node 𝑎  to 𝑏  by vehicle 𝑣  and 𝑢𝑣̅̅ ̅  is the 
average speed of vehicle 𝑣 ∈ 𝒱. Next, to determine the expected traffic delay at a given instant 
and task the following function is used: 
 𝑡𝑏
𝑑𝑒𝑙𝑎𝑦
= 𝐼(𝑏), (6.3) 
Where  𝑡𝑏
𝑑𝑒𝑙𝑎𝑦
 is the stochastic traffic delay expected to encounter in selecting a task corresponding 
to node 𝑏 and 𝐼(∙) is a function that provides this traffic delay time estimate. Further, the task list 
is given as ℒ, pending task list as ℒ𝑝 and active task list as ℒ𝑎. Also, we know that ℒ𝑝 ⊆ ℒ, ℒ𝑎 ⊆
ℒ and ℒ𝑝 ∩ ℒ𝑎 ∈ 𝜙. Using these definitions, the algorithm can be developed as follows. 
When a vehicle 𝑣𝑑 becomes idle it pulls the current state information from the WMS or 
similar system. Then from the current state information the pending task list ℒ𝑝 is first ordered by 
the earliest due date, and in ascending order.  
 ℒp
𝒪 = Π(ℒ𝑝). (6.4) 
In (6.4), Π(∙) is an ordering function. The first task or the earliest due task 1 from the ordered list 
ℒp
O is first considered for exploring the system level greedy decision space 𝕊. Now, the algorithm 
using the vehicle’s (𝑣) current location 𝑖𝑣, where 𝑣 ∈ 𝒱, and their current mission information, an 
estimated total completion time that includes completing the current mission task 𝑟 ∈ ℒ𝑎 for a 
given vehicle 𝑣 ∈ 𝒱, that has an estimated total travel time of 𝑡𝑣,𝑟
𝑡𝑟𝑎𝑣𝑒𝑙 left at an average speed of 
𝑢𝑣̅̅ ̅ to arrive at the drop-off location 𝑑𝑟 and then completing the task 1 that has a pick up at node 
𝑝1 and drop-off at node 𝑑1 for each of the 𝑣 ∈ 𝒱 is computed as below:  
 𝑡𝑠𝑐𝑜𝑟𝑒
𝑡𝑟𝑎𝑣𝑒𝑙 = 𝑡𝑣  
𝑡𝑟𝑎𝑣𝑒𝑙 + 𝑡𝑣,𝑑𝑟,𝑝1
𝑡𝑟𝑎𝑣𝑒𝑙 + 𝑡𝑣,𝑝1,𝑑1
𝑡𝑟𝑎𝑣𝑒𝑙       ∀𝑣 ∈ 𝒱. (6.5) 
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Based on these completion times (𝑡𝑠𝑐𝑜𝑟𝑒
𝑡𝑟𝑎𝑣𝑒𝑙    ∀𝑣 ∈ 𝒱), the best vehicle to complete the earliest due 
task 1 is determined as follows:  




If vehicle 𝑣𝑑 is not the best vehicle to complete the 1
st earliest due task, then the 1st task and the 
best vehicle 𝑣𝑏𝑒𝑠𝑡 are both removed from 𝕊 and the review process repeats with the new earliest 
due task 𝑘 ← 𝑘 + 1.   Alternatively, if the number of vehicles available to compare against is less 
than 1, then the last explored task 𝑘 is considered best for the vehicle 𝑣𝑑. Else, if the best vehicle 
so determined happens to be 𝑣𝑑 then it enters a personal greedy decision space ℙ.  
In the personal greedy decision space ℙ, the vehicle 𝑣𝑑 first considers if it has slack time 
left to complete the 𝑘𝑡ℎ earliest due task. If the answer is no, then the kth early due task is assigned. 
Else if the answer is yes, it first finds a task 𝑠 that avoids traffic when feasible and is the shortest 
total travel distance for the vehicle 𝑣𝑑 from its current location 𝑖, which is given as below: 
 𝑡𝑠
𝑑𝑒𝑙𝑎𝑦




𝑡𝑟𝑎𝑣𝑒𝑙      ∀𝑤 ∈ {1, … , |ℒ𝑝|}. (6.8) 
Once both the (6.7) and (6.8) estimates are available for all pending tasks it is ordered based on 
lowest traffic delays first and then filter the tasks that entered a tie based on lowest estimated travel 
time, 
 𝑔 = arg min
𝑤∈𝔻
𝑡𝑤








Further, travel time estimates for the kth task with pick-up at 𝑝𝑘 and drop-off at 𝑑𝑘 is computed as 
follows:  
 𝑡𝑘
𝑡𝑟𝑎𝑣𝑒𝑙 = 𝑡𝑣𝑑,𝑑𝑟𝑣 ,𝑝𝑘
𝑡𝑟𝑎𝑣𝑒𝑙 + 𝑡𝑣𝑑,𝑝𝑘𝑑𝑘
𝑡𝑟𝑎𝑣𝑒𝑙 , (6.10) 
 𝑡𝑘







, the expected completion time determined in (6.11) is less than the 𝑘𝑡ℎ task 
due date of 𝑡𝑘
𝑑𝑢𝑒, then 𝑣𝑑 gets 𝑔
𝑡ℎ task and if it's greater or equal to 𝑡𝑘
𝑑𝑢𝑒 then 𝑣𝑑 gets 𝑘
𝑡ℎ task. A 
flowchart of the algorithm is presented in Figure 6.1. 
 
Figure 6.1. Flowchart of SGY Algorithm 
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6.2 Implementation 
The algorithm thus developed is implemented through a python computer program. The program 
accepts a task list and current state warehouse information and uses the SGY algorithm to return a 
task selection decision. The program thus developed can interact with an external platform to 
efficiently communicate relevant information back and forth. To evaluate this SGY algorithm a 
warehouse simulation is developed. The following section covers the experimental evaluation of 
the SGY algorithm.  
6.3 Experimentation 
For effective evaluation of the designed algorithm, a simulation-based experiment is performed. 
The warehouse simulation experimental platform developed previously is used. Next, the SGY 
simulation based-experimental evaluation is presented, following that the results and analysis are 
discussed. 
6.3.1 Simulation Experiment 
The developed SGY algorithm is evaluated using simulation-based experimentation. The different 
scenarios and their associated levels are presented in Table 6.1. The different algorithms 
considered for comparison alongside SGY include: 
1. Earliest Due Date First Rule (EDR): This rule always selects the earliest due task given 
a list of pending tasks. 
2. Shortest Travel Distance Rule (STDR): This rule computes the travel distance from each 
of the pending tasks and selects the one with the least traveling distance. 
3. Traffic Avoidance and Shortest Travel Distance Rule (TSTDR): This rule first 
considers all the tasks from the list of pending tasks that have the least aisle traffic 
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determined based on active tasks present in the given aisle. From the tasks thus filtered the 
STDR rule is applied to determine the best task. 
Table 6.1. Experimental Scenario Description. 
Experimental Factor Scenario 1 Scenario 2 
Warehouse 
Features 
Fleet Size (#) 4 6 
Warehouse Size (w ft. × h ft.) 204 × 168 208 ×248  
Potential Task Locations (#) 640 920 
Total No. of Tasks to complete (#) 475 675 
Pending Task List Size (#) 25 25 
 
The simulation experiment is performed on the above two scenarios on all the four algorithms and 
for 30 replications. The system performance measures are collected as described in section 4.3.5 
and considering 1 timestep equal to 0.909 sec at 3 mph average AV speed. The cost map for 
scenario 1 and 2 are given in section 5.4.3: figures 5.14 and 5.15 respectively.  
6.3.2 Results and Analysis 
The simulation-based experimental study is performed on 2 warehouse scenarios – S1 and S2, and 
the results and the analysis are presented in this section. 
6.3.2.1 Scenario 1 
In Scenario 1 (S1), the warehouse system’s performance measures recorded from the simulation 
runs of 4 different task selection algorithms - Earliest Due Date First Rule (EDR S1), Shortest 
Travel Distance Rule (STDR S1), Traffic Avoidance and Shortest Travel Distance Rule (TSTDR 
S1) and Situation based Greedy algorithm (SGY S1) and on 30 replications are analyzed using a 
one-way analysis of variance plots. The one-way plot of variance for performance measures: % 
Tardy Instances (𝑃𝑇 ), Average Tardiness (𝑡̅), Total Travel Distance (𝑑 ), Makespan (m) and 
Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) each against the categorical variable – the different task selection 
algorithms, is shown in figures 6.2 − 6.6 respectively. The plots show individual data points, the 
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mean diamond (green) that provides the 95% confidence interval around the group mean and 
overlap marks (𝑚𝑒𝑎𝑛 ±  
𝐶𝐼
2√2
) parallel to the middle mean line that helps visually determine 
whether there is a significant difference among different algorithms, and lastly, the blue lines mark 
one-standard deviation about the mean in both directions (SAS Institute Inc., 2018).  
Next, following each one-way analysis, a post hoc analysis is performed using all pairs 
Tukey-Kramer HSD test on the group means to statistically validate the difference between the 
algorithms as seen in the plots considering a significance level (𝛼) of 0.05. The results of the 
analysis are provided in tables 6.2 − 6.6. The tables include the two algorithms (levels) being 
compared, their difference in group means, the standard error for the difference, lower and upper 
confidence level about the mean difference and lastly, the p-value for the comparison. In the 
current analysis, the null hypothesis considers the difference in the mean is due to random noise 
and alternate hypothesis implies the difference is statistically significant with 𝛼 = 0.05 (Type I 
error).  
 From Figure 6.2, it is observed that SGY S1 has the lowest % Tardy Instances among the 
algorithms considered. Further, EDR S1 shows the largest within-group variation as compared to 





Figure 6.2. One-way Analysis Plot of % Tardy Instances (𝑃𝑇) by Algorithm. 
From Table 6.2, it can be observed that in % Tardy Instances performance measure, SGY 
S1 is the best and EDR S1 is the worst. Further, the difference in the performance of STDR S1 and 
TSTDR S1 is statistically insignificant at a 95% confidence level. 
Table 6.2. Ordered difference report from all pairs Tukey-Kramer HSD test for % Tardy 
Instances (𝑃𝑇) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
EDR S1 SGY S1 30.878 2.627 24.029 37.727 <.0001 
EDR S1 TSTDR S1 21.852 2.627 15.003 28.701 <.0001 
EDR S1 STDR S1 20.876 2.627 14.027 27.725 <.0001 
STDR S1 SGY S1 10.002 2.627 3.153 16.851 0.0013 
TSTDR S1 SGY S1 9.026 2.627 2.177 15.875 0.0045 
STDR S1 TSTDR S1 0.976 2.627 -5.873 7.825 0.9824 
 
Following the performance on % Tardiness, the SGY S1 again has the least Average 
Tardiness among the algorithms compared (refer to Figure 6.3). EDR S1 though has a larger % 
Tardiness about 32%, the average tardiness of those tasks is relatively lower than STDR S1 and 
TSTDR S1. This signifies that the tasks that are delayed using the EDR S1 rule are delayed more 
due to a domino effect caused by completing tasks in order of due date and not considering travel 
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time. Contrastingly, STDR S1 and TSTDR S1 though have a relatively less % Tardiness, it has a 
huge Average Tardiness, which is due to some of the tasks being ignored most of the time due to 
a relatively larger travel distance. 
 
Figure 6.3. One-way Analysis Plot of Average Tardiness (𝑡̅) by Algorithm. 
From Table 6.3, all the differences as observed from Figure 6.3 are valid except for two 
comparisons, between EDR S1 and SGY S1 and between STDR S1 and TSTDR S1 both are 
statistically insignificant at 95% confidence interval. However, EDR S1 and SGY S1 are both 
better than STDR S1 and TSTDR S1.  
Table 6.3. Ordered Difference report from all pairs Tukey-Kramer HSD test for Average 
Tardiness (𝑡̅) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
STDR S1 SGY S1 2494.993 68.337 2316.860 2673.126 <.0001 
TSTDR S1 SGY S1 2414.514 68.337 2236.380 2592.646 <.0001 
STDR S1 EDR S1 2367.095 68.337 2188.960 2545.227 <.0001 
TSTDR S1 EDR S1 2286.616 68.337 2108.480 2464.748 <.0001 
EDR S1 SGY S1 127.898 68.337 -50.230 306.031 0.2460 
STDR S1 TSTDR S1 80.479 68.337 -97.650 258.612 0.6421 
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From Figure 6.4, it is evident that the greedy approaches SLMG S1, STDR S1, and TSTDR 
S1 have a lower travel distance in comparison to EDR S1.  
 
Figure 6.4. One-way Analysis Plot of Total Travel Distance (𝑑) by Algorithm. 
From Table 6.4, it is evident that the observations made in Figure 5.10 are valid. As 
expected, the difference among STDR S1, TSTDR S1, and SGY S1 is statistically insignificant at 
a 95% confidence level. However, they are all relatively lower than EDR S1. 
Table 6.4. Ordered Difference report from all pairs Tukey-Kramer HSD test for Total Travel 
Distance (𝑑) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
EDR S1 TSTDR S1 15509.470 550.373 14074.800 16944.110 <.0001 
EDR S1 SGY S1 15449.870 550.373 14015.200 16884.510 <.0001 
EDR S1 STDR S1 15339.200 550.373 13904.600 16773.840 <.0001 
STDR S1 TSTDR S1 170.270 550.373 -1264.400 1604.910 0.9897 
STDR S1 SGY S1 110.670 550.373 -1324.000 1545.310 0.9971 
SGY S1 TSTDR S1 59.600 550.373 -1375.000 1494.240 0.9995 
 
From Figure 6.5, TSTDR S1 has the lowest Makespan among the algorithms. Following 
that SGY S1 and STDR S1 are comparatively close to TSTDR S1 in that order and comparison, 
to EDR S1, which is > 0.2 hours away from the rest.  
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Figure 6.5. One-way Analysis Plot of Makespan (m) by Algorithm. 
Next, Table 6.5 reveals that all observations made in Figure 5.11 are valid except the 
difference between SGY S1 and TSTDR S1 which is insignificant at a 95% confidence level. 
However, the SGY S1 and TSTDR S1 both have the best Makespan in comparison to the remaining 
algorithms. 
Table 6.5. Ordered Difference report from all pairs Tukey-Kramer HSD test for Makespan (m) 
by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
EDR S1 TSTDR S1 0.301 0.009 0.278 0.323 <.0001 
EDR S1 SGY S1 0.282 0.009 0.260 0.305 <.0001 
EDR S1 STDR S1 0.231 0.009 0.208 0.254 <.0001 
STDR S1 TSTDR S1 0.070 0.009 0.047 0.092 <.0001 
STDR S1 SGY S1 0.051 0.009 0.029 0.074 <.0001 
SGY S1 TSTDR S1 0.018 0.009 -0.004 0.041 0.1617 
 
Figure 6.6 shows the performance of different algorithms on Average Traffic Delay per 
task. As expected TSTDR S1 has the least Average Traffic Delay and SGY S1 has the second-
lowest among algorithms. Both the EDR S1 and STDR S1 show higher traffic delay per task and 
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EDR S1 is relatively lower in comparison. These delays add on to the domino effect discussed 
previously, causing tasks to be tardy by a higher margin. 
 
Figure 6.6. One-way Analysis Plot of Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
 
From Table 6.6, the difference in traffic delays between different approaches is all 
significant at a 95% confidence level. Therefore, the observations made from Figure 5.12 are all 
valid. 
Table 6.6. Ordered Difference report from all pairs Tukey-Kramer HSD test for Average Traffic 
Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
STDR S1 TSTDR S1 2.002 0.041 1.894 2.110 <.0001 
EDR S1 TSTDR S1 1.763 0.041 1.655 1.871 <.0001 
STDR S1 SGY S1 1.504 0.041 1.397 1.612 <.0001 
EDR S1 SGY S1 1.265 0.041 1.157 1.373 <.0001 
SGY S1 TSTDR S1 0.497 0.041 0.390 0.605 <.0001 
STDR S1 EDR S1 0.239 0.041 0.131 0.347 <.0001 
 
Lastly, the summary Table 6.7 shows group means and standard deviation of different 
performance measures against different algorithms. The best result for each performance measure 
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that is significantly different from the lot is highlighted in green. It is evident from the summary 
table that SGY S1 has a better overall performance. 
















31.34 135.92 187474.13 3.04 1.97 
(20.28) (94.83) (1755.02) (0.03) (0.18) 
STDR S1 
10.46 2503.02 172134.93 2.80 2.21 
(1.02) (324.16) (2505.01) (0.04) (0.18) 
TSTDR S1 
9.49 2422.54 171964.67 2.73 0.21 
(1.15) (407.47) (2025.82) (0.03) (0.07) 
SGY S1 
0.46 8.02 172024.27 2.75 0.71 
(0.63) (9.62) (2171.52) (0.04) (0.18) 
 
6.3.2.2 Scenario 2  
The analysis performed in Scenario 2 (S2) is the same as Scenario 1. The one-way plot of variance 
for performance measures: % Tardy Instances (𝑃𝑇), Average Tardiness (𝑡̅), Total Travel Distance 
(𝑑), Makespan (m) and Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) each against the categorical variable – the 
different algorithm, is shown in figures 6.7 − 6.11 respectively. 
Next, following each one-way analysis, a post hoc analysis is performed using all pairs 
Tukey-Kramer HSD test on the group means to statistically validate the difference between the 
algorithms as seen in the plots. The results of the analysis are provided in tables 6.8 − 6.12. The 
tables include the two algorithms (levels) being compared, their difference in group means, the 
standard error for the difference, lower and upper confidence level about the mean difference and 
lastly, the p-value for the comparison. In the current analysis, the null hypothesis considers the 
difference in the mean is due to random noise and alternate hypothesis implies the difference is 
statistically significant with 𝛼 = 0.05 (Type I error). 
94 
 
From Figure 6.7, it is observed that SGY S2 has the lowest % Tardy Instances among the 
algorithms considered. Further, EDR S2 shows the largest within-group variation as compared to 
the remaining three algorithms. SDTR S2 and TSTDR S2 shows similar results but are better than 
EDR S2. 
 
Figure 6.7. One-way Analysis Plot of % Tardy Instances (𝑃𝑇) by Algorithm. 
From Table 6.8, it can be observed that in % Tardy Instances performance measure, SGY 
S2 is the best and EDR S2 is the worst. Further, the difference in the performance of STDR S2 and 
TSTDR S2 is statistically insignificant at a 95% confidence interval. 
Table 6.8. Ordered Difference report from all pairs Tukey-Kramer HSD test for % Tardy 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
EDR S2 SGY S2 42.849 2.793 35.569 50.129 <.0001 
EDR S2 TSTDR S2 35.126 2.793 27.846 42.406 <.0001 
EDR S2 STDR S2 34.677 2.793 27.396 41.957 <.0001 
STDR S2 SGY S2 8.172 2.793 0.892 15.453 0.0212 
TSTDR S2 SGY S2 7.723 2.793 0.443 15.003 0.0331 




Following the performance on % Tardiness, the SGY S2 again has the least Average 
Tardiness among the algorithms compared (refer to Figure 6.8). EDR S2 though has a larger % 
Tardiness about 43%, the average tardiness of those tasks is relatively lower than STDR S2 and 
TSTDR S2. Contrastingly, STDR S2 and TSTDR S2 though have a relatively less % Tardiness, it 
has a huge Average Tardiness. Further, TSTDR S2 is slightly better than STDR S2. 
 
Figure 6.8. One-way Analysis Plot of Average Tardiness (𝑡̅) by Algorithm. 
From Table 6.9, all the differences as observed from Figure 6.8 are valid and significant at 
a 95% confidence interval.  
Table 6.9. Ordered Difference report from all pairs Tukey-Kramer HSD test for Average 
Tardiness (𝑡̅) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
STDR S2 SGY S2 2010.441 40.437 1905.034 2115.848 <.0001 
TSTDR S2 SGY S2 1866.466 40.437 1761.059 1971.873 <.0001 
STDR S2 EDR S2 1853.040 40.437 1747.633 1958.447 <.0001 
TSTDR S2 EDR S2 1709.065 40.437 1603.658 1814.472 <.0001 
EDR S2 SGY S2 157.401 40.437 51.994 262.808 0.0009 




From Figure 6.9, it is again evident that the greedy approach SGY S2, STDR S2, and 
TSTDR S2 have a lower travel distance in comparison to EDR S2.  
 
Figure 6.9. One-way Analysis Plot of Total Travel Distance (𝑑) by Algorithm. 
From Table 6.10, it is evident that the observations made in Figure 6.9 are valid. As 
expected, the difference among STDR S2, TSTDR S2, and SGY S2 is statistically insignificant at 
a 95% confidence interval. However, they are all relatively lower than EDR S2. 
Table 6.10. Ordered Difference report from all pairs Tukey-Kramer HSD test for Total Travel 
Distance (𝑑) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
EDR S2 TSTDR S2 25325.470 605.708 23746.600 26904.350 <.0001 
EDR S2 SGY S2 24821.600 605.708 23242.700 26400.480 <.0001 
EDR S2 STDR S2 24141.200 605.708 22562.300 25720.080 <.0001 
STDR S2 TSTDR S2 1184.270 605.708 -394.600 2763.150 0.2112 
STDR S2 SGY S2 680.400 605.708 -898.500 2259.280 0.6759 
SGY S2 TSTDR S2 503.870 605.708 -1075.000 2082.750 0.8392 
 
From Figure 6.10, TSTDR S2 has the lowest Makespan among the algorithms. Following 
that SGY S2 and STDR S2 are comparatively close to TSTDR S2 in that order and comparison, 
to EDR S2, which is > 0.2 hours away from the rest.  
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Figure 6.10. One-way Analysis Plot of Makespan (m) by Algorithm. 
Next, Table 6.11 reveals that all observations made in Figure 6.10 are valid except the 
difference between SGY S2 and TSTDR S2 which is insignificant at a 95% confidence interval. 
Therefore, SGY S2 and TSTDR S2 both have the best Makespan in comparison to the remaining 
algorithms. 
Table 6.11. Ordered Difference report from all pairs Tukey-Kramer HSD test for Makespan (m) 
by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
EDR S2 TSTDR S2 0.300 0.007 0.282 0.317 <.0001 
EDR S2 SGY S2 0.282 0.007 0.265 0.300 <.0001 
EDR S2 STDR S2 0.241 0.007 0.224 0.259 <.0001 
STDR S2 TSTDR S2 0.058 0.007 0.041 0.076 <.0001 
STDR S2 SGY S2 0.041 0.007 0.024 0.059 <.0001 
SGY S2 TSTDR S2 0.017 0.007 -0.001 0.035 0.0605 
 
Figure 6.11 shows the performance of different algorithms on Average Traffic Delay per 
task. As expected TSTDR S2 has the least Average Traffic Delay and SGY S2 has the second-
lowest among algorithms. Both the EDR S2 and STDR S2 show higher traffic delay and EDR S2 
is relatively lower in comparison.  
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Figure 6.11. One-way Analysis Plot of Average Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
From Table 6.12, the difference in traffic delays between different approaches is all 
significant at a 95% confidence interval. Therefore, the observations made from Figure 6.11 are 
all valid. 
Table 6.12. Ordered Difference report from all pairs Tukey-Kramer HSD test for Average 
Traffic Delay (𝑡𝑑𝑒𝑙𝑎𝑦̅̅ ̅̅ ̅̅ ̅̅ ) by Algorithm. 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
STDR S2 TSTDR S2 1.420 0.036 1.328 1.513 <.0001 
EDR S2 TSTDR S2 1.175 0.036 1.082 1.267 <.0001 
STDR S2 SGY S2 1.035 0.036 0.942 1.127 <.0001 
EDR S2 SGY S2 0.789 0.036 0.697 0.882 <.0001 
SGY S2 TSTDR S2 0.386 0.036 0.293 0.478 <.0001 
STDR S2 EDR S2 0.245 0.036 0.153 0.338 <.0001 
 
Lastly, the summary Table 6.13 shows group means and standard deviation of different 
performance measures against different algorithms. The best result for each performance measure 
that is significantly different from the lot is highlighted in green. It is evident from the summary 
table that SGY S2 has a better overall performance.  
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43.45 163.71 266399.20 2.86 1.29 
(21.46) (78.05) (2468.5) (0.02) (0.14) 
STDR S2 
8.78 2016.75 242258.00 2.61 1.53 
(1.02) (200.29) (2115.5) (0.02) (0.17) 
TSTDR S2 
8.33 1872.78 241073.73 2.56 0.11 
(0.98) (227.5) (2350.52) (0.03) (0.05) 
SGY S2 
0.60 6.31 241577.60 2.57 0.50 
(2.39) (12.04) (2432.93) (0.03) (0.16) 
 
6.4 Discussions 
Both the experimental scenarios 1 and 2 reveal that SGY based-multi-attribute decision making 
outperforms all other traditional algorithms with regards to overall warehouse performance. 
Further, through the experiments, it is seen that the STDR and EDR algorithms, which are typically 
applied for task selection in a warehouse have several drawbacks. STDR shows the behavior of 
ignoring tasks that are too far, which leads to tasks having a large tardiness value. On the other 
hand, EDR ignores both travel distance and aisle traffic, which causes higher − % Tardy Instances, 
Total Travel Distance, Makespan and Average Traffic Delay. However, the Average Tardiness is 
lower in comparison to STDR and TSTDR. This leads to a very interesting point. That is if the 
slack time between subsequent due tasks is equal to or higher than the maximum travel time 
between any two points than this observation of large Tardy Instances would vanish. Conversely, 
if the slack time is less than the maximum travel time between any two points than EDR would 
have more tardy tasks and STDR would still have similar performance as the task selection 
decisions are not driven by the due date. This behavior is not observed in the SGY algorithm 
because while analyzing the situation it considers those factors. Hence, it obtains the best results 
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in comparison to EDR and STDR. But, TSTDR has the best Average Traffic Delays in comparison 
to SGY. The difference is due to the trade-off considered while designing the algorithm. The SGY 
algorithm gives a higher priority for tasks that are past due, hence the traffic avoidance behavior 
is violated in those cases, which is acceptable behavior considering its performance on the 
tardiness measures. Finally, from experimentation, it can be concluded that the SGY algorithm can 
effectively cater to warehouses whose primary goal is to collaboratively fulfill the orders before 
their due dates and optimize other performance measures when the opportunity arises. 
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7 Computational Time Analysis 
In this section, the computational time analysis of the two approaches is presented. The two 
approaches considered are grouped into traditional and deep learning approaches. The traditional 
approach group includes EDR, STDR, TSTDR, and SGY algorithms while DLT 𝐷11, 𝐷12, 𝐷21, 
𝐷22, 𝐷31 and 𝐷32  are included in the deep learning approach. Further, the computational time 
analysis is performed on both the scenarios and for 30 replications per experimental configuration. 
All the time measurements are reported in milliseconds and are performed in a laptop system with 
4 core 4 threads i5 processor with a speed of 2.50 GHz – 3.50 GHz CPU and 4 GB Nvidia GTX 
1050Ti with a speed of 1493 MHz – 1620 MHz GPU. The box plots for the mean and standard 
deviation of execution time computed for each algorithm and scenario 1 are shown in figures 7.1 
and 7.2 respectively. In addition to the mean execution time, the standard deviation is also 
computed for each replication to measure the variability. Within a given replication, the execution 
time may vary for two main reasons. First, if the number of pending tasks in the list changes. The 
other reason hinges on different blocks of code getting executed based on the current situation like 
the SGY approach. Apart from these two significant reasons, other sources of variations are 
attributed to random noise. 
 From Figure 7.1, D11, D21, and D31 all have significantly lower compute time in 
comparison to SGY S1, STDR S1, and TSTDR S1. Also, from Figure 7.2, the standard deviation 
follows a similar pattern. Further, considering that the pending task list is already ordered by the 
due date, the EDR rule simply picks the first pending task from the list which has a constant lookup 
time that is less than a nanosecond. Hence, EDR shows a value near zero. 
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Figure 7.1. Box plot of Mean Execution Time by Algorithm for S1. 
 
Figure 7.2. Box plot of St. Dev. Execution Time by Algorithm for S1. 
Next, a post hoc analysis is performed using all pairs Tukey-Kramer HSD test on the group 
means to statistically validate the difference between the algorithms as seen in the box plots 
considering a significance level (𝛼) of 0.05. The results of the analysis are provided in tables 7.1 
and 7.2.  
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The analysis (refer to tables 7.1 and 7.2) reports that the difference as observed in the plots 
are all valid except for differences between TSTDR S1 and STDR S1 and between D31 and D11. 
Both these comparisons yield a similar compute time as they share some of the code blocks. 
Table 7.1. Ordered Difference report from all pairs Tukey-Kramer HSD test for Mean Execution 
Time by Algorithm (S1). 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
SGY S1 EDR S1 234.3875 0.7448693 232.169 236.6058 <.0001 
SGY S1 D21 229.1339 0.7448693 226.916 231.3522 <.0001 
SGY S1 D11 226.3072 0.7448693 224.089 228.5255 <.0001 
SGY S1 D31 225.9428 0.7448693 223.724 228.1611 <.0001 
TSTDR S1 EDR S1 151.551 0.7448693 149.333 153.7694 <.0001 
STDR S1 EDR S1 150.4649 0.7448693 148.247 152.6833 <.0001 
TSTDR S1 D21 146.2974 0.7448693 144.079 148.5158 <.0001 
STDR S1 D21 145.2113 0.7448693 142.993 147.4296 <.0001 
TSTDR S1 D11 143.4707 0.7448693 141.252 145.689 <.0001 
TSTDR S1 D31 143.1063 0.7448693 140.888 145.3246 <.0001 
STDR S1 D11 142.3846 0.7448693 140.166 144.6029 <.0001 
STDR S1 D31 142.0202 0.7448693 139.802 144.2385 <.0001 
SGY S1 STDR S1 83.9226 0.7448693 81.704 86.1409 <.0001 
SGY S1 TSTDR S1 82.8365 0.7448693 80.618 85.0548 <.0001 
D31 EDR S1 8.4447 0.7448693 6.226 10.6631 <.0001 
D11 EDR S1 8.0803 0.7448693 5.862 10.2987 <.0001 
D21 EDR S1 5.2536 0.7448693 3.035 7.4719 <.0001 
D31 D21 3.1911 0.7448693 0.973 5.4094 0.0006 
D11 D21 2.8267 0.7448693 0.608 5.0451 0.0036 
TSTDR S1 STDR S1 1.0861 0.7448693 -1.132 3.3044 0.7691 




Table 7.2. Ordered Difference report from all pairs Tukey-Kramer HSD test for St. Dev. 
Execution Time by Algorithm (S1). 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
SGY S1 EDR S1 15.32464 0.0409866 15.2026 15.4467 <.0001 
SGY S1 D21 13.03027 0.0409866 12.9082 13.15233 <.0001 
SGY S1 D11 12.47906 0.0409866 12.357 12.60112 <.0001 
SGY S1 D31 12.43342 0.0409866 12.3114 12.55548 <.0001 
TSTDR S1 EDR S1 12.32336 0.0409866 12.2013 12.44542 <.0001 
STDR S1 EDR S1 12.2784 0.0409866 12.1563 12.40046 <.0001 
TSTDR S1 D21 10.02899 0.0409866 9.9069 10.15106 <.0001 
STDR S1 D21 9.98403 0.0409866 9.862 10.10609 <.0001 
TSTDR S1 D11 9.47778 0.0409866 9.3557 9.59984 <.0001 
STDR S1 D11 9.43281 0.0409866 9.3108 9.55488 <.0001 
TSTDR S1 D31 9.43214 0.0409866 9.3101 9.5542 <.0001 
STDR S1 D31 9.38718 0.0409866 9.2651 9.50924 <.0001 
SGY S1 STDR S1 3.04624 0.0409866 2.9242 3.16831 <.0001 
SGY S1 TSTDR S1 3.00128 0.0409866 2.8792 3.12334 <.0001 
D31 EDR S1 2.89122 0.0409866 2.7692 3.01328 <.0001 
D11 EDR S1 2.84558 0.0409866 2.7235 2.96764 <.0001 
D21 EDR S1 2.29437 0.0409866 2.1723 2.41643 <.0001 
D31 D21 0.59685 0.0409866 0.4748 0.71892 <.0001 
D11 D21 0.55121 0.0409866 0.4292 0.67328 <.0001 
D31 D11 0.04564 0.0409866 -0.0764 0.1677 0.9234 
TSTDR S1 STDR S1 0.04496 0.0409866 -0.0771 0.16703 0.9284 
 
Next, the box plots for the mean and standard deviation of execution time computed for each 
algorithm and scenario 2 are shown in figures 7.3 and 7.4 respectively. 
From Figure 7.3, again D12, D22, and D32 all have significantly lower compute time in 
comparison to SGY S1, STDR S1, and TSTDR S1. Also, from Figure 7.4, the standard deviation 
follows a similar pattern. Further, considering that the pending task list is already ordered by the 
due date, EDR rule simples pick the first pending task from the list which has a constant lookup 
time that is less than a nanosecond. Hence, EDR shows a value near zero. 
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Figure 7.3. Box plot of Mean Execution Time by Algorithm for S2. 
 
Figure 7.4. Box plot of St. Dev. Execution Time by Algorithm for S2. 
Next, a post hoc analysis is performed for scenario 2 using all pairs Tukey-Kramer HSD 
test on the group means to statistically validate the difference between the algorithms as seen in 
the box plots considering a significance level (𝛼) of 0.05. The results of the analysis are provided 
in tables 7.3 and 7.4.  
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From tables 7.3 and 7.4, it is seen that all the differences between the deep learning 
approaches are insignificant while the major compute time difference as observed between the 
deep learning and traditional approaches are significant. 
Table 7.3. Ordered Difference report from all pairs Tukey-Kramer HSD test for Mean Execution 
Time by Algorithm (S2). 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
SGY S2 EDR S2 405.096 3.509886 394.643 415.549 <.0001 
SGY S2 D22 395.1762 3.509886 384.723 405.6292 <.0001 
SGY S2 D12 388.8876 3.509886 378.435 399.3406 <.0001 
SGY S2 D32 387.1795 3.509886 376.727 397.6325 <.0001 
TSTDR S2 EDR S2 251.3769 3.509886 240.924 261.8298 <.0001 
TSTDR S2 D22 241.4571 3.509886 231.004 251.91 <.0001 
STDR S2 EDR S2 240.818 3.509886 230.365 251.2709 <.0001 
TSTDR S2 D12 235.1684 3.509886 224.715 245.6214 <.0001 
TSTDR S2 D32 233.4603 3.509886 223.007 243.9133 <.0001 
STDR S2 D22 230.8982 3.509886 220.445 241.3511 <.0001 
STDR S2 D12 224.6096 3.509886 214.157 235.0625 <.0001 
STDR S2 D32 222.9015 3.509886 212.448 233.3544 <.0001 
SGY S2 STDR S2 164.2781 3.509886 153.825 174.731 <.0001 
SGY S2 TSTDR S2 153.7192 3.509886 143.266 164.1721 <.0001 
D32 EDR S2 17.9165 3.509886 7.464 28.3695 <.0001 
D12 EDR S2 16.2084 3.509886 5.755 26.6614 0.0001 
TSTDR S2 STDR S2 10.5589 3.509886 0.106 21.0118 0.046 
D22 EDR S2 9.9198 3.509886 -0.533 20.3727 0.0752 
D32 D22 7.9967 3.509886 -2.456 18.4497 0.2596 
D12 D22 6.2886 3.509886 -4.164 16.7416 0.5552 




Table 7.4. Ordered Difference report from all pairs Tukey-Kramer HSD test for St. Dev. 
Execution Time by Algorithm (S2). 
Level  - Level Difference Std Err Diff Lower CL Upper CL p-Value 
SGY S2 EDR S2 23.93011 0.117275 23.5808 24.27937 <.0001 
SGY S2 D22 20.24382 0.117275 19.8946 20.59308 <.0001 
SGY S2 D12 19.19806 0.117275 18.8488 19.54732 <.0001 
SGY S2 D32 18.96782 0.117275 18.6186 19.31708 <.0001 
TSTDR S2 EDR S2 18.83584 0.117275 18.4866 19.1851 <.0001 
STDR S2 EDR S2 18.4445 0.117275 18.0952 18.79376 <.0001 
TSTDR S2 D22 15.14955 0.117275 14.8003 15.49881 <.0001 
STDR S2 D22 14.75821 0.117275 14.4089 15.10747 <.0001 
TSTDR S2 D12 14.10379 0.117275 13.7545 14.45305 <.0001 
TSTDR S2 D32 13.87355 0.117275 13.5243 14.22281 <.0001 
STDR S2 D12 13.71245 0.117275 13.3632 14.06171 <.0001 
STDR S2 D32 13.48221 0.117275 13.1329 13.83147 <.0001 
SGY S2 STDR S2 5.48561 0.117275 5.1363 5.83487 <.0001 
SGY S2 TSTDR S2 5.09427 0.117275 4.745 5.44353 <.0001 
D32 EDR S2 4.96229 0.117275 4.613 5.31155 <.0001 
D12 EDR S2 4.73205 0.117275 4.3828 5.08131 <.0001 
D22 EDR S2 3.68629 0.117275 3.337 4.03555 <.0001 
D32 D22 1.276 0.117275 0.9267 1.62526 <.0001 
D12 D22 1.04576 0.117275 0.6965 1.39502 <.0001 
TSTDR S2 STDR S2 0.39134 0.117275 0.0421 0.74061 0.0172 
D32 D12 0.23024 0.117275 -0.119 0.5795 0.4414 
 
In conclusion, the comparison box plot in Figure 7.5 shows both the scenarios side by side 
and for each algorithm. This indicates that deep learning approaches have a lower compute time 
as compared to traditional approaches, and the compute time is a function of the size of the pending 
task list for traditional approaches, while it remains constant for deep learning approaches as can 
be deduced from the standard deviation plot. 
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Figure 7.5. Comparison charts showing box plots of Mean Execution Time (ms) and St. Dev. 
Execution Time (ms) on different scenarios.  
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8 Conclusions and Future Work 
The current study successfully addresses the task selection problem in a dynamic 
warehouse environment where multiple vehicles and tasks are considered. A situational decision-
making framework is developed that considers attributes: travel distance, due date, collaboration, 
and traffic, for task selection from a list of pending tasks when an AV is idle. 
Two approaches are developed that use the multi-attribute situational decision-making 
framework: Deep Learning Approach for Multi-Attribute Task Selection (DLT) and Situation 
based Greedy (SGY) task selection.  
The deep learning approaches explored yielded a promising potential for use in multi-
attribute warehouse task selection. The current work provides a deep learning model development 
framework which is believed to aid future research on DL approaches for task selection. Three 
DLT algorithms: Traffic Avoidance and Travel Time Reduction (𝐷1), Earliest Due  Date and 
Collaboration (𝐷2) and lastly, a combination approach (𝐷3) that utilizes 𝐷1 𝑎𝑛𝑑 𝐷2 are developed 
to understand the learning capabilities and feasibility to implement for warehouse task selection. 
The testing results reveal that the models are learning from the dataset. Further, the simulation-
based experimental evaluation reveals that the deep learning approach can effectively be applied 
for dynamic task selection in a warehouse. Next, the results from the simulation experiment and 
analysis indicate that the SGY algorithm outperforms other traditional rules: shortest travel 
distance and early due date rules considering a 95% confidence level and trade-offs. This provides 
a promising potential for use in generating training data for deep learning models. 
The computational analysis reveals that deep learning approaches have the lowest 
computational time of about 5 milliseconds and from standard deviation charts it is evident that 
DL approaches are indeed scalable as expected. Two observations support this claim, the compute 
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time is independent of the pending task list and the changes occur based on the number of layers 
and warehouse dimensions, which are static parameters. Next, the compute time remains almost 
constant for every decision. On the other hand, the computational time for the traditional 
algorithms reveals some scalability issues as identified from the standard deviation plots and 
different scenarios. The time for all the algorithms though is less than a second should be not be 
considered trivial as these times are for a single task selection decision and if the volume is high 
over a given timeframe the cumulative effect can cause unexpected delays. However, it is 
recommended to consider the benefit offered and the level of delay acceptable before choosing a 
suitable approach.  
Lastly, as future work, the SGY algorithm could be modified to cater to different priorities 
based on performance measures. Further, the deep learning approach presented in the current work 
is the first step towards the adaptive models as discussed in the development section of the 
situational decision-making framework. Hence, as a next step, more complex models and input 
data maps can be developed to improve testing accuracy. Further, using the model, build an 
adaptive system that can trigger re-training and testing protocols based on a threshold set for 
different performance measures. Further, the SGY algorithm can be combined with the deep 
learning approach to form a hybrid decision algorithm that chooses the computational 
methodology based on decision confidence. This could provide a more robust algorithm that is 
both reliable and scalable. 
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