Approximate Bayesian computation (ABC) methods can be used to sample from posterior distributions when the likelihood function is unavailable or intractable, as is often the case in biological systems. Sequential Monte Carlo (SMC) methods have been combined with ABC to improve efficiency, however these approaches require many simulations from the likelihood. We propose a classification approach within a population Monte Carlo (PMC) framework, where model class probabilities are used to update the particle weights. Our proposed approach outperforms state-of-the-art ratio estimation methods while retaining the automatic selection of summary statistics, and performs competitively with SMC ABC.
Introduction
We consider the problem of generating samples from the posterior density of the model parameters θ ∈ R d , given observed data X 0 and prior p(θ). Producing samples from the posterior is important for calculating summary statistics, and evaluating high-dimensional integrals such as
where h denotes a function that is integrable in x with respect to the posterior density π with support X. Approximate Bayesian computation (ABC) methods [Pritchard et al., 1999] are applied to models when the likelihood function is not available or too costly to compute, but the data-generating pdf p(·|θ) is specified implicitly, in terms of a stochastic simulator that generates samples x from p(·|θ) for all θ ∈ R d . Hence ABC techniques are widespread across many disciplines, including population genetics [Beaumont et al., 2002] , evolution and ecology [Beaumont, 2010] .
Typical ABC methods aim to generate samples from the posterior distribution, by finding parameter values that simulate data similar to the observed data. Two questions arise from this goal: how do we define similarity, and how do we efficiently find parameters that yield data similar to the observed data?
Defining similarity: We compute expert-chosen summary statistics from the data T i (X), e.g. the mean and variance, and define a discrepancy measure, such as the Euclidean distance between the two datasets, based on the chosen summary statistics: d(T (X), T (X 0 )), or d T (X, X 0 ), with T (X) = (T 1 (X), T 2 (X), ..., T n (X). We note that both the choice of the summary statistics and the discrepancy measure are typically subjective. In the simplest continuous case, we draw θ * ∼ p(θ) and x θ * ∼ p(·|θ * ) until d T (X θ * , X 0 ) ≤ . We add θ * to the set of plausible parameters, from which we can calculate relevant statistics. Then θ * is distributed as p(θ|d T (X θ , X 0 ) ≤ ), which approximates the true posterior distribution for small . Hence, there is a tradeoff between the number of accepted proposals and the accuracy of the posterior approximation. Note that there is subjectivity in the choice of summary statistics, the discrepancy measure and the error threshold.
Efficient proposals: One approach to finding parameter values that yield data similar to the observed data is to carefully choose the proposal distribution [Filippi et al., 2013] . Simulating from the prior as above typically results in a high rejection rate, and thus is computationally inefficient. Adaptive proposals are desirable to efficiently explore the high-dimensional parameter space. SMC ABC [Toni et al., 2009 ] described in Algorithm 1, proceeds iteratively: at iteration i generating N samples from p(θ|d(X θ , X 0 ) ≤ i ), with a decreasing schedule: 1 ≥ · · · ≥ T . In the final iteration SMC ABC produces N samples from the approximate posterior distribution p(θ|d(X θ , X 0 ) ≤ T ). SMC ABC shares information of the accepted proposals (i.e. plausible areas of the parameter space) across iterations by weighting and re-sampling among the previously accepted parameter values at each iteration, before executing the standard rejection sampling scheme, typically using a Gaussian proposal distribution q(·|θ) with a resampled parameter value as the mean. At each subsequent iteration the accepted parameter values better approximate the posterior distribution. In short, SMC ABC mitigates the high rejection rate by proposing particles based on previously accept particles, instead of from the prior.
However, SMC ABC is not without problems: for small values of i the probability of accepting parameter values may become quite small, even for parameter values sampled from the true posterior. When the data-generating distribution p(·|θ) is hard to simulate, generating a huge number of samples from the likelihood of each particle at each iteration is infeasible.
Population Monte Carlo (PMC) methods [Cappé et al., 2004] are used to generate samples from the posterior distribution when the posterior density is available. The idea is to update the weights of the particles proportional to their posterior density as in importance sampling, and differs from SMC ABC in that the target distribution is fixed. Each iteration of PMC produces an unbiased set of samples from the posterior distribution, as opposed the set of particles of approximate posterior distribution obtained at the last iteration of SMC ABC. Finally, only proposals with zero weight are rejected in PMC. While these properties of PMC make for an efficient sampling scheme, PMC cannot be directly used in conjunction with ABC because ABC is applied in the situations where the likelihood, and therefore the posterior, is not available in analytical form required for the desired weight-update. Hence, in order to apply PMC, we require methods of approximating the particle weights.
Previously, the posterior density at a parameter value θ has been approximated by estimating the ratio between the data-generation distribution p(·|θ) and the marginal distribution p(x) via classification, termed by Dutta et al. as Likelihood-Free Inference by Ratio
Sample θ * * from θ j−1 with weights w j−1 ;
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Generate θ * ∼ q(·|θ * * ) ;
Estimation (LFIRE) [Dutta et al., 2016] . LFIRE enjoys automatic selection of summary statistics when the L 1 penalty is applied, and removes the need to define a discrepancy measure and threshold. LFIRE has been used to compute weights for a set of parameter values via their posterior density, but can be used in PMC across many iterations. This property is advantageous when evaluating the posterior density for a large number of particles is not possible, but it is possible to evaluate the posterior density for fewer particles and a larger number of iterations, as is the case when ratio estimation is parallelised. More details of LFIRE follow in section 2. This paper proposes an approach to PMC that computes the weights for each particle θ i via a multi-class classification, with class i as the model M i : x ∼ p(·|θ i ). The class probabilities, given the observed data p(M i |X 0 ) can then inform the weights in PMC without directly computing the posterior density. The class probability determines the plausibility of the particle, relative to the other particles. We propose to use these probabilities as part of a weighting schema in PMC, which avoids posterior estimation while providing information about the plausibility of the particles as in LFIRE. We also inherit many of the favourable properties of LFIRE and PMC.
We call our multi-class method Multi-Class PMC (MC PMC), and compare its performance to the previous work on ratio estimation: LFIRE, and the standard ABC sampling technique: SMC ABC. The method is illustrated on a toy model, namely an N-dimensional Gaussian model. We show that our method compares favourably to ABC SMC; in particular when simulating from p(·|θ) is intensive.
Methods

Population Monte Carlo
Population Monte Carlo generates, at each iteration, an approximate sample from a target distribution and asymptotically unbiased estimates of integrals under that distribution. PMC constructs the appropriate estimators from particles using importance sampling arguments, constructs the proposal distribution in a MCMC-like framework, and uses ideas from SIR [Rubin, 1987] and iterated particle systems [Doucet et al., 2001] for sample equalization and improvement. It is only appropriate to compare PMC and SMC-ABC if we have a method to estimate the weight in Algorithm 2. For clarity, we assume such weights are given and provide further details in section 2.3.
Samples at each iteration of PMC are constructed using sample-dependent proposals for generation as in SMC ABC, but PMC uses importance sampling weights for pruning the sample instead of accepting or rejecting a given particle. Another important difference is that while SMC ABC uses a schedule of target distributions, PMC has a static target distribution and produces approximate samples from the target distribution at every iteration: if the sample θ t is produced by simulating the {θ
, independent of one another and conditional on the past samples, then giving θ (i) t the importance weight
being unbiased for every function h and at every iteration i. This is the key property of PMC: it extends importance sampling to proposal distributions for θ (i) t that can be dependent on both the sample i and iteration t. Therefore all of the samples can be exploited for estimation and adaptation, meaning that the effective sample size is N × I and consequentially that N need not be large. Finally, because we resample among the particles using their importance weights, we avoid the threshold-dependency (and corresponding issue of low acceptance probability) observed in SMC ABC.
Practicalities When the target distribution is unscaled we assign weights in proportion to w (i) t , and in doing so lose the exact unbiasedness property but retain asymptotic unbiasedness in t. This suggests using samples from iterations for estimations after reaching some convergence criterion. We choose q
2 ), with τ 2 as twice the weighted empirical covariance of θ t . This choice of adaptive proposal distribution was shown by [Beaumont et al., 2009 ] to minimise the K-L divergence between the target and the proposal distribution.
Algorithm 2: Population Monte Carlo
Data:
Sample θ * from θ t−1 with weights w t−1 ;
Set τ 2 ← 2Cov (θ t ) (weighted empirical covariance) ; 34 end
Ratio Estimation
The posterior density at a specific parameter value θ can be evaluated by estimating the ratio between p(X 0 |θ) and p(X 0 ), since the posterior distribution can be written as
and because the denominator does not depend on θ,
We can therefore perform likelihood-free inference by ratio estimation. Whilst there are many methods for density ratio estimation [Sugiyama et al., 2012] , such as density difference, we focus here on probabilistic classification between the two distributions. The idea is to simulate a dataset X θ ∼ p(·|θ) and dataset X ∼ p(x), and build a classifier C θ (·) based on these datasets. In practice, to simulate X ∼ p(·) we first simulate θ * ∼ p(θ) and then x * ∼ p(·|θ * ). Once we have built C θ , we recover the density ratio by Bayes theorem, where
which factors the ratio in terms of the classification model prediction. Ratio estimation by classification has many appealing properties; one of which is being able to simulate the datasets and fit the classification model before seeing the observed data, which is only used for the final prediction. This offline feature is useful when we are waiting for medical data, for example, because predictions should be made as quickly as possible after the data is obtained. Finally, standard ABC approaches simulate data of a similar size to the observed data. This approach fails when we have few data points. In the LFIRE approach the accuracy of the classification is dependent only on the number of simulations we use for X and X θ .
Multi-Class Classification
In cases for which it is difficult to simulate from the likelihood, most of the resources used in ratio estimation are spent simulating from p(·|θ), and a minority of time is spent fitting the classification model. This suggests increasing the time training the classification model if it is possible to improve the posterior estimates. To make use of all of the generated data, given posterior density p(θ (1) |X 0 ), we can write the posterior for θ (2) as
where the last term can be estimated again through ratio estimation, with the datasets generated for estimation of the posterior density for both θ (1) and θ (2) , meaning that the only computational cost is in fitting the classification model. Each estimation of the likelihood ratio produces two additional posterior density estimates, since p(θ (1) |X 0 ) can be found in a similar way.
Recall that PMC assigns each particle with a weight that is related to the relative plausibility of that particle given the observed data. The likelihood ratio via ratio estimation approach detailed above can be interpreted as an attempt to gain information of the relative plausibility of θ (1) vs θ (2) . By considering the normalised weight of particle θ (i) , we can both generalise and omit the posterior density calculation:
which allows for pairwise ratio estimation in the last term of the denominator, leading to N (N − 1)/2 comparisons across the N parameter values. Alternatively, we can formulate the unnormalised weight in a multi-class classification framework as follows
This approach allows us to compute the weights when the posterior density is not directly available, as in ABC. Using model class probabilities for the weights within PMC circumvents the posterior estimation that is required in LFIRE whilst retaining some of the desirable properties. Algorithm 3 gives more details of multi-class classification PMC (MC PMC), which is the method that we focus on.
Classification Methods
Penalised Logistic Regression Whilst ratio estimation can use any classifier, non-linear logistic regression [Friedman et al., 2001] has been shown to work well on such problems [Gutmann and Hyvärinen, 2012] . Recall that to perform the classification we often compute summary statistics from the data, which can be subjective. Using the LASSO penalty on the coefficients of summary statistics in the parameterising function [Tibshirani, 1996] , shrinks the coefficients of unimportant summary statistics to 0, hence producing a sparse set of relevant statistics and thus removing the subjectivity.
Multinomial Logistic Regression Multinomial logistic regression is the generalisation of logistic regression to multiple classes. Whilst any multi-class classification algorithm can be used for MC PMC, we chose the most direct comparison to the LFIRE approach possible, i.e. the multi-class generalisation. The relevant summary statistics were already given for our experimental model, and hence the application of the L 1 norm was not necessary.
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Sample θ
Train multi-class classifier C(X)
Set τ 2 ← 2Cov (θ t ) (weighted empirical covariance) 56 end
Experiments
Multivariate Gaussian
We illustrate the method of multi-class PMC in comparison to LFIRE and SMC ABC on a multivariate Gaussian inference problem: a 5-dimensional multivariate Gaussian with mean µ = (µ 1 , µ 2 , µ 3 , µ 4 , µ 5 ) = (1, 2, 3, 4, 5) and covariance matrix equal to the identity matrix. We assume a uniform prior U(−20, 20) for each µ i . The observed data X 0 is a single sample from the distribution, and we use the sample means as summary statistics. The likelihood of this model is analytically available, and thus comparisons to the exact weights is possible.
Results
Comparison to LFIRE
We first compare the performance of the weights assigned by LFIRE and MC PMC for the 5-dimensional multivariate Gaussian model. We consider the Kullback-Leibler divergence [Kullback and Leibler, 1951] between the approximate weights and the true weights, which measures the difference between the distributions. Comparing to the true distribution is possible because we have access to the likelihood function and hence the exact weights for the multivariate Gaussian model. We compute the K-L divergence over 100 datasets, each consisting of particles randomly sampled from U(−5, 5) for each µ i , and performed classification with 100 simulations from the likelihood for each particle. In figure 1 we vary the number of particles to which the weights are assigned. It is clear that MC PMC is a closer approximation to the true weights for all particle configurations. A paired t-test rejects the hypothesis that the true difference in means is equal to zero with p-value less than 10 −11 , which is strong evidence for the suitability of multi-class classification over LFIRE for incorporation within PMC. However, in figure 2 we see that MC PMC is quadratic in the number of particles for the time taken to perform the classification, while LFIRE is linear in the number of particles.
The K-L divergence analysis we conducted above informs and predicts the performance of the PMC algorithm with respect to the two classification methods, since the only approximation we make to PMC is in the weights. We now explore the performance within the PMC framework: figure 3 shows the mean squared error (MSE), averaged over the 5 µ i , for a total of 10 iterations across 100 datasets of single simulations from a 5-dimensional multivariate Gaussian distribution with mean (1, 2, 3, 4, 5), and an identity covariance matrix. The MSE refers to the mean squared error between the weighted average of the particles at iteration i and the observation X 0 . We simulated 1000 times from the likelihood for each parameter to construct the classifiers.
As the K-L divergence analysis indicated, we see faster and more reliable convergence with MC PMC than LFIRE PMC. The quality of the approximation to the weights is seen as early as the first iteration, and in the second iteration the importance of the approximation quality drastically affects convergence; the MSE for the multi-class classification approach decreases sharply just as the MSE for LFIRE increases sharply. Figure 1 : Boxplots of the resultant K-L divergences between the approximate weights and exact weights, when MC PMC and LFIRE are applied across 100 datasets for different numbers of particles. We conclude that MC PMC is more accurate than LFIRE for all particle configurations. 
Comparison to SMC ABC
We now compare MC PMC to the state-of-the-art: SMC ABC. For the implementation of MC PMC, we used 50 particles and 100 simulations per particle for the classification. The algorithm was stopped when the variance of the weighted mean of the particles for the previous 10 iterations dipped below the threshold , and we used an average of the 10 previous iterations for the analysis of the mean. Providing a stopping criteria allows us to control for the convergence in a similar way to SMC ABC, which is a more direct comparison. This is important because some realisations of the MC PMC algorithm take longer to converge than others, whereas there is no such variation in SMC ABC. The Engine for Likelihood-Free Inference (ELFI) Python package [Kangasrääsiö et al., 2016] was used for the implementation of SMC ABC, which handles SMC ABC and other ABC methods with the specification of a prior and simulator. We used 10 iterations and N = 500. Figure 4 and 5 compare the root mean squared error (RMSE) of the two methods on the same 100 datasets of observations, for two similar realisations of the total number of simulations from the likelihood function. Several iterations of threshold improvement were performed for each method to obtain the displayed results, and we note that there is some subjectivity in choosing the thresholds, which can result in varied results.
In figure 4 , we see that MC PMC uses fewer simulations than SMC ABC on average, with a similar RMSE density plot. For the second comparison in figure 5 , MC PMC has the same median total simulations as SMC ABC, albeit with a heavier tail, and the RMSE is far superior. This is strong evidence that MC PMC is more efficient than SMC ABC in the number of simulations from the likelihood.
Conclusion
Our core contribution is using a population Monte Carlo scheme in which the weights are calculated using multi-class classification to produce samples from the approximate posterior distribution. We avoid the posterior density estimation required in LFIRE, and produce more accurate weight approximations while retaining the possibility for automatic selection of summary statistics, and the need to define a discrepancy measure and threshold. In using PMC we enjoy the asymptotic unbiasedness of samples, and can use all samples from all iterations after convergence has been reached.
In our analysis, MC PMC produced more accurate samples from the posterior than SMC ABC for comparable total simulations from the likelihood. MC PMC incurs an additional computational cost in fitting the multi-class classification model, so MC PMC will perform better than SMC ABC with the same computational cost when it is difficult to simulate from the likelihood, or if the classification is made suitably cheap. Choosing a classifier that scales well in the number of particles, with respect to both performance and time, will be important for efficient implementation of the method. Figure 4 : The root mean squared error between the weighted mean of particles and the true parameter values, obtained using SMC ABC (blue) and MC PMC (orange). MC PMC uses fewer total simulations than SMC ABC and obtains similar accuracy, which is seen on the density plots for the total simulations and RMSE respectively. The root mean squared error between the weighted mean of particles and the true parameter values, obtained using SMC ABC (blue) and MC PMC (orange). MC PMC uses the same median total simulations as SMC ABC and obtains more accurate results, which is seen on the density plots for the total simulations and RMSE respectively. 
