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Notations
Euclidean space
N the set of positive integers {1, 2, 3 . . . }
R the set of real numbers
RN the N -dimensional Euclidean space, N ≥ 2
a · b the inner product in RN , ∑Ni=1 aibi
‖x‖ the Euclidean norm, √x21 + . . . x2N , sometimes also used to denote a generic
norm of some Banach space
Id the identity map x 7→ x
Br the open ball with radius r > 0 centered at the origin
A the closure of the open set A
∂A the boundary of the open set A, given by A \ A´
Ω
f the integral of f over Ω with respect to the N -dimensional Lebesgue measure´
∂Ω
f the (surface) integral of f over ∂Ω with respect to the (N − 1)-dimensional
Hausdorff measure
Matrix notation
RN×N the set of real square matrices
I the identity matrix
detA the determinant of the square matrix A
trA the trace of the square matrix A
AT the transpose of A, (AT )i,j = Aj,i
A−1 the inverse of an invertible square matrix A
A−T the transpose of the inverse of A
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Differential operators
∇f the gradient of the function f with respect to the space variables xi
Dw the Jacobian matrix of the vector field w, (Dw)i,j =
∂wi
∂xj
divw the divergence of the vector field w, given by trDw
D2f the Hessian matrix of the function f , given by (D2f)i,j =
∂2f
∂xi∂xj
∆f the Laplace operator of the function f , given by trD2f
∇τf the tangential gradient of f, see Appendix A
divτw the tangential divergence of w, see Appendix A
∆τf the Laplace–Beltrami operator of f, see Appendix A
∂sf the partial derivative of f with respect to the variable s
Function spaces
Lp(Ω,RM) the space of p-summable functions Ω → RM , 1 ≤ p ≤ ∞, endowed
with the usual norm ‖·‖p
Lp(Ω) abbreviate notation for Lp(Ω,R)
W k,p(Ω,RM) the space of functions Ω → RM whose partial derivatives up to the
k-th order are p-summable, 1 ≤ p ≤ ∞, endowed with usual norm
‖·‖k,p
W k,p(Ω) abbreviate notation for W k,p(Ω,R)
H1(Ω) alternative notation for W 1,2(Ω)
H10 (Ω) the subset of H
1(Ω) of functions with vanishing trace on ∂Ω
Ck(Ω) the class of functions that are continuously differentiable k times
Ck,∞(Ω) the space Ck(Ω) ∩W k,∞(Ω) endowed with the norm ‖·‖k,∞
Ck+α(Ω) the subclass of Ck(Ω) made of functions whose k-th partial derivatives
are Ho¨lder continuous with exponent α ∈ (0, 1]
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Chapter 1
Introduction and main results
Let D ⊂ Ω be a pair of bounded domains in the N -dimensional Euclidean space
RN (N ≥ 2). Moreover, assume that D ⊂ Ω. In this way Ω gets partitioned into
two subsets: D and Ω \ D (from now on they will be referred to as core and shell
respectively). Take two (possibly distinct) positive constants σc and σs and set
σ(x) = σD,Ω(x) :=
 σc for x ∈ D, (core)σs for x ∈ Ω \D (shell). (1.1)
Consider the following boundary value problem−div(σ∇u) = 1 in Ω,u = 0 on ∂Ω. (1.2)
We say that a function u ∈ H10 (Ω) is a solution of (1.2) if it verifies the following
weak formulation:
ˆ
Ω
σ∇u · ∇ψ =
ˆ
Ω
ψ for all ψ ∈ H10 (Ω). (1.3)
Since σ attains a different value at each phase (D and Ω \ D), problems like (1.2)
are usually called two-phase problems (of course, the term multi-phase is also used,
when the phases are more than two). In the sequel, the subscripts c and s will be
used to denote the restriction of any function to the core and the shell respectively,
moreover we will also employ the use of the notation [f ] := fc − fs to refer to the
jump of a function f ∈ L2(Ω) ∩H1(D) ∩H1(Ω \D) along the interface ∂D. When
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Figure 1: Our problem setting
∂D and ∂Ω are at least of class C2, then the solution u of problem (1.3) enjoys
higher regularity, namely u ∈ H10 (Ω)∩H2(D)∩H2(Ω \D) (see [AS, Theorem 1.1]).
Under these regularity assumptions on D and Ω, problem (1.3) admits the following
alternative formulation (see [AS]):
−σ∆u = 1 in D ∪ (Ω \D),
[σ∂nu] = 0 on ∂D,
[u] = 0 on ∂D,
u = 0 on ∂Ω.
(1.4)
Here, the letter n is used indistinctly to refer to both the outward unit normal to
∂D and ∂Ω, and hence we will agree that, for smooth enough f , ∂nf = ∇f ·n stands
the usual normal derivative (in the outward direction). The conditions
[σ∂nu] = [u] = 0 on ∂D (1.5)
are usually called transmission conditions in the literature and therefore problems
like (1.4), where the jump along the interface is prescribed, are usually referred to
as transmission problems.
When (D,Ω) = (BR, B1), with 0 < R < 1, then problem (1.4) admits an explicit
radial solution:
u(x) =

1−R2
2Nσs
+
R2 − |x|2
2Nσc
|x| ∈ [0, R],
1− |x|2
2Nσs
|x| ∈ (R, 1].
(1.6)
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One of the main topics of this work is the study of the following functional
E(D,Ω) :=
ˆ
Ω
σ|∇u|2 =
ˆ
Ω
u, (1.7)
where u is the solution of problem (1.2).
Physically speaking, the function u, solution to (1.2), plays the role of stress
function while its integral, E(D,Ω), represents the torsional rigidity of an infinitely
long composite beam Ω×R made of two different materials, such that their distribu-
tion is the one given in Figure 1 for each cross section Ω×{xN+1}. The constants σc
and σs are linked to the hardness of the materials in question (the smaller the con-
stant, the harder the corresponding material, hence the higher the torsional rigidity
E(D,Ω), as one can see by (1.7) and (1.2)).
The one-phase case (i.e. when D = ∅) was studied by Po´lya by means of spher-
ical rearrangement inequalities. In [Po], he proved that the ball maximizes the
functional E(∅, ·) among all open sets of a given volume (see Theorem 2.1). Un-
fortunately, the methods employed by Po´lya do not generalize well to a two-phase
setting. We decided to perform a local analysis of the functional E(·, ·) by means
of shape derivatives. Inspired by the work of Po´lya, we aim to find the relationship
between the radial symmetry of the configuration (D,Ω) and local optimality for
the functional E. The following theorem is one of our original results, concerning
the first order shape derivative of E. From now on, let (D0,Ω0) denote a pair of
concentric balls (BR, B1) with 0 < R < 1.
Theorem I ([Ca2]). The pair (D0,Ω0) is a critical shape for the functional E under
the fixed volume constraint.
Theorem I can be improved by looking at second order shape derivatives. Ex-
act computations are carried on with the aid of spherical harmonics at the end of
Chapter 4. We get the following symmetry breaking result.
Theorem II ([Ca2]). The pair (D0,Ω0) is a local maximum for the functional E
under the fixed volume and barycenter constraint if σc ≥ σs, otherwise it is a saddle
shape.
Theorem II shows a substantial difference between the one-phase maximization
problem studied by Po´lya and our two-phase analogue. As a matter of fact, as
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we will show in Section 3.5, the one-phase functional E(φ, ·) subject to the vol-
ume preserving constraint does not possess any critical point other than its global
maximum.
An obvious observation concerning the radially symmetric configuration (D0,Ω0)
is the following: the related stress function u is itself radially symmetric and thus
its normal derivative is constant on ∂Ω0. It is well known that, when D = ∅ then
this property characterizes the ball. In [Se] Serrin showed that if the stress function
corresponding to (∅,Ω) has a normal derivative that is constant on the boundary
∂Ω, then Ω must be a ball (see Theorem 2.4). The original proof by Serrin is based
on an ingenious adaptation of Aleksandrov’s reflection principle (see [Al]) nowadays
referred to as method of moving planes. This technique takes advantage of the
invariance properties that characterize the Laplace operator and thus cannot be
extended to our two-phase setting in any obvious way. It is not even clear at first
glance whether an analogous characterization of the two-phase radial configuration
(D0,Ω0) holds true. For β ≥ 0 and γ > 0 we consider the following overdetermined
problem 
div(σ∇u) = βu− γ in Ω,
u = 0 on ∂Ω,
σs∂nu = −d on ∂Ω,
(1.8)
where d is a positive constant to be determined, depending on the geometry of
the solution (D,Ω). By means of a perturbation argument based on the implicit
function theorem for Banach spaces, we manage to disprove the analogue of Serrin’s
result for the operator −div (σ∇·).
Theorem III ([CaMS]). For all domain Ω of class C2+α sufficiently close to Ω0
there exists a C2+α-domain D close to D0 such that (D,Ω) is a solution to the
overdetermined problem (1.8). In particular, there are infinitely many non radially
symmetric solutions (D,Ω) of problem (1.8) with D and Ω of class C2+α.
As a final remark, notice that by a scaling argument, it is enough to prove
Theorems I–III under the assumption that σs = 1. Therefore, in what follows we
will always assume σs = 1.
As the title of this thesis suggests, shape derivatives will be our main tool. The
concept of differentiating a shape functional with respect to a varying domain is
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actually really old. It dates back to the beginning of the 20th century with the
pioneering work of Hadamard [Ha]. It is virtually impossible to give an exhaustive
list of all the contributions that have been made to this theory. We refer to the
monographs [DZ, HP] for some good introductory material on the classical theory
of shape derivatives and shape optimization in general. Among others, we would like
to refer to [HL, NP, Si] for their theoretical contributions and the related formalism.
Moreover, one can not avoid mentioning works like [CoMS] or [DK] where shape
derivatives are used to investigate the local optimality of concentric balls for some
two-phase eigenvalue problem (which is deeply related to the two-phase torsional
rigidity functional E). As a final note, we might as well point the potential applica-
tions of this theory to the realm of numerical shape optimization (see for instance
[CZ] and [CDKT]).
This thesis is organized as follows. In Chapter 2 we discuss the proofs of the
classical results by Po´lya [Po] and Serrin [Se] that take place in a one-phase setting.
Chapter 3 provides the necessary theoretical background about shape derivatives.
We used [HP] as the main reference here. Chapter 4 is devoted to the exposi-
tion of our first original result: the detailed analysis of the first and second order
shape derivative of the functional E and the subsequent proof of Theorems I–II (see
[Ca1, Ca2]). Finally, the two-phase overdetermined problem of Serrin-type (1.8) is
analyzed in Chapter 5, where Theorem III is proved by the implicit function theorem
(see [CaMS]).
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Chapter 2
Classical results in the one-phase
setting
2.1 Optimal shape for the torsional rigidity
For all open sets Ω ⊂ RN of finite volume we denote by Ω∗ the ball centered at the
origin whose volume agrees with Ω:
Ω∗ :=
{
x ∈ RN
∣∣∣ Vol(B1)|x|N < Vol(Ω)} . (2.1)
In [Po], Po´lya gave a very elegant proof of the following result.
Theorem 2.1. For all open sets Ω ⊂ RN of finite volume, the following holds
E(∅,Ω) ≤ E(∅,Ω∗)
Actually the original proof by Po´lya employed the use of the following equivalent
definition of the (one-phase) torsional rigidity of an open set Ω:
T (Ω) := max
v∈H10 (Ω)\{0}
(´
Ω
|v|)2´
Ω
|∇v|2 . (2.2)
In order to prove the equivalence between the functionals E(∅, ·) and T (·), we will
follow [Bra] and introduce a third functional that will serve as a bridge between the
two:
FΩ(v) := 2
ˆ
Ω
v −
ˆ
Ω
|∇v|2 for v ∈ H10 (Ω). (2.3)
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We will also need the following simple lemma. It follows immediately from Young’s
inequality for products and therefore the proof will be omitted.
Lemma 2.2. Let A,B > 0, then we have
At−Bt
2
2
≤ A
2
2B
for t ≥ 0, (2.4)
and equality in (2.4) holds only for t = A/B.
Lemma 2.3. Let Ω ⊂ RN be an open set of finite volume. Then
E(∅,Ω) = max
v∈H10 (Ω)
FΩ(v) = T (Ω).
Proof. First of all, let us prove that E(∅, ·) = maxv∈H10 (Ω)FΩ(v). Since FΩ is a
strictly concave functional, it has a unique maximizer, say vM ∈ H10 (Ω). Moreover,
by computing its Gaˆteaux derivative, we get
0 = lim
t→0
FΩ(vM + tψ)−FΩ(vM)
t
= 2
ˆ
Ω
ψ − 2
ˆ
Ω
∇vM · ∇ψ for all ψ ∈ H10 (Ω).
In other words, vM is a weak solution of (1.3) for D = ∅ and σs = 1. This implies
that
E(∅,Ω) = max
v∈H10 (Ω)
FΩ(v).
Let now v0 be a maximizer in (2.2) (which, without loss of generality, we will suppose
non negative). Set
λ0 :=
´
Ω
v0´
Ω
|∇v0|2 .
It is not difficult to show that w0 := λ0v0 ∈ H10 (Ω) is a maximizer for FΩ. Indeed,
by Lemma 2.2 and definitions (2.2) and (2.3) we can write, for all v ∈ H10 (Ω),
FΩ(v) = 2
ˆ
Ω
v −
ˆ
Ω
|∇v|2 ≤ 2 max
λ≥0
{
λ
ˆ
Ω
|v| − λ
2
2
ˆ
Ω
|∇v|2
}
=
(´
Ω
|v|)2´
Ω
|∇v|2 ≤ T (Ω).
Notice that equality holds in the chain of inequalities above if v = λ0v0. In particular,
FΩ(v) ≤ T (Ω) = FΩ(λ0v0) for all v ∈ H10 (Ω) and therefore
E(∅,Ω) = max
v∈H10 (Ω)
FΩ(v) = FΩ(λ0v0) = T (Ω),
which concludes the proof.
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The key to Po´lya’s proof lies in spherical rearrangements of measurable functions
and the related inequalities. Let f be a nonnegative measurable function vanishing
at infinity, in the sense that all its positive superlevel sets {f > t} with t > 0
have finite measure. We define its spherical decreasing rearrangement f ∗ as the
measurable function whose superlevel lets are the ∗-symmetrization of those of f
(see (2.1)):
{f ∗ > t} := {f > t}∗ for all t > 0. (2.5)
Figure 2: Spherical decreasing rearrangement.
Such function f ∗ is uniquely determined by the measure of the superlevel sets of
f and admits the following “layer cake” decomposition:
f ∗ =
ˆ ∞
0
χ{f>t}∗ dt.
By (2.5) and Cavalieri’s principle, it follows that f and f ∗ are equimeasurable, i.e.
for every measurable function g : [0,∞)→ R the following holdsˆ
RN
g ◦ f =
ˆ
RN
g ◦ f ∗.
In particular, this implies that Lp-norms are preserved after spherical rearrange-
ments, in the sense that, if f ∈ Lp(RN), 1 ≤ p ≤ ∞, is a nonnegative function
vanishing at infinity, then
‖f‖p =‖f ∗‖p .
On the other hand, the Lp-norm of the gradient is not preserved by spherical rear-
rangements, as the following result shows.
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Theorem A (Po´lya-Szego˝ inequality). Let f ∈ W 1,p(RN), 1 ≤ p ≤ ∞, be a non-
negative measurable function vanishing at infinity, then
‖∇f‖p ≥‖∇f ∗‖p .
Proof of Theorem 2.1. Once all the ingredients are ready, the proof just takes one
line. Let Ω be a measurable set of finite measure and set v0 ∈ H10 (Ω) to be the
maximizer in the definition of T (Ω). We have
T (Ω) =
(´
Ω
v0
)2
´
Ω
|∇v0|2 ≤
(´
Ω∗ v
∗
0
)2
´
Ω∗ |∇v∗0|2
≤ T (Ω∗),
where we used equimeasurability and Theorem A in the first inequality.
2.2 Serrin’s overdetermined problem
In this section we will deal with the original one-phase Serrin’s overdetermined
problem. We are looking for a bounded domain Ω ⊂ RN of class C2 such that
the following overdetermined boundary value problem admits a solution for some
constant d: 
−∆u = 1 in Ω,
u = 0 on ∂Ω,
∂nu = −d on ∂Ω.
(2.6)
In [Se], Serrin proved the following theorem, characterizing the solutions to (2.6).
Theorem 2.4. Let Ω ⊂ RN be a bounded domain of class C2. If the overdetermined
problem (2.6) admits a solution for some constant d > 0, then Ω is an open ball of
radius R = Nd.
If (2.6) has a solution, then, d must be positive by the Hopf lemma. Moreover,
by the divergence theorem
d =
Vol(Ω)
Per(Ω)
,
and thus if Ω = BR, then d = R/N . On the other hand, the fact balls are the only
domains that allow for a solution to problem (2.6) in not obvious at all. This has
led many mathematicians to devise their own proofs: each of them shedding light
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on the problem from a different angle. In what follows, we will present the original
proof by Serrin, nevertheless, the interested reader is encouraged to read the survey
papers [Ma] and [NT]. Serrin’s proof heavily relies on the invariance with respect to
rigid motions of the Laplace operator and on the maximum principle. In particular,
both the classical Hopf lemma and the following refined version for domains with
corners (see [Se] for a proof) play a fundamental role in the proof of Theorem 2.4.
Lemma B (Serrin’s corner lemma, [Se]). Let Ω ⊂ RN be a bounded domain of class
C2. Fix a point P ∈ ∂Ω and let θ be a direction orthogonal to n(P ) (the outward
unit normal to ∂Ω at P ). Moreover, let Hθ be an open half-plane that is orthogonal
to θ and such that Ω ∩Hθ 6= ∅. Let w ∈ C2(Ω ∩Hθ) satisfy
−∆w ≥ 0 and w ≥ 0 in Ω ∩Hθ.
If w(P ) = 0, then, for all directions ` in P entering Ω ∩Hθ, i.e. such that ` · n < 0
at P , then
either ∂`w(P ) > 0 or ∂``w(P ) > 0,
unless w ≡ 0 in Ω ∩Hθ.
Proof of Theorem 2.4. Serrin’s proof is based on the following idea: a domain Ω is
a ball if and only if it is mirror-symmetric with respect to any fixed direction θ.
Suppose by contradiction that Ω is not mirror-symmetric in the direction θ (which,
up to a rotation, can be assumed to be the upward vertical direction). Take now a
hyperplane pi perpendicular to θ that does not intersect Ω (this can be done because
Ω is bounded). Now, move pi along the direction θ until it intersects Ω. Let S denote
the portion of Ω that lies below the hyperplane and S ′ its mirror-symmetric image
with respect to it. If S ′ ⊂ Ω, then we can continue moving the hyperplane upwards.
This motion will eventually stop, namely when (at least) one of the two following
cases occur (see Figure 3):
(i) S ′ becomes internally tangent to ∂Ω at some point P ∈ ∂Ω \ pi
(ii) the hyperplane pi is orthogonal to ∂Ω at some point P ∈ ∂Ω ∩ pi.
For all x ∈ RN , let x′ denote the reflection of x across the hyperplane pi. We define
the following auxiliary function on S ′:
u′(x) := u(x′) for x ∈ S ′.
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Figure 3: The method of moving planes: case (i) on the left, case (ii) on the right.
Consider now the function w := u− u′ in S ′. It is easy to see that w verifies
∆w = 0 in S ′, w = 0 on ∂S ′ ∩ pi, w ≥ 0 on ∂S ′ \ pi,
where we applied the maximum principle to u in order to obtain the last inequality.
A further application of the maximum principle yields either w > 0 in S ′ or w ≡ 0
in S ′. The latter is excluded because we are supposing by contradiction that Ω is
not symmetric with respect to θ. Assume now that case (i) occurs, that is S ′ is
internally tangent to ∂Ω at some point P that does not belong to pi. Then, by the
Hopf lemma,
∂nw(P ) < 0,
but by construction
∂nw(P ) = ∂nu(P )− ∂nu′(P ) = −d+ d = 0. (2.7)
In other words case (i) cannot occur if Ω is not symmetric with respect to pi. Suppose
now that case (ii) happens. In this case the Hopf lemma is not enough and we will
resort to Lemma B. We are going to prove that, under these circumstances, the point
P is a second order zero for w, i.e. w and all its first and second order derivatives
computed at P vanish. If this is the case, then by Lemma B, w ≡ 0 in S ′, which is
a contradiction. We will now show that P is a second order zero for the function w.
To this end, let us consider a coordinate system with the origin at P , the xN axis
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pointing in the direction θ and the x1 axis in the direction of n. Locally there exists
a C2-function f : RN−1 → R such that a portion of ∂Ω is given by(
f(x2, . . . , xN), x2, . . . , xN
)
for
∥∥(x2, . . . , xN)∥∥ small.
Therefore, u ≡ 0 on ∂Ω can be locally rewritten as
u(f, x2, . . . , xN) = 0, (2.8)
and since the outward normal n admits the local expression
n(f, x2, . . . , nN) =
(
1,−∂x2f, . . . ,−∂xNf
)√
1 +
∑N
i=2(∂xif)
2
,
the overdetermined condition ∂nu = −d on ∂Ω is locally expressed by
∂x1u−
N∑
i=2
∂xiu∂xif = −d
{
1 +
N∑
i=2
(
∂xif
)2}1/2
. (2.9)
Differentiating (2.8) with respect to xi, i = 2, . . . , N , yields
∂x1u∂xif + ∂xiu = 0. (2.10)
Evaluate now (2.10) and (2.9) at P . Since ∂xif(0) = 0 for i = 2, . . . , N , we have
∂x1u(P ) = −d, ∂xiu(P ) = 0 for i = 2, . . . , N. (2.11)
This means that ∂nu = −d and ∇τu = 0 at P , in other words, all first derivatives of
u and u′ coincide at P , hence ∇w(P ) = 0. In order to show that also D2w(P ) = 0,
notice that, in the new coordinates
u′(x1, . . . , xN−1, xN) = u(x1, . . . , xN−1,−xN).
In particular, by construction
∂xNxNu(P ) = (−1)2∂xNxNu′(P ) and ∂xixju(P ) = ∂xixju′(P ), i, j = 1, . . . , N − 1.
(2.12)
We are now left to show that all mixed derivatives with respect to xi and xN (i =
1, . . . , N − 1) of u and u′ coincide as well. Differentiate (2.10) with respect to xN
∂xixNu(P ) = d ∂xixNf(0) = 0 i = 2, . . . , N − 1, (2.13)
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In the second equality above we used the assumption that the reflected cap S ′ lies
inside Ω and, therefore, ∂xixNf(0) = 0 for i = 2, . . . , N−1. We now need to compute
∂x1xNu at P . To this end, differentiate (2.9) with respect to x1 and use (2.7). We
get
∂x1xNu(P ) = 0 (2.14)
as claimed. We have proved that all the second order derivatives of u and u′ coincide
at P . As remarked before, this contradicts the assumption that Ω is not mirror
symmetric with respect to the hyperplane pi, concluding the proof.
17
Chapter 3
Shape derivatives
In this chapter we are going to introduce the concept of shape derivatives and some
of the basic techniques in order to compute them. The contents of this chapter are
well known classical results: we will follow [HP] and [DZ] in our exposition.
It is not unusual to encounter functions that depend on the “shape” of a domain
ω: the volume of ω, its surface area, its barycenter or even the solution uω of
some boundary value problem on ω etc... they are all shape functionals and the
machinery in this chapter will apply to them all. In what follows, we will study
how to deduce optimality conditions for shape functionals. As one knows, in order
to find the extremal points of a function f : RN → R, one could resort to studying
the points where its gradient ∇f vanishes. When the input variable of f is not
a point in the Euclidean space but a “shape” (for example an open set), then the
above operation will lead to some overdetermined free boundary problem (we will
discuss how this relates to the examples in Chapter 2 in Section 3.5). Nevertheless,
it is not clear at first glance how the concept of derivative could be extended to
shape functionals. We will give two (equivalent) formulations of this in Section
3.1. The actual computation techniques will be discussed in Section 3.2, where
integral functionals (both on variable domains and on variable boundaries) will be
of particular importance. Finally, in Section 3.4 it will be discussed how to compute
shape derivatives of functionals that take values in a Banach space, in particular, we
will be interested in how to compute the shape derivative u′ of a functional of the
form ω 7→ uω, where uω solves some boundary value problem on ω. We will show
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how to characterize u′, in turn, as a solution of a boundary value problem.
3.1 Preliminaries to shape derivatives
The classical notion of differentiability can be defined in the framework of normed
vector spaces. Nevertheless, this is not enough for our purposes, as the set of
“shapes” is not endowed with any obvious linear structure. In order to overcome
this problem, one could opt for the following “Fre´chet-derivative” approach. Let
J : O → X be a shape functional, where O is a family of subsets of RN and X is a
Banach space. One can then consider the application
φ 7→ J (φ) := J((Id + φ)(ω)), for some fixed ω ∈ O, (3.1)
where φ ranges in a neighborhood of 0 of some Banach space Θ of mappings from
RN to itself. Of course, one should be careful about the choice of Θ, and require
that (Id + φ)(ω) ∈ O at least for φ ∈ Θ small enough.
One could now examine the Fre´chet differentiability of the map J : Θ → X
in a neighborhood of 0. We recall the definition of Fre´chet differentiability. Let V
and W be Banach spaces (whose norms will be indistinctly denoted by ‖·‖) and let
U ⊂ V be an open subset of V . A function f : U → W is then said to be Fre´chet
differentiable at x0 ∈ U if there exists a bounded linear operator A : V → W such
that
lim
x→0
∥∥f(x0 + x)− f(x0)− Ax∥∥
‖x‖ = 0.
It is easy to show that, when such an operator A exists, then it is also unique.
Therefore this bounded linear operator will be denoted by f ′(x0) and referred to as
the Fre´chet derivative of f at x0 (the term “differential” is also commonly used in this
case). Moreover we will say that f : U → V is of class C1 in U if f ′ : U → L(V,W )
is a continuous map from U to L(V,W ), the space of bounded linear operators from
V to W . Analogously, if f ′ happens to be Fre´chet differentiable, say in U , then the
map
f ′′ := (f ′)′ : U → L(V, L(V,W ))
is called the second derivative of f . To make it easier to work with, the space
L(V, L(V,W )) is usually identified with the Banach space of all continuous bilinear
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maps from V to W . We remark that Fre´chet derivatives of higher order can be
defined recursively in the natural way, although for our purposes it will be enough
to work with derivatives up to the second order. This “Fre´chet-derivative” approach
will be very useful to prove theoretical results, such as regularity properties of shape
functionals (see for instance Theorem 3.15) and the structure theorem (Theorem C
on page 29). However, once the above-mentioned results are known, it is easier in
practice to compute shape derivatives by means of a differentiation along a “flow
of transformations” parametrized by a real variable t as follows. As before, let
J : O → X denote a shape functional. Consider the following flow of transformations
Φ : [0, 1) → Θ, where the map t 7→ Φ(t) is differentiable at 0 and Φ(t) = th + o(t)
as t→ 0 for some h ∈ Θ. We can now consider the derivative of the following map
t 7→ j(t) := J(ωt) := J
(
(Id + Φ)ω
)
, for some fixed ω ∈ O. (3.2)
We will write
j′(0) = J ′(ω)(Φ).
Notice that the two approaches (3.1) and (3.2) are equivalent in the following sense:
when J is Fre´chet differentiable, then
J ′(0)h = J ′(ω)(Φ), if Φ(t) = th+ o(t) as t→ 0.
3.2 Shape derivatives of integral functionals
That of integral functionals is quite vast subclass of shape functionals. In this
subsection we will learn the basic formulas for computing the shape derivatives of
functionals of the form
ω 7→
ˆ
ω
fω and ω 7→
ˆ
∂ω
gω.
Proposition 3.1 (Hadamard formula). Let Φ : [0, 1) → W 1,∞(RN ,RN), differen-
tiable at 0, with Φ(0) = 0 and ∂t
∣∣
t=0
Φ = h. Suppose that the map [0, 1) 3 t 7→ f(t) ∈
L1(RN) is differentiable at 0 with derivative f ′(0) and that f(0) ∈ W 1,1(RN). If ω
is a bounded Lipschitz domain, then, the map t 7→ i(t) = ´
ωt
f(t) is differentiable at
t = 0 and we have
i′(0) =
ˆ
ω
f ′(0) +
ˆ
∂ω
f(0)h · n. (3.3)
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Formula (3.3) is without doubts the natural result that one would expect. As
a matter of fact, one can formally verify it as follows: By change of variables we
have i(t) =
´
ωt
f(t) =
´
ω
f(t) ◦ (Id + Φ(t)) J(t), where J(t) = det(I +DΦ(t)) is the
Jacobian associated to the transformation x 7→ x+ Φ(t, x). Differentiation, followed
by some easy manipulation and the application of the divergence theorem yield:
i′(0) =
ˆ
ω
f ′(0) +∇f(0) · h+ f(0) divh
=
ˆ
ω
f ′(0) +
ˆ
ω
div
(
f(0)h
)
=
ˆ
ω
f ′(0) +
ˆ
∂ω
f(0)h · n.
The rigorous proof of 3.3, under the weak regularity assumptions of Proposition 3.1,
turns out to be quite delicate. We choose to postpone it, in order to first illustrate
some applications.
Corollary 3.2. Let Φ ∈ C1 ([0, 1),W 1,∞(RN ,RN)) and f = f(t, x) ∈ C1 ([0, T ), L1(RN))∩
C ([0, T ),W 1,1(RN)). Assume that ω is a bounded open set with Lipschitz continuous
boundary, then the function [0, T ) 3 t 7→ i(t) := ´
ωt
f(t) is continuously differen-
tiable on [0, T ) and we have
i′(t0) =
ˆ
ωt0
∂tf(t0) +
ˆ
∂ωt0
f(t0)V (t0) · nt0 for all t0 ∈ [0, 1),
where V (t, x) := ∂tΦ(t, (Id + Φ(t))
−1(x)) and nt is the outward unit normal to ∂ωt.
Proof. One applies Proposition 3.1 to the following auxiliary function f and pertur-
bation Φ:
f(t, x) := f(t+ t0, x), Id + Φ(t) :=
(
Id + Φ(t+ t0)
) ◦ (Id + Φ(t0))−1 . (3.4)
Remark 3.3. When computing the second order derivative of integral functionals,
we will need to know the expression of the first derivatives in a right neighborhood
of t = 0 and thus we cannot directly employ the use of the Hadamard formula, as
stated in Proposition 3.1. This is where Corollary 3.2 comes in handy.
When computing the shape derivative of a surface integral functional, usually
the mean curvature comes out in the process. We give here an alternative definition
21
of the (additive) mean curvature that is most natural in the framework of shape
derivatives. Let ω be a domain of class C2 and n denote its outward unit normal.
We set
H := divτn,
where divτ is the tangential divergence (defined in (A.3) in Appendix A). Notice
for example, that the (additive) mean curvature H of a sphere ∂BR is positive and
equals (N − 1)/R (it corresponds to the sum of the principal curvatures, computed
with respect to the inward normal −n). The following result is an analogue of the
Hadamard formula for surface integrals. Later, we will give a refined version, that
relies on weaker regularity assumptions, Proposition 3.9.
Corollary 3.4 (A first Hadamard formula for surface integrals). Let Φ : [0, 1) 7→
C2,∞(RN ,RN), differentiable at t = 0, with Φ(0) = 0 and ∂t
∣∣
t=0
Φ = h. Suppose that
ω is a bounded domain of class C3. Consider a function t 7→ g(t) ∈ W 1,1(RN) that
is differentiable in a neighborhood of 0 with derivative g′(0) and such that g(0) ∈
W 2,1(RN). Then the map t 7→ j(t) = ´
∂ωt
g(t) is differentiable at 0 and we have
j′(0) =
ˆ
∂ω
g′(0) +
(
∂ng(0) +Hg(0)
)
h · n.
Proof. Let n (respectively nt) denote an extension of the outward unit normal to
∂ω (respectively ∂ωt) of class C2 (respectively C1) on RN . To fix ideas, we might
put n := ∇dω in a neighborhood of ∂ω and maybe multiply it by a smooth cut off
function to be sure that the extension is smooth even far away from the boundary
∂ω, where dω is the signed distance function to ∂ω (see also [DZ, Chapter 5]), defined
as
dω(x) :=
− dist(x, ∂ω) for x ∈ ω,dist(x, ∂ω) for x ∈ RN \ ω. (3.5)
Of course, the same can be done for nt. Now, we just need to apply Proposition
3.1 to j(t) =
´
ωt
div
(
g(t)nt
)
. By hypothesis we have that div n ∈ C1(RN) and
∇g(0) ∈ W 1,1(RN ,RN) and thus div (g(0)n) ∈ W 1,1(RN). Therefore, we just need
to check that the map
t 7→ div (g(t)nt) = g(t)div(nt) +∇g(t) · nt ∈ L1(RN)
22
is differentiable at t = 0. By construction, nt is differentiable at t = 0 (see also
Proposition 3.6) and so is the map t 7→ g(t) ∈ W 1,1(RN) by hypothesis. Now, an
application of Proposition 3.1 yields
j′(0) =
ˆ
∂ω
g′(0) +
ˆ
∂ω
g(0)(∂t
∣∣
t=0
nt) · n+
ˆ
∂ω
(∇g(0) · n+ g(0)div(n)) h · n.
Since we chose nt = ∇dωt , then for t ≥ 0 small, nt is unitary in a neighborhood of
∂ω and hence d
dt
∣∣∣
t=0
nt is orthogonal to n. We conclude by recalling that in this case,
div(n) = divτ (n) = H.
The following lemma is a key ingredient in the proof of Proposition 3.1.
Lemma 3.5. Let g ∈ W 1,1(RN) and Ψ : [0, 1) → W 1,∞(RN ,RN) be continuous at
t = 0, t 7→ Ψ(t) ∈ L∞ differentiable at 0, with derivative Z. Then the map
t 7→ G(t) := g ◦Ψ(t) ∈ L1(RN)
is differentiable at 0 and G′(0) = ∇g · Z.
Proof. First of all, we claim that, for every f ∈ L1(RN)
lim
t→0
f ◦Ψ(t) = f in L1(RN). (3.6)
We will prove it by an approximation argument. Fix f ∈ L1(RN) and let {fk}k∈N
be a sequence of functions in C∞0 (RN) converging to f in L1(RN). We get∥∥f ◦Ψ(t)− f∥∥
1
≤∥∥f ◦Ψ(t)− fk ◦Ψ(t)∥∥1 +∥∥fk ◦Ψ(t)− fk∥∥1 +‖fk − f‖1
≤ C‖fk − f‖1 +
∥∥fk ◦Ψ(t)− fk∥∥1 , (3.7)
where in the last inequality we used the fact that the Jacobian of Ψ(t) is uniformly
bounded. Since fk ∈ C∞0 (RN), then the last term in the above tends to 0 for all
k ∈ N. As a matter of fact, since fk ∈ C∞0 (RN), for some ball B(fk), whose radius
(depending on the support of fk and on a uniform constant bounding the L
∞-norm
of Ψ(t)) is large enough,∥∥fk ◦Ψ(t)− fk∥∥1 = ˆ
B(fk)
|fk ◦Ψ− fk| =
ˆ
B(fk)
∣∣∇fk(x) · (Ψ(t, x)− x) + ε1(t, x)∣∣ dx,
where
∥∥ε1(t, ·)∥∥∞ → 0 as t→ 0. Therefore,∥∥fk ◦Ψ(t)− fk∥∥1 ≤ Vol(B(fk)){‖fk‖1,∞∥∥Ψ(t)− Id∥∥∞ +∥∥ε1(t)∥∥∞ }. (3.8)
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We conclude by taking the limits with respect to t→ 0 and then k →∞ in (3.7).
Suppose now that g ∈ C∞0 . For y ∈ RN we have
g(x+ y)− g(x)−∇g(x) · y =
ˆ 1
0
{∇g(x+ sy)−∇g(x)} · y ds.
We employ the use of the formula above with y = Ψ(t, x) − x = tZ(x) + tε2(t, x),
where
∥∥ε2(t, ·)∥∥∞ → 0 as t→ 0, and integrate it with respect to x on the whole RN .
We put
ηt := t
−1∥∥g ◦Ψ(t)− g − tg · Z∥∥
1
.
The following estimate holds:
ηt ≤‖∇g‖1
∥∥ε2(t)∥∥∞ + C∥∥e(t, g)∥∥1 , (3.9)
where C is a uniform majorant of
∥∥Z + ε2(t)∥∥∞ and
e(t, g)(x) :=
ˆ 1
0
∣∣∣∇g((1− s)x+ sΨ(t, x))−∇g(x)∣∣∣ ds.
By the change of variable z = (1− s)x+ sΨ(t, x) we get the estimate∥∥e(t, g)∥∥
1
≤ 2‖∇g‖∞
∥∥Ψ(t)∥∥
1,∞ .
Now suppose that g ∈ W 1,1(RN) and {gk}k∈N is a sequence of functions in C∞0 (RN)
converging to g in W 1,1(RN). Inequality (3.9), that holds for gk, is actually true for
g too, by (3.6). Now, combining the previous estimates and e(t, g) ≤ e(t, g − gk) +
e(t, gk), we obtain∥∥e(t, g)∥∥
1
≤ 2‖g − gk‖1,1
∥∥Ψ(t)∥∥
1,∞ + Vol(B(gk))‖gk‖2,∞
∥∥Ψ(t)− Id∥∥∞ ,
where the last term is derived as (3.8). Taking the limits for t→ 0 and then k →∞
yields ηt → 0, that is the conclusion of the lemma.
Proof of Proposition 3.1. By assumption we have
D
(
Id + Φ(t)
)
= I + tDh+ t ε1(t) almost everywhere in RN ,
where ε1(t) = ε1(t, ·) ∈ L∞(RN ,RN) and
∥∥ε1(t)∥∥∞ → 0 as t → 0. Now, recall that
the map A 7→ detA ∈ L∞(RN) is differentiable in L∞(RN ,RN×N), and its derivative
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at the identity matrix I is given by the trace function. Thus the following holds
almost everywhere in RN :
J(t) = det
(
Id + Φ(t)
)
= 1 + t divh+ t ε2(t), (3.10)
where ε2(t) also tends to 0 in the L
∞-norm. We set now i(t) :=
´
ωt
f(t) and decom-
pose {i(t)− i(0)}/t into the sum of three terms:
A(t) :=
1
t
ˆ
ω
{
f(t)− f(0)} ◦ (Id + Φ(t)) J(t),
B(t) :=
1
t
ˆ
ω
{
f(0) ◦ (Id + Φ(t))− f(0)} J(t), C(t) := ˆ
ω
f(0)
J(t)− J(0)
t
.
By (3.10) and the dominated convergence theorem, C(t) converges to
´
ω
f(0) divh
as t→ 0. By a further change of variable we have
A(t) =
ˆ
ωt
f(t)− f(0)
t
=
ˆ
RN
χωt
{
f(t)− f(0)
t
− f ′(0)
}
+
ˆ
RN
χωtf
′(0),
which converges to
´
ω
f ′(0). Here we used the dominated convergence theorem and
the fact that t 7→ f(t) ∈ L1(RN) is differentiable by assumption. Finally, B(t)
converges to
´
ω
∇f(0) · h by Lemma 3.5 with g = f(0) and Ψ(t) = Id + Φ(t). This
concludes the proof of Proposition 3.1.
Proposition 3.6. Let ω be a bounded open set of class C2 and Φ : [0, 1) → Φ(t) ∈
C1,∞(RN ,RN) be differentiable at t = 0 with Φ(0) = 0 and ∂t
∣∣
t=0
Φ := h. Moreover,
let n denote an extension of class C1,∞(RN ,RN) of the unit normal to ∂ω. Then,
t 7→ nt := w(t)/
∥∥w(t)∥∥ , where w(t) := ((I +DΦ(t))−Tn) ◦ (Id + Φ(t))−1 ,
is an extension of n to ∂ωt that is differentiable at t = 0 when seen as a map [0, 1)→
C0,∞(RN ,RN). Moreover, for all extensions of the form t 7→ n˜t ∈ C0,∞(RN ,RN),
differentiable at t = 0 and such that n0 ∈ C1,∞(RN ,RN), the following holds:
∂t
∣∣
t=0
n˜t = −∇τ (h · n)− (Dn˜0 · n)h · n on ∂ω.
Proof. Let n ∈ C1,∞(RN ,RN) be an extension of the outward unit normal to ∂ω. The
function t 7→ nt = w(t)/
∥∥w(t)∥∥ ∈ C0,∞(RN ,RN) is differentiable by composition.
Moreover, its restriction to ∂ωt coincides with the unit normal. To show this, fix
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x0 ∈ ∂ω and consider a smooth path s 7→ x(s) ∈ ∂ω with x(0) = x0 and x′(0) = p:
we have p ·n(x0) = 0. Now, since x(s) + Φ(t, x(s)) ∈ ∂ωt, taking the derivative with
respect to s at s = 0 yields that q := (I +DΦ(t, x0))p is a tangential vector to ∂ωt
at the point x0 + Φ(t, x0). It is then immediate to see that w(t, x0 + Φ(t, x0)) =
(I +DΦ(t, x0))
−Tn(x0) is orthogonal to q.
Let us now differentiate the expression (I + DΦ(t))−T ◦ (Id + Φ(t))−1w(t) =
n ◦ (Id + Φ(t))−1 with respect to t to obtain
(Dh)Tn+ w′(0) = −Dnh =⇒ w′(0) = −∇(h · n) + ((Dn)T −Dn)h.
Recalling the definition of nt = w(t)/
∥∥w(t)∥∥ we get
∂t
∣∣
t=0
nt = w
′(0)− (w′(0) · n)n
In order to carry on our computations we need to choose an extension n: let it be
defined as ∇dω in a neighborhood of ∂ω. By construction we have that Dn = D2dω
is symmetric and hence in this case:
∂t
∣∣
t=0
nt = −∇τ (h · n). (3.11)
Take now an extension n˜t as in the statement of the proposition. As, for all x ∈ ∂ω,
(n˜t − nt)(x+ Φ(t, x)) = 0, we get
∂(n˜t − nt)
∂t
∣∣∣∣
t=0
+D(n˜0 − n)h = 0.
However, (see (A.5))
Dτ (n˜0 − n) = 0 =⇒ D(n˜0 − n)h = D(n˜0 − n)n(h · n) = (Dn˜0 n)h · n,
where in the last equality we used that n is unitary in a neighborhood of ∂ω and
hence Dnn = 0. By recalling (3.11) one gets
∂t
∣∣
t=0
n˜t = ∂t
∣∣
t=0
nt −D(n˜0 − n)h = −∇τ (h · n)− (Dn˜0 n)h · n.
In order to handle surface integrals on variable domains, we will introduce the
following change of variable formula. Let ω be a bounded open set of class C1,
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φ ∈ C1,∞(RN ,RN) and g ∈ L1(∂ωφ). Then g ◦ (Id + φ) ∈ L1(∂ω) and the following
holds ˆ
∂ωφ
g =
ˆ
∂ω
g ◦ (Id + φ)Jτ (φ),
where the term Jτ (φ), defined as
Jτ (φ) = det(I +Dφ)
∥∥(I +Dφ)−Tn∥∥, (3.12)
is called tangential Jacobian associated to the transformation Id + φ.
Lemma 3.7. Let ω be a bounded open set of class C1. The application φ 7→ Jτ (φ) ∈
C(∂ω) is of class C∞ in a neighborhood of 0 ∈ C1,∞(RN ,RN). Moreover we have
J ′τ (0)φ = divτφ.
Furthermore, if t 7→ Φ(t) ∈ C1,∞(RN ,RN) is differentiable at 0, with derivative h,
then t 7→ Jτ (Φ(t)) ∈ C(∂ω) is differentiable at 0 and we have
∂t
∣∣
t=0
Jτ (Φ(t)) = divτh.
Proof. The application φ 7→ Jτ (φ) = det(I+Dφ)
∥∥(I+Dφ)−Tn∥∥ ∈ C(∂ω) is of class
C∞ by composition of applications of class C∞. Let us then compute the Fre´chet
derivative of φ 7→ Jτ (φ) as a Gaˆteaux derivative, namely, ddt
∣∣∣
t=0
Jτ (tφ). We know
that d
dt
∣∣∣
t=0
det(I + tDφ) = div(φ). Moreover
d
dt
∣∣∣∣
t=0
∥∥(I + tDφ)−Tn∥∥ = n · (−Dφ)Tn‖n‖ = −n · (Dφ)n.
The first claim of the lemma follows then from definition (A.3) and the second is
obvious, by composition.
The last ingredient to prove Proposition 3.9 is the following improvement of
Lemma 3.5.
Lemma 3.8. Let t 7→ G(t) ∈ L1(RN) be differentiable at t = 0 with G(0) ∈
W 1,1(RN). Then, if t 7→ Φ(t) ∈ W 1,∞((RN ,RN)) is differentiable at t = 0 with
Φ(0) = 0, ∂t
∣∣
t=0
Φ = h, then the function t 7→ g(t) := G(t) ◦ (Id + Φ(t))−1 ∈ L1(RN)
is differentiable at t = 0 and we have g′(0) = G′(0)−∇g(0) · h.
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Proof. For ease of notation, let ψt denote
(
Id + Φ(t)
)−1
. We write {g(t)−g(0)}/t =
A(t) +B(t) + C(t), where
A(t) =
{
G(t)−G(0)
t
−G′(0)
}
◦ψt, B(t) = G′(0)◦ψt, C(t) =
{
G(0) ◦ ψt −G(0)
}
/t.
By change of variable, the L1-norm of A(t) can be estimated by that of
(
G(t) −
G(0)
)
/t − G′(0), which tends to 0 by assumption. The term B(t) tends to G′(0)
because of (3.8) and finally, C(t) tends to −∇g(0) · h by Lemma 3.5.
Proposition 3.9 (Hadamard formula for surface integrals). Let ω be a bounded open
set of class C2 and t 7→ Φ(t) ∈ C1,∞(RN ,RN) be differentiable at 0 with Φ(0) = 0
and ∂t
∣∣
t=0
Φ = h. Suppose that t 7→ g(t) ◦ (Id + Φ(t)) ∈ W 1,1(ω) is differentiable
at 0, with g(0) ∈ W 2,1(ω). Then the map t 7→ ´
∂ωt
g(t) is differentiable at t = 0,
t 7→ g(t)∣∣
U
∈ W 1,1(U) is differentiable at t = 0 for all open sets U ⊂ U ⊂ ω; the
shape derivative g′(0) is then a well defined element of W 1,1(ω) and the following
expression for the derivative of j holds true:
j′(0) =
ˆ
∂ω
g′(0) +
(
∂ng(0) +Hg(0)
)
h · n.
Proof. LetG(t) := g(t)◦(Id + Φ(t)). Since, by change of variables, j(t) = ´
∂ω
G(t)Jτ (Φ(t)),
the differentiability of j comes from Lemma 3.7. One has
j′(0) =
ˆ
∂ω
G′(0) +G(0)divτh =
ˆ
∂ω
G′(0) + g(0)divτh.
The differentiability of t 7→ g(t)∣∣
U
∈ W 1,1(U) can be shown as follows. Take a bump
function η ∈ C∞(RN) ∩ C∞0 (ω) with η ≡ 1 in a neighborhood of U . By Lemma
3.8 applied to (ηG(t)) ◦ (Id + Φ(t))−1 and (η∇G(t)) ◦ (Id + Φ(t))−1 we get that the
map t 7→ g(t)∣∣
U
∈ W 1,1(U) is differentiable at t = 0 for all open sets U compactly
contained in ω. Moreover, g′(0) = G′(0) −∇g(0) · h ∈ W 1,1(ω). Therefore we may
write
j′(0) =
ˆ
∂ω
g′(0) +∇g(0) · h+ g(0)divτh
and conclude by reorganizing the integral above by means of the decomposition
formula of tangential divergence (A.9) and tangential Stokes theorem (Lemma A1).
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3.3 Structure theorem and examples
In this section we will introduce the structure theorem for general shape function-
als. Loosely speaking, it says that, under some mild regularity assumptions, shape
derivatives are “concentrated at the boundary”. In particular, first order shape
derivatives can be written as a linear form that depends only on the normal compo-
nent of the perturbation on the boundary. Second order derivatives are a bit more
complicated, being the sum of a bilinear form and a linear one. At the end of the
subsection we provide some geometrical examples.
We will employ the use of the following notation: for k ≥ 0 integer, set
Ok :=
{
ω ⊂ RN
∣∣∣ ωis a bounded open set of class Ck} , O`k := Ok × · · · × Ok︸ ︷︷ ︸
` times
.
Theorem C (Structure theorem, [NP]). For integer k, ` ≥ 1, let O ⊂ O`k be admis-
sible, X be a Banach space and J : O → X be a shape functional. Consider a fixed
element ω ∈ O and define the functional J = J(ω + ·) : Θk → X, where Θk is a
sufficiently small neighborhood of 0 ∈ Ck,∞(RN ,RN) . Moreover, let Γ := ⋃`i=1 ∂ωi
and let n denote the outward unit normal vector to each ∂ωi.
(i) Assume that ω ∈ O`k+1 and that the functional J be differentiable at 0 ∈ Θk.
Then there exists a continuous linear map l1 : Ck(Γ)→ X such that
∀θ ∈ Ck(RN ,RN), J ′(0)θ = l1(θ · n). (3.13)
(ii) Assume that ω ∈ O`k+2 and that the functional J be twice differentiable at
0 ∈ Θk. Then there exists a continuous bilinear symmetric map
l2 : Ck(Γ)× Ck(Γ)→ X such that
∀θ1, θ2 ∈ Ck+1(RN ,RN), J ′′(0)(θ1, θ2) = l2(θ1 · n, θ2 · n) + l1(Zθ1,θ2), (3.14)
where Zθ1,θ2 = (θ1)τ ·Dτn(θ2)τ + n ·Dτθ1(θ2)τ + n ·Dτθ2(θ1)τ .
(iii) Suppose that J is twice differentiable at 0 ∈ Θk and that l1 admits a continuous
extension to Ck−1(Γ) → X. Then, if ω ∈ O`k+1 only, (3.14) holds true for all
θ1, θ2 ∈ Ck(RN ,RN) instead.
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Corollary 3.10. Let ω and J be as in Theorem C on page 29, moreover let k = 1.
Define j(t) := J
(
(Id + Φ(t))ω
)
for Φ ∈ A and t ≥ 0 small.
(i) Under the hypothesis of (i) of Theorem C on page 29, we have
j′(0) = l1(h · n).
(ii) Under the hypothesis of (ii) of Theorem C on page 29, for Φ of class C2 ([0, 1), C2(RN ,RN)),
then
j′′(0) = l2(h · n, h · n) + l1(Z). (3.15)
Here we have set
Z := (V ′ + (Dh)h) · n+ ((Dτn)hτ ) · hτ − 2hτ · ∇τ (h · n),
where V (t, Id + Φ(t)) := ∂tΦ(t) and V
′ = ∂tV (t, ·)
∣∣
t=0
.
(iii) Under the hypothesis of (iii) of Theorem C on page 29, then (3.15) holds true
for all Φ ∈ A.
Remark 3.11. Notice that for Hadamard perturbations (i.e. of the form Φ(t, x) =
th(x) with hτ = 0 on Γ), the term Z appearing in (3.15) vanishes. As a matter of
fact we have Z =
(
V ′ + (Dh)h
) · n, because hτ by assumption. Now, as V (t, x) =
h ◦ (Id + th(x))−1, we have V ′ = −(Dh)h and hence Z = 0 as claimed. In other
words, if Φ is an Hadamard perturbation, then the second order shape derivative
of J coincides with the bilinear form lJ2 , that is J
′′(ω)(Φ) = lJ2 (h · n, h · n). This
remark will be very useful when actually computing second order shape derivatives
in Section 4.3.
In what follows we will carry out the explicit calculations of the linear form l1
and bilinear form l2 from Theorem C on page 29 for the following three geometrical
shape functionals: volume, barycenter and surface area.
Example 3.12 (Computation of l1). For ω ∈ O2, set Vol(ω) :=
´
ω
1, Bar(ω) :=
´
ω
x
and Per(ω) :=
´
∂ω
1. For ξ ∈ C1(∂ω) we have
lVol1 (ξ) =
ˆ
∂ω
ξ, lBar1 (ξ) =
ˆ
∂ω
xξ, lPer1 (ξ) =
ˆ
∂ω
Hξ.
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Proof. The expressions of lVol1 and l
Per
1 are derived from a direct application of Propo-
sition 3.1 and Proposition 3.4 respectively. Finally, the computation of lBar1 is done
component-wise, that is, by applying the Hadamard formula to real valued func-
tional ω 7→ ´
ω
xi for all i = 1, . . . , N .
Example 3.13 (Computation of l2). We employ the same notation as in Example
3.12. For all ξ ∈ C1(∂ω) the following holds:
lVol2 (ξ, ξ) =
ˆ
∂ω
Hξ2, lBar2 (ξ, ξ) =
ˆ
∂ω
(n+ xH)ξ2,
lPer2 (ξ, ξ) =
ˆ
∂ω
|∇τξ|2 + ξ2
(
H2 − tr((Dτn)TDτn)
)
.
Proof. As stated in Remark 3.11, in order to compute the various bilinear forms l2, it
will be enough to compute the shape derivative twice with respect to an Hadamard
perturbation. Take now an arbitrary ξ ∈ C1(∂ω) and an extension h ∈ C1,∞(RN ,RN)
that satisfies h = ξn on ∂ω. Put Φ(t) := th. For ease of exposition, we will first
perform our computation for a generic integral functional of the form i(t) =
´
ωt
f(t).
If f is sufficiently smooth, then by Corollary 3.2 we have
i′(t) =
ˆ
ωt
f ′(t) +
ˆ
ωt
div
(
f(t)h ◦ (Id + th))−1) .
By a further application of Proposition 3.1 and the divergence theorem we get
d
dt
∣∣∣∣
t=0
ˆ
ωt
div
(
f(t)h ◦ (Id + th)−1
)
=
ˆ
∂ω
(
f ′(0) + div
(
f(0)h
))
h·n−f(0)(Dhh)·n,
(3.16)
where we used the fact that ∂t
∣∣
t=0
(Id+th)−1 = −h and thus ∂t
∣∣
t=0
(
h ◦ (Id + th)−1
)
=
−Dhh. Recall that h = ξn and divh− (Dhn)n = divτh = Hh · n = Hξ on ∂ω. We
get
d
dt
∣∣∣∣
t=0
ˆ
ωt
div
(
f(t)h ◦ (Id + th)−1
)
=
ˆ
∂ω
f ′(0)ξ +
(
Hf(0) + ∂nf(0)
)
ξ2. (3.17)
Therefore, for a functional of the form t 7→ ´
ωt
f (with f independent of t) the
second order shape derivative consists only of the term in (3.17) and hence
d2
dt2
∣∣∣∣∣
t=0
ˆ
ωt
f =
ˆ
∂ω
(Hf + ∂nf) ξ
2.
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Now, for f ≡ 1 we obtain the bilinear form lVol2 and for f = xi (i = 1, . . . , N) we get
d
dt
∣∣∣∣
t=0
ˆ
∂ωt
xi =
ˆ
∂ω
(Hxi +∇xi · n) ξ2 =
ˆ
∂ω
(Hxi + ni) ξ
2,
which yields the desired expression for lBar2 . As far as the functional Per is concerned,
we set f(t) := div nt, where nt is a unitary extension of the outward normal to ∂ωt.
Hence
´
ωt
∂tf =
´
∂ωt
nt · ∂tnt = 0 and the second order shape derivative of Per(ωt)
is given by the term in (3.17) only. In the following we will choose n = ∇dω, where
dω is the signed distance function, defined in (3.5). We get the following (recall the
expression for the shape derivative of the unit normal given in Proposition 3.6):
lPer2 (ξ, ξ) = −
ˆ
∂ω
div(∇τξ)ξ +
ˆ
∂ω
(
Hdiv n+ ∂n(div n)
)
ξ2. (3.18)
Now, the first integral can be handled as follows using Proposition A3:
−
ˆ
∂ω
div(∇τξ)ξ = −
ˆ
∂ω
divτ (∇τξ)ξ =
ˆ
∂ω
|∇τξ|2 .
The remaining part of (3.18) is simplified by noticing that div n = divτ n = H and
that ∂n(div n) = − tr((Dτn)TDτn). To prove the latter, notice that
0 = ∆(|∇dω|2)/2 = ∇(∆dω) · ∇dω + tr
(
(D2dω)
2
)
= ∂n(div n) + tr
(
(Dτn)
TDτn
)
.
3.4 State functions and their derivatives
Notice that not all integral functionals are like those in Example 3.12. Usually, the
integrand in those shape functionals depends on the domain indirectly, by means of
the solution to some boundary value problem, usually referred to as state function
(see for instance the two-phase torsional rigidity functional E, defined by (1.7),
whose state function u is the solution of (1.2)). In order to compute the shape
derivative of such an integral functional, one must first compute the shape derivative
of state function (cf. the first term in (3.3)). The aim of this subsection is twofold:
we will first prove some (quite general) differentiability results for state functions and
then show how the shape derivative of a state function can in turn be characterized
as the solution to some boundary value problem.
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We will give now the definitions of shape derivative and material derivative of
a state function. Consider a flow of transformation Φ : [0, 1) → Θ, where Θ is
a suitable Banach space of mappings from RN to itself. Fix a sufficiently smooth
domain ω and consider a smoothly varying family of functions ut on ωt: to fix ideas,
ut will be solution to some boundary value problem on ωt (whose parameters may
depend on t indirectly). Notice that, for x ∈ ω, then x ∈ ωt if t ≥ 0 is small enough.
Computing the partial derivative of ut with respect to t at a fixed point x ∈ ω yields
the so called shape derivative of ut; we will write
u′t0(x) := ∂t
∣∣
t=t0
ut(x) for t0 ∈ [0, 1). (3.19)
On the other hand, differentiating along the trajectories x 7→ x + Φ(t, x) gives rise
to the material derivative of ut:
u˙t0(x) :=
d
dt
∣∣∣∣
t=t0
ut(x+ Φ(t, x)) for t0 ∈ [0, 1). (3.20)
In what follows, we will also introduce the following auxiliary function vt := ut ◦(
Id + Φ(t)
)
. Notice that, under the notation introduced above, we have v′t = u˙t.
From now on, for the sake of brevity, we will omit the t subscript in the case t = 0.
Remark 3.14. Notice that the choice of the name and notation in (3.19) is not at
all a coincidence. Indeed, for fixed x ∈ ω, u′(x) is the shape derivative (intended with
the usual meaning) of the functional t 7→ ut(x) ∈ R. Of course a Fre´chet derivative
formulation like (3.1) is also possible. Moreover, notice that instead of the point-
wise definition in (3.19) one could define u′ “globally”, as the shape derivative of a
shape functional with values in some Banach space t 7→ ut ∈ X (so that Theorem
C of page 29 can be applied). In this case, notice that, since the domain ωt changes
with t, one should first fix a common domain (for instance, extend ut to the whole
RN) in order to properly define u′ in this sense.
Although, the shape derivative of states functions are an essential constituent in
the computation of the shape derivative of integral functionals (see Proposition 3.1),
it will be easier to prove existence and smoothness result for material derivatives
first and then recover the results for shape derivatives by composition. In order to
show the differentiability of the auxiliary function vt, we will employ the use of the
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following version of the implicit function theorem, for the proof of which we refer to
[Ni, Theorem 2.7.2, pp. 34–36].
Theorem D (Implicit function theorem, [Ni]). Suppose that X, Y and Z are three
Banach spaces, U is an open subset of X × Y , (x0, y0) ∈ U , and Ψ : U → Z is
a Fre´chet differentiable mapping such that Ψ(x0, y0) = 0. Assume that the partial
derivative ∂xΨ(x0, y0) of Ψ with respect to x at (x0, y0), i.e. the map Ψ
′(x0, y0)(·, 0) :
X → Z, is a bounded invertible linear transformation from X to Z. Then there exists
an open neighborhood U0 of y0 in Y and a unique Fre´chet differentiable function
f : U0 → X such that f(y0) = x0, (f(y), y) ∈ U and Ψ(f(y), y) = 0 for all y ∈ U0.
For φ ∈ W 1,∞(RN ,RN), we set σφ := σcχDφ + χΩφ and let uφ ∈ H10 (Ωφ) denote
the weak solution to the following boundary value problem for β ≥ 0, γ > 0: div(σφ∇uφ) = βuφ − γ in Ωφ,uφ = 0 on ∂Ωφ. (3.21)
The function obtained by extending uφ with zero on the rest of RN will be denoted
by the same symbol, uφ. Moreover, for φ ∈ W 1,∞(RN ,RN) sufficiently small, the
map Id +φ : RN → RN is a bi-Lipschitz homeomorphism and therefore the function
vφ := uφ ◦ (Id + φ) (3.22)
is well defined and belongs to H10 (Ω).
Theorem 3.15. Let (D,Ω) be a pair of domains of class C1 with D ⊂ Ω.
(i) The map φ 7→ vφ ∈ H10 (Ω) defined by (3.22) is of class C∞ in a neighborhood
of 0 ∈ W 1,∞(RN ,RN).
(ii) If D and Ω are of class C2, then the map φ 7→ vφ ∈ H10 (Ω)∩H2(D)∩H2(Ω\D)
is of class C∞ in a neighborhood of 0 ∈ W 2,∞(RN ,RN).
(iii) If D and Ω are of class C2+α, then the map φ 7→ vφ ∈ B is of class C∞ in a
neighborhood of 0 ∈ C2+α(RN ,RN), where
B := H10 (Ω) ∩ C(Ω) ∩ C2+α(Ω \D) ∩ C2+α(D).
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Proof. (i) We will now prove that W 1,∞ 3 φ 7→ vφ ∈ H10 (Ω) is Fre´chet dif-
ferentiable infinitely many times in a neighborhood of 0. First notice that
vφ ∈ H10 (Ω) is characterized by
ˆ
Ω
Aφ∇vφ · ∇ψ =
ˆ
Ω
(γ − βvφ)Jφψ for all ψ ∈ H10 (Ω), (3.23)
where Jφ is the Jacobian associated to the map Id + φ and
Aφ := σJφ (I +Dφ)
−1 (I +DφT )−1. (3.24)
This can be proved by a change of variable in the weak formulation of uφ. Let
us now consider the following operator
F : H10 (Ω)×W 1,∞(RN ,RN) 3 (v, φ) 7→ −div
(
Aφ∇v
)
+ (βv− γ)Jφ ∈ H−1(Ω).
(3.25)
By (3.23), we have F (vφ, φ) = 0. We are going to apply Theorem D of page
34 to the map F . First, we claim that F is differentiable infinitely many times
in a neighborhood of (u, 0) (here u is the solution of (3.21) when φ ≡ 0 and
thus it coincides with v0). As a matter of fact, the map W
1,∞(RN ,RN) 3
φ 7→ Jφ = det(I + Dφ) ∈ L∞(RN) is differentiable infinitely many times
because also φ 7→ I + Dφ ∈ L∞(RN ,RN×N) is, and the application det is a
polynomial and is continuous with respect to the L∞ norm. Similarly, the
map φ 7→ (I +Dφ)−1 can be expressed as a Neumann series as (I +Dφ)−1 =∑
k≥0(−1)k(Dφ)k and thus it is C∞ in a neighborhood of 0 ∈ W 1,∞(RN ,RN).
Therefore W 1,∞(RN ,RN) 3 φ 7→ Aφ ∈ L∞(RN ,RN×N) is also of class C∞.
Thus, the map L∞(RN ,RN×N) → H−1(Ω) defined by (A, v) 7→ −div(A∇v)
is also of class C∞ because both bilinear and continuous. We can conclude
that the full map (v, φ) 7→ F (v, φ) is of class C∞. Now, its partial Fre´chet
derivative with respect to the variable v: ∂vF (u, 0) : H
1
0 (Ω) → H−1(Ω) is
given by v 7→ −div(σ∇v) + βv and, since β ≥ 0, it is an isomorphism (see
[ERS, Theorem 1.1]). Therefore, by Theorem D of page 34 there exists a C∞
branch φ 7→ v(φ) ∈ H10 (Ω) defined for sufficiently small φ ∈ W 1,∞(RN ,RN)
such that F (v(φ), φ) = 0. Uniqueness for problem (3.23) yields that v(φ) = vφ
(and thus the smoothness of the map φ 7→ vφ).
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(ii) Define the Banach space X := H10 (Ω)∩H2(D)∩H2(Ω\D), endowed with the
norm ‖·‖X :=‖·‖H10 (Ω) +‖·‖H2(D) +‖·‖H2(Ω\D) and consider the function
F˜ : X ×W 2,∞(RN ,RN)→ L2(D)× L2(Ω \D)×H1/2(∂D),
(v, φ) 7−→
(
F (v
∣∣
D
, φ), F (v
∣∣
Ω\D, φ) ,
[
(Aφ∇v) · n
])
.
(3.26)
Here, by a slight abuse of notation, F is used to denote the restriction of (3.25)
to H2(D)×W 1,∞(RN ,RN) and H2(Ω \D)×W 1,∞(RN ,RN) respectively. The
differentiability of the map F˜ follows from the same arguments used to prove
that of F . Its partial Fre´chet derivative ∂vF˜ (u, 0)(·, 0) : X → L2(D)× L2(Ω \
D)×H1/2(∂D) is given by
v 7→ (−σc∆v + βv, −∆v + βv, [σ∂nv]) .
The invertibility of ∂vF˜ amounts to the well posedness of the following trans-
mission problem with data f ∈ L2(D), g ∈ L2(Ω \D) and h ∈ H1/2(∂D):
−σc∆v + β = f in D,
−∆v + β = g in Ω \D,
[v] = 0 on ∂D,
[σ∂nv] = h on ∂D,
v = 0 on ∂Ω.
(3.27)
The proof of the well posedness of the problem above is based on the extension
of the simpler result in the case h = 0, made possible by means of an auxiliary
function u˜. We refer to [AS, Theorem 1.1 and Remark 1.3] for a proof and
[CZ, Remark 2.1] for an explicit construction of u˜.
(iii) This time one considers the following restriction of the map defined in (3.26):
F˜ : B × C2+α(RN ,RN)→ Cα(D)× Cα(Ω \D)× C1+α(∂D).
The proof runs exactly as before, this time employing the use of the sharp
Schauder-like estimates given in [XB, Theorem 2.2 and Theorem 2.3].
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Lemma 3.16. Let Ψ : W 1,∞(RN ,RN) → W 1,∞(RN ,RN) be continuous at 0 with
Ψ(0) = Id and, for 1 ≤ p < ∞ let W 1,∞(RN ,RN) 3 φ 7→ (g(φ),Ψ(φ)) ∈ Lp(RN)×
L∞(RN ,RN) be differentiable at 0 with g(0) ∈ W 1,p(RN) and let g′(0) : W 1,∞(RN ,RN)→
W 1,p(RN) be continuous. Then the application
G : W 1,∞(RN ,RN)→ Lp(RN), φ 7→ g(φ) ◦Ψ(φ)
is differentiable at 0 and
G ′(0)φ = g′(0)φ+∇g(0) ·Ψ′(0)φ
holds true for all φ ∈ W 1,∞(RN ,RN).
Proof. We will show that∥∥g(φ) ◦Ψ(φ)− g(0)−∇g(0) ·Ψ′(0)φ− g′(0)φ∥∥
p
= o
(‖φ‖1,∞ ) as φ→ 0.
We decompose it into four terms
A(φ) :=
{
g(φ)− g(0)− g′(0)φ} ◦Ψ(φ), B(φ) := ∇g(0) · {Ψ(φ)−Ψ(0)−Ψ′(0)φ},
C(φ) := g(0) ◦Ψ(φ)− g(0)−∇g(0) · {Ψ(φ)−Ψ(0)}, D(φ) := (g′(0)φ) ◦Ψ(φ)− g′(0)φ.
By change of variables for A(φ), we have∥∥A(φ)∥∥
p
≤∥∥g(φ)− g(0)− g′(0)φ∥∥
p
∥∥Ψ(φ)∥∥
1,∞ = o
(‖φ‖1,∞ ),∥∥B(φ)∥∥
p
≤‖g‖1,p
∥∥Ψ(φ)−Ψ(0)−Ψ′(0)φ∥∥∞ = o(‖φ‖1,∞ ).
The estimate for C(φ) runs along the same lines as the proof of Lemma 3.5. Put
g := g(0) and ψ := Ψ(φ)−Ψ(0). We have
∥∥g ◦ (Id + ψ)− g −∇g · ψ∥∥
p
=
∥∥∥∥∥
ˆ 1
0
{∇g(Id + sψ)−∇g} · ψ ds∥∥∥∥∥
p
≤‖ψ‖∞
∥∥e(g)∥∥
p
,
(3.28)
where, e(g) =
´ 1
0
|∇g(Id+sψ)−∇g| ds. One then approximates g in the W 1,p-norm
by means of a sequence {gk}k ⊂ C∞0 (RN) and, as in the proof of Lemma 3.5, we
have∥∥e(g)∥∥
p
≤∥∥e(g − gk)∥∥p +∥∥e(gk)∥∥p ≤ 2‖g − gk‖1,p (1 +‖ψ‖1,∞)+ Ck‖ψ‖∞ ,
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where Ck is a positive constant that depends only on gk. Since, by assumption, ψ
tends to 0 in L∞ and remains bounded in W 1,∞ as ‖φ‖1,∞ tends to 0, by passing
to the limit as ‖φ‖1,∞ → 0 and k → ∞ respectively, we get that
∥∥e(g)∥∥
p
→ 0 as
‖φ‖1,∞ → 0. Therefore, by (3.28), C(φ) = o
(‖φ‖1,∞ ), because ‖ψ‖∞ = O(‖φ‖1,∞ ).
Lastly, for D(φ) we estimate the increment by means of the gradient of g′(0)φ,
as we did when proving (3.6). We have∥∥D(φ)∥∥
p
= O
(∥∥g′(0)φ∥∥
1,p
∥∥Ψ(φ)− Id∥∥∞ ) = O(‖φ‖21,∞ ).
Corollary 3.17. Let f ∈ W 1,p(RN), 1 ≤ p <∞. Then the application
F : W 1,∞(RN ,RN)→ Lp(RN), φ 7→ f ◦ (Id + φ)
is of class C1 in a neighborhood U of 0 ∈ W 1,∞(RN ,RN) and
F ′(φ0)φ =
{∇f ◦ (Id + φ0)}φ (3.29)
holds true for all φ0 ∈ U and φ ∈ W 1,∞(RN ,RN).
Proof. Apply Lemma 3.16 to g(φ) := f ◦ (Id + φ0) and Ψ(φ) := (Id + φ0)−1 ◦
(Id + φ0 + φ) (cf. (3.4)). Finally, notice that the map φ0 7→ F ′(φ0) given by (3.29) is
continuous (that is because property (3.6) actually holds for all Lp with 1 ≤ p <∞
as one can see by following its proof once again).
Theorem 3.18. If (D,Ω) is a pair of bounded open sets of class C1 with D ⊂ Ω,
then the map φ 7→ uφ ∈ L2(RN) is differentiable at 0 ∈ W 1,∞(RN ,RN). Moreover,
for all φ ∈ W 1,∞(RN ,RN) we have
u′φ = v′φ−∇u · φ,
where u′ and v′ denote the Fre´chet derivatives of φ 7→ uφ and φ 7→ vφ respectively
computed at 0.
Proof. This is an immediate consequence of Lemma 3.16 with g(φ) := vφ and
Ψ(φ) := (Id + φ)−1.
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Remark 3.19. The reader might wonder what is the regularity that the map
φ 7→ uφ enjoys in a neighborhood of 0 (and not only at 0, as discussed in Theorem
3.18). To this end, notice that φ 7→ Ψ(φ) := (Id + φ)−1 ∈ L∞(RN) is differentiable
in a neighborhood U of 0 ∈ W 1,∞(RN ,RN) and for φ0 ∈ U and φ ∈ W 1,∞(RN ,RN):
Ψ′(φ0)φ = −
{
(I +Dφ0)
−1 ◦Ψ(φ0)
} {
φ ◦Ψ(φ0)
}
.
Therefore Ψ is of class C1 seen as a map of W 1,∞(RN ,RN) ∩ C1,∞(RN ,RN) →
L∞(RN ,RN) but not ofW 1,∞(RN ,RN)→ L∞(RN ,RN) (this is because (3.6) extends
to L∞ only for smooth f).
Sometimes, the differentiability of φ 7→ uφ in L2 is not enough. Especially when
dealing with energy-like functionals like (1.7), it will be useful to control also the
differentiability of the gradient of uφ in the L
2-norm. Since we are working with
two-phase problems, finding the right formalism to discuss the differentiability of
φ 7→ uφ in more regular spaces can be a bit tricky, but nevertheless possible, as
shown in the following theorem.
Theorem 3.20. Let (D,Ω) be a pair of domains of class C2 with D ⊂ Ω. The
restrictions of uφ to the core Dφ and the shell Ωφ \ Dφ admit extensions ucφ, usφ ∈
H1(RN) respectively, such that the maps φ 7→ ucφ ∈ H1(RN) and φ 7→ usφ ∈ H1(RN)
are of class C1 in a neighborhood of 0 ∈ C2,∞(RN ,RN).
Proof. We will prove differentiability for the map φ 7→ ucφ, since usφ is completely
analogous. First, we claim that the map
F : H2(RN)× C1,∞(RN ,RN)→ H1(RN), (g, φ) 7→ g ◦ (Id + φ) (3.30)
is of class C1 in H2(RN)×
{
‖φ‖1,∞ < 1
}
. By Corollary 3.17, we know that, for fixed
g ∈ H1(RN), the map F(g, ·) : C1,∞(RN ,RN)→ L2(RN) is of class C1 for‖φ‖1,∞ < 1.
The claimed differentiability of (3.30) amounts to showing that the map
∇ (F(g, ·)) : C1,∞(RN ,RN)→ L2(RN ,RN), φ 7→ (Id +Dφ)T ∇g ◦ (Id + φ)
is of class C1 for φ small. Indeed, as C1,∞(RN ,RN) 3 φ 7→ Dφ ∈ C0,∞(RN ,RN)
is of class C∞ and ∇g ∈ L2(RN ,RN), the smoothness of ∇F follows from a fur-
ther application of Corollary 3.17. By linearity with respect to g, we get the
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differentiability of F : H1(RN) × C1,∞(RN ,RN) → L2(RN). Now, consider the
map φ 7→ F
(
Pc(vφ
∣∣
D
), (Id + φ)−1 − Id
)
, where Pc is a continuous linear extension
operator from H2(D) to H2(RN) (see [Ad]). By Theorem 3.15 (ii) we have that
φ 7→ vφ
∣∣
D
∈ H2(D) is of class C1 in a neighborhood of 0 ∈ C2,∞(RN ,RN). More-
over, by similar reasonings to those carried on in Remark 3.19, it can be shown
that the map φ 7→ (Id + φ)−1 ∈ C1,∞(RN ,RN) is of class C1 in a neighborhood of
0 ∈ C2,∞(RN ,RN). By composition we conclude that the map
φ 7→ ucφ := Pc(vφ
∣∣
D
) ◦ (Id + φ)−1 ∈ H1(RN)
is an extension of uφ to H
1(RN) that is of class C1 in a neighborhood of 0 ∈
C2,∞(RN ,RN).
For t 7→ Φ(t) ∈ C2,∞(RN ,RN) smooth, Φ(0) = 0 and t ≥ 0 small, let ut denote
the solution to (3.21) corresponding to σt = σcχDt + χΩt\Dt . By Theorem 3.18
we know that ut admits a shape derivative, which we will call u
′. The explicit
computation of u′ is the content of the following theorem.
Theorem 3.21. Assume that (D,Ω) is a pair of domains of class C2 satisfying
D ⊂ Ω. Let Φ : C1 ([0, 1), C2,∞(RN ,RN)) satisfy Φ(0) = Id and d
dt
∣∣∣
t=0
Φ(t) = h.
Then, the shape derivative u′ ∈ L2(Ω) ∩ H1(D) ∩ H1(Ω \ D) is a weak solution of
the following problem:
σ∆u′ = βu′ in D ∪ (Ω \D),
[σ∂nu
′] = (σc − 1)divτ (∇τuh · n) on ∂D,
[u′] = −[∂nu]h · n on ∂D,
u′ = −∂nuh · n on ∂Ω,
(3.31)
namely u′ +∇u · h belongs to H10 (Ω) andˆ
Ω
σ∇u′ · ∇ψ +
ˆ
∂D
(σc − 1)(∇τu · ∇τψ)h · n = −β
ˆ
Ω
u′ψ (3.32)
for all ψ ∈ C∞0 (Ω).
Proof. By Theorem 3.20 we know that u′ is well defined. Moreover, by definition
ut ◦
(
Id + Φ(t)
)
= vt. By differentiating we get u
′ + ∇u · h = u˙, which belongs to
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H10 (Ω) by Theorem 3.15. Now, take an arbitrary function ψ ∈ C∞0 (Ω). Notice that,
for t > 0 small enough, ψ belongs to C∞0 (Ωt) as well. Now integrate (3.21) against
the test function ψ:
σc
ˆ
Dt
∇ut · ∇ψ +
ˆ
Ωt\Dt
∇ut · ∇ψ =
ˆ
Ωt
(γ − βut)ψ.
Computing the derivative with respect to t of the above by employing the use of the
Hadamard formula, Proposition 3.1 (again, the hypothesis are fulfilled by Theorem
3.20), yields
ˆ
Ω
σ∇u′ · ∇ψ +
ˆ
∂D
[σ∇u] · ∇ψ(h · n) = −β
ˆ
Ω
u′ψ,
which is equivalent to the weak formulation given in the statement of the theorem,
since [σ∇u] = [σ∂nu]n+ [σ∇τu] = (σc− 1)∇τu by the transmission condition (1.5).
We remark that problem (3.32) has a unique solution u′ such that u′+∇u ·h belongs
to H10 (Ω). Indeed suppose that u1 and u2 are such two solutions, then we claim that
u3 := u1 − u2 is constantly 0 in Ω. As a matter of fact, u3 ∈ H10 (Ω) and satisfiesˆ
Ω
σ∇u3 · ∇ψ = −β
ˆ
Ω
u3ψ for all ψ ∈ C∞0 (Ω).
Since β ≥ 0, then u3 ≡ 0 in Ω as claimed.
Now we show that, if D and Ω are smoother (C2+α is enough), then u′ satisfies
(3.31) in the strong sense. By restricting to test functions ψ in C∞0 (D) and C∞0 (Ω\D)
we get
σ∆u′(x) = βu′(x) for all x ∈ D ∪ (Ω \D). (3.33)
An integration by parts with (3.33) at hand gives
ˆ
∂D
[σ∂nu
′]ψ = −
ˆ
∂D
(σc − 1)(∇τu · ∇τψ)h · n.
Now, by an application of the tangential version of integration by parts (see Propo-
sition A3 in the Appendix) we get
−
ˆ
∂D
(σc − 1)(∇τu · ∇τψ)h · n = (σc − 1)
ˆ
∂D
divτ (∇τuh · n)ψ. (3.34)
Notice that the right hand side of (3.34) is meaningful because u ∈ C2+α(D) if ∂D
and ∂Ω are of class C2+α (see [XB, Theorem 2.2 and Theorem 2.3]). This implies the
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second condition of (3.31) by the arbitrariness of ψ ∈ C∞0 (Ω). The third and fourth
conditions of (3.31) follow easily from the fact that u′ = u˙−∇u ·h. Indeed we have
[u′] = [u˙]−[∂nu]h·n−[∇τu]·∇τψ = −[∂nu]h·n on ∂D and u′ = u˙−∇u·h = −∂nuh·n
on ∂Ω because of the boundary condition satisfied by ut.
3.5 Optimal shapes and overdetermined problems
In this section we will explain how to use shape derivatives in order to investigate
the relationship between the two problems discussed in Chapter 2, namely the max-
imization of the one-phase torsional rigidity and Serrin’s overdetermined problem.
Let Ω ⊂ RN be a bounded domain of class C2 and t 7→ Φ(t) ∈ C2,∞(RN ,RN) be
differentiable at t = 0 with Φ(0) = 0 and d
dt
∣∣∣
t=0
Φ = h. Moreover, suppose that the
perturbation Φ leaves the volume of Ω unaltered, that is
Vol(Ωt) = Vol(Ω) for all t ≥ 0 small. (3.35)
Lastly suppose that Ω is a critical point for the functional E(∅, ·) under the fixed
volume constraint, i.e.
E ′(∅,Ω)(Φ) = 0 for all Φ satisfying (3.35). (3.36)
In other words, if ut represents the solution of
−∆ut = 1 in Ωt, ut = 0 on ∂Ωt, (3.37)
and j(t) :=
´
Ωt
|∇ut|2, then we can rewrite (3.36) by means of the Hadamard formula
(Proposition 3.1) as follows:
j′(0) = 2
ˆ
Ω
∇u′ · ∇u+
ˆ
∂Ω
|∂nu|2 h · n,
where u denotes the solution of (3.37). By Theorem 3.21, we know that
´
Ω
∇u′·∇u =
0 and thus ˆ
∂Ω
|∂nu|2 h · n = 0.
Now, if we compute the derivative with respect to t at t = 0 of (3.35) (see also
Example 3.12) we obtain
´
∂Ω
h·n = 0. By the arbitrariness of Φ (see also Proposition
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4.1 in the next chapter) and Lemma 3.22 below, we get that the solution u of (3.37)
on Ω must verify the following overdetermined condition
|∂nu|2 ≡ constant on ∂Ω.
By the Hopf lemma, we conclude that ∂nu must be constant: thus u is a solution of
Serrin’s overdetermined problem (2.6) and Ω must be a ball by Theorem 2.4.
Lemma 3.22. Let Ω be a bounded open set and f ∈ L2(∂Ω). If
ˆ
∂Ω
fg = 0 for all g ∈ L2(∂Ω) such that
ˆ
∂Ω
g = 0, (3.38)
then f is constant (almost everywhere) on ∂Ω. If ∂Ω is of class Ck, then the condition
(3.38) can be restricted to the subclass of functions g ∈ Ck(∂Ω) ⊂ L2(∂Ω).
Proof. Let f denote the mean value of f , i.e. f =
ffl
∂Ω
f =
(´
∂Ω
f
)
/Per(Ω). Choose
g := f − f in (3.38). We have
0 =
 
∂Ω
f(f − f) =
 
∂Ω
f 2 − f 2.
On the other hand,
0 ≤
 
∂Ω
(
f − f
)2
=
ˆ
∂Ω
f 2 − f 2,
with equality holding if and only if f ≡ f almost everywhere in ∂Ω. The final claim
of the lemma follows by a density argument.
Remark 3.23. We have actually proved a slightly stronger version of Theorem 2.1
for ∂Ω of class C2. Indeed balls are not only the unique C2-maximizers for E(∅, ·)
under volume constraint, but more generally the only critical shape of class C2. In
particular, no other maximizers or saddle shapes of class C2 exists for the one-phase
functional E(∅, ·) (compare this with Theorem II).
3.6 When the structure theorem does not apply
In Chapter 3 we gave differentiability results under pretty weak regularity assump-
tions (both for integral functionals in Section 3.2 and state functions in Section 3.4).
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Nevertheless, when actually computing those derivatives, we imposed higher regu-
larity in order to write shape derivatives by means of surface integrals. This aim
of this section is to show how the same computations can be carried out without
imposing any “extra” regularity.
Suppose that (D,Ω) is a pair of bounded domains of class C1 with D ⊂ Ω. For
φ ∈ W 1,∞(RN ,RN), let uφ be the solution of (3.21) and vφ be the function defined
by (3.22). Then, consider the map
φ 7→ E(φ) :=
ˆ
Ωφ
σφ|∇uφ|2 =
ˆ
Ω
A(φ)∇vφ · ∇vφ, (3.39)
where we have set A(φ) := σ (I +Dφ)−T (I +Dφ)−1 Jφ. By composition we obtain
that E(·) is actually of class C∞ in a neighborhood of 0 ∈ W 1,∞(RN ,RN) (see also
Theorem 3.15, (i)). On the other hand both the domains and the perturbation field
lack are not regular enough to apply the structure theorem (Theorem C on page 29).
One can wonder how we can write the shape derivatives of E then. By differentiating
the integral over Ω in (3.39) we get for all ζ ∈ W 1,∞(RN ,RN):
E ′(φ)ζ = d
dt
∣∣∣∣
t=0
E(φ+ tζ) =
ˆ
Ω
A′(φ)ζ∇vφ · ∇vφ + 2
ˆ
Ω
A(φ)∇v′(φ)ζ · ∇vφ,
where v′(φ)ζ denotes the Fre´chet differential of the map φ 7→ vφ applied to ζ (which
is well defined by Theorem 3.15). We use the notation Uφ := (I +Dφ)
−1 and the
following identities from matrix calculus:
U ′·(φ)ζ = −U−1φ DζU−1φ , J ′·(φ)ζ = Jφ tr(UφDζ).
We have
A′(φ)ζ = −σJφ
{
UTφDζ
TU−Tφ Uφ + U
T
φ U
−1
φ DζU
−1
φ + U
T
φ Uφ tr(UφDζ)
}
.
One could go on and compute higher order derivatives in a similar fashion. We
will give the result concerning the second Fre´chet derivative of E(·). For φ ∈
W 1,∞(RN ,RN) small and arbitrary ξ, ζ ∈ W 1,∞(RN ,RN) we have
E ′′(φ)(ξ, ζ) = d
dt
∣∣∣∣
t=0
E ′(φ+ tξ)ζ =
ˆ
Ω
A′′(φ)(ξ, ζ)∇vφ · ∇vφ + 2
ˆ
Ω
A′(φ)ζ∇v′(φ)ξ · ∇vφ
+2
ˆ
Ω
A′(φ)ξ∇v′(φ)ζ · ∇vφ + 2
ˆ
Ω
A(φ)∇v′′(φ)(ξ, ζ) · ∇vφ + 2
ˆ
Ω
A(φ)∇v′(φ)ξ · ∇v′(φ)ζ.
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Where,
A′′(φ)(ξ, ζ) =
d
dt
∣∣∣∣
t=0
A′(φ+ tξ)ζ =
σJφ
{
−DξTDζTU−Tφ Uφ − U−Tφ DζTDξTUφ − UTφDξDζU−1φ − UTφ U−1φ DζDξ
− U−Tφ DζTU−Tφ Uφ tr(UφDξ)− UTφ U−1φ DζU−1φ tr(UφDξ) + U−Tφ DξTU−Tφ Uφ tr(UφDζ)
+ UTφ U
−1
φ DξU
−1
φ tr(UφDζ)− UTφ Uφ tr(UφDξ) tr(UφDζ) + UTφ Uφ tr(U−1φ DζU−1φ Dξ)
+ U−Tφ Dξ
TU−Tφ U
−1
φ DζU
−1
φ + U
−T
φ Dζ
TU−Tφ U
−1
φ DξU
−1
φ
}
.
Notice that the expression for E ′′(φ)(ξ, ζ) given above is a symmetric bilinear form.
Further derivatives of order k ≥ 3 can be computed inductively in the same way,
although the computations will become longer at any step. Finally, notice that,
independently of k, no second order derivatives with respect to the space variables
will ever appear in the process (this confirms the fact that φ ∈ W 1,∞(RN ,RN) is
enough regularity for the functional φ 7→ E(φ) to be of class C∞).
45
Chapter 4
Two-phase torsional rigidity
In this chapter, we will study the functional E defined by (1.7). In particular, we
will analyze the link between optimality and radial symmetry. The results contained
in this chapter are original and taken from [Ca1] and [Ca2].
4.1 Perturbations verifying some geometrical con-
straints
Let us introduce the most general class of perturbations that we will be working with
in this chapter. Since we are going to compute shape derivatives of the functional
E up to the second order, we want enough regularity for the structure theorem
(Theorem C on page 29) to apply. We define
A :=
{
Φ ∈ C2
(
[0, 1), C2,∞(RN ,RN)
) ∣∣∣∣ Φ(0) = 0} .
Moreover, for all bounded open sets ω of class C2, we set
AVol(ω) :=
{
Φ ∈ A ∣∣ Vol(ωt) = Vol(ω)} , ABar(ω) := {Φ ∈ A ∣∣ Bar(ωt) = Bar(ω)} .
For all Φ ∈ AVol(ω), Example 3.12 and Example 3.13 yield the following two condi-
tions: ˆ
∂ω
h · n = 0, (1st order volume preserving) (4.1)
ˆ
∂ω
H(h · n)2 +
ˆ
∂ω
Z = 0. (2nd order volume preserving) (4.2)
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If Φ ∈ ABar(ω), then, by Example 3.12:
ˆ
∂ω
xi (h · n) = 0 for all i = 1, . . . , N. (4.3)
We will consider the following class of perturbations:
A∗ := AVol(D) ∩ AVol(Ω) ∩ ABar(Ω).
Proposition 4.1. Take h ∈ C1,∞(RN ,RN). Suppose that h satisfies (4.1) for ω =
D,Ω and (4.3) for ω = Ω. Then there exists a perturbation Φ˜ ∈ A∗ such that
Φ˜(t) = th+ o(t) as t→ 0.
Proof. We will give an explicit construction of Φ˜. First, we put Dt := (Id + th)D,
Ωt := (Id + th)Ω. Now, we define the following auxiliary perturbations:
Φ˜− :=
N
√
Vol(D)
Vol(Dt)
(Id + th)− Id, Φ˜+ := N
√
Vol(Ω)
Vol(Ωt)
(
Id + th− Bar(Ωt)
)− Id.
By definition we have Φ˜− ∈ AVol(D) and Φ˜+ ∈ AVol(Ω)∩ABar(Ω). We will now “blend
them together” by means of a bump function. Let ε0 > 0 be a sufficiently small
constant, such that D+B2ε0 ⊂ Ω. Take now a smooth bump function η : RN 7→ [0, 1]
that is constantly equal to 1 in D +Bε0 and vanishes outside D +B2ε0 and put:
Φ˜ := ηΦ˜− + (1− η) Φ˜+.
By construction, Φ˜ ∈ A∗. Moreover, a simple calculation with (4.1) and (4.3) at
hand ensures that ∂t
∣∣
t=0
Φ˜ = h as claimed.
Since we are working with a shape functional that takes a pair of domains (D,Ω)
as input, for all Φ ∈ A, in what follows it will be useful for our purposes to separate
its contributions on ∂D and ∂Ω. For a fixed pair (D,Ω) take some small ε0 such
that D +B2ε0 ⊂ Ω as done previously in the proof of Proposition 4.1 and define
A− :=
{
Φ ∈ A ∣∣ Φ(t, x) = 0 if x /∈ D +B2ε0} , A+ := {Φ ∈ A ∣∣∣ Φ(t, x) = 0 if x ∈ D +Bε0} .
Notice that for every Φ ∈ A there exist some Φ± ∈ A± such that Φ = Φ−+ Φ+ and
although such decomposition is not unique, the values of Φ± are uniquely determined
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(and actually equal to Φ) on D +Bε0 and RN \(D+B2ε0) respectively. In accordance
with the notation for Φ we will write
Φ± = th± + o(t) as t→ 0. (4.4)
In a similar manner we put
A∗± := A∗ ∩ A±.
4.2 First order shape derivatives
4.2.1 Computation of E ′ and proof of Theorem I
Theorem 4.2. Let (D,Ω) be a pair of domains of class C2 satisfying D ⊂ Ω. The
first order shape derivative of the functional E computed at (D,Ω) with respect to
an arbitrary perturbation Φ ∈ A is given by
E ′(D,Ω)(Φ) = lE1 (h · n) = (1− σc)
ˆ
∂D
(
σc|∂nu|2 +|∇τu|2
)
h · n+
ˆ
∂Ω
|∂nu|2 h · n.
Proof. For a fixed perturbation Φ ∈ A, we will apply the Hadamard formula, Propo-
sition 3.1, to the integral functional
e(t) := E(Dt,Ωt) =
ˆ
Ωt
σt|∇ut|2 . (4.5)
Notice that the integrand in (4.5) does not actually satisfy the assumptions of Propo-
sition 3.1. Therefore we will need to split the integrals into two parts, namely Dt
and Ωt and then apply the Hadamard formula to both. This yields
E ′(D,Ω)(Φ) = e′(0) =
d
dt
∣∣∣∣
t=0
σc
ˆ
Dt
|∇ut|2 + d
dt
∣∣∣∣
t=0
ˆ
Ωt\Dt
|∇ut|2 =
2
ˆ
Ω
σ∇u · ∇u′ +
ˆ
∂D
[σ|∇u|2]h · n+
ˆ
∂Ω
|∂nu|2 h · n.
(4.6)
We now get rid of the volume integral
´
Ω
σ∇u ·∇u′ in the above. To this end, notice
that, by a density argument, the weak formulation (3.32) holds true even when we
choose u as a test function. Now, as β = 0 in this case, we obtain:
e′(0) = 2(1− σc)
ˆ
∂D
|∇τu|2h · n+
ˆ
∂D
[σ|∇u|2]h · n+
ˆ
∂Ω
|∂nu|2 h · n. (4.7)
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We can split the normal and tangential parts of the gradient of u in the integral
over ∂D above:
lE1 (h · n) = e′(0) =
ˆ
∂D
σc∂nu[∂nu]h · n+ (1− σc)
ˆ
∂D
|∇τu|2 h · n+
ˆ
∂Ω
|∂nu|2 h · n.
Finally, we can rewrite the jump part by means of the transmission condition (1.5)
and rearrange the terms as in the statement of the theorem.
Remark 4.3. If (D0,Ω0) are concentric balls, then the corresponding solution u is
radially symmetric. This means that ∇τu vanishes on ∂D0, while ∂nu is constant
on both ∂D0 and ∂Ω0. Hence, l
E
1 (D0,Ω0) = 0 for all Φ ∈ A that satisfy the first
order volume preserving condition (4.1) on both ∂D0 and ∂Ω0, and, in particular,
for all Φ ∈ A∗. This proves Theorem I.
Remark 4.4. Just as done in Section 3.5, the condition E ′(D,Ω)(Φ) = 0 for all
Φ ∈ A∗ can be restated as an overdetermined problem, as follows:
−div(σ∇u) = 1 in Ω,
u = 0 on ∂Ω,
σc|∂nu|2 +|∇τu|2 = c1 on ∂D,
∂nu = c2 on ∂Ω,
(4.8)
where the overdetermined condition on ∂D has to be intended in the sense of traces
taken from the inside of D and c1, c2 are real constants determined by the data of
the problem.
4.2.2 Explicit computation of u′ for concentric balls
As we know from the abstract structure theorem (Theorem C on page 29), the
shape derivative of the state function u′ too depends on h · n in a linear fash-
ion (although this statement is also a direct consequence of the explicit calcula-
tions in Theorem 3.21). For arbitrary Φ ∈ A, with Φ = Φ− + Φ+, the first order
shape derivative u′ of the state function u with respect to Φ, can be decomposed
as u′ = u′− + u
′
+, where u
′
± are the shape derivatives of u with respect to the
perturbation Φ±. In the special case when D and Ω are concentric balls (which
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will be denoted by D0 := BR and Ω0 := B1), the functions u
′
± are solutions to
the following problems and can be computed explicitly by separation of variables.
∆u′− = 0 in D0 ∪ (Ω0 \D0),
[σ ∂nu
′
−] = 0 on ∂D0,
[u′−] =
1−σc
σc
R
N
h− · n on ∂D0,
u′− = 0 on ∂Ω0.
(4.9)

∆u′+ = 0 in D0 ∪ (Ω0 \D0),
[σ ∂nu
′
+] = 0 on ∂D0,
[u′+] = 0 on ∂D0,
u′+ =
1
N
h+ · n on ∂Ω0.
(4.10)
Proposition 4.5. Let Φ ∈ A and assume it to be decomposed as Φ = Φ− + Φ+.
With the same notation as (4.4), suppose that for some real constants α±k,i, the fol-
lowing expansions hold for all θ ∈ SN−1 (see Appendix B for the notation concerning
spherical harmonics and their fundamental properties):
(h− · n)(Rθ) =
∞∑
k=1
dk∑
i=1
α−k,iYk,i(θ), (h+ · n)(θ) =
∞∑
k=1
dk∑
i=1
α+k,iYk,i(θ). (4.11)
Then, the functions u′± admit the following explicit expression for θ ∈ SN−1:
u′±(rθ) =

∞∑
k=1
dk∑
i=1
α±k,iB
±
k r
kYk,i(θ) for r ∈ [0, R],
∞∑
k=1
dk∑
i=1
α±k,i
(
C±k r
2−N−k +D±k r
k
)
Yk,i(θ) for r ∈ (R, 1],
(4.12)
where the constants B±k , C
±
k and D
±
k are defined as follows
B−k =
1− σc
σc
R−k+1
(
(N − 2 + k)R2−N−2k + k
)
/F, C−k = −D−k = (σc − 1)kR−k+1/F,
B+k = (N − 2 + 2k)R2−N−2k/F, C+k = (1− σc)k/F, D+k = (N − 2 + k + kσc)R2−N−2k/F,
and the common denominator F = N(N − 2 + k + kσc)R2−N−2k + kN(1− σc) > 0.
Proof. We will compute here the expression for u′+ only, as the case of u
′
− is com-
pletely analogous (we refer to [Ca1, Section 4] for the details). Let us pick an
arbitrary k ∈ {1, 2, . . . } and i ∈ {1, . . . , dk}. We will use the method of separa-
tion of variables to find the solution of problem (4.10) in the particular case when
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h+ · n = Yk,i on ∂Ω0 and then the general case will be recovered by linearity. We
will be searching for solutions to (4.10) of the form u′+ = u
′
+(r, θ) = f(r)g(θ) (where
r := |x| and θ := x/|x| for x 6= 0). Using the well known decomposition formula for
the Laplace operator into its radial and angular components (see Proposition A2),
the equation ∆u′+ = 0 in D0 ∪ (Ω0 \D0) can be rewritten as
0 = ∂rrf(r)g(θ)+
N − 1
r
∂rf(r)g(θ)+
1
r2
f(r)∆τg(θ) for r ∈ (0, R)∪(R, 1), θ ∈ SN−1.
Take g = Yk,i. Under this assumption, we get the following equation for f :
∂rrf +
N − 1
r
∂rf − λk
r2
f = 0 in (0, R) ∪ (R, 1). (4.13)
Since we know that λk = k(k+N−2), it can be easily checked that, on each interval
(0, R) and (R, 1), any solution to the above consists of a linear combination of the
following two independent solutions:
fsing(r) := r
2−N−k and freg(r) := rk. (4.14)
Since equation (4.13) is defined for r ∈ (0, R) ∪ (R, 1), we have that the following
holds for some real constants A+k , B
+
k , C
+
k and D
+
k ;
f(r) =
A
+
k r
2−N−k +B+k r
k for r ∈ (0, R),
C+k r
2−N−k +D+k r
k for r ∈ (R, 1).
Moreover, since 2−N − k is negative, A+k must vanish, otherwise a singularity
would occur at r = 0. The other three constants can be obtained by the interface and
boundary conditions of problem (4.10) recalling that we are assuming h+ · n = Yk,i
on ∂Ω0. We get the following system:
C+k R
2−N−k +D+k R
k −B+k Rk = 0,
σckB
+
k R
k−1 = (2−N − k)C+k R1−N−k + kD+k Rk−1,
C+k +D
+
k = 1/N.
By solving it we obtain the coefficients of the series representation (4.12) of u′+.
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4.3 Second order shape derivatives
In this section we will carry out the computation of the second order shape derivative
of the shape functional E at the radially symmetric configuration (D0,Ω0).
4.3.1 Computation of E ′′
The computation of E ′′(D0,Ω0)(Φ) = lE2 (h ·n, h ·n)+ lE1 (h ·n) for Φ ∈ A∗ will require
two steps. First, we will compute the bilinear form lE2 by means of Hadamard
perturbations as done in Example 3.13 and finally we will take care of the term
containing Z using the second order volume preserving condition (4.2).
Proposition 4.6. Let Φ ∈ A. Then, the bilinear form lE2 admits the following
explicit expression:
lE2 (h · n, h · n) = 2
ˆ
∂Ω0
∂nu ∂nu
′ (h · n) + 2
ˆ
∂Ω0
∂nu ∂nnu(h · n)2 +
ˆ
∂Ω0
|∂nu|2H(h · n)2
+ 2
ˆ
∂D0
[
σ∂nu ∂nu
′] (h · n) + 2 ˆ
∂D0
σc∂nu [∂nnu](h · n)2 +
ˆ
∂D0
[
σ|∂nu|2
]
H(h · n)2.
Proof. We will proceed along the same lines of Example 3.13. As stated in Remark
3.11, we know that E ′′(Φ) = lE2 (h · n, h · n) in the special case that Φ ∈ A is
an Hadamard perturbation. Therefore, for all Φ ∈ A of the form Φ = Id + th
with hτ ≡ 0 on ∂D0 ∪ ∂Ω0, by employing the explicit form of the first order shape
derivative given by (4.7) and reasoning as in the proof of Corollary 3.2, we can write
lE2 =
d
dt
∣∣∣∣
t=0
(
2(1− σc)
ˆ
∂Dt
|∇τut|2ξt +
ˆ
∂Dt
[
σ|∇ut|2
]
ξt +
ˆ
∂Ωt
σ|∇ut|2ξt
)
,
(4.15)
here we have put ξt = ht · nt, where ht = h ◦
(
Id + Φ(t)
)−1
and nt denotes the
outward unit normal to both ∂Dt and ∂Ωt. Let us examine with (4.15) term by
term. First of all, we claim that
d
dt
∣∣∣∣
t=0
ˆ
∂Dt
|∇τut|2ξt = 0.
By definition of tangential gradient (A.1) and Proposition 3.6 we see that |∇τut|2 is
differentiable at t = 0, and the same goes for ξt. We will now apply Proposition 3.9
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with g(t) = |∇τut|2ξt. At a glance it might look like we do not have enough regularity
to apply Proposition 3.9 since we do not have control over the gradient of ut in the
right Sobolev space, nevertheless, this is just one of the “artificial” regularity that
comes from the composition Id =
(
Id + Φ(t)
) ◦ (Id + Φ(t))−1. Indeed notice that
∇ut ◦
(
Id + Φ(t)
)
=
(
I +DΦ(t)
)T ∇vt
and conclude by Theorem 3.15. Now, since the term |∇τut| appears squared in
g(t) = |∇τut|2ξt, then g(0) = g′(0) = 0 on ∂D0 (recall that for t = 0, u is a radial
function, and thus ∇τu = 0). Thus ddt
∣∣∣
t=0
´
∂Dt
|∇τut|2ξt = 0 as claimed. Now, (4.15)
can be rewritten in the following compact way:
lE2 (h · n, h · n) =
d
dt
∣∣∣∣
t=0
ˆ
∂Dt
f(t)ht · n1t︸ ︷︷ ︸
(A)
+
d
dt
∣∣∣∣
t=0
ˆ
∂(Ωt\Dt)
f(t)ht · n2t︸ ︷︷ ︸
(B)
, (4.16)
where f(t) := σt|∇ut|2, and n1t (respectively n2t ) denotes the unit normal vector to
∂Dt (respectively ∂(Ωt \Dt)) pointing in the outward direction with respect to the
domain Dt (respectively Ωt \Dt). We first deal with the term (A) of (4.16). We get
(A) =
d
dt
∣∣∣∣
t=0
ˆ
Dt
div
(
f(t)h ◦ (Id + Φ(t))−1) ,
The divergence theorem, followed by an application of the Hadamard formula (Propo-
sition 3.1), yields
(A) =
ˆ
D0
∂
∂t
∣∣∣∣
t=0
div
(
f(t)h ◦ (Id + Φ(t))−1)+ˆ
∂D0
div
(
f(0)h
)
h ·n = (A1)+(A2).
We have
(A1) =
ˆ
∂D0
f ′(0)h · n−
ˆ
∂D0
f(0) (Dhh) · n, (A2) =
ˆ
∂D0
(∇f(0) · h+ f(0)divh)h · n.
Moreover, as h = (h · n)n on ∂D0 by hypothesis, we get
(A) =
ˆ
∂D0
f ′(0)h·n+
ˆ
∂D0
∂nf(0)(h·n)2+
ˆ
∂D0
f(0)
(
divh− n · (Dhh)) h·n. (4.17)
Now, by the definition of tangential divergence (A.3) and (A.9) (recall that by
assumption hτ = 0 on ∂D0) we get: divh − n · (Dhn) = divτh = divτ
(
(h · n)n) =
H h · n.
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Recalling the definition of f(t), we can rewrite (4.17) as follows
(A) = 2
ˆ
∂D0
σ∇u · ∇u′ (h · n) + 2
ˆ
∂D0
σ∂nu(∂nnu)(h · n)2 +
ˆ
∂D0
σ|∇u|2H(h · n)2.
The term labeled (B) in (4.16) can be computed analogously. The claim of Propo-
sition 4.6 is finally obtained by combining the two terms (A) and (B) and recalling
that ∇τu = 0 on ∂D0 ∪ ∂Ω0.
The following theorem is an immediate consequence of Proposition 4.6 and the
combination of Theorem 4.2 and (4.2).
Theorem 4.7. For all Φ ∈ A∗, the following holds:
E ′′(Φ) = + 2
ˆ
∂D0
[
σ∂nu ∂nu
′] (h · n) + 2 ˆ
∂D0
σc∂nu [∂nnu](h · n)2
+ 2
ˆ
∂Ω0
∂nu ∂nu
′ (h · n) + 2
ˆ
∂Ω0
∂nu ∂nnu(h · n)2.
Remark 4.8. Theorem 4.7 actually holds true for all Φ ∈ A that satisfy just the
second order volume preserving condition (4.2) for ω = D0, Ω0. In particular, we
have not used the barycenter preserving condition yet.
4.3.2 Analysis of the non-resonant part
Since we know that u′ depends linearly on h ·n (see for example Theorem C on page
29 or also Theorem 3.21), Theorem 4.7 tells us that E ′′(D0,Ω0)(Φ) is a quadratic
form in h ·n for all Φ ∈ A∗. In particular, E ′′(D0,Ω0)(Φ−+Φ+) = E ′′(D0,Ω0)(Φ−)+
E ′′(D0,Ω0)(Φ+) for Φ± ∈ A∗± is not true in general (although it can happen, even
in non trivial cases).
Figure 4: E ′′ is nonlinear
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In what follows we will assume that the expansion (4.11) holds true for h±.
Combining the result of Theorem 4.7 and the explicit expressions for u and u′ =
u′− + u
′
+ (given by (1.6) and Proposition 4.5 respectively) yields the following.
E ′′(D0,Ω0)(Φ) =
∞∑
k=1
dk∑
i=1
{(
α−k,i
)2
E ′′−(k) +
(
α+k,i
)2
E ′′+(k) + α
−
k,i α
+
k,iE
′′
res(k)
}
,
(4.18)
where
E ′′−(k) =
2RN
N
(
1− σc
σc
)(
F − k
(
k(1− σc) + (N − 2 + k)(1− σc)R2−N−2k
))/
F,
E ′′+(k) =
2
N
(
F − k
(
(−N + 2− k)(1− σc) + (N − 2 + k + kσc)R2−N−2k
))/
F,
E ′′res(k) =
4(σc − 1)R1−k
N
(
(N − 2)k + 2k2)/F,
(4.19)
and F is the term defined at the end of the statement of Proposition 4.5. The term
E ′′res will be referred to as the resonant part of E
′′. As we can see from (4.18), the
resonant part E ′′res arises when the perturbations h− and h+ both have a non-zero
component corresponding to the same spherical harmonic Yk,i.
In this subsection we will consider only the coefficients k ∈ {1, 2, . . . }, i ∈
{1, . . . dk} such that α−k,i α+k,i = 0 (in other words we will consider only the non-
resonant part of E ′′). Under this assumption the contributions of E ′′−(k) and E
′′
+(k)
can be analyzed separately. We have the following result.
Lemma 4.9. Consider the functions N 3 k 7→ E ′′±. The following holds.
(i) The function k 7→ E ′′−(k) is strictly decreasing for σc 6= 1 and constantly zero
otherwise.
(ii) The function k 7→ E ′′+(k) is strictly decreasing for all σc > 0.
Proof. In the following, we will replace the integer parameter k with a real variable x
and study the function x 7→ E ′′±(x) in (0,∞). The calculations are going to be pretty
long, although elementary. For the sake of readability we will adopt the following
notation:
L := R−1 > 1, λ := log(L) > 0, M := N − 2 ≥ 0; P = P (x) := L2x+M > 1.
(4.20)
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(i) First we will prove the result about E ′′−. Rearranging the terms in (4.19) yields:
E ′′−(x) =
2RN
N
(
1− σc
σc
)
− 2R
N(1− σc)2
Nσc
x2 + (Mx+ x2)P
F
.
We will show that x 7→ j(x) := (x2 + (Mx+ x2)P) /F is strictly increasing in
(0,∞). To this end we compute the derivative
d
dx
j(x) =
MP (MP + 2Px+ 2x) + x2(P + 1)2 + σcx
2P (P − 1/P − 4xλ− 2Mλ)
F 2
.
The denominator in the above is positive and we claim that also the numerator
is. To this end it suffices to show that the quantity multiplied by σcx
2P in the
numerator, namely P − 1/P − 4xλ− 2Mλ, is positive for x ∈ (0,∞).
d
dx
(
P − 1
P
− 4xλ− 2Mλ
)
= 2λ
(
P +
1
P
− 2
)
> 0 for x > 0,
where we used the fact that L > 1 and that P 7→ P +P−1−2 is a non-negative
function vanishing only at P = 1 (notice that, by definition P > 1 for positive
x). We now claim that(
P − 1
P
− 4xλ− 2Mλ
) ∣∣∣∣∣
x=0
= LM − 1
LM
− 2Mλ ≥ 0.
This can be proven by an analogous reasoning: treating M as a real variable
and differentiating with respect to it yield
d
dM
(
LM − 1
LM
− 2Mλ
)
= λ
(
LM +
1
LM
− 2
)
≥ 0
(notice that the equality holds only when M = 0), moreover,(
LM − 1
LM
− 2Mλ
) ∣∣∣∣∣
M=0
= 0,
which proves the claim.
(ii) Differentiating the expression for E ′′+(x) in (4.19) by x yields the following
d
dx
E ′′+(x) =
2
(
a(x) + σcb(x) + σ
2
cx
2c(x)
)
F 2
,
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where we have set
a(x) := x2P−1 +M(2x+M)− (x+M)2P − 2λ(2x3 + 3Mx2 +M2x),
b(x) := −2x2P−1 −M(2x+M)− 2(Mx+ x2)P + 2λM(Mx+ 2x2),
c(x) := P−1 − P + 2λ(M + 2x).
In order to prove claim (ii) of the lemma, it will be sufficient to show that
a(x) < 0, b(x) < 0 and c(x) < 0 for all x > 0.
We have
a(x)
∣∣
M=0
= x2 (L−2x − L2x)︸ ︷︷ ︸
<0
−4λx3 < 0.
Treating now M as a real variable and differentiating yields:
d
dM
a(x) = −λx2P−1+2(x+M) (1− LM)︸ ︷︷ ︸
<0
−λ(x+M)2LM−2λ(3x2+2Mx) < 0.
This implies that a(x) < 0 for all x > 0 and all M ≥ 0.
As far as b(x) is concerned, we will decompose it further, as follows
b(x) = −2x2P−1 −M(2x+M) + 2x b˜(x),
where b˜(x) := −(M + x)P + λM(M + 2x). We have b˜(0) = M(−LM + λM).
The quantity −LM + λM is negative for all M ≥ 0 because it takes the value
−1 for M = 0 and is a decreasing function of M . As a matter of fact, we have
d
dM
(−LM + λM) = −λLM + λ = λ(−LM + 1) < 0.
Hence b˜(0) < 0. We claim that b˜(x) is also decreasing in x, because
d
dx
b˜(x) = −P − 2λ(M + x)P + 2λM = −P + 2λM(−P + 1)− 2λxP < 0.
We conclude that b˜(x) (and therefore also b(x)) is negative for x ≥ 0.
Finally, we show that c(x) < 0 for x > 0. We have c(0) = L−M − LM + 2λM .
We claim that this quantity is non-positive for all M ≥ 0. Indeed
c(0)
∣∣
M=0
= 0, and
d
dM
c(0) = −λL−M(LM − 1)2 < 0.
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Moreover, since
d
dx
c(x) = −2λP−1 − 2λP + 4λ = −2λ(P − 1)2 < 0,
we conclude that also c(x) < 0 for x > 0. This implies that the function
x 7→ E ′′+(x) is strictly decreasing in (0,∞), as claimed.
Moreover, by a simple calculation we can check that
E ′′±(1) = 2(1− σc)/F (1) and lim
k→∞
E ′′±(k) = −∞.
Now, by combining this observation with Lemma 4.9, we get the behavior of E ′′−
and E ′′+ (see also Figure 5).
Proposition 4.10 (Behavior of E ′′±). Let σc > 0.
(i) If σc > 1, then E
′′
±(k) is negative for all integer k ≥ 1.
(ii) If σc = 1, then the two functions E
′′
− and E
′′
+ behave differently from one
another. Namely, E ′′−(k) = 0 for all integer k ≥ 1. On the other hand,
E ′′+(k) > 0 for all integer k ≥ 2, while E ′′+(1) = 0.
(iii) If 0 < σc < 1, then E
′′
± are sign changing. Namely E
′′
±(1) > 0, while E
′′
±(k) < 0
for large enough k ∈ N.
Figure 5: The graphs of E ′′± for all possible values of σc. Adapted from [Ca2].
58
4.3.3 Analysis of the resonance effects: proof of Theorem II
Part (iii) of Proposition 4.10 tells us that E ′′± changes sign for 0 < σc < 1. This
means that, by applying Proposition 4.1, we can actually construct perturbations
Φ±1 ,Φ
±
2 ∈ A∗± such that E ′′(D0,Ω0)(Φ±1 ) > 0 and E ′′(D0,Ω0)(Φ±2 ) < 0. In other
words, we have shown that (D0,Ω0) is a saddle shape for the functional E under the
volume preserving constraint (indeed, the barycenter preserving condition does not
play any role in this).
On the other hand, Proposition 4.10 suggests that the radial configuration (D0,Ω0)
might be a local maximum for E under the aforementioned constraints. This is ac-
tually the case. In order to show it, we will need the following lemma, that takes
care of the resonance effects that arise when σc > 1.
Lemma 4.11. Suppose that σc > 1. For any k ∈ {1, 2, . . . } and i ∈ {1, . . . , dk}
that satisfy α−k,iα
+
k,i 6= 0, we get:(
α−k,i
)2
E ′′−(k) +
(
α+k,i
)2
E ′′+(k) + α
−
k,iα
+
k,iE
′′
res(k) ≤ 0,
where equality holds if and only if k = 1 (see Figure 6, case V).
Proof. Since, by hypothesis, α+k,i 6= 0, we can put t := α−k,i/α+k,i. For k fixed, we
study the following quadratic polynomial in t:
Q(t) := E ′′−(k)t
2 + E ′′res(k)t+ E
′′
+(k).
It can be checked that the discriminant of Q is
∆ =
−16(σc − 1)(k − 1)RN
σcN2F 2︸ ︷︷ ︸
≤0
(
σck(R
2−N−2k − 1) + (N − 2 + k)R2−N−2k + k
)
︸ ︷︷ ︸
>0
·G,
where we have set G := (σc− 1)k(N − 1 + k)(R2−N−2k − 1) + (N − 2 + 2k)R2−N−2k.
We see immediately that G > 0, as σc > 1 by hypothesis. We will distinguish two
cases. If k > 1, then ∆ < 0 and therefore the quadratic polynomial Q(t) has no real
roots. Since Q(0) = E ′′+(k) < 0 (see Proposition 4.10 and Figure 5), then Q must be
strictly negative for all other values of t as well. If k = 1, then ∆ = 0, which means
that Q(t) has one double root (which actually corresponds to t = 1). We conclude
as before.
59
Figure 6: How (Dt,Ωt) looks like for simple perturbations corresponding to (h− ·
n)(R·) = αYk,i(·) and h+ · n = βYm,j, for the following values of k, i,m, j and α, β:
I: k = 3,m = 5. II: k = m = 5, i 6= j. III: k = m = 5, i = j, αβ > 0. IV:
k = m = 5, i = j, αβ < 0. V: k = m = 1, i = j, α = β 6= 0. Notice that resonance
effects appear in cases III, IV and V only. Moreover, as shown in Lemma 4.11, V is
the only case when E ′′(Φ) = 0 for σc 6= 1. Reprinted from [Ca2].
We notice that, for all Φ ∈ A∗, by (4.3) (see Remark B5) the coefficients α+1,i
that appear in the expansion (4.11) must vanish for i = 1, . . . , N (in particular, we
are able to avoid the case V of Figure 6 by considering Φ ∈ A∗). Combining this
observation with the one at the beginning of this subsection, yields the main result
of this chapter.
Theorem 4.12. If σc > 1, then E
′′(D0,Ω0)(Φ) < 0 for all Φ ∈ A∗. In other
words the configuration (D0,Ω0) is a local maximum for the functional E under
the volume-preserving and barycenter-preserving constraint. If 0 < σc < 1, then
there exist two perturbation fields Φ1,Φ2 ∈ A∗ such that E ′′(D0,Ω0)(Φ1) > 0 and
E ′′(D0,Ω0)(Φ2) < 0. In other words, the configuration (D0,Ω0) is a saddle shape
for the functional E under the volume and barycenter-preserving constraint. Notice
that for σc = 1 we recover a local version of Po´lya’s result Theorem 2.1, namely
E ′′(D0,Ω0)(Φ+) < 0 for all Φ+ ∈ A∗+.
Finally, we would like to give some remarks on the results of our computations
in the case k = 1. It corresponds to studying a pair of possibly distinct (volume
preserving perturbations that, up to the second order, are indistinguishable from)
translations acting on ∂D0 and ∂Ω0 simultaneously. We know that the functional E
is invariant under rigid motions, i.e. E(D,Ω) = E
(
T (D), T (Ω)
)
for all rigid motions
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T : RN → RN . In turn this implies that for fixed x0 ∈ RN and t ≥ 0:
E(D0 + tx0,Ω0) = E(D0,Ω0 − tx0) = E(D0,Ω0 + tx0).
Therefore by differentiating twice with respect to t, we get E ′′−(1) = E
′′
+(1) (see also
Figure 5 on page 58), as we obtained by direct computation right after the proof of
Lemma 4.9. Take now two orthogonal directions, say e1 and e2. We have
E(D0 + te1,Ω0 + te2) = E(D0 + t(e1 − e2),Ω0) = E(D0 +
√
2te1,Ω0), (4.21)
and thus,
d2
dt2
∣∣∣∣∣
t=0
E
(
D0 + te1,Ω0 + te2
)
= 2
d2
dt2
∣∣∣∣∣
t=0
E
(
D0 + te1,Ω0
)
=
d2
dt2
∣∣∣∣∣
t=0
E
(
D0 + te1,Ω0
)
+
d2
dt2
∣∣∣∣∣
t=0
E
(
D0,Ω0 + te2
)
,
(4.22)
i.e. second order shape derivatives “behave linearly” in this case. On the other
hand, if, unlike (4.21), we apply the same translation to both D0 and Ω0, then the
value of E does not get altered (recall that E ′′res(1) = −2E ′′−(1), see for example
(4.19)). Hopefully, this observations might serve as an intuitive explanation of the
geometrical meaning of the resonant part E ′′res and the inevitability thereof.
Figure 7: Example of non-resonance (left) and resonance (right) due to the com-
bined effect of two translations.
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Chapter 5
A two-phase overdetermined
problem of Serrin-type
In this chapter, we will obtain the proof of Theorem III by a perturbation argument.
This is one of a series of results about two-phase overdetermined problems that were
obtained in [CaMS]. Let D, Ω ⊂ RN be two bounded domains of class C2+α with
D ⊂ Ω. We look for a pair (D,Ω) for which the overdetermined problem (1.8) has
a solution for some positive constant d. As remarked in Chapter 1, it is sufficient to
examine (1.8) with σs = 1 in the form
div(σ∇u) = βu− γ < 0 in Ω, (5.1)
u = 0 on ∂Ω, (5.2)
∂nu = −d on ∂Ω, (5.3)
where β ≥ 0, γ > 0, and σ = σcχD+χΩ\D. By the divergence theorem, the constant
d is related to the other data of the problem by the formula:
d =
1
Per(Ω)
{
γ Vol(Ω)− β
ˆ
Ω
u
}
, (5.4)
where, the functionals Vol(·) and Per(·) have been defined in Example 3.12.
It is obvious that, for all values of σc > 0, the pair (BR, B1) is a solution to the
overdetermined problem (5.1)–(5.3) for some d. We will look for other solution pairs
of (5.1)–(5.3) near (BR, B1) by a perturbation argument which is based on Theorem
D, page 34.
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5.1 Preliminaries
We introduce the functional setting for the proof of Theorem III. As done in Chapter
4, we set D0 := BR and Ω0 := B1. For α ∈ (0, 1), let φ ∈ C2+α(RN ,RN) satisfy that
Id + φ is a diffeomorphism from RN to RN , and
φ = f n on ∂D0, φ = g n on ∂Ω0, (5.5)
where f and g are given functions of class C2+α on ∂D0 and ∂Ω0, respectively, and n
indistinctly denotes the outward unit normal to both ∂D0 and ∂Ω0. Next, we define
the sets
Ωg = (Id + φ)(Ω0) and Df = (Id + φ)(D0).
If f and g are sufficiently small, Df and Ωg satisfy Df ⊂ Ωg.
Now, we consider the Banach spaces (equipped with their standard norms, that
will be denoted by ‖·‖):
F =
{
f ∈ C2+α(∂D0)
∣∣∣ ´∂D0 f dS = 0} , G = {g ∈ C2+α(∂Ω0) ∣∣∣ ´∂Ω0 g dS = 0} ,
H =
{
h ∈ C1+α(∂Ω0)
∣∣∣ ´∂Ω0 h dS = 0} .
In order to be able to use Theorem D on page 34, we introduce a mapping Ψ :
F × G → H by:
Ψ(f, g) =
{(∇uf,g · ng) ◦ (Id + g n) + df,g} Jτ (g) for (f, g) ∈ F × G. (5.6)
Here, uf,g is the solution of (5.1)–(5.2) with Ω = Ωg and σ = σc χDf +χΩg\Df and
df,g is computed via (5.4), with Ω = Ωg and u = uf,g. Also, ng is the outward unit
normal to ∂Ωg (hence we will agree that ng = n for g ≡ 0). Finally, the term Jτ (g) >
0 is the tangential Jacobian associated to the transformation x 7→ x+ g(x)n(x) (see
(3.12)): this term ensures that the image Ψ(f, g) has zero integral over ∂Ω0 for all
(f, g) ∈ F × G, as an integration of (5.3) on ∂Ωg requires, when d = df,g.
Thus, by definition, we have Ψ(f, g) = 0 if and only if the pair (Df ,Ωg) solves
(5.1)–(5.3). Moreover, we know that the mapping Ψ vanishes at (f0, g0) = (0, 0).
5.2 Computing the derivative of Ψ
The first step will consist in proving the Fre´chet differentiability of Ψ.
63
Lemma 5.1. The map Ψ : F ×G → H, defined in (5.6) is Fre´chet differentiable in
a neighborhood of (0, 0) ∈ F × G.
Proof. In order to show the differentiability of Ψ, we will resort to the machinery
developed in Chapter 3. As the elements of F and G are only defined on the surface
of spheres we first need to “extend” them to suitable perturbations in the whole RN
in order to proceed. To this end consider φ ∈ C2+α(RN ,RN). We can rewrite an
analogous formulation of (5.6) for perturbations of the whole RN :
Ψ̂(φ) :=
{(∇uφ · nφ) ◦ (Id + φ) + dφ}Jτ (φ)∣∣∣∣
∂Ω0
,
where the φ subscript is used in the natural way, i.e. as in (5.6) according to the
notation introduced in (5.5). Moreover, notice that, under (5.5) we have
Ψ̂(φ) = Ψ(f, g). (5.7)
It is enough to inspection the differentiability of each “piece” of Ψ̂ and then conclude
by composition. Put vφ := uφ ◦ (Id + φ), we have
∇uφ ◦ (Id + φ) = (I +Dφ)T ∇vφ,
which is differentiable in a neighborhood of 0 by Theorem 3.15. The map φ 7→
nφ ◦ (Id + φ) is differentiable by Proposition 3.6. The function dφ, defined as in (5.4)
with the obvious modifications, is also differentiable (its derivative can be computed
by the Hadamard formula, see Example 3.12 for the details about Per(·) and Vol(·)).
Finally, since Jτ is also differentiable by Lemma 3.7, the proof of the differentiability
of Ψ̂ (and thus that of Ψ) is complete.
We will now proceed to the actual computation of ∂fΨ(0, 0). Since Ψ is Fre´chet
differentiable, ∂fΨ(0, 0) can be computed as a Gaˆteaux derivative:
∂fΨ(0, 0)(f) = lim
t→0
Ψ(tf, 0)−Ψ(0, 0)
t
for f ∈ F .
From now on, we fix f ∈ F , set g = 0 and, to simplify notations, we will write
Dt, ut, d(t) in place of Dtf , utf,0, dtf,0. As done previously, we will still write u for u0.
The following characterization of the shape derivative of ut is a direct consequence
of Theorem 3.21.
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Lemma 5.2. For every f ∈ F , the shape derivative u′ of ut solves the following:
σ∆u′ = βu′ in D0 ∪ (Ω0 \D0), (5.8)
[σ∂nu
′] = 0 on ∂D0, (5.9)
[u′] = −[∂nu]f on ∂D0, (5.10)
u′ = 0 on ∂Ω0. (5.11)
Lemma 5.3. For all f ∈ F we have d′(0) = 0.
Proof. We rewrite (5.4) as
d(t)|∂Ω0| − γ|Ω0| = −β
ˆ
Ω0
ut dS,
then differentiate and evaluate at t = 0. The derivative of the left-hand side equals
d′(0) |∂Ω0|. Thus, we are left to prove that the derivative of the function defined by
I(t) =
ˆ
Ω0
ut dx
vanishes at t = 0.
To this aim, since ut solves (5.1) for D = Dt, we multiply both sides of this for
ut and integrate to obtain that
γ I(t) = γ
ˆ
Ω0
ut dx = β
ˆ
Ω0
u2t dx+ σc
ˆ
Dt
|∇ut |2 dx+
ˆ
Ω0\Dt
|∇ut |2 dx,
after an integration by parts. Thus, the desired derivative can be computed by using
the Hadamard formula (Proposition 3.1)
γ I ′(0) = 2β
ˆ
Ω0
uu′ + 2
ˆ
Ω0
σ∇u · ∇u′ +
ˆ
∂D0
[σ|∂nu|2]f
= 2β
ˆ
Ω0
uu′ + 2
ˆ
Ω0
σ∇u · ∇u′ = 0.
Here, in the second equality we used that the jump of σ|∂nu|2 is constant on ∂D0
and that f ∈ F , while, the third equality ensues by integrating (5.8) against u.
Theorem 5.4. The Fre´chet derivative ∂fΨ(0, 0)(·, 0) : F → H is defined by the
formula
∂fΨ(0, 0)(f) = ∂nu
′,
where u′ is the solution of the boundary value problem (5.8)–(5.11).
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Proof. Since Ψ is Fre´chet differentiable, we can compute ∂fΨ as a Gaˆteaux derivative
as follows:
∂fΨ(0, 0)(f) =
d
dt
∣∣∣∣
t=0
Ψ(tf, 0) =
d
dt
∣∣∣∣
t=0
{∇ut(x) · n(x) + d(t)} Jτ (0).
Since Jτ (0) = 1, the thesis is a direct consequence of Lemma 5.3 and definition
(3.19). Finally, the fact that this mapping is well-defined (i.e. ∂nu
′ actually belongs
to H for all f ∈ F) follows from the calculation
ˆ
∂Ω0
∂nu
′ =
ˆ
Ω0
div(σ∇u′) = β
ˆ
Ω0
u′ = β I ′(0) = 0,
where we also used (5.8)–(5.11).
5.3 Applying the implicit function theorem
Here we give the main result of this Chapter, which clearly implies Theorem III.
Theorem 5.5. There exists ε > 0 such that, for all g ∈ G with ‖g‖ < ε there exists
a unique f(g) ∈ F such that the pair (Df(g),Ωg) is a solution of the overdetermined
problem (5.1)–(5.3).
Proof. This theorem consists of a direct application of Theorem D on page 34. We
know that the mapping (f, g) 7→ Ψ(f, g) is Fre´chet differentiable and we computed
its Fre´chet derivative with respect to the variable f in Theorem 5.4. We are left to
prove that the mapping ∂fΨ(0, 0) : F → H, given in Theorem 5.4, is a bounded and
invertible linear transformation.
Linearity and boundedness of ∂fΨ(0, 0) ensue from the properties of problem
(5.8)–(5.11).
We are now going to prove the invertibility of ∂fΨ(0, 0). To this end we study
the relationship between the spherical harmonic expansions of the functions f and u′
(see Appendix B for notations and properties of the harmonic functions). Suppose
that, for some real coefficients αk,i the following holds
f(Rθ) =
∞∑
k=1
dk∑
i=1
αk,iYk,i(θ), for θ ∈ SN−1. (5.12)
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Under the assumption (5.12), we can apply the method of separation of variables to
get
u′(rθ) =
∞∑
k=1
dk∑
i=1
αk,isk(r)Yk,i(θ), for r ∈ (0, R) ∪ (R, 1) and θ ∈ SN−1. (5.13)
Here sk denotes the solution of the following problem:
σ
{
∂rrsk +
N − 1
r
∂rsk − k(k +N − 2)
r2
sk
}
= βsk in (0, R) ∪ (R, 1),(5.14)
sk(R
+)− sk(R−) = ∂ru(R−)− ∂ru(R+), σc ∂rsk(R−) = ∂rsk(R+),
sk(1) = 0, sk(0) = 0,
where, by a slight abuse of notation, the letters σ and u denote the radial functions
σ(|x|) and u(|x|) respectively. Notice that the condition sk(0) = 0 derives from the
fact that sk is non-singular at r = 0. Indeed, this ensues by multiplying (5.14) by
r2 and letting r → 0. By (5.13) we see that ∂fΨ(0, 0) preserves the eigenspaces
of the Laplace–Beltrami operator, and, in particular, ∂fΨ(0, 0) is invertible if and
only if ∂rsk(1) 6= 0 for all k ∈ {1, 2, . . . }. Let us show the latter. Suppose by
contradiction that ∂rsk(1) = 0 for some k ∈ {1, 2, . . . }. Then, since sk(1) = 0, by the
unique solvability of the Cauchy problem for the ordinary differential equation (5.14),
sk ≡ 0 on the interval [R, 1]. Therefore ∂rsk(R+) = 0 and thus also ∂rsk(R−) = 0.
Therefore, in view of (5.14), we see that sk achieves neither its positive maximum
nor its negative minimum on the interval [0, R]. Thus sk ≡ 0 also on [0, R]. On
the other hand, since σc 6= 1, we see that [∂nu] 6= 0 on ∂D0 and hence sk(R−) 6= 0,
which is a contradiction.
Lastly, we remark that the volumes of the domains Df(g) and Ωg, found by
Theorem 5.5, do not necessarily coincide with those of D0 and Ω0 (and the same
goes for surface areas). This is because only volume preserving conditions at first
order were prescribed in the definitions of F and G. Nevertheless, the arguments of
Theorem 5.5 can be refined to gain the control on the domains’ volume (or surface
area, for the matter).
Corollary 5.6. There exists ε > 0 such that, for all g˜ ∈ C2+α(∂Ω0) with ‖g˜‖ < ε
and such that Vol(Ωg˜) = Vol(Ω0), there exists a unique f˜ = f˜(g˜) ∈ C2+α(∂D0) with
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Vol(Df˜ ) = Vol(D0) such that the pair (Df˜ ,Ωg˜) is a solution of the overdetermined
problem (5.1)–(5.3). An analogous result holds true when every occurrence of Vol(·)
is replaced by Per(·) in the statement above.
Proof. First of all, for any g ∈ G small enough we will construct a domain Ω˜g
such that Vol(Ω˜g) = Vol(Ω0). As done in Proposition 4.1, we set Ω˜g := tΩg for
t =
N
√
Ω0
VolΩg
. If g is small enough, then Ω˜g = Ωg˜ for some g˜ ∈ C2+α(Ω0). The map
g 7→ g˜ is continuous in a neighborhood of g = 0. Moreover, we claim that, for g
small enough, the map g 7→ g˜ is also invertible. Indeed, by definition ∂Ωg˜ = t∂Ωg
for some t to be determined. We have
x+ g˜(x)n(x) = t
(
x+ g(x)n(x)
)
for all x ∈ ∂Ω0. (5.15)
There is only one value of t such that g in (5.15) has vanishing integral over ∂Ω0.
Namely, since n(x) = x on ∂Ω0, we obtain:
t =
Per(Ω0) +
´
∂Ω0
g˜
Per(Ω0)
.
Notice that we can make t arbitrarily close to 1 by controlling the size of g˜. Of
course, the same arguments work for f ∈ F as well. We define an auxiliary function
Ψ˜(f, g) := Ψ(f˜ , g˜), where, by a slight abuse of notation, we used the letter Ψ to
denote the extension of (5.6) to C2+α(∂D0)×C2+α(∂Ω0). As remarked in Proposition
4.1, we have
d
dt
∣∣∣∣
t=0
t˜f = f,
in other words the perturbations tf and t˜f are indistinguishable at first order.
Therefore, the statement of Theorem 5.5 holds for the functional Ψ˜ as well. Hence
there exists some ε > 0 such that for all g ∈ G with ‖g‖ < ε, there exists a unique
f = f(g) ∈ F such that Ψ˜(f, g) = Ψ(f˜ , g˜). Up to choosing a smaller ε > 0, we can
conclude by the invertibility of the map ·˜.
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Appendix A
Elements of tangential calculus
Let ω be a bounded open set of class C1. For every g ∈ C1(∂ω) we define its tangential
gradient as
∇τg := ∇g˜ − (∇g˜ · n)n on ∂ω, (A.1)
where g˜ is an extension of class C1 of g to a neighborhood of ∂ω. Notice that, by
density, the tangential gradient can be defined in the natural way for all functions
g ∈ W 1,1(∂ω). It is easy to see that this definition does not depend on the choice
of the extension. Indeed, this is equivalent to showing that ∇g˜ = (∇g˜ · n)n on ∂ω
for all g˜ of class C1 on a neighborhood of ∂ω with g˜ ≡ 0 on ∂ω. To this end, fix a
point x0 ∈ ∂ω and take a smooth path γ : [0, 1] → ∂ω with γ(0) = x0. Since, by
assumption, g˜(γ(t)) = 0 for all t, we have ∇g˜(x0) · γ′(0) = 0. By the arbitrariness
of x0 and γ we conclude that ∇g˜ is parallel to n at each point of ∂ω, which was our
claim. One obvious property of the tangential gradient is the following:
∇τg · n = 0 for all g ∈ C1(∂ω). (A.2)
Let w ∈ C1(∂ω,RN). The tangential divergence of w is defined as
divτw := divw˜ − n · (Dw˜ n) , (A.3)
where w˜ is a C1 extension of w to a neighborhood of ∂ω. This definition can by
extended by density to vector fields w ∈ W 1,1(∂ω,RN). Just like the tangential
gradient, the definition of tangential divergence is independent of the extension
chosen. Indeed one can verify that
divw˜ − n · (Dw˜n) = tr(Dτw), (A.4)
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where
Dτw is the matrix whose i-th row is given by ∇τwi. (A.5)
The following tangential versions of the Leibniz rule hold true: for all f, g ∈ C1(∂ω)
and w ∈ C1(∂ω,RN) :
∇τ (fg) = f∇τg + g∇τf, divτ (gw) = g divτw + w · ∇τg. (A.6)
The first identity above follows directly from the definition of tangential gradient
(A.1), while the second identity can be proved by applying the first one to each row
of Dτ (gw) and then taking the trace (recall (A.4)). Tangential divergence is used
to define the (additive) mean curvature H (i.e. the sum of the principal curvatures)
of a surface by means of the unit normal n:
H := divτn. (A.7)
Actually, if ω is an open set of class C2, then div n˜ = H on ∂ω for all unitary
extensions n˜ of class C1 of the outward unit normal n. Indeed (Dn˜)n˜ = 0 on ∂ω
because the norm of n˜ is constant in a neighborhood of ∂ω. Therefore divn˜ =
divτn = H.
Now, let wτ denote the tangential part of a vector field w on ∂ω, that is
wτ := w − (w · n)n on ∂ω. (A.8)
Let ω of class C2 and w ∈ W 1,1(∂ω,RN). By combining (A.8), (A.6), (A.2) and
(A.7), we get the following decomposition result for the tangential divergence.
divτw = divτwτ +Hw · n on ∂ω. (A.9)
Lemma A1 (Tangential Stokes formula). Let ω be a bounded open set of class C2
and w ∈ W 1,1(∂ω,RN). Then
ˆ
∂ω
divτw =
ˆ
∂ω
Hw · n.
Proof. We would like to follow along the same lines as [DZ, Chapter 8, Subsection
5.5, page 367], where an elegant proof is given using shape derivatives. By density
we might assume, without loss of generality, that w ∈ C1(∂ω,RN). Moreover, in
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what follows the same notation w will denote a C1 extension of w to the whole RN .
Take now an Hadamard perturbation Φ(t) = tξn on ∂ω. By the divergence theorem
applied to the perturbed domain ωt, we haveˆ
ωt
divw =
ˆ
∂ωt
w · nt, for t ≥ 0 small, (A.10)
where nt is taken to be unitary. Differentiating both sides with the aid of the usual
and surface Hadamard formulas (Proposition 3.1 and Corollary 3.4) and Proposition
3.6 yields ˆ
∂ω
divw ξ =
ˆ
∂ω
−w · ∇τξ + ∂n(w · n)ξ +Hw · nξ.
Suppose ξ ≡ 1 on ∂ω. We getˆ
∂ω
divw =
ˆ
∂ω
∂n(w · n) +
ˆ
∂ω
Hw · n.
Since ∂n(w · n) = n · (Dwn) the thesis follows by the definition of tangential diver-
gence (A.3).
Combining Lemma A1 and the second identity of (A.6) yields
ˆ
∂ω
w · ∇τg = −
ˆ
∂ω
g divτw +
ˆ
∂ω
Hgw · n. (A.11)
We will now introduce the last tangential differential operator of this appendix:
the Laplace–Beltrami operator. For ω of class C2, the Laplace–Beltrami operator,
denoted by ∆τ , is defined as
∆τu = divτ (∇τu) for u ∈ W 2,1(∂ω). (A.12)
Proposition A2 (Decomposition of the Laplace operator). Assume that ω is an
open set of class C2 and let u ∈ C2(ω), then
∆u = ∂nnu+H∂nu+ ∆τu on ∂ω, (A.13)
where ∂nnu := n · (D2un). Notice that, by density, (A.13) can remains true for
functions u ∈ H3(ω).
Proof. By definition of tangential divergence we have
∆u = div(∇u) = divτ (∇u) + n · (D(∇u)n) on ∂ω.
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We conclude noticing that, by (A.9),
divτ (∇u) = divτ (∇τu) +H∂nu = ∆τu+H∂nu.
We conclude by stating a corollary of Lemma A1:
Proposition A3 (Tangential integration by parts). Assume that ω is a bounded
open set of class C2. For f ∈ H2(ω) and g ∈ H3(ω) the following holds
ˆ
∂ω
∇τf · ∇τg = −
ˆ
∂ω
f∆τg.
Notice that the formula above bears a striking resemblance to the usual integra-
tion by parts formula on open sets, and the absence of the “boundary term” is due
to the fact that ∂ω has no boundary.
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Appendix B
Spherical harmonics
For integer N ≥ 2 and k ≥ 0, let Pk(RN) denote the set of all polynomial functions
RN → R whose degree is at most k. Moreover, let Hk(RN) denote the set of har-
monic polynomials in Pk(RN). Lastly, let Yk(RN) denote the subset of polynomials
in Hk(RN) that are also harmonic. Yk(RN) is a vector space over the reals; its
dimension is finite and will be denoted by dk. A combinatoric argument shows that
d0 = 1, dk =
(2k +N − 2)(k +N − 3)
k!(N − 2)! for k ≥ 1. (B.1)
We will now introduce the so-called harmonic decomposition of a polynomial, it
will be a key ingredient in proving Theorem B3. We refer to [SW, Theorem 2.1,
Chapter IV] for a proof.
Lemma B1 (Harmonic decomposition). Every polynomial p ∈ Pk(RN) can be
uniquely written in the form
p = hk + |x|2hk−2 + · · ·+ |x|2mhk−2m,
where m =
[
k/2
]
and hi ∈ Hi(RN) for each i.
Let Yk(SN−1) :=
{
h
∣∣
SN−1
∣∣∣ h ∈ Yk(RN)}. Elements of Yk−1(SN−1) are usually
called spherical harmonics of degree k in the literature. Notice that every homoge-
neous polynomial p of degree k is uniquely determined by its restriction to SN−1 by
means of the relation
p(x) = |x|kp∣∣SN−1(x/|x|) for x 6= 0. (B.2)
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Therefore, we have
dimYk(SN−1) = dimYk(RN) = dk.
Let now {Yk,i}dki=1 denote an orthonormal basis of Yk(SN−1). Another simple conse-
quence of (B.2) is the following.
Proposition B2. Spherical harmonics Yk ∈ Yk(SN−1) solve to the following eigen-
value problem on the unit sphere:
−∆τYk = λkYk on SN−1, where λk = k(k +N − 2). (B.3)
In particular, spherical harmonics of distinct degree are mutually orthogonal in
L2(SN−1).
Proof. Take an arbitrary Yk ∈ Yk(SN−1). By (B.2) we know that the extension
Hk(x) := |x|kYk(x/|x|) is a harmonic function. Therefore, by Proposition A2 we can
write
0 = ∆Hk = k(k − 1)Yk + (N − 1)kYk + ∆τYk on SN−1.
Rearranging the terms yields −∆τYk = k(k+N − 2)Yk on SN−1. Orthogonality will
be proved in a classical way. Let Yj ∈ Yj(SN−1) and Yk ∈ Yk(SN−1) be two spherical
harmonics corresponding to different indices j 6= k. By tangential integration by
parts (Proposition A3), we have
ˆ
SN−1
∇τYj · ∇τYk = −
ˆ
SN−1
Yk∆τYj = λj
ˆ
SN−1
YjYk.
Inverting the roles of Yj and Yk we get
´
SN−1 ∇τYj · ∇τYk = λk
´
SN−1 YjYk. Since, by
assumption, λj 6= λk, then
´
SN−1 YjYk must vanish.
We have the following result.
Theorem B3. The spherical harmonics {Yk,i} (where k ∈ {0, 1, . . . } and i ∈
{1, . . . , dk} for every k) form a complete orthonormal system in L2(SN−1).
Proof. Orthonormality is clear. We will now prove completeness. By invoking the
density of C(SN−1) in L2(SN−1), it will be enough to show that
C(SN−1) =
⊕
k≥0
Yk(SN−1).
76
Now, by Stone-Weierstrass approximation theorem (see [Bre, Theorem 2.2, page
36]), we know that for every compact set K ⊂ RN , continuous functions on K
can be approximated by polynomials in the max-norm with arbitrary precision.
Finally, since every harmonic polynomial can be written as the sum of homogeneous
harmonic polynomials, we conclude by Lemma B1.
Remark B4. In particular, Theorem B3 ensures that every solution of (B.3) can
be written as the restriction to the unit sphere of some homogeneous harmonic
polynomial.
Theorem B3 can be applied in the computations regarding perturbations of the
ball. For instance, let Φ = th be an Hadamard perturbation acting on the unit ball
B1. Then, spherical harmonics form the “right” basis to work with. The function
h · n : SN−1 → R can be decomposed as ∑k,i αk,iYk,i for {αk,i}k,i ⊂ R. This allows
us to study the Hadamard perturbations generated by each spherical harmonic in
the basis one by one and then recover the general case by (bi)linearity.
Figure 8: How perturbations of the unit ball generated by spherical harmonics of
various degree look (in two dimensions).
Remark B5. A particular advantage brought by this approach is the following:
geometrical constraints often assume an elegant form when rephrased using spherical
harmonics. As a matter of fact (see Figure 8), Hadamard perturbations generated
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by spherical harmonics of degree k ≥ 0 satisfy the first order volume preserving
condition (4.1) for all k 6= 0, while the first order barycenter preserving condition
(4.3) is satisfied for all k 6= 1. The statement above follows immediately from the
orthogonality relations among spherical harmonics proved in Proposition B2.
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