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ABSTRACT 
An abstract Hardy-Littlewood-Polya type inequality is derived in order to show 
that the Perron root of a convex combination of a cone preserving operator and its 
adjoint is monotonic. A detailed analysis for the description of the strict monotonic 
and constant behavior of the Perron root is presented. 
1. INTRODUCTION 
At the annual meeting of the American Mathematical Society in San 
Antonio in 1970, B. Levinger presented the following theorem; this result has 
also been announced in [6]. 
THEOREM A. Let A = (ajk) be an n X n matrix whose elements are real 
nonnegative numbers, and let A’ be the transposed matrix. Then the Perron 
root r(t) = r((l - t)A + tA’), 0 d t 6 1, i-s nondecreasing for t E (O,$) and 
nonincreasing for t E (f , 1). Zf, firthermore, A is irreducible in the Frobenius 
sense, then r(t) = r(O) if and only if A and A’ have the same eigenvector 
corresponding to r(A). 
There are no details available concerning the proof given by Levinger; 
FiedIer proves the above results by using some rather deep properties of 
matrices with real nonnegative ntries. In particular, the Birkhoff theorem 
that every doubly stochastic matrix is a convex combination of permutation 
matrices is used to obtain the crucial relation (4.4) on which the monotonicity 
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and uniqueness result is based. An elementary way of obtaining (4.4) is shown 
in [2]. 
The following problem arises naturally. What is the abstract essence of 
Theorem A, and can this theorem be generalized to operators leaving 
invariant (together with their adjoints) a cone in an inner product space? We 
answer this latter question in the affirmative, essentially for positive operators 
in Riesz spaces, and offer a quite transparent proof.’ 
2. DEFINITIONS AND NOTATION 
Let Y be a real Banach space, Y’ its dual, and X the complex extension of 
Y, i.e. z E X if and only if x = x + iy, where x, y E Y and i2 = - 1, and the 
norm ]]z]] = sup{ ]]x]]cos 9 + ]]y]]sin 9:O 6 9 < 2n). 
We assume that there is a generating and normal cone in Y, i.e. a set K 
satisfying(i) K+KcK;(ii) cK~K,c~R!+,c>,O;(iii)Kn(-K)=(O); 
(iv) xk E K, limllx, - xl1 = 0 implies x E K; (v) there is a 6 > 0 such that 
[Ix + y]] 2 6]]x]] whenever x, y E K; and (vi) Y = K - K. Further concepts and 
notation used can be found in [ll]. We write x < y, or equivalently y 3 x, 
whenever (y - x) E K. Let 
K*= {x’EY:(x,x’)>OforallxEK}, 
Here (r, y) is an inner product on Y. We use the same symbol for the 
complex extension of (x, y) to X by setting 
(n,W)=(X,~)y+(Y,u)r+i[(y,U)y-(x,Z))y], 
z=x+iy, w = u + iu, p= -1 
It is assumed that there is a constant x > 0 such that 
We denote by Z(Y) and 9(X) the Banach spaces of bounded linear 
operators on Y and X respectively. 
If T E 6p(Y ), then T* denotes the adjoint map of T with respect to the 
inner product (x, y), i.e., T*y = z if and only if (x, x) = (TX, y) for all x E Y. 
Assume T*E.S(Y) whenever TEL?(Y). 
‘Numerous comments and alterations have been suggested to the author by Professor L. 
Elmer, to whom the author expresses his gratitude. 
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An operator T E L?(Y) is called K-positive, or briefly positive, if TK c K; 
a K-positive operator T is called K-indecomposable, or simply indecomposa- 
ble, if for every pair x E K, x’ E K’, x # 0, x’ # 0, there is a positive integer 
p = p(x, x’) such that x’(T?x) > 0, where 
K’= {x’~Y’:x’(x)>,Oforallx~K) 
is the dual cone with respect to K. It should be noted that an indecomposable 
operator is called semi-non-support in [9], in which paper this concept was 
introduced.WeletKd={xEK:r’(x)>Oforallx’~K’,x’#0}. 
A cone K is called minihedral if for every pair x, y E K, sup{ x, y } and 
inf{ x, y } exist as elements of K. We also say that K is lattice generating in 
such a case. If moreover, ](x + y]] >, ]]x]] for every x, y E K, the space Y is 
called a Banuch lattice or a Riesn space. As usual, we let x’ = sup{ x,0}, 
x- = sup{ - x,0} = - inf{ x,0}, so that x = x+ - x-, and we also let Ix] = x+ 
+X-. 
A subset E of a vector lattice Y is called solid if x E E, y E Y, and I y I < x 
implies y E E. An ideal or, more precisely, lattice ideal of Y is defined as any 
solid vector subspace F c Y. The ideal of Y generated by w E Y, i.e. the 
smallest lattice ideal containing w, is called principal ideal of w and is 
denoted by Y,. For more details concerning vector lattices, see [lo]. 
We call an operator D E L?( Y ) diagonal if there are real constants p and v 
such that both D - PZ and VI - D are K-positive operators. 
Let T E 9(Y ). We define 
f2 = TX + iTy, x = x + iy, x, y E Y, 
and let_a(T)=a(T) and also r(T)= r(f), where r(T)=sup{]h]: h E a(T)} 
and a(T) is the spectrum of T. 
3. AUXILIARY ASSERTIONS 
In what follows we assume that the operators under consideration satisfy 
the following hypothesis (P): 
(P) Let T E 2’(Y ). Then 
ka(T), IxI= r(T), 
implies that x is a pole of R( A, T ). 
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Let Y be a Banach space and (x, y) an inner product on Y X Y. Let H be 
the Hilbert space generated as a completion of Y in the norm (r, x)“‘, x E Y. 
Let T be a restriction to Y of an operator ? E S?(H) such that T E 2( Y ). Let 
T* be the adjoint of T with respect to (. , -). We assume that T is K-indecom- 
posable and T* is K-positive. With no loss in generality we may assume that 
T=P+Z, PZ=ZP=O, (3.1) 
where [8] 
P=NIimm$ g Tk 
k-l 
(3.2) 
and 
T(Z) < 1. (3.3) 
REMARK 3.1. It is easy to see that ? has a form ? = P, + Z,, where 
P,Z, = Z,P, = 0 and P,n = A(z)u, where A is a continuous linear functional 
on H. 
Let 
where 
w(s) = (l- s)F + s?*, s complex. 
Let us set 
PROPOSITION 3.1. There exists a finite set of pairs (t(l), h(l)), . . . , 
(t(m),h(m)), t(j)E[O,l], h(j)>O, j=l,...,m, such that the eigenprojec- 
tions P(s) corresponding to the spectral radius r( W(s)) can be expressed as 
[ll, p. 3071 
whme Ctcj, = {p: 1~ - r(W(t(j)))I = h(j)} and is such that Ktcj) I? 
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Kt(j)= { PL:IPF1- T(W(t(.i)))l Q h(.i)}’ 
Moreover, this expression is valid in the union UInt KtCjj 2 [0, 11 of the 
interiors of the discs K,C1l,...,K,C,j, and P(s) is analytic there. The first 
derivative of P(s) has the form 
with s and (t(j), h(j)) associated appropriately. 
Proof. Since dim P(t)Y = 1 for all t E [0, 11, we find that 
P(i)= &/R(h,W(f))dX, tlE [WI, 
G 
and that this formula is valid in some closed circle around tl, i.e. 
P(t) = &@h,W(t)) dX,
t 
ci = {t: It - fl= p(i) > O}. Th e compactness of [0, l] allows us, from the 
covering of [0, l] given by K, = {t: It - t^l< p(f)}, t^ E [O,l], to choose a finite 
covering $i),. . . ,Ktcmj. To complete the proof, it is enough to compute the 
derivative of P in one of the circles Ki to get the formula shown in (3.5). To 
do it we note that 
and let r -+ 0. This completes the proof of Proposition 3.1. 
PROPOSITION 3.2. The function cp defined by (3.4) is differentiable in a 
neighborhood of [0, 11, and its derivative is expressed by 
where u E K is such that Tu = u, (u, u) = 1, and P = P(O). 
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Proof. Since W(t) is indecomposable for t E [0, l] and u E Kd, we find 
that u(t) = P(t)u is an eigenvector of W(t) corresponding to r( W(t)). It 
follows that 
and consequently the differentiability of ‘p follows as well. 
According to perturbation theory, u(t) can be expressed as follows [5, p. 
4431 
u(t) = u - tS,(T* - T)u + q(t), 
where 
s,.=* lb&T-AZ)-‘[z- P(O)] 
and hm,,,(l/t)]]n,(t)]] = 0. This implies that 
$do = NT* - oMT* - T)UY 4 + o(l) (UY 4 
Since (T - Z)S, = Z - P, we deduce that TS, = S, + Z - P and hence 
(TS,(T*-T)u,u)=(S,(T*-T)u,u)+(T*u,u)-(PT*u,u). 
This implies that 
((T* - T)S,(T* - T) u, u) = (PT*u, u) - (~9 u), 
and thus the relation (3.6) fohows. This completes the proof of Proposition 
3.2. n 
PROPOSITION 3.3. The projections P = P(0) and P* = P(1) can be ex- 
pressed a.s follows: 
Px = (x, u)u, x E Y, (3.7) 
PERRON ROOTS 191 
and 
where v = P*u. 
p*Y=(Y,u)v, YEY, (3.8) 
Proof. According to Remark 3.1, P,x = A(x), where A is a bounded 
linear functional on H. Thus, by the Riesz representation theorem [ll, p. 
2451, there exists a vector w E H such that 
Furthermore, w is orthogonal to the set 
{zEH:A(z)=O}= {xEH:P,z=o}. 
Since A(x) > 0 for x E K, we deduce that w = P,‘w, where limk_a, IIw - 
wkllH = 0 for suitable wk E K*. Further we find that 
P,w = (w, w)u = P,P$u, 
and hence 
(w-P,*u,w-P,*u)=O. 
Thus, 
w=P,*u=P*u=v and (u,v)=(u,P~u)=(u,u). 
This shows (3.7). 
By duality we get 
P,*Y4=(Y,p,x)=(y,(x,v)u) 
= (Y, u)(v, x) = ((y, u)v, ix) 
for x, y E Y, and this is (3.8). The proof of Proposition 3.3 is complete. 
ConoLLtlRY 3.1. The relation 
P*=P (3.10) 
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holds if and only if u = v. 
Proof. If u = v then 
p*x = (x, u)v = (x, v>u =px 
for all x E Y and thus P* = P. The converse is obvious. n 
THEOREM 3.1. Let T and its adjoint T* be K-positive, and let T be 
K-indecomposable. Moreover, let the relations 
(W(t)[P(t)]*p(+4 p(+)>, cpw(p@>~~ pw4 W) 
holdfmtE[O,l],whereuEK, Tu=u,(u,u)=l. 
Then the fin&on cp defined by (3.4) is nondecreasing in (0, f) and 
nonincreasing in (f , 1). Fu&ennore, 
cp@l) =cpk?) (3.12) 
for some t,, tz E [0, l] such that t, + tz # 1, t, # tz, hdd.s if and only if 
P = P(0) = P(1) = p*. (3.13) 
Proof. According to Proposition 3.2 and (3.11) we find that 
Let s E (0, l), and let us consider the operator W(s) in place of T, i.e. let us 
consider 
v(t)=(1-t)W(s)+t[W(s)]* 
for t E [O,l]. It is easy to see that all the hypotheses of Theorem 3.1 are 
fulfilled for W( t ) in place of T; consequently, the function 
is differentiable and 
44) = r(V(t>) 
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However, 
v(t) = w(t + s - 24, 
and this implies that 
J/(t) = cp(t + s - 24. 
Therefore, 
for s E (0, l), and thus 
-$q(r)i >,O for sE(O,i) 
t-s 
and 
$rp(t)lt_ G 0 for s E (b,l)- 
The monotonicity assertion is thus proved. 
Since cp is analytic and monotonic in (0, 4) and (4, l), the relation 
cp(ti) = cp(ts) for t, and ts for which t, + ts # 1, t, # ts can occur only if cp is 
identically constant in [0, 11. This implies that 
Since the eigenspace of W(g) corresponding to r( W(i)) = q(h) is one-dimen- 
sional and both u and v are eigenvectors of T + T* and of ? + f* as well, we 
conclude that u = co for some constant c > 0. However, 1= (u, v) = C(U, U) 
and thus c = 1 and u = v. According to Corollary 3.1, this means that 
P* = P(1) = P(0) = P. But P* = P implies that P(t) = P and thus q(t) = q(O), 
t k 0, and this completes the proof of Theorem 3.1. n 
It should be mentioned that the verification of the fulfillment of the 
relations (3.11) is the most difficult step in verifying the applicability of 
Theorem 3.1 as a rule. 
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In the next section we present a class of operators for which the validity of 
the crucial relations (3.11) can be shown as a consequence of some spectral 
properties of the operator T and a global character of the principal ideals of 
appropriate elements in Kd with respect to the range of T. 
4. HARDY-LI’ITLEWOOD-POLYA TYPE INEQUALITY 
In this and next sections we assume that the following three hypotheses 
are fulfikl: 
(HR) The space Y is a Riesz space. 
(HS) The cone K and the inner product ( *, .) are such that every diagonal 
operator D E J?(Y) is self-adjoint with respect to (. , *). 
(HB) The operator T E S?(Y) is such that TX E Y, and T*x E Y, for 
every x E Y, where w is a fixed suitable element of Kd. 
PROPOSITION 4.1. Let the operator T E Z(Y) satisfy (3.1)-(3.3), T and 
T* be K-positive, and T be K-indecamposable. Furthermore, let hypotheses 
(HR), (HS), and (HB) be fdfdled with u E K, u = Tu, (u, u) = 1. Then 
(Tv,u)>(v,u), (4.1) 
where v = P*u. The equality in (4.1) holds if and only if v = u. 
Proof. It is known [lo, p. 1021 that the principal ideal Y, is an AM-space 
[lo, p. lOO] and that it can be realized as a C(M>space with a suitable 
compact M [lo, p. 1041. The operator T induces in Y, an operator U for 
which Uy = Ty whenever y E Y, and UY, c Y,. Thus, we may take in place 
of Y, some space C(M) with M compact. 
Define V, E 5?(Y,) by 
(KY)(~) = +)Y(+ s E M> 
x, y E C(M) = Y,, and consider the functional (positively homogeneous) p(x) 
=(W,u,V,-‘u), where inf{x(s):sE M} > 0. It is easy to see that p is 
analytic in the sense of [4, p. 1121. Since V, is self-adjoin& we find that 
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and 
(@P)(x; h, k) = [ D,@‘,P)(x; h)](x; k) 
= - (w,u,v,-‘v,v--‘u) - (whu,vx-lvJpu) 
+2( w,~,v,-‘v*v~~‘v,v,-‘~). 
First, let us assume that w = u = e, where e(s) = 1 for s E M and 
U*e = e = Ue. 
Obviously we have V,-’ = V,. Consequently, 
(D,p)(e; h) = - (UV,e,V,e)+(UVhe,V,e) = 0 
and 
(D$)[(e; h, h)] = - (Whe,Vhe)- (UVhe,V,e)+2(W,e,Vh2e) 
= 2[(Vhe,Vhe)- (g(U+ U*)V,e,V,e)] > 0 
and the equality in the latter relation holds if and only if h = e. The relations 
just derived show that p(e) < p(x), so that 
(4.2) 
for all x E C(M) with inf{x(s): SG M} > 0. 
Further, let U*u # u, v = U*v = P*u, and let 
Then 
v=v,w,. 
Ve = V,W,e = V,u = w 
and also 
V*e = V,U*V,e = V,v = w , 
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where 
w(s) = q+(s), SEM, U,UEC(M). 
Define the operator 2 by setting 
(ZY)W = $(vy)(s)+ +P(w~ 
where 
p(s) = Se(s) - w(s) > 0, 
with a suitably chosen 6 > 0. The existence of such /3 and 6 > 0 independent 
of s is guaranteed by the boundedness of w as an element of C(M). It follows 
that 
(Ze)(s) = +(Ve)(s)+$p(s)e(s)= e(s) 
and similarly 
(Z*e)(s) = +(V*e)(s)++B(s)e(s) = e(s). 
Using the already proven relation (4.2) with Z in place of U, we get 
so that 
( ZV,e,Vxd’e) > (Ze, e) 
( Wxe,Vx-ie) > (Ve, e). 
If we let x be such that 
44 x(s) = - 
44 ’ 
(4.3) 
i.e. V, = V,V,- ‘, we obtain the relations 
(Uu, u) = (V,W,V,-‘V,e,V;‘Vue) 
2 (V,W,e, e) = (0, u). 
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The equality is obtained by observing that the equality in (4.2) and therefore 
in (4.3) holds if and only if x is identically constant. In particular this applies 
to x(s) = D(s)/u( s), and this completes the proof of Proposition 4.1. n 
REMARK. Note that for the validity of (4.1) we needed TX and T*x for 
every x E Y to be in the principal ideal of u only. However, we need a 
stronger version of (HB) to be able to prove the following 
PROPOSITION 4.2. Under the hypotheses of Proposition 4.1, where (HB) 
applies for evey w = w(t), t E [O,l], of the fm w(t) = P(t)y, y E Kd, the 
relations (3.11) hold true for all t E [0, 11. 
Proof. Consider [l/q(t)] W(t) in place of T, and 
(u(t), ~(t))l,24~)¶ 4 = P(t)u, 
in place of u. We find that alI the hypotheses of Proposition 4.1 are fulfilled 
with these changes and therefore 
The proof is complete. n 
EXAMPLES. 
(1) Levinger’s result formulated in Theorem A is obtained by making the 
fohowing specifications: Y = R”, K = R; = {x E R”: x = (tl,. . . ,[,), tj 2 0, 
j=l ,...,n)}, 
Y = (Vi,...? 77,), 
and TX = y * vi = C;=ltjk&, tik >, 0, j, k = 1,. . . ,n, with the matrix (t.k) 
irreducible in the sense of Frobenius (see [12, p. 181). In this case t e h 
inequality (4.3) reads: For every x E R:, x = (tl,. . . , t,), & > 0, k = 1,. . . , n, 
f: 2 t. t! ‘o.u a(T) 2 upk, Ik ktj I k 
j=l k=l k=l 
(4.4) 
198 
where 
IV0 MAREK 
i tjkUk = r(T) uj > 0 
k=l 
and 
i tkjuk = ,(T)uj > 0, 
k=l 
j=l , . . . , n. This red is known [2]; in particular, if (t$) is a permutation 
matrix see [33. 
(2) Let Sl c RN, N = 1, be a bounded closed domain. Let Y = C(Q) with 
the sup norm, K= {x~C(Q)):x(t)&0, t EQ}, (x,y)=jox(t)y(t)d,u(t), 
where /J is a measure on Q such that p(Q) = 1. Let T = T(s, t) be a continuous 
function on Q x Cd, and T(s, t) > 0 for s, t E 9. Then (4.3) reads [7]: For every 
x E C(Q) such that x(s) > 0 for s E Q, 
where 
and 
/T(t,s)o(t)dg(t)=r(T)u(+O. 
B 
The relations (4.5) constitute a basis for the validity of an analogue of the 
Levinger theorem for positive Fredhohu operators in C-spaces as well as in 
P-spaces, p > 1. 
5. THE FIEDLER-LEVINGER THEOREM 
THEOREM 5.1. Under the hypotheses of Proposition 4.2 the following 
alternative holds for the jkction cp defined by (3.4): Either ‘p is increasing in 
(0, i) and decreasing in (f, l), or cp is identically constant in [0, 11. 
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Proof. The validity of Theorem 5.1 is an immediate consequence of 
Proposition 4.2 and Theorem 3.1. n 
Using a continuity argument we obtain 
THEOREM 5.2. Let TEA?(Y) be such that T*x,* = r(T)x,* for some 
x$ E K *, x$ # 0. Let both T and T* be K-positive, and let hypotheses (HR), 
(HS), and (HB) with w ranging over Kd hold. Then the fin&on cp defined by 
(3.4) is nondecreasing for t E (0, $) and rwnimreasing for t E (+, 1). 
Proof. Let u,EK~, v,EK*~K be such that (u,,,uO)=l=(uO,vO) 
and(x,v,,)>OforaIlxEK,x#O,andvO-x$cK*.If 
then obviously UK c K, U*K C K, and U is K-indecomposable. With E > 0 
arbitrary we find that 
((~U+T)x,~o*)=e(x,v,)(u,,xo*)+7(T)(X,Xg*) 
and hence 
((&U+T)x,xo*)=r(T)(~,~~)+&(~,v~)(210,Xg*) 
so that [.sU+ T]*x$ - r(T)x,* - e(q,, x~)v,, E K*. Therefore 
Let 
s= 
T(FU:T)(~+~~‘* 
Then S is K-indecomposable, S* is K-positive, and the spectral radius of S is a 
pole of the resolvent operator of S. According to Theorem 5.1 we find that 
l/i,(t) = r((1 - t)s + ts*) 
is nondecreasing for t E (0, 4) and nonincreasing for t E (i, 1). However, 
and this completes the proof. 
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REMARK. In Theorem 5.2’no use is made of the hypothesis that r(T) is a 
pole of R(X, T). 
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