Improved Asymptotics for Zeros of Kernel Estimates via a Reformulation
  of the Leadbetter-Cryer Integral by Riedel, Kurt S.
ar
X
iv
:1
80
3.
03
89
6v
1 
 [s
tat
.M
E]
  1
1 M
ar 
20
18
Improved Asymptotics for Zeros of Kernel Estimates
via a Reformulation of the Leadbetter-Cryer Integral ∗
Kurt S. Riedel
Courant Institute of Mathematical Sciences
New York University
New York, New York 10012-1185
Abstract
The expected number of false inflection points of kernel smoothers is evaluated. To
obtain the small noise limit, we use a reformulation of the Leadbetter-Cryer integral
for the expected number of zero crossings of a differentiable Gaussian process.
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1 Convergence of Kernel Smoothers
For many applications of nonparametric function estimation, obtaining the correct shape
of the unknown function is of importance. A consequence of Mammen et al. (1992, 1995) is
that kernel smoothers have a nonvanishing probability of having spurious inflection points
if the smoothing level is chosen to minimize the mean integrated square error (MISE). In
Riedel (1996), we propose a two-stage estimator where the number and location of the
change points is estimated using strong smoothing.
In this letter, we evaluate the probability of obtaining spurious inflection points for ker-
nel smoothers in the small noise/heavy smoothing limit. The proofs are based on powerful
and seldom used techniques: Koksma’s theorem and the Leadbetter-Cryer integral for the
expected number of zeros of a differentiable Gaussian process.
We consider a sequence of kernel smoother estimates, fˆN(t), of f(t), and examine the
convergence of the estimate as the number of measurements, N , increases. We believe that
our results are slightly stronger than previous theorems on kernel smoothers (Gasser &
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Mu¨ller 1984). For each N , the measurements occur at {tNi , i = 1 . . .N}. We suppress the
superscript, N , on the measurement locations ti ≡ tNi . We define the empirical distribution
of measurements, FN(t) =
∑
ti≤t 1/N , and let F (t) be its limiting distribution.
Assumption A Consider the sequence of estimation problems: yNi = f(t
N
i )+ǫ
N
i , where the
ǫNi are zero mean random variables and Cov[ǫ
N
i , ǫ
N
j ] = σ
2δi,j. Assume that the distribution
of measurement locations converges in the sup norm: D∗N ≡ supt{|FN(t) − F (t)|} → 0,
where 0 < cF < F
′(t) < CF .
The star-discrepancy, D∗N ≡ supt{FN(t) − F (t)}, is useful because it measures how
closely a discrete sum over an arbitrarily placed set of points approximates an integral.
(See Theorem 2.) For regularly spaced points, F (ti) = (i + .5)/N and D
∗
N ∼ 1/N , while
for randomly spaced points, D∗N ∼
√
ln[ln[N ]]/N by the Glivenko-Cantelli Theorem.
We consider kernel estimates of the form:
fˆ (ℓ)(t) =
1
Nhℓ+1N
N∑
i
yiwi
F ′(ti)
κ(ℓ)(
t− ti
hN
) , (1)
where hN is the kernel halfwidth and {wi} are weights. We need convergence results for
kernel estimators, fˆ
(ℓ)
N (t), of f
(ℓ)(t). Our hypotheses are stated in terms of the star dis-
crepancy while previous results impose stronger/redundant conditions. We define σ2N(t) =
Var[fˆ
(ℓ)
N (t)], ξ
2
N(t) = Var[fˆ
(ℓ+1)
N (t)], µ
2
N(t) = Corr[fˆ
(ℓ)
N (t), fˆ
(ℓ+1)
N (t)]. We now evaluate the
limiting quantities for a class of kernel smoothers. We use the notation OR(·) to denote
a size of O(·) relative to the main term: OR(·) = × [1 + O(·)]. We denote Cℓ as the set
of ℓ times continuously differentiable function, TV [0, 1] as the function of bound variation
with the total variation norm, ‖ · ‖TV . We define ‖f‖bv to be the sum of the L∞ and total
variation norms of f and define ‖f‖ to be the L2 norm.
Theorem 1 (Generalized Gasser-Mu¨ller (1984) ) Let f(t) ∈ Cℓ+1[0, 1]∩TV [0, 1] and
consider a sequence of estimation problems satisfying Assumption A. Let fˆ
(ℓ)
N (t) be a kernel
smoother estimate as given in (1), where the halfwidth, hN , and the weights, {wi}, satisfy
|wi − 1| ∼ O(D∗N/hN). Let the kernel, κ(ℓ+1) ∈ TV [−1, 1] ∩ C[−1, 1], satisfy the moment
condition:
∫ 1
−1 κ(s)ds = 1, and the boundary conditions: κ
(j)(−1) = κ(j)(1) = 0 for 0 ≤ j ≤
ℓ. Choose the kernel halfwidths such that hN → 0, and D∗N/hℓ+2N → 0; then
i) E [fˆ
(ℓ)
N ](t)→ f (ℓ)(t) +OR(hN +D∗N/hℓ+1N ),
ii) E [fˆ
(ℓ+1)
N ](t) =
∫ 1
−1 f
(ℓ+1)(t+ hs)κ(−s)ds +O(‖fκ(ℓ+1)‖bvD∗N/hℓ+2N ),
iii) σ2N (t)→ σ2‖κ(ℓ)‖2/(NF ′(t)h2ℓ+1N ) + OR(hN +D∗N/hN),
iv) ξ2N(s)→ σ2 ‖κ(ℓ+1)‖2 /(NF ′(s)h2ℓ+3N ) + OR(hN +D∗N/hN), and
v) µ2N(t)→ O(hN + D∗N/hN)
uniformly in the interval, [hN , 1− hN ].
Our proof of Theorem 1 is based on Koksma’s Theorem which bounds the difference
between integrals and discrete sum approximates:
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Theorem 2 (Generalized Koksma Niederieter (1992) ) Let g be a bounded function
of bounded variation, ‖g‖TV , on [0, 1]: g ∈ TV [0, 1] ∩ L∞[0, 1]. Let the star discrepancy be
measured by a distribution, F (t) ∈ C1[0, 1] with 0 < cF < F ′(t) < CF . If the discrete sum
weights, {wi, i = 1, . . . N}, satisfy |wi − 1| ≤ CD∗N , then∣∣∣∣∣
∫ 1
0
g(t)dF (t)− 1
N
N∑
i=1
g(ti)wi
∣∣∣∣∣ ≤ [‖g‖TV + C‖g‖∞]D∗N . (2)
In our version of Koksma’s Theorem, we have added two new effects: a nonuniform
weighting, {wi, i = 1, . . . N}, and a nonuniform distribution of points, dF . The total
variation of g(t(F )) with respect to dF is equal to the total variation of g(t) with respect
to dt. Theorem 2 follows from Koksma’s Theorem by a change of variables.
Proof of Theorem 1. We rescale: si = (ti − t)/hN and apply Koksma’s theorem to f(t +
hs)κ(ℓ)(−s) ∈ TVs[−1, 1]. The contribution of the weights, wi, is OR(D∗N/Nhℓ+1N ). Thus
E [fˆ
(ℓ)
N ](t) =
∫ 1
−1 f
(ℓ)(t+hs)κ(−s)ds+O(‖fκ(ℓ)‖bvD∗N/hℓ+1N ). Since |κ(ℓ+1)(−s)|2/F ′(t + hNs)
is in TV [−1, 1], the variance satisfies
ξ2N(t) =
σ2
Nh2ℓ+1N
∫ |κ(ℓ)(−s)|2
F ′(t+ hNs)
ds+ OR(D∗N/hN) .
The result follows from expanding F ′(t) in hN . ✷
Theorem 1 is one of two ingredients which we need to bound the expected number of
change points of fˆ
(ℓ)
N (t). Section 2 presents the second ingredient.
2 Asymptotics of Zero Crossings
The Leadbetter-Cryer (L-C) expression evaluates the expected number of zeros of a differ-
entiable Gaussian process, Z(t), in terms of a time history integral involving the first and
second moments of Z(t) (Leadbetter and Cryer 1965). We reexpress this integral in terms
of the zeros of E[Z(t)] and a remainder term. This alternative expression is particularly
useful in the small noise limit when one desires an asymptotic evaluation of the number of
noise induced zero crossings.
Theorem 3 (Leadbetter & Cryer (1965), Crame´r & Leadbetter, 1967, Sec. 13.2)
Let Z(t) be a pathwise continuously differentiable Gaussian process in the time interval
[0,T]. Denote m(s) = E[Z(s)], Γ(s, t) = Cov[Z(s), Z(t)], σ2(s) = Var[Z(s)] = Γ(s, s),
ξ2(s) = Var[Z ′(s)], µ(s) = Corr[Z(s)Z ′(s)]. Let Nz be the number of zero crossings of
Z(t). If m(t) is continuously differentiable, Γ(s, t) has mixed second derivatives that are
continuous at t = s and µ(s) 6= 1 at any point s ∈ [0, T ], then
E[Nz] =
∫ T
0
ξ(s)γ(s)
σ(s)
φ
(
m(s)
σ(s)
)
Q(η(s))ds , (3)
3
where Q(z) ≡ 2φ(z) + z[2Φ(z) − 1], γ(s)2 = 1− µ(s)2, η(s) = m′(s)−ξ(s)µ(s)m(s)/σ(s)
ξ(s)γ(s)
.
By decomposing (3) into two pieces, we derive the following bounds:
Theorem 4 (Alternate form) Let the hypotheses of Theorem 3 hold and define M(t)
≡ m(t)/σ(t). Let |M(t)| have Noz zeros, Lmx relative maxima, Mj, j = 1 . . . Lmx and Lmn
nonzero relative minima, mj 6= 0, j = 1 . . . Lmn, where M(0) and M(T ) are counted as
relative extrema. Let νj equal 1 if mj occurs at 0 or T and νj = 2 otherwise. Define νˆj
similarly for the Mj. Equation (3) can be rewritten as
E[Nz]−N0z =
Lmn∑
j=1
νjΦ(−mj) −
Lmx∑
j=1
νˆjΦ(−Mj) +
∫ T
0
ξ(s)γ(s)
σ(s)
φ
(
m(s)
σ(s)
)
Q˜ (η(s))ds , (4)
where Q˜ (z) ≡ 2 ∫∞|z| φ(s′)[s′ − |z|]ds′.
Proof. Write Q(z) = |z|+ Q˜ (z). The first term in (3) equals − ∫ Φ′(M)|M ′(t)|dt. Integrat-
ing this term yields the weighted sum of the relative extrema of Φ(−|M |(t)). We decompose
this sum into N0z zeros of |M |(t) plus the additional relative extrema:
∑Lmn
j=1 νjΦ(−mj) −∑Lmx
j=1 νˆjΦ(Mj) . ✷
We are unaware of any previous derivation of Theorem 4. The second term on the right
hand side of (4) corresponds to the probability that Z(t) lacks a zero of m(t) while the the
first and third terms correspond to extra zeros. Note that Q˜ (z) ≤ φ(z) ≤ 1/√2π.
Corollary 5 Under the hypotheses of Theorems 3 & 4, let {(xk, wk), k = 1 . . .K} be chosen
such that |t− xk| ≤ wk implies that m′(t) > 0 and |M(t)| ≥ cm′(xk)|t− xk|/σ(xk), where
c is a fixed number, 0 < c < 1. Define Ψk ≡ sup|s−xk|≤wk{Q˜ (s)ξ(s)γ(s)σ(xk)/σ(s)},
C = supt{ξ(t)/σ(t)}, and mo ≡ inf{|M(s)| for s such that |s − xk| ≥ wk, k = 1 . . .K}.
The expected number of zeros of the Gaussian process, Z(t), satisfies
E[Nz]−Noz ≤
K∑
k=1
Ψk
cm′(xk)
+O ((CT + 2Lmn)φ(mo)) . (5)
Proof. The first term in (5) arises from replacing Ψ
∫ xk+wk
xk−wk
φ
(
m(s)
σ(s)
)
ds by Ψ
∫+∞
−∞ φ
(
cm′(xk)s
σ(xk)
)
ds
and integrating. ✷
A sufficient additional condition for the existence of a set of (xk, wk) satisfying Corollary
5 is thatm(s) vanishes only at a finite number of points, {xk}, and at these points, m′(xk) 6=
0. Let δ be a small parameter related to the weakness of the noise amplitude. In many
cases, the {wk} can be chosen to be powers of δ and the upper bound of (5) reduces to
E[Nz]−Noz ≤
K∑
k=1
Q˜ (xk)ξ(xk)γ(xk)
cm′(xk)
[1 + o(1)] . (6)
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In contrast, a similar naive expansion of the original integral (3) yields the asymptotic
expression:
E[Nz]−Noz ≤ Noz o(1) +
K∑
k=1
Q˜ (xk)ξ(xk)γ(xk)
cm′(xk)
[1 + o(1)] . (7)
The advantage of (6) over (7) is that the remainder term, Noz o(1), has been integrated
away.
3 Number of false change points
We now consider sequences of kernel estimates of f (ℓ)(t), and examine the number of false
ℓ-change points. We restrict to independent Gaussian errors: ǫi ∼ N(0, σ2). Thus, fˆ (ℓ)N (t)
is a Gaussian process. Mammen et al. (1992,1995) consider the statistics of change point
estimation for kernel estimation of a probability density. We present the analogous result
for regression function estimation. In both cases, the analysis is based on the Leadbetter-
Cryer formula for zero crossings. The following assumption rules out nongeneric cases:
Assumption B Let f(t) ∈ Cℓ+1[0, 1] have K ℓ-change points, {x1, . . . xK}, with f (ℓ)(xk) =
0, f (ℓ+1)(xk) 6= 0, f (ℓ)(0) 6= 0 and f (ℓ)(1) 6= 0. Consider a sequence of estimation problems
with independent, normally distributed measurement errors, ǫNi , with variance σ
2. Let
fˆ
(ℓ)
N (t) be a sequence of kernel estimates of f
(ℓ), on the sequence of intervals, [δN , 1− δN ].
Gasser and Mu¨ller (1984) evaluate the variance of a change point estimate: Var[xˆk −
xk] ≈ σ2if(xk) ≡ Var[fˆ (ℓ)N (xk)]/|f (ℓ+1)(xk)|2 . The following theorem bounds the tail of the
empirical change point distribution |xˆk−xk| >> σif . By using the L-C integral, we require
weaker conditions than the hypotheses of Gasser and Mu¨ller (1984).
Theorem 6 Let Assumption B hold and consider a sequence of kernel estimators, fˆ
(ℓ)
N (t),
that satisfy the hypotheses of Lemma 1. Choose kernel halfwidths, hN , and uncertainty
intervals, wN , such that hN/wN → 0, wN → 0, w2N,kNh2ℓ+1N ≥ 1. The probability, pN(wN),
that fˆ
(ℓ)
N has a false change point outside of a width of wN from the actual (ℓ + 1)-change
points satisfies
pN(wN) ≤
K∑
k=1
O
(
σif(xk)
hN
exp
( −w2N
2σ2if (xk)
) )
, (8)
where σ2if (xk)→ σ2‖κ(ℓ)‖2
/
|f (ℓ+1)(xk)|2NF ′(xk)h2ℓ+1N on the interval [hN , 1− hN ].
Proof. Lemma 1 shows that ξN(t)/σN (t)→ O(h−1N ). Within a neighborhood of
√
wN of xk,
E[fˆ
(ℓ)
N (t)] = f
(ℓ+1)(xk)(t−xk) +O(√wN+D∗N/hℓ+1N ). Define bN = inf{|f (ℓ)(t)| such that t /∈
∪Kk=1(xk−
√
wN , xk+
√
wN)}. Note that bN ≥ C√wN asymptotically and the integral of (3)
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outside of ∪Kk=1(xk−
√
wN , xk+
√
wN) is bound by exp(−cwN/σ2N) << exp(−w2N/2σ2if(xk)).
Integrating the O(1) integrand bound, exp
(
−|f (ℓ+1)(xk)|2|t− xk|2/2σ2N(xk)
)
/hN , over the
intervals [xk ±√wN , xk ± wN ] yields (8). ✷
Mammen et al. (1992,1995) derived the number of false change points for kernel estima-
tion of a probability density for nonvanishing error probabilities. We now show that there
expression remains valid as the error probability goes to zero. Given Gaussian measurement
errors, the sophisticated proof in Mammen (1995) can be simplified in our case.
Theorem 7 (Analog of Mammen et al. (1992,1995)) Let Assumption B hold. Con-
sider a sequence of kernel smoother estimates fˆN which satisfy the hypotheses of Lemma 1
with
∫ 1
−1 sκ(s)ds = 0. Let the sequence of kernel halfwidths, hN , satisfy D
∗
NN
1/2h
1
2
N → 0
and 0 < liminfNhNN
1/(2ℓ+3) ≤ limsupNhNN1/(2ℓ+3) <∞. The expected number of ℓ-change
points of fˆN in the estimation region, [hN , 1− hN ], is asymptotically
E[Kˆ]−K = 2
K∑
k=1
H


√√√√ |f (ℓ+1)(xk)|2NF ′(xk)h2ℓ+3
σ2‖κ(ℓ+1)‖2

 + oR(1) , (9)
where H(z) ≡ φ(z)/z +Φ(z)− 1 with φ and Φ being the Gaussian density. If f (ℓ+1)(t) has
Ho¨lder smoothness of order ν for some 0 < ν < 1, and hNN
1/(2ℓ+3) → 0, then (9) remains
valid provided that hNN
1/(2ℓ+3+2ν) → 0.
In Mammen (1992,1995), the correction in (9) is shown to be o(1) if limsupN hNN
1/(2ℓ+3)
<∞. We strengthen this result by showing that (9) continues to represent the leading order
asymptotics even when hNN
1/(2ℓ+3) → ∞. Our secret is to use (4) instead of (3) because
(4) has integrated out the term equal to K.
Proof of Theorem 7. Theorem 6 shows that the contribution away from the ℓ-change points
is exponentially small for |s−xk| >> σN (s). Lemma 1 shows that ξN (s)γN (s)σN (s) →
‖κ(ℓ+1)‖
hN‖κ(ℓ)‖
and
that for |s− xk| << 1, ηN(s)→ f (ℓ+1)(s)/σN(s).
Equation (9) is an approximation of (4) using Laplace’s method. To prove (9), we must
show that E[fˆ
(ℓ)
N (t)] = f
(ℓ)(t) + oR(σN) for |t− xk| ∼ σN . Near the change point, xk,
E[fˆ
(ℓ)
N (t)] = f
(ℓ)(t) +
∫ 1
−1
κ(s)
[
f (ℓ)(t+ hNs)− f (ℓ)(t)
]
ds+ OR(D∗N/hℓ+1N )
= f (ℓ)(t) + hN
∫ 1
−1
sκ(s)
[
f (ℓ+1)(t + hNτN (s))− f (ℓ+1)(t)
]
ds , (10)
where τN (s) lies in [0, s] by the mean value theorem. Since f
(ℓ+1)(t) is continuous at
xk, for each δ, there is a h˜ N(δ) such that |f (ℓ+1)(t + hNτN(s)) − f (ℓ+1)(t)| < δ for all t,
t + hNτN ∈ [xk − h˜ N(δ), xk − h˜ N(δ)]. Thus E[fˆ (ℓ)N (t)] = f (ℓ)(t) + OR(δhN + D∗N/hℓ+1N ).
Here δ may be taken arbitrarily small. Applying the Laplace’s method yields (9) with
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corrections of OR (exp(−δhN/σif )− 1) +OR
(
exp(−D∗N/hℓ+2N σif )− 1
)
. The scaling, hN ∼
N−1/(2ℓ+3), implies that the first term is OR(δ). The discrete sampling effect (the second
term) requires the hypothesis that DN
√
hNN → 0 to be oR(1). When f (ℓ+1)(t) is Ho¨lder
of order ν, we have the stronger bound: |f (ℓ+1)(t + hNτN (s)) − f (ℓ+1)(t)| < CthνN , and
E[fˆ
(ℓ)
N (t)] = f
(ℓ)(t) +OR(h1+νN +D∗N/hℓ+1N ). The next order correction in Laplace’s method
is OR
(
exp(h1+νN /σif )
)
. This term is oR(1) when hNN
1/(2ℓ+3+2ν) → 0. ✷
In Riedel (1996), we propose a two-stage nonparametric function estimator which
achieves the correct shape with high probability. In the first stage, we estimate the number
and approximate locations of the ℓ-change point using a pilot estimate with large smooth-
ing. In the second stage, the smoothing is reduced, but we impose the shape restrictions
obtained from the pilot estimate. Theorems 6 and 7 imply that if the kernel halfwidth of
the pilot estimator satisfies hN >> ln[N ]N
−1/(2ℓ+3), then spurious inflection points will oc-
cur with a probability smaller than N c for any c. To achieve this result, we use an alternate
form of the Leadbetter-Cryer integral to remove the Nzo(1) from (7).
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