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ABSTRACT
Field–programmable analog arrays (FPAAs) provide a method for rapidly
prototyping analog systems. Currently available commercial and aca-
demic FPAAs are typically based on operational ampliﬁers (or other sim-
ilar analog primitives) with only a few computational elements per chip.
While their speciﬁc architectures vary, their small sizes and often restric-
tive interconnect designs leave current FPAAs limited in functionality, ﬂex-
ibility, and usefulness. In this paper, we explore the use of ﬂoating–gate
devices as the core programmable element in a signal processing FPAA. A
generic FPAA architecture is presented that offers increased functionality
and ﬂexibility in realizing analog systems. In addition, the computational
analog elements are shown to be widely and accurately programmable
while remaining small in area.
1. LOW–POWER SIGNAL PROCESSING
The future of FPAAs lie in their ability to speed the imple-
mentation of advanced, low–power signal processing sys-
tems. Growing demand for complex information process-
ing on portable devices has motivated a lot of contemporary
research in the design of power efﬁcient signal processing
systems. For analog systems to be desirable to the largely
digital signal processing commmunity, they need to provide
a signiﬁcant advantage in terms of size and power and yet
still remain relatively easy to use and integrate into a larger
digital system.
Gene’s law postulates that the power consumption in
DSP microprocessors, as measured in mW/MIPS, is halved
about every 18 months. These advances largely follow
Moore’s law, and they are achieved by using decreased fea-
ture size and other reﬁnements, such as intelligent clock
gating. Myriad applications only dreamed of a few years
ago are possible because of these gains, and they have in-
creased the demand for more advanced signal processing
systems. What is needed now is a leap forward in power
efﬁciency. Unfortunately, a problem looms on the horizon:
the power consumption of the analog–to–digital converter
(ADC) does not follow Gene’s law and will soon dominate
the total power budget of digital systems. While ADC res-
olution has been increasing at roughly 1.5 bits every ﬁve
years, the power performance has remained the same, and
soon, physical limits will further slow progress.
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Fig. 1. Data from [1] showing the power consumption trends in DSP
microprocessors along with data taken from a recent analog, ﬂoating–gate
integrated chip developed by the CADSP team [2, 3, 4].
Most current signal processing systems that generate
digital output place the ADC as close to the analog input
signal as possible to take advantage of the computational
ﬂexibility available in digital processors. However, the de-
velopment of large–scale FPAAs and the CAD tools needed
fortheireaseofusewouldallowengineerstheoptionofper-
forming some of the computations in reconﬁgurable analog
hardware prior to the ADC. This results in both a simpler
ADC and a substantially reduced computational load on the
digital processors that follow. Furthermore, the analog pro-
cessor and ADC may be combined to form a specialized
ADC tailored to the application at hand.
Recent advances in analog ﬂoating–gate technologies
have shown it to be a viable alternative to traditional FPAA
designs [5]. As shown in Figure 1, analog ﬂoating–gate cir-
cuits have shown tremendous gains in efﬁciency (a factor
of as much as 10,000) compared with custom digital ap-
proaches for the same applications, and when used in the
ADC, they result in more efﬁcient biasing.
2. COMPUTATIONAL ANALOG BLOCKS
The computational logic is organized in a compact compu-
tational analog block (CAB) providing a naturally scalable
architecture. CABs are tiled across the chip in a regular
mesh–type architecture with busses and local interconnects
in–between as shown in Figure 2. A sample FPAA with 6416
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Fig. 2. (a) This is the overall block diagram for a large–scale FPAA. The switching interconnects are fully connectable crossbar networks built using
ﬂoating–gate transistors. (b) This is a Computational Analog Block (CAB) for an FPAA based on ﬂoating–gate devices. Here, each CAB contains a four-by-
four matrix multiplier, three wide–range operational transconductance ampliﬁers (OTAs), three ﬁxed–value capacitors, a cascade of two capcatively coupled
current conveyors (C4), a peak detector, and two FET transistors. The component signals shown in this ﬁgure are routed to the rows of the switch matrix.
CABs on a single chip fabricated in TSMC 0.35-micron is
estimated to cover an area of approximately 36 mm2. Of
course, commercially viable FPAAs are forseen that have
100s if not 1000s of CABs based on this same architecture.
The programmable elements in the FPAA are ﬂoating–
gate transistors, and they are used for both the switch in-
terconnects and the computational logic. In the switch net-
work, ﬂoating–gate switches provide similar characteristics
as a standard pass transistor without the need of a digi-
tal memory cell. In the computational logic, ﬂoating–gate
transistors can be accurately programmed and used to set
bias currents and store coefﬁcients. This scheme allows a
single programming infrastructure to be used since all pro-
grammable elements will be ﬂoating–gate transistors [6].
Many example CABs can be imagined using this tech-
nology. Figure 2 shows one example CAB, whose func-
tionality is enhanced by a mixture of medium– and coarse–
grained computational blocks similar to many modern
FPGA designs. The computational blocks were carefully
selected to provide a sufﬁciently ﬂexible, generic architec-
ture while optimizing certain frequently used signal pro-
cessing blocks. For generality, operational transconduc-
tance ampliﬁers (OTAs), FETs, and ﬁxed–value capacitors
are included [7]. For specialization, a cascade of capac-
itively coupled current conveyors for band–pass ﬁltering,
4 x 4 vector–matrix multiplier, and peak detector are added.
These blocks will optimize operations such as sub-banding,
fourier processing, and matrix transformations.
3. SYSTEM RESULTS
The testbed ﬂoating–gate FPAA was fabricated in a 0.5-
micron, standard CMOS process. This FPAA contains two
CABs with a ﬂoating–gate crossbar switch network con-
necting them [5]. The CAB design was slightly smaller
than the one outlined in Section 2 having a C4 bandpass ﬁl-
ter module, 4 x 4 vector–matrix multiplier, and three wide–
range OTAs. This design, however, is more than sufﬁcient
to test the concept of ﬂoating–gate FPAAs and characterize
the elements of the CAB.
The resistance of the ﬂoating–gate switch in the “on”
position proved similar to standard pFET switches with the
measured on–resistance starting at 11 k
. As shown in Fig-
ure 3a, the architecture of our FPAA required that the re-
sistance be measured through two devices in series. During
these experiments, both of the transistors were programmed
to the same position and the measured resistances shown
here have been divided by two to report the resistance for a
single transistor. The resistance of the ﬂoating–gate switch
in the “off” position was not directly measured due to the
extremely small currents. Instead, the saturation current of
the device was determined as shown in Figure 3b. This data
was acquired with VDD = 7:5 V since this was the ﬁrst
reliable measurement voltage. The resistance can then be
calculated to be R = UT
ISAT = 25:8 mV
145:4 pA = 177:5 M
. At
an operating VDD = 3:3 V , the off–resistance is higher.
At this level, the worst case bias current is 70 pA, which0 0.5 1 1.5 2 2.5 3
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Fig. 3. Switch Characteristics of Floating–gate Transistors: (a) Resistance for an “on” switch was measured using two ﬂoating–gate devices in series,
both programmed to the “on” position. Here, the experimental resistance has already been divided by two to represent a single ﬂoating–gate switch. (b)
Currents for an “off” switch are too low for reliable picoammeter measurements. So, a conservative “off” resistance was determined by measuring the
saturation current of a ﬂoating–gate transistor programmed to the “off” position while VDD = 7:5V . (c) The ﬂoating–gate switch can also be programmed
mid–position (between “on” and “off”) to synthesize a variable resistance. Here, a sampling of the differential currents achievable with this programming
scheme are shown. (d) The resistance plots correspond to the same injection levels as the differential currents shown in (c).
equates to an “off” resistance in the 1 G
 range.
Figures 3c and d show the current and resistance of a
switch as it is programmed mid–way between the “on” and
“off” positions. As can be seen by the current measure-
ments, these devices have been injected close to the “off”
position. While this resistance is non-linear over the full
operational range, given a sufﬁcient constraint on the input,
linearity can be achieved.
Using the programming method described in [6], the
FPAA’s ﬂoating–gate switches can be accurately pro-
grammed. Figure 4 shows a switch that was programmed
to an arbitrary current of 8 nA at an operating gate volt-
age of 0.3 V. Thus, ﬂoating–gate switches can be used to
accurately set a current level within the system (e.g., these
devices can be used to implement a current source as well).
The OTAs in the Computational Analog Blocks (CABs)
have biases that are set with a ﬂoating–gate current source.
In Figure 5, a source–follower integrator is shown. Us-
ing the switch matrix, a single OTA from one of the
CABs is conﬁgured and connected to the external pins via
ﬁve ﬂoating–gate switches. Once conﬁgured, the biasing
ﬂoating–gate transistor is programmed to vary the corner
frequency of this ﬁrst–order ﬁlter. The frequency response
is shown for several programmed corner frequencies in Fig-
ure 5. The moderate gain in the lower frequencies is due to
the switches that are in the feedback loop of the OTA. Ide-
ally, the output node and the negative input node would be
directly connected. However, this path must be routed via
the switch network in the FPAA, which means that a mini-
mum of two ﬂoating–gate switches will be in the feedback0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Fig. 4. This is a ﬂoating–gate switch programmed to 8 nA at an operat-
ing gate voltage of 0.3 V. Thus, current sources can be accurately deﬁned
within the switching network itself.
loop. The gain can be minimized by injecting the ﬂoating–
gates of these switches to a lower charge, or if gain is de-
sired for a given application, then it can be set by program-
ming these switches to a higher charge.
One can imagine a wide class of systems that can be im-
plemented and conﬁgured on this FPAA. In particular, dif-
ferentiators, cascaded second–order sections, bandpass ﬁl-
ters, matrix transforms, and frequency decomposition and
processing are all well suited for this architecture. In ad-
dition, the systems implemented here used transistors that
were all biased in the subthreshold region lending further
support to ﬂoating–gate devices being used in ultra low–
power design.
4. CONCLUSION
FPAAs based on ﬂoating–gate technologies are an emerg-
ing design concept that will increase the current state–of–
the–art in the analog and mixed–signal prototyping. In par-
ticular, these FPAAs are well suited to facilitate the design
of low–power signal processing systems based on analog
ﬂoating–gate devices. In this paper, a novel FPAA architec-
ture was presented that utilizes ﬂoating–gate transistors as
programmable switches, in–circuit active elements, and the
conﬁgurabledevicewithinthecomputationalanalogblocks.
Several systems were implemented on a testbed FPAA, and
they were shown to have a high degree of programmability
via on–chip, ﬂoating–gate current sources that set the bias
currents. Thus, the bandwidth and Q parameters of various
OTA ﬁlter designs can be easily modiﬁed on–chip without
the need for external biases.
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