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Deep learning algorithms have been adopted to various applications
like self-driving cars and healthcare for their superb performance. In such
fields, trustworthy models are indispensable to practical systems because their
decisions are directly connected to our lives. Utilizing multiple input sources is
an effective and natural way of improving a deep model’s ability and robustness,
because both complementary and shared information can be extracted from
different sensors. In this dissertation, we focus on developing deep fusion models
for a self-driving car’s perception system.
First, a novel deep sensor-fusion convolutional neural network (CNN)
architecture for detecting road users is introduced to make the system robust
against natural perturbation. A laser based sensor LIDAR, which stands for
Light Detection and Ranging, is selected as another input source to supplement
the shortcomings of an RGB camera. Additional object proposals lead the
detector to attain higher accuracies in finding and locating road users like
vii
cars, pedestrians, and cyclists. Our algorithm further benefits from LIDAR’s
advantage and shows improved robustness against different lighting conditions.
Next, we develop a CNN-based pedestrian detection model which pro-
vides an additional functionality of depth prediction. The proposed algorithm
learns a joint feature representation by extracting information from both RGB
and LIDAR data to overcome inherent limitations of a single sensor framework,
i.e. no depth information in an RGB image. Our simplified task and a direct
fusion strategy make the model predict in real-time. We then introduce a newly
collected pedestrian detection dataset with distinctive characteristics to test
our architecture.
Finally, we investigate learning fusion algorithms that are robust against
noise added to a single source. We first demonstrate that robustness against
corruption in a single source is not guaranteed in a linear fusion model. Mo-
tivated by this discovery, two possible approaches are proposed to increase
robustness: a carefully designed loss with corresponding training algorithms
for deep fusion models, and a simple convolutional fusion layer that has a
structural advantage in dealing with noise. Experimental results show that
both training algorithms and our fusion layer make a deep fusion-based 3D
object detector robust against noise applied to a single source, while preserving
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Deep learning models have accomplished superior performance in several
machine learning problems (LeCun et al., 2015) including object recognition
(Krizhevsky et al., 2012; Simonyan and Zisserman, 2015; Szegedy et al., 2015;
He et al., 2016; Huang et al., 2017), object detection (Ren et al., 2015; He
et al., 2017; Dai et al., 2016; Redmon et al., 2016; Liu et al., 2016; Redmon
and Farhadi, 2017) and speech recognition (Hinton et al., 2012; Graves et al.,
2013; Sainath et al., 2013; Chorowski et al., 2015; Chan et al., 2016; Chiu et al.,
2018), which use either visual or audio sources. In particular, convolutional
neural networks have been actively used in visual tasks after a monumental
achievement: AlexNet designed by Krizhevsky et al. (2012) outperformed all
the previous algorithms for an image classification problem, a fundamental
computer vision task to classify the label of a given image, with a huge gap.
One natural way of improving a model’s ability is to utilize multiple
input sources for a plentiful supply of information related to target variables.
Formally, if we have multiple input sources X1, · · · , Xm and a target variable
1
Y , mutual information can be maximized by incorporating all the inputs:
I(Y ;X1, · · · , Xm) = I(Y ;X1) + I(Y ;X2, · · · , Xm|X1)
≥ I(Y ;Xi) (∀i ∈ [m]) (1.1)
A combined approach deep fusion model is motivated by these two
favorable methodologies, deep learning and fusion of multiple sources, and it
has attracted considerable attention for real-world applications like autonomous
driving (Kim and Ghosh, 2016; Chen et al., 2017; Qi et al., 2018; Ku et al., 2018),
medical imaging (Kiros et al., 2014; Wu et al., 2013; Simonovsky et al., 2016;
Liu et al., 2015), and audio-visual speech recognition (Huang and Kingsbury,
2013; Mroueh et al., 2015; Sui et al., 2015; Chung et al., 2017). In this
dissertation, deep fusion models are researched with emphasis on self-driving
related technologies like object detection with CNNs. However, we believe
that our discoveries and insight can be easily extended to other fields using
multi-modal fusion approaches.
1.1 Robust Fusion Models for Self-driving Cars
Self-driving cars must detect surrounding objects to avoid potential
threats and plan paths accordingly. This perception system can rely on different
types of sensors from an RGB camera to range sensors like radar and LIDAR
(Light Detection and Ranging). RGB cameras have been popular in perception
technologies because of relatively low price, detailed visual information similar
to captured by human eyes, and powerful performance together with advanced
2
CNN architectures. Robust perception systems often rely on RGB image data
processed by machine learning models. In fact, advanced vehicles of companies
like Waymo1 and Uber2 are equipped with multiple cameras to fully extract
surrounding visual information and make trustworthy decisions using computer
vision algorithms.
Relying only on a single type of sensor may limit the ability of models
and create unavoidable faulty cases. Although RGB images are widely used in
object detection with deep learning, natural conditions like lighting, weather,
and other image quality factors can degrade the performance of detection.
Furthermore, the distance from an ego vehicle to the detected object cannot be
well estimated with a single camera. A successful combination of complementary
sensors can lead to a system robust against such natural perturbations and
limitations. The aforementioned simple information theoretic fact about the
benefit of fusion models is inherent in self-driving cars technologies. For example,
Tesla utilizes 8 surround cameras, 12 ultrasonic sensors, and a forward-facing
radar for their Autopilot technology3.
However, there is no obvious solution to building a robust model using
multiple input sources. Moreover, even a single unexpected behavior of the
system can cause a catastrophic loss which actually occurred in 2018, a fatal





to be a complicated mixture of various issues, a report of National Transporta-
tion Safety Board (NTSB) reveals that the system also showed some faulty
detection results. LIDAR and radar observations detected the victim about 6
seconds before the crash, but the pedestrian was misclassified as an unknown
object, a vehicle, and a bicycle at various times4. This fatal example shows the
importance of serious research on fusion methodologies and this dissertation
studies how to strengthen deep fusion models’ ability and robustness regarding
the two expected benefits of fusion approaches.
1.2 Complementary Information in Fusion Models
The first advantage of using fusion models is having access to information
with increased diversity. Different sensors can contribute to the desired predic-
tion in various ways for a given specific task, and we call this source-specific
knowledge complementary information throughout this work. For example, a
single RGB camera cannot provide absolute distances of any observed objects,
whereas range sensors like radar and LIDAR directly output depth information.
On the other hand, color is a unique feature which can be only provided by an
RGB camera. Therefore, fusing all the sensors should improve the performance
of a model if a target variable to predict is dependent on both color and depth
information of an observed scene. In recent years, improving robustness of




complementary sensors has been a core technology and an active research
problem (Feng et al., 2019).
1.3 Shared Information in Fusion Models
Shared information is another benefit of taking fusion approaches for
improving a model’s robustness. Similar knowledge contained in different
types of sensors can be extracted either manually with predefined processes
or automatically by deep learning models. Specifically, shared information
helps when the information to each sensor is randomly erroneous. As a simple
example, if all the input sources provide same information with different errors,
a classical fusion strategy like ensemble methods can reduce the error variance
(Tumer and Ghosh, 1996a,b). Similarly, existence of shared information in
multiple sensors may help improving robustness against corruption in the
subset of input sources. For this reason, a LIDAR sensor is used in self-driving
technologies as it can sense the existence of any objects during night time when
RGB cameras perform defectively. However, research on effective methods
to utilize shared information have attracted less attention than improving a
model’s performance with complementary features.
1.4 Dissertation Contributions
Developing trustworthy models is essential for deployment of self-driving
cars, due to their direct and crucial impacts on our lives. Thus, this dissertation
focus on effective ways of utilizing multiple input sources based on deep learning
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models for better performance and improved robustness. Our deep fusion
models and corresponding algorithms are invented with careful consideration
of CNN frameworks, characteristics of sensors, and possible vulnerabilities.
Classical late fusion methods learn multiple models separately and com-
bine all predictions afterward. Suppose there exist ns input sources x1, · · · xns
and a target variable y to predict, late fusion approaches like ensemble methods
learn ns different models fi’s to estimate p(y|xi) and get a final prediction
as an average of them (Figure 1.1). This solution is known to be an optimal
Bayesian decision rule if the following two conditions hold (Kittler et al., 1998):




(2) p(y|xi) = p(y)(1 + δi) (δi  1)
The first condition represents conditional independence, and the second one
assumes that the posteriori probabilities are similar to the prior probabilities.
However, it might not be easy for these conditions to be satisfied in reality.
Furthermore, an optimal solution we want to estimate is p(y|x1, · · · , xns) not
an average of p(y|xi)’s.
One of the huge advantages of using deep learning models is an automatic
feature extraction from raw data. Therefore, our deep fusion models rather
assume existence of an ideal latent representation z which satisfies the following
condition:

















Figure 1.1: Different fusion methods, late and early
We put more effort on developing algorithms with a strategy similar to an early
fusion method, which is illustrated at the right side of Figure 1.1.
1.4.1 Robust Road User Detection with Deep Fusion
Our first contribution is a multi-sensor algorithm to detect non-motorized
road users, such as cyclists and pedestrians. This is a challenging problem in
collision warning/collision avoidance (CW/CA) systems as direct information
(e.g. location, speed, and class) cannot be obtained from such users. Thus,
we propose a fusion of LIDAR data and a deep learning-based computer vi-
sion algorithm, to substantially improve the detection of region proposals and
subsequent identification of road users. Experimental results on the KITTI
object detection benchmark (Geiger et al., 2012) quantify the effectiveness of
incorporating LIDAR data with region-based deep convolutional networks.
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1.4.2 Object Detection with Simplified Depth Prediction
Though RGB Cameras, Radar and LIDAR are popular sensors for
self-driving cars, real-time joint inference on their sensory outputs remains
challenging. Moreover, high-resolution LIDAR is expensive both in terms
of cost and computation. Our second contribution presents a deep learning-
based pedestrian detection algorithm that takes both RGB images and lower-
resolution LIDAR data and returns object detections in the image as 2D
bounding boxes, plus the distances of the detected objects. The proposed
network is much less expensive but comparable in accuracy to previous deep
networks that combine these sensors use image-like or voxel representations
of LIDAR data to directly predict 3D positions and shapes. To train this
network, a new dataset is created, containing register information from low-end
camera to a 16-layer LIDAR, and corresponding ground truth distance values
generated by estimating the position of pedestrians from global navigation
satellite system (GNSS) sensors and a fixed tower. The public release of this
dataset is an additional contribution of this effort.
1.4.3 Robustness Against Single Source Faults
The final contribution studies a fundamental problem of vulnerabilities
in fusion models. Although it is reasonable to expect that existence of shared
information in multiple input sources should make a fusion model robust, we
show that additional strategies are still required to obtain robustness against
noise or corruption on a single source. We first provide analytical results based
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on a simple data model to simulate characteristics of fusion models. Inspired
by the analysis, training algorithms for our novel loss and an effective fusion
layer are proposed to support our findings with experimental results on more
complex and practical settings using deep fusion based 3D object detectors.
1.4.4 Organization
This dissertation is organized as follows. Chapter 2 examines deep
learning algorithms for computer vision tasks focusing on object detection, and
characteristics of different sensors used in self-driving cars are described. The
main sensors used in our dissertation are an RGB camera and a rotational
LIDAR, and we further discuss about object detection algorithms using both
sensors. Chapter 3 unveils our first deep fusion based road user detection
algorithm, which shows robustness against natural perturbation like lighting
conditions. Chapter 4 proposes another type of deep fusion model with a single-
stage architecture, which can jointly detect pedestrians and predict depth
information in real-time. Then we introduce two novel methods to achieve
robustness against corruption in a single input source, which are supported by
analyses on a simple model and empirical validation with deep complex models.
We conclude the dissertation in the last chapter by providing some directions
for interesting future work about robustness against adversarial attacks and




2.1 Object Detection and Evaluation
There are three fundamental problems in computer vision which have
been actively tackled by deep learning methods in recent years, (i) image
classification, (ii) object detection, and (iii) semantic segmentation. For a
perception system of a self-driving cars, object detection is one of the key tasks
as understanding of surrounding objects is the crucial for planning safe paths.
Not only road users like pedestrians, cars, cyclists, and motorcycles but also
some stationary objects like traffic lights and signs can be detected with object
detection algorithms. Therefore, we focus on developing deep fusion models for
object detection1. Figure 2.1 illustrates differences among the three computer
vision problems where a predefined set of labels is Y = {Car,Person}.
Definition 2.1. Image classification is the problem of predicting a class
label y ∈ Y for a given image input x, where Y is a predefined set of classes.
The number of true label per image is exactly one.
1Segmentation is another important problem for self-driving cars and recent deep learning
models like Mask R-CNN (He et al., 2017) show great performance on image data.
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Figure 2.1: Different problems in computer vision
Definition 2.2. Object detection is the problem of finding all objects in a
given image x, where the detected objects are labeled with a predefined set of
classes Y. A model should provide not only the class of the detected object, but
also coordinates of a corresponding bounding box which locate the object in an
image.
Definition 2.3. Semantic segmentation is the problem of finding meaning-
ful parts in a given image x, where the segmented parts can be labeled with a
11
predefined set of classes Y. A model should label each pixel with the |Y| classes.
Intersection Over Union
In object detection, evaluating qualities of bounding boxes is required
to correctly locate target objects in a 2D or a 3D space. For a given ground
truth box and a predicted bounding box, a metric called intersection over union
(IOU) quantifies the similarity between them. In detail, IOU calculates the
ratio of two areas, intersection over union of the boxes. Figure 2.2 depicts IOU
of two boxes.
Figure 2.2: Visual illustration of IOU calculated from two overlapping boxes.
IOU of a ground truth box and a predicted box is the principal both
in training and evaluating the performance object detection models. First,
numerous candidate boxes can be provided for a single target object while
training a model. Then we have to decide which boxes to include as positive
samples so that useful gradients are computed from a loss function to update
parameters. For evaluating a detector’s performance, both the predicted class
12
and the region of a box should match with a ground truth object. In general,
IOU with the target box should exceed a certain threshold to ensure the quality
of a predicted object’s bounding box, e.g. IOU score must be at least 50% to
be declared as a true positive for classes like pedestrian and cyclist. Figure 2.3
visually shows an example of a true positive detection sample.
Figure 2.3: An example of a positive sample, i.e. a correctly detected object,
defined based on IOU of a ground truth box and a predicted box.
Average Precision
Average Precision (AP) is one of the standard evaluation metrics in
object detection. After obtaining numerous detected boxes with corresponding
class label predictions, each bounding box can be classified into four different
cases based on the fixed IOU threshold score and the varying probability score
thresholds for the class: true positive (TP), true negative (TN), false positive
(FP), and false negative (FN). Then two standard evaluation metrics precision
13







Conceptually, AP calculates the area under the precision-recall curve to measure
how precision values change over the recall scores, which can be determined by
the threshold score for the predicted class probability. In practice, AP score is
approximated by computing mean of precisions at a set of equally spaced recall
levels (details described in Everingham et al. (2010)). In this dissertation, a
threshold value for IOU can be specified as AP@0.5, if all the detections with
IOU≥ 0.5 are considered as candidates for positive samples.
2.2 Object Detection with Deep Learning
In the past few years, deep learning has been applied to multiple state-
of-the-art algorithms for object detection in image data. Object detection
algorithms using CNNs can be classified into two categories based on their
frameworks.
2.2.1 Region-based object detection
The first type of these techniques, Region-based Convolutional Neu-
ral Networks (R-CNN) (Girshick et al., 2014), introduced an effective way
of utilizing deep learning algorithms in object detection, which substituted
the traditional sliding window approach and other feature extraction meth-
ods including SIFT (Scale-Invariant Feature Transform) (Lowe, 2004), HOG
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(Histogram of Gradients) (Dalal and Triggs, 2005), edgelet (Wu and Nevatia,
2005), shapelet (Sabzmeydani and Mori, 2007), and others. It incorporates a
separate region proposal algorithm, such as Selective Search (Uijlings et al.,
2013), to provide rich and high quality object candidates called regions of
interest (ROIs) to image classification modules. SPP-net (Spatial Pyramid
Pooling) (He et al., 2014) and Fast R-CNN (Girshick, 2015) improved the
speed of R-CNN by reducing the calculation of convolutional features. Faster
R-CNN (Ren et al., 2015) introduced a small convolutional network, Region
Proposal Network (RPN), to further speed up. A framework of Faster R-CNN
has become a standard deep learning method for object detection, and key
steps of the algorithm are as follows:
(1) Extract features using a base CNN from the input image.
(2) At each sliding-window or location of the extracted feature, generate
anchor boxes with predefined shapes (scales and aspect ratios).
(3) RPN predicts the probability of a box having an object or not (two-class
classification) per anchor box, and regress the box coordinates to fit the
object (bounding box regression).
(4) Object proposals (CNN feature maps) with different sizes are transformed
to fixed size feature maps (ROI pooling).
(5) The feature maps are provided to convolutional layers to predict their
classes and regress the bounding boxes.
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(6) If multiple boxes are predicted for a single object, an algorithm called
non-maximum suppression (NMS) eliminates some overlapping candidates
based on their probability scores.
Although these methods improved both quality and speed of the object
detection algorithms, their inference speed was not enough for robust real-time
applications like autonomous driving. Recently, Mask R-CNN was introduced
by He et al. (2017) with additional functionality of predicting object masks,
but the focus was more on the instance segmentation not the speed. Our first
deep fusion model introduced in Chapter 3 modifies the process of Fast R-CNN
for robust detection. Also, a baseline algorithm used in Chapter 5, AVOD (Ku
et al., 2018), incorporates RPN and fusion strategies for 3D object detection.
2.2.2 Single stage object detection
Single stage detection algorithms improve inference speed by avoiding a
separate region proposal step. These methods does not use a second network
like RPN for region proposal but do both class prediction and box regression
with only a single network. You Only Look Once (YOLO) (Redmon et al.,
2016), one of the most popular single stage detectors, predicts a fixed number
of bounding boxes with confidence score from each divided grid of an image.
Improved versions, YOLO v2 (Redmon and Farhadi, 2017) and v3 (Redmon
and Farhadi, 2018), show powerful detection performance running in real-time
(≥40fps). Single Shot MultiBox Detector (SSD) is another state-of-the art
single shot method (Liu et al., 2016): the convolutional network provides feature
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maps from multiple network stages to handle different scales, and bounding
boxes and probability scores for each classes are predicted simultaneously. Our
second deep fusion architecture introduced in Chapter 4 extends the original
SSD for an RGB image to the model using multiple sources.
Independent from structures of object detection algorithms, one of the
most recent works tackled the problem of having an extreme imbalance between
foreground and background classes during training in single shot detections by
developing a loss called Focal Loss (Lin et al., 2017).
2.3 Sensors for Self-driving Cars
It is easy to get news about self-driving cars testing around different
cities successfully, and numerous companies and research groups have dived
into the field of autonomous vehicles. However, there is no standard rule for
setting up sensors including which types of sensors to use. In fact, it is still
debatable whether using LIDAR is necessary for self-driving technologies. For
example, Elon Musk, a co-founder of Tesla, stated that “Anyone relying on
LIDAR is doomed.” at the Tesla’s Investor Day event2. On the other side,
leading companies in autonomous vehicles like Uber, Waymo, and automakers
use LIDAR to capture rich information in 3D.
Imaging devices or cameras are the basic sensors for self-driving cars.
The first advantage of using a camera is the form of data given to users. Visual
2An article of TechCrunch posted on April 22, 2019. https://techcrunch.com/2019/
04/22/anyone-relying-on-lidar-is-doomed-elon-musk-says/
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representation of surrounding environment provides detailed information about
the objects of interest which coincides with human eyes’ perception. Thus,
large number of successful researches have been accomplished in computer
vision. Furthermore, price of a single sensor is relatively inexpensive compared
to other sensors like LIDAR. Therefore, installing multiple cameras to cover
360-degree view is a popular solution in the field. However, there are some
known limitations of using cameras. First, sensing quality becomes low when
visibility condition is poor, e.g. foggy or rainy days, under shadows, and during
nighttime. Also, 3D information like distances or angles cannot be exactly
estimated unless some carefully designed advanced algorithms are applied with
multiple cameras.
Radar is another common automotive sensor which can estimate both
location and speed of an object by analyzing the reflected signals of radio waves.
Therefore, it can provide an object’s distance and speed information even in
low visibility conditions. For this reason, a long-range radar is usually located
to cover frontal region of the vehicle, and more radars can be located to detect
other sides. However, it is not easy to distinguish various types of objects on
the road with radar signals.
LIDAR is one of the hottest sensors in autonomous driving technologies
for its special sensing data. Instead of radio signals, LIDAR uses lasers to
estimate distances from the detected objects, and hence, robust against low
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illumination conditions. Velodyne3 developed a rotational sensor with multiple
lasers to provide a dense 3D map in 360 degree. This rich information make it
possible for the system to understand surrounding environments in real-time.
However, a price of the sensor is comparatively expensive (thousands of dollars),
so ongoing efforts on reducing the price can be found in many companies and
research teams. Also, laser’s sensing performance drops when emitted lights
can be affected, e.g. during heavy rain or foggy days, on reflective surfaces,
and in longer ranges.
Other types of sensors also support self-driving cars in different ways.
Inexpensive ultrasonic sensors can cover short ranges to detect nearby cars or
support parking. GPS can help localize the vehicle and help planning the paths
in real-time. Furthermore, wireless communication sensors like Dedicated Short-
range Communications (DSRC) or 5G devices are considered to communicate
with intelligent transportation systems (ITS). Traffic information gathered
from ITS contributes efficient path planning or recognizing some emergencies
in real-time.
A vehicle used for our data collection and location of different sensors
in the car is illustrated in Figure 2.4. For the front-facing camera, Logitech’s
HD (1280×720) webcam is installed below the car’s rear view mirror. And the




Figure 2.4: Different sensors used in intelligent/autonomous vehicles
2.4 Fusion of LIDAR and RGB Camera
Raw LIDAR data is composed of point clouds where (x, y, z) measure-
ments are provided with additional values like intensity and reflectance. One
way of providing such data into CNN architecture is to project 3D points
onto 2D image space. An example of a LIDAR image and a corresponding
RGB image is provided in Figure 2.5 which is sampled from our new dataset
collected for the algorithm to be introduced in Chapter 4. The dataset uses a
lower-resolution LIDAR sensor, specifically, the 16-layer VLP-16, whereas the
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KITTI dataset provides a 64-layer point clouds data. Low resolution LIDAR
provide vertically sparse information, so techniques designed for high resolution
LIDAR require careful adaptation.
(a) Detections from tower (b) Detections mapped to ground
Figure 2.5: Examples of a RGB image and a corresponding LIDAR data
projected to the image space
Purely LIDAR-based detection algorithms have attracted increasing
interest from researchers (Engelcke et al., 2017; Asvadi et al., 2017; Zhou
and Tuzel, 2017; Saleh et al., 2017; Matti et al., 2017; Lang et al., 2019; Shi
et al., 2019), but sensor-fusion approaches using both RGB image and LIDAR
point clouds can more easily classify objects and modify existing network
architectures. Some methods extend Fast R-CNN by providing more object
proposals from different sensors (Braun et al., 2016) including our first work
(Kim and Ghosh, 2016). However, these methods do not run in real-time and
not directly incorporate LIDAR into detection network. MV3D (Multi-View
3D network) algorithm introduced a multimodal fusion-based deep learning
algorithm which has 3 inputs: (a) RGB image, (b) LIDAR front view, and (c)
LIDAR bird’s eye view (BEV) (Chen et al., 2017). Different fusion schemes,
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early/late/deep fusion, methods in deep learning architectures are also analyzed
by the authors. This approach requires LIDAR of a high enough resolution to
create a detailed front view “image”.
Recent deep fusion methods have introduced a continuous fusion scheme
for easier fusion of RGB and LIDAR’s BEV images at different levels of resolu-
tion (Liang et al., 2018). This framework was improved in MMF (Liang et al.,
2019) by training a model for multiple tasks for better feature representation.
AVOD (Ku et al., 2018), a recent open-sourced 3D object detector, generates
region proposals from RPN using RGB and LIDAR’s BEV images. For ex-
tensive literature reviews, please refer to the recent survey papers about deep
multi-modal learning methods in general (Ramachandram and Taylor, 2017)
and for autonomous driving (Feng et al., 2019).
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Chapter 3
Robust Road User Detection with Deep Fusion
Research in collision warning and collision avoidance (CW/CA) sys-
tems for non-motorized road users has attracted increasing interest from both
automotive industries and transportation safety departments. An intelligent
transportation system, which can automatically detect cyclists and pedestrians,
is essential for protecting vulnerable road users. Developing a reliable detection
algorithm is a starting point for devising systems that can provide information
about potential collisions with pedestrians and cyclists to drivers. Despite the
growth of such technologies, developing CW/CA algorithms of non-motorized
road users is a challenging problem compared to detection of motorized users
(cars, trucks, etc.) due to two critical differences. First, physical characteristics
of cyclists and pedestrians are dissimilar to that of other road users such as
cars, trucks and motorcycles. Pedestrians and cyclists have both lower range
of speed and acceleration and smaller sizes. Furthermore, each type of user
This chapter has been published as: Taewan Kim, Joydeep Ghosh, “Robust Detection
of Non-motorized Road Users using Deep Learning on Optical and LIDAR Data", IEEE
19th International Conference on Intelligent Transportation Systems (ITSC), 2016, Rio de
Janeiro, Brazil. The author of the dissertation contributed to problem formulation, model
development, implementation, and empirical evaluation.
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is endowed with different degrees of technology. It is not reasonable, at least
at the moment, to assume that pedestrians and cyclists are equipped with
transmitting devices, radar, speedometer, etc. Therefore, CW/CA algorithms
on a vehicle should be developed without relying on direct information from
non-motorized road users.
This chapter focuses on the second difference and hence on the types of
sensors (and associated algorithms) that can be used to detect pedestrians and
cyclists. There are three main types of sensors that can be used for assisting
the interaction between automobiles and non-motorized road users. Sensors
like radar and LIDAR can detect the relative position of any object/user in
proximity to the vehicle, and therefore, may be the most important source
of information in this situation. Communication, on the other hand, can be
valuable in situations when a vehicle may detect the presence of a cyclist on
the road and send this information to other neighboring vehicles. Then, the
information received from other vehicles can be utilized as a information source
for CW/CA algorithms.
The third on-vehicle sensor is an optical sensor such as a camera. Vision
sensors are currently the most widely used sensors in developing object detection
algorithms for their lower cost relative to other sensors and applicability
to other tasks like lane detection. In the field of computer vision, object
detection and tracking has a long history with promising results. Furthermore,
there is substantial early computer vision research focused on pedestrian
detection (Dollar et al., 2012; Benenson et al., 2014; Enzweiler and Gavrila,
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2009; Geronimo et al., 2009) and cyclists (Cho et al., 2010; Gu and Kamijo,
2014).
Additional sensors like radar and LIDAR can be used as a supplementary
source of information to enhance computer vision oriented algorithms. Fusion
of radar and computer vision has also been studied before, as radar can not
only provide accurate distance and angle but also has robustness against
bad weather, which limits vision sensors (Milch and Behrens, 2001; Bertozzi
et al., 2008; Wang et al., 2011). 3D LIDAR with high definition has recently
attracted considerable attention because of its accurate depth information.
Various researches have recently showed the effectiveness of combining data
from LIDAR and RGB images in vision-based object detection algorithms (Cho
et al., 2014; González et al., 2015; Premebida et al., 2014).
We present a simple strategy for incorporating LIDAR information with
a successful computer vision oriented method for detecting pedestrians and
cyclists. Deep learning-based computer vision algorithms have been heavily
researched in the last few years and yielded higher performance for many
visual recognition tasks. Specifically, we used one of the initiative region-
based convolutional network methods, Fast R-CNN (Girshick, 2015), for object
detection. After analyzing regions of interest extracted from RGB images, we
have devised a simple LIDAR fusion method to support the region proposal
stage of Fast R-CNN. To train and evaluate our detection algorithm, the most
popular dataset called the KITTI Benchmark Suite (Geiger et al., 2012) is
used. KITTI provides both scanned points from LIDAR around car and RGB
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images.
The remaining parts of this chapter are organized as follows. Section
3.1 reviews challenges in non-motorized road user detection and related work
on vision-based detection of pedestrians and cyclists. A brief explanation of
region-based CNN algorithm and description of proposed LIDAR fusion model
is described in Section 3.2. Characteristics of KITTI dataset and experimental
results with analysis will be covered in Section 3.3 before the conclusion in
Section 3.4.
3.1 Related Work
3.1.1 Challenges in pedestrian and cyclist detection
Computer vision approaches use images as an input to the detection
algorithm. Even though a visual source includes plenty of information, pedes-
trian detection/tracking is still a challenging problem for several reasons. First,
appearance of pedestrians exhibits high variability and requires a robust model
with capability of handling various figures within the pedestrian class. Secondly,
outdoor urban scenarios include some interference such as cluttered background
and varying quality of sensing from weather conditions and illumination. In
addition, pedestrian detection should deal with highly dynamic scenes caused
by motion of pedestrian and camera, different view angles, and large distance
range. Finally, application to intelligent transportation systems requires high
performance in terms of both accuracy and speed.
Although the overall process is similar to pedestrian detection, cyclist
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detection can be even more challenging. First, a cyclist video contains both
bicycle and a human rider, and motion speed is significantly faster than
the pedestrian’s walking speed. High variety in the image space can cause
inconsistency of features extracted from a single class, “cyclist". Further issues
related to appearance changes in the cyclist detection problem are pointed
out by Cho et al. (2010). First, different camera viewpoints induce dramatic
variety, because shape and size appear dissimilar when viewed from the front
versus the side. Class variability (e.g. mountain bikes vs. racing cycles), and
appearance of the rider further compound the difficulties in recognition.
3.1.2 Computer vision for pedestrian and cyclist detection
In object detection/tracking area, computer vision researchers have
focused more on pedestrian detection compared to cyclist detection. The
general architecture of pedestrian detection/tracking system for an advanced
driver system with computer vision methods is divided by Geronimo et al.
(2009) into preprocessing, foreground segmentation, object classification, ver-
ification/refinement, tracking, and application. In this chapter, extracting
regions of interest and object classification are studied with emphasis on the
effectiveness of additional information from LIDAR sensors.
Extraction of ROI in foreground segmentation is an integral part of the
object detection. Recently, importance of effective region proposal in object
detection and comparison of popular algorithms are highlighted by Hosang et al.
(2016). Traditional approaches in computer vision commonly use the sliding
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window technique for providing ROIs. This technique extracts the feature
from a partial rectangular region of the image and feeds it to the classifier.
Then, it slides the rectangular box to process the algorithm again on different
portion of the image. Since the sliding window process applies the classification
algorithm on a large number of rectangular parts, computational efficiency
is very low. Also, providing meaningless ROIs to the classifier can increase
the possibility of erroneously identifying a pedestrian or cyclist where there is
not one. Therefore, an effective algorithm for searching candidate ROIs in the
image plays an important role in improving speed of detection and decreasing
false positive rates.
Another important step of the object detection is the object classifica-
tion phase, which includes feature extraction and learning a classifier. From
the provided ROI, features are extracted so that it can produce sufficient infor-
mation to recognize the target in the image. Large research efforts on finding
effective features established the effectiveness of features such as Haar wavelet
(Papageorgiou and Poggio, 2000), SIFT (Scale-Invariant Feature Transform)
(Lowe, 2004), HOG (Histogram of Gradients) (Dalal and Triggs, 2005), edgelet
(Wu and Nevatia, 2005), shapelet (Sabzmeydani and Mori, 2007), etc. These
features are extracted based on pixel difference, shape, edge in object, gradients,
and other calculations among close pixels to capture the characteristic shape
and appearance in the image. Then, the extracted features of images become
input of the classifier to learn the parameters and declare the class of object
in the given ROI. One of the successful object classification strategies is the
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deformable part-based model approach, which models the object into different
parts and builds a classifier based on those parts (Felzenszwalb et al., 2008,
2010). It was quite a natural approach to model the human body, and these
type of algorithms achieved the best performance before the advent of deep
learning based models.
In recent object detection and image classification tasks, deep learning-
based models with convolutional neural network (CNN) architecture have
achieved state-of-the-art performance and are being widely applied. Typically,
such models utilize a convolution layer to capture underlying dependencies
between neighboring features. Although training and testing require a large
amount of data and long computation time, developments in computation
power (e.g. multi-core CPU and GPU computing) and plentiful sources of
images like ImageNet (Deng et al., 2009) have accelerated the development of
deep learning-based object detection. A unique advantage of the CNN approach
is that it can extract effective general features from images without applying a
part-based model or other complex feature extraction processes. In practice,
existing pre-trained models can be applied to new object detection tasks as a
feature extraction module to obtain general features capturing characteristics
of the target. Results and evaluation of pedestrian detection with CNN based
approach are presented by Hosang et al. (2015).
Details for the history of algorithmic development in pedestrian detection
are well explained in papers like Dollar et al. (2012); Benenson et al. (2014);
Enzweiler and Gavrila (2009); Geronimo et al. (2009). Also, there exists a
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different type of work focused on distinguishing cyclist from pedestrians (Gu
and Kamijo, 2014), which is actually an important distinction to ensure as the
top part of a cyclist can be mis-identified as a pedestrian.
3.2 Deep Learning-based Algorithm with Sensor Fusion
3.2.1 Fast R-CNN for pedestrian and cyclist detection
An algorithm called Fast R-CNN is selected as a strong baseline model
as we investigate the possibility of applying deep learning in real world systems
with sensor fusion. R-CNN (Region-based CNN) was first proposed in Girshick
et al. (2014), which combines a region proposal stage and a convolutional
neural network. CNN has several well-known models that achieve state-of-the-
art image classification performance (Krizhevsky et al., 2012; Girshick et al.,
2014; Chatfield et al., 2014; Simonyan and Zisserman, 2015). By applying an
algorithm that proposes interesting candidate regions in the image regardless of
the class of the target, the number of ROIs decreases while meaningful regions
remain. Since the original R-CNN was computationally expensive, improved
versions were proposed later: Fast R-CNN (Girshick, 2015) and Faster R-CNN
(Ren et al., 2015).
Fast R-CNN is composed of a separate region proposal stage and CNN
stage, thus more improvable spaces exist to combine with additional sensor
information; Faster R-CNN computes ROIs with deep nets by sharing convolu-
tional layers (See Section 2.2.1 for details). In Fast R-CNN, both original image
and ROIs are projected to CNN in a fixed scale to extract fixed length feature
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vectors. Its outputs are fed into a classifier and a bounding-box regressor,
which output class posterior probability scores and predicted bounding-box
offsets per class, respectively.
3.2.2 Fusion of LIDAR data with Fast R-CNN
Well-known advantages of LIDAR are robustness against different il-
lumination conditions (eg. night/day, and shadows/sunlight) and accurate
distance/angle information in 3D. On the other hand, LIDAR is expensive,
has limited range, and is inaccurate in bad weather such as heavy rain and
fog. One natural fusion approach is to decrease the number of candidate ROIs
extracted from the camera based on LIDAR’s distance data. From statistics
of depth in certain region, one can possibly declare the existence of potential
objects in the ROI. This method can be devised as a module that rejects region
proposals with no potential objects in order to decrease the false positive rate
and improve the speed.
In Fast R-CNN, Selective Search (Uijlings et al., 2013) is chosen as
a main algorithm for the region proposal stage, which produces hierarchical
group of pixels based on a predefined similarity. Even though it extracts a
number of effective ROIs quickly, provided ROIs include many regions with
no object inside and not all objects in the image are found. Therefore, we
focused on providing more high quality region proposals that are hard to be
captured in RGB data. With this fusion strategy, ROIs missed in RGB data
can be covered by LIDAR-based region proposals. Details of this motivation
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are explained in Section 3.3 with the analysis on region proposals from RGB
images. A similar sensor fusion framework for detection system is provided in
Wang et al. (2011) as a 3-stage strategy with radar instead of LIDAR. The first
step is to align and calibrate coordinate systems of radar and vision. Then the
system searches potential targets from both sensors. Finally, it detects objects
on the road from these proposed regions.
3.2.3 Camera+LIDAR Fusion Fast R-CNN
A key idea of our proposed model Camera+LIDAR Fusion Fast (CLF2)
R-CNN is to utilize additional region proposals from LIDAR without harming
Fast R-CNN’s performance on image data. In the region proposal stage, ROIs
are extracted from an RGB image with Selective Search’s fast mode. Also,
3D LIDAR data is projected onto the coordinate system of the RGB image
resulting in a sparse LIDAR image. Then the depth, or intensity, image is
interpolated with an inpainting module provided by OpenCV (Bradski, 2000).
Bounding-box locations of ROIs are extracted from this inpainted LIDAR image
using Selective Search’s intensity mode to deal with gray-scale images. Next,
ROIs obtained from both RGB and LIDAR images are provided to CNN, so that
feature vectors can be extracted from RGB image box at the location of those
ROIs. Finally, a fully connected neural network layer provides class probability
scores from softmax classifier and object’s location from bounding-box regressor.
Selective Search is used as its detection performance with R-CNN and effective
region proposal quality have been proven to be one of top detection proposal
32
algorithms (Hosang et al., 2016). Figure 3.1 summarizes the overall steps of
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Figure 3.1: Architecture of our CLF2 R-CNN. Input data are separately
collected from camera and LIDAR to extract region proposals. A CNN provides
fixed length feature vectors from these region proposals to object classification
and bounding-box regression units to determine class and location of objects.
(1) Project 3D LIDAR point clouds onto the 2D image space.
(2) Interpolate sparse LIDAR images. (Figure 3.2)
(3) Region proposals from both RGB and LIDAR images. (Selective Search
(Uijlings et al., 2013))
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(4) Extract ROIs from a convolutional feature map (RGB) using the region
proposals of both RGB and LIDAR.
(5) Predict class probability scores and object’s location. (Fully-connected
layers)
Figure 3.2: Inpainting of sparse 2D LIDAR image to dense depth image
3.3 Experimental Results
3.3.1 KITTI object detection benchmark
The most popular pedestrian detection benchmark is the Caltech Pedes-
trian Detection Benchmark (Dollár et al., 2009). However, it does not include
labels for cyclists. Therefore, we used a more recent dataset for autonomous
driving, namely, the KITTI Vision Benchmark (Geiger et al., 2012). The object
detection dataset of KITTI includes 7481 training images and 7518 test images.
Seven class labels are provided: car, van, truck, pedestrian, person sitting,
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cyclist, and tram. For evaluation, we considered only car, pedestrian, and
cyclist classes. One problem in development and evaluation of the model comes
from the absence of ground truth labels in the testing set. Therefore, we split
the KITTI object detection training set into training and validation/holdout
sets. In the original training set, there are annotations of 28782 cars, 4487
pedestrians, and 1627 cyclists among 7481 images. As the KITTI object detec-
tion images were extracted from several videos, a splitting procedure ensured
that no image from the same video was present both in the training and in the
validation sets. The resulting dataset consists of 3471 images in training set and
3470 images in validation set with balanced number of annotations per class
between the two sets. Within each set, however, the classes are imbalanced, as
there are far more instances of the car class compared to the other two classes.
The KITTI benchmark provides point clouds collected from Velodyne
LIDAR (with 64 lasers) which includes depth knowledge. In addition, cali-
bration process can be completed prior to the fusion step because necessary
information to project LIDAR points onto the 2D coordinates of images is
provided. The LIDAR image obtained after the projection is initially sparse as
in the upper part of Figure 3.2. To apply region proposal algorithms including
both smoothing and grouping, an inpainting step is taken to provide a dense
depth image.
The baseline Fast R-CNN and our CLF2 R-CNN models are trained
on the training set and evaluated on the validation set using the standard
AP metric: mean precision at a set of eleven equally spaced recall levels. An
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object is declared as correctly detected if 50% of the box overlaps with the
ground truth (70% for car). Training and testing of the model is computed on
a machine with Nvidia K40. The number of iteration in training is chosen as
80000 and we trained the last two fully connected layers of popular pretrained
deep CNN models with different width of networks: CaffeNet or AlexNet
(Small) (Krizhevsky et al., 2012; Girshick et al., 2014) and VGG_M (Medium),
a medium size of VGGNet specified in Chatfield et al. (2014). The evaluation
set is pre-partitioned by KITTI into three groups, easy, moderate and hard,
where difficulty is defined based on size, occlusion and truncation levels.
3.3.2 Analysis on region proposals from Selective Search
We first analyzed the ROIs proposed by Selective Search in several ways.
When training the network, a ROI is marked as a positive sample if the IOU,
overlap ratio with a ground truth bounding-box, is at least 0.5 (and 0.7 for
the car class). The number of images that only contain ROIs with IOU less
than 0.5 (N(#[IOU+]=0)) is counted and provided in Table 3.1 to see how
many images have no additional positive ROIs. This value is also critical in
testing because object detection cannot be processed properly without good
ROIs; even a perfect object classifier cannot detect an object from a ROI box
containing almost nothing or only a small portion of the object. Without
LIDAR fusion, 27.7% of images in training set and 17.7% in validation set
satisfied this condition. Then we decided to harness LIDAR in improving the
ability to propose more positive ROIs. By applying Selective Search on dense
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LIDAR images, 8.9% and 9.7% of images with no positive ROI sample are
recovered to have positive ROIs in training and validation set respectively,
thereby showing a substantial improvement.
Table 3.1: Analysis on quality of region proposals provided by Selective
Search (with and without LIDAR fusion) for the KITTI object detection
Train/Validation set.
Input #[ROIs]/img #[IOU=0]/img N(#[IOU+]=0) AR
Dataset: Train
RGB 1090.6 672.3 962 (27.7%) 0.68
RGB+ 1589.0 972.9 912 (26.3%) 0.73
RGB+LIDAR 1278.1 740.6 876 (25.2%) 0.73
Dataset: Validation
RGB 1138.9 681.6 662 (19.1%) 0.69
RGB+ 1670.1 994.6 621 (17.9%) 0.73
RGB+LIDAR 1323.6 733.7 598 (17.2%) 0.74
In addition, the number of ROIs per image (#[ROIs]/img) and number
of ROIs with no overlapping ground truth per image (#[IOU=0]/img) are
calculated to investigate the characteristics and possibility of improvement
in Fast R-CNN with LIDAR. First, about a thousand ROIs on average are
proposed per image using Selective Search. Among those ROIs, approximately
60% do not overlap with the ground truth objects (pedestrian, cyclist, and
car) which is the forth column of Table 3.1. In testing, ROIs containing no
object are useless for CNN image classifier since there is nothing to classify in
the region. One possible future work to address this problem will be quickly
rejecting those ROIs using information from LIDAR. Both #[ROIs]/img and
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#[IOU=0]/img are increased in LIDAR fusion as additional ROIs are extracted
from LIDAR.



































Figure 3.3: Precision-Recall curves for the KITTI pedestrian detection valida-
tion set with (Left) Fast R-CNN (CaffeNet, vision only) and (Right) CLF2



































Figure 3.4: Precision-Recall curves for the KITTI cyclist detection validation
set with (Left) Fast R-CNN (CaffeNet, vision only) and (Right) CLF2 R-CNN
(CaffeNet, vision + LIDAR)
On the KITTI object detection validation set, we compare Fast R-CNN
with our LIDAR fusion model CLF2 R-CNN. To evaluate the effectiveness of
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Table 3.2: Average precision (%) for pedestrian/cyclist detection using Fast
R-CNN with different settings for LIDAR support on KITTI validation set.
(Test) represents a method using additional ROIs from LIDAR only in Testing
and (CLF2 R-CNN) indicates our model trained with these additional ROIs.
Method Easy Moderate Hard
Task: Pedestrian Detection
Fast R-CNN (CaffeNet) 82.01 73.78 67.98
Fast R-CNN (CaffeNet) + LIDAR (Test) 81.60 72.75 66.99
CLF2 R-CNN (CaffeNet) 82.73 74.12 67.92
Fast R-CNN (VGG_M) 84.69 76.50 71.49
Fast R-CNN (VGG_M) + LIDAR (Test) 83.90 75.67 70.11
CLF2 R-CNN (VGG_M) 84.43 74.76 69.32
Task: Cyclist Detection
Fast R-CNN (CaffeNet) 38.24 46.04 44.19
Fast R-CNN (CaffeNet) + LIDAR (Test) 37.29 44.70 43.06
CLF2 R-CNN (CaffeNet) 42.69 49.08 47.52
Fast R-CNN (VGG_M) 51.14 54.03 52.58
Fast R-CNN (VGG_M) + LIDAR (Test) 49.91 52.79 51.47
CLF2 R-CNN (VGG_M) 52.34 52.49 50.99
newly extracted ROIs from LIDAR in training, results obtained from training
only with RGB and testing with additional ROIs from LIDAR are also provided
in Table 3.2. Also Figure 3.3 and 3.4 show the precision-recall curves with
CaffeNet on pedestrian and cyclist detection respectively, comparing Fast
R-CNN and our CLF2 R-CNN.
Our model with CaffeNet outperformed Fast R-CNN with only vision
data both in cyclists and pedestrians. In particular, it improved cyclist detection
with 3∼4 AP (%) score and also yields a small improvement for pedestrians.
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Furthermore, the positive influence of LIDAR fusion in training convolutional
network can be identified from the AP score difference between two LIDAR
support levels: Test vs. Train&Test. However, a model based on a wider CNN
architecture, VGG_M, showed a slight decrease in the performance for the most
of tasks in pedestrian and cyclist detection. But such wider designs are much
more computationally demanding. Although LIDAR provides more positive
ROIs to the CNN, it is possible that those ROIs have poor characteristics when
viewed in RGB space. Additional ROIs found in depth image space may become
a potential confusion factor for well-performing CNN architectures; overall
performance with medium size convolutional network shows better results.
Table 3.3: Average precision (%) for car detection using Fast R-CNN with
different LIDAR supports including CLF2 R-CNN on KITTI validation set.
Method Easy Moderate Hard
Task: Car Detection
Fast R-CNN (CaffeNet) 86.15 88.01 79.14
Fast R-CNN (CaffeNet) + LIDAR (Test) 91.04 87.76 78.86
CLF2 R-CNN (CaffeNet) 92.02 87.98 79.08
Fast R-CNN (VGG_M) 90.46 88.92 79.95
Fast R-CNN (VGG_M) + LIDAR (Test) 93.57 88.75 79.79
CLF2 R-CNN (VGG_M) 92.47 88.99 80.01
Compared to the car detection results in Table 3.3, pedestrian and
cyclist detection models performed poorly, especially for the cyclist case. One
main reason is the lack of a sufficient number of images. The car class has the
most number of examples to train on, approximately 15k, while cyclist only
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includes 0.8k ground truth data. Nevertheless, effect of LIDAR fusion in the
region proposal stage for deep learning can be discovered from this reliable
car detection task. Performances in easy tasks are increased by 2∼4 AP (%)
while results for moderate and hard showed similar values among the three
different methods. It indicates the supportive power of LIDAR sensor when
vision algorithms miss objects that can be easily detected by humans.
Example images where the proposed fusion method gives a higher
prediction probability or more accurate bounding-box are presented in Figure
3.5. One thing to notice is that both images are under low lighting conditions;
robustness against illumination is a merit of LIDAR.
3.4 Conclusion
This chapter presents a new non-motorized road user detection system
which incorporated both optical camera and LIDAR information to increase
both accuracy and location of the objects of interest. Specifically we showed
the possibility of applying deep learning technique to collision warning and
collision avoidance modules. In the proposed system, our CLF2 R-CNN with a
small sized CNN model CaffeNet does quite well, while being computationally
less demanding than several other proposed CNN architectures. Although the
overall performance is yet insufficient for deployment in onboard intelligent
transportation systems, our algorithm provides another step towards the goal
of designing safe and smart transportation systems of the future. It surely
motivates studies for further improvements, possibly incorporating multiple
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Figure 3.5: Pedestrian (upper) and cyclist (lower) detection result examples:
ground truth (red), Fast R-CNN with CaffeNet (blue), and CLF2 R-CNN with
CaffeNet (lime). Numbers indicate predicted class probabilities.
sensors and sensor types while keeping the computational requirements in check,




Object Detection with Simplified Depth
Prediction
Pedestrian detection is an essential and speed-critical task for self-driving
cars. Vehicle detection and prediction can possibly be aided with standard
traffic rules, since a vehicle ignoring these rules would be difficult for even
skilled drivers to react to, and at fault for any collision. However, pedestrians
are liable to ignore traffic rules, and move slowly enough that most collisions
between car and pedestrian would be considered preventable by a skilled driver.
Thus pedestrian detection algorithms need to provide precise 3D position in a
short time.
It is widely accepted that self-driving vehicles will benefit from multiple
types of sensors that provide complementary information. For instance, deep
learning algorithms show surprisingly good object detection and identification
performance with only RGB images from a single camera, but this perfor-
This chapter has been published as: Taewan Kim, Michael Motro, Patrícia Lavieri,
Saharsh Samir Oza, Joydeep Ghosh, and Chandra Bhat, “Pedestrian Detection with Simplified
Depth Prediction", IEEE 21st International Conference on Intelligent Transportation Systems
(ITSC), 2018, Maui, Hawaii, USA. The author of the dissertation contributed to problem
formulation, data collection, model development, implementation, and empirical evaluation.
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mance is contingent on lighting (as shown in the previous chapter) and other
image quality factors. Image data also cannot determine the distance of a
detected object, unless this is estimated after object detection using contextual
knowledge.
LIDAR is robust against different illumination conditions and provides
accurate distance readings. However, even commercial LIDAR of the highest
resolution provide sparse information compared to RGB images, and there are
fewer public datasets of the scale necessary to train deep learning algorithms for
object identification - for instance, distinguishing pedestrians from stationary
objects of a similar size. Resolution in LIDAR is costly, with high resolution
units currently priced higher than the vehicles on which they would be installed.
In this chapter, we provide LIDAR and RGB image data directly into a
deep learning network to capture complementary information in a single model.
Rather than determine the full shape of each object by returning a 3D box,
our algorithm predicts a 2D box in the image plus a single depth value for each
pedestrian. In this way, the method provides the standard output of an image-
based object detection algorithm while also providing the necessary distance
information for autonomous driving. This output can be easily translated
to absolute or relative 3D position for input to a tracking, prediction, or
planning module. Furthermore, by only adding a single regression target, the
modifications to a standard image object detection network are minimized.
The amount of data needed to adequately train the modification (using a
pre-trained original network) is also substantially reduced. Our implementation
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of this algorithm uses a lower-resolution LIDAR sensor, specifically, the 16-layer
VLP-16.
The remaining parts of this chapter are organized as follows. The collec-
tion of a novel training dataset is described in Section 4.1 with specifications.
Then our deep fusion-based pedestrian detection algorithm is explained in
Section 4.2. Experimental results will be covered in Section 4.3 before the
conclusion in Section 4.4.
4.1 SvDPed Dataset
Detecting pedestrians in images or video is a classic problem of computer
vision, with several datasets for training and comparison such as the Caltech
pedestrian dataset (Dollar et al., 2012) and the MOT Challenge datasets (Milan
et al., 2016). Estimating the 3-dimensional layout of an area is another classic
problem, with datasets such as ScanNet (Dai et al., 2017) focusing on small
indoor spaces. Datasets of 3D pedestrian position, the intersection of the two
problems, are typically collected using distance-finding sensors. Most notably,
the KITTI dataset (Geiger et al., 2012) includes rectangular object bounds
derived manually from 64-laser LIDAR returns. Also, one of the most recent
dataset nuScenes (Caesar et al., 2019) provides much larger data with various
weather conditions and multimodal sensors including 32-laser LIDAR point
clouds. The Daimler Pedestrian Path Prediction dataset uses stereo vision to
compute distance for each pedestrian (Schneider and Gavrila, 2013).
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Neither of these datasets include low-resolution LIDAR data1, so our
method was trained and evaluated with newly collected data, SvDPed (Single-
valued Distance Pedestrian) dataset. Our distance ground truth values are not
measured with a high-resolution on-car sensor, as positioning error from these
sensors—due to natural sensor limitations or differences in sensor timing or
calibration—would be included in the ground truth and positively bias the
evaluation of detection algorithms based on those sensors. Additionally, it is
difficult to gather ground truth for pedestrians who are substantially occluded
from the view of on-car sensors. We instead use video from a nearby stationary
tower to determine the absolute position of each pedestrian, and differential
GNSS to determine the absolute position of the car.
4.1.1 Collection process
The position of the stationary tower is determined with a GNSS unit
that is also used as a reference for the car’s GNSS, so that shared atmospheric
positioning error is not included in the ground truth. The real-time kinematic
positioning algorithm of the RTKlib package (Takasu, 2013) is applied post-
collection with the GNSS data. The orientation of the tower is determined
using the car and its detected positions over a period of time. The orientation
of the car is initially determined from its motion and refined using the position
of the tower in the car image. Pedestrian bounding boxes can be gathered from
1One possible way to obtain low-resolution data is to downsample 64 lasers of KITTI.
This method is applied to the evaluation in Chapter 5.
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the tower’s view with high precision. A high performance but slow (∼1s/image)
algorithm, Faster R-CNN (Ren et al., 2015) with NASNet (Zoph et al., 2017),
is used to generate reliable bounding boxes.
The bottom of each box is mapped to the ground accounting for elevation
change as shown in the second step of Figure 4.1. The coordinates of each
pedestrian are then projected to the car’s video. Finally, pedestrians are
detected in the car’s video using the same Faster R-CNN model. Then each
bounding box is matched to the coordinate projections by finding the optimal
bipartite matching. Thus, detected pedestrians from the car’s camera are
assigned distance values. The projected pedestrians from the tower are not
directly used as a ground truth because the height and width of a pedestrian
in one camera’s view are difficult to transform accurately to another’s view.
Instead, we use high-quality bounding boxes generated from the Faster R-
CNN’s detection on the cars video as ground truth. Road elevation and relative
sensor positions were determined manually prior to processing the ground truth.
Figure 4.1 shows the overall data collection process step by step.
Some car-detected pedestrians could not be matched to tower-detected
pedestrians because they were out of view of the tower (for instance, occluded
by another nearby pedestrian) or there was excessive error in the car’s pose






: Position/orientation of the car and the tower
- Camera 
: High-quality pedestrian detection
(1) Detections from tower
(2) Detections mapped to ground
(3) High-quality detections from car, with matched distances
Figure 4.1: Visualizations of distance annotation pipeline
4.1.2 Calibration tool
For both generating a dataset and implementing a deep sensor-fusion
model, registration or calibration of sensors has to meet certain quality. There-
fore, we created a graphic system that displays a RGB camera image with
LIDAR points overlaid and allows the user to adjust the sensors’ positions and
angles until a qualitatively good match is achieved (Figure 4.2). Few images
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with several people standing in front of the vehicle, at varying distances, are
sufficient to calibrate.
Figure 4.2: Screenshot of a developed calibration tool in GUI
4.1.3 Resulting data
Data was collected in three locations. The first two locations were used
as training data, and the third was used for evaluation. At each location, one
car approached up to six pedestrians for six or seven repetitions, resulting in
20 approaches and 145 seconds of data. Five ground truth detections were
made per second. Table 4.1 shows the number of images and valid targets, and
Figure 4.3 depicts the distribution of collected pedestrians over distances2.
2The SvDPed dataset is available at http://ideal.ece.utexas.edu/dataset/svdped.
zip with intrinsic and extrinsic calibration parameters for an RGB camera and LIDAR.
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Table 4.1: Specifications of the SvDPed dataset
Train Test
# Images 745 250
# Pedestrians 2802 915
# Pedestrians with distance 1690 789
(a) Training dataset (b) Test dataset
Figure 4.3: Histogram of number of pedestrians with ground truth distance
values. x-axis: Distance (m). y-axis: Number of objects (pedestrians) in the
dataset for corresponding distance ranges.
4.2 Deep Fusion Model for Pedestrian Detection
4.2.1 LIDAR preprocessing
3D LIDAR point clouds are projected onto 2D image space by using cal-
ibration matrices, so they can be easily input to conventional 2D convolutional
networks. In our model, LIDAR front image is composed of two channels where
pixel values are related to distance values. If a LIDAR point is represented as
(xp, yp, zp) where the z-axis has a forward direction, the first channel encodes
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Figure 4.4: Preprocessing steps for LIDAR 3D point clouds.





p , the total 3D distance.3 These values are in a sense redundant
as one can be transformed into the other given the corresponding bounding box,
but z-axis distance is linearly proportional to relative object sizes and positions
while total distance more directly corresponds to the prediction target. We
provide both so that the network may easily utilize both. The distance value of
each pixel is encoded to the range [0,255] by min-max scaling decreasing with
distance. Then this LIDAR front image is preprocessed with the techniques
usually applied to RGB image inputs, such as a random cropping and a random
horizontal flipping. See Figure 4.4 for the two channels we use.
Our algorithm also uses another concept called initial max pooling
(IMP). As LIDAR depth images are sparse, max pooling is used to upsample
3LIDAR depth values are clipped to the range from 2m to 75m.
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sparse images, motivated by RegNet (Schneider et al., 2017) A 10× 3 kernel is
used as LIDAR images have more sparsity along vertical axis.
4.2.2 SSDFusion with deep learning
SSD framework generates a fixed set of boxes from multiple output layers
to obtain prediction in various scales. We use batch-normalized Inception (Ioffe
and Szegedy, 2015) as a baseline network to extract features. Preprocessed
2-channel LIDAR front image passes through convolution and max pooling
layers, then the output features are concatenated to the ones from a RGB
image. One additional 1×1 convolution layer is added to compress the channel
size to meet the shape of a corresponding input layer of Inception. The rest
of the architecture follows SSD with Inception except for an additional box
predictor with a distance regression module. An overview of our network design
is depicted in Figure 4.5.
Two parts are important in devising this model: (a) the size of output
channels in LIDAR-related layers, (b) the number of convolution and layers to
be passed before the merging stage. We tried two different architectures and
selected channel size based on the performance. Numbers in a tuple represents
following parameters: (2D kernel, stride, output channel).
i) SSDFusion1
Conv(7× 7, 2, 16) → MaxPool(3× 3, 2, N/A)
ii) SSDFusion2
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Figure 4.5: Architecture of a SSD with incorporation of LIDAR (SSDFusion).
Conv(7× 7, 2, 4) → MaxPool(3× 3, 2, N/A)
→ Conv(1× 1, 1, 8) → MaxPool(3× 3, 2, N/A)
4.2.3 Distance prediction
To train a model for distance prediction, a distance loss must be defined
for each object in addition to the localization (Lloc) and classification (Lcls)
losses. As not all objects in the training set have corresponding ground truth
distances, the distance loss (Ldist) is only calculated for objects with depth
values. For given ground truth y and predicted objects ŷ, a total loss L can
be defined as in (4.1). yc represents the ground truth class, and ŷs indicates
per-class scores of the matched objects. yb and ŷb represents ground truth and
predicted bounding boxes, respectively. Also, yd and ŷd are true and predicted
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distances. An indicator function I(yd > 0) controls the distance loss to be
considered only if the true value exists. In practice, we use loss weights cloc = 1
and cdist = 0.5.
L(y, ŷ) = Lcls(yc, ŷs) + clocLloc(yb, ŷb)
+ I(yd > 0) · cdistLdist(yd, ŷd) (4.1)
4.3 Experimental Results
4.3.1 Training
Layers related to LIDAR data have to be trained from scratch. Therefore,
only box predictors (convolution units for classification, bounding box regression,
and distance prediction from the extracted features), layers for LIDAR, and
merge layers are trained for the first 15k learning steps, while the pretrained
weights are frozen. Then all weights are trained for additional 25k steps to fine-
tune the network. For fair comparison we fine-tuned the SSD Inception model
for 40k steps with only RGB images. Weights of the networks are initialized by
using models pretrained on MS COCO dataset (Lin et al., 2014) provided by
TensorFlow Object Detection API4. For extensive comparison, performance of
the model pretrained only on MS COCO dataset (SSD Inception Plain), and
fine-tuned on our SvDPed dataset (SSD Inception) are also reported. RMSprop




i) SSD (RGB only): .004 (step 0), 0.0001 (step 20k)
ii) (IMP) SSDFusion1 & 2
(a) Partial learning: .004 (step 0), 0.0001 (step 10k)
(b) Fine-tuning: .004 (step 15k), 0.0001 (step 30k)
4.3.2 Distance prediction from LIDAR
To assess the quality of our algorithm’s depth prediction, we imple-
mented two approaches as baselines to extract a single distance value from the
LIDAR points in a bounding box: (a) LIDAR-ClosestPoint and (b) LIDAR-
Clustering. Ground truth bounding boxes are provided as input to the models
using both approaches to solely focus on the effectiveness of using LIDAR
points in predicting distance. First, LIDAR-ClosestPoint selects a minimum
3D distance value among the LIDAR points inside the bounding box as a
prediction. Another method LIDAR-Clustering uses a clustering algorithm on
the z-axis distances of the points included in the box. Then a cluster with the
minimum average distance is selected to predict the distance by averaging the
3D distances of the points in the cluster5. Clustering can fail if the number of
points in the box is too small. In this case, we predicted the distance as the
closest one.
For both approaches, depth prediction is set to 20m, roughly the mean
5We also tried to select a cluster with the maximum number of elements, but the RMSE
values were about 2m higher.
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distance in the dataset, whenever there is no point inside the box. Results are
presented in Table 4.2 and 4.3. Note that the reported results are evaluated
using all ground truth bounding boxes, whereas RMSE evaluation on our fusion
algorithms are only considering true positive detections.
4.3.3 Results
Average precision (AP) is used as an evaluation metric for object detec-
tion, where a detection is declared as a true positive if the detection box and the
ground truth box overlaps with IOU greater than or equal to 0.5 (AP@0.5IOU).
For distance prediction, we use root mean square error between the distances
of the true positive boxes and corresponding ground truths (RMSE@0.5IOU),
only when the ground truth value is available (yd > 0).
Table 4.2 and 4.3 show our experimental results including different
baseline models. SSDFusion1 Inception model shows the best performance
in test data. AP 51.88 is achieved with a smaller gap between train and test
scores than the scores of SSD Inception fine-tuned on our dataset. Also, we
believe that RMSE 3.52 can be improved by training with more data. Although
baseline methods for distance prediction works well with around 2∼3m error,
they rely heavily on the quality of the bounding boxes since they only use
LIDAR points within these boxes. The baselines were given the true bounding
boxes, and so their performance is overestimated to some degree. On the
other hand, our fusion algorithm jointly predicts distance and detect object.
SSDFusion1 shows descent distance prediction results while almost preserving
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the performance of object detection. This may come from the simplicity of
single valued distance prediction.
Table 4.2: AP of object detection and root mean square error (RMSE) of
distance prediction results for the detected boxes with IOU≥ 0.5 on Training
dataset. Detected bounding boxes with confidence score less than 0.3 are
disregarded in evaluation.
Method AP@0.5IOU (%) RMSE@0.5IOU (m)
Dataset: Train
(Object Detection Only)
SSD Inception Plain 42.74 N/A





SSDFusion1 Inception 79.11 0.72
SSDFusion2 Inception 79.42 0.71
IMP SSDFusion1 Inception 71.18 4.50
IMP SSDFusion2 Inception 71.75 4.43
The overall performance of each model is not well generalized in the test
set. It is likely that the size of our dataset leading to overfitting. Additional
training data should alleviate this issue. Figure 4.6 shows some examples of
detection with depth prediction. Compared to the ground truth boxes, our
SSDFusion algorithm has more difficulty detecting pedestrians at far distances,
which is also happening in SSD Inception model. Nevertheless, if an object
is detected, our model will still predict the distance even if the number of
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Table 4.3: AP of object detection and root mean square error (RMSE) of
distance prediction results for the detected boxes with IOU≥ 0.5 on Test
dataset. Detected bounding boxes with confidence score less than 0.3 are
disregarded in evaluation.
Method AP@0.5IOU (%) RMSE@0.5IOU (m)
Dataset: Test
(Object Detection Only)
SSD Inception Plain 32.80 N/A





SSDFusion1 Inception 51.88 3.52
SSDFusion2 Inception 47.08 3.82
IMP SSDFusion1 Inception 49.38 6.44
IMP SSDFusion2 Inception 46.05 6.30
LIDAR points sensed by the LIDAR is too small. Preprocessing LIDAR front
image at the beginning with max pooling does not contribute to the model’s
ability despite its computational cost. As low-resolution LIDAR is used in our
system, a depth map cannot provide rich details and it might be better to let
convolutional layers deal with sparse inputs. The inference speed of our model
is around 40fps on a GTX 1070 GPU, and the rate of VLP-16 was fixed to
10Hz in data collection.6
6Code is available at https://github.com/twankim/svdped
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Figure 4.6: Pedestrian detection results with distance prediction. Black boxes :
ground truth, Green boxes : Detection from SSDFusion Inception.
4.4 Conclusion
This chapter presents a new deep learning-based pedestrian detection
algorithm, using low-resolution LIDAR and RGB video. The primary innovation
is to merge the detection of pedestrians in images and the prediction of their
distance from the vehicle. Existing object detection algorithms can be easily
extended as the task of predicting single distance values is more efficient
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than predicting exact 3D bounding boxes. Our algorithm is trained on newly
collected data, which has ground truth depth labels obtained from GNSS and
camera poses rather than from high-resolution on-car sensors. The proposed
model can be improved by providing more training data of faraway pedestrians.
Our collection method is capable of gathering accurate data regardless of




Robustness Against Single Source Faults
Two benefits are expected when fusion-based learning models are selected
for a given problem. First, given adequate data, more information from multiple
sources can enrich the model’s feature space to achieve higher prediction
performance, especially, when different input sources provide complementary
information to the model. This expectation coincides with a simple information
theoretic fact: if we have multiple input sources X1, · · · , Xm and a target
variable Y , mutual information I(; ) obeys I(Y ;X1, · · · , Xm) ≥ I(Y ;Xi) (∀i ∈
[m]).
The second expected advantage is increased robustness against single
source faults, which is the primary concern of our work. An underlying intuition
comes from the fact that different sources may have shared information so one
sensor can partially compensate for others. This type of robustness is critical
in real-world fusion models, because each source may be exposed to different
This chapter has been published as: Taewan Kim, and Joydeep Ghosh, “On Single
Source Robustness in Deep Fusion Models", arXiv preprint arXiv:1906.04691, 2019. The
author of the dissertation contributed to problem formulation, analyses, model development,
implementation, and empirical evaluation.
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types of corruption but not at the same time. For example, LIDAR used in
autonomous vehicles work fine at night whereas RGB cameras do not. Also,
each source used in the model may have its own sensing device, and hence not
necessarily be corrupted by some physical attack simultaneously with others.
It would be ideal if the structure of machine learning based fusion models and
shared information could compensate for the corruption and automatically
guarantee robustness without additional steps.
This chapter shows that a fusion model needs a supplementary strategy
and a specialized structure to avoid vulnerability to noise or corruption on a
single source. Our contributions are as follows:
• We show that a fusion model learned with a standard robustness is
not guaranteed to provide robustness against noise on a single source.
Inspired by the analysis, a novel loss is proposed to achieve the desired
robustness (Section 5.2).
• Two efficient training algorithms for minimizing our loss in deep fusion
models are devised to ensure robustness without impacting performance
on clean data (Section 5.3.1).
• We introduce a simple but an effective fusion layer which naturally reduces
error by applying ensembling to latent convolutional features (Section
5.3.2).
We apply our loss and the fusion layer to a complex deep fusion-based 3D
object detector used in autonomous driving for further investigation in practice.
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Note that our findings can be easily generalized to other applications exhibiting
intermittent defects in a subset of input sources.
5.1 Related Work
Deep fusion models have been actively studied in object detection for
autonomous vehicles. There exist two major streams classified according to
their algorithmic structures: two-stage detectors with R-CNN (Region-based
Convolutional Neural Networks) technique (Girshick et al., 2014; Girshick, 2015;
Ren et al., 2015; Dai et al., 2016; He et al., 2017), and single stage detectors
for faster inference speed (Redmon et al., 2016; Redmon and Farhadi, 2017;
Liu et al., 2016).
Earlier deep fusion models extended Fast R-CNN (Girshick, 2015) to
provide better quality of region proposals from multiple sources including our
CLF2 R-CNN (Chapter 3) (Kim and Ghosh, 2016; Braun et al., 2016). With a
high-resolution LIDAR, point cloud was used as a major source of the region
proposal stage before the fusion step (Du et al., 2017), whereas F-PointNet
(Qi et al., 2018) used it for validating 2D proposals from RGB images and
predicting 3D shape and location within the visual frustum. MV3D (Chen et al.,
2017) extended the idea of region proposal network (RPN) (Ren et al., 2015)
by generating proposals from RGB image, and LIDAR’s front view and BEV
(bird’s eye view) maps. Recent works tried to remove region proposal stages
for faster inference and directly fused LIDAR’s front view depth image (Kim
et al., 2018b) or BEV image (Wang et al., 2018) with RGB images. ContFuse
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(Liang et al., 2018) utilizes both RGB and LIDAR’s BEV images with a new
continuous fusion scheme, which is further improved in MMF (Liang et al.,
2019) by handling multiple tasks at once. Our experimental results are based
on AVOD (Ku et al., 2018), a recent open-sourced 3D object detector that
generates region proposals from RPN using RGB and LIDAR’s BEV images.
Compared to the active efforts in accomplishing higher performance
on clean data, very few works have focused on robust learning methods in
multi-source settings to the best of our knowledge. Adaptive fusion methods
using gating networks weight the importance of each source automatically
(Mees et al., 2016; Valada et al., 2017), but these works lack in-depth studies
of the robustness against single source faults. A recent work proposed a gated
fusion at the feature level and applied data augmentation techniques with
randomly chosen corruption methods (Kim et al., 2018a). In contrast, our
training algorithms are surrogate minimization schemes for the proposed loss
function, which is grounded from the analyses on underlying weakness of fusion
methods. Also the fusion layer proposed in this chapter focuses more on how to
mix convolutional feature maps channel-wise with simple trainable procedures.
5.2 Single Source Robustness of Fusion Models
5.2.1 Regression on linear fusion data
To show the vulnerability of naive fusion models, we introduce a simple
data model and a fusion algorithm. Suppose y is a linear function consisting of
three different inherent (latent) components zi ∈ Rdi (i ∈ {1, 2, 3}). There are
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where z1 = ψ1(x1), z2 = ψ2(x2), z3 = ψ3,1(x1) = ψ3,2(x2) (5.1)
Our simple data model simulates a target variable y relevant to two
different sources, where each source has its own special information z1 and z2
and a shared one z3. For example, if two sources are obtained from an RGB
camera and a LIDAR sensor, one can imagine that any features related to
objectness are captured in z3 whereas colors and depth information may be
located in z1 and z2, respectively. Our objective is to build a regression model
by effectively incorporating information from the sources (x1, x2) to predict
the target variable y.
Now, consider a fairly simple setting x1 = [z1; z3] ∈ Rd1+d3 and x2 =
[z2; z3] ∈ Rd2+d3 , where (ψ1, ψ2, ψ3,1, ψ3,2) can be defined accordingly to satisfy
(5.2.1). A straightforward fusion approach is to stack the sources, i.e. x =
[x1;x2] ∈ Rd1+d2+2d3 , and learn a linear model. Then, it is easy to show that
there exists a feasible error-free model for noise-free data:
fdirect(x1, x2) = h
T
1 x1 + h
T
2 x2
= (βT1 z1 + g
T
1 z3) + (β
T
2 z2 + g
T
2 z3), s.t. g1 + g2 = β3 (5.2)
where h1 = [β1; g1], h2 = [β2; g2]. Parameter vectors responsible for the shared






to be solved for X1 ∈ Rn×(d1+d3), X2 ∈ Rn×(d2+d3) and Y ∈ Rn with enough
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number of n data samples. Then a standard least squares solution using a
pseudo-inverse gives h1 = [β1; β3/2], h2 = [β2; β3/2]. This is equivalent to the
solution robust against random noise added to all the sources at once, which is
vulnerable to single source faults (Section 5.2.2).
Unbalanced robustness (Motivation)
Suppose the true parameters of data are scalar values, i.e. βi = ci ∈ R
and influence of the complementary information is relatively small, c1 ≈ c2 and
c3  c1. Assume that the obtained error-free solution’s parameters for z3 are
unbalanced, i.e. g1 = ∆ and g2 = c3 −∆ with some weight parameter ∆ c3,
so that g1 gives a negligible contribution. Then add single source corruption
δ1 = [ε1; ε3] and δ2 = [ε2; ε3] and compute absolute difference between the true
data y and the prediction from the corrupted data:
|y − fdirect(x1 + δ1, x2)| = |c1ε1 + ∆ε3|
|y − fdirect(x1, x2 + δ2)| = |c2ε2 + (c3 −∆)ε3|
In this case, adding noise to the source x2 will give significant corruption
to the prediction while x1 is relatively robust because |(c3 − ∆)ε3|  |∆ε3|
for any noise ε3 affecting z3. This simple example illustrates that additional
training strategies or components are indispensable to achieve robust fusion
model working even if one of the sources is disturbed. The next section
introduces a novel loss for a balanced robustness against a fault in a single
source.
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5.2.2 Robust learning for single source noise
Fusion methods are not guaranteed to provide robustness against faults
in a single source without additional supervision. Also, we demonstrate that
naive regularization or robust learning methods are not sufficient for the
robustness later in this section. Therefore, a supplementary constraint or
strategy needs to be considered in training which can correctly guide learning
parameters for the desired robustness.
One essential requirement of fusion models is showing balanced perfor-
mance regardless of corruption added to any source. If the model is significantly
vulnerable to corruption in one source, this model becomes untrustworthy and
we need to balance the degradation levels of different input sources’ faults.
For example, suppose there is a model robust against noise in RGB channels
but shows huge degradation in performance for any fault of LIDAR. Then the
overall system should be considered untrustworthy, because there exist certain
corruption or environments which can consistently fool the model. Our loss,
MaxSSN (Maximum Single Source Noise), for such robustness is introduced
to handle this issue and further analyses are provided under the linear fusion
data model explained in Section 5.2.1. This loss makes the model focus more
on corruption of a single source, SSN, rather than focusing on noise added to
all the sources at once, ASN.
Definition 5.1. For multiple sources x1, · · · , xns and a target variable y, denote
a predefined loss function by L. If each source xi is perturbed with some additive
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noise εi for i ∈ [ns], MaxSSN loss for a model f is defined as follows:
LMaxSSN(f, ε) , max
i
{L (y, f(x1, · · · , xi−1, xi + εi, xi+1, · · · , xns))}
ns
i=1
Another key principle in our robust training is to retain the model’s
performance on clean data. Although techniques like data augmentation help
improving a model’s generalization error in general, learning a model robust
against certain types perturbation including adversarial attacks may harm the
model’s accuracy on non-corrupt data (Tsipras et al., 2019). Deterioration in
the model’s ability on normal data is an unwanted side effect, and hence our
approach aims to avoid this.
Random noise
To investigate the importance of our MaxSSN loss, we revisit the
linear fusion data model with the optimal direct fusion model fdirect of the
regression problem introduced in Section 5.2.1. Suppose the objective is to
find a model with robustness against single source noises, while preserving
error-free performance, i.e., unchanged loss under clean data. For the noise
model, consider ε = [δ1; δ2] where δ1 = [ε1; ε3] and δ2 = [ε2; ε4], which satisfy
E[εi] = 0, V ar(εi) = σ2I, and E[εiεTj ] = 0 for i 6= j. Note that noises added
to the shared information, ε3 and ε4, are not identical, which resembles direct
perturbation to the input sources in practice. For example, noise directly
affecting a camera lens does not need to perturb other sources.
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Optimal fusion model for MaxSSN
The robust linear fusion model f(x1, x2) = (wT1 z1+gT1 z3)+(wT2 z1+gT2 z3)
is found by minimizing LMaxSSN(f, ε) over parameters w1, w2, g1 and g2. As
shown in the previous section, any fdirect satisfying w1 = β1, w2 = β2 and
g1 + g2 = β3 should achieve zero-error. Therefore, overall optimization problem
can be reduced to the following one:
min
g1,g2
max {L (y, fdirect(x1 + δ1, x2)) ,L (y, fdirect(x1, x2 + δ2))}
s.t. g1 + g2 = β3 (5.3)
If we use a standard expected squared loss L(y, f(x1, x2)) = E[(y −
f(x1, x2))
2] and solve the optimization problem, the following solution L∗MaxSSN
with corresponding parameters g∗1, g∗2 can be obtained, and there exist three






(σ2||β2||22, β3, 0) if ||β1||22 + ||β3||22 ≤ ||β2||22






























The three cases reflect the relative influence of each weight vector for zi. For
instance, if z2 has larger importance compared to the rest in generating y,
the optimal way of balancing the effect of noise over z3 is to remove all the
influence of z2 in x2 by setting g2 = 0. When neither of z1 nor z2 dominates
the importance, i.e.
∣∣∣ ||β2||22−||β1||22||β3||22 ∣∣∣ < 1, the optimal solution tries to make
L (y, fdirect(x1 + δ1, x2)) = L (y, fdirect(x1, x2 + δ2)).
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Comparison with the standard robust fusion model
Minimizing loss with noise added to a model’s input is a standard
process in robust learning. The same strategy can be applied to learn fusion
models by considering all sources as a single combined source, then add noise
to all the sources at once. However, this simple strategy cannot achieve
low error in terms of the single source robustness. The optimal solution to
ming1,g2 E[(y − fdirect(x1 + δ1, x2 + δ2))2], a least squares solution, is achieved
when g1 = g2 = β32 . The corresponding MaxSSN loss can be evaluated
as L′MaxSSN = σ2 max
{
||β1||22 + 14 ||β3||
2




. A nontrivial gap
exists between LMaxSSN and L′MaxSSN, which is directly proportional to the
data model’s inherent characteristics:





∣∣∣ ||β2||22−||β1||22||β3||22 ∣∣∣ ≥ 1
1
4
|||β2||22 − ||β1||22| otherwise
(5.5)
If either z1 or z2 has more influence on the target value y than the other
components, single source robustness of the model trained by MaxSSN loss
is better than the fusion model for the general noise robustness with an
amount proportional to the influence of shared feature z3. Otherwise, the gap’s
lower bound is proportional to the difference in complementary information,
|||β2||22 − ||β1||22|/4.
Remark 5.1. In linear systems such as the one studied above, having redundant
information in the feature space is similar to multicollinearity in statistics. In
this case, feature selection methods usually try to remove such redundancy.
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However, this redundant or shared information helps preventing degradation of
the fusion model when a subset of the input sources are corrupted.
Remark 5.2. Similar analyses and a loss definition against adversarial attacks
(Goodfellow et al., 2015) are provided in appendix A.1.
5.2.3 Proofs and analyses
Optimal solution for minimizing MaxSSNloss
Proof. The original LMaxSSN loss minimization problem with an additional
constraint of preserving loss under clean data can be transformed to the
problem stated in (5.2.2) due to the flexibility of g1 and g2 under the constraint
g1 + g2 = β3:
min
g1,g2
max {L (y, fdirect(x1 + δ1, x2)) ,L (y, fdirect(x1, x2 + δ2))}
hspace.5ems.t. g1 + g2 = β3
Under the expected squared loss with fdirect function, the loss can be evaluated,
L (y, fdirect(x1 + δ1, x2))
= E
[(














= σ2(||β1||22 + ||g1||22) (∵ Statistical assumption on εi.)





||β1||22 + ||g1||22, ||β2||22 + ||g2||22
}
s.t. g1 + g2 = β3 (5.6)
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For simple notation, substitute variables as g = g1, v = β3, c1 = ||β1||22, c2 =
||β2||22, and solve the following convex optimization problem.
min
g
max{||g||22 + c1, ||g − v||22 + c2}
This problem can be solved by introducing a variable γ for the upper bound of
the inner maximum value:
min
g,γ
γ s.t. c1 + ||g||22 − γ ≤ 0, c2 + ||g − v||22 − γ ≤ 0
KKT condition gives:
(Primal feasibility) c1 + ||g||22 − γ ≤ 0, c2 + ||g − v||22 − γ ≤ 0
(Dual feasibility) λ1 ≥ 0, λ2 ≥ 0
(Complementary slackness) λ1(c1 + ||g||22 − γ) = 0,
λ2(c2 + ||g − v||22 − γ) = 0




Considering λ1 + λ2 = 1 and λ1, λ2 ≥ 0, we first need to analyze the case
λ1 = 0. This gives g = v and the complementary slackness condition to
find γ = c2 + ||g − v||22 = c2. λ2 = 0 can be analyzed with similar steps.
If both λ1 and λ2 are positive, the complementary slackness condition gives
γ = c1 + ||g||22 = c2 + ||g − v||22, which ensures the balance of the original














v. Therefore, we can have
the result (5.4) which provides the fusion model robust against single source
corruptions from random noise.
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Solution for the standard robustness loss and comparison
If random noise are added to x1 and x2 simultaneously, the objective
of the problem becomes ming1,g2 E[(y − fdirect(x1 + δ1, x2 + δ2))2] instead of
considering the MaxSSN loss. This is equivalent to minimizing σ2(||β1||22 +
||β2||22 + ||g1||22 + ||g2||22) subject to g1 + g2 = β3, and the solution can be directly
found as it is a simple convex problem, which is g1 = g2 = β32 . If we denote
this model as f ′direct, then MaxSSN loss is:
LMaxSSN(f
′













Now, let’s compute the difference L′MaxSSN − L∗MaxSSN.
Proof. As both term includes σ2, let’s assume σ2 = 1 for ease of notation.





||β3||22 − ||β2||22 =
1
4
||β3||22 (∵ ||β2||22 ≥ ||β1||22)
The second case can be shown similarly. Now assume that
∣∣∣ ||β2||22−||β1||22||β3||22 ∣∣∣ < 1






























∵ ||β2||22 ≥ ||β1||22 and
∣∣∣∣ ||β2||22 − ||β1||22||β3||22
∣∣∣∣ < 1)
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Therefore we can conclude that simply optimizing under noise added
to all the input sources at the same time cannot do better than minimizing
MaxSSN loss with some nonnegative gap in our linear fusion model.
5.3 Robust Deep Fusion Models
In simple linear settings, our analyses illustrate that using MaxSSN loss
can effectively minimize the degradation of a fusion model’s performance. This
suggests a training strategy for complex deep fusion models to be equipped
with robustness against single source faults. A principal factor considered in
designing a common framework for our algorithms is the preservation of model’s
performance on clean data while minimizing a loss for defending corruption.
Therefore, our training algorithms use data augmentation to encounter both
clean and corrupted data. The second way of achieving robustness is to take
advantage of the fusion method’s structure. A simple but effective method of
mixing convolutional features coming from different input sources is introduced
later in this section.
5.3.1 Robust training algorithms for single source noise
In the previous section, we solve problem (5.2.2) by optimizing over
flexible parameters g1 and g2. If the parts of input sources contributing to z3
are known, then indeed we can achieve this goal. In practice however, it is
difficult to know which parts of an input source (or latent representation) are
related to shared information and which parameters are flexible. Therefore, our
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common training framework alternately provides clean samples and corrupted
samples per iteration to preserve the original performance of the model on
uncontaminated data. We also try fine-tuning only a subset of the model’s
parameters, θfusion ⊂ f , to preserve essential parts for extracting features from
normal data. Although this strategy is similar to optimizing over only g1 and g2
in our linear fusion case, training the whole network from the beginning shows
better performance in practice. See Appendix A.2 for a detailed comparison.
On top of this strategy, one standard robust training scheme and two
algorithms for minimizing MaxSSN loss are introduced for handling robustness
against noise in different sources.
Standard robust training method
Algorithm 1 TrainASN
for iiter = 1 to m do
Sample (y, {xi}nsi=1)
if iiter ≡ 1 (mod 2) then
Generate noise εi = ϕi(xi), ∀i ∈ [ns]
L(iiter) ← L(y, f({xi + εi}nsi=1))
else
L(iiter) ← L(y, f({xi}nsi=1))
end if
Update f using ∇L(iiter)
end for
A standard robust training algorithm can be developed by considering
all ns sources as a single combined source. Given noise generating functions
ϕi(·) (i ∈ [ns]), the algorithm generates and adds corruption to all the sensors
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at once. Then the corresponding loss can be computed to update parameters
using back-propagation. This algorithm is denoted by TrainASN and tested
in experiments to investigate whether the procedure is also able to cover
robustness against single source noise.
Minimization of MaxSSN loss
Algorithm 2 TrainSSN
for iiter = 1 to m do
Sample (y, {xi}nsi=1)
if iiter ≡ 1 (mod 2) then
for j = 1 to ns do
Generate noise εj = ϕj(xj)
L̂
(iiter)
j ← L(y, f({xj + εj, x−j}))
end for
L(iiter) ← maxj L̂(iiter)j
else
L(iiter) ← L(y, f({xi}nsi=1))
end if
Update f using ∇L(iiter)
end for
Minimization of the MaxSSN loss requires ns (number of input sources)
forward-propagations within one iteration. Each propagation needs a different
set of corrupted samples generated by adding single source noise to the fixed
clean mini-batch of data. There are two possible approaches to compute gradi-
ents properly from these multiple passes. First, we can run back-propagation ns
times to save the gradients temporarily without updating any parameters, then
the saved gradients with the maximum loss is used for updating parameters.
However, this process requires not only ns forward and backward passes but
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also large memory usage proportional to ns for saving the gradients. Another
reasonable approach is to run ns forward passes to find the maximum loss and
compute gradients by going back to the corresponding set of corrupted samples.
Algorithm 2 adopts this idea for its efficiency, ns + 1 forward passes and one
back-propagation.
Algorithm 3 TrainSSNAlt
for iiter = 1 to m do
Sample (y, {xi}nsi=1)
if iiter ≡ 1 (mod 2) then
j ← (biiter/2c mod ns) + 1
Generate noise εj = ϕj(xj)
L(iiter) ← L(y, f({xj + εj, x−j}))
else
L(iiter) ← L(y, f({xi}nsi=1))
end if
Update f using ∇L(iiter)
end for
A faster version of the algorithm, TrainSSNAlt, is also considered
since multiple forward passes may take longer as the number of sources increases.
This algorithm ignores the maximum loss and alternately augments corrupted
data. By a slight abuse of notation, symbols used in our algorithms also
represent the iteration steps with the size of mini-batches greater than one.
Also, f(x1, · · · , xj−1, xj + εj, xj+1, · · · , xns) is shortened to f({xj + εj, x−j}) in
the algorithms.
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5.3.2 Feature fusion methods
Fusion of features extracted from multiple input sources can be done in
various ways (Chen et al., 2017). One of the popular methods is to fuse via
an element-wise mean operation (Ku et al., 2018), but this assumes that each
feature must have a same shape, i.e., width, height, and number of channels
for a 3D feature. An element-wise mean can be also viewed as averaging
channels from different 3D features, and it has an underlying assumption that
the channels of each feature should share same information regardless of the
input source origin. Therefore, the risk of becoming vulnerable to single source
corruption may increase with this simple mean fusion method.
Our fusion method, latent ensemble layer (LEL), is devised for three
objectives: (i) maintaining the known advantage—error reduction—of ensemble
methods (Tumer and Ghosh, 1996b,a), (ii) admitting source-specific features
to survive even after the fusion procedure, and (iii) allowing each source to
provide a different number of channels. The proposed layer learns parameters
so that channels of the 3D features from the different sources can be selectively
mixed. Sparse constraints are introduced to let the training procedure find
good subsets of channels to be fused across the ns feature maps. For example,
mixing the ith channel of the convolutional feature from an RGB image with
the jth and kth channels of the LIDAR’s latent feature is possible in our LEL,
whereas in an element-wise mean layer the ith latent channel from RGB is only
mixed with the other sources’ ith channels. Definition 5.2 explains the details
of our LEL, and Figure 5.1 visualizes the overall process.
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Figure 5.1: Latent ensemble layer (LEL)
Definition 5.2 (Latent ensemble layer). Suppose we have ns convolutional
features zi ∈ Ra×b×di from different input sources (i ∈ [ns]), which can be
stacked as z = (z1, · · · , zm) ∈ Ra×b×dsum (dsum =
∑m
i=1 di). The k
th channel of




a dsum-dimensional weight vector to mix zi’s in channel-wise fashion. Then







, with some activation function φ and sparse constraints
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||wj||0 ≤ t for all j ∈ {1, · · · , d̂}.
In practice, this layer can be easily constructed by using 1× 1 convolu-
tions with the ReLU activation and `1 constraints. We also apply an activation
function to supplement a semi-adaptive behavior to the fusion procedure. Depth
of the output channel is set to d̂ = maxi{di} and we set the hyper-parameter
for `1 constraint as 0.01 in the experiments.
5.4 Experimental Results
We test our algorithms and the LEL fusion method on 3D and BEV
object detection tasks using the car class of the KITTI dataset (Geiger et al.,
2012). 3D detection is both an important problem in self-driving cars and
one where multiple sensors can contribute fruitfully by providing both comple-
mentary and shared information. In contrast, models for 2D object detection
heavily rely on RGB data, which typically dominates other modalities. As our
experiments include random generation of corruption, each task is evaluated
5 times to compare average scores (reported with 95% confidence intervals),
and thus a validation set is used for ease of manipulating data and repetitive
evaluation. We follow the split of Ku et al. (2018), 3712 and 3769 frames for
training and validation sets, respectively. Results are reported based on three
difficulty levels defined by KITTI (easy, medium, hard) and a standard metric
Average Precision (AP) is used. A recent open-sourced 3D object detector
AVOD (Ku et al., 2018) with a feature pyramid network is selected as a baseline
algorithm.
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Four different algorithms are compared: AVOD trained on (i) clean data,
(ii) data augmented with ASN samples (TrainASN), (iii) SSN augmented data
with direct MaxSSN loss minimization (TrainSSN), and (iv) SSN augmented
data (TrainSSNAlt). The AVOD architecture is varied to use either element-
wise mean fusion layers or our LELs. We follow the original training setups of
AVOD, e.g., 120k iterations using an ADAM optimizer with an initial learning
rate of 0.0001. Our methods are implemented with TensorFlow on top of
the official AVOD code. The computing machine has a Intel Xeon E5-1660v3
CPU with Nvidia Titan X Pascal GPUs. The source code is available at
https://github.com/twankim/avod_ssn.
Corruption methods
Our first corruption method, Gaussian noise generated i.i.d. with
N(0, σ2Gaussian), is directly added to the pixel value of an image (r, g, b) and
the coordinate value of a LIDAR’s point (x, y, z). σGaussian is set to 0.75τ
experimentally with τRGB = 255 and τLIDAR = 0.2.
The second method downsampling selects only 16 out of 64 lasers of
LIDAR data. To match this effect, 3 out of 4 horizontal lines of an RGB image
are deleted. Effects of corruption on each input source are visualized in Figure
5.2 and 5.3, where the color of a 2D LIDAR image represents a distance from
the sensor. Although our analyses in Section 5.2.2 assume the noise variances
to be identical, it is nontrivial to set equal noise levels for different modalities in





Figure 5.2: Visualization of corrupted RGB image samples
objective of our MaxSSN loss, balancing the degradation rates of different
input sources’ faults, does not depend on the choice of noise types or levels.
Evaluation metrics for single source robustness
To assess the robustness against single source noise, a new metric minAP
is introduced. The AP score is evaluated on the dataset with a single corrupted





Figure 5.3: Visualization of corrupted LIDAR point cloud samples. The point
clouds are projected onto the 2D image plane for easier visual comparison.
score among the ns AP scores. Our second metric maxDiffAP computes the
maximum absolute difference among the scores, which measures the balance
of different input sources’ single source robustness; low value of maxDiffAP
means the well-balanced robustness.
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Results
When the fusion model uses the element-wise mean fusion (Table 5.1),
TrainSSN algorithm shows the best single source robustness against Gaussian
SSN while preserving the original performance on clean data (only small
decrease in the moderate BEV detection)1. Also a balance of the both input
sources’ performance is dramatically decreased compared to the models trained
without robust learning and a naive TrainASN method.
Encouragingly, AVOD model constructed with our LEL method already
achieves relatively high robustness without any robust learning strategies
compared to the mean fusion layers. For all the tasks, minAP scores are
dramatically increased, e.g., 61.97 vs. 47.41 minAP for the easy 3D detection
task, and the maxDiffAP scores are decreased (maxDiffAP scores for AVOD
with LEL are reported in Appendix A.2.). Then the robustness is further
improved by minimizing our MaxSSN loss. As our LEL’s structure inherently
handles corruption on a single source well, even the TrainASN algorithm can
successfully guide the model to be equipped with the desired robustness.
A corruption method with a different style, downsampling, is also tested
with our LEL fusion method. Table 5.2 shows that the model trained with our
TrainSSN algorithm achieves the best robustness among the four algorithms
for this complex and realistic perturbation.
1In practice, it is difficult to identify flexible parameters related to shared information in
advance, and also the design goal becomes a soft rather than a hard constraint. Therefore
there is minor degradation in performance, to pay for the added robustness.
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Table 5.1: Car detection (3D/BEV) perrkformance of AVOD with element-wise
mean fusion layers and latent ensemble layers (LEL) against Gaussian SSN on
the KITTI validation set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
Fusion method: Mean
(Clean Data) AP3D(%) APBEV (%)
AVOD 76.41 72.74 66.86 89.33 86.49 79.44
+TrainASN 75.96 66.68 65.97 88.63 79.45 78.79
+TrainSSN 76.28 67.10 66.51 88.86 79.60 79.11
+TrainSSNAlt 77.46 67.61 66.06 89.68 86.71 79.41
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 47.41±0.28 41.84±0.17 36.47±0.16 65.63±0.28 58.02±0.23 50.43±0.14
+TrainASN 61.53±0.57 52.72±0.08 47.25±0.13 87.71±0.14 78.37±0.06 77.85±0.08
+TrainSSN 71.65±0.31 62.14±0.08 56.78±0.12 88.21±0.08 78.90±0.09 77.92±0.11
+TrainSSNAlt 71.66±0.48 57.61±0.12 55.90±0.11 89.42±0.04 79.56±0.06 77.92±0.05
(Gaussian SSN) maxDiffAP3D(%) maxDiffAPBEV (%)
AVOD 26.70±0.52 22.42±0.29 20.92±0.25 22.27±0.41 20.76±0.33 20.09±0.20
+TrainASN 14.48±0.82 12.72±0.33 11.18±0.27 0.88±0.22 0.48±0.13 0.28±0.12
+TrainSSN 3.71±0.46 3.42±0.25 7.50±0.25 0.36±0.17 0.04±0.15 0.71±0.17
+TrainSSNAlt 5.55±0.81 8.73±0.32 2.91±0.22 0.09±0.14 0.13±0.11 0.18±0.11
Fusion method: Latent Ensemble Layer
(Clean Data) AP3D(%) APBEV (%)
AVOD 77.79 67.69 66.31 88.90 85.64 78.86
+TrainASN 75.00 64.75 58.28 88.30 78.60 77.23
+TrainSSN 74.25 65.00 63.83 87.88 78.84 77.66
+TrainSSNAlt 76.04 66.42 64.41 88.80 79.53 78.53
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 61.97±0.55 53.95±0.42 47.24±0.27 79.44±0.09 72.46±3.14 68.25±0.06
+TrainASN 74.24±0.38 58.25±0.16 56.13±0.10 88.10±0.26 78.19±0.13 70.42±0.07
+TrainSSN 68.16±0.88 60.39±0.38 56.04±0.28 88.12±0.16 78.17±0.06 70.21±0.05
+TrainSSNAlt 68.63±0.40 55.48±0.16 54.42±0.17 86.51±0.46 76.85±0.11 71.95±2.72
Remark 5.3. A simple TrainSSNAlt achieves fairly robust models in both
fusion methods against Gaussian noise, and two reasons may explain this
phenomenon. First, all parameters are updated instead of fine-tuning only
fusion related parts. Therefore, unlike our analyses on the linear model, the
latent representation can be transformed to meet the objective function. In fact,
TrainSSNAlt performs poorly when we fine-tune the model with concatenation
fusion layers as shown in the supplement. Secondly, the loss function L inside
our LMaxSSN is usually non-convex so that it may be enough to use an indirect
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Table 5.2: Car detection (3D/BEV) performance of AVOD with latent ensemble
layers (LEL) against downsampling SSN on the KITTI validation set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 77.79 67.69 66.31 88.90 85.64 78.86
+TrainASN 71.74 61.78 60.26 87.29 77.08 75.89
+TrainSSN 75.54 66.26 63.72 88.07 79.18 78.03
+TrainSSNAlt 76.22 66.05 63.87 89.00 79.65 78.03
(Downsample SSN) minAP3D(%) minAPBEV (%)
AVOD 61.70 51.66 46.17 86.08 69.99 61.55
+TrainASN 65.74 53.49 51.35 82.27 67.88 65.79
+TrainSSN 73.33 57.85 54.91 86.61 76.07 68.59
+TrainSSNAlt 64.77 53.34 48.29 85.27 69.87 67.77
approach for small number of sources, ns = 2.
5.5 Conclusion
We study two strategies to improve robustness of fusion models against
single source corruption. Motivated by analyses on linear fusion models, a
loss function is introduced to balance performance degradation of deep fusion
models caused by corruption in different sources. We also demonstrate the
importance of a fusion method’s structure by proposing a simple ensemble
layer achieving such robustness inherently. Our experimental results show that
deep fusion models can effectively use complementary and shared information
of different input sources by training with our loss and fusion layer to obtain
both robustness and high accuracy. We hope our results motivate further work
to improve the single source robustness of more complex fusion models with
either large number of input sources or adaptive networks. Another interesting
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direction is to investigate the single source robustness against adversarial




Conclusion and Future Work
6.1 Summary of the Dissertation
Deep learning algorithms for visual data and fusion methods for mul-
tiple input sources are known to be successful strategies to achieve superior
performance in machine learning. CNN-based object detection models and
various sensors like cameras, radar, and LIDAR are being actively investigated
for robust perception systems. This dissertation addresses the problem of com-
bining two effective methods to develop robust deep fusion models for practical
applications in autonomous cars. In particular, we focused on two objectives
in learning deep fusion based object detection models: (1) overcoming inherent
limitations of a single sensor framework, and (2) equipping robustness against
corruption in a single input source.
CLF2 R-CNN, covered in Chapter 3, is one of the earliest deep fusion
based road user detection models relying on both RGB and LIDAR data. To
effectively utilize LIDAR’s robustness against bad illumination conditions and
region-based CNN models’ superb detection performance on visual data, our
model transforms LIDAR’s 3D point clouds to 2D depth images and extracts
additional region proposals. The results on KITTI object detection benchmark
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illustrate the benefit of having complementary object proposals extracted from
the different types of sensors; objects missed by an RGB-only framework are
successfully recovered by our fusion approach.
We next propose a deep fusion model SSDFusion in Chapter 4 to
overcome a single sensor’s functional limit by learning a joint representation from
RGB and LIDAR sensors for multiple learning tasks. Our single stage-based
fusion model detects pedestrians and simultaneously estimates the distance
values in real-time due to our simplified depth prediction task. To train the
model for our specific tasks, we collected a new pedestrian detection dataset
SvDPed with single valued distance labels using practical sensors including a
low-resolution LIDAR with 16 lasers. Our collection method obtains ground
truth depth labels from GNSS and camera poses rather than other on-vehicle
range sensors to minimize an overlapping usage of input sources and to gather
accurate data even for long ranges.
Finally, Chapter 5 discusses robustness of deep fusion models against
single source faults considering shared information in multiple input sources.
Studies on our simple linear data fusion model reveals the necessity of supple-
mentary strategy for the desired robustness. We first provide effective training
algorithms for our novel MaxSSN loss which is designed to balance vulner-
abilities of different sensors. Then we introduce a convolutional fusion layer,
LEL, to deal with single source noise using structural benefits of ensemble
methods in a latent space. Both approaches are applied to a deep fusion based
3D object detector and extensively evaluated on KITTI dataset using an RGB
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image and LIDAR point clouds.
6.2 Future Work
6.2.1 Deep Fusion Models and Adversarial Attacks
A recently found important factor for trustworthy models is robustness
against adversarial attacks (Biggio et al., 2013; Szegedy et al., 2014; Goodfellow
et al., 2015). Interestingly, a small perturbation added to the input image
of a trained model can cause a wrong prediction with high confidence, even
if the difference is imperceptible to a human. This has become a critical
issue, because even high performance models are shown to be vulnerable to
adversaries, which degrades the reliability. As technologies are moving forward
to have connectivity with high speed and high data rate communication systems,
e.g. 5G cellular networks, adversarial attacks can be applied remotely to cause
a serious malfunctioning of autonomous vehicles. Effective usage of multiple
sensors is expected to support the model’s defense capacity against such attacks.
For instance, if one sensor is perturbed by an adversary but other sensors with
correlated information are not attacked, the total level of confusion can be
decreased to have better model resilience against such perturbations. Both
analytical and experimental studies on our MaxSSN loss and the LEL layer
highlight the promise of our approaches, and extending the studies to complex
adversarial perturbation would be a compelling direction for future research.
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6.2.2 Explainable Deep Fusion Models
Explaining the inherent decision making process of a complex machine
learning model is another principal research topic for building a trustworthy
system. Deep learning directly extracts rich features from raw data like images.
Although these features lead to a high predictive performance, it is difficult
to interpret the representations or the logic of the system in a human-friendly
way. Sensor-fusion models are expected to achieve higher performance and
robustness by effectively incorporating each sensor’s information. However,
there is no guarantee that the trained fusion model is making decisions with
proper reasons. For example, the contribution of an RGB camera to object
detection in a dark or foggy day should be lower than a sunny day, when the
model should rely more on other complementary sensors. Although the model
outputs a probability score for each class per each object, this cannot explain
the reasoning like the aforementioned importance per sensor. Applying existing
interpretation methods for deep learning (Zhou et al., 2016; Selvaraju et al.,
2017; Bach et al., 2015), to deep fusion models can be a simple and meaningful
starting point. Further, developing deep fusion models that can directly output
the contribution of each sensor to the model’s prediction without going through
any additional backward propagation steps will make the real-time examination





Additional Results for Chapter 5
A.1 Single Source Adversarial Attacks
Another important type of perturbation is an adversarial attack. Differ-
ent from the previously studied random noise, perturbation to the input sources
is also optimized to maximize the loss to consider the worst case. Adversarial
version of the MaxSSN loss is defined as follows:
Definition A.1. For multiple sources x1, · · · , xns and a target variable y,
denote a predefined loss function by L. If each input source xi is maximally
perturbed with some additive noise ηi ∈ Si for i ∈ [ns], AdvMaxSSN loss for
a model f is defined as follows:





L (y, f(xi + ηi, x−i))
}ns
i=1
As a simple model analysis, let’s consider a binary classification prob-
lem using the logistic regression. Again, two input sources x1 = [z1; z3] and
x2 = [z2; z3] have a common feature vector z3 as in the linear fusion data
model. A binary classifier sgn(f(x1, x2)) is trained to predict label y ∈ {−1, 1},
where f(x1, x2) = (wT1 z1 + gT1 z3) + (wT2 z2 + gT2 z3) and the training loss is
Ex,y [` (y · f(x1, x2))] with the logistic function `(x) = log(1 + exp(−x)). Here,
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we apply one of the most popular attacks, fast gradient sign (FGS) method,
which was also motivated by linear models without a fusion framework (Good-
fellow et al., 2015). The adversarial attack ηi per each source xi under `∞ norm
constraint ||ηi||∞ ≤ ε can be similarly derived as follows:
η1 = [−εy · sgn(w1);−εy · sgn(g1)],
η2 = [−εy · sgn(w2);−εy · sgn(g2)] (A.1)
As a substitute for the linear fusion data model, let’s assume the true







the optimal fusion binary classifier becomes sgn(fdirect(x1, x2)). Similar to the
previous section, suppose an objective is to find a model with robustness against
single source adversarial attacks, while preserving the performance on clean




max {L (y, fdirect(x1 + η1, x2)) ,L (y, fdirect(x1, x2 + η2))}
s.t. g1 + g2 = β3 (A.2)
As ` is a decreasing function, optimal g1 and g2 of the original problem are
equivalent to the minimizer of the following one:
εmin
g1,g2
max {||w1||1 + ||g1||1, ||w2||1 + ||g2||1}
s.t. g1 + g2 = β3 (A.3)
By solving this convex optimization problem, we can achieve L∗AdvMaxSSN and
optimizers g∗1, g∗2. Also, we can find L′AdvMaxSSN, a LAdvMaxSSN value evaluated
94
using the optimal model for minimizing the adversarial attacks added to all
the sources at once.
Interestingly, we can show that:







In other words, if inherent influence of z1 and z2 are well balanced compared to
the common feature z3 in the sense of `1 norm, adversarial attacks only applied
to a single source can be equivalently defended by just using a traditional
adversarial training strategy to learn a model robust against attacks added to
all the sources at once.
Proof. The original minimizing LAdvMaxSSN loss minimization problem with
an additional constraint of preserving loss under clean data can be transformed
to the problem stated in (A.1) due to the flexibility of g1 and g2:
min
g1,g2
max {L (y, fdirect(x1 + η1, x2)) ,L (y, fdirect(x1, x2 + η2))}
s.t. g1 + g2 = β3
As ηi’s are assumed to be made with FGS method, adversarial attacks under
`∞ norm constraints are as follows:
η1 = [−εy · sgn(w1);−εy · sgn(g1)], η2 = [−εy · sgn(w2);−εy · sgn(g2)]
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Therefore, minimizing LAdvMaxSSN(fdirect, η) over g1, g2 becomes:
min
g1,g2
max{E [` (y · fdirect(x1, x2)− ε(||w1||1 + ||g1||1))] ,
E [` (y · fdirect(x1, x2)− ε(||w2||1 + ||g2||1))]} s.t. g1 + g2 = β3
We can solve the following problem to find minimizers g∗1 and g∗2.
min
g1,g2
max {||w1||1 + ||g1||1, ||w2||1 + ||g2||1} s.t. g1 + g2 = β3
Similar to the random noise case, substitute variables as g = g1, v = β3, c1 =
||β1||1, c2 = ||β2||2, and solve the following convex optimization problem:
min
g
max{||g||1 + c1, ||g − v||1 + c2}
which can be solved by introducing γ,
min
g,γ
γ s.t. c1 + ||g||1 − γ ≤ 0, c2 + ||g − v||1 − γ ≤ 0
KKT condition gives:
(Primal feasibility) c1 + ||g||1 − γ ≤ 0, c2 + ||g − v||1 − γ ≤ 0
(Dual feasibility) λ1 ≥ 0, λ2 ≥ 0
(Complementary slackness) λ1(c1 + ||g||1 − γ) = 0,
λ2(c2 + ||g − v||1 − γ) = 0
(Stationary) λ1 + λ2 = 1, 0 ∈ λ1∂||g||1 + λ2∂||g − v||1
If λ1 = 0 or λ2 = 0, these cases handle when the inherent imbalance of three
components z1, z2 and z3. Consider λ2 = 0, which gives ||g||1 + c1 − γ = 0
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from the complementary slackness condition. And the stationary condition
becomes 0 ∈ ∂||g||1. As a subgradient of ||g||1 can be zero if and only if
g(i) = 0 for any ith component, the solution is g = 0 with γ = c1 and
the necessary condition is ||v||1 + c2 ≤ c1. Similar solution can be found
for λ1 = 0 case as g = v, γ = c2 if ||v||1 + c1 ≤ c2. Therefore, we can






(||β2||1, β3, 0) if ||β1||1 + ||β3||1 ≤ ||β2||1
(||β1||1, 0, β3) if ||β2||1 + ||β3||1 ≤ ||β1||1
Now let’s consider λ1 6= 0, λ2 6= 0. Denote q ∈ λ1∂||g||1 + λ2∂||g − v||1
as the element of subdifferential of the Lagrangian. We need to find cases for
q(i) = 0 to hold.
(i) If v(i) = 0, then sgn(g(i)) = sgn(g(i)−v(i)) holds. Therefore, if g(i) 6== 0,
a subgradient becomes q(i) = λ1sgn(g(i))+λ2sgn(g(i)) = sgn(g(i)) which
cannot be zero. ⇒ g(i) = v(i) = 0.
(ii) If v(i) 6= 0, we need to consider three different sub cases.
First, if g(i) 6= 0 and g(i) 6= v(i), then q(i) = λ1(sgn(g(i))− sgn(g(i)−
v(i)))+sgn(g(i)−v(i)). For q(i) = 0 to hold, sgn(g(i)) = −sgn(g(i)−v(i))
must be true with λ1 = 12 . This gives a solution g(i) = αiv(i) with
∀αi ∈ (0, 1).
Secondly, if g(i) = 0 but g(i) 6= v(i), then the subgradient is q(i) = λ1αi+
(1− λ1)sgn(−v(i)) for any αi ∈ [−1, 1]. Therefore, if αi = 1−λ1λ1 sgn(v(i))
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with some λ1 ∈ [12 , 1), the stationary condition holds.
Finally, if g(i) 6= 0 and g(i) = v(i), then q(i) = λ1sgn(g(i)) + (1− λ1)αi




q(i) = 0 holds for the stationary condition.
All the above cases in (i) and (ii) can be restated as a combined solution
g(i) = αiv(i), ∀αi ∈ [0, 1]. It is easy to show that |g(i)|+ |g(i)− v(i)| = |v(i)|
holds for any i. Also, λ1 6= 0, λ2 6= 0 with the complementary slackness
condition gives a new constraint γ = ||g||1 + c1 = ||g− v||1 + c2. Hence, we can




(c1 + c2 + ||g||1 + ||g − v||1) =
1
2








(||β1||1 + ||β2||1 + ||β3||1), α β3, β3 − α β3
)
,
where  is an element-wise product and each element of α can have any value
in [0, 1], i.e. α(i) ∈ [0, 1].
Now, let’s consider a model robust against adversarial attacks added
to both sources x1 and x2 at the same time. This becomes a problem of
minimizing ||β1||1 + ||β2||1 + ||g1||1 + ||β3 − g1||1. And the optimal solution
can be achieved by (g′1, g′2) = (α  β3, β3 − α  β3) for any alpha satisfying
α(i) ∈ [0, 1]. Therefore, we can conclude that our LAdvMaxSSN loss is necessary
to give a binary classifier more robust against single source adversarial attacks,
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i.e. L∗AdvMaxSSN ≤ L′AdvMaxSSN, if
||β2||1−||β1||1
||β3||1 > 1 holds. Surprisingly, if
||β2||1−||β1||1
||β3||1 ≤ 1 holds to have balanced influence from inherent components
from the different source of inputs, L∗AdvMaxSSN = L′AdvMaxSSN. In other
words, if different input sources contributes to the target variable with certain
balance, a traditional way of generating adversarial samples by considering all
the sources at once can train a model robust against single source attacks as
well.
A.2 Additional Experimental Results
Evaluation on ASN data
Although our main focus is corruption on a single source, it is possible
for a model to encounter a case where all the sources are corrupted. If the
level of corruption is severe, then extracting any meaningful information from
the input sources is impossible, e.g. occlusion on every sensors. However, we
hope our model to be robust against reasonably corrupted input sources even if
our training objective leans toward the single source robustness. Therefore, we
also report the model’s performance against data corrupted with ASN. In most
cases, the AVOD learned with TrainASN method achieves the best robustness
against ASN, which is designed to do so. However, a model using element-wise
mean fusion layers trained with TrainASN shows lower robustness scores
compared to the SSN oriented approaches. We believe that this phenomenon is
caused by corrupted feature extraction combined with the structural limitation
of the mean fusion layer.
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Fine-tuning
We also consider another algorithmic framework using fine-tuing. The
algorithm starts with a normal training on clean data for mclean iterations,
which may include some general data augmentation methods like random
cropping, and flipping. Then mtune steps of fine-tuning is run to update only a
subset of the model’s parameters, θfusion ⊂ f , so that any essential parts for
extracting features from normal data are not affected. Convolutional layers
extracting features from different sources before the fusion stages are fixed,
and other layers for fusing the features and making predictions are updated in
the fine-tuning stage. The experimental results using this method are provided
in Table A.2 and A.4 for the Gaussian noise case. Overall performance of the
fusion model trained from the scratch is better than using fine-tuning. This
shows the importance of feature extraction parts in deep learning models.
Concatenation
Our analyses in Section 5.2 assume to use a linear fusion model with a
simple concatenation strategy. Therefore, we first train the AVOD model with
concatenation fusion layers on clean data and fine-tune with different training
strategies. Interestingly, a simple data augmentation strategy TrainSSNAlt
does not work well in this case, and TrainASN algorithm learns the best
robust model. Unlike our simple linear model deep learning jointly learns both
feature representation and weights for the fusion layers. Also, concatenated
convolutional features have large number of channels which are mixed without
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Table A.1: Car detection (3D/BEV) performance of AVOD with element-wise
mean fusion layers against Gaussian SSN and ASN on the KITTI validation
set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 76.41 72.74 66.86 89.33 86.49 79.44
+TrainASN 75.96 66.68 65.97 88.63 79.45 78.79
+TrainSSN 76.28 67.10 66.51 88.86 79.60 79.11
+TrainSSNAlt 77.46 67.61 66.06 89.68 86.71 79.41
(Gaussian ASN) AP3D(%) APBEV (%)
AVOD 28.08±0.91 26.35±2.18 21.81±0.63 42.01±0.23 33.68±0.17 33.60±0.13
+TrainASN 61.26±0.45 47.71±0.24 45.60±0.19 87.40±0.07 72.07±2.89 70.13±0.05
+TrainSSN 69.33±0.43 55.41±0.21 52.90±2.12 88.39±0.13 78.37±0.10 70.75±0.05
+TrainSSNAlt 71.63±0.04 56.24±0.16 49.14±0.10 87.95±0.08 77.88±0.17 69.96±0.08
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 47.41±0.28 41.84±0.17 36.47±0.16 65.63±0.28 58.02±0.23 50.43±0.14
+TrainASN 61.53±0.57 52.72±0.08 47.25±0.13 87.71±0.14 78.37±0.06 77.85±0.08
+TrainSSN 71.65±0.31 62.14±0.08 56.78±0.12 88.21±0.08 78.90±0.09 77.92±0.11
+TrainSSNAlt 71.66±0.48 57.61±0.12 55.90±0.11 89.42±0.04 79.56±0.06 77.92±0.05
(Gaussian SSN) maxDiffAP3D(%) maxDiffAPBEV (%)
AVOD 26.70±0.52 22.42±0.29 20.92±0.25 22.27±0.41 20.76±0.33 20.09±0.20
+TrainASN 14.48±0.82 12.72±0.33 11.18±0.27 0.88±0.22 0.48±0.13 0.28±0.12
+TrainSSN 3.71±0.46 3.42±0.25 7.50±0.25 0.36±0.17 0.04±0.15 0.71±0.17
+TrainSSNAlt 5.55±0.81 8.73±0.32 2.91±0.22 0.09±0.14 0.13±0.11 0.18±0.11
sparse constraints. Therefore, this may lead to a model with too complex joint
feature representation which needs stronger guideline in optimization steps.
Results on downsampling corruption
Downsampling the LIDAR sensor is important as it is not clear whether a
model trained with a high-resolution sensor will still work with a low-resolution
one. In fact, reducing the number of lasers of a LIDAR is directly related to its
price, which an important practical issue in deploying an actual autonomous
vehicle. As the rotating LIDAR sensor used in the KITTI dataset outputs point
clouds with a horizontal structure, an RGB image’s horizontal lines are also
set to black to match the information loss ratio 1/4. Table A.6 fully reports
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Table A.2: Car detection (3D/BEV) performance of AVOD with element-
wise mean fusion layers (trained with fine-tuning) against Gaussian SSN and
ASN on the KITTI validation set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 76.41 72.74 66.86 89.33 86.49 79.44
+TrainASN 62.55 55.81 55.34 79.08 69.90 69.83
+TrainSSN 73.50 65.66 64.74 88.27 85.65 78.98
+TrainSSNAlt 75.76 71.99 66.31 88.76 85.73 79.14
(Gaussian ASN) AP3D(%) APBEV (%)
AVOD 28.08±0.91 26.35±2.18 21.81±0.63 42.01±0.23 33.68±0.17 33.60±0.13
+TrainASN 68.58±1.93 54.76±0.30 48.00±0.29 83.15±3.01 76.10±0.069 68.49±0.08
+TrainSSN 60.73±0.32 45.52±0.19 44.42±0.11 78.24±0.10 68.41±0.10 60.45±0.07
+TrainSSNAlt 53.25±0.27 44.96±0.14 38.64±0.10 68.69±0.18 59.41±0.14 51.37±0.07
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 47.41±0.28 41.84±0.17 36.47±0.16 65.63±0.28 58.02±0.23 50.43±0.14
+TrainASN 52.72±0.34 45.66±0.24 39.29±0.22 69.33±0.21 60.19±0.15 59.66±0.15
+TrainSSN 62.46±0.48 53.85±0.22 47.62±0.14 77.77±0.16 68.71±0.09 67.89±0.09
+TrainSSNAlt 70.09±0.46 56.20±0.21 54.46±0.13 84.46±2.66 76.32±0.06 68.74±0.08
the performance of AVOD using our LEL when downsampling is considered as
a corruption method.
102
Table A.3: Car detection (3D/BEV) performance of AVOD with latent ensemble
layers (LEL) against Gaussian SSN and ASN on the KITTI validation set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 77.79 67.69 66.31 88.90 85.64 78.86
+TrainASN 75.00 64.75 58.28 88.30 78.60 77.23
+TrainSSN 74.25 65.00 63.83 87.88 78.84 77.66
+TrainSSNAlt 76.04 66.42 64.41 88.80 79.53 78.53
(Gaussian ASN) AP3D(%) APBEV (%)
AVOD 46.79±0.37 41.46±0.27 36.31±0.20 77.40±0.34 67.46±0.11 59.53±0.11
+TrainASN 74.24±0.29 63.47±0.18 57.25±0.19 87.72±0.12 77.89±0.09 70.36±0.05
+TrainSSN 67.69±0.28 55.74±0.30 53.16±0.32 87.73±0.16 77.80±0.15 70.00±0.10
+TrainSSNAlt 63.72±0.40 53.15±0.29 48.17±0.22 85.36±0.08 75.60±0.08 69.17±0.03
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 61.97±0.55 53.95±0.42 47.24±0.27 79.44±0.09 72.46±3.14 68.25±0.06
+TrainASN 74.24±0.38 58.25±0.16 56.13±0.10 88.10±0.26 78.19±0.13 70.42±0.07
+TrainSSN 68.16±0.88 60.39±0.38 56.04±0.28 88.12±0.16 78.17±0.06 70.21±0.05
+TrainSSNAlt 68.63±0.40 55.48±0.16 54.42±0.17 86.51±0.46 76.85±0.11 71.95±2.72
(Gaussian SSN) maxDiffAP3D(%) maxDiffAPBEV (%)
AVOD 3.75±2.05 0.98±0.55 5.95±0.40 7.28±0.37 4.46±3.25 1.25±0.13
+TrainASN 1.54±0.40 0.85±0.24 0.83±0.25 0.92±0.17 1.09±0.14 7.44±0.08
+TrainSSN 4.61±1.16 2.51±0.50 0.74±0.46 0.16±0.32 0.72±0.14 7.10±0.14
+TrainSSNAlt 4.65±1.04 7.88±0.46 2.90±0.45 1.12±0.71 1.83±0.17 3.42±2.84
Table A.4: Car detection (3D/BEV) performance of AVOD with latent ensemble
layers (LEL) (trained with fine-tuning) against Gaussian SSN and ASN on
the KITTI validation set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 77.79 67.69 66.31 88.90 85.64 78.86
+TrainASN 74.65 65.40 63.40 88.18 79.21 78.42
+TrainSSN 76.95 67.22 65.66 88.77 79.74 78.96
+TrainSSNAlt 76.81 67.46 66.12 88.47 79.62 78.86
(Gaussian ASN) AP3D(%) APBEV (%)
AVOD 46.79±0.37 41.46±0.27 36.31±0.20 77.40±0.34 67.46±0.11 59.53±0.11
+TrainASN 63.73±0.24 53.16±0.16 47.79±0.17 80.18±0.07 76.26±0.03 69.12±0.04
+TrainSSN 60.80±0.48 47.73±0.13 45.67±0.15 79.82±0.22 69.66±0.10 68.38±0.10
+TrainSSNAlt 52.25±1.47 43.77±0.62 37.91±0.48 77.51±0.12 67.32±0.09 59.65±0.10
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 61.97±0.55 53.95±0.42 47.24±0.27 79.44±0.09 72.46±3.14 68.25±0.06
+TrainASN 68.08±0.44 57.28±0.18 55.27±0.20 86.45±0.08 77.19±0.08 69.57±0.08
+TrainSSN 67.98±1.31 55.61±0.23 53.76±0.20 86.87±0.12 77.56±0.05 69.81±0.08
+TrainSSNAlt 62.76±0.41 52.14±0.26 46.55±0.13 85.34±2.36 75.72±0.04 68.60±0.02
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Table A.5: Car detection (3D/BEV) performance of AVOD with concatenation
fusion layers (trained with fine-tuning) against Gaussian SSN and ASN on
the KITTI validation set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 78.40 74.88 67.78 89.74 87.76 79.83
+TrainASN 72.89 63.47 62.22 88.44 84.97 78.88
+TrainSSN 76.15 66.79 65.78 89.02 86.06 79.29
+TrainSSNAlt 76.46 72.98 66.94 89.07 86.39 79.34
(Gaussian ASN) AP3D(%) APBEV (%)
AVOD 16.50±2.27 15.12±0.06 15.06±0.08 25.81±0.23 25.38±0.18 17.45±0.08
+TrainASN 69.21±0.24 54.85±0.08 53.30±0.08 86.07±0.11 76.42±0.04 69.54±0.02
+TrainSSN 62.05±0.36 50.35±2.58 46.04±0.25 79.21±0.08 69.31±0.10 61.21±0.06
+TrainSSNAlt 33.86±2.85 27.99±0.64 22.59±0.60 42.65±0.18 41.77±0.18 34.13±0.12
(Gaussian SSN) minAP3D(%) minAPBEV (%)
AVOD 31.23±0.31 30.27±0.13 30.49±0.18 43.04±0.16 42.81±0.10 42.96±0.08
+TrainASN 68.21±0.37 54.50±0.26 47.91±0.21 86.66±0.11 76.95±0.11 69.70±0.08
+TrainSSN 64.39±0.23 55.12±0.21 48.38±0.14 79.71±0.07 70.05±0.07 69.32±0.10
+TrainSSNAlt 44.25±0.49 37.23±0.44 37.58±0.34 59.06±0.12 51.19±0.08 51.28±0.06
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Table A.6: Car detection (3D/BEV) performance of AVOD with latent ensemble
layers (LEL) against downsampling SSN and ASN on the KITTI validation
set.
(Data) Train Algo. Easy Moderate Hard Easy Moderate Hard
(Clean Data) AP3D(%) APBEV (%)
AVOD 77.79 67.69 66.31 88.90 85.64 78.86
+TrainASN 71.74 61.78 60.26 87.29 77.08 75.89
+TrainSSN 75.54 66.26 63.72 88.07 79.18 78.03
+TrainSSNAlt 76.22 66.05 63.87 89.00 79.65 78.03
(Downsample ASN) AP3D(%) APBEV (%)
AVOD 36.13 27.39 26.39 77.60 59.84 51.82
+TrainASN 71.30 56.04 49.08 85.66 70.17 68.55
+TrainSSN 64.88 48.92 47.06 86.21 69.26 61.48
+TrainSSNAlt 48.98 36.30 31.06 75.00 51.35 49.60
(Downsample SSN) minAP3D(%) minAPBEV (%)
AVOD 61.70 51.66 46.17 86.08 69.99 61.55
+TrainASN 65.74 53.49 51.35 82.27 67.88 65.79
+TrainSSN 73.33 57.85 54.91 86.61 76.07 68.59
+TrainSSNAlt 64.77 53.34 48.29 85.27 69.87 67.77
(Downsample SSN) maxDiffAP3D(%) maxDiffAPBEV (%)
AVOD 11.71 5.88 3.59 1.96 7.60 8.65
+TrainASN 10.00 11.34 11.76 6.53 11.23 12.40
+TrainSSN 0.94 5.71 3.11 1.74 2.36 9.00
+TrainSSNAlt 6.98 3.63 1.34 1.67 0.12 0.81
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