Several authors, including Fisher (1934) , Fraser (1979) , and Verhagen (1961), have argued that inferences concerning the parameters S and 0" should be made conditionally on the sample configuration (2) where l(S;Y) is the log likelihood function for B based on Y.
The use of (1) Xq and the standard normal distribution N(O,l) respectively, as the sample size n increases. Hinkley (1978) has shown that these limits also hold for the conditional distributions of Wand R.
The standard normal approximation to the conditional distribution of R has error of order 0 (nl / 2 ), and the approximate confidence A formula for this adjustment factor is given in section 3. Such corrections for log likelihood ratio statistics, often referred to as Bartlett adjustments, have been discussed very generally by Barndorff-Nielsen and Cox (1984).
Approximate Inference for a Scalar Parameter
Adopting the notation of Sprott (1980) , let
Thus 1= «lab» is the observed information matrix for W, and I-I = «lab» is its inverse. In the expressions that follow, i t is convenient to make use of the notation convention for which summation over every index appearing both as a subscript and a superscript is understood. The range of summation is from 1 to p + 1 if the scale parameter is unknown and from 1 to p otherwise.
Sprott (1980) has shown that the Taylor expansion of W(W l )
A about WI is (3) where Note that A is 0 (n-l / 2 ) and B p .
is R(W l ) has the expansion
Using calculations similar to those described by Hinkley (1978) ,
expressions (1) and (2) 
expansion (6) is equivalent to Barndorff-Nielsen'sapproximate limit, and (7) • Using this formulation of the model, the mean and variance adjustments to the signed root of the log likelihood ratio statistic for can be derived from expression (5), and expressions (6) and (7) Table 1 shows the approximate 95% confidence intervals for ~ and a obtained from (R-m)/s and expression (6) . Each endpoint of the approximate intervals is accompanied by its true conditional significance level determined by numerical integration. Both methods give fairly accurate approximations, and similar accuracy is obtained for the approximate intervals of other confidence levels. Sprott (1980 Sprott ( , 1982 bas described a different approach to approximate conditional inference in location-scale models, and he also considered Darwin's data.
Bartlett Adjustments
Suppose that the q-dimensiona1 vector cp = (C1)1" •• , (1)q) interest, and let r = is of be the partitioned observed information matrix for ()j = (CP,ljI). By using an expansion of W(¢) about ¢ in conjunction with (1) and (2), it can be shown that to error of order 0 (n-3 / 2 ) the conditional p expectation of the log likelihood ratio statistic for ¢ is b + 1 r (rabr cd _ KabK cd ) +~ r r {3(rabrcdref _ KabKcdKef) cp = q "4 abcd 12 abc def (8) where K = «K ab » is def !ned by has error of order 0 (n ), while the error in the approximation for The true conditional one-sided significance levels of the interval endpoints are shown as percentages in parentheses. 
