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Abstract 
Enzymes are of great interest for a vast variety of industries; however, the experimental 
characterization is very time consuming and expensive which has led to the development 
of plentiful of machine learning based platforms capable of predicting enzymes’ function, 
de novo.  Nonetheless, industrial enzymes need to adapt to nonbiological conditions while 
maintaining high activity, promiscuity and stereo-selectivity, properties that are not well 
covered, currently, by prediction technologies which means that their characterization still 
relies solely on experimentation.  
This project has the intention of mitigating the problem by developing binary classifiers 
and multi-classifiers that can predict the promiscuity of esterases, one of the many 
industrially relevant enzymes.  
The results are quite promising with all the developed classifiers achieving high metric 
scores and presumably without overfitting, however, the performance of the predictors 
will need to be confirmed with experimental data. If it is verified, the next step would be 





For more than 90% of identified protein sequences, no characterization has been carried 
out experimentally due to the overwhelming speed at which new sequences are being 
added, meaning that most of them will be and have been annotated computationally1. 
An especially interesting category of proteins are enzymes, considering their important 
role in our daily lives and in a variety of industries such as food, detergent, agriculture, 
chemical, cosmetic and drugs.  
Specifically, the demand of certain enzymes like lipases/esterases, proteases, 
hydrolases and polymerases that can work in industrial conditions has increased 
exponentially2, thus requiring  constant search for newer and better enzymes.  
Knowing the cost and the difficulty for experimental function characterization, faster and 
more accurate in silico annotation is key to accommodate the vast amount of sequence 
data available3. 
Thankfully, a large number of methods have already been proposed and exists to identify 
and predict the class of enzymes, based broadly, on sequence, structure information or 
de novo predictions4. 
De novo predictions 
De novo predictions have an undeniable advantage over other methods which is the fact 
that they don’t rely on similarity to previously characterized enzymes but rather on 
properties or features that are shared by proteins with the same functions4, which 
increases their applicability.  
Within the de novo methods, machine learning algorithms seem to be the most 
extensively studied direction5 especially for low similarity proteins3,6. 
Several types of algorithms have been applied with varied success: Linear regression, k 
nearest neighbor classifier (KNN), support vector machines (SVM), random forest (RF), 
artificial neural networks (ANN) and deep neural networks (DNN)7,8, from which several 
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technologies have surfaced: ECPred (2018)7, DEEPre (2017)5, EzyPred7 all of which are 
designed to predict enzyme EC numbers. 
Nonetheless, biocatalysts in industrial settings are subject to nonbiological conditions, 
therefore, it is insufficient to know only their function but also if they will be able to 
withstand the harsh environment and industrial requirements. Basically, an ideal industrial 
enzyme should be thermostable, pH stable, halo stable (stable in high concentrations of 
salt) and promiscuous while keeping high chemo and stereo-selectivity9. 
In this case, fewer methods have been proposed to predict the enzyme’s characteristics, 
and most of them focus on predicting thermostability, although some quite old studies 
exist about halo-stability10 and pH stability11. Notably, most of these studies involve, again, 
machine learning except maybe for Scoop12, which derives thermal stability curves with 
mathematical approximations.  
Steps in machine learning projects 
There are several steps to consider if one must carry out a machine learning project. The 
first and definitely one of the most important steps is the dataset and its processing. 
1. SAMPLE COLLECTION 
Needless to say, there is no project without a proper dataset and the first question one 
should answer is if the size of the data is enough to solve the biological problem in hand, 
because the more you have the better you will be able to generalize13.  
Additionally, one should make sure to minimize the experimental errors at annotating the 
samples since it will have a direct influence on the results and its credibility. 
Nonetheless, there are domains where obtaining more samples might be time consuming 
or/ and very expensive, such would be the case for the characterization of enzymes, then 
one should focus on what the minimum size would be to achieve a reasonable predictive 
performance. Unfortunately, there is no exact answer to this question but, from another 
study in the domain of neuroimaging, it has been shown to still achieve good 
performances while using only a median of 80 subjects or samples14. In spite of that, it is 
hard to tell if in other domains the same applies. 
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There are other factors or steps that influence the performance and the reliability of the 
results in a machine learning project that can be easier to control.  
2. FEATURE EXTRACTION 
For biological sequences where the properties are encoded into the sequence itself, it is 
in a format that machine learning algorithms cannot understand directly, therefore a 
preprocessing step or feature extraction is necessary to parse the biological data into 
vectors of numerical values15. 
There are numerous features available for proteins that have been used throughout the 
literature which can be categorized loosely into 2 families: 
Evolutionary based information  
Evolutionary-based information Is regarded as a highly informative feature16 and as such 
it has been widely used in different studies with a variety of applications, such as enzyme 
EC number prediction5, catalytic site prediction17, protein-protein interaction16 etc.  
This information encoded in the form of PSSM (position specific scoring matrix) is variable 
in length as it depends on the primary structure of the protein, which is unsuited as input 
for machine learning algorithms, therefore numerical transformations are needed to keep 
the matrix size constant. 
3 types of transformations have been conceived by different authors such as row 
transformations, column transformations, and mixture of row and column transformation 
that sum up to over 18 different PSSM based features16. 
Primary sequence-based features  
Primary sequence-based features are the classical ones, used to represent 
physicochemical properties such as hydrophobicity, charge distribution, volume, 
aminoacidic composition, secondary structure, disorder content, etc.  They are regarded 
also as essential for training machine learning models specially when combined with the 




3. DATA CLEANING, SHUFFLING, SPLITTING AND SCALING  
It is hard to decide which features are more important when extracting them from the raw 
sequence, so generally all of them will be used.  
As a result, too many features will be generated which means selection methods are 
needed in order to avoid the high dimensionality curse, when there are far more 
features than samples, causing overfitting, as well as to reduce computation time and 
possibly to increase the performance of the models by eliminating noise18.  
However, before selection, it is a good practice to perform some data cleaning, that is, 
discarding possible inconsistencies, inaccuracies and outliers13, observations that differs 
from the general distribution of the sample population19, since they will, most likely, 
influence the selection results. In addition, some data rearrangements are preferred 
previous to selection to prevent other problems such as overconfidence in the results, 
specially, for small datasets. 
Shuffle 
First, shuffling the data removes possible trends related to the order of the samples13 that 
might, otherwise, affect the results of the selection for methods that rely on machine 
learning scores. 
Split 
Second, according to a study14, in order to get robust and unbiased performance 
estimates of a prediction model, it is highly advised not to use the whole dataset for 
feature selection because it might generate overoptimistic results. Furthermore, it proved 
that a train/test split strategy or a nested cross-validation (ncv) strategy, essentially a 
train/test split but with different train and test sets each time, are the most robust ones 
regardless of sample size. In consequence, the dataset should be separated into 2 



















Fig. 1 | The 2 splitting strategies that yield robust performance estimates, the model development, in blue, 
includes feature selection and hyperparameters tuning. Adapted from Vabalas, A. et al14 
Scale 
Finally, scaling the feature vectors into a normalized range is also a very necessary step 
since the algorithms are quite sensible to the magnitude of the features and it might cloud 
the importance of smaller but relevant features otherwise13.  
4. FEATURE SELECTION 
Once taken care of the previous step, several selection methods are available, and it is 
advisable to use all of them to have different subsets of features to compare with:  
Filter methods 
Filter methods doesn’t rely on the scores of the machine algorithms to calculate feature 
importance but rather assess: I) the degree of dependence of individual variables with the 
labels in case of statistical-based filters20; II)  how much information (negative of entropy) 
it provides on the distribution of the samples of each class in case of the information 
theory based filters21. 
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Wrapper and embedded methods 
Wrapper and embedded methods, unlike the previous one, apply machine learning 
algorithms to search for those features that increase its performance, but they differ in 
their mechanism. 
In embedded methods, the machine learning itself produces a relevance score of the 
features during the training, it is intrinsic to the algorithm such as random forest or 
XGBoost, however in wrapper methods, the scoring and the machine learning are 2 
independent parts that are combined, for example RFE (recursive feature elimination)18. 
5. CHOOSING AND TUNING LEARNING ALGORITHMS 
At this point, the dataset has been properly cleaned, rearranged, split and the features 
selected which means it is time to choose the algorithm and tune its hyperparameters.  
The algorithm of choice will greatly depend on the biological problem and the nature of 
the dataset and, in this case, it involves classification tasks, that is, we want to identify 
the class, or the category of a sample, being binary, or multiclass. 
The algorithms employed in this study are explained below: 
Support vector machines (SVM) 
SVMs are a type of supervised learning algorithm that performs binary classifications and 
are widely used due to its high accuracy and the ability to deal with high dimensional 
data22. 
To understand its essence, one needs to grasp its 4 basic components: 
• The separating hyperplane: The data is represented as points in the space and 
the separation between the 2 (binary classifications) classes of data is performed 
through a line if we are dealing with 2 dimensions, a plane if is in 3D and a 
hyperplane when we deal with high dimensional data23.  
• The maximum margin hyperplane: The hyperplane method is not unique to SVM 
but, unlike other classifiers, it tries to maximize the distance with the nearest data 
point (also called as margin)23. 
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• The soft margin: Many data sets cannot be separated cleanly, few data points 
from one class may be similar to the other class, to handle these cases SVM 
algorithms adds a soft margin that allows some points to be in the other class 
without modifying the results. However, we must control how many 
misclassifications are allowed and how far from the hyperplane they can be23.  
• The kernel function: The data will not always be separable with a straight line (if 
we are in 2D), so sometimes kernel functions, a mathematical trick that projects 
data from a low dimensional space to a higher dimensional space, can be applied 
since it is proven that for any given data set there exist a kernel function that will 












Fig.2 | A graphical representation of the workings of an SVM. By Alaa Tharwat24 
After the explanation it is easy to understand that there are hyperparameters that needs 
to be searched and optimized by try and error such as the size of the soft margin, that is 
the penalization of misclassifications, named C, the type of kernel function and a kernel 
parameter gamma24. 
K-Nearest Neighbours (KNN) 
KNN is one of the simplest and most common classifiers, yet its performance competes 
with the most complex classifiers in the literature and it is placed among the top 10 
methods in data mining.  
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The core of this method depends mainly on measuring the distance between the test 
examples and the training examples and the classification is produced based on how 
many data points of each class are closest to the test sample. Therefore, the performance 
will depend greatly on the type of distance measurement used25. KNN is simple but 








Fig.3 | How the KNN classifies, the triangles and the squares represent different classes. In this case the new data 
point will probably be classified as triangle, since more points are closer. By Abu Alfeilat et al25. 
In KNN, the hyperparameters to be tuned would be the distance metric, for instance the 
Minkowski distance, a very used and generalized metric defined as25: 




            (𝐸𝑞. 1) 
where P is a positive number and also a hyperparameter, or the Canberra distance 
presented as25: 





          (𝐸𝑞. 2) 





Linear models are also one of the simplest algorithms and the concept behind them is 
very easy to understand. It is the linear relationship between one or more features (X) 
and one dependent label26 (Y) and although most of the time they are used for regression 
tasks, there are variants such as the implementation of Ridge Classifier from Scikit-learn 
that can be applied in classification tasks by transforming the binary classes into {-1,1} 
and treating it as a regression problem27. 
𝑌 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑖𝑋𝑖           (𝐸𝑞. 3) 
The hyperparameter to be tuned, in Ridge Classifier is α, which penalizes the size of the 
coefficients βi. 
Again, there are no clear answers on which algorithm is the best, so usually, several 
different models are trained simultaneously and compared or even combined. 
6. PERFORMANCE EVALUATION 
As a result of the previous step, several models will be trained but the final goal is to be 
able to predict the class of future incoming samples as accurately as possible, so logically 
metrics to measure, compare and identify the best performing models are essential. 
Let’s start by defining the 4 fundamental quantities in classification that are the basis for 
all the metrics.  
▪ True negatives (TN): The number of predicted negatives that are truly negative 
▪ True positives (TP): The number of predicted positives that are true 
▪ False positives (FP): The number of predicted positives that are negative 
▪ False negatives (FN): The number of predicted negatives that actually are positive 
From the above quantities we can define the metrics most used in the literature such as: 
• Accuracy: the proportion of correctly classified simples28:  
𝑎𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁
𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃 + 𝑇𝑁
            (𝐸𝑞. 4) 
Accuracy: worst value= 0, best value = 1 
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• Precision: The proportion of true positives in all the predicted positives28 
𝑃𝑟 =  
𝑇𝑃
𝐹𝑃 + 𝑇𝑃
          (𝐸𝑞. 5) 
Precision: worst value= 0, best value = 1 




                  (𝐸𝑞. 6) 
Recall: worst value= 0, best value = 1 
• F1: a combination of precision and recall28 
𝐹1 =  
2 ∗  𝑃𝑟 + 𝑅𝑒
Pr + 𝑅𝑒
             (𝐸𝑞. 7) 
F1: worst value= 0, best value = 1 
• Matthews correlation coefficient (MCC): It is only high when negative and positive 
classes are well identified so it serves as a general measure of the quality of a 
model13. 
𝑀𝐶𝐶 =  
𝑇𝑃 ∗  𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁
√(𝑇𝑃 + 𝐹𝑃) ∗ (𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑁)
              (𝐸𝑞. 8) 
 
MCC: worst value= -1, best value = 1 
Apart from comparing the performance of the predictions on testing samples, the trained 
models should also predict on samples used for training because if the metric scores are 
not equal or higher than those of the training samples, it would mean that the classifier 
has overfitted and cannot perform as well for samples other than the training.   
7. APLICABILITY DOMAIN 
Now that the best models have been chosen because of their high scores in different 
metrics, a new platform or a new technology can be built around them. However, the 
reliability of the predictions is limited. There is a restriction on the applicability of the model 
to those samples that are similar enough to the training samples, because otherwise it 
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would be predicting something that it has not seen and fitted before so logically its 
prediction on that data would not be trustworthy.  
This limitation is the applicability domain29 and as a consequence, any dissimilar data 
should be filtered out before applying the new technology. 
The focus of this project 
Now, let’s focus on the research we are aiming at here. This specific study can be seen 
as a continuation of another project that the group was involved in where the goal was to 
find the determinants of esterase promiscuity.  
Esterases, which catalyze the hydrolysis of ester bonds, are very relevant industrially and 
are involved in many applications such as the synthesis of chiral drugs for 
pharmaceuticals or the production of various acids that are widely used in food, beverage, 
perfumes industries and so on30. Thus, the identification of newer and more promiscuous 
ester hydrolyses might have a positive impact on society. 
R-COOCH2-R   R-COOH + OH-CH2-R 
 
 
To assess the substrate range of the 145 diverse esterases31 generated during the 
previous project, a customized library of 96 different esters, consisting of mostly aromatic 
and alkyl esters,  were used.  
After correlating the specificity of the enzymes with structural analysis of their catalytic 
center, it was found that the active site’s effective volume, which is the active site cavity 
volume corrected by the relative solvent accessible area (cavity volume/SASA), was able 
to identify with a 94% accuracy those esterases with activity for 20 or more substrates31. 
Nevertheless, this method requires 3D structures that are difficult to obtain which greatly 
reduces its applicability. As an alternative, it was proposed to generate a model that could 
predict promiscuity based solely on sequence information since it is known that the 
primary structure of a protein greatly determines its 3D structure.       
Esterases + H2O 
ester acid alcohol 




The main goal of this Master Thesis is: 
✓ To generate a machine-learning based prediction model of esterases promiscuity 
based on sequence information alone by using the experimental data produced in 
the other project31, while alleviating the scarcity problem of developed technologies 
that can predict enzyme’s industrial fitness. 
 
▪ A simple binary classifier will demonstrate that it is possible to generate a 
model using the mentioned dataset and the features extracted. 
 
▪ A multi-classifier will provide finer predictions and might be preferred over 







As stated before, this project can be treated as a continuation of a previous study on 
esterase promiscuity, thus the dataset employed is the same and it is formed by 145 
phylogenetically, environmentally and structurally diverse microbial ester hydrolases, plus 
2 commercially available esterases with an average pairwise sequence identity of 
13.7%31.  
• For the classification, the dataset was separated into 2 classes, taking as threshold 
20 substrates; promiscuous if it was able to hydrolyze 20 esters or more and non-
promiscuous if less, yielding 67 promiscuous or positives and 80 negatives. 
• For the multi-classification, the dataset was split into 3 classes, 30 substrates or 
more was considered highly promiscuous, less than 30 but more than 10 substrate 
as moderately promiscuous and less than 10 as non-promiscuous according to the 
same definitions in the study31, as a result 32, 71 and 44 samples ended up in 
each class respectively.      
 
2. FEATURE EXTRACTION 
2 webservers Possum16 and ifeature32 were used to extract evolutionary information and 
physicochemical properties, respectively, from the protein sequences. 
iFeature 
iFeature is capable of generating 53 different types of descriptors, from which 32 features 
types were extracted resulting in a total of 4.662 number of features or dimensions, the 
rest of feature types were discarded because they can only be applied to sequences of 






Table 1 | The features extracted from iFeature32 used in this project 
 
Possum 
Possum is a server that generates features based on the PSSM profiles of each protein 
by applying different matrix transformations to make it length independent. 18 features, 
all the default features, were extracted and 4 more by varying the default values resulting 
in 18.730 dimensions. 
 Table 2 | Features extracted from possum36 







smoothed-PSSM window size (5) 
smoothed-PSSM window size (7) 
smoothed-PSSM window size (9) 
PSSM-composition 
iFeaure descriptors definition 
Grouped amminoacid composition 
aa composition and its variants are the % of each aa, dipeptide, 
tripeptide in the sequence33. Grouped dipeptide, tripeptide composition 
K-spaced aa group pairs composition 
Moran Autocorrelation 
It describes the correlation between 2 aa in terms of 8 aa properties33 Geary Autocorrelation 
Normalized Moreau-Broto Autocorrelation 
Composition The 20 aas are divided into 3 groups for each of the 7 properties 
considered and then it looks the class composition, how frequent are 




Conjoint triad It clusters 20 aa into 7 classes, it treats tripeptides as an unit and 
counts the frequency of each unit in the sequence34. K-spaced conjoint triad 
Sequence-order coupling number It can be used to represent aa distribution patterns of a specific 
physicochemical property along a protein33 Quasi sequence order 
Pseudo-aa-composition 
It counts the composition of the aa in the sequence, but it adds a 
coupling term to not lose order information of the aa35. 
Amphiphilic Pseudo aa composition 









Mixed of row and column transformations 
EDP 
Pse-PSSM (ξ = 1) 
Pse-PSSM (ξ = 2) 






3. DATA CLEANING, SHUFFLING, SPLITING AND SCALING 
Cleaning 
After generating the features, some cleaning was needed because many columns had 







As a result, 4.662 iFeature features and 18.730 possum features were reduced to 2.572 
and 14.601 features respectively.  
Shuffling, splitting and scaling 
The dataset was shuffled and split together using the train_test_split (TTS) class in scikit-
learn, the python’s default machine learning library and the features scaled in the range 




Notably, the shuffle and split strategies were different for binary and multi-classification. 
For the former only one major split using the mentioned class was performed and slightly 
different train/test sets generated by changing the random state variable within the 
function (Fig 1. A). For the multi-classification, however, besides the previous approach, 
2 more systems were tested: 
a) By combining TTS class and the Kfolds class in scikit-learn, the 2 schemes 
depicted in Fig 1, A and B, were merged. The dataset was first split using TTS, 
with 1 random state, and then the resulting training set was further split into 6 
train and non-overlapping test sets with Kfolds. 
b) In approach B, TTS was omitted, and the dataset was first shuffled using the 
Shuffle class in scikit-learn, then split with Kfolds, essentially it would be a 
nested cross-validation (Fig 1. B). 
In regard to outlier detection, PyoD19 was the library used to recognize the abnormal 
samples from the distribution of the features. This library contains a comprehensive set 
of more than 20 different algorithms, some based on machine learning, from which 6 were 
selected arbitrarily and the results summed together to find those predicted to be outliers 
most of the time. 
Table 3 | Definitions of the different outlier detection algorithms used37 
Outlier models Definitions 
KNN (K nearest 
neighbours) 
For a sample its distance to its kth nearest neighbor could be viewed as the outlying score 
ABOD (Angle based 
outlier detection) 
The variance of its weighted cosine scores to all neighbors could be viewed as the outlying score 
CBLOF (Clustering 
Based Local Outlier 
Factor) 
It generates clusters and decides if it is an outlier based on the size of the cluster the point 
belongs to as well as the distance to the nearest large cluster 
LOF (Local Outlier 
Factor) 
It measures how isolated the sample is with respect to the surrounding neighborhood 
IForest 
(IsolationForest) 
It has a tree structure; it detects anomalies by noticing those samples that are easily split at the 




It detects anomalies by building histograms around the samples and those out of the boundary 
are anomalies. 
Feature Bagging 
It is a meta estimator that fits a number of base detectors (LOF) on various sub-samples of the 




4. FEATURE SELECTION AND MODEL TRAINING 
Even with the cleaning, the number of original features remained exceedingly high, a total 
of 17.173 dimensions, therefore selection was needed to avoid overfitting. 
5 libraries were used ITMO_FS(1)38, Boruta(2)39, Scikit-feature(3)40 , Scikit-learn(4) 
and XGBoost(5)41 to implement 10 different feature selection methods. 
• Statistical-based filters: (1) Chi square, (4) fisher score  
• Information theory-based filters: (1) Information gain (IG), (3) MRMR (minimum 
redundancy maximum relevancy), CIFE (conditional infomax feature extraction), 
(4) mutual information  
• Wrapper methods: (4) RFE (recursive feature elimination) combined with a linear 
model Ridgeclassifier or SVM 
• Embedded methods: (2) Boruta, (4) Random forest (RF), (5) XGBoost 
Binary classifier 
For binary classifiers, each of the stated methods was performed independently for the 2 
families of features and combined afterwards. The total number of dimensions was 
reduced to 70 features, 30 iFeatures and 40 possum,  which is less than a ½ of the 
number of samples, a proportion that was proven to decrease overfitting14.   
The reason why possum features were given more importance was that many 
authors16,42,43 seemed to claim that evolutionary information was more informative. In 
addition, the study; where the dataset came from, proved that phylogeny could be an 
indicator of promiscuity31. 
Moreover, with the intent of decreasing even further the complexity of the models, new 
feature subsets were constructed by subtracting 10 features (5 iFeature and 5 possum) 
each time from the initial feature set, until 20, resulting in 10 (filters) X 6 (numbers) total 
feature sets. 
Each of these sets were then used to train each of the 3 learning algorithms with 5 
different random states in the case of Ridge Classifier and SVM while in the case of KNN, 
a preprocessing step of the scaled features using Neighbourhood Component Analysis 
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(NCA) function in scikit-learn was added or omitted to compare their difference44, 
yielding a total of 720 trained and tuned models. 
(2 𝑠𝑣𝑚 𝑎𝑛𝑑 𝑟𝑖𝑑𝑔𝑒 ∙ 5 𝑟𝑎𝑛𝑑𝑜𝑚 𝑠𝑡𝑎𝑡𝑒𝑠 + 2 𝑘𝑛𝑛 𝑎𝑛𝑑 𝑁𝐶𝐴) ∙ 60 𝑠𝑒𝑡𝑠 = 720 𝑚𝑜𝑑𝑒𝑙𝑠    (𝐸𝑞. 9) 
Multi-classifier 
For multi-classifiers, besides the previous selection strategy that generates 720 models, 
2 more splitting and selection methods were tested as mentioned before:  
a) For the splitting approach A, features from the 2 families were first combined and 
then selection was applied afterwards, and again new feature subsets were 
constructed using the same idea from the first strategy. However, this time the 
process was repeated for each of the splits generated by Kfolds, returning a total 
of 6 (folds) X 9 (without Boruta selection) X 6 feature sets. 
The subsets were used to train each of the 3 algorithms and an additional 
preprocessing step for KNN which generates a total of 1296 models 
4 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠 + 𝑁𝐶𝐴 · 324 𝑠𝑒𝑡𝑠 = 1296 𝑚𝑜𝑑𝑒𝑙𝑠        (𝐸𝑞. 10) 
b) For approach B, TTS were omitted but the rest remains the same with the 
difference that more data were available for the train/test sets of each fold. Again, 
at each of the 6 folds, 54 features subsets were generated and then used to train 
the algorithms yielding a total of 1296 models. 
A remark, that is unrelated but relevant, should be made about the features used to detect 
outliers. It was possible to utilize the original features but, in this case, the selection 
strategy in binary classifications was applied to generate 60 different feature sets for both 
the binary and multi classifications.  
Then they were used for outlier detection and once the outliers were eliminated, the 
selection strategies were applied again on the original features since their presence can 
affect the selection. 
As a result, 5 outliers were eliminated during the training of binary classifiers and 4 outliers 



























6 feature sets 
4 subtractions 
Repeated 6 times by the 


















Filter 1 Filter 1 






6 feature sets 
4 subtractions 
Performed only for 
one of the random 
states 
Fig 5 | Feature selection strategies. A) represents the selection approach for binary classification, a total 
of 60 feature sets are generated on 1 random state, in the other states the models are trained using the 
same features. B) represents the feature selection strategy for the multi-classification, it is the same for 
both splitting approaches but, the difference is that there are more samples available for feature selection 
in the splitting approach b).  
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Results and discussion 
BINARY CLASSIFICATION 
Following the split, feature selection and training strategies explained in the methodology 
section, 60 feature sets and 720 binary models were generated and compared using all 
the metrics described in step 6 of the introduction to find the subset that produced the 
best performing models for each algorithm.  
The following criteria were used to identify the optimal feature sets: first the overall MCC 
and the number of dimensions, the fewer the better as it reduces the complexity of the 
models, and then by the precision score of class 1, those considered promiscuous. 
Only these 2 metrics are presented because they are the most informative for this project. 
The overall-MCC represents how well the TN and TP are identified, so a general measure 
of the model’s performance.  
It is preferred over F1 because it takes into consideration the effects of class imbalances13 
in the dataset. Additionally, class 1 precision assesses how reliable are the predictions, 
allowing to identify promiscuous new enzymes, the ultimate goal of this project. 
Surprisingly, there was a single feature set, filtered using Chi squared and further purged 
into 20 dimensions (chi-20), that performed the best in SVM and Ridge, independently of 
the random states as displayed in table 4 and 5.  
Unlike the others, KNN had the best precision scores while training with Random Forest 









Table 4 | Overall MCC and precision scores at different random states using chi-20 as input to an SVM, in addition to 
its hyperparameters  
 Hyperparameters Overall Class 1 
Random 
states 





20 RBF 0,31 0,91 0,57 0,50 0,79 0,77 
40 RBF 0,61 0,91 0,59 0,51 0,772 0,89 
70 RBF 0,61 0,61 0,60 0,47 0,769 0,83 
80 RBF 3 0,31 0,68 0,56 0,825 1 
90 RBF 0,91 0,31 0,62 0,54 0,804 1 
 Mean 0,61 0,52 0,79 0,89 
 Standard deviation (std) 0,04 0,03 0,02 0,10 
 
Table 4 shows that SVMs would be a good choice as the prediction model for esterase 
promiscuity, since both the overall test MCC and precision scores are considerably high, 
with a mean around 0.61 and 0.9 respectively, and consistently superior than the training 
scores, with a mean around 0.52 and 0.8 respectively. This indicates lack of overfitting 
and it is true regardless of the train/test sets examined here, except for the first random 
state where the training precision is slightly superior than the test precision.  
With regards to the best performing hyperparameters there is a clear preference for the 
gaussian type kernel function, RBF (radial basis function), where the distance between 
all samples is rescaled according to its width or variance and where higher variances 
leads to smaller distances between samples24.  
In addition, there is also a tendency towards smaller values of gamma and C. Gamma, 
being a parameter of RBF, controls the width of the gaussian and it is the inverse of the 
variance24, which means smaller values will lead to gaussians with higher width and 
samples that are further away in the feature space to appear more similar. Regarding C, 






Table 5 | Overall MCC and precision scores at different random states using chi-20 as input to a Ridge Classifier, in 
addition to its hyperparameters. 
 Hyperparameter Overall Class 1 
Random states α Test MCC Train MCC Train Precision Test Precision 
20 8 0,64 0,55 0,85 0,83 
40 3 0,68 0,54 0,82 1 
70 5 0,60 0,53 0,83 0,83 
80 0,51 0,68 0,54 0,82 1 
90 2 0,62 0,56 0,84 1 
 
Mean 0,64 0,54 0,83 0,93 
std 0,03 0,010 0,01 0,09 
 
Similarly, the Ridge linear model could also be used to predict promiscuity because of the 
same reasoning as in SVM, and might even be preferred over the previous one due to 
higher mean performances, 0.64 for MCC and 0.93 for precision, and lower deviations as 
evidenced in table 5. However, in this case there is no clear tendency with the α 
hyperparameter.  
KNN 
Table 6 | Overall MCC and precision scores for both class 1 and class 2 using RF-30 with different processing steps 
as input to a KNN, in addition to its hyperparameters. 
 Hyperparameters Overall class 1 





NCA 3 3 Minkowski 0,71 0,94 1 0,84 
no-NCA 7 5 Minkowski 0,78 0,63 0,87 0,91 
 
Finally, KNN, if trained using RF features, would also be a great option as a prediction 
model, with a test MCC of 0.78 and test precision of 0.91. No NCA preprocessing seems 
to be needed since it causes overfitting as indicated by the scores of the training samples 
being superior than the test samples.  
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Regarding the hyperparameters, the Minkowski distance with a p = 3 and 10 neighbours 
seems to be the optimal choices. 
It is hard to tell if KNN performs better than the others merely by looking at this one score, 
even though it is much higher than the others specially regarding the overall MCC and 
further studies, possibly experimental verification, might be required to discern which one 
is better. It might even be preferable to combine the 3 algorithms together into a single 
predictor and classify via a voting system. Such procedure should reduce the error and 
increase precision, given that an esterase would only be considered promiscuous if 2 or 
model models predicts so.  
MULTI-CLASSIFICATION   
In multi-classification more strategies needed to be tested because, by applying the 
binary strategy, it became clear that no feature set were able to generalize for all the 
random states considering that, for some of them, training MCC scores were higher than 
the test MCC scores, a clear indication of overfitting. 
After speculating about the source of the problem, it was theorized that maybe the feature 
selection should be performed with the features from the 2 web servers combined (Fig. 5 
B). Such a set up would facilitate the selection methods to consider the most important 
features from the whole set and not only a part of it.  
In addition, it was thought that feature selection should also be performed at each cross-
validation round or fold (Fig. 5 B), unlike in binary classification where it was only 
performed at one random state and used for the rest of the states (Fig. 5 A).  
Because, by combining the models generated at each fold with different features into a 
single predictor, it would potentially be the same as having 1 feature set that can 
generalize to all random states. In consequence the splitting approach A and feature 
selection strategy B was implemented, however the results were not satisfactory. There 
were still some folds that had training MCC scores higher than the test MCC scores for 
all the subsets generated.   
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After some considerations, It was hypothesized that the first train/test split in splitting 
approach A  might had been the problem since it was reducing the samples available for 
testing and training of an already small dataset, from 120 and 23 samples for training and 
testing respectively to 102 and 20 samples. However, it was desirable to reserve a test 
set to compare the performance of individual models with that of the single predictor.  
Consequently, strategy B was developed and implemented for the 3 algorithms and 
finally, positive results were returned although only for KNN as seen in table 7. The 
criteria for choosing the best performing models and feature subsets are similar than in 
binary classification with the addition of the precision of a class 2, those highly 
promiscuous.   
KNN 
Table 7 | Overall MCC and precision scores of class 2 and class 1 for different KNN models and feature sets, in 
addition to its optimal hyperparameters. 
 
As displayed, the overall MCC is consistently higher for the testing samples, with a mean 
score of 0.63, a demonstration of the models’ general performance. Nevertheless in the 
case of precision, even though the mean testing scores for class 1 and class 2, 0.77 and 
0.76 respectively, surpass those of the training samples, there are splits where that is 
untrue, for example the precision of class 2 in split 2. A s results, standard deviation is 
high, around 0.25.  However, each of the splits should be treated independently, because 
they are unrelated models using different feature sets, so the individual scores might be 
more informative.  
 Hyperparameters Overall Class 2 Class 1 












NCA 9 1 Canberra 0,49 0,46 0,66 0,64 0,84 0,63 
1 RFE-20 No-NCA 3 2 Minkowski 0,67 0,64 0,71 0,67 0,81 0,72 
2 IG -50 NCA 8 1 Minkowski 0,63 0,40 0,33 0,58 0,92 0,63 




no-NCA 10 1 Minkowski 0,58 0,40 1 0,77 0,66 0,65 
5 RFE-20 NCA 5 1 Canberra 0,81 0,77 1 0,87 0,72 0,80 
 
Mean 0,63 0,54 0,76 0,71 0,77 0,69 
std 0,10 0,14 0,25 0,10 0,11 0,06 
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Despite this, it is still a major improvement compared to the results from strategy A, where 
testing MCC scores for some splits were lower than those of the training sets. This shows 
the importance of the size of the dataset specially for a multi-classifier since the samples 
available for each class is smaller in comparison to a binary classification.      
Concerning the hyperparameters, there is a tendency for higher numbers of K or 
neighbours probably because of the low similarity between the samples, in addition to a 
preference for the Minkowski distance and smaller numbers of P. Regarding NCA 
preprocessing, it is only preferable in certain splits.   
With respect to why only KNN succeeded, the most logical answer would be that the 
algorithm’s biases were favorable in this case. However, if more samples were provided 
for each class, the other algorithms would, likely, perform well too similarly as in binary 
classification. 
As a side note, the same strategies from both binary and multi-classification were applied 
to phosphatases to see if they were transferable, because in the case they are, it would 
potentially mean that the results could be replicated for all the other industrially interesting 
enzymes. Nevertheless, none of the approaches tested here were reproducible in 
phosphatases (results not shown) probably due to the dataset composition.  
Unlike the esterases, where the majority of the samples share little sequence similarity, 
in the phosphatase’s dataset, there are clusters of samples that share more than 40% of 
sequence similarity but less than 40% if they are from different clusters. In addition, there 
is one or two clusters that contain most of the samples leaving the others scattered around 
the other clusters45.  Thus, proving the importance of the dataset for any machine learning 
project, although there might be other causes to this issue such as that the features used 
are not suited for phosphatases, even though is already a very thorough list.  
Still, the fact that different algorithms were successfully trained in binary classifications 
for esterases implies that promiscuity might be a property that can be deduced from the 
sequence, given the right dataset. This possibility opens a new avenue that might make 




In conclusion, the objectives set up for this thesis were accomplished satisfactorily. For 
the binary classification all the 3 algorithms tested were successfully trained and achieved 
relatively high mean precision and MCC scores individually. 
In contrast, for multi-classification only KNN models were generated without overfitting, 
probably, due to the fact that the design of the algorithm was more suited in this case. 
Nevertheless, it has achieved acceptable mean test performances, 0.63 ± 0.2 for MCC, 
0.77 ± 0.22 for precision of class 1 and 0.76 ± 0.50 for precision of class 2 despite having 
less samples per class. Overall, having a sequence predictor for promiscuity in hydrolases 
will introduce a significant boost in future enzyme bioprospecting. 
Future perspectives 
The project is not finished, there are still several tasks left by the time of the writing, such 
as building the single predictor from all the binary classifiers or the single multi-classifier 
from all the KNN models. 
Preliminary results suggest that the ensemble of binary classifiers can produce a MCC 
score of 0.76 in the test set compared to the mean score of 0.67 ± 0.09 of the 3 separate 
models, thus demonstrating that the ensemble learner can indeed produce better results. 
In addition, the identification of the applicability domain of the models is also an essential 
step to be developed in the future if they are to be used for making predictions on 
uncharacterized esterases. Moreover, the performance of the predictors needs to be 
verified by experimental data and models retrained if they differ substantially.  
Finally, esterases are the first enzymes of industrial interest tested in this project but 
eventually, the group’s interest would be to extend the process to other enzymes such as 
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