A novel statistical approach is undertaken for the adaptive estimation of the gain and bias nonuniformity in infrared focal-plane array sensors from scene data. The gain and the bias of each detector are regarded as random state variables modeled by a discrete-time Gauss-Markov process. The proposed Gauss-Markov framework provides a mechanism for capturing the slow and random drift in the fixed-pattern noise as the operational conditions of the sensor vary in time. With a temporal stochastic model for each detector's gain and bias at hand, a Kalman filter is derived that uses scene data, comprising the detector's readout values sampled over a short period of time, to optimally update the detector's gain and bias estimates as these parameters drift. The proposed technique relies on a certain spatiotemporal diversity condition in the data, which is satisfied when all detectors see approximately the same range of temperatures within the periods between successive estimation epochs. The performance of the proposed technique is thoroughly studied, and its utility in mitigating fixed-pattern noise is demonstrated with both real infrared and simulated imagery.
INTRODUCTION
Modern imaging systems are ubiquitous in a wide range of military and civilian applications including thermal imaging, night vision, surveillance systems, astronomy, fire detection, robotics, and spectral sensing and imaging. 1 At the heart of most modern imaging systems is the focalplane array (FPA), which consists of a mosaic of detectors positioned at the focal plane of an imaging lens. However, the performance of FPAs is known to be strongly affected by the spatial nonuniformity in the photoresponse of the detectors in the array, also known as fixed-pattern noise, which becomes particularly severe in mid-to far-IR imaging systems. Despite the advances in detector technology in recent years, detector nonuniformity continues to be a serious challenge, degrading spatial resolution, radiometric accuracy, and temperature resolvability. Moreover, what makes the nonuniformity problem more challenging is the fact that spatial nonuniformity drifts slowly in time; thus a one-time factory calibration will not provide a permanent remedy to the problem.
Nonuniformity correction (NUC) techniques are categorized into two classes, namely, calibration-based and scene-based techniques. In the commonly used two-point calibration technique, 2 for example, the normal operation of the FPA is halted as the camera images a uniform calibration target (typically, a blackbody radiation source) at two distinct and known temperatures. The gain and the bias of each detector are then calibrated across the array so that all detectors produce a radiometrically accurate and uniform readout at the two reference temperatures. Scene-based correction algorithms, on the other hand, do provide significant cosmetic NUC without the need to halt the camera's normal operation; however, this convenience comes at the expense of compromising radiometric accuracy. Scene-based techniques typically use an image sequence and rely on motion (or changes in the actual scene) to provide diversity in the scene temperature per detector. This temperature diversity, in turn, provides a ''statistical'' reference point, common to all detectors, according to which the individual detector's responses can be normalized.
In recent years, a number of scene-based NUC techniques have been reported in the literature. Narendra and Foss 3, 4 and, more recently, Harris and Chiang [5] [6] [7] developed algorithms that continually compensate for bias and gain nonuniformity by using the constant-statistics assumption. This assumption postulates that, in time, the mean and the standard deviation of the irradiance flux become the same for every detector. Under this assumption and by employing a linear model for the detector response, they showed that the mean and the standard deviation of each detector's readout signal can be regarded as its bias and gain, respectively. Scribner et al. 8 proposed a least-mean-square-error technique that resembles adaptive temporal high-pass filtering. By adjusting the time constant of the filter, their algorithm was used to reduce the spatial noise caused by bias nonuniformity (the gain correction was performed separately). A neural-network implementation of the adaptive leastmean-square-error algorithm was also developed by Scribner et al. 9, 10 O'Neil, 11 Hardie et al., 12 and Hepfer et al. 13 developed NUC techniques that rely on the fact that detectors that record the same scene point at different times should have the same response. For example, O'Neil uses frames of data produced by dithering the detector line of sight between consecutive frames in a known pattern. In contrast, the technique developed by Hardie et al. does not assume deterministic motion but instead uses a motion-estimation algorithm to trace the true scene value at a particular location and frame along a motion trajectory of pixels. Hayat et al. 14 developed a statistical algorithm that relies on a key assumption that, in time, all detectors in the array are exposed to the same range of irradiance, which is further modeled by a uniformly distributed random variable with a constant range. Recently, Ratliff et al. 15 developed an algebraic (nonstatistical) scene-based NUC technique that does not rely on any statistical or scene-diversity assumptions about the scene temperature. The algorithm utilizes estimates of interframe subpixel motion and a linear interpolation model for image motion to unify the biases of the detectors.
A key limitation of all the scene-based NUC techniques published to date is that they do not exploit any temporal statistics of the drift in the nonuniformity. As a result, each time that a drift occurs, a full-scale NUC is performed, a process that may be greatly simplified and improved if statistical knowledge on the nature of drift is exploited, especially in cases where the drift is small. In this paper, we regard the gain and the bias of each detector as state variables modeled by a Gauss-Markov random process. We use this model to develop a Kalman filter that updates the estimates of the gain and the bias of each detector in the FPA. In our formulation, the input to the Kalman filter is a sequence of fixed-length vectors of detector readout values, representing a block of frames over which no significant drift occurs in the detector's gains and biases. As drift occurs and a new vector of observations arrives, the Kalman filter updates the estimates of the gain and the bias of each detector. This paper is organized as follows. The GaussMarkov model for the gain and the bias, along with the output model, is given in Section 2. In Section 3, the Kalman filter is derived, and its computational efficiency is discussed. In Section 4, the proposed technique is applied to simulated data, and its performance is evaluated. In Section 5, the technique is applied to real infrared (IR) data. The conclusions are given in Section 6.
MODEL
In this paper, we adopt the commonly used linear model for the detector response. 1 For each detector in the array, vectors of readout values are considered, corresponding to a series of blocks of frames for which no significant drift in the gain and the bias occurs in each block. For the kth block of frames, the output of the ijth detector in the nth frame is approximated by
where A k ij and B k ij are, respectively, the gain and the bias associated with the ijth detector in the kth block of frames and T k ij (n) is the average number of photons collected by the ijth detector in the nth frame. The term V k ij (n) represents the additive temporal readout noise associated with the ijth detector in the nth frame. Now, for the ijth detector, the observation vector corresponding to the kth block is 
Equivalently, X k can be regarded as the conditional expec-
To obtain the above MMSE estimate in a Kalman-filtering setup, we need two mathematical models, namely, Eq. (1) the state equation model, which characterizes the dynamics of the gain and the bias (i.e., the Gauss-Markov model), and Eq. (2) the observation model, which is an extension of the model presented in Eq. (1). We now develop these two models.
A. State Equations for the Gain and the Bias
Motivated by the fact that the drift in the gain and the bias occurs slowly in time (i.e., from one block of frames to another), we wish to think of the gain and the bias at the (k ϩ 1)th block as a random perturbation of the gain and the bias in the kth block. In the context of GaussMarkov processes, we may express this perturbation model by representing the state vector X k with the following autoregressive model:
where
is called the state transition matrix and
͔Ј contains the driver noise sources for the gain and the bias, respectively. The parameters 0 р ␣ k Ͻ 1 and 0 р ␤ k Ͻ 1 are chosen according to the magnitude of the drift between times k and k ϩ 1. The driver noise processes associated with the gain and the bias are each assumed to be white, Gaussian, and mutually uncorrelated. The cross covariance of the two-dimensional driver noise process W k is therefore given by
where W k
2 and W k
2 are the variances of the driver noise for the gain and the bias, respectively. The assigned val-ues of these variances, however, will play a key role in the evolution of the fixed-pattern noise and must be handled delicately. In the above model, it is important to ensure that the stochastic mechanism for the gain and bias drift does not lead to any long-term changes in the dynamic range of the detector's readout values. More precisely, although the gain and the bias are allowed to drift randomly, we should maintain that the net drift is zero on average. Thus we require that the mean of the state vector X k be constant with respect to k. In particular, if we assume that ␣ 0 ϭ ␣ 1 ϭ¯ϭ ␣ k ␣ and ␤ 0 ϭ ␤ 1 ϭ¯ϭ ␤ k ␤, a simple calculation shows that the stationary-mean requirement translates into the following condition:
The mean initial gain and bias, Ā 0 and B 0 , are assumed to be known and common to all detectors. They can be taken as the nominal gain and bias values for the FPA provided by the manufacturer. Finally, although the drift in the gain and the bias changes the fixed-pattern noise, it should not alter its severity. Hence the GaussMarkov model given by Eq. (4) must also have a stationary variance. The variances of the driver noise sources are therefore derived under the requirement that
With these requirements and by using the assumption that the gain and the bias are uncorrelated, one can show that the variances of the driver noise sources at the kth observation vector time are determined in terms of the correlation parameters and the initial variances. In particular, for k у 0,
where A 0 2 and B 0 2 are the variances of the gain and the bias at k ϭ 0, respectively, representing the initial gain and bias in the FPA, and they are assumed to be known.
B. Observation Model for a Block of Frames
We can write the observation vector Y k compactly as
where H k denotes the observation matrix, given by
͔Ј is the readout noise vector for the kth block.
As indicated in Section 1, we will adopt the constantrange assumption.
14 (The constant-range requirement, along with its predecessor, the constant-statistics requirement, [3] [4] [5] [6] [7] has been shown to serve well as statistical reference points providing a common baseline according to which the gain and bias nonuniformity in detectors is compensated.) Namely, for each block of frames (the kth, say), we will assume that the average number of photons T ij (n) in the block in any detector (i, j) is an independent sequence of uniformly distributed random variables in the range ͓T k min , T k max ͔, which is common to all detectors and frames within the block. Our experience indicates that the constant-range condition can be satisfied, for example, in the presence of adequate motion (global or local), as shown in the examples to come. For simplicity, it is also assumed that the observation noise term sequence ͕V ij (n)͖ is white and independent of the signal sequence ͕T ij (n)͖ with the covariance matrix
where I l k is the l k ϫ l k identity matrix and V k 2 is the variance of the additive observation noise in the kth block time, which is assumed to be known. With the above stochastic dynamical model [described by Eqs. (4) and (10)] at hand, we proceed to obtain a Kalman filter to recursively (in terms of blocks of frames) estimate the gain and the bias in each detector.
RECURSIVE ESTIMATION OF THE GAIN AND THE BIAS
In this section, we present a recursive linear MMSE filter for the estimation of the system state X k given Y 1 ,..., Y k . The Kalman filter is derived following the general procedure given in Refs. 16-18, which is based on the orthogonality principle (2) [or, equivalently, based on the conditional expectation given in Eq. (3)]. The derivation can be outlined in four main steps: (1) derivation of the predictor estimate of the state vector, (2) derivation of the predictor estimate of the observation vector, (3) derivation of the Kalman gain, and (4) derivation of a recursive equation for the error covariance matrix. The special structure of the observation matrix, given in Eq. (11) , and the fact that it is stochastic will play an important role in steps 2 and 3. These two steps involve performing certain nonstandard calculations, which are included in Appendix A. The calculations involved in the remaining steps are straightforward, and the details are omitted. The final results are given below.
A. Kalman Filter
For the kth block (k у 1) and each detector, the MMSE estimate X k , given the data vector Y k in the block, is computed iteratively by using the relation
where X k Ϫ is called the predictor estimate, defined as
.., Y kϪ1 ͔, and can be iteratively computed by using
where ⌽ kϪ1 and M kϪ1 are given by Eqs. (5) and (7), respectively. The (2 ϫ l k ) matrix K k is termed the Kalman gain matrix and can be computed by using
where R k is given by Eq. (12), and T 2 and the (l k ϫ 2) matrix H k are, respectively, the variance of the IR signal T and the mean of the observation matrix, which are given by
Finally, P k Ϫ is termed the a priori error covariance matrix, which is defined as
and can be evaluated iteratively by employing the relation
where the error covariance matrix P k , defined by
is updated by using the relation
where I 2 is the 2 ϫ 2 identity. Initial conditions. To execute the above iterations, we need knowledge of the initial conditions for the state estimator, the error covariance matrix, and the predictor estimate. These are given as follows:
where X 0 is given by Eq. (8),
and, finally,
where ⌽ 0 and M 0 are given by Eqs. (5) and (7), respectively.
As is the case in all Kalman estimators, the estimate X k is the sum of two terms: the predictor X k Ϫ , defined by Eq. (14), and a correction of the prediction, given by the second term on the right-hand side of Eq. (13) .
We conclude this section by indicating that in many practical cases that we have studied, the temporal readout noise is found to be approximately the same through all the detectors in the FPA and over blocks of frames. Also, we have found that it is quite possible that the range of input irradiance is invariant from block to block (i.e., T k max and T k min do not change with k). Under the above assumptions, the Kalman gain matrix K k , the error covariance P k , and the predictor error covariance P k Ϫ are all independent of k and also common to all detectors. These quantities can therefore be computed off line. In this situation, the on-line computations per detector and per block of frames include the predictor estimate X k Ϫ and the prediction correction term, which is given by the second term on the right-hand side of Eq. (13) . Hence the algebraic operations involved (per detector and per block of frames) are the product of a 2 ϫ 2 matrix and a 2 ϫ 1 vector, plus the product of a 2 ϫ l k matrix and an l k ϫ 1 vector.
APPLICATION TO SIMULATED DATA
In this section, the performance of the proposed technique is studied by using IR image sequences that are corrupted by simulated nonuniformity. For convenience and in all simulations, the mean gain is assumed to be unity and the mean value of the bias is taken as zero. The standard deviation of the temporal noise is considered fixed at unity. With these assumptions, blocks of simulated nonuniformity patterns with high, low, and moderate drift levels between consecutive blocks were generated (corresponding to various values of the Gauss-Markov parameters). Further, different levels of artificial nonuniformity were introduced in the simulated block of frames by varying the variance of the gain and the bias. One hundred trials of each case were generated, and each trial included ten blocks, each containing 3000 frames. The initial estimates of the bias and gain matrices were simply taken as the theoretical means (i.e., we initially assumed uniform initial gain and bias matrices). Two aspects of the performance are considered: (1) the ability of the Kalman filter to estimate the gain and the bias and (2) the use of these estimates to compensate for nouniformity noise in imagery. In this paper, the nonuniformity compensation is performed by simply subtracting the estimated bias from the data and dividing the outcome by the estimated gain. When such an operation is performed on a frame, we call the frame a corrected frame.
A. Performance Metrics
To study the performance of the Kalman estimator, we use the mean square error (MSE) for the gain and the bias, averaged over all detectors. More precisely, for the kth block, the MSE for the gain is defined as
where p and m are the number of rows and columns, respectively, in the FPA. The bias average error MSE B k , associated with the bias estimate B k , is defined similarly to Eq. (25). The NUC capability, on the other hand, is examined by means of three metrics that are commonly used in assessing the fixed-pattern noise in images. These metrics are the roughness parameter , the root mean square error RMSE, and the correctability parameter c. 1, 14, 19, 20 These parameters are defined below. For any image f, the roughness parameter is defined by
Ϫ ␦ i, j , respectively, ␦ ij is the Kronecker delta, ʈ f ʈ 1 is the l 1 norm of f, and * represents discrete convolution. Note that is zero for a uniform image, and it increases with detector-to-detector variation in the image. Moreover, since does not require the knowledge of the true image, it can be used as a measure of NUC in real IR data as well as simulated data. The RMSE and c parameters require the knowledge of the true scene (or irradiance). These two parameters are therefore applied in this paper to simulated data. The RMSE is defined by
where T ij and T ij are, respectively, the true IR signal and its estimate (i.e., the detector readout after NUC, namely, after subtracting the readout bias and dividing by the detector gain). (Note that for convenience we omit the blocktime subscript k and the frame number n from the signal T ij and its estimate.) Moreover, the RMSE can be similarly computed for the raw frame, which can then be compared with the RMSE value for the corrected frame. Finally, the correctability parameter is computed by using simulated flat-field (FF) data (namely, when all detectors see the same IR signal), and it is defined by
where V 2 is the variance of the temporal noise, which can be estimated by using the techniques given in Ref. 14 . total 2 is the spatial sample variance, given by
and Ȳ is the spatial sample mean of the raw frame. Note that total 2 combines the effect of the temporal noise of each detector as well as the spatial noise. A correctability less than unity indicates that the spatial noise is below the level of the temporal noise, which is a highly desirable outcome for any NUC technique. In particular, if c ϭ 0, the NUC is perfect, i.e., no spatial noise is present.
B. Dependence of the Performance on the Level of Nonuniformity and Drift
We studied two cases corresponding to situations where the fixed-pattern noise is dominated by either the gain or the bias nonuniformity. The performance in other cases was also studied, and we will provide comments as needed. Table 1 shows the empirical MSE in the estimates of the gain and the bias for high, low, and moderate levels of drift. (For brevity, we tabulate the results for only the first three blocks.) The standard deviations for the gain and the bias are 0.15 and 5, respectively, and the number of frames per block, l k , is 3000. It can be seen that the empirical MSE decreases with the decrease in the drift (i.e., as ␣ and ␤ increase). This is expected, since when drift is low (i.e., ␣ and ␤ are high), the blocks become more correlated and an estimate at k may use more of the information contained in the previous block. Moreover, our calculations show that, as expected, the error covariance matrix P k increases with the increase in the drift magnitude but is independent of the block index. This is consistent with our observation that the empirical MSE is nearly independent of k. Figures 1, 2 , and 3 show a frame of the block used as the true image sequence, the same frame including fixed-pattern noise, and the corrected frame, respectively. The parameters and RMSE, computed for the corrected and raw frames, demonstrate a reduction in the nonuniformity by a factor of 3 and 10, respectively.
Similar results were obtained when the fixed-pattern noise was generated primarily by the bias. For brevity, we present only part of the results. Figures 4 and 5 show the frame of Fig. 1 with nonuniformity generated mostly by the bias, and the corresponding corrected frame, respectively. The parameters and RMSE, computed for the corrected and raw frames, reveal a reduction in the nonuniformity by a factor of 12 and 20, respectively.
C. Dependence of the Performance on the Block Length
We tested the Kalman filter by using sequences of simulated data sets with different block lengths. The effect of sampling the frames (as opposed to taking the frames consecutively) was also studied. Sampling frames in time (in each block) generally speeds up the motion and brings about more diversity in the signal levels, which can be beneficial to the performance. Table 2 shows the RMSE performance parameter when the number of sampled frames is varied (the frame sampling was carried out in increments of ten samples). The standard deviations of the gain and the offset are 0.1 and 5, respectively, and the drift parameters are ␣ ϭ ␤ ϭ 0.95. It was found that when the number of sampled frames was in excess of 250 frames, the RMSE reached its minimum value, which was approximately equal to 5. We also observed that when the number of frames was less than 100 sampled frames per block, the Gauss-Markov model played a crucial role in improving the quality of the NUC from block to block, in which case the Kalman filter takes more advantage of the information contained in the previous block of frames. When frames were taken consecutively, on the other hand, the Kalman filter required approximately 1000 consecutive frames before reaching a RMSE close to 5. This example shows the advantage in efficiency and performance rendered when the frames are sampled. As an example, Figs. 6, 7, and 8 show the corrected images for the case of 50, 150, and 1000 consecutive frames, respectively. Note the artifacts at the bottom of the image in Fig. 6 (and, to a lesser degree, in Fig. 7 ), which result from the lack of statistical gray-value diversity within the 50 frames. This lack of diversity is causing the violation of the constant-range assumption.
D. Dependence of the Performance on the Temporal Noise
Traditionally, the methodology used to study the dependence of the performance of FPA systems on the temporal noise is based on the procedure proposed by Schulz and Caldwell, 20 and it involves the correctability parameter c.
The procedure involves implementing the NUC method under question with raw FF data and investigating the ability of the NUC technique in reducing the spatial noise to a level below the temporal noise. Here we follow the same procedure and apply the Kalman filter to sequences of 300 frames of simulated noisy (with both temporal and fixed-pattern noise) FF data. Several levels of temporal noise were considered, and each block of frames contained different levels of FF amplitudes in the gray-scale range 60-240. The results are tabulated in Table 3 for the case of the fifth block (k ϭ 5). The standard deviations of the gain and the offset are 0.15 and 5, respectively, and the drift parameters are ␣ ϭ ␤ ϭ 0.1. It can be seen that the proposed technique can reduce the spatial noise to a level slightly below the temporal noise when the standard deviation of the temporal noise is greater than 0.5. Therefore the so-called temporal-noise threshold, which in this case is a number valid for data sets formatted in the 8-bit gray-scale range, is 0.5. Also, note that the correctability parameter is lower in the middle of the FF range (e.g., gray level of 100). The dependence of the performance on the temporal noise was also studied in cases with different levels of nonuniformity noise. In general, the correctability parameter c follows a similar pattern to that in the case discussed here.
E. Sensitivity to Error in the Drift Parameters
When applying the Kalman estimator to real data, where the Gauss-Markov model parameters ␣ and ␤ are unknown, we must assume values for these parameters. To see the sensitivity of the Kalman estimator and the resulting NUC capability on errors in the selection of these drift parameters, we used simulated data, with ␣ ϭ ␤ ϭ 0.95, and examined the performance parameters MSE, RMSE, and as the estimator assumed erroneous parameters. Two cases were considered, comprising sampled and consecutive frames. In the case of sampled frames, sequences of blocks with 300 sampled frames were taken from blocks of 3000 in steps of 10. It was found that the MSE and the RMSE were not noticeably affected by the error in the parameters ␣ and ␤. This insensitivity is due to the fact that the sampling of frames enhances the Fig. 7 . NUC with 150 consecutive frames. Note the improvement in comparison with Fig. 6 ; however, some residual artifacts remain, again as a result of a minor violation of the constantrange assumption. 
Table 3. Correctability Parameter c as a Function of the Temporal-Noise Variance for Six Flat-Field Levels

Flat-Field Level
Correctability Parameter c effect of motion, which results in signal diversity. In contrast, when frames were taken consecutively, the performance of the Kalman filter was strongly affected by the errors in the drift parameters unless the number of frames was large (e.g., in excess of 500). For example, when 150 consecutive frames were taken in each block, the RMSE parameter was approximately four times the corresponding value when 300 consecutive frames were used. The dependence of the RMSE on the error percentage in the drift parameters is shown in Fig. 9 . The RMSE for a raw frame of the simulated data set for this data set was 35. Note that even with a high error in the assumed parameters ␣ and ␤, the RMSE decreases to the range of 22 with only 150 consecutive frames.
APPLICATION TO REAL INFRARED DATA
The Kalman filter was applied to two sets of terrestrial IR data. The data sets were collected by using a 128 ϫ 128 InSb FPA camera (Amber model AE-4128) operating in the 3-5-m range. The first set of scenes was collected at 9 a.m., and the second set was acquired at 1 p.m. of the same day. The four-hour time lapse between the two sets of data resulted in observable drift in the responsivity of each detector of the FPA. In each set of data, 3000 frames were collected at a rate of 30 frames per second. For convenience, we assumed that the range of the input irradiance was [0, 255] (i.e., T min ϭ 0 and T max ϭ 255). In addition, the initial error covariance matrix P 0 and the initial state vector X 0 were selected within the practical range of the gain and bias values for the above IR FPA camera. 14 In our calculations, the following set of initial conditions was assumed for all detectors: Ā 0 ϭ 3.57 ϫ 10 3 , B 0 ϭ Ϫ5.76 ϫ 10 4 , A 0 2 ϭ 1.14 ϫ 10 6 , and B 0 2 ϭ 4.26 ϫ 10 8 .
Also, since the true drift in the gain and the bias was unknown, the Kalman filter was repeatedly applied while the drift parameters ␣ and ␤ were varied in the range 0.05-0.95. As in the case of simulated data, we used the data in two modes: sampled frames and consecutive frames. In the case of sampled frames, a sequence of 300 sampled IR frames (sampled in steps of 10 from the first block of 3000) was used as the input to the Kalman filter at k ϭ 1 (i.e., l 1 ϭ 300). With the estimates of the gain and the bias computed at k ϭ 1, we compensated for the spatial nonuniformity present in the first set of data. The transition to the second data set (k ϭ 2) was implemented according to the iterative procedure described in Eqs. (14)-(21).
In the case of sampled frames, it was found that the Kalman filter satisfactorily corrected the nonuniformity in data sets 1 and 2 regardless of the assumed values of the drift parameters. An example is shown in Figs. 10 and 11 for data set 2, where the selected drift parameters were ␣ ϭ ␤ ϭ 0.95. In contrast to the case of sampled frames, the selection of the drift model parameters plays an important role in the case of consecutive frames. In this case, good NUC was not achieved for values of the drift parameters approximately less than 0.5. In other words, good NUC was achieved only when the estimates of the gain and the bias at k ϭ 2 appropriately weighed the gain and the bias from the previous block, exploiting the presence of slow drift in the gain and the bias. For example, consider the raw frame of Fig. 12 and compare the good NUC achieved in Fig. 13 , with ␣ ϭ ␤ ϭ 0.95 (which is suitable for the weak-drift conditions of the real data collected for this paper), with the poor performance shown in Fig. 14 , which corresponds to ␣ ϭ ␤ ϭ 0.05 (which would be suitable for strong-drift cases). This example demonstrates that the Kalman filter is capable of taking advantage of information contained in a previous block of frames and effectively updating this information by using the current block. This observation is also supported through the behavior of performance parameter on the assumed drift parameters, which is shown in Table 4 .
Finally, to emphasize the need for updating the gain and the bias, we attempted to compensate for nonuniformity in data set 2 by using the estimated gain and bias for data set 1. The raw frame of data set 2, the corrected image using the gain and the bias for data set 1, and the corrected image using the updated gain and bias are shown in Figs. 10, 11, and 15, respectively. By comparing Figs. 11 and 15, we see that updating the parameters improves the performance and that the Kalman filter compensates for the dead pixels, as it regards dead pixels as detectors with severe gain nonuniformity. Our calculations have shown that there is an approximate drift of 2.8% and 3% for the gain and the bias, respectively, within the fourhour span between data sets 1 and 2. The simplifying assumption that the driver noise processes ͓W k (1) , W k (2) ͔Ј are white, Gaussian, and mutually uncorrelated seemed to have served us well. Indeed, we have found that the drift in the gain is smaller than the drift in the bias, which is consistent with two-point calibration results.
CONCLUSIONS
In this paper, we introduced a novel statistical approach for the recursive estimation and correction of gain and bias nonuniformity in focal-plane array sensors. The proposed technique operates on individual blocks of image sequences, which are separated by lengths of time during which drift in the gain and the bias may occur. Through modeling the gain and the bias of each detector by a Gauss-Markov process, the proposed method captures the temporal drift in the gain and the bias in each detector. This memory-inclusive characterization is further exploited in estimating the gain and the bias adaptively as drift occurs. The strength of the drift is captured by the appropriate choice of two drift parameters, which dictate the dependence of the current gain and bias on their respective past values. To achieve the recursive estimation, we derived a Kalman filter, within the confines of the Gauss-Markov model, that estimates the gain and the bias of each detector in each image-sequence block. As a new block of frames arrives, the filter updates the gain Fig. 12 using 300 consecutive frames. The drift parameters are assumed as ␣ ϭ ␤ ϭ 0.05, which corresponds to strong drift. Fig. 15 . Corrected version of the image in Fig. 10 using the gain and the bias corresponding to data set 1. Note that less NUC is achieved in comparison with that in Fig. 11 because of the drift in the gain and the bias. Also note that there is no compensation for the dark spots (dead pixels) that appear in Fig. 10 . and the offset accordingly. Once the gain and the offset of each detector are estimated in each block of frames, the fixed-pattern noise is compensated for in the usual way by subtracting from each pixel readout the appropriate detector bias and dividing by the corresponding gain.
The estimation and nonuniformity-compensation capability of the proposed technique was evaluated by employing motion-rich and spatially diverse real IR image sequences as well as image sequences containing simulated fixed-pattern noise. Simulation results indicate that the proposed technique can reduce the fixed-pattern noise to a level that is almost independent of the severity of the noise. Moreover, with the appropriate choice of the drift parameters, the quality of the nonuniformity compensation can be maintained even with high levels of the temporal drift in the detector's parameters. Simulations also show that the proposed technique can reduce the spatial noise to a level below the temporal noise. In cases where the drift is weak and the number of frames per block is low (i.e., in the range of few hundreds of frames per block), good nonuniformity compensation may not be possible unless accurate values for the drift parameters were used to adequately capture the slow drift. This demonstrates how the Gauss-Markov model and the associated Kalman filter provide a mechanism for utilizing past estimates of the detector's parameters in forming improved current estimates.
The approach undertaken in this paper relies on two key assumptions: First, the number of frames used to estimate the gain and the bias in each block of frames must be such that all the pixels are exposed to approximately the same temperature range. This is called the constantrange assumption. Second, the gain and the bias in each detector (and any drift therein) and from detector to detector are uncorrelated. The constant-range assumption turns out to be central to the successful operation of the reported algorithm. Through the use of simulated imagery and real IR data, we showed the consequences that result from violating the constant-range assumption. In the examples considered, such a violation occurred when the number of frames used in each block was small (Ͻ150). The result was the appearance of artifacts in the corrected imagery in the form of shaded regions, as distant segments of the array observed different temperature ranges, contrary to the constant-range assumption. However, as the number of frames (per block) was increased, such artifacts quickly disappeared as a result of the presence of motion, which, in turn, guaranteed that all detectors were exposed to the same temperature range. As for the second assumption, the results of applying the algorithm to real IR data showed that this assumption did not seem to be problematic for the examples considered. Albeit, we would generally expect some correlation between the gain and the bias if we consider the nonlinear behavior of the detector output (as a function of the collected photons), which is particularly prominent near saturation. The correlation between the gain and the bias is through their dependence on the random irradiance. If the irradiance is fixed, then it would be safe to assume that the gain and the bias are uncorrelated; however, if the irradiance is allowed to fluctuate in a wide range, causing the detector response to exhibit a nonlinear behavior, then we would start to observe correlation between the gain and the bias as the irradiance varies. Correlation between the biases and the gains of different detector elements is also possible for the same reason, depending on the spatial distribution of the scene. In practice, so long as the detector is operated within its linear range, we would expect the gain and the bias to be uncorrelated. Thus the reason that the assumed absence of correlation between the gain and the bias was not problematic in the examples considered is that the data remained, for the most part, within the linear range of the detector.
Possible extensions of the technique include developing an adaptive method for the estimation of the drift parameters from scene data (i.e., similar to plant estimation in control theory). Future extensions may also accommodate nonlinearities in the detector response. This can be done, for example, by piecewise linearizing the detector response model and applying appropriate versions of the proposed technique to the linear segments.
APPENDIX A
The standard recursive form of the Kalman estimator X k , which is given by Eq. (13), can be found in any of the good references on Kalman filtering (see, for example, Refs. 17 and 18). This recursive form involves the following three quantities: (1) the Kalman gain matrix K k , defined by .., Y kϪ1 , which is involved in the estimator X k through the standard recursion given by Eq. (14) . What is new in the derivation of the Kalman filter here is the calculation of the Kalman gain K k and the predictor estimate Ŷ k Ϫ . We will show these calculations and omit the remaining standard calculations involved in the derivation of the Kalman filter. In deriving the Kalman gain matrix K k and the predictor estimate Ŷ k Ϫ , a number of expectations must be computed that involve the random observation matrix H k . Once these expectations are calculated, the remainder of the derivation is straightforward. We first derive the predictor estimate Ŷ k Ϫ . Using the observation model (10), we can write
Note that H k depends on the collected irradiance values T k (i), i ϭ 1,..., l k , which are independent of the gain and the offset X k . 
