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Resumen: El presente trabajo expone los resultados alcanzados mediante un me´to-
do no supervisado para la deteccio´n de la polaridad en textos relativos a citas apare-
cidas en noticias en ingle´s, correspondientes al corpus 2010 JRC 1590 quotes. Este
me´todo, basado en la obtencio´n de un subgrafo de WordNet obtenido mediante
el algoritmo Page Rank y su ponderacio´n mediante los valores correspondientes en
SentiWordNet, propone una solucio´n no supervisada que ofrece unos resultados com-
petitivos sobre algunas te´cnicas actuales.
Palabras clave: Ana´lisis de emociones, clasificacio´n de la polaridad, SentiWordNet,
Page Rank
Abstract: This papers shows the results obtained by a non supervised method
in the task of sentiment polarity detection on news quotations (reported speech)
from the 2010 JRC 1590 quotes corpus. This method, which obtains a subgraph of
WordNet by applying Page Rank over it, weights such a graph with correspond-
ing SentiWordNet polarity scores, offering a non-supervised solution comparable to
state-of-the-art techniques.
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1. Introduccio´n
El ana´lisis de opiniones (Sentiment Anal-
ysis) estudia el tratamiento de opiniones en
textos. Este estudio, enmarcado dentro del
Procesamiento del Lenguaje Natural (PLN),
esta´ suscitando un intere´s creciente en la co-
munidad investigadora por diversas razones.
Principalmente, el ana´lisis de la ingente can-
tidad de informacio´n que genera la Web
2.0, donde cada usuario en Internet es un
generador potencial de informacio´n a trave´s
de comentarios, bita´coras, env´ıos por micro-
blogging (como Twitter) y una larga lista
de posibles escenarios en los que expresar
una opinio´n con fuerte carga subjetiva. Poder
analizar de forma automa´tica estas publica-
∗ Esta investigacio´n ha sido subvencionada parcial-
mente por el proyecto del Instituto de Estudios Gien-
nenses Geocaching Urbano (RFC/IEG2010), el Fondo
Europeo de Desarrollo Regional (FEDER), a trave´s
del proyecto TEXT-COOL 2.0 (TIN2009-13391-C04-
02) por el gobierno espan˜ol, y por la Comisio´n Eu-
ropea bajo el Se´ptimo programa Marco (FP7 - 2007-
2013) a trave´s del proyecto FIRST (FP7-287607)
ciones permite “tomar la temperatura” de un
amplio grupo de usuarios acerca de tema´ticas
diversas, o determinados productos. Es por
esto que el ana´lisis de opiniones (AO) es ob-
jeto de intere´s por parte de los investigadores
como de las empresas, pues permite abrir una
ventana a la opinio´n en la Red, mas alla´ de
las encuestas expl´ıcitas.
La presencia de opiniones no solo se re-
stringe a las plataformas 2.0 que pueblan In-
ternet, sino que tambie´n se encuentran opin-
iones en a´mbitos ma´s profesionales, como
puede ser el period´ıstico o cr´ıtica especializa-
da (literaria, cinematogra´fica, gastrono´mica
...). El tratamiento de estas opiniones tam-
bie´n interesa tanto al mundo acade´mico como
al empresarial, ya que debido a su cara´cter
profesional pueden crear opinio´n, que luego
se transmite a trave´s de las redes sociales.
Dentro del AO, la clasificacio´n de polari-
dad simplifica este problema como sigue: da-
do un texto t, el objetivo es obtener una pun-
tuacio´n que nos indique si el texto expresa
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una opinio´n positiva o negativa, dentro de un
rango donde 0 indicar´ıa una carga subjetiva
neutra, 1 una carga subjetiva positiva y -1
una carga subjetiva negativa:
p(t) ∈ [−1, 0, 1] (1)
El me´todo propuesto es capaz de calcular
este valor a partir de un texto sin necesidad
de utilizar conocimiento del dominio, con-
junto de datos etiquetados y modelos previ-
amente entrenados, sino ponderando el uso
conjunto de las bases de conocimiento de
WordNet y SentiWordNet mediante los val-
ores obtenidos por el algoritmo Page Rank
(Page et al., 1998).
El art´ıculo se estructura como sigue.
Primero mencionamos algunos de los traba-
jos ma´s recientes en clasificacio´n de la polar-
idad. El siguiente punto describe el me´todo
propuesto y sus fases. Despue´s pasamos a de-
tallar la configuracio´n de los experimentos y
a comentar los resultados obtenidos. Final-
mente, cerramos el trabajo con unas reflex-
iones finales e informacio´n sobre los aspectos
que dara´n continuidad a esta investigacio´n.
2. Estado del arte en la
clasificacio´n de polaridad
En la resolucio´n de un problema medi-
ante aprendizaje automa´tico se pueden seguir
principalmente dos estrategias: supervisada
y no supervisada. E´sta dicotomı´a se encuen-
tra muy presente en la literatura sobre AO,
aunque las te´cnicas supervisadas esta´n ma´s
representadas que las no supervisadas. El tra-
bajo que se suele tomar como referencia para
los me´todos supervisados es (Pang, Lee, y
Vaithyanathan, 2002), el cual utiliza como
caracter´ıstica la presencia o no de los te´rmi-
nos para el ca´lculo de la polaridad. En cam-
bio, (Mart´ınez-Ca´mara et al., 2011) utilizan-
do el algoritmo SVM como (Pang, Lee, y
Vaithyanathan, 2002) pero sobre un corpus
de cr´ıticas de cine en espan˜ol, obtiene mejores
resultados representando los unigramas con
el valor TF-IDF.
En la estrategia supervisada no solo se
han utilizado caracter´ısticas le´xicas, sino que
tambie´n se ha intentado explotar la informa-
cio´n sinta´ctica. Un ejemplo de ello son los tra-
bajos (Mullen y Collier, 2004) y (Whitelaw,
Garg, y Argamon, 2005), en los que se uti-
lizan los adjetivos como caracter´ısticas a la
hora de la clasificacio´n de la polaridad. El
tratamiento de la negacio´n tambie´n se ha
tenido en cuenta en los experimentos su-
pervisados, siendo (Wiegand et al., 2010)
un buen resumen de lo publicado en el
aprovechamiento de esta caracter´ıstica. No es
el objetivo de este art´ıculo ser un listado de
todos los trabajos que siguen un enfoque su-
pervisado, por lo que si el lector quiere una
mayor informacio´n puede consultar (Pang y
Lee, 2008), (Liu, 2010), (Tsytsarau y Pal-
panas, 2012).
Los me´todos supervisados adolecen de la
necesidad de disponer de conjuntos de datos
etiquetados, y de la dificultad de adaptacio´n
de las te´cnicas entre dominios distintos. E´stas
son las principales razones que llevan a los
investigadores a estudiar me´todos no super-
visados o semi-supervisados, que no requieren
de datos etiquetados para la construccio´n de
un modelo de clasificacio´n, y que su apli-
cacio´n a distintos dominios sea mucho ma´s
sencilla.
Los me´todos no supervisados en AO sue-
len fundamentarse en la deteccio´n de iden-
tificadores de subjetividad u opinio´n en los
textos, y posteriormente calculan la polari-
dad aplicando alguna funcio´n basada en los
indicadores encontrados. Para dicha identifi-
cacio´n se suelen utilizar conjuntos de vocab-
los etiquetados por su polaridad. Existen tres
estrategias para la elaboracio´n de estos lexi-
cones: manual, basado en diccionario y basa-
do en corpus. El enfoque manual es bastante
costoso, por lo que se suele aplicar como u´lti-
mo paso de los enfoques automa´ticos a modo
de revisio´n. El me´todo basado en diccionario
construye un lexico´n etiquetado por medio de
la combinacio´n de un conjunto de palabras
de semilla, y el uso de recursos le´xicos, co-
mo es el caso de WordNet, para la aplicacio´n
de la lista inicial (Kim y Hovy, 2004), (Hu
y Liu, 2004). Los me´todos basados en dic-
cionario generan listas de indicadores de opi-
nio´n gene´ricas, que no dan buenos resulta-
dos en dominios muy espec´ıficos. Los me´to-
dos basados en corpus se adaptan mejor al
dominio en el que trabajan, ya que se basan
en las caracter´ısticas propias del corpus para
la ampliacio´n del lexico´n de palabras semilla
inicial (Hatzivassiloglou y McKeown, 1997),
(Kanayama y Nasukawa, 2006).
Los me´todos anteriores ma´s que no
supervisados deber´ıan considerarse semi-
supervisados, debido a que necesitan de un
cierto conocimiento inicial, es decir, una
lista de indicadores de opinio´n etiquetada
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para calcular la polaridad. Adema´s, aunque
el me´todo basado en diccionario es el ma´s
gene´rico, tiene una cierta dependencia de los
te´rminos semilla que se hayan seleccionado.
Reduciendo al mı´nimo el conocimiento ini-
cial, y por lo tanto ganando capacidad de
adaptacio´n del dominio, se encuentran los
me´todos que basan la clasificacio´n en ca´lcu-
los estad´ısticos, y en las relaciones sema´nti-
cas de los te´rminos. Como referencia de este
enfoque se encuentra el trabajo de Turney
en 2002 (Turney, 2002). Actualmente, al-
gunos me´todos (Wu et al., 2010) intentan re-
solver el problema de la adaptacio´n al do-
minio mediante un mapeado de conceptos co-
munes, buscando un espacio dimensional ma´s
alla´ del contenido le´xico (Ji et al., 2011), ex-
plorando conexiones entre grafos (Wu, Tan,
y Cheng, 2009) o mediante me´todos proba-
bil´ısticos (Tan et al., 2009).
La metodolog´ıa seguida en la generacio´n
del corpus Emitoblog propone la generacio´n
de modelos de alta granularidad para el AO
sobre distintos tipos de textos, propios de
publicaciones coloquiales en el marco de la
Web 2.0 (Boldrini et al., 2012). Este traba-
jo demuestra que es posible la transferencia
de dominio de modelos entrenados sobre cier-
tos conjuntos de datos a otros textos de do-
minio diferente, gracias a la independencia
relativa que permiten caracter´ısticas detal-
ladas acerca de los sentimientos. En cualquier
caso, es un solucio´n que necesita de entre-
namiento, por lo que en mayor o menor me-
dida seguira´ vie´ndose afectada por las lim-
itaciones en la transferencia de sentimientos
segu´n dominio.
Por otra parte, SentiWordNet (Baccianel-
la, Esuli, y Sebastiani, 2008) es un recurso
le´xico construido a partir de otro recurso:
WordNet (Fellbaum, 1998). Proporciona in-
formacio´n acerca de la orientacio´n sema´nti-
ca en cuanto a emocio´n de los “synsets”. Un
synset es el ı´tem de informacio´n ba´sico en
WordNet, y representa un “concepto”, sin
ambigu¨edad. La mayor´ıa de las relaciones en
este grafo le´xico trata los synsets como no-
dos: hiperonimia, sinonimia, homonimia, an-
tonimia... SentiWordNet devuelve, para cada
synset, una tripleta de tres valores que mi-
den la carga de “positividad”, “negatividad”
u “objetividad” del mismo. La u´ltima versio´n
de SentiWordNet (3.0) se ha generado a par-
tir de las anotaciones manuales de versiones
previas, propagando sobre el grafo dichos val-
ores de emocio´n mediante un algoritmo de
tipo random walk. Este recurso ha sido uti-
lizado en AO y representa una fuente de infor-
macio´n independiente de dominio (Denecke,
2008; Ogawa, Ma, y Yoshikawa, 2011).
3. Expansio´n de conceptos y
pesado SWN
El me´todo propuesto permite la expan-
sio´n de conceptos mediante un algoritmo de
tipo Page Rank (Page et al., 1998) sobre el
grafo de WordNet, multiplicando los valores
obtenidos de los synsets por los pesos de po-
laridad de SentiWordNet. Con ma´s detalle, el
procesamiento es el siguiente:
1. Los textos son procesados, haciendo uso
de la biblioteca NLKT1, para extraer los
lemas y el part of speech (POS) de los
mismos.
2. Se construyen los “contextos” para ca-
da frase que son pasados a la herramien-
ta UKB2 para el ca´lculo, mediante un
algoritmo de tipo Random Walk(Agirre
y Soroa, 2009), que al mismo tiempo
que desambigua los te´rminos, genera los
synsets con mayor peso resultado del
proceso iterativo de propagacio´n propio
de estos algoritmos.
3. Expandimos el texto reemplazando los
te´rminos por sus vectores PPV (Person-
alized Page Rank vectors), que consisten
en una secuencia de synsets de WordNet.
4. Los synsets, con los pesos asociados, son
mapeados a SentiWordNet, obteniendo
para ellos la carga subjetiva.
5. Se realiza el ca´lculo final de la polaridad
mediante la media de la suma de los pro-
ductos entre el peso del synset tras Page
Rank y la polaridad asociada en Senti-
WordNet.
Debido a que buscamos una combinacio´n
de los valores de SentiWordNet con los pesos
obtenidos por Page Rank, es importante ase-
gurarse que la fo´rmula final produce valores
comparables. Para ello, los valores de Page
Rank para los synsets se ajustan a una nor-
ma L1, de forma que estos vectores de con-
ceptos sumen la unidad como valor ma´ximo
1http://www.nltk.org
2http://ixa2.si.ehu.es/ukb/
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posible. La polaridad final es obtenida medi-





donde p es el valor de polaridad final, r es
el vector de synsets con los pesos obtenidos
por Page Rank sobre WordNet, s es el vec-
tor de polaridades correspondientes de Sen-
tiWordNet y t es el conjunto de conceptos
expandidos que se derivan de la frase.
4. Experimentacio´n
4.1. El corpus JRC
El corpus sobre citas en noticias peri-
od´ısticas con el que vamos a trabajar ha sido
preparado por el Joint Research Center (Bal-
ahur et al., 2010) y puede ser descargado des-
de su web de recursos lingu¨´ısticos3. Consiste
en 1,590 citas en ingle´s que se han extra´ıdo
automa´ticamente desde diversas fuentes peri-
od´ısticas online y anotadas manualmente con
expresividad del sentimiento hacia entidades
como personas y organizaciones mencionadas
en dichas citas. Estas anotaciones han sido ll-
evadas a cabo por cuatro expertos, a partir de
los cuales se construyen juicios de polaridad
positiva o negativa. De las 1,590 entradas,
so´lo 427 tienen carga subjetiva y con valor
consensuado entre los anotadores.
Un ejemplo de texto en dicho corpus ser´ıa
el siguiente (etiquetado como negativo por
dos anotadores):
Elisabeth’s imprisonment was premedi-
tated; Fritzl had been planning her im-
prisonment in the dungeon cellar for
two to three months before he actually
lured his daughter down there.
4.2. Evaluacio´n
Hemos seleccionado de entre las entradas
del corpus aquellas que son subjetivas y han
sido consensuadas entre los anotadores, si bi-
en tambie´n incluimos los extractos de noticias
con una u´nica anotacio´n (ya sea positiva o
negativa), lo que nos proporciona un total de
718 citas. Dado el cara´cter no supervisado de
nuestro me´todo, todas e´stas son consideradas
para la evaluacio´n, calculando los valores de
precisio´n, cobertura y medida F1 sobre este
proceso de clasificacio´n binaria.
El sistema, tal y como se ha planteado
en secciones anteriores, puede configurarse en
base a dos variables:
3http://langtech.jrc.it/JRC Resources.html
1. Taman˜o de la expansio´n. Este valor hace
referencia al nu´mero de synsets que va-
mos a asociar a cada te´rmino del tex-
to. De esta forma, un valor 1 indicar´ıa
que nos quedamos con el synset aso-
ciado al te´rmino, por lo que nos lim-
itar´ıamos a realizar un proceso de de-
sambiguacio´n mediante Page Rank so-
bre WordNet a partir de las semillas que
se obtienen del resto de te´rminos en el
texto. Cualquier valor superior a 1 ya
nos lleva a una expansio´n en el con-
junto de synsets que vamos a asociar
al texto. Es aqu´ı donde reside la fort-
aleza del me´todo, pues sentidos con car-
ga emocional relevante pueden entrar en
el ca´lculo final de la polaridad aunque
no este´n representando sentidos (concep-
tos) expl´ıcitamente reflejados en el tex-
to. Trabajamos de esta forma con una
solucio´n que tienen en cuenta conceptos
“impl´ıcitos” en el contexto de los te´rmi-
nos de cada fragmento period´ıstico.
2. Decisio´n sobre neutros. En nuestra prop-
uesta, actualmente los valores sin una
orientacio´n positiva o negativa clara son
desechados. Pero tambie´n ser´ıa intere-
sante analizar la tendencia del me´todo
a considerar neutros los textos que de-
ber´ıan ser positivos o negativos. Para el-
lo se incorpora un segundo para´metro
que fuerza un sesgo sobre el ca´lculo final,
evitando una evaluacio´n de la polaridad
neutra (es decir, de valor cero).
4.3. Resultados
4.3.1. Taman˜o de la expansio´n
Para estudiar el efecto que el taman˜o de
la expansio´n tiene sobre el me´todo hemos
explorado valores desde 1 (la mera desam-
biguacio´n) a 20 (20 synsets asociados por
te´rmino). Antes de entrar a analizar los val-
ores obtenidos con el valor de expansio´n o´pti-
mo para esta coleccio´n de datos, podemos vi-
sualizar dicho efecto en la Figura 1.
De esta figura se extraen algunas obser-
vaciones interesantes. La primera es que el
efecto que produce generalmente mejora la
capacidad de clasificacio´n en te´rminos de F1
(siendo equivalente para precisio´n y cobertu-
ra). A medida que an˜adimos ma´s te´rminos
el comportamiento es estable y podemos de-
cir que en este caso an˜adir ma´s de 9 concep-
tos por te´rmino no lleva a mejora alguna. En
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Figura 1: Efecto de la variacio´n en el taman˜o
de la expansio´n de conceptos
cambio, s´ı es notable la variabilidad de la me-
dida sobre los primeros valores. Creemos que
dicho efecto tiene que ver con la inclusio´n de
la antonimia y la polisemia como relaciones
tambie´n consideradas en el grafo de Word-
Net. Dado que esta gra´fica es sobre el total
de las expansiones, es importante consider-
ar un ana´lisis futuro que estudie dicho efecto
de forma ma´s detallada, pues las expansiones
pueden producir resultados muy dispares en
funcio´n al te´rmino asociado.
Los resultados globales con el me´todo
propuesto sobre el corpus JRC Quotations
quedan reflejados en el Cuadro 1, donde in-
dicamos lo obtenido con expansiones de 1 a
10 conceptos por te´rmino (vsize en la tabla).
Precisio´n Cobertura F1 vsize
0,5991 0,5929 0,5960 1
0,6039 0,5971 0,6005 2
0,6199 0,6067 0,6132 3
0,6011 0,5888 0,5949 4
0,6022 0,5891 0,5955 5
0,6185 0,6057 0,6120 6
0,6192 0,6065 0,6128 7
0,6166 0,6031 0,6098 8
0,6075 0,5941 0,6008 9
0,6089 0,5955 0,6021 10
Cuadro 1: Resultados obtenidos
4.3.2. Tratamiento de valores neutros
En cuanto al tratamiento de los valores
neutros, hemos considerado los tres escenar-
ios posibles: considerar los neutros como pos-
itivos, considerar los neutros como negativos,
o considerar los neutros como tales, no com-
putando en las clases positiva o negativa. El
Cuadro 2 resume los valores obtenidos con un
valor de expansio´n de 3 (aquel que nos ha da-
do mejores resultados). Hemos observado que
es mejor considerar el neutro como tal, o lo
que es lo mismo, el me´todo propuesto no in-
troduce ningu´n tipo de sesgo hacia una clase
determinada, por lo que no es necesario re-
alizar correccio´n alguna. Este comportamien-
to se mantiene independiente del taman˜o de
la expansio´n.
Precisio´n Cobertura F1 Neutro
0,6103 0,6008 0,6055 negativo
0,6198 0,6050 0,6123 positivo
0,6199 0,6067 0,6132 neutro
Cuadro 2: Consideracio´n de valores neutros
4.3.3. Pesos de Page Rank
Llegados a este punto podemos
plantearnos la conveniencia o no de la
fo´rmula planteada, pues re-evalu´a los valores
de SentiWordNet con los valores para los
synsets obtenidos mediante el algoritmo
Page Rank (mediante una aproximacio´n
basada en Random Walk). El diagrama
mostrado en la Figura 2 arroja luz sobre esta
cuestio´n. Podemos reconocer claramente la
contribucio´n que los pesos de Page Rank
aportan al valor final de polaridad, no
solo en cuanto a la mejor sino en cuanto
a la estabilizacio´n que introduce en base
al taman˜o de la expansio´n. Tambie´n es
importante sen˜alar que estos efectos no son
tan marcados cuando la expansio´n no va ma´s
alla´ de uno o dos te´rminos. Lo cual puede
estar relacionado con la discusio´n anterior
acerca de los efectos de synsets provenientes
de relaciones no deseables en el grafo de
WordNet.
Figura 2: Efecto del pesado con los valores
obtenidos por Page Rank
4.3.4. Comparacio´n con otros
trabajos
Existen dos trabajos destacados que
hayan propuesto me´todos de clasificacio´n de
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la polaridad evaluados con este corpus y que
ya han sido mencionados anteriormente. En
un primer trabajo (Balahur et al., 2010), pre-
cisamente donde se introduce este corpus a
toda la comunidad cient´ıfica, se estudian di-
versas variantes en base al uso de distintos
recursos lingu¨´ısticos (SentiWordNet, Micro
WordNet, WordNet Affect, etc.). Obtienen
un valor de accuracy de 0,25 mediante el uso
de SentiWordNet, mientras que nuestro valor
ma´ximo para esta misma medida es de 0,59
con una expansio´n de 6 conceptos con te´rmi-
no. No hemos indicado los valores de accu-
racy pues consideramos ma´s interesante para
evaluar la clasificacio´n de la polaridad los val-
ores de precisio´n, cobertura y medida F. No
obstante, hemos de resaltar que se logra un
valor de 0,82 en esta misma medida usando
determinadas bolsas de palabras espec´ıficas
para este tipo de corpus.
En un trabajo posterior (Boldrini et al.,
2012), encontramos otros resultados para la
clasificacio´n de este corpus, alcanzando un
valor para F1 de 0,5340. Ya hemos indicado
en el apartado anterior que el valor ma´ximo
obtenido en nuestro caso es de 0,6132. Con lo
cual el sistema que presentamos obtiene una
mejora de 7,92%.
5. Conclusiones y trabajo futuro
El me´todo propuesto plantea una solu-
cio´n muy prometedora para el AO. Los re-
sultados obtenidos demuestran que es posi-
ble conseguir valores de precisio´n y cobertu-
ra similares o superiores a los de los me´to-
dos supervisados ma´s extendidos, escapando
a los problemas que plantea la transferencia
de sentimiento entre distintos dominios o, di-
cho de otro modo, la validez de los modelos
entrenados sobre un dominio para clasificar
en otro. Adema´s, aunque los experimentos
han sido probados pare el ingle´s, el me´todo es
completamente adaptable a cualquier idioma
diferente.
Dada las bondades del me´todo, nuestros
objetivos se centran, por un lado, en seguir
comprobando su validez sobre otros corpora
y, por otro lado, en aplicar dicho me´todo so-
bre idiomas distintos al ingle´s. Esto u´ltimo
es un reto importante, pero afortunadamente
creemos que a d´ıa de hoy disponemos de re-
cursos como Freeling (Padro´ et al., 2010) o el
Multilingual Central Repository (Atserias et
al., 2003) que pueden hacer viable la multi-
ligualidad de nuestra propuesta sin recurrir a
traducciones (Denecke, 2008).
Entre otros retos, esta´ el estudio y
tratamiento de la negacio´n, ya que las rela-
ciones en el grafo de palabras de Word-
Net puede verse fuertemente afectado por
un seguimiento incorrecto de las relaciones
de antonimia, actualmente consideradas para
calcular la expansio´n conceptual.
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