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ANALYSE PROBABILISTE DU COMPORTEMENT DES SOLS ET DES OUVRAGES -
EVALUATION DES RISQUES DANS LES ETUDES GEOTECHNIQUES DE TRACES 
DE REMBLAIS SUR SOLS MOUS 
Thèse de docteur-ingénieur C. MAHDAVI 
Résumé : 
Lors des études de tracés routiers ou autoroutiers dans les zones de sols compressibles, 
la reconnaissance géotechnique des sols utilise différentes techniques de sondage, de prélè-
vement d'échantillons de sol intact ou remanié, d'essais en place et d'essais en laboratoire. 
Ces sondages et essais sont répartis régulièrement le long du tracé envisagé, mais ils ne 
concernent qu'une fraction minime du sol qui aura à supporter le remblai, de sorte qu'il 
existe une certaine incertitude sur les propriétés réelles de ces sols. Cette incertitude sur 
les propriétés mécaniques des sols se traduit par une incertitude sur la représentativité des 
résultats des calculs réalisés lors de l'élaboration du projet. Le travail réalisé dans le 
cadre de cette thèse porte sur le traitement quantitatif de cette incertitude dans le cas des 
calculs de stabilité à court terme des remblais sur sols mous. 
Le traitement de l'incertitude sur les propriétés de résistance au cisaillement non drai-
né des sols mous a été effectué en suivant la démarche habituelle des ingénieurs chargés 
d'élaborer de tels projets : 
- définition de couches homogènes du point de vue de la nature et des principes généraux de 
comportement des sols, 
- utilisation éventuelle de corrélations pour compléter les données directement utilisables 
pour les calculs, 
- définition de valeurs "représentatives" des différents paramètres nécessaires au dimension-
nement. 
A partir de cette étape de l'étude, on passe à un traitement de type probabiliste, afin 
de déterminer l'incertitude sur la valeur estimée du coefficient de sécurité le long du tracé 
et de calculer des probabilités de rupture. 
L'analyse des résultats de la reconnaissance géotechnique a été effectuée en utilisant 
les méthodes de géostatistique. Tous les traitements effectués sur les données sont représen-
tés sur l'écran d'une console de visualisation interactive, qui sert également à transmettre 
à la chaine de traitement les instructions qui lui sont nécessaires. L'estimation des valeurs 
des paramètres mécaniques du sol entre les sondages de reconnaissance est effectuée au moyen 
du programme Bluepack de 1'E.N.S.Mines de Paris. 
Pour le calcul de la stabilité du remblai, on a utilisé un schéma de calcul en rupture 
circulaire, en analysant la stabilité de blocs de sol cylindriques et de longueur limitée. 
i 
Le calcul de la loi de probabilité des valeurs du coefficient de sécurité, dont on déduira la 
probabilité de rupture, est effectué par la méthode de Monte Carlo. 
La méthode développée dans le cadre de cette thèse a été appliquée à l'analyse de la sta-
bilité d'un long remblai sur sols mous dont la construction a été étudiée dans le sud-ouest 
de la France. L'étude permet de retrouver par le calcul un résultat bien connu, qui est qu'il 
existe une longueur critique vis à vis de la stabilité du remblai, et de prévoir la position 
de cette zone le long du tracé. La méthode d'étude ainsi développée constitue une première 
étape dans la résolution de ce problème complexe de la prévision des risques de rupture sur 
les tracés de remblais sur sols mous, compte tenu du volume limité des reconnaissances qu'il 
est possible d'effectuer en pratique. 
il 
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Parmi les nombreux sujets de recherche 
pour lesquels on ne dispose encore pas de so-
lution satisfaisante, l'optimisation des 
reconnaissances géotechniques est un des plus 
complexes. Optimiser une reconnaissance géo-
technique est un problème qui relève de la 
théorie de la décision, ce qui veut dire que,, 
pour le résoudre, il faut savoir calculer 
les probabilités des conséquences possibles 
des choix qui sont effectués (et donc aussi 
pouvoir définir ces conséquences!). Toutes 
les tentatives effectuées dans le passé pour 
apporter une réponse à ce problème d'optimi-
sation se sont soldées par des échecs, faute 
de pouvoir justement prédire les conséquences 
des décisions prises et les probabilités de 
ces conséquences. 
Le développement des méthodes d'analyse 
statistique et probabiliste pour la caracté-
risation des propriétés physiques et mécani-
ques des massifs de sols naturels devrait à 
terme permettre d'apporter une réponse aux 
questions soulevées par l'optimisation des 
reconnaissances géotechniques. Mais cette 
réponse sera spécifique au type d'ouvrage et 
au type de sol concernés. Les conséquences 
des choix faits dans l'organisation de la 
reconnaissance géotechnique d'un site ou d'un 
tracé dépendent en effet du problème étudié 
(stabilité, tassement, écoulement d'eau, sol 
fin, sol grenu, etc.) et du type d'ouvrage 
considéré (structure isostatique ou hypersta-
tique, fondée sur pieux ou sur semelles, mur 
de soutènement, remblai, barrage, etc.) et 
il faut étudier séparément la réponse de 
chacun de ces ouvrages et de ces sols aux 
incertitudes sur les paramètres et hypothè-
ses de calcul. 
Le problème traité dans le présent rap-
port est celui de l'analyse de la stabilité 
des remblais sur sols mous dans le cas de 
remblais de très grande longueur (plusieurs 
kilomètres ou dizaines de kilomètres) étu-
diés selon la méthodologie en vigueur dans 
le réseau des Laboratoires des Ponts et 
Chaussées, c'est-à-dire avec une densité de 
sondages et d'essais en place de l'ordre 
d'une vingtaine au kilomètre en section cou-
rante. Dans ce cas, la décision d'optimisa-
tion de la reconnaissance dépend du risque 
de rupture associé à une densité de recon-
naissance donnée, ainsi que du coût de cette 
rupture. Il convient donc de savoir calculer 
le risque de rupture associé aux résultats 
d'une campagne de reconnaissance géotechni-
que donnée. 
Pour calculer la probabilité de rupture 
d'un remblai sur la base des résultats d'une 
reconnaissance géotechnique, il faut carac-
tériser la variabilité des propriétés méca-
niques du sol entre les points où elles ont 
été mesurées et en déduire 1'incertitude sur 
les résultats des calculs de stabilité réa-
lisés pour dimensionner l'ouvrage. Il faut 
aussi tenir compte des effets des imperfec-
7 
tions des méthodes de calcul elles-mêmes. 
La méthode d'analyse présentée dans ce rap-
port essaie de tenir compte, de façon aussi 
précise que possible, de tous ces aspects 
du problème. 
Le rapport est divisé en trois parties : 
- une brève synthèse bibliographique sur 
l'analyse probabiliste de la stabilité des 
remblais sur sols mous et sur les méthodes 
de traitement des variations spatiales des 
propriétés géotechniques des sols; 
- un ensemble de cinq chapitres (chap.III à 
VII) décrivant la procédure de calcul dé-
veloppée pour 1'analyse du risque de rup-
ture d'un remblai sur-sol mou en fonction 
des résultats de la reconnaissance géo-r 
technique ; 
- trois chapitres présentant un exemple 
d'application de la méthode d'analyse pro-
posée au cas d'un projet de remblai auto-
routier étudié il y a quelques années dans 
la basse vallée de l'Adour. 
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Chapitre I 
ANALYSE PROBABILISTE DE LA STABILITÉ DES REMBLAIS 
SUR SOLS MOUS 
I.1 - Introduction 
Des méthodes de calcul variées ont été 
proposées pour l'analyse de la stabilité et 
de la probabilité de rupture des remblais 
sur sols mous ou, de façon plus générale, de 
la probabilité de rupture des pentes. 
Magnan et Baghery (1982) ont analysé 
treize publications décrivant de telles mé-
thodes de calcul : 
- Wu et Kraft (1970), 
- Cornell (1972), 
- Matsuo et Kuroda (1974), 
- Evangelista et al. (1975), 
- Athanasiou-Grivas et Harr (1975), 
- Matsuo et al. (1975), 
- Yucemen et Tang (1975), 
- Alonso (1976) , 
- Morla-Catalan et Cornell (1976) , 
- Tang et al. (1976) , 
- Harr (1977), 
- Vanmarcke (1977), 
- Athanasiou-Grivas et Harr (197 9). 
Nous ne reprendrons pas ici la descrip-
tion de ces méthodes de calcul et nous limi-
terons à l'analyse de neuf publications plus 
récentes : 
- Matsuo et Asaoka (1978) proposent une mé-
thode bayésienne (théorie de la décision) 
pour utiliser les mesures réalisées pendant 
la construction pour améliorer les choix 
faits lors de l'élaboration du projet; 
- Asaoka et Athanasiou-Grivas (1981) propo-
sent une méthode très simple pour estimer 
la stabilité statique et dynamique des 
pentes à court terme dans les sols argi-
leux; 
- McGuffey et al. (1982) présentent un exem-
ple d'analyse de stabilité de remblai sur 
sol mou par une méthode assez approchée; 
- Sivandran et Balasubramanian (1982) don-
nent un exemple de calcul probabiliste 
conduisant à des probabilités de rupture 
plausibles; 
- Asaoka et Matsuo (1983) proposent une mé-
thode astucieuse pour simplifier l'estima-
tion des probabilités de rupture de rem-
blais, en utilisant la théorie des estima-
tions ponctuelles de Rosenblueth; 
- Matsuo et Suzuki (1983) proposent des aba-
ques pour estimer la probabilité de rup-
ture des remblais sur sols mous ; 
- Peintiger et Reitmeier (1983) traitent 
l'influence des erreurs d'estimation des 
paramètres statistiques sur les résultats 
des calculs probabilistes de stabilité; 
- Duncan et Houston (1983) décrivent une 
application intéressante de l'analyse pro-
babiliste à l'analyse du risque de ruptu-
re des digues du delta de Californie. 
Ces publications sont commentées plus 
en détail dans ce qui suit. 
1.2 - Application des méthodes bayésiennes 
pour l'élaboration "dynamique" des pro-
jets (Matsuo et Asaoka, 1978) 
L'article est consacré à l'application 
de la "méthode observationnelle", suggérée 
en 1967 par Terzaghi, au cas de la stabilité 
des remblais sur sols mous. L'information 
nouvelle fournie par les mesures faites pen-
dant la construction est utilisée pour rédui-
re l'incertitude existant lors de l'élabora-
tion du projet. 
La méthode d'analyse probabiliste utili-
sée pour évaluer la stabilité du remblai a 
été décrite par Matsuo et Asaoka (197 6). Il 
s'agit d'une analyse en rupture circulaire 
dans un sol où les valeurs de la cohésion non 
drainée sont autocorrélées. Le coefficient de 
sécurité réel F est égal à F=G+e (G-coeffi-
cient de sécurité calculé, e-erreur due à la 
méthode de calcul. 
Pour l'application du formalisme bayésien, 
on définit 1' "état de là nature" 8 comme 
e = (u, a2) , 
avec 
u - valeur moyenne de c (cohésion non 
drainée dans la couche de sol mou), 
a2 - variance des valeurs de c dans la 
couche. 
L'action "a" est la valeur moyenne de la 
contrainte de cisaillement sur le cercle de 
glissement, qui dépend du remblai que l'on 
décide de construire à la surface du sol. 
L'erreur e sur la méthode de calcul est 
supposée suivre une loi normale de paramètres 
y et c2 (moyenne et variance) . 
L'état de la nature global est : 
e - (9, ee)=(u, a2, ve, a e)' 
La probabilité de rupture est fonction de 
l'état de la nature et de l'action choisie, 
soit : 
Pf(8,a)=J^ p(F/8,a)dF; 
Pour appliquer la théorie de la décision, 
il faut une fonction d'utilité. La fonction 
utilisée est : 
L(6,a)= Cc(a)+CF(a)pf (e,a) 
avec 
C (a) - coût de la construction, 
C„(a) - coût de la rupture. 
r 
Pour ce type d'approche bayésienne, on 
a besoin de déterminer les probabilités à 
priori et à posteriori des événements. Si 
les probabilités à priori peuvent être cal-
culées sans ambigüités, il n'en est pas de 
même des probabilités à posteriori. 
Le formalisme mathématique proposé par 
les auteurs, que nous ne reproduirons pas 
ici, ne permet pas de résoudre le problème 
principal : que peut-on déduire des mesures 
réalisées en cours de construction? Tant 
qu'il n'y a pas de rupture, aucune mesure 
ne peut fournir la valeur réelle du coeffi-
cient de sécurité. S'il y a rupture, on peut 
par contre corriger les données des projets, 
en pratique en décalant la valeur moyenne 
de C dans le sol (ou la valeur moyenne du 
coefficient de sécurité F). Les exemples 
fournis dans l'article illustrent ce que 
l'on peut déduire de cette approche dans 
quelques cas théoriques, mais ils n'ont pas 
vraiment d'utilité pratique pour la raison 
indiquée ci-dessus. 
L'application de la théorie de la déci-
sion,qui constitue la seconde partie de 
1'article,souffre des mêmes inconvénients 
que ce qui est noté ci-dessus, puisque l'é-
tat réel de stabilité n'est quantifiable 
qu'à la rupture. 
1.3 - Méthode d'analyse probabiliste simpli-
fiée de la stabilité à court terme 
des pentes en argile (Asaoka et Atha-
nasiou-Grivas, 1981) 
Il s'agit d'une analyse en rupture cir-
culaire de la stabilité des pentes d'une 
excavation dans un sol argileux, à court 
terme. On traite d'abord la stabilité clas-
sique (sous l'effet de la pesanteur), puis 
la stabilité en cas d'accélération horizon-
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tale (séisme) se rajoutant à la pesanteur. 
Le sol est caractérisé par la valeur 
moyenne v, la variance a2 et le coefficient 
d'autocorrélation verticale r(Az) de la cohé-
sion non drainée c . On suppose que le sol 
est homogène dans chaque plan horizontal. 
La méthode de calcul utilisée pour déter-
miner le coefficient de sécurité repose sur 
une hypothèse d'homogénéité de la couche d'ar-
gile dont la compatibilité avec l'hypothèse 
de variabilité de la cohésion non drainée 
n'est pas évidente (utilisation du "nombre" 
de stabilité N, sous le motif que la position 
de la surface de rupture est indépendante de 
la valeur de c , ce qui n'est vrai qu'en 
moyenne). Il est vraisemblable que l'expres-
sion de la variance du coefficient de sécuri-
té est inexacte pour cette raison. 
Les autres notions développées dans l'ar-
ticle sont classiques (incertitude sur la 
procédure analytique, distance d'autocorré-
lation) . 
L'accélération horizontale modélisant 
l'effet du séisme est supposée déterministe 
et modifie la valeur du moment moteur du 
bloc en rotation lors de la rupture. On dé-
duit la nouvelle probabilité de rupture en 
utilisant le théorème de Bayes. 
Les probabilités calculées par cette mé-
thode sont assez élevées. 
1.4 - Dimensionnement des remblais sur sols 
mous 
(McGuffey et al., 1982; discussion par 
Baecher et al., 1984 et Christian, 
1984). 
L'article présente l'analyse de la sta-
bilité d'un remblai réel, pour lequel on a 
effectué une analyse statistique de tous les 
paramètres physiques et mécaniques mesurés 
sur les sols du site. 
La méthode d'analyse probabiliste utili-
sée est très simplifiée (calcul de la valeur 
moyenne du coefficient de sécurité F, loi de 
variation de F de type bêta entre zéro et 
deux fois cette valeur moyenne,calcul de la 
probabilité de rupture au moyen de cette loi). 
La discussion par Baecher et al. conclut 
que la méthode utilisée n'utilise pas toutes 
les possibilités actuelles des méthodes d'a-
nalyse probabiliste en géotechnique et qu' 
elle apporte peu par rapport aux travaux an-
térieurs. 
La discussion par Christian regrette que 
la méthode de calcul proposée repose sur 
beaucoup d'hypothèses non explicitées et 
qu'elle ne tienne pas compte des concepts 
probabilistes les plus importants pour ce 
type d'analyse. 
1.5 - Analyse probabiliste de la stabilité 
de remblais sur argile molle 
(Sivandran et Balasubramaniam, 1982) 
Un remblai expérimental à la rupture est 
analysé dans cet article. La méthode d'ana-
lyse probabiliste repose sur : 
- la méthode de Fellenius pour l'analyse de 
stabilité déterministe en rupture circu-
laire, 
- la méthode de Monte Carlo pour le traite-
ment probabiliste. 
Les deux seules variables considérées 
comme aléatoires sont le poids volumique et 
la résistance au cisaillement non drainé. 
Pour le calcul, le sol était divisé en cou-
ches horizontales homogènes de lm d'épaisseur. 
Dans chaque couche, on générait autant de 
valeurs qu'il existait de tranches. 
Pour le site analysé, après application 
de la correction u(I_) de Bjerrum, on trouve 
une probabilité de rupture de 0,01 pour un 
coefficient de sécurité de 1,5, ce qui est 
un ordre de grandeur raisonnable. Il se peut 
que le fait de générer plusieurs valeurs de 
c par couche (en fonction du nombre de tran-
ches) ait comme conséquence d'introduire 
dans le calcul une certaine variabilité des 
propriétés du sol dans chaque couche, ce qui 
diminue sensiblement la probabilité de rup-
ture . 
La figure 1.1 donne la relation trouvée 
sur ce site entre le coefficient de sécurité 
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Une fois la couche discrëtisée, on peut 
trouver facilement les deux premiers moments 
du coefficient de sécurité en utilisant la 
théorie des estimations ponctuelles de Rosen-
blueth, qui calcule 
E[F] = | [ F + + + + F++_ + ... + F__ 
var[F] = | F++2 + F++2 +... + F__2]-E[F2], 
Fig.1.1 Relation entre le coefficient 
de sécurité calculé et la 
probabilité de rupture. 
1.6 - Procédure simplifiée pour l'analyse 
probabiliste de la stabilité â court 
terme des argiles (Asaoka et Matsuo, 
1983) 
L'article propose d'utiliser une combi-
naison de huit calculs déterministes, dans 
lesquels le sol est divisé en trois couches, 
pour obtenir un résultat équivalent à celui 
d'une analyse probabiliste. 
La variabilité verticale de la cohésion 
non drainée c est modélisée par un processus 
autorégressif d'ordre 1, de la forme 
cu(i.A2)= aQ+ a c [(i-l).ùz] + ct^ 
[a , a , a - constantes; e. - erreur de 
O j 1 
mesure]. 
La couche est divisée en trois sous-
couches d'épaisseurs égales. On attribue à 
ces couches des valeurs de la moyenne u et 
de l'écart type a de la cohésion non drainée 
calculées pour que les valeurs moyennes et 
les écarts types des résistances cumulées 
sur les surfaces de rupture soient les mêmes 
dans le modèle simplifié et dans la réalité. 
Ceci fournit six équations pour déterminer 
les six paramètres (u.) et (c.). L'hypothèse 
de base de ce calcul est que la longueur de 
l'élément d'arc de la surface de glissement 
est une fonction du second degré de la pro-
fondeur et que la surface de rupture touche 
le substratum. 
F + + + = F(UI+CJI ,\i2 + a2,Vi + v % ) 
F = F (y i—o-1 , u2-o2,u 3-C3) . 
Une extension à l'analyse de la stabili-
té d'un remblai sur sol bicouche est ensuite 
proposée. 
1.7 - Une procédure simplifiée pour réesti-
mer le risque de rupture S partir des 
observations faites pendant la cons-
truction (Matsuo et Asaoka, 1983) 
L'article comprend trois parties : 
- la première explique comment on peut rem-
placer une couche réelle par huit systèmes 
tricouches pour calculer les probabilités 
de rupture (identique à la section précé-
dente, 1.6) ; 
- la seconde développe,en utilisant la tech-
nique précédente,un raisonnement voisin de 
celui d'Asaoka et Athanasiou-Grivas (sec-
tion 1.3). Bien que la formulation soit 
différente, cette étude souffre à l'évi-
dence du même défaut : elle suppose que 
l'on puisse évaluer l'état de stabilité 
du remblai en cours de construction, ce 
qui n'est le cas que s'il y a rupture; 
- la troisième partie traite de l'optimisa-
tion du projet (théorie de la décision). 
1.8 - Utilisation d'abaques pour le calcul 
probabiliste des remblais sur argiles 
saturées (Matsuo er Suzuki, 1983) 
Les développements théoriques et prati-
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ques présentés dans cet article reposent sur 
les hypothèses suivantes : 
- stabilité à court terme contrôlée par la 
cohésion non drainée c , qui varie linéai-
rement avec la profondeur selon une loi de 
la forme : 
c (z) = (c + kz) + (a +Kz) u(z) , 
u o o 
dans laquelle c , k, <j , K sont des constan-
tes et u(z) est une loi normale réduite. Le 
coefficient d'autocorrélation est de la for-
me : 
r(Az) = exp (-AAz) ; 
- ruptures de type circulaire, permettant de 
calculer par abaques la valeur moyenne du 
coefficient de sécurité G. 
L'analyse de la probabilité de rupture 
est conduite de façon classique, en admettant 
que le coefficient de sécurité suit un loi 
normale. 
Les relations entre la probabilité de 
rupture et le coefficient de sécurité G pour 
différentes valeurs du paramètre d'autocorré-
lation S et du coefficient de variation V 
eu 
de la cohésion non drainée ont été mises 
sous forme d'abaques. 
Plusieurs exemples sont traités ensuite. 
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sol oour les calculs i 
sente (Peintinger et 
Reitmeier, 1983) 
Cette étude porte sur l'effet des incer-
titudes liées aux conditions d'estimation 
des paramètres sur les résultats des calculs 
de stabilité. 
Le modèle de calcul suppose que la rup-
ture se produit sur une surface cylindrique 
de longueur limitée, avec deux extrémités 
planes; le sol est caractérisé par deux 
champs aléatoires indépendants correspondant 
à la cohésion et à l'angle de frottement, 
avec une autocorrélation tridimensionnelle. 
Les probabilités sont calculées en uti-
lisant le théorème de Bayes. Des résultats 
sont fournis sur l'effet de la taille de 
l'échantillon (c'est-à-dire le nombre d'es-
sais) sur la forme des lois de probabilité. 
Les auteurs notent qu'il faut beaucoup d'es-
sais pour que 1'information obtenue permette 
de modifier l'information à priori. L'influ-
ence des incertitudes de nature statistique 
sur la probabilité de rupture calculée est 
importante. 
I.10 - Estimation de la probabilité de rup-
ture des digues < de la 
de Californie (Duncan 









car Vita, : 
et 
1984 
Cette étude porte sur le risque d'insta-
bilité de digues sous l'effet de la poussée 
de l'eau (variable aléatoire) et des varia-
tions dans l'espace de la résistance du sol 
( f' ), les autres paramètres étant traités 
comme déterministes. 
On a calculé un coefficient de sécurité 
vis-à-vis du glissement de la digue sur un 
plan horizontal (schéma le plus critique). 
Les valeurs de ce coefficient de sécurité 
sont ensuite comparées à une certaine valeur 
choisie comme seuil de rupture, ce qui per-
met d'obtenir sur l'ensemble des digues du 
delta une certaine probabilité de rupture. 
Cette valeur calculée a été ensuite calée 
sur les ruptures observées antérieurement 
sur le site. Depuis l'étude, trois ruptures 
se sont produites dans des zones où l'on 
avait estimé le risque élevé, ce qui est en-
courageant. 
La discussion d'Andersland et Al-Khafaji 
porte sur les origines des tassements de la 
tourbe. 
Celle de Vita donne une formulation plus 
générale de la méthode utilisée pour l'étude 
Chapitre II 
MÉTHODES D'ANALYSE DES VARIATIONS SPATIALES 
DES PROPRIÉTÉS GÉOTECHNIQUES DES SOLS 
II.1 - Introduction 
Les sols naturels présentent des varia-
tions de leurs propriétés d'un point à l'au-
tre. Cette variabilité des sols est due à la 
variation de leur composition minérale et de 
l'histoire des contraintes pendant leur for-
mation. Les variations autour des valeurs 
mesurées dans les essais créent des incerti-
tudes sur 1'estimation des valeurs des para-
mètres de calcul et par conséquent sur la 
prévision du comportement des ouvrages. La 
méthode d'analyse des variations spatiales 
est souvent fonction du schéma de calcul de 
l'ouvrage étudié. Ce chapitre a pour but de 
présenter les méthodes d'analyse des varia-
bilités spatiales qui tiennent compte de la 
localisation des points de mesure. Dans cet-
te étude, on n'a pas abordé les méthodes 
d'analyse géostatistiques. Ces méthodes se-
ront présentées dans le chapitre V. 
II.2 - Modélisation probabiliste des profils 
de sols (Vanmarcke, 1977, 1978) 
II.2.1 - Principes de la modélisation 
Pour la description de la variabilité 
spatiale, Vanmarcke développe une procédure 
qui distingue la tendance générale (dérive 
avec la profondeur ou avec la distance la-
térale) des variations locales. Le profil 
du sol est considéré comme étant une combi-
naison d'une dérive et des fluctuations au-
tour de cette dérive (fig.2.1). 
.u(z) 
yu este ou dérive 
Moyenne u 
Ecart type ° 
Vitesse de variation autour de 
la moyenne 5. . 
Fig.2.1 Représentation de la variabilité 
verticale d'un sol. 
Pour visualiser la variation spatiale 
dans une direction donnée et caractériser 
les variations locales, outre la valeur 
moyenne ou la dérive u , Vanmarcke utilise 
deux autres paramètres : 
l ) o , l'écart-type de la propriété u, 
mesure l'intensité de la fluctuation 
de u par rapport à la moyenne v , 
2) 6 mesure la distance â l'intérieur de 
laquelle la propriété u(z) manifeste 
une forte corrélation d'un point à 
l'autre. Les valeurs faibles de S 
u 
impliquent des fluctuations rapides 
autour de la moyenne, tandis que les 
grandes valeurs de 6 témoignent 
d'une variation faible autour de la 
valeur moyenne. 
Pour caractériser les variations aléa-
toires, Vanmarcke propose le modèle gaussien, 
qui ne nécessite que l'évaluation des infor-
mations du premier et du second ordre. L'in-
formation du premier ordre est fournie par 
la dérive tandis que l'information du se-
cond ordre peut s'exprimer au moyen de l'une 
des expressions suivantes : 
- la fonction d'autocorrélation P (AZ) : 
elle exprime le coefficient de corrélation 
entre les valeurs de u en deux points dis-
tants de Az; 
présente la variation de la variance lo-
cale d'une moyenne spatiale de u(z) en 
fonction de l'intervalle Az pour lequel la 
moyenne a été évaluée. La valeur moyenne 
u, dépend de la localisation de AZ dans 
AZ 
la masse du sol; de la même façon, l'écart 
type a varie avec Az. L'augmentation de 
Az 
Az tend à réduire les fluctuations de u AZ 
et par conséquent à réduire r (Az)= AZ 
La vitesse de décroissance dépend de la 
corrélation spatiale de u(z). Lorsque AZ=O, 
la moyenne spatiale coïncide avec la va-
leur ponctuelle et r (Q)=1 (Az) est éga-
- la fonction de variance r2(Az) elle re-
lement le rapport entre les coefficients 
de variation de u., et de u. 
AZ 
Pour la représentation des fonctions 
d'autocorrélation, on utilise généralement 
des fonctions de décroissance exponentielle 
(tableau 2.1). Pour ajuster ces fonctions, 
il suffit de choisir judicieusement les va-
leurs des paramètres. Pour chaque fonction 
d'autocorrélation, on peut calculer la fonc-
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pour les deux premiers cas de décroissance 




H= iS. _ i + e"A2/a h (2.1) 
b 
Ä7 ^ /^0(^, + e-
{û2/b,
-l},(2.2) 
Au lieu d'utiliser les expressions ana-
lytiques ci-dessus, Vanmarcke suggère une 
formulation simplifiée en introduisant la 
distance d'autocorrélation 6^  (fig.2.3) : 
,1 ,.L pour Az <S 
r^(Az)= \sn 
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Forme approchée : 
1 Az<4. 




Fig.2 .3 Forme approchée de la fonction de var iance 
(b) 
r J ( A z ) 
q.2.2 avec (b=a) 
&z 
0 1 2 4 6 8 10 
b) Fonctions de variance 
Fig.2.2 Fonctions d'autocorrélation 
et de variance 
où • est une fonction d'erreur tabulée qui 
croît de 0 à 1 lorsque l'argument croît de 
0 à -. 
Comme on peut le constater sur cette fi-
gure, la forme approchée est indépendante de 
la fonction d'autocorrélation. 
II.2.2 - Estimation des paramètres statis-
tiques 
Pour estimer 6 à partir d'une série de 
mesures espacées de Az , la première étape 
consiste à évaluer la moyenne u et l'écart 
type o et établir l'expression numérique 
AZ pour différentes ru(n) d'après ru(Az)=» 
valeurs de n (n» ) . 
Azo 
Les points ainsi obtenus sont ajustés avec 
la fonction : 
(n)




L'étape finale de la procédure consiste à 
estimer la valeur de n et celle de í con-
naissant r (n) : 
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Pour n* >2, on peut admettre que 6 =n AZ 
en commettant une erreur inférieure à 10%. 
Vanmarcke a obtenu 6 =1,8AZ (n =2) et 
w o 
<5„ =2Az„ (n =2,2).Le coefficient de variation 
eo ° 
ponctuelle de la teneur en eau étant de 
CV =0,22, le coefficient de variation de la 
moyenne sur 7,7m est donné par : 
II.2.3 - Exemples d'application 
La méthode décrite ci-dessus a été uti-
lisée pour analyser la variabilité de la te-
neur en eau w et de l'indice des vides e 
de 7 90 échantillons non perturbés provenant 
de 84 sondages réalisés à San Francisco. 
Les distances d'autocorrélation 5 et 6 
w
 o 
sont obtenues après estimation des fonctions 
de variance r2(n) et ?1 (m) (fig.2.4), avec 
w
 o 
un intervalle d'échantillonnage de ûz =l,5m. 
r2(n) Estimation des paramètres de 
w








aw = 0,19 < 
S = 1,8 x 
CV = 0,22 
Az =2,70m 






(n) Estimation des paramètres de 
i l'indice des vides initial 
= 2,33 h' e = 0,46 CV =0,20 o o 
2 x Az 3m 
0 1 
C Ww7,7= CV w.r(7,7)-0,22.(6 w / 7 f 7)2 = 0,13. 
Ensuite il a analysé la distance d'autocorré-
lation horizontale de l'indice de compressi-
bilité d'une couche de sable. Pour cela, il 
a effectué plusieurs sondages espacés de 3 0m 
selon une maille carrée. La distance d'auto-
corrélation obtenue est de 55m. 
B
' 5Yliliâ£i2îl_ÉlH2ê_îIi2Yiii2Ë_5E§£i§iê 
Pour 1'analyse du comportement des ouvra-
ges en terre, on est souvent amené à recher-
cher la fonction de densité de probabilité 
d'une valeur moyenne spatiale d'une proprié-
té à partir des lois de distribution et des 
coefficients de variation des propriétés des 
sols obtenus par des essais réalisés sur ces 
sols. La distribution de la densité de proba-
bilité de cette valeur moyenne est plus res-
treinte que la densité de probabilité ponctu-
elle. Cette décroissance du coefficient de 
variation est régie par le facteur de réduc-
tion r. 
C) Corrélations_entre_les_mo^ennes_s£atiales 
Le coefficient de corrélation dépend des 
dimensions des domaines dans lesquels les va-
leurs moyennes sont obtenues/ ainsi que la 
distance qui les sépare et peut être détermi-
né au moyen de la fonction de variance. Par 
exemple, pour l'étude et la prévision des 
tassements différentiels entre deux semelles, 
on doit évaluer la corrélation entre les va-
leurs moyennes, des compressiblités sous cha-
cune des semelles. 
D) Modèle_à_£lusieurs_comgosantes 
Lorsque l'analyse de la variabilité na-
turelle révèle des fluctuations de deux 
Fig.2.4 Estimation des paramètres 
statistiques 
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échelles différentes ou que le profil des 
données peut être influencé par des erreurs 
de mesure aléatoires ou systématiques, il 
convient d'utiliser un modèle à plusieurs 
composantes. 
Dans ce cas, le profil u(z) est considé-
ré comme la somme de deux contributions in-
dépendantes ui(z) et u2(z) de moyennes res-
Dectives y et u , d'écarts-types a et a 
Ul U2 ul u 2 
et de distances d'autocorrélation 6 et 6 
u i u 2 
La moyenne e t l a variance de u ( z )=u i ( z )+u 2 ( z ) 
peuvent s'exprimer : 
y = v + u 
u Mux
 w u 2 ' 
G 2 = C 2 + (J U U j U 2 • (Ci + C 2 ) a ¿ , 
(2 .7 ) 
(2 .8 ) 
en c a r a c t é r i s a n t par : 
c 2 a2 
UJ U2 
Ci = et C 2 = 
2 2 U u
les contributions partielles à la variance 
totale de u(Cj + C 2 = 1). 
Les fonctions de corrélation et de va-
riance peuvent s'exprimer par : 
e (Az) = Ci»,, (Az)+C2i> (Az) , (2.9) u u ]_ \À 2 
r2(Az) = CiT^ (AZ) + C2r2 (Az) , (2.10) 
avec : . 
6u. 
r2 (Az) = -—• lorsque Az > S„ . 
U. AZ U . 
L'équation (2.10) montre que la fonction 
de réduction de variance peut être décompo-
sée en deux termes. Lorsque 6, <<6. , 6 
^ Ui u 2' ui 
étant de l'ordre de quelques centimètres, la 
composante ui agit sur la dispersion des 
échantillons prélevés de dimensions diffé-
rentes . 
La seconde composante n'est pas altérée 
jusqu'à ce que la distance S soit dépassée. 
u2 
Localement, la contribution de u2(z) peut 
être considérée comme une partie de la déri-
ve. Un autre fait est que.lorsque l'échelle 
Az=nAz_ est telle que 5 <<Az , on peut re-
o ^ ui o 
marquer les fluctuations rapides à une échel-
le inférieure à l'échelle de l'échantillon-
nage. Ceci contribue à une altération rapide 
de ru(iz), car Ci. r2^ (Az)=Ci/n , avec 
n=Az/Az . Négliger la nature à deux compo-
santes de u(z) conduit à des erreurs d'es-
timation de la fonction de variance pour des 
valeurs de Az<5 . Pour Az><5 ,, l'utilisa-
U2 UZ t i o n de 5 =C1S , + C2S , f o u r n i t l a v a l e u r , u ul u2 j 
c o r r e c t e de l a f o n c t i o n de v a r i a n c e r 2 ( A z ) = - u . 
u Az 
De la même manière, on peut interpréter 
les erreurs systématiques (corrélées entre 
elles) et les erreurs aléatoires (non corré-
lées) de mesure. 
L'erreur systématique peut être considé-
rée comme un u2(z) qui s'ajoute à la valeur 
de la propriété ui(z), composante d'échelle, 
et qui est telle que <5 est infini. 
u
 2 
On procède de façon analogue avec l'er-
reur aléatoire Uj (z) , en prenant 5 = 0 . 
Dans ce cas, ui (z) représente la valeur vraie 
de la propriété et u(z) la valeur mesurée. Si 
l'on traite la variable u(z) sans considérer 
l'erreur aléatoire a2 =C2c2, et i =rr- , on 
U 2 •• u va 2 —^2 
sous-estime la vraie valeur de la distance 
d'autocorrélation et l'on surestime la va-
riance ponctuelle. Toutefois, lorsque Az>6 , 
les erreurs sont composées et 1'estimation 
correcte de la variance a; sera 
Az 
u 2 u 
obtenue puisque a2 =c2 (-777-) =c2 (—) . Ce ré-c
 U U 2 AZ U AZ A Z 
sultat est satisfaisant car, en pratique, il 
est souvent impossible de dissocier les sour-
ces de dispersion : la variabilité propre et 
l'erreur aléatoire. 
gue 
La modélisation probabiliste de la varia-
bilité naturelle des sols, telle que décrite 
précédemment, permet d'établir un lien entre 
la quantité de la reconnaissance du site et 
la qualité de la prévision des calculs qui en 
résultent. 
Le but de la reconnaissance est d'établir 
les paramètres du profil du sol : d'abord la 
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meilleure estimation de la profondeur des 
couches, ensuite, l'information sur la va-
riabilité et la distance d'autocorrélation 
du paramètre de calcul. Les paramètres u u , 
o et 6 sont estimés à partir des résultats 
u u r 
provenant du site. La dispersion de leur es-
timateur dépend du nombre d'échantillons, de 
la qualité des données et de leur localisa-
tion. Un point important est qu'il n'est pas 
toujours nécessaire de dépenser des efforts 
pour déterminer les valeurs des paramètres 
CV et 6 spécifique du site. On peut cons-
tater que les coefficients de variation et 
la distance d'autocorrélation ne diffèrent 
pas essentiellement d'un site à l'autre pour 
des sols semblables. Par conséquent, les dis-
tributions a priori de ces paramètres peu-
vent être obtenues à partir d'un nombre li-
mité de sondages représentatifs et soigneu-
sement choisis. 
L'information sur la distance d'autocor-
rélation est utile dans l'élaboration d'un 
programme de reconnaissance. Par exemple, 
pour éviter la corrélation entre les proprié-
tés des différents échantillons (auquel cas, 
1'information recueillie sera redondante et 
peu rentable), on doit choisir des distances 
d'échantillonnage plus grandes que la dis-
tance d'autocorrélation. Par contre, lors-
que l'ingénieur cherche à établir des cor-
rélations entre les valeurs d'une propriété 
du sol obtenue par deux essais différents 
(l'essai courant peu coûteux et l'essai re-
lativement onéreux réalisé au laboratoire), 
dans ce cas la position des deux échantil-
lons doit être à l'intérieur de la distance 
d'autocorrélation pour obtenir le maximum 
d'efficacité. 
II.3 - Méthode simplifiée pour la descrip-
tion de la variabilité de la cohésion 
non drainée des argiles (Asaoka et 
A-Grivas, 1982) 
II.3.1 - Principe de la méthode 
Vanmarcke a proposé une procédure de dé-
termination de la fonction d'autocorrélation 
en termes de fonction de réduction de la va-
riance. Cette méthode est applicable lors-
que l'on dispose d'un grand nombre de don-
nées. Dans le cas où le nombre de données 
est limité, Asaoka et A-Grivas (1982) pro-
posent une méthode simple pour la descrip-
tion de la variabilité de la résistance au 
cisaillement non drainée. Cette méthode est 
conçue d'après les hypothèses suivantes : 
1) La valeur moyenne et l'écart-type de la 
résistance au cisaillement non drainée 
c varient linéairement en fonction de 
la profondeur, tout en conservant un coef-
ficient de variation constant. 
2) Sur toute la profondeur, c peut être as-
similée à une variable aléatoire de dis-
tribution normale. 
Pour la détermination des paramètres 
statistiques, on procède de la façon sui-
vante : 
soit c (z.) la valeur de la résistance non 
u i 
drainée c à la profondeur z., où 
i = 0, 1, 2, N, et 
c u ( 2 i } 
ui = — z " ~ (2.11) 
Deux valeurs successives de u., évaluées à 
intervalles constants àz = z.-z, , , sont 
reliées par le processus suivant : 
u. = 3 i o B u . , + s . 1 1-1 1 
(2.12) 
Les paramètres S et 31 sont déterminés à 
partir des données e. étant le terme d'er-
reur de moyenne nulle et de varianceu2. 
Les différents termes d'erreurs ne sont pas 
córreles entre eux : 
EC'i'j 3 - Í <7' 0 1 = 3 i ¿ j (2.13) 
En général, la moyenne E[u.] et la va-
riance Var [u.] dépendent de i. Cependant, 
lorsque u. est un processus stationnaire, 
ces valeurs sont indépendantes de i et la 
valeur de la fonction d'autocorrélation 
r(i,k) entre deux points, i et k, dépend 
uniquement de la valeur absolue de la dif-
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férence entre i et k, Dans ce cas, on a : 
|8il < 1 et les paramètres statistiques de 
la résistance de cisaillement non drainée 
s'expriment par : 
Var[cu(z)] 







Par conséquent, le coefficient de varia-
tion V de c est défini par : 
u 
6
 o X + "l 
±L)l/l (2.17)-
où v = N - 2 ; vs2=E(u.-ß -Sxu._ ) 2 ; et 
" [ ] est la fonction de distribution gamma. 
Pour vérifier la stationnarité des don-
nées, on doit d'abord évaluer au moyen des 
équations (2.21, 2.22, 2.23) les paramètres 
a et aj de l'expression suivante : 
u. = a +aiu. +E. 
avec 
j = N-i, i=0, 1, 2, .. . N , 




sont suffisamment proches 
on peut considérer que le pro-
et ne dépend pas de la prgfondeur z, 
te, si a et a 
o 
de S et Si 
cessus u. à atteint la stationnarité. 
2. 
En outre, si Bi est positif, la fonction 
d'autocorrélation de c peut s'exprimer par 
une fonction exponentielle de la distance ¿ 
entre deux points : 
(2.18) r c (M 
u 
où i = 
à = 
= e x p ( - j) 
- Az/2.n| ßi 
1 i -k l . ¿z . 
(2.19) 
(2.20) 
Les paramètres statistiques de c sont 
fonctions de ß , 81 et a. Ces trois paramè-
tres sont déterminés par 1'analyse par la 
méthode des moindres carrés du rapport 
cu ( zi ) 
u. = — et peuvent être évalués à par-
tir des données : 
2 
^
Ui-l lUL lu. u. Eu. , 
i1 _ 1 1 i 1 _ 1 
N Eu? , - (Eu, J 
(2.21) 
l-l 
N Eu. ,u. 
i 1"1 X 
1-i 
Eu. , Eu. 
¿ 1-1 i i 
N Eu2_
 i (EU.^) 
v, r ( V L ) 
a = s (*) '*• i — 
2
 • r(|) 
(2.22) 
(2.23) 
II. 3 . 2 - Exemoles_d^a_goliçation 
La procédure décrite ci-dessus a été 
appliquée pour caractériser la variabilité 
spatiale de la résistance au cisaillement 
non drainée c de l'argile molle saturée 
sur deux sites A et B choisis lors de la 
reconnaissance géotechnique effectuée pour la 
West Side Highway dans la ville de New York. 
Les valeurs de c sont déterminées par la 
réalisation de deux sondages scissométriques 
sur chaque site. Le sol des deux sites est 
une argile silteuse grise organique. 
Les paramètres ß , ßi et a sont évalués 
pour les deux sondages et figurent dans le 
tableau 2.2. Pour les quatre cas étudiés, 
a et a i sont assez proches de S et 3,. 
o r o -
Ceci implique que u. peut être considéré 
comme un processus stationnaire; par consé-
quent, les paramètres statistiques ont été 
évalués par les équations (2.14, 2.15, 2.17 
et 2.18) (tableau 2.3). Les figures 2.5 à 
2.8 montrent l'évolution de la tendance gé-
nérale et de 1'écart-type en fonction de 
la profondeur. La fonction d'autocorrélation 
















































Paramètres statistiques de la variabilité spatiale de c pour les différents cas étudiés 
Paramètres 
statistiques 
Valeur moyenne, c (kPa) 
écart-type, a (kPa) 
u 





























Résistance au cisaillement non draina c (kPa) 
u 
Résistance au cisaillement non drainé c (kPa) 
u 
Q0 25 50 
Fig. 2.5 Valeur moyenne et écart type de c pour le 
sondage Al 
Fig.2.6 Valeur moyenne et écart type de cu pour le 
sondage A2 
Résistance au cisaillement non drainé c (M'a) 
Q0 10 20 30 
Résistance au cisaillement non drainé c (kPa) 
0 10 20 30 u 
i i i i t i i 
"ig.2.7 Valeur moyenne et écart type de c pour le 
sondage Bl 
Fig.2.8 Valeur moyenne et écart type de c pour le 
sondage B2 
0 1 2 5 
DISTANCE VERTICALE (m) 
Fig.2.9 Fonctions d'autocorrélation de c^ 
a) sondage Al 
b) sondage A2 
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L'examen des résultats des calculs (ta-
bleaux 2. 2 et 2.3) permet de dire que, pour 
les données analysées, la condition de sta-
tionnarité [ ß i ]<1 est satisfaite et que les 
paramètres a et ai sont assez proches de 
B et Si. 
o 
Les variations en fonction de la profon-
deur de la valeur moyenne de c sont identi-
ques pour les sondages Al et A2 et sont du 
même ordre pour les sondages Bl et B2. Cepen-
dant, la dispersion des données est différen-
te pour chaque sondage et, par conséquent, 
1'évolution de 1'écart-type en fonction de 
la profondeur est différente d'un sondage à 
l'autre. 
Pour.le site A, on remarque sur la figu-
re 2.9 une forte corrélation d'un point à 
l'autre dans la direction verticale. 
Pour le site B, l'intervalle de mesure 
étant de lm environ, on n'a pas obtenu de 
corrélation significative. 
Pour cela, un échantillonnage à faible 
distance aurait été nécessaire. Par consé-
quent, cette procédure est capable d'esti-
mer la variabilité verticale de la résistan-
ce au cisaillement non drainé de l'argile 
molle. 
Dans le cas de non stationnarité, cette 
procédure n'est pas applicable et il faut 
avoir recours à d'autres méthodes statisti-
ques. 
II.4 - Cartographie et modélisation des pro-
priétés des sols (Tabba et Yong, 
1981; Yong et Tabba, 1981) 
II.4.1 - Principe de la méthode 
On présente ici une méthode analytique 
d'estimation de la résistance au cisaille-
ment. La méthode permet d'évaluer la moyen-
ne, la variance et la covariance de la ré-
sistance au cisaillement. 
La variabilité observé P. est décompo-
sëe en une composante déterministe P. des 
coordonnées de l'espace et une composante 
aléatoire e., qui représente la dispersion 
autour de cette dérive : 
p . = P . + e . . (2.25) 
Pour la résolution du problème de l'estima-
tion, on utilise la formulation matricielle 
P± = (xi) (B) + e± 
avec 
(2.26) 
(x.) : matrice des q composantes déterminis-
tes des coordonnées spatiales x., 
y • , 2 • ; 
: i i 
(B) : matrice des coefficients inconnus 
de la dérive, 
Dans le cas de n ooints de mesure, on a 
(P) = [x] (B) + (e) (2.27) 
avec 
(P) et (e) tableaux de n valeurs, 
[xj matrice nxq des composantes de la déri-
La méthode de calcul ne distingue pas 
la variabilité naturelle de l'incertitude 
introduite par les différentes techniques 
d'essai. Cependant, elle permet de déter-
miner le biais relatif de deux types d'es-
sais en réalisant une combinaison de ces 
essais. Ceci peut être utilisé pour mettre 
en évidence l'erreur systématique d'un type 
d'essai. 
En supposant que la composante aléatoire 
e a une distribution normale N(ë, a¿) de 
moyenne connue e et de variance inconnue a', 
(B) et a2 peuvent être estimés à partir des 
données. En introduisant la matrice 
_ i 
[c] = •> M ? M } ' Y o n '? e t T a b b a f o u r n i s s e n t 
l ' e s t i m a t e u r (8) de l a m a t r i c e (B) des coef -
f i c i e n t s de l a d é r i v e : 
(B) = [c] [xJ T [P-ê ] . <2-28> 
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[ ] signifie la matrice transposée de [ ]. 
De la même manière, l'estimateur de la va-
riance a¿ de e est donné par : 
XH - J^T ^-M(B)-a}T|p-[x](6)-ë}r(2.29) 
(6) et Xa2 sont les estimateurs non biaises 
de (B) et de a? 
On rappelle que ë est le biais moyen; il 
représente la moyenne des biais des données 
biaisées par rapport aux données considérées 
comme étant non biaisées (données standards) . 
Dans le cas des données non biaisées, ë est 
nul. De même, X définit le biais de la va-
riance entre ces deux types de données. Dans 
le cas des données standards, X est égal à 1. 
Bien que (ß) soit un estimateur non biai-
sé de (B), il demeure une dispersion entre 
les valeurs estimées et la vraie valeur. 
Cette dispersion est caractérisée par la ma-
trice : 
[Q] = Xo2 [c] • (2.30) 
Le problème de l'estimation de la pro-
priété en un point particulier peut être ré-
solu en déterminant les paramètres de base 
(S) , (Xa|) et [Q] . 
II.4.2 - Estimation des paramètres 
Comme indiqué précédemment, dans cette 
méthode il n'est pas possible de dissocier 
l'erreur de mesure de la dispersion intrin-
sèque. Par conséquent, on peut uniquement 
obtenir le biais relatif entre différentes 
techniques de mesure en réalisant des combi-
naisons d'essais et en ayant recours à des 
essais standards pour lesquels on suppose 
que le biais moyen est nul. Ceci permet de 
caractériser l'erreur systématique d'un type 
d'essai par son biais relatif. Dans le cas 
où plusieurs techniques d'essais sont utili-
sés, il est important de noter que : 
1) la distribution spatiale obtenue par (6) 
sera la même pour les données biaisées 
que pour les données non biaisées; 
2) le biais moyen et la variance des résidus 
dépendent du type de combinaison des es-
sais. Dans le cas particulier de données 
non biaisées, le biais moyen est nul et 
X est égal à 1. 
Pour la détermination des paramètres de 
base, on peut donner un exemple, le cas de 
la combinaison de sondages biaises et de 
sondages non biaises : 
Soit une série (P) de mesures biaisées aux 
points i=l,2,....n et soit (P ) une deuxième 
série de données non biaisées aux points 
j=l,2,...n . L'estimateur (S) sera le même 
pour les deux types de données; il peut être 
calculé d'après l'expression (2.28). Ensuite 
la matrice des biais (e) de données biaisées 
peut être obtenue d'après (2.27) : 
(e) = (P) - [x] (6) , 
et le biais moyen peut être estimé par la 
valeur moyenne : 
- 1 n 
e = - Z e. . 
n
 i=l x 
La variance des données biaisées, Xa|, 
est obtenue par l'expression (2.29), à par-
tir de la valeur du biais moyen. De la même 
manière, la variance des données non.biai-
sées, a2, est fournie oar l'expression (2.29), 
e 
en considérant : 
f ë = o , 
X = 1 , 
| n = ni , 
P = P* . 
Par conséquent, le biais de la variance 
du premier type de données est donné par : 
e 
La matrice de dispersion est calculée 
d'après (2.30). Cette matrice est utilisée 
pour évaluer la covariance entre les valeurs 
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estimées P • et Pk en deux points j et k : 
COV (P'jf fk) = (Xj) [O*] (xk)T+a2pjk. (2.31 
Le premier terme représente l'incertitu-
de due à l'ajustage de la dérive, tandis que 
le second terme exprime la contribution des 
résidus, p.v étant le coefficient d'autocor-
rélation. Pour l'estimation de (B) et de c2, 
on a dû supposer la normalité des résidus; 
il convient donc de le vérifier après 1'es-
timation en utilisant le test de normalité 
de Kolmogorov-Smifnov. D'autre part, l'hypo-
thèse d'une distribution normale »Hê, Xa|) 
pour les résidus" est liée à l'hypothèse d'une 
faible stationnarité. 
En deux points i et j, les résidus sont 
córreles de la façon suivante : 
COV (ei,ej) = Xa2 p¿j (2.32) 
Le coefficient d'autocorrélation est é-
valué à partir d'une fonction d'autocorré-
lation qui est ajustée sur les résidus. 
Pour tenir compte de 1'anisotropie, la 
fonction utilisée est de la forme : 
p.. = exp(-as..).exp(-5d..) , ij 13 13 (2.33) 
s.. est la distance horizontale entre les 
points i et j, 
s.^ = | (x.-x.) 2+(z,-zJ2|2 , 
1: 1 3 1 : 
(2.34) 
d. . est la distance verticale entre les 
points i et j , 
d. (2.35) ij = liW ' 
a et 6 sont les constantes particulières au 
processus; elles sont également déterminées 
par les résidus. 
La fonction d'autocorrélation utilisée 
a une décroissance exponentielle selon les 
directions horizontales et verticale et tend 
vers zéro, tout en restant positive, lorsque 
la distance augmente. Pour simplifier le cal-
cul, la fonction d'autocorrélation est déve-
loppée en série de Taylor, tout en admettant 
des valeurs négatives. Alonso et Lumb ont ci-
té des valeurs négatives des coefficients 
d'autocorrélation, pour de grandes distances 
ou pour un faible nombre de données. 
Pour vérifier si le modèle de dérive 
choisi convient pour représenter la tendance 
générale, on utilise le coefficient de cor-
rélation multiple. Les valeurs de R2 proches 
de l'unité indiquent un ajustage parfait. 
II.4.3 - Exemple d'application 
La méthode décrite ci-dessus a été appli-
quée au site de Saint-Jean Vianney au Québec. 
Sur ce site, à la suite d'un important glis-
sement du terrain, une reconnaissance géo-
technique appropriée a été mise en place 
pour caractériser les propriétés de l'argile 
sensible. En effet, la sensibilité de l'ar-
gile mesurée au laboratoire par l'essai scis-
sométrique est supérieure à 200%. Ceci est 
particulièrement intéressant pour étudier 
l'influence des techniques d'essai. La ré-
sistance au cisaillement a été mesurée par 
des essais au scissomêtre du chantier et au 
scissomètre de laboratoire et la résistance 
à la compression â partir des sondages ca-
rottés ou des échantillons d'un même bloc. 
Pour estimer la tendance générale de la ré-
sistance au cisaillement, plusieurs types de 
fonction de dérive linéaire ou non linéaire 
sont testés 
FON=3: P*=eo+6iXi+62y1+83zi ( 2 . 3 6 ) 
Vi F O N = 5 : P^=S + B i x . + S 2 y i + S 3 Z i + ß l t y i r¿ ( 2 . 3 7 ) 
* V 
FON=6: P%eo+ßiX i+ß2y i+S32 i+Si*y i 2 ( 2 . 3 8 ) 
+ß5xiyi+s6y1zi+ß7xizi 
FON=7: P*=ßo+ßiXi+ß2yi+S32i + Sltyi/z (2.39) 
+S5xiyi+ß6yizi+ß7xiyizi ^  
Pour la fonction d'autocorrélation, après 
avoir testé plusieurs modèles polynômiaux, 
la fonction suivante a été adoptée : 
Pij = l+a1dij+a2dJ.+a3d^j+a^.+a5s..+a6s^. 





Le développement d'ordre 4 en d.. permet 
une portée de 3 0 mètres dans la direction 
verticale; de même, les termes de second de-
gré en s., permettent la description de l'au-
tocorrélation des résidus sur 3 00 à 4 5 0m 
dans la direction horizontale. 
Pour caractériser l'influence des tech-
niques d'essai, quatre séries de données 
provenait de différentes méthodes de mesure 
de la résistance au cisaillement non drainée 
sont réunies. On donne ici l'exemple de la 
combinaison d'essais biaises au scissomètre 
de chantier et d'essais de compression sur 
des sonôTages carottés, considérés comme non 
biaises. De même, la valeur moyenne E(Pg) et 
la variance Var(Pg) de la résistance au ci-
saillement d'un bloc situé au point B sont 
estimées. Pour différentes fonctions de dé-
rive, les résultats de l'analyse sont pré-
sentés dans le tableau 2.4. 
L'examen de ces résultats permet de con-
clure que : 
1. la dérive spatiale est compliquée, puis-
que les valeurs de R2 sont relativement 
faibles, en particulier pour les données 
biaisées; l'amélioration obtenue en con-
sidérant les dérives de degré plus élevé 
est faible; 
2. le biais moyen I du scissomètre du chan-
tier est relativement élevé; les valeurs 
obtenues par le scissomètre de chantier 
sont systématiquement plus élevées (d'en-
viron 68,20 kPa) que celles obtenues par 
l'essai de compression; 
3. le biais de la variance A varie de façon 
appréciable avec la fonction de dérive; 
4. l'hypothèse de normalité des résidus est 
vérifiée aussi bien pour les données 
biaisées que pour les données non biaisées 
avec un niveau de signification de 90%; 
5. la meilleure fonction de dérive est FON=7. 
Pour les deux fonctions de dérive FON=3 
et FON=7, on a représenté les contours d'au-
tocorrélation du scissomètre de chantier 
(fig.2.10-a et 2.10-b) et ceux de la résis-
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2.10 Contours d'autocorrélation du scissomètre de 
chantier : (a)FON=3, (b)F0N=7; de la résistance 
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De même, d'autres combinaison d'essais ont 
été réalisées. L'analyse des résultats obte-
nus en termes de biais de la valeur moyenne 
de la résistance au cisaillement permet de 






i = o 
scissomètre de 
laboratoire 





la compression à 
partir des échan-
tillons du bloc 
ë = 124 kPa 
tandis que l'analyse en termes de biais de 
la variance montre que : 
En conclusion, la résistance au cisail-
lement déterminée par l'essai de compression 
à partir des sondages fournit la plus faible 
moyenne spatiale (et crée par conséquent la 
plus grande perturbation) et la plus faible 
variance, tandis que le scissomètre de chan-
tier et celui de laboratoire fournissent des 
valeurs plus élevées ainsi que des variances 
plus importantes. D'autre part, la résistan-
ce à la compression des essais sur échantil-
lons non perturbés des blocs donne la valeur 
moyenne la plus élevée tout en conservant 
une variance relativement faible. Ces obser-
vations sont propres à l'argile sensible du 
site de Saint-Jean Vianney. Cependant, elles 
peuvent être plus ou moins valables pour les 
autres argiles sensibles de la région. 
résistance à la 
compression à partir 
des échantillons du 
bloc 
1,03 
<scissomètre de laboratoire 
X = 2 
<scissomètre de chantier 




III.l - Introduction 
Tous les spécialistes de la géotechni-
que se plaisent â reconnaître que le sol est 
un milieu hétérogène, que les reconnaissan-
ces géotechniques ne testent qu'une fraction 
minime des massifs de sol et qu'il faut in-
tégrer l'incertitude qui en résulte dans les 
procédures de dimensionnement des ouvrages. 
Comme pour répondre à ce désir, des efforts 
importants sont consacrés par les chercheurs 
du monde entier au développement des méthodes 
de calcul probabiliste du comportement des 
ouvrages. Des publications nombreuses sont 
consacrées à ces recherches,Ldepuis mainte-
nant plus de quinze ans. Et pourtant, au ni-
veau des applications, dans les bureaux d'é-
tudes et les entreprises, rien ne s'est en-
core passé : on continue d'étudier les ou-
vrages au moyen de méthodes de calcul clas-
siques et éprouvées, le choix des valeurs 
représentatives des paramètres de calcul est 
guidé par le seul jugement de l'ingénieur, 
qui ne peut fournir le niveau de confiance 
accordé à ces valeurs et, plus grave, il 
semble que les rares ingénieurs qui aient 
été tentés par l'utilisation des méthodes 
nouvelles n'aient pas été convaincus de leur 
efficacité. 
Un examen plus détaillé des travaux pu-
bliés depuis que les mécaniciens des sols se 
préoccupent de statistiques et de calcul 
probabiliste (MAGNAN et 3AGHERY, 1982) permet 
de comprendre les causes les plus probables 
de leur inefficacité pratique : 
1- Il n'existe pas de méthodologie générale 
qui, en explorant les différentes sources 
d'information permette une évaluation 
systématique de la valeur la plus proba-
ble des propriétés d'un massif de soi et 
de l'incertitude associée, tout en tenant 
compte des contraintes économiques lors 
de la réalisation de la reconnaissance 
géotechnique. 
2- Les valeurs mesurées des propriétés des 
sols sont classiquement traitées comme 
des ensembles dépourvus de structure spa-
tiale, comme s'il était équivalent pour 
le fonctionnement des ouvrages que les 
valeurs soient croissantes avec la pro-
fondeur ou au contraire décroissantes, 
ou encore alternées (une valeur forte 
succédant à une valeur faible, et réci-
proquement, sur toute l'épaisseur de la 
couche étudiée). 
L'étude systématique de la dérive (va-
riation dans l'espace de la valeur moyenne) 
et de la fonction d'autocorrélation des pro-
priétés géotechniques des sols (MAGNAN,1982) 
constitue un premier pas vers une analyse 
plus satisfaisante du comportement des ou-
vrages. Mais cette- approche n'exploite tou-
jours pas une information essentielle : la 
localisation des points où les valeurs ont 
été mesurées. De même, lorsque les données 
sont disposées de façon irrégulière, ou 
proviennent de différents types d'essais, 
et que le milieu est anisotrope (ce qui est 
généralement le cas en mécanique des sols 
car les paramètres mesurés n'évoluent pas de 
la même manière dans la direction horizonta-
le que dans la direction verticale), cette 
approche devient impraticable. 
L'utilisation de techniques statistiques 
classiques (recherche d'ensembles homogènes, 
analyse de corrélation) et des méthodes re-
groupées sous le nom de géostatistiques per-
met de tenir compte de toute 1'information 
fournie par la reconnaissance géotechnique. 
Ce chapitre présente les principes des 
méthodes d'études développées au Laboratoire 
Central des Ponts et Chaussées, dans le ca-
dre de ce travail de recherche, en replaçant 
notamment l'analyse statistique des résultats 
de la reconnaissance géotechnique dans le 
contexte plus large de l'analyse probabilis-
te des ouvrages. Ces méthodes sont décrites 
de façon détaillée dans les chapitres IV et 
V. 
III.2 - Procédure d'analyse probabiliste 
globale et de dimensionnement des 
ouvrages. 
L'analyse probabiliste des ouvrages com-
porte en pratique deux phases successives de 
traitement statistique des données puis de 
calcul probabiliste, suivies d'une phase 
d'examen des résultats et de décision (fig. 
3.1) . Le choix de l'interface entre les deux 
phases d'analyse, c'est à dire de la forme 
des données géotechniques qui serviront au 
calcul de l'ouvrage, a une importance pri-
mordiale pour la réussite de l'étude. Le 
champ des valeurs moyennes estimées de cha-
que propriété dans le massif de sol et le 
champ des erreurs d'estimation de ces mêmes 
propriétés en chaque point semblent consti-
tuer une bonne base de travail, dans l'état 
actuel de nos techniques d'analyse. 
III.2.1 - Analyse statistique des variations 
spatiales des propriétés des sols 
(Phase 1) 
La procédure adoptée pour l'analyse des 
variations spatiales des propriétés des sols 
dans un massif est analogue dans son princi-
pe à la démarche de l'ingénieur qui cherche 
à tirer le meilleur parti possible des in-
formations disponibles pour un projet : 
après la réalisation des sondages, essais 
en place et essais de Laboratoire (fig.3.2) 
cet ingénieur essaie de diviser le massif 
en ensembles homogènes du point de vue 
- de la nature du sol (qui définit ses prin-
cipes de comportement), 
- de ses propriétés physiques et mécaniques, 
- de son état. 
Lorsqu'il dispose d'un nombre insuffi-
sant de valeurs de certains des paramètres, 
il peut utiliser des corrélations pour com-
pléter sa description du milieu naturel. 
C'est souvent le cas dans les projets courants 
où l'on a tendance à multiplier les essais 
en place rapides au détriment des essais mé-
caniques plus lents et onéreux et où la den-
sité globale des essais reste faible (MAGNAN 
et al., 1980, conseillent par exemple des 
densités d'essais en place et de sondages 
de l'ordre de trente au kilomètre, dans le 
cas des tracés, et de vingt pour vingt -
cinq hectares, dans le cas de zones de sols 
compressibles). L'ingénieur attribue ensui-
te des valeurs aux paramètres de calcul dans 
chacun de ces ensembles homogènes. 
La procédure que nous avons adoptée 
comporte les étapes suivantes : 
1. Etablissement de cartes des valeurs mesu-
rées de chaque paramètre; 
2. Définition de couches homogènes du point 
de vue de la gëotechnique; 
3. Etude des corrélations entre paramètres 
à l'intérieur de chaque couche; 
4. Etablissement de la carte des points où 
au moins un paramètre a été mesuré; 
5. Calcul en chacun de ces points de la va-
leur des paramètres non mesurés, en uti-
lisant les corrélations; 
6. Etablissement, pour chaque paramètre, 
d'une carte des valeurs mesurées ou es-
timées et d'une carte des incertitudes 
sur ces valeurs (dues aux erreurs de me-
sure ou à l'utilisation des corrélations); 
7. Etude de la distribution des incertitu-
des et de l'influence de la donnée d'in-
formations complémentaires dans les zo-
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Fig. 3.2 Résultats bruts de la reconnaissance géotechnique d'un site. 
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nés où l'incertitude est maximale (ce 
qui permet d'orienter le choix de recon-
naissances complémentaires éventuelles); 
8. Compte tenu de la méthode d'analyse pro-
babiliste à utiliser, génération des 
champs de valeurs de calcul des paramè-
tres géotechniques du sol pour des cou-
pes transversales ou longitudinales quel-
conques. 
Sans entrer dans le détail des procé-
dures de calcul, on peut indiquer que les 
corrélations entre paramètres servent uni-
quement à calculer les valeurs manquantes 
des paramètres de calcul et l'incertitude 
associée et que toutes les méthodes d'ana-
lyse qui conduisent à un résultat explicite 
(de la forme Y=f(X.) ) peuvent être utili-
sées. Lorsque l'on ne dispose pas de don-
nées assez nombreuses pour établir des cor-
rélations locales sur le site du projet, on 
peut naturellement utiliser des corrélations 
établies sur d'autres sites, mais l'erreur 
d'estimation s'en trouve généralement aug-
mentée. 
Pour l'interpolation des valeurs mesu-
rées ou estimées par corrélations et le 
calcul des paramètres gëotechniques aux 
points nécessaires pour le calcul, on uti-
lise les procédures de krigeage développées 
en géostatistique, l'incertitude sur les 
valeurs estimées (et éventuellement les er-
reurs de mesure) étant introduite dans les 
termes diagonaux des matrices à inverses 
(voir, par exemple, GUILLAUME, 19 77, ou 
MAGNAN, 19 82). 
La représentation graphique des champs 
de valeurs moyennes estimées et d'incerti-
tudes (variantes ou écarts types) est géné-
ralement complexe : pour les paramètres dé-
finis dans un espace bidimensionnel (coupe 
transversale ou longitudinale de l'ouvrage), 
on peut adopter la représentation de la fi-
gure 3.3, â condition de représenter de fa-
çon continue les variations selon une di-
rection et de façon discontinue les varia-
tions selon l'autre direction. Une autre 
solution, hélas moins expressive, consiste 
à donner des tableaux de valeurs aux points 
servant pour le calcul. 
Les chapitres IV et V présentent le détail 
des méthodes d'analyse utilisées dans cette 
étude. 
SONDAGE SONDAGE SONDAGE 
Y* <T 
VALEUR MOYENNE Y 
Y-<r 
Y*<T 
VALEUR MOYENNE Y 
Y-<r 
VALEUR MOYENNE Y 
Y- T 
I I 1111 • \ALEUR MOYENNE Y 
Y-T 
Fig.3.3 Résultats de l'analyse statistique des variations spatiales des propriétés 
géotechniques d'un sol (problème bidimensionnel) : 
variations estimées de la valeur moyenne y et de l'incertitude a entre les 
points de mesure (on suppose que les valeurs mesurées sont exactes, c'est 
à dire qu'il n'y a pas d'erreurs de mesure). 
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111.2.2 - Analyse probabiliste de la stabi-
lité d'un remblai sur sols mous 
(Phase 2) 
La procédure de calcul des ouvrages, 
sur la base d'un champ de valeurs probables 
des paramètres de calcul en chaque point de 
l'espace et de leur incertitude, est condi-
tionnée par le schéma de calcul déterministe 
que l'on choisit. Elle est de ce fait diffé-
rente d'un type d'ouvrage à l'autre et, pour 
un ouvrage donné,' d'une méthode de calcul à 
l'autre, même si le mode de raisonnement est 
le même dans tous les cas. 
Pour le problème que nous avons étudié, 
celui de l'incertitude sur la stabilité d'un 
remblai de très grande longueur construit 
sur des sols mous, nous avons adopté un 
schéma de calcul très simple : rupture par 
rotation d'un cylindre de soi limité par 
deux surfaces planes. Ce choix;a priori un 
peu simpliste, a été fait pour plusieurs 
raisons : 
- un des objectifs principaux de notre tra-
vail était de chercher à quantifier le 
risque que l'on prend quand on dimension-
ne un remblai de très grande longueur sur 
la base de données géotechniques mesurées 
seulement en certains points du tracé. La 
longueur de la zone de rupture dans les 
remblais sur sols mous peut être plus ou 
moins grande, mais elle est toujours limi-
tée, ce qui rendait nécessaire d'abandon-
ner le modèle de calcul classique "en rup-
ture circulaire" pour un modèle de calcul 
où le volume de sol et de remblai concerné 
par le glissement est limité; 
- comme on ne connaît pas a priori la lon-
gueur de la zone de rupture, qui dépend de 
la longueur sur laquelle la résistance 
du sol est plus faible et de l'incertitu-
de sur les valeurs estimées de cette ré-
sistance, et comme on ne peut faire le 
calcul de stabilité qu'en testant l'équi-
libre de cylindres d'axes et de diamètres 
variés, on savait par avance qu'il faudrait 
réaliser un très grand nombre de calculs 
sur ordinateur. Il a paru de ce fait pré-
férable d'adopter un schéma de calcul sim-
ple peur limiter le coQt des calculs; 
- la structure spatiale des données géotech-
niques disponibles sur le site ou l'on 
souhaitait appliquer la méthodologie dé-
veloppée ici a conduit d'autre part à ad-
mettre que la résistance du sol variait en 
profondeur par couches d'épaisseur cons-
tante, qu'elle ne dépendait pas de la dis-
tance horizontale à l'axe du remblai et 
qu'elle restait constante par tronçons de 
50 m le long de l'axe du remblai. Ces hy-
pothèses rendaient particulièrement inté-
ressant le choix de surfaces de rupture 
cylindriques ä extrémités planes, car elles 
permettent de séparer dans le calcul les 
paramètres géométriques, supposés connus 
sans incertitude, et les paramètres de ré-
sistance du sol, sur lesquels porte l'in-
certitude. 
La démarche adoptée a donc consisté à : 
. calculer les coefficients géométri-
ques de toutes les surfaces de rupture en-
visageables, que l'on stocke dans la mémoi-
re de l'ordinateur. 
. analyser l'incertitude sur la stabi-
lité en utilisant la méthode de Monte Carlo : 
génération d'un grand nombre de valeurs de 
la résistance du sol dans chaque volume élé-
mentaire (couche d'épaisseur connue, de 
longueur connue et de largeur infinie), cal-
cul de stabilité pour chaque ensemble de va-
leurs de la résistance, analyse statistique 
des valeurs calculées du coefficient de sé-
curité. 
La chapitre VI présente en détail les 
différents aspects de cette méthode d'ana-
ivse. 
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III.2.3 - Procédure de décision (Phase 3) 
Une fois que l'on a calculé l'incerti-
tude sur les résultats des calculs de dimen-
sionnement de l'ouvrage, il faut décider si 
l'on accepte le risque estimé, si l'on veut 
diminuer ce .risque en diminuant le niveau 
de sollicitation du sol (d'où un nouveau 
calcul avec une nouvelle géométrie du rem-
blai) ou si l'on veut limiter le risque en 
diminuant l'incertitude sur les propriétés 
géotechniques des sols (d'où des essais en 
place ou sondages supplémentaires et la re-
prise des phases 1 et 2 de l'étude). 
Ce processus de décision, que l'on peut 
formaliser en termes de la théorie de déci-
sion, n'a pas été abordé ici. 
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Chapitre IV 
ANALYSE DES INFORMATIONS DISPONIBLES 
IV.1 - Introduction 
Comme indiqué au chapitre 3, La premiè-
re phase de la procédure d'analyse probabi-
liste présentée dans ce rapport consiste à 
traiter les résultais bruts de la reconnais-
sance géotechnique pour aboutir à des ta-
bleaux donnant, en des points régulièrement 
espacés, la valeur la plus probable de cha-
que paramètre de calcul et de l'incertitude 
(écart-type ou variance) autour de cette va-
leur) . 
La démarche adoptée cherche à reprodui-
re les procédures d'analyse qu'utiliserait 
un ingénieur expérimenté pour caractériser 
le sol pour le calcul. Elle comporte trois 
étapes : 
- définition de couches "homogènes", à 
l'intérieur desquelles il sera possible d'ob-
tenir de "bonnes" corrélations entre les pa-
ramètres nécessaires au calcul (par exemple, 
la cohésion non drainée mesurée au scissomè-
tre de chantier) et les paramètres inutiles 
mais mesurés en beaucoup d'endroits (par 
exemple, la résistance de cône au pénétromè-
tre statique ou la teneur en eau); 
- analyse des relations et corrélations 
entre les paramètres de calcul et les autres; 
- utilisation de ces corrélations pour 
générer des valeurs des paramètres de calcul 
aux points oü d'autres paramètres ont été 
mesurés. 
La phase finale de l'analyse des don-
nées géotechniques (interpolation par kri-
geage) est traitée dans le chapitre 5. 
Les techniques d'analyse statistique 
utilisées dans ce chapitre sont décrites en 
faisant référence au cas traité dans ce 
rapport (le paramètre de calcul est la co-
hésion non drainée et l'on utilise la ré-
sistance de cône du pénétromètre statique 
pour compléter le champ des valeurs mesurées 
de la cohésion non drainée). Mais elles se 
généralisent aisément au cas de plusieurs 
paramètres. 
IV.2 - Définition de couches homogènes 
Nous n'avons pas cherché une défini-
tion mathématique de la notion de "couche 
homogène", préférant laisser à l'utilisa-
teur la possibilité de définir lui-même, de 
façon interactive, sur l'écran les limites 
des couches qu'il déclare "homogènes". 
Cette démarche permet d'intégrer dans 
la définition des couches homogènes toutes 
les informations qualitatives et quantita-
tives disponibles. Enumérer tous les critè-
res qui permettent de déclarer une couche 
homogène quelles que soient les conditions 
géologiques et quelle que soit l'histoire 
des sols étudiés serait une entreprise fas-
tidieuse et sans doute sans fin. Nous nous 
limiterons dans ce qui suit à donner quel-
ques exemples de raisons conduisant à dis-
tinguer des couches pour une étude de sta-
bilité de remblai sur sols mous : 
- sur un des sites étudiés dans la troisiè-
me partie, au-delà d'une certaine profon-
deur le sol est qualifié de sableux ou sa-
blo-argileux dans la coupe géotechnique. 
Il est naturel de considérer que les sols 
argileux sus-jacents ne peuvent constituer 
avec les sables ou sables argileux une 
couche homogène. La base de la couche d'ar-
gile molle est fixée par le niveau où com-
mence le sable dans les sondages; 
- dans les zones d'argiles molles, il exis-
te en général une croûte surconsolidée à 
la surface du sol. Cette croûte plus ré-
sistante provient souvent des variations 
saisonnières du niveau de la nappe phréa-
tique ou de phénomènes de dessication et 
de modification chimique des propriétés 
du sol. Il est normal de considérer que le 
sol de la croûte diffère de celui du reste 
de la couche et de limiter la couche d'ar-
gile molle à la base de la croûte surcon-
solidée. 
IV.3 - Etude des corrélations 
A 1'intérieur de chaque couche homogè-
ne, on utilise les corrélations et les métho-
des d'analyse de régression linéaire pour 
compléter l'information disponible sur les 
valeurs des paramètres de calcul. 
Pour l'application envisagée, il était 
suffisant de chercher les relations entre 
les valeurs de la cohésion non drainée mesu-
rée au scissomètre de chantier et les valeurs 
de la résistance de cône mesurée en continu 
au pénétromètre statique. Cette étude était 
compliquée par le fait que la reconnaissance 
géotechnique n'avait pas été prévue pour 
l'analyse de corrélations et que les sonda-
ges utilisés pour analyser les corrélations 
n'étaient pas toujours très proches. 
En pratique, on a été conduit a réali-
ser dans chaque couche homogène les opéra-
tions suivantes : 
- relever les valeurs scissométriques, 
- pour chaque mesure au scissomètre, recher-
cher tous les essais au pénétromètre réa-
lisés dans le voisinage d'autocorrélation. 
En général, on doit chercher des corréla-
tions entre les résultats d'essais effec-
tués à proximité l'un de l'autre de façon 
à caractériser le même état du sol et à 
s'assurer des conditions de mesures identi-
ques. Toutefois, on est limité par la zone 
de Pertubation de chaque essai et la densi-
té de la reconnaissance. L'évaluation de la 
distance d'autocorrélation nécessite une sé-
rie de mesures régulièrement espacées dans 
le plan horizontal; ne disposant pas de tel-
les mesures, nous avons supposé que cette 
distance était inférieure à cinquante mètres 
et que les propriétés du sol étaient liés 
jusqu'à une distance de 20 m; 
- pour chaque groupe de sondages pënëtromé-
triques ainsi défini, calculer, au niveau 
de chaque mesure de la cohésion non drai-
née c , les valeurs moyennes des résistan-
ces mesurées au pénétromètre sur huit cen-
timètres de hauteur (on considère qu'une 
mesure de c porte sur une hauteur de 8 
cm). Ensuite, calculer la valeur moyenne 
arithmétique des valeurs des résistances 
de cône q mesurées dans les sondages pé-
nëtrométriques considérés comme voisins 
du sondage au scissomètre de chantier. 
Ce sont sur les valeurs de c et de a_ 
u c 
ainsi définies qu'ont été étudiées les cor-
rélations entre paramètres. 
IV.3.1 - Généralités 
L'analyse des corrélations entre la co-
hésion non drainée mesurée au scissomètre et 
la résistance de cône mesurée au pénétromè-
tre statique caractérise la dépendance li-
néaire entre les valeurs de ces paramètres. 
Cette corrélation est mise à profit pour é-
tablir, au moyen d'un modèle simple, "la 
régression linéaire", une relation entre ces 
deux paramètres. Ensuite cette relation est 
utilisée pour estimer des valeurs supplémen-
taires de c ,associées â leur intervalle de 
confiance. 
Les techniques d'analyse des corréla-
tions et d'estimation par la régression li-
néaire sont décrites dans les ouvrages de 
référence sur les statistiques, par exemple 
dans ceux de BENJAMIN et CORNELL (19 70) et 
de LEBART et FENELON (1973) et de WALPOLE 
et MYERS (19 78). L'ouvrage de MAGNAN (1982), 
intitulé "Les méthodes statistiques et pro-
babilistes en mécanique des sols", décrit 
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ces méthodes en fournissant des exemples 
d'application de ces techniques en mécani-
ques des sols. 
IV.3.2 - Régression linéaire simDle 
La régression linéaire est souvent uti-
lisée en mécanique des sols, dans le but de : 
- analyser les relations des différents pa-
ramètres physiques et mécaniques des sols 
en expliquant un paramètre au moyen d'un 
oc plusieurs autres paramètres (HOLTZ et 
KRIZEK, 19 7 2; E-IAREZ et FAVRE, 19 7 5; CASSAN 
1978); 
- caractériser la variabilité spatiale des 
paramètres en estimant leur dérive en fonc-
tion des coordonnées de l'espace (LUMB, 
1966; CORNELL, 1972; ALONSO, 1976). 
Notre utilisation de la technique des 
régressions linéaires est proche du premier 
groupe d'utilisation indiqué ci-dessus puis-
que nous vouions étudier les relations entre 
la cohésion non drainée et la résistance de 
cône. 
Dans ce qui suit, on s'est limité 3 
rappeler les résultats obtenus par la tech-
nique des régressions linéaires. On a procé-
dé ensuite à l'application de ces résultats 
pour établir la relation entre la cohésion 
non drainée et la résistance du cône et es-
timer l'intervalle de confiance de la régres-
sion et l'intervalle de génération des va-
leurs de la cohésion non drainée. Les déve-
loppements théoriques qui aboutissent à ces 
résultats n'ont pas été abordés ici, et peu-
vent être consultés dans les ouvrages cités 
en référence dans le paragraphe IV.3.1. 
En pratique on a procédé de la façon 
suivante : 
soit | Y(I,IC), I = 1,N{IC) | l'ensemble 
des valeurs de la cohésion non drainée rele-
vée dans la couche homogène de numéro IC et 
soit | X (I,IC), I = 1,N(IC) j- l'ensemble 
des valeurs moyennes des résistances de cône 
correspondantes. 
- On a calculé le coefficient de corrélation 
simple d'après la relation : 
R (IC) = SXY (IC) (4.1) 
V SXY (IC)XSYY (IC)' 
avec les notations suivantes : 
N(IC) 
. SXY (IC)« ÛJYcy i
 = 1 [x(I,IC)-XBARUC)]x 
[Y(I,IC)-YBAR(IC)] , 
. XBAR(IC) et YBAR(IC) désignent respective-
ment les valeurs moyennes des ensembles 
|x(I,IC) j- et |Y(I,IC) [, 
N(IC) 
cy Y ( T rs. 1 Z [X(I,IC)-XBAR(IC)¡ , 
•
 SXX(IC)
- NTÎCT i=i 
N(IC) 
. SYY(IC) 
NÍIC) 1 = 1 |Y(I,IC)-YBAR(IC 
-,2 
. SXY est la covariance de X et Y, qui carac-
térise en même temps la dispersion des va-
riables X et Y et leur dépendance, 
. SXX et SYY désignent les variances de X et 
Y. 
- On a établi la régression linéaire entre 
la cohésion non drainée et la résistance 
de cône. Le paramètre aléatoire étant la 
cohésion non drainée, puisque c'est ce 
paramètre qui est à estimer à partir des 
valeurs observées de la résistance de cô-
ne, on obtient l'expression suivante : 
E [YxJ = a + B x , (4.2) 
La notation E [Y ] exprime la valeur de 
l'espérance de la cohésion non drainée cor-
respondant à la valeur observée de la ré-
sistance de cône. Les paramètres a et S sont 
estimés dans chaque couche d'après las en-
sembles | X | et | Y i : soit a(IC) et b(IC) 
leur estimateur et Y l'estimateur de E[Y ]. 
Les paramètres a(IC) et b(IC) sont obtenus 
par la procédure de minimisation de la som-
me des carrés des résidus, soit : 
N(IC) -, 
S.CE. (IC) = Z e (I,IC) , (4.3) 
1 = 1 
avec : 






a(IC)= Y3AR(IC)- b(IC)X XBAR(IC) 
(4.5) 
(4.6) 
Ainsi, dans chaque couche, on a estimé des va-
leurs moyennes de la cohésion non drainée, 
correspondant à des valeurs spécifiques de 
la résistance de cône d'après l'expression : 
Y(I,IC)= a(IC)+b(IC)X X(I,IC). (4.7) 
On: sait que a et b dépendent des variations 
de la variable aléatoire Y et sont caracté-
risés par des variables aléatoires A et B, 
de la même manière, e est caractérisé par la 
variable aléatoire E. Pour la détermination 
de la loi de distribution des estimateurs A 
et 3, on a supposé que chaque variable aléa-
toire E est normalement distribuée avec la 
même variance c' ,appelée variance des ré-
sidus. Cette variance est estimée d'après 
l'expression : 
S2(IC)= S.C.E.(IC) (4.8) N(IC)-2 
S2 étant l'estimateur non biaisé de cr2 . 
D'autre part, S 2 a été relié au coefficient 
de corrélation R par la relation : 
S2(IC)=
 N ^ c ^ . 2 * [l-R2(IC)JXS2YY(IC) . (4.9) 
La figure 4.1 présente l'incertitude 
due a cette variance, d'après les résultats 
obtenus sur un des sites étudiés, le niveau 
de confiance étant de 97,5% ([l-a]*100%/ 
avec a = 2,5). 
D'après l'expression 4.9, on remarque 
que cette variance décroît lorsque R augmen-
te. 
Les distributions des estimateurs A et 
B sont définies, dans chaque couche, par 
leurs deux premiers moments puisque ces dis-
tributions sont normales. Ces moments s'ex-
priment par : 
E [ B ] = 3 










1 = 1 (4.13) 
SXX (IC) 
De cette façon on détermine la distri-
bution de ces estimateurs non biaises dans 
chaque couche homogène. 
IV.3.3 - Intervalle de confiance de EÍYxoj 
L'estimation de A et B et de leur in-
tervalle de conf i-ance a permis de déterminer 
l'intervalle de confiance de l'espérance de 
la cohésion non drainée E[Y] pour une valeur 
donnée xo de la résistance de cône. En effet 
pour les faibles valeurs de NCN<30)la dis-
tribution des paramètres A et B est une dis-
tribution t de Student et l'intervalle de 
confiance de la pente B de la droite de ré-
gression E [Y ]= a+BX pour un niveau de si-








L'intervalle de confiance de l'ordonnée à 











x' NdC)xSXX(IC) ' 
(4.15) 
Par la suite,1'estimation de E [ Y X 0 ] = 
a+Sxo, la valeur moyenne de la cohésion non 
drainée, pour différentes valeurs de 
xo(J,IC) de la résistance de cône, J variant 
de 1 à NGE(IC) (nombre de valeurs générées 
dans la couche IC), s'effectue par l'expres-
sion : 
Yxo(J,IC)=A(IC)+B(IC)xxo(J,IC), 
la v a r i a n c e de l ' e s t i m a t i o n e s t de 
(4.16) 
2 V V O ( T r n S 2 ( I C ) a Y x o ( J , I C ) =
 N ( l c i r, , [xo ( J , IC ) -XBAR (IC) j SXX(IC) 
> 1 2 1 
(4 .17) 
On remarque que cette variance dépend 
de xc ;elle est minimale au point xo=XBAR(IC), 
c'est à dire lorsqu'on considère la moyenne 
des échantillons cette variance est égale 
à -rj-, tandis que, pour des valeurs de xo 
s'écartant de XBAR, par exemple lorsqu'on 
considère les valeurs extrêmes des échantil-
lons, la variance de l'estimation de E [Yxo] 
2-
croît. Pour xo=o,a Yxo est égale à la vari-
ance de A. 
L'intervalle de confiance de l'estima-
tion de la valeur moyenne de la cohésion non 
drainée E ^ Yxo] pour la valeur xo(J,IC) de la 
résistance de cône dans la couche de numéro 
IC,est obtenue par la relation : 
Yxo—a/?xS (IC) x\/ } • r*o(J.IC)-XBAR(IC)l2' ïxo .a/2*SUC)*y jjjj-y
 N(IC)XSXX(IC) 
<E[Yxo] < 




s { I C ) x
^ÑTTcl + N(ic)tóxxdc) 
(4.18) 
où ta/2 est la valeur de la distribution de 
student à v=N(IC)-2 degrés de liberté. 
En répétant cette estimation pour dif-
férentes valeurs de J et IC, on peut générer 
les limites de confiance de l'estimation de 
la valeur moyenne de la cohésion non drai-
née correspondant à la valeur de la résis-
tance de cône dans chaque couche homogène. 
La figure 4.2 présente la droite de régres-
sion et les limites supérieure et inférieu-
re de E[YXGJ pour un x donné. 
IV.4 - Génération des valeurs au moyen des 
corrélations. 
L'analyse des corrélations et l'étude 
de la régression linéaire entre la cohésion 
non drainée et la résistance de cSne nous a 
permis de relier deux types d'essais et d'é-
valuer l'intervalle de confiance de l'esti-
mation de la valeur moyenne de cu à partir 
des valeurs de qc. Notre objectif étant de 
compléter la description du site en se ser-
vant des corrélations, il a fallu déterminer 
l'intervalle de confiance pour la génération 
des valeurs de cu en disposant des valeurs 
de qc, autrement dit, l'intervalle de pré-
diction des valeurs de cu connaissant les 
valeurs de qc. La variance de cette estima-
tion est évaluée en considérant la différen-
ce entre la variable estimée Yxo, obtenue 
â partir de la régression linéaire, et la 
valeur réelle Yxo de la cohésion non drainée 






Par conséquent,1'intervalle de confian-
ce à (l-a).100% de la génération des valeurs 
Yxo de cu est calculé par l'expression : 
Yxo-tû/2*S (IC) x\/l. X +i*Q(J,IC)-XBAR(IC)|2 ÏXO tû/2*bUC)*y i+N(IC)+ NdC)xSXX(IC) 
<Yxo< 
0 ..... / - ^ > . / T ^ > ^ A • 1 , fxoiJ .IO-XBARdC)]2 Yxo + t a /2*S (IC) *\/ 1 + j ^ c T N(IC)XSXX;iC) * 
(4.20) 
La f i g u r e 4 .3 p r é s e n t e ces l i m i t e s en t r a i t s 
c o n t i n u s . 
Ensu i t e on a procédé de l a façon s u i -
van te : 
- on a géné ré , tous l es 50cm, au d r o i t de 
chaque e s s a i péné t romé t r ique , des v a l e u r s 
moyennes xo(J , IC) , non corré lées entre 
e l l e s , de la rés is tance de cône a . On con-
-c 
sidère que la distance d'autocorrélation 
suivant la profondeur est inférieure à 50 
cm; 
- on a calculé les valeurs moyennes de cu, 
CUM(J,IC), correspondant aux valeurs de 
xo d'après l'expression (4.7); 
- on a estimé l'intervalle de confiance de 
la génération de ces valeurs d'après la 
relation (4.20). 
Les figures 4.4 et 4.5 présentent les 
corrélations obtenues sur un site compres-
sible où l'on a distingué deux couches ho-
mogènes. On a représenté en traits continus 
l'intervalle de génération de cu pour diffé-
rents niveaux de confiance. 
La figure 4.6 présente la génération 
d'un profil de cohésion non drainée au moy-
en de ces corrélations au droit d'un profil 
pénétrométrique. 
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Fig.4.3 Intervalle de confiance pour la généra-ion des valeurs de c u 
Fig.4.4 Corrëlati 
on dans la couche 1 -Intervalle de confiance de E[cu ] et intervalles 
de génération des valeurs de cu pour différentes valeurs d e ^ 
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Fig.4.5 Corrélation dans la couche 2 -Intervalles de confiance de E [cu ] et intervall 
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Chapitre V 
INTERPOLATION PAR KRIGEAGE 
Les notions développées dans ce chapi-
tre ont été empruntées aux travaux de : 
GUILLAUME (1977), JOURNEL (1977), DELFINER 
(1979). 
V - Introduction 
Après avoir complété la description du 
milieu par des corrélations, nous nous pro-
posons d'effectuer la modélisation numérique 
du site selon les techniques du krigeage dé-
veloppées en géostatistique. 
Le but est de trouver en tout point la 
valeur la plus probable du paramètre étudié. 
En effet, l'analyse probabiliste de la sta-
bilité d'un remblai de grande longueur sur 
sols compressibles, à partir des essais in 
situ, exige 1'évaluation, an tout point du 
massif, du champ des valeurs moyennes des 
paramètres de calcul ainsi que de leur dis-
persion autour de ces valeurs moyennes. 
La géostatistique, sur la base du va-
riogramme et de l'analyse structurale de la 
variabilité in situ, fait ressortir les ten-
dances des variations dans l'espace du pa-
ramètre étudié. Elle offre un ensemble de 
procédés à caractère probabiliste pour ré-
soudre le problème de l'estimation avec in-
tervalle de confiance à partir d'un échan-
tillonnage limité. 
L'application de cette technique aux 
résultats provenant de la reconnaissance 
géotechnique est particulièrement intéres-
sante car elle permet : 
- d'estimer les valeurs du paramètre dans 
les zones où l'on ne dispose pas de me-
sures, en précisant l'incertitude de l'es-
timation. On peut de cette façon localiser 
les 2ones où l'incertitude due a la varia-
bilité spatiale est importante et par la 
suite orienter l'implantation de sondages 
complémentaires et enfin conclure sur la 
représentativité de la reconnaissance; 
- de générer, le long du tracé, des valeurs 
des paramètres de calcul associés à leur 
incertitude. 
Mais,avant d'exposer la technique du 
krigeage, il convient de rappeler quelques 
notions de base de la géostatistique. 
V.1 - Quelques définitions et hypothèsas 
V.l.l - Variable régionalisée 
Un phénomène est régionalisé s'il se 
déploie dans l'espace E et y montre une cer-
taine structure. Une variable z(x) est dite 
régionalisée si elle désigne la valeur, en 
un point x de E, d'une caractéristique du 
phénomène régionalisé. Mathématiquement, une 
variable régionalisée est une fonction du 
point x. Cette fonction est généralement 
irrégulière et montre deux aspects complé-
mentaires, l'un aléatoire (irrégularité), 
l'autre structuré. En d'autres termes, la 
notion de variable régionalisée sert à dé-
finir les fonctions de l'espace dont la va-
leur varie d'un lieu à un autre avec une 
certaine apparence de continuité. L'étude 
directe de la fonction mathématique z(x) est 
exclue, car la variabilité de cette fonction 
dans l'espace est le plus souvent extraordi-
nairement complexe et peut présenter des ir-
régularités (discontinuités, anisotropics). 
En ce gui nous concerne, on peut citer 
comme exemples de variables régionalisées 
1'évolution dans le massif des paramètres 
géotechniques. 
En pratique, la valeur de z(x) n'est 
connue qu'en certains points, à partir des 
sondages ou prélèvements d'échantillons qui 
fournissent sa valeur moyenne (sur un élé-
ment de volume v) z v(x). Cette valeur zv(x) 
est plus régulière que z(x). 
Le problème de l'étude de la fonction 
z(x), vu sous l'angle probabiliste, se ra-
mène à ajuster une loi de probabilité sur 
les données de manière qu'elle rende compte 
de l'échantillonnage. Une première approche 
consiste à considérer les valeurs numériques 
z(x) et z ( x ' ) , en deux points distincts, 
comme des réalisations indépendantes d'une 
même variable aléatoire z; cette approche 
suppose la connaissance des lois de distri-
bution des paramètres en tous points du mas-
sif et ne tient pas compte de la structure. 
Une deuxième approche s'est donné comme ob-
jectif d'étudier de quelle manière les lois 
de distribution variaient d'un point à l'au-
tre, eu encore quelles liens existent entre 
des mesures effectuées en des peints voisins 
ou comment les relier. Dans ce contexte, 
l'ensemble des valeurs obtenues pour tous 
les points de mesure est considéré comme une 
réalisation unique d'un ensemble beaucoup 
plus vaste qui prend en considération les 
corrélations entre les mesures. Cette reali-
sation est celle d'une fonction aléatoire. 
Pour distinguer observation et modèle 
probabiliste, on adopte les conventions sui-
vantes : les variables régionalisées ou les 
réalisations de variable aléatoire ou de 
fonction aléatoire sont représentées par des 
caractères minuscules, z(x), tandis que le 
modèle lui-même (variable aléatoire ou fonc-
tion aléatoire) est noté avec des caractères 
majuscules, Z(x). 
Une fonction aléatoire est un ensemble, 
qui peut être infini, de variables aléatoi-
res TitXi). Elle possède simultanément les 
propriétés d'une variable et celles d'une 
fonction. Si l'on fixe la valeur de l'argu-
ment, on obtient une variable aléatoire ap-
pelée "section" Z(Xj_) de la fonction aléa-
toire correspondante. Les variables aléatoi-
res Z(Xj_) et Z(x.+h) sont corrélées entre 
elles (fig.5.1). 
Zlx) 
Fig.5.1 Famille de réalisations 
d'une fonction aléatoire 
Cette définition est en accord avec 
la structure de la variabilité puisqu'elle 
prend en compte la corrélation spatiale en-
tre deux valeurs, ce qui n'était pas respec-
té dans la première approche; en effet les 
valeurs Z{x^) et Z (x¿+h) en deux points sont 
autocorréléeset cette autocorrélation dépend 
du vecteur h et de la nature du paramètre 
considéré. 
En un point x¿ quelconque, la valeur 
vraie z(x-), déterminée sur une carotte par 
exemple, est interprétée comme une réalisa-
tion particulière de la variable aléatoire 
Z(x.). De même, l'ensemble des valeurs 
vraies jzfx.^), x.SE l dans le site est in-
terprété comme une réalisation particulière 
de la fonction aléatoire •> Z(x.), x.SE >. 
L'analyse de la variabilité spatiale de 
la variable régionalisée Z(x) s'effectue au 
moyen du variogramme, qui résume quantitati-
vement toute l'information structurale sur 
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le phénomène considéré, puis injecte cet-
te information dans les divers processus 
d'estimation. L'interprétation probabiliste 
d'une variable régionalisée Z(x) comme réa-
lisation particulière d'une certaine fonc-
tion aléatoire Z (x) n'a de sens opératoire 
que si l'on est capable de faire 1'inference 
de tout ou partie de la loi spatiale qui ca-
ractérise la fonction aléatoire, en détermi-
nant la totalité ou au moins certains de ses 
moments. 
V.l.2 - Loi spatiale 
Considérons la fonction aléatoire Z(x). 
A tout ensemble de k points de l'espace, ap-
pelés points d'appuis, x1# x2)... x^, on 
peut faire correspondre une variable aléa-
toire à k comDosantes, <z (x ),Z(x ),.. . . , 
) ( 1 2 
Z(xjç)?; cette variable aléatoire vectoriel-
le est caractérisée par la loi de distribu-
tion à k variables, 
F (Z,2,...2') = 
XjX2 ..xk l 2 -* 
Prob |z(x,)<2 , Z(x.)<z2,... Z(xk)<zk, 
L'ensemble de toutes ces lois de dis-
tribution, pour tout entier positif k et 
pour tous les choix possibles de k points 
d'appuis dans l'espace, constitue par défi-
nition la loi spatiale de la fonction aléa-
toire. En géostatistique linéaire, on ne 
s'intéresse à la fonction aléatoire Z(x) 
qu'au travers de ses deux premiers moments: 
- ^S_2!2mê2£_âl2EËEË_i (°u espérance mathé-
matique) , égal ä E |z(x)> =m(x), est en 
général fonction de x. La fonction m(x) 
.est appelée dérive. 
~
 P o u r
 j-e moment d'ordre 2, on utilise 
trois définitions en géostatistique : 
. la variance à priori de z(x)est définie 
comme le moment d'ordre deux centré au-
tour de l'espérance m(x), 
Var |z(x)U E| [Z (x)-m(x) ]l. C'est une 
caractéristique de dispersion; 
. la covariance : En considérant deux 
sections de la fonction aléatoire Z(x), 
soit Z(x,) et Z(x2), qui sont des va-
riables aléatoires, on peut calculer 
leur covariance soit : 
C(x, ,X 2)=E| [Z(x,)-m(xj)] [Z(x2)-ra(x2) lj>; 
le varioqramme : La fonction "vario-
gramme" est définie comme la variance 
de l'accroissement Z(x¡)-Z (x2). On uti-
lise la notation : 
2Y(x1,x2)=Var|z(Xi)-Z(x2)|. 
La fonction ï(xj,x2) est appelée demi-
variogramme. 
Rappelons que : 




Efz(x)] = — Z [Z(x.)j dans le cas dis-
N i=l 1 
cret. 
D'après ces définitions, on remarque 
que la covariance et le variogramme dépen-
dent des deux implantations x1 et x,. Pour 
pratiquer 1'inference statistique de ces 
deux fonctions, on doit disposer de plu-
sieurs réalisations du couple de variables 
aléatoires <Z(x¡),Z !x,)?, alors qu'en pra-
tique cette réalisation est unique. Pour 
rendre possible 1'inference statistique, 
c'est à dire caractériser le modèle qui, à 
partir d'une réalisation unique représente 
l'ensemble des valeurs, on fait intervenir 
l'hypothèse de stationnarité, correspondant 
à la notion d'homogénéité spatiale. 
V.l.3 - Stationnarité des phénomènes 
Soit Z(x)la variable régionalisée étu-
diée. Si les valeurs de Z(x) en deux points 
quelconques du champ de régionalisation sont 
indépendantes, le phénomène n'est pas struc-
turé et l'on est en présence d'un modèle 
aléatoire. Toutefois ceci est rare dans la 
nature et la valeur Z(x) en un peint est 
liée en général à celle des points situés au 
voisinage. Le champ de régionalisation est 
plus ou moins organisé et l'on distingue 
plusieurs degrés dans la stationnarité. 
a) Stationnarité_au_sens strict 
Une fonction aléatoire est dite station-
naire, au sens strict, si la loi spatiale 
est invariante par translation. Dans ce cas, 
les deux variables aléatoires vectorielles 
à k composantes : 
jztXj), z<xk¡} et | z ( x i + h ) Z(xk+h)| 
présentent la même loi de distribution à k 
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variables, quel que soit le vecteur de 
translation h. 
Cette hypothèse permet de résoudre le 
problème posé par 1'inference statistique 
car, à partir d'une réalisation, on peut en 
obtenir plusieurs. En effet, une réalisa-
tion de la variable aléatoire vectorielle 
[T(Xj),T(x2), ,T(xn)] est fournie par les 
n valeurs du paramètre données par les son-
dages réalisés en Xj, x2,....x . Mais les 
valeurs données par les sondages implantés 
aux points : 
x.+h,x +h,...x +h constituent également une 
réalisation de la variable vectorielle, et 
ceci pour toutes les valeurs de h. 
La stationnarité au sens strict est 
une hypothèse forte, correspondant à une 
homogénéité forte dans laquelle les lois de 
distributions â k variables sont indépen-
dantes par translation, ce qui est rare en 
mécanique de sols. En pratique, les lois de 
variation des paramètres changent fréquem-
ment d'un point à l'autre; d'autre part, 
comme on ne s'intéresse en géostatistique 
qu'aux seuls moments d'ordre 1 et 2, il suf-
fit de limiter la stationnarité à ces deux 
moments. 
b) Stationnarité au_sens_large [¿J.2£ÉES_^i 
On dit qu'il y a stationnarité au sens 
large si : 
- l'espérance mathématique EJz(x)? existe 
et ne dépend pas du point d'implantation 
x: 
E|Z(x)1= m , Vx ; 
- pour tout couple de variables aléatoires 
kz (x),Z (x+h)l, la covariance existe et ne 
dépend que de la distance h : 
2 
C(h)= E|Z (x+h) .2 (x) l-m Vx 
L'existence et la stationnarité de la co-
variance impliquent l'existence et la 
stationnarité de la variance et du vario-
gramme. 
En effet, 
Varjz(x)|=E-j(Z (x)-m] j— C(0), Vx. 
Lorsque la variance à priori est rime, 
C(0) existe et 1 ' on a : 
2) 
Y ( h)= ÍE|íz(x+h)-Z(x)J } = C(0)-C(h), V> 
On remarque que, dans le cas de la 
stationnarité d'ordre 2, la covariance et 
le variogramme sont deux outils équivalents 
pour caractériser la variabilité de la va-
riable Z (x) (fig.5.2). 
C(o) yf»=cw 
a-)=o 
Fig.. 5.2 Covariance et demi-variogramme 
On remarque que l'existence de la .onc-
tion variogramme représente une hypothèse 
moins forte que l'existence de la fonction 
covariance. De plus, certains phénomènes 
physiques présentent une capacité de disper-
sion illimitée, c'est à dire qu'ils ne pré-
sentent ni covariance ni variance à priori 
finie. Pour les traiter, il convient de con-
sidérer leurs accroissements, ce qui conduit 
à l'hypothèse intrinsèque, qui ne suppose 
que l'existence du variogramme. 
cî HvDOthèse_intrinsèaue 
Une fonction aléatoire Z(x) est dite in-
trinsèque si : 
- l'espérance mathématique existe et ne dé-
pend pas du point d'implantation x : 
E^Z(X) \= m, Vx; 
- pour tout vecteur h, l'accroissement 
[Z(x+h)-Z(x)] a une variance finie qui ne 
dépend pas de x : 
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Var-jz(x+h)-Z(x)1= E| [Z(x+h)-Z(x)j ^ = 
2>(h),Vx. 
La stationnarité d'ordre 2 entraîne l'hy-
pothèse intrinsèque, l'inverse n'étant pas 
vrai. 
On remarque que l'estimation de la co-
variance à partir des valeurs expérimentales 
est biaisée du fait que la valeur de la moy-
enne réelle m n'est pas connue et seule la 
valeur estimée est utilisée. Par contre, 
l'estimation du variogramme s'effectue sans 
l'aide de cette moyenne et le problème du 
biais ne se pose pas. 
En pratique, la fonction structurale 
(covariance ou variogramme) n'est utilisée 
que pour des distances limitées : h<b. La 
limite b représente le diamètre du voisinage 
d'estimation -. pour estimer la valeur incon-
nue Z(x ), seules les données situées dans 
o 
un rayon b sont prises en compte. 
Ceci correspond à une homogénéité lo-
cale du phénomène étudié. L'hypothèse de 
stationnarité locale peut alors être faite. 
On dit que la fonction aléatoire~Z (x) est 
quasi-stationnaire d'ordre 2 lorsque : 
- l'espérance mathématique E^ Z(x)j- existe 
et est une fonction régulière et lente-
ment variable en x à 1'échelle de la mail-
le d'information disponible; 
considérées comme stationnaires et ou 
l'information disponible est suffisante 
pour en faire 1'inference. 
En pratique, le problème de 1'estima-
tion de la variance à priori, Var <Z (x) ?=-C (0). 
est résolu de la façon suivante : on procè-
de par inference du variogramme en se limi-
tant, s'il le faut, à l'hypothèse minimale 
de stationnarité (quasi-intrinsèque); puis, 
au moyen des données disponibles et aussi 
d'un modèle théorique ^(h) adapté, on éva-
lue la variance à priori, puis C(h). 
V.2 - Propriétés du variogramme et de la 
covariance 
Dans le cas de l'hypothèse intrinsèque, 
la fonction semi-variogramme Y(h) est défi-
nie par la relation : 
Y'vh>= E^[z(x+h)-Z(x) ]2i, 
Z (x) étant la fonction aléatoire représen-
tant 1= variable étudiée. 
L'étude de la structure par le vario-
gramme consiste à suivre l'évolution de la 
"variation quadratique moyenne" de l'ac-
croissement de la fonction Z(x) en fonction 
de h, quand on prend les vecteurs h d'ampli-
tudes croissantes. On ontient ainsi le var-
riogramme dans une direction donnée. 
la covariance E-j [z (x. )-m lxl ) ] [z <x_ )-miXjj] | 
existe et est une fonction C(x -x ,x ,x ). 
1 2 1 2 
Vis à vis des deux arguments x, et x_, la 
covariance est une fonction régulière et 
lentement variable à l'échelle de l'in-
formation disponible, c'est à dire que, 
pour des points d'implantation x et x 
pas trop éloignés l'un de l'autre, la co-
variance peut être considérée comme fonc-
tion du seul argument (x,-x„). En termes 
plus pratiques, on peut définir des voi-
sinages glissants à l'intérieur desquels 
l'espérance et la covariance peuvent être 
Le variogramme théorique sert d'une 
part à l'analyse structurale du phénomène 
étudié (effet de pépite, portée, palier, 
etc.) et d'autre part à aborder certains 
problèmes de variabilité spatiale et d'es-
timation. En effet, en définissant le va-
riogramme d'après : 
y (h)= jVarjZ(x+h)-Z(x) 
or. peu t o b t e n i r la v a r i a n c e d ' e s t imâ t i oc , 
qui e s t une mesure de l ' e r r e u r f a i t e - an es-
t imant l a va leu r de Z (x+h) par c e l l e de 
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Z (x). La figure 5.3 représente une courbe 
de variation typique du variogramme en 
fonction de la distance h. 
^(h) 
ctofccr 
• points expérimentaux 
„Modèle 
palier 
Effet de pépite Portéera h 
Fig.5.3 Exemple de variogramme à palier et 
à effet de pépite 
Nous allons passer en revue les prin-
cipales propriétés du demi-variogramme Y (h) 
liées aux caractéristiques structurales du 
phénomène étudié : 
. Y( 0 ) = | E [ Z ( X ) - Z ( X ) ] = 0 ; 
. y (h) est une fonction généralement crois-
sante, symétrique, paire. Puisque les va-
riances doivent être définies positives, 
Y (h) doit être de type positif condition-
nel, c'est à dire que, si Z(x) est une 
fonction aléatoire stationnaire, d'espé-
rance m et de covariance C(h) ou de demi-
variogramme Y(h), toute combinaison liné-
aire finie quelconque du type : 
N 
Y= Z x.zix^), v les coefficients xi est 
i=l 
une variable aléatoire telle que Var-jY^. 
Dans le cas ou seule l'hypothèse intrin-
sèque est vérifiéeet la fonction cova-
riance n'existe plus, la variance à prio-
ri ne peut être définie donc : 
. Le variogramme croît avec h. Ceci pro-
vient du fait que/plus les points sont 
éloignés, plus les valeurs des paramètres 
en ces points ont des chances d'être dif-
férentes. En absence de dérive et lorsque 
la capacité de dispersion du milieu est 
finie, le variogramme se stabilise autour 
d'une valeur limite Y(») pour des distan-
ces h supérieures à une certaine limite 
a appelée portée. Cette limite Y(«), ap-
pelée aussi palier, n'est autre que la 
variance a priori de la fonction aléatoi-
re, soit : 
>•(«=)= Var-jz îx) |= C(0) ; 
dans ce cas, la fonction covariance exis-
te et l'on a C(h) = C(0)-^(h) . 
Un tel variogramme, à palier et portée, 
est dit borné et caractérise ce que l'or, 
appelle un phénomène de transition. Ce 
phénomène correspond à une fonction aléa-
toire non seulement intrinsèque mais aus-
si stationnaire d'ordre 2. La portée a 
mesure la zone d'influence d'une informa-
tion Z(x). En effet, au-delà de cette 
distance h=a, les variables aléatoires 
Z (xî et Z(x+h) sont sans corrélation : 
C(h) = 0, dès que ¡hj>a ; 
. Lorsque l'on est en présence d'une dérive, 
le variogramme présente un accroissement 
continu, mais en générai avec une vitesse 
plus lente que celle d'une parabole. 
y (h) 
(h) doit être telle que Var|y?*o sous la 
•0 auand h 
condition I A = o ; 
i=l 
Dans ce cas, on ne peut pas définir de 
variance a priori pour le phénomène étu-
dié et l'estimation d'une covariance sta-
tionnaire expérimentale sera en fait pro-
fondément biaisée. Pour éviter cela, il 
est indispensable d'éliminer l'influence 
de la dérive en faisant une hypothèse sur 
la forme locale de celle-ci (par exemple, 
approximation polynomiale). Ceci permet 
d'obtenir le variogramme sous-jacent ou 
variogramme réel, qui est toujours infé-
rieur au variogramme brut. 
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Le comportement à l'origine du varie-
gramme révêle certaines propriétés de con-
tinuité et de régularité spatiale de la va-
riable Z. La figure 5.4 présente quatre 
formes typiques de variogramme, classées par 
ordre de régularité décroissante : 
ar 






EFFET DE PEPITE 
PARTIEL 
EFFET DE PE>TE 
PUR 
a) l e comportement p a r a b o l i q u e [Mh)^A¡h | 2 
quand h i >o] r évè l e une fo r t e c o n t i n u i -
t é l o c a l e de la v a r i a b l e ou l ' e x i s t e n c e 
d 'une d é r i v e . Considérons par exemple une 
dé r ive l i n é a i r e : 
E^Z( . » } - m(x)= Cx 
Le variogramme, défini comme la variance 
de l'accroissement [z(x+h)-Z(x)] , s•écrit 
Í - . 2 ) 2 2 
= E-j [Z(x+h)-Z(x)J | -C h 
s e i t : | E | [ Z (x+h)-Z (x)] >= Yth)+rC2h2 . 
i 2 2 
On remarque que le terme fC h présente 
2 ^ 
une croissance en h . Toutefois, l'effet 
de la dérive est surtout important pour 
les grandes distances. Pour des distances 
¡h| inférieures à la limite b, on peut 
adopter l'hypothèse quasi-intrinsèque 
avec pour demi-variogramme : 
[Z (x+h)-Z (x) j'U Y (h) ; 
F i g . 5 . 4 Formes typiques pour l es variogrammes 
au vois inage de h=o 
4E 
b) un variogramme linéaire passant par l'o-
rigine [Y (h) --A 1 h | , quand h I >0] révèle 
que la fonction aléatoire Z (x) est con-
tinue, mais non différentiable; 
c) si le variogramme présente une disconti-
nuité à l'origine [Y (h) ne tend pas vers 
zéro, quand h i » 0 , alors que Y(0) est 
nul par définition] , en réalité la crois-
sance du variogramme est très rapide, 
sans être discontinue, dans une petite 
zone autour de l'origine. On dit que l'on 
est en présence d'un "effet de pépite", 
par analogie à ce que l'on obtient dans 
le cas de pépites de minerai. Cet "effet 
de pépite" peut être dû à l'une ou plu-
sieurs des causes suivantes : erreur de 
mesure, erreur de localisation des mesu-
res, existence d'une microstructure; un 
échantillonnage à très courte distance 
est nécessaire pour déterminer l'inter-
prétation qui convient; 
d) un variogramme constant indique que Z(x) 
et Z (x+h) ne sont jamais córreles, quel-
le que soit la distance qui sépare les 
points de mesure [ Y ( 0 ) = 0 et Y(h)=C dès 
i ° 
que h>0j; il s'agit d'un effet de pépite 
pur traduisant l'absence totale d'auto-
corrélation spatiale. 
Entre l'origine et l'infini, la forme 
du variogramme peut apporter différentes 
informations sur les variations spatiales 
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de la variable aléatoire analysée. La figu-
re 5.5. présente quelques allures typiques 
des variogrammes : 
ï(h) Y(h) 
Fig.5.5 Différentes formes de variogrammes 
V.3 - Variogrammes expérimentaux 
Le variogramme permet de savoir dans 
quelle mesure "ce qui se passe" en un point 
ressemble ou non, en moyenne à "ce qui se 
passe" dans son entourage distant de h. 
Comme on l'a vu précédemment, la détermina-
tion du variogramme d'après l'expression : 
2Y(Xj,x2)= Var[z(x )-Z(x )] nécessite plu-
sieurs réalisations du couple de variables 
aléatoires ->Z (x ),Z(x )?, alors qu'en pra-
tique on dispose d'une seule réalisation^et 
on a dû faire intervenir l'hypothèse de la 
stationnarité (d'ordre 1 ou 2) pour que 
cette fonction ne dépende que de la distance 
h. Alors, tous les couples <Z (x, / , Z (x, ' ; £ 
dont la distance x. -x, ' est égale à h peu-
vent être considérés comme des réalisations 
différentes du couple de variables aléatoi-
res JZ(x.),Z(x,)>. Pour estimer le vario-
gramme Y(h) à partir de l'échantillonnage 
dont on dispose, on utilise le variogramme 
expérimental "f (h) , qui est un estimateur du 
véritable variogramme et s'obtient par la 
formule suivante : 
- un variogramme en escalier (fig.5.5.a) 
révèle l'existence de plusieurs structu-
res d'échelles différentes, emboîtées les 
unes dans les autres; 
- un variogramme périodique (fig.5.5.b) 
correspond en principe à des variations 
périodiques de la variable; 
- l'existence d'une bosse dans un vario-
gramme (fig.5.5.c) indique une tendance 
à ce que des zones de valeurs élevées 
soient entourées de zones de valeurs fai-
bles. 
Dans ces deux derniers cas, il con-
vient de rechercher la vraisemblance physi-
que d'un tel phénomène, car les variogram-
mes expérimentaux ont des fluctuations ir-
régulières dues à l'échantillon utilisé 
pour le calcul. 
y (h)= — Z iz (x.+h)-z(x.) i , 
2N
 i = r
 ¿ 1 J 
dans laquelle N représente le nombre de cou-
ples de valeurs de Z(x) mesurées en des 
points distants de h. 
V.4 - Anisotropie 
L'étude des variations de [r(h,x)] pour 
différentes directions x (en général 4) met 
en évidence l'éventuelle anisotropie de la 
variable Z(x). A titre d'exemple, la portée 
du variogramme dans la direction verticale 
est en général différente de celle obtenue 
dans la direction horizontale (fig.5.6-a). 
Lorsque 1'anisotropie est géométrique, 
le variogramme a la même allure dans toutes 
les directions, mais la pente à l'origine 
change et les portées, si elles existent, 
sont distribuées sur une ellipse. On se ra-
mène au cas isotrope en effectuant une cor-
rection d'échelle qui consiste à multiplier 
les valeurs correspondant au grand axe par 
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b)RC6E 0E5 PORTEES 
Fig.5.6 Influence d'une anisotropie 
géométrique sur les variogrammes 
V.5 - Ajustement du variogramme - Modèle 
théorique 
Le variogramme expérimental, qui est un 
estimateur du variogramme réel, se présente 
comme une courbe généralement irrégulière. 
Pour aborder les problèmes d'estimation à 
partir du variogramme, il est nécessaire de 
l'ajuster à un modèle théorique en admettant 
qu'il est localement assimilable à une fonc-
tion connue. La variance étant positive, 
cette fonction doit être du type positif 
conditionnel. Différents modèles théoriques 
ont été élaborés pour tenir compte des 
traits caractéristiques du comportement du 
variogramme. Les principaux modèles peuvent 
se résumer de la façon suivante. 
V.5.1 - Modèles sans palier 
La variance augmente quand le champ 
augmente. Le phénomène présente une capaci-
té illimitée de dispersion. Le variogramme 
n'étant pas borné, la variance à priori est 
infinie. 
a) Modèle linéaire 
L'équation du modèle est Y(h)=p|h|, 
|h|, représentant le module du vecteur 
|h|-
b) Modèle de Wisjiens (fig.5.7-a) 
Dans ce cas, intervient le logarithme de 
la distance : 
Y(h)= 3a£g|h|. 
x est le "coefficient de dispersion ab-
solue" . 
c) Modèles en hA avec 1<X<2 (fig.5.7-c) 
Ces schémas sont peu distincts d'un ef-
fet de dérive parabolique. 
Pour *>2, la fonction (-h)* cesse d'être 
de type positif conditionnel; en parti-
culier, la croissance à l'infini de h 
devient plus rapide que celle de h . 
V.5.2 - Modèles avec palier 
La variance a priori est dans ce cas 
finie. 
, a) Comportement linéaire à l'origine 
- modèle exponentiel (fig.5.7-b) : 
Y(h)=c|l-(exp(-¡h|/a))| ; 
- modèle sphérique (fig.5.7-d) : 
Í Y (h)=cj(3h/2a)-( |h| 3/2a3) j- si h<a 
Y(h)=C si h»a. 
Dans le cas du modèle sphérique, la 
croissance est forte à l'origine puis un 
palier apparaît. La tangente à l'origine 
coupe le palier en un point d'abscisse 2a/3. 
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La pente à l'origine est égale â 3c/2a. 
ï(h) y < h > 
® 
¡Clh) 2T( h) 
® 
© 
Fig. Modèles théoriques 
b) Comportement pa rabo l ique à l ' o r i g i n e 
(variogranune gaussien) 
Y ( h ) = c | l - [ e x p ( - l h | 2 / a 2 ) ] | . ( f ig .5 .7-e) 
L'ajustement d'un variogramme à un mo-
dèle théorique doit prendre en considéra-
tion les particularités du comportement qui 
sont : 
- la pente à l'origine, 
- l'effet de pépite, 
- la portée, 
- l'existence du palier, 
- l'effet d'éventuelles anisotropies. 
La pente à l'origine s'obtient au moy-
en des trois premiers points du variogram-
me; l'effet de pépite est déterminé par ex-
1 
h 
t rapola t ion à l ' o r i g i n e . L'ajustement s 'ef-
fectue par approximations successives, en 
tenant compte de c e t t e pente e t de la por-
tée du variogramme. Dans le cas où le va-
riogramme e s t borné, la variance à p r i o r i 
doi t ê t r e égale à la variance des é c h a n t i l -
lons (si la portée du variogramme es t i n -
fér ieure aux dimensions du domaine d ' é tude , 
ce qui e s t en général le cas car le va r io -
gramme e s t ca lculé pour des distances qui 
ne dépassent pas le quar t , voire la moit ié 
des dimensions de-la zone étudiée; en ef-
f e t , la f i a b i l i t é du variogramme diminue 
lorsque le nombre de poin ts augmente ou h 
augmente). Une fois l ' e x i s t e n c e ou non 
d'une éventuel le an i so t rop ic mise en év i -
dence, on peut ê t re en mesure de préc iser 
s i l 'on e s t en présence d'une dér ive . 
En généra l , le mei l leur ajustement 
s ' ob t i en t par la superposi t ion au v a r i o -
gramme expérimental de quelques modèles de 
base qui peuvent ê t r e t e s t é s par exemple 
sur un écran de v i sua l i s a t i on i n t e r a c t i v e . 
L'ajustement du variogramme à un mo-
dèle théorique convenable f a c i l i t e l es pro-
cédures de l ' e s t ima t ion . 
En e f f e t , la vra ie valeur de la va r i a -
ble 2 n ' e s t connue qu 'en ce r t a ins points où 
l 'on dispose des mesures ponctuelles obte-
nues par des sondages. Par conséquent , pour 
c o n n a î t r e la valeur de z en tour p o i n t , on 
d o i t p rocéder à une e s t i m a t i o n à p a r t i r des 
données d i s p o n i b l e s . I l convient de connaî -
t r e l ' e r r e u r commise l o r s q u ' o n u t i l i s e l a 
va leur es t imée z* en un po in t au l i e u de la 
v r a i e v a l e u r z inconnue. Pour c a r a c t é r i s e r 
c e t t e e r r e u r , on f a i t appel â des no t ions 
de va r i ance de d i s p e r s i o n e t de v a r i a n c e 
d ' e s t i m a t i o n . 
V.6 - Var iance d ' e s t i m a t i o n 
Lorsqu 'on est ime l a va leur moyenne 
Z„(x.) de Z dans un domaine o a r t i c u l i e r v 
^ i 
c e n t r é au p o i n t x^ par la va leur z(x¿) ob-
tenue par un sondage au c e n t r e de ce domai-
ne, on commet une e r r e u r r (x¿_) =ZV (x^) -Z (x^). 
La v a r i a b l e r é g i o n a l i s é e z(x) ayant é t é i n -
t e r p r é t é e comme une r é a l i s a t i o n p a r t i c u l i è -
re de la fonc t ion a l é a t o i r e Z (x) , l ' e r r e u r 
r(Xj_) appara î t comme une c e r t a i n e fonc t ion 
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aléatoire R(x¿)=Zy(x^-Z[x±) définie au 
peint x.. Si la fonction aléatoire Z (x) est 
stationnaire, la fonction aléatoire d'erreur 
R(x) est également stationnaire et on peut 
calculer l'espérance stationnaire 
IB=EJR(X)^ et la variance stationnaire 
CT^Var^Rtx) \ de cette loi des erreurs. R(x) 
H ( ) 
étant supposée stationnaire, la loi de dis-
tribution des erreurs ne dépend pas de 
l'implantation x et, en particulier, lors-
que la fonction aléatoire R(x) est station-
naire d'ordre 2 : 
EJR(x)?= nL = constante, Vx , 
VarJR(x)|=E|[R(x)] j-m^o^ constante, Vx . 
Ainsi, une bonne procédure d'estima-
tion doit assurer : 
- une erreur moyenne proche de zéro (l'es-
timateur est alors dit sans biais), 
- une dispersion des erreurs très concen-
trée autour de cette valeur moyenne nulle, 
cette contrainte étant traduite par une 
faible variance d'estimation c„. 
Le problème de la caractérisation de 
l'erreur commise réside dans 1'inference de 
tout ou partie de la loi de distribution 
F(u)
 / telle que : 
F(u)=ProbJR(x)<ul. 
On peut le résoudre si l'on dispose de 
zones de contrôle où l'on possède plusieurs 
réalisations r(x,).. . r(x. ) de la fonction 
i n 
a l éa to i r e d ' e r r eu r R(x); on peut cons t ru i re 
l 'h i s togramme des e r r e u r s observées e t en 
i n f é r e r la l o i de d i s t r i b u t i o n de F ( u ) . 
Mais, l e p l u s souvent, on ne d i spose pas de 
l 'h is togramme des e r r e u r s e t l e type de l o i 
de d i s t r i b u t i o n r e s t e inconnu. Cependant, 
pour des e s t i m a t e u r s l i n é a i r e s , l a g é o s t a -
t i s t i q u e permet le c a l c u l des deux p r i n c i p a -
l e s c a r a c t é r i s t i q u e s de c e t t e l o i , son espé -
rance m^ . e t sa var iance c_,. Alors 1 ' i n f e r e n -
ce par la l o i de Gauss e s t p o s s i b l e pour 
c a r a c t é r i s e r l ' e r r e u r e t , de c e t t e façon, 
9 5% de l ' e r r e u r d ' e s t i m a t i o n e s t comprise 
dans l ' i n t e r v a l l e (mE±2<jp) . C 'es t pourquoi, 
en g é o s t a t i s t i q u e , on se l imi te à la c lasse 
des est imateurs l i n é a i r e s , dont on s a i t c a l -
culer l a moyenne e t la variance de l ' e r r e u r 
à p a r t i r de la seule information s t r u c t u r a -
le cons t i tuée par l a covariance ou le var io -
graiume. 
Par généra l i sa t ion du cas précédents , 
l ' o r squ 'on adopte comme valeur moyenne de 
l a v a r i a b l e dans un domaine V, c e l l e au do-
maine v, on f a i t une e r r e u r d ' e s t i m a t i o n . La 
v a r i a n c e de c e t t e e r r e u r d ' e s t i m a t i o n s ' e x -
prime par : 
oE2 (v, V) =var [Zv ( x ) -Z v (x ' ) ] = 
2Y(V,V) -Y (V ,V) -y (v ,v ) , 
avec 
Y(V,V)=— / dy / Y(y-y-)dy" 
vV "v ''V 
[1] 
Y(V,V)=- r / dy / i ( y - y ' ) d y ' 
" ( v , v ) = — / d y j y (y -y ' )dy ' 
v "v 
X s i g n i f i a n t l ' i n t é g r a t i o n sur l e domaine 
?(V,v) dés igne la va leur moyenne du 
demi-variogramme ponc tue l y (h) lo r sque l e s 
deux e x t r é m i t é s M e t M du v e c t e u r h=MM' dé-
cr ivent , indépendamment 1'une de 1 'autre 
l 'une le volume V(y), l ' a u t r e le volume v ( y ' ) . 
C e t t e v a r i a n c e dépend de l a forme e t de l a 
t a i l l e de V e t v (v peut ê t r e par exemple un 
ensemble de p o i n t s de mesure) . Dans le cas 
de l ' h y p o t h è s e i n t r i n s è q u e , la va r i ance de 
l ' e s t i m a t i o n r e s t e inchangée dans l e domai-
ne. La va r i ance de l ' e s t i m a t i o n (ou d ' e x t e n -
sion) d é c r o î t l o r s q u e le variograrame e s t r é -
g u l i e r e t l o r sque v dev ien t r e p r é s e n t a t i f 
du domaine V ( f i g . 5 . 8 - a ) . Les v a r i a n c e s d ' e x -
tension sont u t i l i s é e s pour analyser l ' e f f i -
c a c i t é des schémas d ' é c h a n t i l l o n n a g e . 
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V. 7 - Variance de dispersion 
On considère la variable z (x) comme une 
réalisation d'une fonction aléatoire 2(x). 
Si l'on dispose de toutes les valeurs de 
z (x) à travers le domaine v, on peut calcu-
ler la moyenne et la variance de z(x) dans 
v : 
Z v(x)=— f Z(x)dx 
v(x) Jv(x) 
S (o/v(x))=—i- ' / fZ(x)-Z , "I dx. 
v(x) Jv(x) L ^(X)J 
En considérant que cette réalisation 
varie, la variance de z(x) dans v, notée 
a (o/v), est définie par l'espérance de 
1 
S (o/v(x)) à travers toutes les réalisations 
possibles : 
a2 (o/v(x))= E[ S 2 ( O / V ( X ) ] = E(¿ / [z (x)-Z 1 2dx) = 
- f E(Z (x)-Z„)¿dx=i / a*(x,v)dx= 
- / [2~(X,V)-Y(v,v)]dx d'après [lj 
a (o/v)=2T(v,v)-Y(V,V)=Y(V,V). 
La variance à priori de dispersion de 
cette variable dans un domaine plus vaste 
V, lorsque v occupe toutes les positions 
possibles dans ce domaine, s'exprime par : 
2 
v/V)=E[i^ (Z v-Z v, 2dx] 
ou encore 
a'(v,V)=r(v,V)-ï(v,v)=Dv-
La comparaison des deux formules donne 
la relation de Krige : 
a
2
 (v/V)=(j2(o/V)-<j2 (o/v) . 
La variance de dispersion peut servir 
à la vérification de l'ajustement du vario-
gramme à un modèle théorique. Dans ce cas, 
la valeur de la variance de dispersion théo-
rique déduite du modèle ajusté sera compa-
rée à la variance de dispersion expérimen-
tale. Sur la figure 5.8-b, on peut remarquer 
la contribution de l'effet de pépite. 
EFFET 
DE PEPITE 
Fia.î.S Variance d'estimation et 
de dispersion 
Le calcul des variances d'estimation 
et de dispersion peut s'effectuer au moyen 
des abaques élaborés pour des schémas types 
de variogramme. 
V.8 - KRIGEAGE 
On a vu dans ce qui précède que la va-
riabilité est caractérisée par une foncrior. 
de nature probabiliste, le variogramme, qui 
esprime la manière dont l'information appor-
tée par un point de mesure se détériore au 
fur et à mesure que l'on s'éloigne de ce 
point connu. 
Le krigeage est une méthode d'interpo-
lation qui estime en se servant du vario-
gramme toute fonction linéaire de la varia-
ble z(x) étudiée, à partir d'une combinai-
son linéaire d'échantillons disponibles. 
Pour estimer la valeur moyenne de z(x) 
dans le domaine V, soit, 
-if 
5
 V J V 
Z (x)dx, 
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L ' e s t i m a t e u r Y e s t une c o m b i n a i s o n 
o 
l i n é a i r e d e s v a l e u r s c o n n u e s : 
*
 N 
Y o = J = 1 X i 2 ( X i ) ' 
N désignant le nombre de points de mesure 
et les coefficients \ . étant choisis tel 
que : 
1) l'estimateur soit sans biais 
E[Y *-Y 1= o . 
L
 o oJ ' 
2) l a v a r i a n c e de l ' e r r e u r 
E[Y *-Y ] ¿ s o i t m i n i m a l e . 
'• o o J 
Le choix de l'estimateur linéaire per-
met d'exprimer la variance de l'erreur en 
fonction du variogramme. Pour le calcul des 
coefficients A., on considère deux cas : 
a) le cas stationnaire : 
E[2(xi)]-m et E[YQ]=m ; 
. l a c o n d i t i o n 1) e n t r a î n e 
N N N 
EÍZ À.Z(X. ) -Y 1=1 A.m-m=m(I À . - 1 ) = 0 . 
i = l L 1 ° J i = l x i=l i 
Cette condition est vérifiée Dourvu que 
N 
ï-i"1"1 ' 
. l a v a r i a n c e de l ' e r r e u r s ' e x p r i m e en 
f o n c t i o n du v a r i o g r a m m e : 
2 N 
EÍY *-Y 1 = Var(Y *-Y )=2I A. ~ ( x . , V ) -L
 o o o o . , i i 1=1 
N N 
i z A .> .Y ( x . - x . ) - v ( v , v ) . 
i = l j - 1 l 3 ^ 3 
Y(X.,V) est la valeur moyenne du vario-
gramme définie par : 
Y ( X . , V ) = ^ / Y(x.-x)dx , Vx£V ; 
Y(X,,V) est la valeur moyenne du vario-
gramme lorsque deux points x et x' décri-
vent indépendamment l'un de l'autre le vo-
lume V : 
Y(V 
"•hi S 
V •'V •'V 
Y (x-x')dxdx' 
Dans le but de minimiser la variance de 
l'erreur tout en respectant la condition 1 
(EXi=l'' o n i n t r o d u i t l e multiplicateur de 
Lagrange u et on recherche le minimum de 
l'expression : 
N 
¥>=Var(Y *-Y )-2u(I >>•-!) . 
o o
 i = 1 l 
En a n n u l a n t l e s d é r i v é e s p a r t i e l l e s 
- ^ , i = l , 2 , . . . N e t 1 2 , 
3 Ä , 3 V 
on o b t i e n t l e s y s t è m e l i n é a i r e : 
Z » J ( x . - x . ) + u = T ( x . , V ) i = l , 2 , . . . . N 
j = l J 1 J 1 
IN 
Z A 
j - l D=-I 





o. = Var (Y*-Y )=t A.f(x. ,V)-f(v,V)+u. 
K O O -, 1 1 ' 1=1 
Dans le cas de l'effet de pépite pur, 
les valeurs z(x.) ne sont pas corrélées en-
tre elles et l'on prend A.=—. 
r
 i N 
Dans le cas du krigeage ponctuel, 
Y(xi,V)=T(xi,x ) 
et 
y (V,V)= Y (0) = 0 
On obtient les coefficients À. en résolvant 





YN1 TN2 YN3" 
1 1 1 . . 
Y 1 N 
Y 2 N 























et la variance de l'erreur est égale à : 
o£= XTB-Y (V,V) . 
r est une matrice symétrique qui dépend uni-
quement des échantillons, alors que B dépend 
des échantillons et des blocs à estimer. 
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b) cas non stationnaire (krigeage universel) 
Dans ls cas où la variable étudiée mani-
feste une évolution systématique dans une 
certaine direction, on est en présence d'une 
dérive. Le modèle d'estimation doit prendre 
en compte cette dérive. Généralement, on ob-
tient une bonne approximation de celle-ci 
par une fonction polynomiale de la forme : 
m(x)= I a fx(x") , 
dans laquelle les f (x) sont des monômes des 
coordonnées des points de l'espace. Par 
exemple, dans un espace à deux dimensions, 
la dérive aura pour expression explicite : 
m(x,y)=ao+ajX+a2y pour une dérive linéaire, 
2 2 
m(x,y)=a +ajX+a2y+a3xy+aux +a5y pour une 
dérive quadratique. 
Le système de krigeage est alors plus com-
plexe. En effet, par exemple, dans le cas 
de krigeage ponctuel, on a : 
Y =Z(x ) . 
o o 
La condition de non-biais de l'estimation 
Y imoliaue : 
o 
E[Y *-Y 1= l o O' i=l 
X,m(x.)-m(xQ) =o 
avec m(x.)=I a f*" (x ) et par la suite cet-
1
 i = l *• 
te condition est vérifiée si : 
N 
I a [I Xif£(xi)-fi(xo)]=o . 
1=1 i=l 
N 
II suffit que Z X.f l (x.)-t l(x ) et les 
i=l 1 
coefficients a n'ont pas besoin d'être es-
timés et les A. sont solution du système li-
néaire : 
N 





I x f£ (x.)=f£(xQ) 
j=l 
avec k multiplicateurs de Lagrange associés 
à la condition de non-biais. 
La variance de krigeage est donnée par : 
N 
a^=Varrz*(xo)-Z(x )]=! X Y(x -x )+ 
k
 i 
I u,f(x ) . 
i.=x 
II faut choisir la fonction polynomiale qui 
minimise al parmi tous les polynômes possi--
bles. 
Le krigeage est particulièrement bien adap-
té pour tenir compte des différents facteurs 
qui influencent la précision de l'estima-
tion : 
- nombre de points de mesure de la proprié-
té et qualité des mesures, 
- position de ces points dans le domaine 
étudié et distance entre eux et la zone 
intéressante [ï(xi,V) et Y(X.-X O)J, 
- structure de la variable étudiée, repré-
sentée par l'intermédiaire du variogramme. 
V.8.1 - Utilisation pratique des résultats 
du krigeage 
Le krigeage a une propriété très im-
portante : c'est un interpolateur exact en 
ce sens que, lorsque l'on estime des valeurs 
de la fonction en un point, on retrouve les 
valeurs mesurées aux points de données. 
De plus, le krigeage fournit la va-
riance de l'erreur de l'estimation et, ce 
k 
qui permet d'étudier la distribution spa-
tiale de la propriété pour un certain ni-
veau de signification. 
L'incertitude sur les données Z(x.) 
(caractérisée par l'erreur e(x.) et sa va-
riance c^) peut être introduite simplement 
dans la méthode de krigeage à condition 
qu'il s'agisse d'erreurs : 
1) non systématiques : E[c(x.)]=0, V. ; 
2) non corrélées : cov[(s (x.),e(x.)]=0, 
i 3 
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3) non corrélées avec la variable : 
cov [ E !x.), z(x)]=o , V. » Vx . 
Alors, l'incertitude sur les données 
peut être introduite au moyen d'une légère 
modification dans le système de'krigeage. 
La valeur Z(XJ) est remplacé par z(x.) + e(x.), 
ce qui revient à remplacer les termes nuls 
de la diagonale de la matrice précédente 
par la variance o.. 
Cette possibilité du krigeage peut être 
exploitée de façon intéressante pour obtenir 
une carte des erreurs et analyser la disper-
sion des erreurs en fonction de : 
- l'incertitude de mesure ou d'estimation 
(lorsqu'il s'agit de corrélations) intro-
duite, 
- la donnée d'informations complémentaires 
(par exemple, point critique du projet où 
l'on décide d'implanter des sondages sup-
plémentaires) et le gain de précision ap-
porté. 
De cette façon, on est en mesure de ju-
ger si la reconnaissance a atteint son ob-
jectif et si les zones critiques sont éva-
luées avec un niveau de confiance suffisam-
ment fiable. Par la suite, on pourra mettre 
à profit un autre aspect du krigeage, à sa-
voir la simulation du site pour la généra-
tion des valeurs des paramètres de calcul à 
introduire dans le processus de calcul pro-
babiliste qui nécessite le balayage systéma-
tique de la zone étudiée. 
En récapitulant les différentes étapes, 
on peut dire que l'interpolation par krigea-
ge s'effectue de la manière suivante : 
1) étude de la structure des données et 
choix d'un modèle de variogramme adéquat; 
2) calcul des variances de l'erreur à partir 
de ce modèle; 
3) inversion du système matriciel. 
Le programme de krigeage BLUEPACK, créé 
par le Centre de Géostatistique et de Mor-
phologie, Mathématique de l'Ecole Nationale 
Supérieure des îlines de Paris est utilisé 
pour effectuer ces différentes étapes. 
V.9 - Présentation du programme BLUEPACK 
Le programme BLUEFACK-3D a pour objet 
l'interpolation optimale d'une variable, 
distribuée en deux ou trois dimensions, et 
échantillonnée en des points qui sont arbi-
trairement répartis. En plus de l'estimation 
BLUEPACK-3D calcule l'écart type, qui peut 
être utilisé pour spécifier le niveau de 
confiance. 
Ce programme a plusieurs options qui 
servent à : 
1) déterminer le réseau des points d'estima-
tion au travers des domaines (grille, 
sections, points...) avec la prise en 
compte des limitations géométriques ou 
des zones perturbées (défaut) ,-
2) définir la structure de la variabilité; 
3) identifier la nature des fonctions à es-
timer (la dérive, le gradient, la valeur 
moyenne sur un domaine,...) et évaluer sa 
variance; 
4) représenter les résultats (histogramme 
des valeurs, cartes d'iso-valeurs,...). 
Ces différentes options sont décrites 
par un ensemble de paramètres^ qui sont in-
troduits au moyen des cartes "cliques" dans 
le programme. 
L'algorithme utilisé pour cette estima-
tion est fondé sur le krigeage, gui procure 
le meilleur estimateur linéaire non-biaisé 
(Best Linear Unbiased Estimator), d'où le 
nom BLUEPACK de ce programme. Comme indiqué 
précédemment, la précision de l'estimation 
est fonction de la géométrie et de la struc-
ture. Par géométrie, on entend la position 
relative des points les uns par rapport aux 
autres et par rapport aux points d'estima-
tion. Un fait important est qu'un point en-
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touré par des points expérimentaux est es-
timé avec plus de précision qu'un point si-
tué dans une zone de faible densité de son-
dages. En ce qui concerne la prise en comp-
te de la structure, BLUEPACK a la particu-
larité suivante : on peut 
- choisir une reconnaissance au-
tomatique de la structure, en définissant 
le modèle de covariance qui tient compte . 
d'une éventuelle anisotropie géométrique; 
- ou imposer la forme de la fonc-
tion de covariance et celle de la dérive, si 
l'on dispose d'indications suffisantes (par 
exemple : sur. l'allure du variogramme expé-
rimental ou la présence d'une dérive mar-
quée) . 
Par conséquent, l'interpolation est 
d'autant plus aisée que le phénomène est 
continu et régulier. 
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Chapitre VI 
ANALYSE DE LA STABILITÉ D'UN REMBLAI DE GRANDE LONGUEUR 
VI.1 - Introduction 
Ce chapitre est consacré à l'analyse 
probabiliste de la stabilité d'un remblai 
de grande longueur. La méthode de calcul dé-
veloppée dans ce chapitre tient compte de la 
variabilité naturelle des propriétés des pa-
ramètres mécaniques des sols, qui est carac-
térisée à partir d'un échantillonnage réali-
sé lors de la reconnaissance géotechnique. 
Pour un remblai de caractéristiques géomé-
triques déterminées, les résultats de l'a-
nalyse effectuée par la méthode de Monte 
Carlo sont présentés sous forme de la dis-
tribution des fréquences des coefficients 
de sécurité minimaux pour chaque cas de 
rupture envisagé. Cette distribution est 
utilisée pour estimer la probabilité de rup-
ture. 
VI.2 - Méthode de calcul 
La méthode de calcul est une extension 
de la méthode de calcul utilisée pour l'a-
nalyse de la rupture circulaire plane. La 
surface de rupture considérée est une sur-
face cylindrique limitée par des sections 
planes (fig.6.1). 
La stabilité est analysée "à court 
terme", en contraintes totales. Dans le sol 
de fondation, la résistance au cisaillement 
est égale à la cohésion non drainée. Dans 
le remblai, on admet que le cylindre se pro-
longe par une fissure verticale , sur la-
quelle la résistance au cisaillement est 
nulle. Le paramètre utilisé pour caractéri-
ser la stabilité du remblai est le coeffi-
cient de sécurité qui, dans le cas de la 
rupture circulaire, est le quotient du mo-
ment résistant du massif par le moment mo-
teur. Ce coefficient est fonction de la géo-
métrie, du poids volumique, des paramètres 
de résistance du massif de sol et des for-
ces extérieures (le calcul et l'étude de la 
variation des charges appliquées au remblai 
n'entrent pas dans le cadre de cette étude). 
Chacun de ces paramètres est affecté 
par une incertitude liée au processus de 
mesure utilisé pour le déterminer. A cette 
incertitude s'ajoute l'incertitude due à la 
variabilité naturelle des propriétés physi-
ques et mécaniques des sols. Cette variabi-
lité dépend de la propriété considérée, de 
la nature du sol et du site. Le poids volu-
mique présente une faible dispersion autour 
de sa valeur moyenne (HARR, 1977), tandis 
que les coefficients de variation relatifs 
à la dispersion des paramètres de cisaille-
ment sont généralement plus grands. LUMB et 
MATSUO ont trouvé des coefficients de va-
riation de 5 à 20% pour tg ¥>'et de 15 à 40% 
pour la cohésion non drainée. Les coeffi-
cients de variation de ces paramètres ont 
été calculés sur de très nombreux sites. Le 
tableau 6.1 (d'après MAGNAN, 1984) donne 
une idée des valeurs des coefficients de 
variation que l'on peut rencontrer en pra-




-ARC DE CERCLE 
Fig.6.I Découpage du tracé pour l'analyse de la stabilité du remblai 
Propriété 
Poids volumique Y 
Poids volumique sec y¿ 
Cohésion effective c' 
Angle de frottement interne <p ' 
Cohésion non drainée cu 
(essais triaxiaux UU) 
Cohésion non drainée cu 
(pénétromètre de consistance) 
Cohésion non drainée cu 
(scissomètre de laboratoire) 
Cohésion non drainée cu 
(scissomètre de chantier) 
Coefficient de perméabilité k 
Résistance de cône qc 
(pénétromètre statique) 










































Tableau 6.1 Variations des propriétés de l'argile molle de 
Cubzac-ies-Ponts 
(MAGNAN, 19 84) 
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ce relative de ces variations selon le type 
de paramètre choisi. Ces études révèlent que 
la variabilité de la cohésion non drainée 
est très grande et que, par conséquent, ce 
paramètre constitue une source dominante 
d'incertitude sur le moment résistant. D'au-
tre part, le traitement analytique ou numéri-
que de l'ensemble de ces paramètres est com-
plexe. On est souvent amené pour cette rai-
son à effectuer un choix sur le caractère 
aléatoire de ces paramètres, selon leur con-
tribution au mome'nt résistant et au moment 
moteur (ALONSO, 1976). Pour la résolution du 
problème étudié, nous avons adopté pour no-
tre part les hypothèses suivantes : 
. le poids volumique est considéré comme dé-
terministe; 
. la géométrie a une influence faible sur la 
détermination du coefficient de sécurité, 
du fait de sa faible variance. 
Elle est également traitée comme détermi-
niste. 
VI.2.1 - Calculs de stabilité 
• L'objectif de l'étude est d'analyser la 
stabilité à court terme d'un remblai de gran-
de longueur, construit sur sols compressi-
bles, en tenant compte de la variabilité de 
la cohésion non drainée dans le sol de fon-
dation. 
On peut résumer les différentes étapes 
de calcul de la façon suivante : 
1- On suppose que seules propriétés du sol 
sont incertaines et que le remblai est 
connu. 
2- On découpe le tracé en tronçons de 50m de 
caractéristiques homogènes. Dans chaque 
tronçon, on dispose de la valeur moyenne 
c^ et du coefficient de variation CV [c ] 
de la cohésion non drainée dans le sol. 
Ces valeurs sont obtenues dans la section 
située au milieu de chaque tronçon, par 
krigeage des valeurs mesurées dans les 
sondages de reconnaissance géotechnique 
et des valeurs générées par des corréla-
tions établies in-situ selon la procédure 
décrite dans le chapitre III. Pour cela, 
on a supposé que la distance d ' autocorré1-
lation suivant l'axe du remblai est infé-
rieure à 50m (VANMARCKE,1977; SHARP et 
al., 1981). De cette façon, les valeurs 
obtenues par krigeage dans deux sections 
successives cu^ et cuj sont indépendantes. 
3- L'analyse de la stabilité s'effectuant s 
trois dimensions, on tient compte de la 
participation au moment résistant de la 
résistance mobilisée sur les extrémités 
de la surface de rupture potentielle. 
VI.2. 1.1 - Définition des paramètres de cal-
cul de la stabilité 
A) Géométrie_du_remblai 
La géométrie du remblai et du sol de 
fondation est définie par : 
HR : hauteur du remblai, 
XPR : abscisse du pied de remblai, 
2R : profondeur du substratum. 
On suppose que ces paramètres (fig.6.2) sont 
invariants le long du tracé. 
B) C e r c l e s de 2l¿£sei¡)SBt 
Pour chaque cercle envisagé (fig. 
6.3), on définit les paramètres suivants : 
ZCC : altitude du centre du cercle, 
RC : rayon du cercle, 
XSC : abscisse du point de sortie du cercle. 
C) Çaractéristiaues_du_sol 
Les paramètres de calcul sont défi-
nis par tronçon de cinquante mètres. Les 
tronçons sont numérotés à partir de l'origi-
ne du tracé. On admet que les valeurs des 
paramètres de calcul générées dans la sec-
tion du milieu de chaque tronçon (fig.6.4) 
s'étendent par homogénéité à l'ensemble du 
tronçon. Les sections sont caractérisées 
par 1'indice J correspondant au numéro du 
tronçon. Dans chaque section, les valeurs 
de c^ et V [cu] (variance de cu) sont géné-
rées tous les 50cm suivant la direction ver-
ticale Oz. Les couches die sol ont une 
épaisseur de 50cm et sont caractérisées par 
l'indice IS..Les premières valeurs de c^ et 
de V [cuj sont générées au milieu de la pre-
mière couche de sol. On considère que ces 
valeurs (c^ et v[cu] ) sont constantes dans 































Fig .6 .3 CARACTERISTIQUES DES CERCLES DE GLISSEMENT 
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Fig.6.4 Génération des paramètres de calcul 
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dans la section sont indépendantes (on ad-
met que la distance d'autocorrélation sui-
vant Oz est inférieure à 50cm). De cette fa-
çon, pour chaque tronçon les paramètres sont 
définis par les tableaux CUM(J,IS) et V(IS). 
VI.2.1.2 - Définition de la surface de rup-
ture 
La variabilité de la cohésion non drai-r 
née, le long de l'axe du remblai et dans la 
section transversale de l'ouvrage, conduit 
à effectuer un balayage systématique du rem-
blai sur toute la longueur et dans la sec-
tion transversale,dans le but de localiser 
la zone de rupture et de déterminer la lon-
gueur de cette zone. 
A) Balayage des tronçons 
Après découpage et numérotation de la zo-
ne d'étude, cette opération consiste à dé-
placer l'origine de la surface de rupture 
étudiée le long du tracé en se plaçant au 
début de chaque tronçon et à considérer en-
suite pour chaque cas les différentes lon-
gueurs de rupture possibles (fig.6.5). 
B) Balayage des centres 
Dans le cas général, pour effectuer le 
balayage des centres des cercles de glisse-
ment, on adopte un maillage de points for-
mant un rectangle centré sur l'axe vertical 
passant par le milieu du talus. Dans notre 
cas, pour limiter le nombre de calculs et 
compte tenu de la loi de variation de la co-
hésion non drainée (par couches horizontales 
dans les sections transversales du remblai), 
nous avons limité ce balayage â l'axe verti-
cal, où l'on sait que l'on obtient le coef-
ficient de sécurité le plus défavorable 
(fig.6.6). Les paramètres sont définis par : 
ZCCMIN : altitude minimale du centre du 
cercle, 
ZCCMIN = HR/2; 
ZCCMAX ; altitude maximale du centre du 
cercle, 
ZCCMAX = 2*HR; 
EC : épaisseur des couches du sol; 
DZCC : incrément d'altitude du centre 
du cercle ; 
DZCC = EC; 
NCC : numéro du centre du cercle, 
ZCC(NCC) : altitude du centre du cercle de 
numéro NCC, 
ZCC (NCC)=ZCCMIN+DZCCX(NCC-1) ; 




Le balayage des rayons sert à détermi-
ner, pour un centre de cercle donné, la pro-
fondeur du cercle de rupture le plus défavo-
rable. Pour cela, on doit tester les cercles 
traversant tous les couches du sol. Les pa-
ramètres sont définis par : 
RCMAX : rayon maximal des cercles, 
RCMAX=ZCC+ZR; 
RCMIN : rayon minimal des cercles, 
RCMIN=ZCC+EC; 
NRC : nombre maximal de cercles à tes-
ter, 
NRC=Ç[ZR/EC] (Ç[] désigné la 
partie entière); 
NR : numéro du rayon, 
RC(NCC;NR): rayon du cercle de numéro de 
centre NCC et de numéro de ray-
on NR,RC (NCC,NR)=ZCC (NCO+ECxNR 
(fig.6.7). 
VL 2 .1.3.- Stabilité d'un cylindre élémentai-
re 
Le découpage du remblai en tronçons de 
caractéristiques géotechniques déterminées 
et l'hypothèse de l'invariabilité de la géo-
métrie dans la zone étudiée permettent de 
ramener l'analyse de la stabilité d'un rem-
blai de grande longueur à l'analyse de la 
stabilité d'un cylindre élémentaire. Le cy-
lindre est constitué d'un tronçon limité 
par deux sections verticales. L'analyse de 
la stabilité de ce cylindre nécessite l'é-
valuation : 
- du moment moteur, 
- du moment résistant de la paroi cylindri-
que, 
- du moment résistant dQ à la contribution 
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A) Moment_moteur 
Ce moment est fonction de la géométrie 
de la surface de rupture et du poids volu-
mique. Nous avons considéré le remblai com-
me fissuré (fig.6.8), d'où 
W = YrX50*HRx|XSC(NCC,NR)-XPR|, 
WB= Yrx50*HRx(XPR/2), 
avec Yr : poids volumique du remblai, W. : 
poids de l'élément A, Wg : poids de l'élé-
ment B (les éléments C et D sont en équili-
bre) . 
Le moment créé par W A et Wg peut-être 
exprimé par : 
AWA(NCC,NR)=WAx [xPR+XSC(NCC,NR)3/2+WßX 
(2XXPR/3). 
3) Moment résistant de la paroi cylin-
drique 
Le corps du remblai étant fissuré, le 
moment résistant dans le sol est déterminé 
par 
eX cu ¿ avec MRCE=RC * / c„ds 
S : surface de la paroi cylindrique compri-
se dans le sol de fondation, 
RC : rayon du cercle. 
Le paramètre de calcul cu étant suppo-
sé constant dans chaque couche (0,50m) du 
sol, le calcul de MRCE peut s'effectuer par 
une sommation discrète à travers les cou-
ches : 
MRCE (NCC,NR)=RC(NCC,NR)XÎ [CU(J,NE)X 
NE 
AS(NCC,NR,NE)] 
CU(J,NE): cohésion non drainée dans la cou-
che NE du tronçon J, 
NE : identique à IS mais variant de 1 
à NR, 
AS(NCC,NR,NE): élément de surface pour un 
cercle de centre de numéro 
NCC, de rayon de numéro NR 
et délimité par la couche 
NE; 
AS(NCC,NR,NE)= 2DL(NCC,NR,NE)X50. 
On obtient par conséquent : 
MRCE (NCC,NR)=Z CU ( J,NE)XALFA (NCC,NR,NE) 
NE 
avec 
ALFA (NCC , NR, NE ) = 50XRC (NCC , NR) X2DL (NCC, NR , NE ) 
et il suffit d'évaluer l'élément de lon-
gueur DL (NCC,NR,NE) de l'arc du cercle com-
pris dans la couche NE. 
D'après la figure 6.9, on a : 
DA(NCC,NR,NE)=ZCC(NCC)+ECx(NE-l), 
DB (NCC,NR,NE)=ZCC (NCO+ECXNE, 




C) Moment résistar.t_des_extrémités_du 
cYÜDÉre_f.¿áme2£aiEe. 
Dans l'analyse conventionnelle de la 
stabilité des remblais, il est courant de 
négliger la contribution de la résistance 
aux extrémités au moment résistant. Le mo-
ment résistant à l'extrémité peut se calcu-
ler par intégration de ce moment sur un élé-
ment de surface des plans latéraux : 
MRECE = f r (C+KQatg <p ) ds , (6.1) 
KQ : coefficient de poussée des terres au 
repos. 
Le traitement analytique de MRECE est 
délicat et l'influence de la variabilité 
des paramètres géotechniques sur MRECE a 
été souvent traitée de façon approchée 
(VANMARCKE, 1977). La contribution du rem-
blai à la résistance étant supposé nulle, y 
compris sur les plans latéraux, l'expres-
sion (6.1) devient : 
MRECE = / rcuds , (6.2) 
avec : 
S : surface de la paroi cylindrique élémen-
taire comprise dans la fondation. 
Le paramètre de calcul cu étant cons-
tant dans chaque couche du sol, cette ex-
pression peut être évaluée par une intégra-
tion numérique (fig.6.10) : 
MRECE = I CU(J,NE)x(rXAS). 
NE 
Pour é v a l u e r rxAS, on p o s e : 




On a : 
RA(I) =-| [DA (NCC, NR, NE) XEC/4]2+ [DXlx 
( I - 0 , 5 ) J 2 } l 
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F i g . 6 . 8 Coupe t r a n s v e r s a l e de la su r f ace de rup tu re 
( ncc ; nr) 
et -




F i g . 6 . 9 D i s c r é t i s a t i o n de l ' a r c de c e r c l e 
CUt j ,ne) 
Fig.6.10 Discrétisation de la surface des extrémités 
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RB(I)=-j[DB(NCC,NR,NE)+IND*EC/4]2+[DX2x 
(1-0,5) l 2 ^ 
avec 
si NE^NR : 
DB(NCC,NR,NE)=DA(NCC,NR,NE)+EC et IND=-1 
et, si NE=NR : 
DB(NCC,NR,NE)=DA(NCC,NR,NE)+EC/2 et IND=1. 
On évalue alors r.iS dans chaque sous-couche 
d'épaisseur EC/2 par : 
IE 
EMl=ï 2xDXlxDYxRA(I) et 
1 = 1 
IE 
EM2 = 2 2xDX2xDYXRB(I). 
1=1 
Ces deux expressions dépendent de 
DA(NCC,NR,NE) et donc de NCC,NR et NE. Par 
conséquent, en posant : 
BETA(NCC,NR,NE)=EM1+EM2, 
on obtient : 
MRECE=: CU(J,NE)XBETA(NCC,NR,NE) 
NE 
VI.2.1.4 - Bilan des moments 
Le moment résistant d'une zone d'origi-
ne JORIG et constituée de NJ tronçons est 
donné par l'expression : 
¡. JORIG+NJ NR 
c/Cr (JORIG ,NJ, NCC, NR)=I Z ALFA 
J NE 
JORIG 1 
(NCC,NR,NE)XCU(J,NE ) + 
NR 
l l BETA(NCC,NR,NE)XCU(J,NE). (6.3) 
J=J0RIG NE 
J=JORIG+NJ 1 
Le moment moteur de cette zone est : 
J}3. (NCC,NR)=NJXAWA(NCC,NR) . (6.4) 
Connaissant les valeurs de CU, on peut 
calculer le coefficient de sécurité d'après 
l'expression : 
F = c^r(CU) 
cm a 
JORIG,NJ,NCC,HR étant fixés . (6.5) 
VI.3 - Traitement probabiliste 
La méthode utilisée est la méthode de 
Monte Carlo. On procède de la façon suivante: 
- on se donne une loi de distribution du pa-
ramètre aléatoire (cu) ; 
- on génère des ensembles de valeurs aléa-
toires du paramètre conformément à la loi 
de distribution choisie; 
- on calcule, pour chaque ensemble, le coef-
ficient de sécurité F; 
- on analyse la distribution des valeurs mi-
nimales de F. 
La précision de la simulation augmente 
avec la racine carrée du nombre d'ensembles 
de valeurs (tirages) générés et, pour obte-
nir une distribution stable, il faut effec-
tuer un nombre important de tirages. 
VI.3.1 - Lois de distribution 
La détermination exacte de la loi de 
distribution de la cohésion non drainée né-
cessite le prélèvement d'un nombre important 
de mesures provenant des résultats des es-
sais implantés à cet effet. Au début, LUMB 
(1966), d'après les études faites sur les pa-
ramètres de résistance au cisaillement d'un 
sol de Hong Kong (c'et*') , a trouvé que le 
paramètre c' à une distribution normale; 
SCHULTZE et SINGH (1972) et LEE (1970) ont 
conclu que les paramètres de cisaillement 
ont une distribution proche de la normale. 
Plus tard, LUMB (19 70) a trouvé que le pa-
ramètre c' suit une distribution bêta asy-
métrique et que seule la partie centrale 
peut-être assimilée à une distribution nor-
male; de même, HARR (1977) suggère l'utili-
sation de la loi de bêta pour la modélisa-
tion des paramètres de cisaillement. Compte 
tenu des distributions possibles pour repré-
senter la cohésion non drainée, on a décidé 
d'utiliser les distributions suivantes : 
Les paramètres de la loi normale (m,a') 
sont déterminés dans chaque couche de sol 
par la valeur moyenne CUM(J,IS) et la va-
riance V(IS) . 
B) Loi_bêta 
La distribution étant bornée par les 
valeurs a et b, la densité de probabilité, 
définie sur l'intervalle [a,b], est égale 
à : 
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1 a a a! 6! (b-a) a ^ X f ( x ) = - i - ( x - a ) ? ( b - x ) 9 a v e c C = — ° - ( < ; + 8 + ^ ) , • 
Les deux p r e m i e r s moments de c e t t e d i s -
t r i b u t i o n s o n t donnés p a r l e s e x p r e s s i o n s 
s u i v a n t e s : 
E [ x ] = a + ^ ( b - a ) , 
v Lx i = 
(b -a ) 2 . (OL+1) . (6+1) 
(a+6+2) 2 ( a + e + 3 ) 
Pour la détermination des paramètres 
a,b,a et 9 on procède de la façon suivante : 
- on se donne les limites a et b de 1'inter-
valle de variation de x en fonction de la 
valeur moyenne et de la variance générées 
dans chaque couche (typiquement CUM + kv,k 
étant de l'ordre de 1 ou 2); 








on c a l c u l e e n s u i t e l e s paramètres a e t 
d ' a p r è s l e s express ions : 
a= ¿i (1-XT)- (1+XT) , 
g-t-1 
XT (Q + 21 
Fig.6.11 Deux types de loi bêta 
C) Loi_log-_normale 
La densité de probabilité est définie 
par : 




A et B sont déterminés d'après les excres 
sions des deux premiers moments : 
E[x]= e ( A + B /2) 
V|x!= e i 2 x A " B ^ * r - B - _ , 2^ , B2 
*(e -i) 
Dans chaque couche, or. estime les va-
leurs de A et B au moyen des exDressions : 
Deux types de loi bêta asymétriques 




In [V (IS)/CUM (J,IS)+l]p, 
A= ln[cUK(J,IS)]-B2/2 . 
1) a=CUM(J,IS)-[3*V(IS)]2 , 
b=CUM(J,IS)+3x[3*V(IS)]2 
Dans ce cas, a=l et S=5 
2) a=CUM(J,IS)-3*[3*V(I3j j 2 , 
b=CUM(J,IS) + [3*V(IS) ]2 . 
Dans ce cas, a=5 et 6=1 
(fig.6.11) 
D) Loi_uniforme 
La d e n s i t é de p r o b a b i l i t é dans l ' i n t e r -
v a l l e [a ,b] e s t égaie à : 
1 
f (x): b-a 
Les paramètres de cette loi sont expri-
més par : 
E[X]=^- (a+b) , 
(fig. 6. 11) . Vi'x^=TI (b~ 
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Dans chaque couche, on détermine les 
valeurs de a et b en fonction de la valeur 
moyenne et de la variance générées : 
a=CUM(J,IS) - [3XV(IS)]r, 
b=CUM(J,IS) + [3*V( IS )]"?". 
VI.3.2 - Génération de valeurs aléatoires 
Après avoir choisi la loi de distribu-
tion, pour générer des valeurs aléatoires" on 
doit prendre en compte les facteurs suivants: 
- le niveau de signification choisi pour la 
génération. Ceci peut se traduire par un 
coefficient affectant la variance des va-
leurs générées par krigeage; 
- l'ordre de remplissage des couches. Le rem-
blai étant découpé en tronçons, on génère 
les valeurs de c dans les couches du pre-
mier tronçon avant de générer les valeurs 
du tronçon suivant et ainsi de suite. La 
figure 6.12 présente l'ordre de remplissa-





nombre de tronçons, 
nombre maximal" de couches du sol, 
nombre de tirages. 
Après avoir généré des valeurs x(i)= 
f (x.¡ ) pour 'ensemble des tirages, on sto-
cke pour chaque tirage les valeurs corres-
pondantes dans les tableaux CU(J,IS) qui 
serviront oour les calculs de stabilité. 
VI. Calcul des coefficients de sécurité 
0 ABORD 
Fig.6.12 Ordre de remplissage des couches 
Le nombre total de valeurs générées est 
donné par N=IG*NM*KT 
,CU»J"«> 
ENSUITE 
Par un balayage systématique du remblai, 
en utilisant les coefficients géométriques 
ALFA(NCC,NR,NE) et BETA (NCC,NR,NE) et le 
moment moteur U ¿ , on calcule pour chaque ti-
rage les coefficients de sécurité correspon-
dan; à l'ensemble des surfaces de rupture 
envisageables. Les résultats sont stockés 
dans les tableaux ?(JORIG,NJ,NCC,NR), où 
JORIG et NJ désignent respectivement le nu-
méro du tronçon de début de la surface de 
rupture et le nombre de tronçons de cette 
surface. 
VI. 3.4 - Analyse des distributions des coef-
ficients de sécurité minimaux 
Pour tous les cas de rupture examinés, 
on procède de la façon suivante : 
- recherche du coefficient de sécurité mini-
mal pour chaque tirage (en fixant respec-
tivement JORIG et NJ), 
- étude de la distribution des fréquences 
des coefficients de sécurité minimaux. 
Après avoir effectué un nombre suffisant 
de tirages aléatoires dans le but de s'as-
surer de la stabilité des fréquences ob-
tenues, on peut estimer la probabilité de 
rupture en cumulant les fréquences rela-
tives des valeurs du coefficient de sécu-
rité inférieures au critère choisi. 
VI.4 - Représentation des résultats 
Cette étape a pour objet : 
- de représenter, pour chaque cas de ruptu-
re envisagé, la distribution des fréquen-
ces des coefficients de sécurité minimaux 
pour chaque tronçon ou ensemble de tron-
çons du remblai; cette distribution est 
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complétée par la représentation des va-
leurs de la cohésion non drainée (valeur 
moyenne et écart type) utilisées pour la 
génération des paramètres de calcul et par 
la donnée des valeurs des probabilités que 
le coefficient de sécurité soit inférieur 
à certains seuils; 
- d'établir pour chaque seuil un tableau et 
un diagramme des probabilités de rupture 
de chaque tronçon ou ensemble de tronçons. 
Un exemple de. calcul permet d'illustrer 
ces deux types de représentations. 







EC = 0,50m 
Yr = 20kN/m3 
La longueur du remblai étudié est de 
250m. La cohésion non drainée est générée 
tous les 50 mètres au milieu de chaque tron-
çon. Les variances des sections 2 et 4 sont 
deux fois plus faibles que dans les autres 
sections. 
. Loi de distribution 
Loi bêta 
Nombre de tirages aléatoires N=100 
. Résultats 
- Distributions des coefficients de sécu-
rité, pour tous les cas de rupture en-
visagés (fig. 6.13-a,b,c,c,e). > 
- Diagrammes et nabieaux de probabilités 
de rupture (fig.6.14-a,b,c). 
1,00 
\ NOMBRE DE TRONÇONS 



























F i g . 6 . 1 4 - a Diagramme de p r o b a b i l i t é de r u p t u r e 
72 














P =0,00 p =0,20 p = 0 , 7 7 p =0,96 SECTION 1 
1,1 1,2 1,3 1,4 
-*2F 1.00 W 










eu i \3E\ P S T 
-u2 
1,1 1,2 1,3 n 1.65 
P =0,00 P =0,10 P =0,88 P = 1,00 SECTION le t 2 
1,1 1,2 1,J 1,4 
~2f- 1.00 4 '> 














0 . 10 . 2 0 . 3 0 . 4 0 . r r«<»u«"«» 
Cu ° 











R,ra o° P^=0'26 R^=1'00 
i T O O • 










^ = w o F¡¿=W4 R,3=v>o 
1.00 a—1_ 
1 .65 
P ^ ^ O O ^2=0,17 P1;J=0,92 P1 4=1.00 SECTION 1a 3 
1.65 
SECTION 1a 4 
1 .65 
SECTION 1a5 
1 . 6 5 
F i g . 6 . 1 3 - a 
73 
BARTHES DE L'ADOUR - ANALYSE DE LA STABILITE -Origine Section 2 -Rupture 1 à 4 Tronçons 
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BARTHES OE L'AOOUR - ANALÍSE DE LA STABILITE - O r i g i n e S e c t i o n 3 -Rupture 1 i 3 Tronçons 
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BARTHES OE L'ADOUR - ANALYSE DE LA STABILITE -Origine Section 5 -Rupture 1 Troncón 
0 . 10. 20 . 3 0 . 4Q. Frequence 






R,i=ao° R r * 1 4 P%3=0'65 R / 0 ' 9 4 R,s=1'00 
SECTION 5 
î T 
1,1 V 1,3 
u i ii n i ii i i ii j . 
1.4 1,5 
1.65 




















































































g 8 8 S 8 S S S ~ ? 















































































MODE D'EMPLOI DES PROGRAMMES DE CALCUL 
VII - Introduction 
Les programmes de calcul décrits dans 
ce chapitre sont de type conversationnel à 
partir d'un terminal à écran graphique. Il 
existe cinq programmes qui mettent en oeuvre 
les procédures de calcul de la façon suivan-
te : 
- Le programme PI a pour rôle la visualisa-
tion des sondages et 1'établissement de 
la carte de la reconnaissance géotechni-
que. 
- Le programme P2 étudie d'abord les corré-
lations entre deux types de paramètres, 
ensuite il génère les valeurs manquantes 
des paramètres de calcul en se servant des 
données disponibles et des corrélations 
obtenues; ensuite, il établit la carte des 
valeurs mesurées ou estimées par les cor-
rélations. 
- Le programme P3 "BLUEPACK" est chargé 
d'estimer les valeurs des paramètres de 
calcul selon un maillage prédéfini qui 
correspond aux sections de calcul. L'es-
timation est complétée par le calcul du 
niveau de signification, qui fait l'objet 
d'une carte d'incertitude. 
- A partir des résultats du krigeage, le 
programme P4 analyse la stabilité d'un 
remblai de grande longueur. 
- Le programme P5 représente les résultats 
de l'analyse de la stabilité et met en évi-
dence le degré de fiabilité de la zone du 
tracé étudiée. 
VII. 1 - Presenilation des programmes 
VII.1.1 - Programme Pi 
VII.1.1.1 - Options 
Ce programme possède les options sui-
vantes : 
- choix de l'échelle des sondages; 
- choix de 1'échelle de la profondeur en 
donnant la profondeur maximale des sonda-
ges ; 
- représentation de la courbe des variations 
ou représentation des valeurs aux points 
de mesures; 
- changement de l'échelle des variations 
représentées; 
- superposition de différentes indications 
telles que : 
. l'axe des sondages, 
. l'axe des profondeurs gradué en mètres, 
. la valeur de l'échelle de réduction des 
courbes ; 
- définition de couches homogènes du point 
de vue géotechnique. 
VII.1.1.2 - Organisation des données et des 
résultats 
Les données du programme sont fournies 
par le fichier des données provenant de la 
reconnaissance et par le fichier des dési-
gnations des sondages. 
Le fichier des données comprend les in-
dications suivantes : 
- le nombre de sondages, 
- l'abscisse de chaque sondage par rapport 
à l'origine du tracé, 
- le nombre de points de mesures pour des 
mesures ponctuelles ou le nombre de points 
de relevé de mesure s'il s'agit d'une va-
riation continue ainsi que le code du son-
dage, 
- les cotes des profondeurs des mesures et 
la valeur de la caractéristique mesurée, 
- la position de l'axe et la profondeur ma-
ximale de chaque sondage. 
Après l'exécution du programme, les 
coordonnées des limites de couches homogènes 
qui sont définies sur l'écran par l'utili-
sateur sont enregistrées sur un fichier de 
sortie. Ce fichier sera introduit dans le 
programme P2. 
VI1.1.2 - Programme P2 
Dans une première phase, ce programme 
a pour rôle d'établir les corrélations entre 
deux types de paramètres provenant des son-
dages de reconnaissance géotechnique. Plus 
précisément, cette phase consiste à étudier 
les corrélations entre la résistance au ci-
saillement mesurée in situ au moyen de l'es-
sai scissométrique et la résistance de cône 
mesurée de façon continue par le pénétromè-
tre. 
La deuxième phase a pour but de générer 
les valeurs manquantes de la cohésion non 
drainée en se servant des mesures pénétro-
métriques. 
VII.1.2.1 - Description des étapes de calcul 
Pour chaque couche homogène, les opéra-
tions suivantes sont réalisées : 
1- relevé des valeurs scissométriques si-
tuées dans l'espace déterminé sur l'é-
cran au moyen du curseur graphique. Pour 
chaque mesure au scissomëtres, le pro-
gramme recherche tous les pénétromètres 
proches (la distance maximale caractéri-
sant la "proximité" peut être fixée li-
brement par l'utilisateur). Pour chaque 
groupe de sondages pénétrométriques ain-
si défini, il calcule, au niveau de cha-
que mesure de c , les valeurs moyennes 
des résistances mesurées au pénétromêtre 
sur huit centimètres de hauteur (on con-
sidère qu'une mesure de c porte sur une 
hauteur de 8cm). Ensuite, il calcule la 
valeur moyenne arithmétique des valeurs 
des pénétromètres; 
2- représentation des valeurs de c en fonc-
tion des valeurs de q : 
c 
3- calcul du coefficient de corrélation en-
tre la cohésion non drainée et la résis-
tance de cône et établissement de la ré-
gression linéaire entre ces deux paramè-
tres ; 
4- estimation de l'intervalle de confiance 
de 1'esDérance de c Dour une valeur don-
* u 
née de q , pour un niveau de significa-
tion donné; 
5- génération des profils scissométriques 
au droit des sections où l'on dispose 
des mesures pénétrométriques et estima-
tion de l'incertitude correspondante. Pour 
cela, on tient compte de la variance des 
résidus, qui estime la dispersion de la 
valeur de 1'espérance de c . 
Les valeurs des profils générés de la 
cohésion non drainée et leur variance sont 
enregistrées sur un fichier de résultats. 
Ces valeurs seront ensuite introduites dans 
un sous-ensemble du programme PI permettant 
l'établissement de la carte des sondages 
mesurés ou estimés par corrélations. 
VII.1.3 - Programme P3 "BLUEPACK" 
BLUEPACK est utilisé pour générer sys-
tématiquement les profils de calcul man-
quants à partir des valeurs mesurées ou es-
timées par corrélation. La génération s'ef-
fectue par krigeage ponctuel en évaluant 
simultanément l'incertitude correspondant 
à 1'estimation. 
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VII.1.3.1 - Options 
Parmi les multiples options disponibles 
dans le programme BLUEPACK, seules sont 
présentées de façon succinte les options 
qui ont servi à la résolution du problème 
étudié. Pour ce qui concerne les autres op-
tions, on peut se rapporter au mode d'emploi 
"BLUEPACK - 3D version 3 Juillet 19 82" (Cen-
tre de Géostatistique et de Morphologie 
Mathématique de l'Ecole Nationale Supérieu-
re des Mines de 'Paris) . 
Chaque option est déterminée au moyen 
d'un ensemble de paramètres regroupés sous 
forme d'images cartes appelées "cliques'^ 
qui seront introduites ensuite dans un fi-
chier des ordres de contrôle. Ces cartes 
sont organisées en trois principaux groupes 
correspondant aux étapes de l'exécution du 
programme : 
. groupe 1 - Initialisation des paramètres 
et introduction de données 
GRID, SECTIONS, RECO, STRUCTURE, OPTIONS, 
DATA, SAVE. 
. groupe 2 - Modification des paramètres et 
analyse des données 
LIST, HIST, DISPLAY, GAMMA. 
. groupe 3 - Impression des résultats et 
modifications éventuelles des 
options 
EDIT, ISO, SEQUENCE, END. 
Pour cette raison les cartes doivent 
être placées dans l'ordre : groupe 1, grou-
pe 2, groupe 3. A l'intérieur des groupes 
2 et 3 l'ordre d'apparition des cartes in-
tervient car les commandes sont exécutées 
immédiatement, ce qui n'est pas le cas pour 
le groupe 1. Les cartes du groupe 0 peuvent 
être classées dans un ordre quelconque. 
VI 1.1.3.2 - Description des options 
1) GRID 
- Fonction : définition d'un quadrillage de 
points régulièrement espacés. 
- Paramètres : 
. Nx : nombre de colonnes du quadrillage 
(nombre de noeuds suivant la di-
rection Ox) . 
. Ny : nombre de lignes du quadrillage 
(nombre de noeuds suivant la di-
rection OY) . 
. DXGRID, DYGRID : respectivement, inter-
valle entre deux co-
lonnes et deux lignes. 
. x , y : coordonnées de l'origine du 
o' Jo 
quadrillage. L'origine corres-
pond au sommet situé dans la 
partie inférieure gauche par 
rapport au système de référen-
ce. 
. THETA : l'angle trigonométrique que fer-
me l'axe X du quadrillage avec 
l'axe x de référence (fig.7.1). 
Il existe un autre groupe de carte de con-
trôle : 
. groupe 0 - Intervention instantanée d'en-
trée-sortie 
TITLE, INOUT. 
L'ordre d'introduction des cartes doit 
suivre le déroulement du programme, qui 
s'effectue en deux phases : 
- vérification des paramètres : passage du 
groupe 1 au groupe 2; 
- calcul des résultats : passage du groupe 
2 au groupe 3. 
% 
Ol 
Fig.7.1 Description des paramètres 
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2) SECTIONS 
- Fonction : définition d'une série de 
points régulièrement espacés 
suivant une ligne droite ou 
brisée. Les paramètres de cet-
te carte servent à définir les 
sommets de la ligne et 1'in-
tervalle entre deux points. 
Les points intermédiaires se-
ront générés automatiquement. 
- Paramètres : 
. LAG : intervalle de discrétisation des 
coin's. 
. FILE : unité logique du fichier où les 
coordonnées des sommets sont 
lues. Ce paramètre est égal à 
zéro si les coordonnées sont in-
troduites de façon interactive. 
Dans notre cas, FILE=0 et il faut 
introduire les valeurs : 
. NEWX : abscisse du sommet. 
. NEWY : ordonnée du sommet. 
Cette opération continue indéfiniment. 
Pour interrompre le processus, après le 
dernier sommet, il faut marquer "//". 
3) RECO 
- Fonction : reconnaissance automatique de 
la structure par identifica-
tion de la dérive et détermi-
nation de la covariance d'a-
près le modèle généralisé qui 
ne fart intervenir que 4 pa-
ramètres, tout en permettant 
une grande souplesse d'ajuste-
ment de la covariance au moyen 
de la fonction spline. 
Le modèle de covariance est représenté par: 
K(H)=CxDELTA+AlxH+ASxH?LOG (H)+A3*H3, (7.1) 
Al, AS, A3 les coefficients de forme,' 
C représente l'effet de pépitej 
DELTA est tel que : - DELTA = 1 si H=o 
- DELTA = o si H/o. 
- Paramètres : 
. FLUSER : ce paramètre peut prendre les 
valeurs "Y" ou "N" : si la 
valeur est "Y", l'utilisateur 
doit fournir un modèle de dé-
rive, sinon la dérive est cal-
culée par le programme. 
. KFTRY : nombre de modèles de dérive â 
considérer. 
Valeur par défaut : 
- KFTRY = 3 si FLUSER = N 
- KFTRY = 2 si fluser = Y. 
. NONUG : si la réponse est "Y", le pro-
gramme choisit un modèle de co-
variance sans effet de pépite 
(C=o) . 
. LAZY : dans le cas où la valeur est "Y' 
le programme évite de faire la 
comparaison entre les trois 
meilleurs modèles de covariance 
sélectionnés. 
. NFÍi) : nombre de fonctions de base 
constituant le i^ -ème
 moôèie de 
dérive. 
NF(i)=6, Nr(2)=3, NF(3)=1 
si FLUSER vaut N 
NF(1)=2, NF(2)=1 
si FLUSER vaut Y. 
L'usage de cette option est surtout in-
téressant dans le cas non stationnaire. 
?Sïê£2HË_i : si» dans une séquence d'exécu-
tion, les cartes RECO et STRUCTURE sont pré-
sentes, la carte STRUCTURE prévaut et RECO 
est ignoré par le programme. 
SlîBSïSHf.-i : Lorsque FLUSER vaut N, la dé-
rive est polynômiale de degré 2 au plus. 
Les fonctions de base seront alors : 
2 2 , 
1, X, Y, XY, X , Y . Le premier modèle de 
dérive prend en compte les NFQ) premières 
de ces fonctions de basesr le deuxième mo-
dèle prend en compte les NF(2) premières de 
ces fonctions et ainsi de suite. En préci-
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sant les paramètres de KFTRY et NF, on peut 
parvenir à imposer un modèle de dérive. Par 
exemple : 
. KFTRY - 1 et H?(l) = 3 revient à imposer 
une dérive linéaire; 
. KFTRY = 1 et NF(l) = 6 revient à imposer 
une dérive quadratique; 
. KFTRY = 2 et NF(1) = 3 , NF(2) = 1 exclu 
la possibilité d'une dérive quadratique. 
4) STRUCTURE 
- Fonction : définition d'une structure par-
ticulière à prendre en compte 
pour le krigeaqe. Détermination 
d'une covariance généralisée 
de la forme : 
K (H) =LINEARxH+SPLINExH2.LOG (K) -^CU3ICxH+ 
NUGGETSDELTA+Kl (H) -vK2 (H) . (7.2) 
Paramètres 
. FLPART : 
NBFI 
COPART 
dans le cas où la valeur est 
"Y", 1'utilisateur fournit des 
fonctions de dérive non stan-
dards ; 
nombre de fonctions de base de 
la dérive; 
usage d'une fonction de cova-
riance non standard fournie par 
l'utilisateur, si la valeur est 
NUGGET : effet de pépite; 
LINEAR : coefficient du terme en H dans 
l'expression de la covariance 
généralisée; 
SPLINE : coefficient de H2.LOG(H) dans 
l'expression de la covariance; 
CUBIC : coefficient du terme en H" dans 
K(H) ; 
RANGEI : portée du modèle de covariance 
n°I; 
SILLI : palier du modèle de covariance 
n°I; 
TYPEI : type du modèle de covariance 
standard n°I, déterminé par le 
tableau (7.1); 
ANGLE : angle trigonométrique qui forme 
l'axe principal de 1'anisotro-
pie (l'axe majeur de l'ellipse 
des portées) avec l'axe X des 
données; 
RATIO : coefficient d'anisotropic, égal 
au rapport de la plus grande 
des portées à la plus petite, 
sa valeur par défaut est égale 
à 1 (absence d'anisotropic) ; 
DELTA : à la même signification que 
dans RECO; 




















Tableau 7.1 - Différents types de modèles de covariance standard. 
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. Kj (H) et K2(H) sont choisis parmi les mo-
dèles de covariance standards. 
Les paramètres ANGLE et RATIO servent à 
définir 1'anisotropie géométrique. Le pro-. 
gramme calcule la distance isotrope équiva-
lente "H" et l'utilise comme argument du mo-
dèle Kj(H) ou K (H). Si les deux modèles 
sont utilisés, le programme suppose qu'ils 
ont la même anisotropie. 
5) OPTIONS 
- Fonction : identification de la nature des 
fonctions à estimer. 
La carte OPTION est constituée 
du couple "DOMAIN, OPTION". Le 
délimiteur "//" marque la fin 
de 1'introduction des paramè-
tres de cette carte. 
- Paramètres : 
. DOMAIN : d é f i n i t i o n du domaine à l ' i n t é -
r i e u r duquel l e s e s t i m a t i o n s 
s ' e f f e c t u e n t ; 
. OPTION : dé t e rmina t ion du type d ' e s t i m a -
t i o n demandé. 
Par exemple : 
DOMAIN = 1 correspond au quadrillage "GRID"; 
DOMAIN = 4 correspond à "SECTIONS"; 
OPTION = 1 effectue le krigeage; 
OPTION =11 fournit la variance du krigeage. 
Remarque : dans le cas oü plusieurs options 
sont exigées dans une même séquence, il con-
vient de s'assurer de leur compatibilité et 
de les insérer ensuite dans la même carte 
OPTIONS. 
6) DATA 
- Fonction : spécification des données in-
troduites dans le programme. 
- Paramètres : 
. LIST : les données sont enregistrées sur 
un fichier comprenant la liste 
X,Y,E,Z,V,C. Ces paramètres dési-
gnent respectivement l'abscisse, 
l'ordonnée, la cote, la valeur 
de la variance et le code de 
chaque point; 
FILE : unité logique du fichier sé-
quentiel d'enregistrement de la 
liste; 
INSELF : si la valeur est "Y" les don-
nées sont introduites par un 
sous-programme "ACQUIS"; 
IREAD : spécifie le mode d'acquisition 
des données. 
= 1 : lecture en spécifiant le 
format. 
= 2 : lecture binaire . 
= autre valeur; implique la lec-
ture par le sous-programme 
ACQUIS. 
Valeur par défaut : IREAD = 1. 
. NPREC : nombre de points par enregis-
trement. 
Valeur par défaut : NPREC = 1. 
. NSKIP : nombre d'enregistrements S sau-
ter avant la première lecture. 
Valeur par défaut : NSKIP = 0. 
. DLM : délimiteur de fin de liste de 
données, dans le cas où plu-
sieurs listes sont enregistrées 
sur le même fichier. 
Valeur par défaut : DLM = "F" ou "E" er. 
premier caractère d'enregistrement. 
. REW : après une première lecture, le 
fichier est remis au début de 
1'enregistrement. 
Valeur par défaut : REW = Y 
. FORMAT : format de lecture de l'enre-
gistrement dans le cas du fi-
chier formatté, ou position 
des mots à lire dans le cas 
d'enregistrements binaires. 
. TYPCOD : spécification du coda des don-
nées en chaque point. Ce code 
peut servir à sélectionner le 
voisinage de krigeage. 
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= o pas de code, 
= 1 le code est réel, 
= 2 le code est alphanuméri-
que. 
Valeur par défaut : TYPCOD = 1 si "C" fi-
gure sur la liste "XYEZVC" et TYPCOD =o 
dans le cas contraire. 
. NONVAL : les valeurs inférieures â 
NONVAL sont éliminées. 
Valeur par défaut : NONVAL = -l.E+30. 
7) SAVE 
- Fonction : sauvegarde des résultats et du 
contexte permettant leur inter-
prétation dans un fichier d'ac-
cès direct. Cette opération 
s'effectue par sauvegarde de la 
mémoire centrale en travaillant 
avec un fichier sur disque tem-
poraire. Dans le fichier d'ac-
cès direct on peut trouver les 
différentes séquences d'exécu-
tion contenant l'enregistrement 
des données et les résultats 
obtenus sous forme "domaine, 
option" dans les blocs C0MM0N 
qui sont accessibles par des 
clés. On peut trouver, par 
exemple, dans ces blocs, les 
coefficients de la fonction de 
covariance ou les coefficients 
de pondération X. du système 
de krigeage. 
8) LIST 
- Fonction : l'impression d'une liste des 
données sur laquelle figurent 
X,Y,E,Z,V,C. 
9) HIST 
- Fonction : représentation de l'histogram-
me des valeurs v de la variable 
étudiée. 
- Paramètres : 
. DELTA : largeur des classes (le nombre 
de classes est fixé à 21). 
. HSTMIN : valeur centrale de la premiè-
re classe. 
Valeur par défaut : HSTMIN = 0,- cette 
valeur est calculée par le programme si 
DELTA n'est pas fixé par l'utilisateur. 
10) DISPLAY 
- Fonction : représentation des points de 
données associés à leur valeur 
codée en chiffre ou en lettre. 
- Paramètres : 
. NC : nombre de colonnes imprimées; 
La valeur de NC par défaut est calculée par 
le programme. 
. NL : nombre de lignes imprimées; 
La valeur de NL par défaut est calculée par 
le programme. 
. DZ : étendue de la classe. 
. ZREF : valeur de référence. Les valeurs 
supérieures à ZREF sont codées 
par des chiffres et les valeurs 
inférieures à ZREF sont codées 
par des lettres. 
La valeur par défaut de ZREF est calculée 
par le programme. 
. XINF, XSUP, YINF, YSUP : définissent 
un rectangle en dehors duquel les 
points ne son- pas représentés. 
. NORMAL : 
= 1 si x augmente de gauche à 
droite et y à partir du bas vers le 
haut. 
= 2 la représentation subit une 
rotation de - 90°, x augmente vers le 
bas et y augmente vers la droite. 
11) GAMMA 
- Fonction : détermination du variogramme. 
- Paramètres : 
. LAG : valeur de la classe de dis-
tance élémentaire/ les clas-
ses de distance sont multi-
ples de LAG. 
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. KHMAX : nombre maximal de classes de 
distance. 
Valeur par défaut : KHMAX = 50 
. KTREND : degré de la dérive. 
. NDIR : nombre de directions distinc-
tes suivant lesquelles on 
calcule le variogramme. La 
première direction est celle 
de THETAO. 
. HORIZ : la* valeur "Y" correspond au 
calcul du variogramme hori-
zontal dans le cas d'une étu-
de tridimens-ionnelle. HORIZ = 
N revient à calculer le vario-
gramme vertical. 
Valeur par défaut : HORIZ = Y (uniquement 
dans le cas d'une étude â trois dimen-
sions) . 
. DLX,DLY : dimensions du rectangle où les 
points situés à l'intérieur 
sont pris en compte pour cal-
culer le variogramme vertical. 
Valeur par défaut : DLX=DLY=0 (uniquement 
dans le cas d'une étude à trois dimen-
sions et lorsque HORIZ = N). 
. DLZ : épaisseur de la couche où les 
points sont pris en compte 
pour le calcul du variogramme 
vertical. 
Valeur par défaut : DLZ = Q (uniquement 
lorsque l'étude s'effectue ä trois dimen-
sions) . 
. ISKIP : nombre de couples de valeurs 
au-delà duquel un seul couple 
sera considéré. Ceci a pour 
but d'éviter de longs calculs 
dans le cas où le nombre des 
valeurs est élevé. 
Valeur par défaut : ISKIP = 1. 
. DIROUT : la valeur DIROUT = 0 permet 
d'imprimer les résultats va-
riable par variable. Ceci re-
vient à imprimer le variogram-
me brut, puis le variogramme 
résiduel. Dans le cas où 
DIRONT f- 0 , les résultats sont 
imprimés par direction. 
Valeur par défaut : DIROUT ;* 0, ce gui 
permet de comparer le variogramme brut 
et le variogramme résiduel. 
. TOLDIS : tolérance sur les classes de 
distance pour le calcul du 
variogramme. 
Valeur par défaut : 
TÖLDIS=LAG/2 (première classe) 
TOLDIS=LAG (classes suivantes), 
. TEZTAO : angle de référence en degrés 
Valeur par défaut : TETHAO = 0. 
. DTHETAO : tolérance en degrés sur les 
directions. 
Valeur par défaut : D?HETA=180/NDIR. 
. FILE : unité logique d'écriture des 
résultats de calcul du vario-
gramme. 
Les résultats seront écrits si FILE>0. 
Remarçue : le programme calcule le vario-
gramme moyen brut et le variogramme résiduel 
correspondant après avoir extrait l'influ-
ence de la dérive. La dérive est exprimée 
par une fonction polynômiale des coordonnées 
dont les coefficients sent déterminés par 
un ajustage au sens des moindres carrés. 
12) EDIT 
- Fonction : impression des résultats de la 
carte OPTION "Domain, Option". 
Par exemple, pour le domaine 4 
cette séquence représente las 
valeurs krigées et leur inter-
valle de confiance dans le cas 
où l'on a estimé la variance 
de krigeage correspondant à 
l'option 11. 
- Paramètres : 
. DOM : domaine étudié, 
• OPT : option requise par la carte 
OPTION, 
, FACT : échelle de représentation du qua-
drillage dans le cas du domaine 
GRID. 
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Valeur par défaut : l'échelle est calcu-
lée par le programme. 
. TITLE : titre particulier de l'étude. 
13) ISO 
- Fonction : représentation des résultats 
de la carte OPTION. Par exem-
ple : pour le domaine 1, on 
représente les contours par in-
terpolation des valeurs du qua-
drillage alors que, pour le do-
maine 4, on représente les va-
leurs de tous les points du do-
maine. 
- Paramètres : 
. DOM : domaine -d'étude où l'on veut re-
présenter les résultats; 
. OPT : option requise par l'étude; 
. DZ intervalle entre deux contours 
successifs ou étendue des 
classes de valeurs; 
. SPCL : dans le cas où la valeur est 
"N" on obtient un contour stan-
dart où les valeurs sont sépa-
rées par des zones blanches. 
Dans le cas contraire, on ob-
tient une impression continue 
avec des chiffres de 1 à 9. 
Valeur par défaut : SPCL = "N". 
. TITLE : titre particulier de l'étude. 
14) SEQUENCE 
- Fonct ion : i n i t i a l i s a t i o n d 'une nouvel le 
séquence. 
Renjargue : toutes les options définies par 
le groupe 1 restent valables, sauf si elles 
sont modifiées par cette carte. Ceci permet 
d'effectuer un nouveau calcul sans avoir à 
redéfinir tous les options. 
15) END 
- Fonction t 
. marque la fin du fichier de contrôle. 
. marque la fin du fichier de données 
dans le cas où elle est utilisée comme 
délimiteur de fichier. 
16) TITLE 
- Fonction : définition du titre général de 
1'étude. 
17) INO 
- Fonction : modification dynamique d'entrée 
sortie de fichier. 
- Paramètres : 
. FILE : unité logique du fichier de con-
trôle. 
Valeur par défaut : le fichier de contrô-
le actuel. 
. OUT 1 : unité logique du fichier de 
message. 
Valeur par défaut : le fichier de messa-
ge actuel. 
. OUT 2 : unité logique du fichier 
ENGINEERING. 
Valeur par défaut : le fichier actuel. 
VII.1.3.2 - Description des fichiers de 
BLUEPACK 
Le déroulement d'une séquence de 
BLUEPACK fait appel à un ensemble de fi-
chiers, qui a pour objet la gestion des dif-
férentes interventions et commandes, et 
l'organisation des données et des résultats. 
Le diagramme de la figure 7.2 représente les 
principaux fichiers, qui peuvent être dé-
crits de la façon suivante : 
- CONTROL : fichier des ordres de contrôle 
BLUEPACK; 
- DATA : ce fichier contient la liste 
des données et les caractéris-
tiques des domaines d'étude; 
- ENGINEER : fichier d'édition des résultats 
(données, variogramme); 
- HELP : aide en ligne pour la consti-
tution interactive du fichier 
CONTROL ; 
- INOUT : fichier CONTROL supplémentaire; 
ce fichier est appelé par la 
carte "INOUT" pour modifier le 
fichier CONTROL existant; 
- JOURNAL : fichier CONTROL créé lors 
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Fig.7.2 Principaux fichiers de BLUEPACK 
d'une séquence et qui peut être 
éventuellement modifié; 
- MESSAGE : édition des ordres de contrôle 
et des messages de fonctionne-
ment; 
- SAVE : sauvegarde du contexte d'une 
exploitation sous forme de fi-
chier à accès direct; 
- STORE : sauvegarde des résultats d'une 
exploitation sous forme de fi-
chier à accès direct pour une 
reprise ultérieure (programme 
de visualisation, par exemple) . 
VI1.1.4 - Programme P4 
Ce programme comprend trois parties : 
1ère partie : définition des caractéristi-
ques géométriques du remblai et introduc-
tion des paramètres mécaniques. Cette étape 
nous permet de calculer les paramètres al-
pha et bêta du moment résistant et le mo-
ment moteur AWA du tronçon cylindrique élé-
mentaire. 
2ême_£artie : compte tenu de la méthode de 
calcul, génération des valeurs aléatoires 
de c selon une loi de distribution donnée 
et pour un nombre de tirages déterminé. 
3ème_partie : balayage systématique de la 
zone étudiée en vue de l'analyse de la sta-
bilité en fonction de l'origine de la sec-
tion de rupture et de la longueur de ruptu-
re. 
VII.1.4.1 - Description des étapes de cal-
cul 
lère_gartie : 
a) définition de la géométrie du remblai 
par 1'introduction de : 
. la hauteur du remblai; 
. l'abscisse du pied du remblai; 
. la profondeur du substratum; 
b) définition de l'épaisseur des couches de 
la fondation, compte tenu de la varia-
bilité de c ; 
u 
c) introduction du poids volumique ï du 
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remblai ; 
En se servant des paramètres géométri-
ques, le programme calcule les caractéris-
tiques des cercles de glissement poten-
tiels : 
. le nombre et la position des centres des 
cercles, connaissant l'altitude maximale 
des centres, 
. le nombre maximal de cercles S tester, 
. pour chaque cercle, les coordonnées de 
l'intersection avec la base du remblai. 
Ces coordonnées peuvent servir à tester 
les cercles. 
Ensuite, le programme effectue le ba-
layage des centres des cercles et celui 
des rayons et évalue les éléments de lon-
gueur de l'intersection de chaque cercle 
avec les différentes couches de la fonda-
tion. 
d) introduction de la cohésion non drainée; 
Les valeurs du paramètre (c ) générées 
par corrélations sont introduites dans 
le programme qui constitue le fichier 
de sortie comprenant : 
. le nombre de sections générées, 
. le numéro de la section et le nombre 
de couches distinctes, 
. la valeur moyenne du paramètre et sa 
variance en fonction de la profondeur. 
e) calcul de X, B, AWA; 
En disposant des caractéristiques des 
cercles et du Y , par un découpage en 
bandes élémentaires de la surface de 
glissement suivant les couches, le pro-
gramme calcule : 
. les coefficients alpha de la contri-
bution d'une bande élémentaire à la 
résistance de la paroi cylindrique 
du tronçon, 
. les coefficients bSta de la contribu-
tion d'une bande à la résistance aux 
extrémités du tronçon étudié. 
. le moment moteur du tronçon élémentai-
re. 
2ème_gartie : 
Connaissant les statistiques établies 
dans chaque couche pour un r.iveau de signi-
fication choisi, on procède à la génération 
des valeurs aléatoires de c, en respectant 
l'ordre de remplissage des couches. Or. a la 
possibilité de déterminer le nombre de ti-
rages aléatoires et de choisir la loi de 
distribution. 
Les résultats sont enregistrés sur un 
fichier où l'on trouve : 
. la valeur de cu généré, 
. le numéro de la section, 
. le numéro de la couche, 
. le numéro du tirage. 
3ème_gartie : 
En utilisant les coefficients alpha et 
bêta et le moment moteur du tronçon élémen-
taire, par un balayage systématique de tou-
tes les sections de la zone étudiée, le 
programme calcule pour chaque tirage le 
coefficient de sécurité de chacune des sur-
faces de rupture cylindriques envisageables. 
Les résultats sont enregistrés sur des 
fichiers différents selon l'origine et le 
nombre de tronçons de rupture potentielle 
envisagés. 
VII.1.5 - Programme F3 
Pour tous les cas de rupture envisagés, 
le programme procède de la façon suivante : 
- recherche du minimum du coefficient de 
sécurité par tirage, 
- établissement de la distribution des fré-
quences des coefficients de sécurité mini-
maux et évaluation du degré de fiabilité 
pour un niveau de sécurité donné, 
- représentation des résultats de l'analyse 
de la stabilité. 
VII.2 - Déroulement des procédures de cal-
cul 
L'organigramme général présenté sur la 
figure 7.3 montre les différentes étapes de 
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INTRODUCTION DES DONNEES PROVENANT DES 

























a: I - I 
< -
1- Etablissement de la 
carte de reconnaissance 
géotechnique 
2- Définition de couches 
homogènes du point de vue 
géotechnique 
1- Etude des corrélations 
dans chaque couche homo-
gène 
2- Génération des valeurs 
par corrélations et esti-
mation de l'incertitude 
pour un niveau de signi-
fication donné 
Génération systématique 
des profiIs de calcul 
par krigeage et estima-










1 - Description géométrique 
HR, XPR, EC 
- Introduction de yr 
- Calcul de ci, 3, AUA 
2- Génération des valeurs 
aléatoires 
3- Balayage systématique 
de la zone et calcul 
des coefficients de sé-
curité du tronçon étudié 
1- Recherche des minimas 
2- Etude de la distribu-












Fig.7.3 Organigramme général des procédures de calcul 
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déroulement des procédures et la connexion 
entre les divers programmes. L'introduction 
des données provenant de la reconnaissance 
s'effectue au moyen des fichiers 15 et 17. 
Les résultats des calculs peuvent être 
consultés â plusieurs niveaux, à l'étape II 
sur l'écran, à l'étape III au moyen du fi-
chier ENGINEERING (4) et à l'étape IV par 
le fichier 18. Si l'on veut connaître les 
résultats intermédiaires, il faut se re-
porter au niveau de chaque programme et des 
sous-programmes correspondants, qui sont, 
décrits dans ce qui suit. 
VII.2.1 - Les sous-programmes et les fi-
chiers d'entrée-sortie de PI 
Le rôle des sous-programmes de PI peut 
Stre décrit de la façon suivante ; 
- CADRE : l'écran étant initialise à un 
format (21, 30), ce sous-pro-
gramme définit un cadre (21, 
29.7) en coordonnées écran. 
- DESAXE : représentation sur l'écran des 
axes des sondages, de l'axe des 
profondeurs gradués en mètres 
et de la valeur de l'échelle 
de réduction des courbes. 
- NUM : positionnement sur l'axe des 
sondages et numérotation des 
sondages. 
- VALSOND : positionnement à la profondeur 
des mesures et représentation 
de la valeur correspondante. 
- REPSOND : représentation de la courbe des 
variations de sondages et de 
leur dénomination. 
- COURBE : représentation des limites de 
couches. 
Les sous-programmes externes utilisés 
sont les sous-programmes graphiques de la 
bibliothèque TEKTRONIX. 
Les fichiers introduits dans PI sont : 
- le fichier 15 : données de la reconnais-
sance géotechnique, 
- le fichier 17 : dénomination des sondages. 
Le fichier des résultats est le fichier 
16, qui contient les caractéristiques des li-
mites de couches homogènes en coordonnées 
écran : 
. le nombre de couches distinctes; 
. l'échelle de la profondeur, le nombre des 
sections qui ont permis de définir la 
couche; 
. les limites supérieures et inférieures 
de la couche dans chacune de ces sections; 
. l'abscisse de chaque sondage; 
. l'échelle de réduction des courbes. 
VI1.2.2 - Les sous-programmes et les fi-
chiers d'entrée-sortie de P2 
Les sous-programmes de P2 peuvent Stre 
décrits de la façon suivante : 
- MIN, MAX : recherche des valeurs mi-
nimales, maximales; 
- CADRE : définition du cadre de la 
représentation; 
- POSIT : représentation des valeurs 
de c en fonction des va-
COURBE 
leurs q ; 
représentation des valeurs 
de c aénéré et de leur 
incertitude; 
YRSUP, YRINF : calcul de l'intervalle de 
confiance de l'espérance 
de c en fonction de q ; 
u ^c 
RECH : la recherche des essais 
pénétrométriques proches 
ayant été effectuée par 
le programme, au niveau 
de chaque mesure de c , 
RECH calcule pour chaque 
profil pénétrométrique la 
valeur moyenne de q sur 
8 centimètres de hauteur; 
sous-programmes externes : le sous-pro-
gramme G01CAF de la bibliothèque statis-
tique de NAG,qui calcule la valeur t de 
la loi de student qui a la probabilité 
a (seuil de signification) d'être dépas-
sée; les sous-programmes graphiques de 
la bibliothèque TEKTRONIX. 
91 
Les fichiers introduits dans P2 sont : 
- le fichier 15, 
- le fichier 16 . 
Les résultats figurent sur les fichiers 
suivants : 
- le fichier 7 contient les résultats des 
profils générés : 
. le nombre de sondages générés IG, 
puis, pour chaque sondage : 
. le numéro du sondage, le nombre de 
points générés dans chaque couche, 1 ' ab-
cisse du sondage en coordonnées écran 
(correspondant respectivement â IP.NG1, 
RXIS (IP) , 
. la profondeur, la valeur moyenne géné-
rée et les valeurs de l'intervalle de 
confiance, la profondeur en coordonnées 
réelles (correspondant respectivement à 
YGERASC(I), YREGSC(I), YGESSC(I), 
YGEISC(I), YPROFG(I); I étant le numéro 
de la couche). 
Ce frenier sert à établir la carte des 
sondages mesurés et estimés par corréla-
tions; 
- le fichier 8 contient le nombre de cou-
ches et les mêmes indications que le 
fichier 7 en coordonnées réelles (mè-
tres) ; 
- le fichier 9 a été réservé aux étapes 
de calcul intermédiaires et comprend 
les indications suivantes : 
. le nombre de points de mesure scisso-
métrique et le numéro du sondage cor-
respondant, 
. le nombre de points de relevé de me-
sure du pénétromètre et le numéro du 
sondage pénétrométrique le plus pro-
che (situé dans le voisinage défini 
par le programme), 
. les profondeurs des mesures scissomé-
triques et les bornes (±ac , ac = 4cm), 
. la surface élémentaire entre la borne 
supérieure et l'ordonnée du premier 
relevé de mesure situé entre les bor-
nes , 
. la surface totale comprise entre ces 
valeurs extrêmes, 
. la valeur movenne X du oénétromètre, 
m 
. le nombre de sondages pênétrométri-
ques testés, 
. la génération de l'intervalle de con-
fiance de l'espérance de c s'effec-
tuant à pas constant, on retrouve la 
valeur de l'incrément, la valeur de 
q et les valeurs de cet intervalle 
correspondant au niveau du significa-
tion demandé. Ce fichier peut être 
détruit après la séquence; 
- le fichier 6 correspond à l'affichage 
sur l'écran du terminal. 
Dans le cas où l'on désire représenter 
les résultats des calculs, on retrouve à 1'é-
cran les valeurs moyennes déterminées dans 
chaque couche et les différents résultats 
relatifs à la détermination des paramètres 
de la regression : 
. coefficients de la droite de régression. 
. nombre de degréide liberté et valeur de t 
de la loi de student correspondante, 
. variance de la régression. 
VII.2.3 - Les fichiers de BLUEPACK 
Les fichiers introduits dans BLUEPACK 
sont les suivants : 
- DATA : correspond au fichier 8, 
- INOUT : correspond ä l'unité logique 
(66), il permet de créer ou de 
modifier le fichier "CONTROL" 
qui peut être un fichier 
"JOURNAL" existant, 
- JOURNAL : il s'agit du fichier CONTROL 
qui regroupe les diverses car-
tes en entrée. 
Les fichiers de sortie sont : 
- ENGINEERING : correspondant à l'unité lo-
gique (4) : il présente la 
sortie à l'imprimante des 
résultats des différentes 
cartes et options qui sont 





: qui est assigné au terminal 
par l'unité logique (6) et 
adresse à l'utilisateur les 
messages de fonctionnement 
au cours de l'exécution 
d'une séquence; 
: est relié à l'unité logique 
30. 
VII.2.4 - Les sous-programmes et les fi-
chiers de P4 
Le programme P4 est subdivisé en plu-
sieurs programmes et sous-programmes indé-
pendants dans le but de séparer les diffé-
rentes fonctions. 
Le programme REMB comprend les sous-
programmes : 
- GEOM, CADRE : définition de la géométrie 
et visualisation des para-
mètres à l'écran; 
- CERCLE •. définition des caractéris-
tiques des cercles de glis-
sement, présentation des 
résultats sur le fichier 49. 
- DEL : calcul des éléments de lon-
gueur des cercles de glis-
sement compris dans chaque 
couche de la fondation; les 
résultats peuvent être con-
sultés sur le fichier 95; 
- CUM : à partir du fichier 8, ce 
sous-programme est chargé 
de constituer des tableaux 
de valeurs de c moyen gé-
néré et de sa variance, en 
extrapolant si nécessaire 
les valeurs de la première 
couche (générée ou mesurée) 
à la couche de surface 
(couche n°l) de la fonda-
tion. Ces valeurs sont en-
registrées dans le fichier 
9. On trouve donc dans ce 
fichier les valeurs 
CUM (J , IS), V(IS), J étant 
le numéro de la section et IS 
le numéro de la couche. De 
même, à partir de ce fichier, 
le sous-programme CUM prépare 
le fichier DATA(X,Y,Z,V) qui 
correspond alors au fichier 
59; 
- ALPHA : calcul des coefficients alpha 
et du moment moteur du tron-
çon élémentaire. Les résultats 
sont enregistrés sur les fi-
chiers 11 et 14; 
. fichier 11 : ALF(NCC,NR,NE), NCC,NR,NE 
avec : 
1) NCC : numéro du centre du cercle, 
2) NR : numéro du cercle, 
3) Ne : numéro de la couche. 
. fichier 14 : AWA(NCC,NR), NCC,NR et les 
termes qui ont permis de 
calculer AWA. 
- BETA : calcul des coefficients bêta 
et enregistrement sur le fi-
chier 12. 
. fichier 12 : BET(NCC,NR,NE), NCC,NR,NE. 
Le programme GENERAL comprend trois 
parties : 
lère_p_artie_Gl : 
Lecture au terminal du type de loi de 
distribution et du nombre de tirages aléa-
toires à effectuer. Ensuite, on procède à 
la lecture de CUM(IC,IS) et V(IC,IS) sur le 
fichier 9 (IC étant le numéro de la section 
et IS celui de la couche). Compte tenu du 
nombre de tirages, on enregistre les va-
leurs moyennes et leur variance après trans-
position des tableaux correspondants sur le 
fichier 17. Rappelons que cette opération 
s'effectue dans le but de respecter l'ordre 




A partir du fichier 17, en tenant comp-
te de l'intervalle de confiance choisi, on 
génère des valeurs aléatoires X(I) qui sont 
ensuite enregistrées sur le fichier 34. Le 
nombre de valeurs alêatoiresgénérêes est 
défini par N = IGXNMxKT, (7.3) 
avec : 
. IG = nombre de sections, 
. NM = nombre de couches dans la fon-
dation, 
. KT - nombre de tirages. 
Les sous-programmes externes provien-
nent de la bibliothèque statistique NAG,et 
sont utilisés pour générer des nombres alé-
atoires suivant une loi de distribution dé-
terminée : 
G05DDF : générateur de la loi normale, 
G05DLF : générateur de la loi bêta, 
G05DEF : générateur de la loi log-normale, 
G05DAF : générateur de la loi uniforme. 
3ème_gartie : 
Après lecture sur le fichier 34 et 
stockage des valeurs X(I), on constitue le 
tableau c (J,I,K) par équivalence. J,I,K 




numéro de la couche, 
numéro de la section, 
numéro du tirage. 
Le tableau c (J,I,K) est ensuite 
transposé et les valeurs de c (I,J,K) sont 
enregistrées sur le fichier 35. Ces valeurs 
seront introduites dans le programme de cal-
cul du coefficient de sécurité. 
Le programme COEF est divisé en trois 
parties : 
1) lecture et stockage des coefficients al-
pha et bêta et du terme AWA, 
Ensuite, pour chaque tirage : 
2) balayage systématique de la zone d'étude 
par : 
. balayage de l'origine de la section de 
rupture le long du tracé, 
. balayage des centres des cercles, 
. balayage des rayons des cercles de 
rupture à travers les couches de la 
fondation, 
dans le but de calculer les moments moteurs 
et les moments résistants; 
3) calcul des coefficients de sécurité 







numéro du tirage, 
position de la section d'origine 
dans la zone, 
nombre de tronçons de rupture, 
numéro du centre de cercle, 






Les résultats peuvent être consultés 
sur les fichiers 61 à 7 5 : on trouve res-
pectivement NJ,JORIG,NCC,NR,K. De même, on 
peut demander l'impression des résultats 
sur le fichier 18 qui contient : 
coefficient de sécurité moyen, 
résistance cylindrique élé-
mentaire pour un tronçon, 
résistance à l'extrémité du 
cylindre située dans la sec-
tion d'origine, 
résistance à l'extrémité du 
cylindre correspondant à la 
section JORIG+NJ, 
moment moteur du cylindre de 
rupture d'origine JORIG et de 
NJ tronçons de longueur, 
RES-ELEM : moment résistant du cylindre. 
VII.2.5 - Les sous-programmes et les fi-
chiers de P5 
Le programme P5 comprend trois parties 
et procède de la façon suivante : 
1) pour chaque tirage, il recherche le coef-
ficient de sécurité minimal par MINCOEF 
sur les fichiers de résultats de l'étape 
précédente; ensuite, il enregistre sur 
le fichier 29 les valeurs XMIN,IN : 
XMIN : le coefficient minimal, IN : nu-
méro du fichier. 
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le programme HIST établit l'histogramme 
des coefficients de sécurité minimaux 
pour chaque cas de rupture envisagé. Il 
estime ensuite la probabilité pour que 
le coefficient de sécurité soit infé-
rieur à un seuil déterminé. Le fichier 
19 présente les résultats de l'analyse 
des distributions pour tous les cas de 
rupture. Le fichier 97 est prévu pour 
le programme de dessin et contient les 
paramètres suivants : 
. N : nombre de tirages, 
. XMIN, XMAX, NPAS : respectivement, 
minimum, maximum 
et nombre de clas-
ses de valeurs, 
. GX, J, IFREQ(J) :• respectivement, ab-
scisse de la classe, 
numéro et fréquence 
correspondants. 
- on utilise le sous-programme externe 
G01AJF pour le calcul et l'impression 
des histogrammes; ce sous-programme 
appartient à la bibliothèque statis-
tique de NAG. 
le programme DES est chargé de visuali-
ser, à partir des fichiers 9 et 97, les 
distributions de fréquences obtenues en 
fonction de la variabilité de la cohé-
sion non drainée. 
- les sous-programmes externes provien-
nent de la bibliothèque graphique 
BENSON 
.3 - Application des procédures 
Etablissement de la carte de reconnais-
sance géotechnique : 
- initialisation de l'écran et repré-
sentation du cadre, 
DONNER LA PROFONDEUR 
DES SONDAGES 16.00 
VOULEZ-VOUS MODIFIER 
L'ÉCHELLE DES SONDAGES ? 0 
DONNER L'ÉCHELLE ? 0,01 
Remaraue : l'échelle des sondages correspond 
au coefficient de réduction à appliquer à 
l'abscisse du sondage le plus éloigné de fa-
çon à ce qu'il ne dépasse pas la limite ho-
rizontale définie par le cadre. Rappelons 
que l'origine dans le système de coordonnées 
écran correspond au sommet inférieur du ca-
dre et que l'origine de la représentation 
est transférée au point (2, 19); 
- effacement de l'écran et représentation du 
cadre, 
TAPER V POUR REPRÉSENTER LES SONDAGES 
OU 
TAPER R POUR REPRÉSENTER LES VALEURS V 
- effacement de l'écran et représentation 
des sondages à l'échelle 1, 
(1) EST-CE QUE VOUS VOULEZ 
MODIFIER L'ÉCHELLE ? o 
- dans le cas où la réponse est n, le pro-
gramme continue S la question (3), 
(2) DONNER LE FACTEUR DE RÉDUCTION 
DE L'ÉCHELLE ? 20,00 
- les sondages sont représentés à l'échelle 
i/2 0; ensuite, le programme pose la ques-
tion (1) : si la réponse est o, il reprend 
l'exécution du programme à l'étape (1), 
sinon il continue; 
(3) DONNER LE NOMBRE DE 
COUCHES HOMOGÈNES 2 
VOULEZ-VOUS SUPERPOSER 
LES AXES DES SONDAGES ? 0 
- après l'effacement de l'écran, il repré-
sente l'ensemble des courbes et fait appel 
au curseur graphique. On définit les li-
mites supérieure et inférieure de la 
couche au niveau de chaque scissomètre. 
Pour cela, on a deux possibilités : 
. définition de la couche point par point : 
taper "a" pour valider les coordonnées 
supérieures et inférieures (fig.7.4), 
. dans le cas où la hauteur de la couche 
à définir est constante partout ou à 
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partir d'une certaine distance, on a la 
possibilité de définir la couche en in-
troduisant "A"; les limites de la der-
nière section seront alors prises en 
compte (fig.7.5.). 
II) Etude des corrélations 
- initialisation de l'écran et représen-
tation du .cadre : 
VOULEZ-VOUS L'IMPRESSION DES 
RÉSULTATS PARTIELS ? 0 
- dans ce cas, pour chaque couche homo-
gène, on affiche sur l'écran : 
. le nombre de couples de valeurs 
(limite supérieure, limite infé-
rieure) ; 
. l'échelle de représentation des son-
dages a été définie dans la partie 
I, les profils générés seront re-
présentés à la même échelle; 
. le nombre de scissomètres; 
9 
BEC = 20.00 
ISC « 9 
CALCUL DES VALEURS MOYENNES 
. Le nombre de pénétromètres trouvés 
dans le voisinage de chaque scisso-
mètre et la valeur moyenne XV? cor-
















ensuite ces valeurs sont stockées 
par couche, respectivement, dans 












XV!C( 5,1)= 2,77 
XWC( 6,1)= 1,85 
XWC( 7,1)=45,83 









*** XTC( 1,1) 
*** XTC( 2,1) 
*** XTC( 3,1) 
*** XTC( 4,1) 
*** XTC( 5,1) 
*** XTC( 6,1) 
xxx XTC( 7,1) 
xxx XTC( 8,1) 
















à partir de ces valeurs, le programme 
calcule les coefficients de la droite de 

































XP1=-10,10 XP2=21,97 XS1=5,56 XS2=18,00 
il représente ensuite les corrélations 
dans chaque couche de la figure 7.5 

































































































FiÇ.7.6 Etude de corrélation dans la couche 
Fig.7.7 Etude de corrélation dans 1 s la couche 2 
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la procédure continue par la génération 
des profils; le programme indique les 
résultats à l'écran si la réponse de la 
première étape est 0. 
DONNER LE NOMBRE DE PROFIL 
SC A GÉNÉRER 
DONNER L'INDICE DU SONDAGE 
PÉNÉTROMÉTRIQUE 




















- ensuite, il représente les sondages gé-
nérés et permet d'obtenir la carte des 
sondages mesurés ou estimés par corré-
lations (fig.7.8). 
La représentation des valeurs générées 
et leur variance dans l'espace nécessite 
des programmes de visualisation performant; 
à titre d'exemple le programme J06HAF de la 
bibliothèque graphique NAG' permet de visua-
liser cinq profils générés et l'écart des 























Pour la détermination de la structure de 
la variabilité de la cohésion non drainée, 
on a procédé à 1'identification automatique 
de la structure par RECO. La reconnaissance 
automatique est effectuée en trois étapes 
distinctes : 
- La première étape consiste à évaluer la 
dérive locale moyenne, sur un voisinage 
déterminé (16 points par défaut). Le pro-
gramme supprime à tour de rôle certaines 
valeurs et les estime ensuite à l'aide des 
points du voisinage. Pour éviter une sous-
estimation du degré de dérive lorsque la 
configuration des données autour du point 
estimé est symétrique, les points expéri-
mentaux sont divisés en deux cercles con-
centriques. Les données du cercle interne 
servent à estimer les points du cercle ex-
térieur, et vice versa. Pour chaque point 
expérimental z estimé, les erreurs de 
l'estimation z -z correspondant à diffé-
rents degrés de dérive sont rangées par 
ordre de valeurs absolues croissantes, le 
programme calcule la moyenne des rangs sur 
tous les z estimés. Le degré K de la dé-
a 
rive retenue correspond au rang moyen le 
piuà faible. L'avantage de cetta méthode 
est d'éliminer l'influence des points 
forts (points dont la valeur est très dif-
férente de la valeur moyenne estimée), qui 
peuvent correspondre à des valeurs "aber-
rantes". Le critère des moindres carrés 
des erreurs est également donné par le 
programme, mais il sert uniquement de con-
trôle de second ordre (Tableau 7.2). 
- Après la détermination du degré de la dé-
rive, le programme ajuste la meilleure co-
variance. Pour cela, le programme doit 
choisir parmi les différents modèles de 
régression formés à partir des combinai-
sons de covariances élémentaires. Le cri-
tère utilisé porte sur la somme des erreurs 
quadratique. Pour chaque modèle, le pro-
gramme compare le quotient de la variance 





































































DEGRE DE LA DERIVE 
RAYON MOYEN DU VOISINAGE 0,2061E+01 
RAYON 1 : 800 Points de voisinage 
RAYON 2 : 600 Points de voisinage 
TOTAL : 1400 Points de voisinage 
L'estimateur non biaisé de ce rapport est 
fourni par le critère de Jackknife. Le pro-
gramme retient le modèle de covariance qui 
conduit au rapport le plus proche de l'u-
nité (Tableau 7.3). 
L'étape suivante consiste à choisir parmi 
les trois meilleurs modèles de covariance 
en effectuant les tests de krigeage. Pour 
cela, le programme estime quelques points 
(30 à 50) expérimentaux comme s'ils étaient 
inconnus, en utilisant l'ordre K de la dé-
rive déterminée dans la première étape et 
les trois meilleurs modèles de covariance 
issus de l'étape précédente. Le critère de 
sélection est fondé sur la moyenne des car-
rés des erreurs ainsi que sur la moyenne 
des carrés des erreurs normalisées; le mo-
dèle est admissible si cette dernière est 
comprise entre 0,6408 et 1,3592 (Tableau 
7.4) . 
Ayant défini le modèle de covariance, on a 
procédé à l'estimation par krigeage selon 
des sections. Après l'exploitation du fi-
chier contenant le résultat des sections 
et du fichier ENGINEERING, on obtient la 
carte de la figure 7.9. 
IV) Analyse de la stabilité 
1) Description géométrique, voir figure 7.10; 
- Introduction du poids volumique du rem-
blai et définition des caractéristiques 
des cercles de glissement; 
. NMCC : nombre maximal de centres de 
cercles; 
. NRC : nombre de cercles à tester. 
DONNER L'ÉPAISSEUR DES COUCHES 
(EC EN MÈTRES) DE LA FONDATION ? 0.5 
DONNER LE POIDS VOLUMIQUE (GAMAR 
EN KN) DU REMBLAI ? 20 
NMCC=13 NRC=12 
IMPRESSION DES RÉSULTATS DES 
ÉTAPES DE CALCUL INTERMÉDIAIRES 












































QUOTIENTS DE LA VARIANCE EXPERIMENTALE 




































MODELE DE COVARIANCE OPTIMAL (JACKKNIFE) 












MODELES DE COVARIANCE GENERALISES 
1 : C» 0,0 Al= 0,0 AS= 0,4754E+01 A3= 0,0 
2 : C= 0,0 Al= -0,1931E+01 AS= 0,0 A3= 0,1777E+01 

















0,6619 * ADMISSIBLE 
0,5845 * ADMISSIBLE 
0,4440 * ADMISSIBLE 
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DONNER LA GEOMETRIE DU REMBLAI: 
HR: HAUTEUR OU REMBLAI 
XPR: ABSCISSE DU PIED DU REMBLAI 
ZR: PROFONDEUR OU SUBSTRATUM 
i \ . 
¡ Z t \ 







Fig.7.10 Définition des caractéristiques géométriques du remblai 
2) Génération des valeurs aléatoires 
. Le type de loi de distribution et le 
nombre de tirages ayant été choisis, le 
programme affiche sur l'écran : 
- le nombre de sondages générés. 
- le nombre de couches générées. 
- le nombre total de valeurs aléatoires 
générées. 
DONNER LA LOI DE DISTRIBUTION : 
LOI NORMALE INDO 
LOI BETA 1 IND=1 
LOI BETA 2 
LOI LOG-NORMALE 
LOI UNIFORME 













Remarque : pour la génération des valeurs 
aléatoires on tient compte de la profondeur 
des sondages générés. 
3) IMPRESSION DES RÉSULTATS SUR 
FICHIER 18 (O/N)? N 
V) Analyse des résultats 
1) Recherche des minimas et affichage à l'é-
cran du nombre de valeurs lues sur chaque 
fichier. 
2) Etude de la distribution des fréquences 
par l'établissement de l'histogramme des 
coefficients de sécurité minimaux; calcul 
de la probabilité de rupture pour diffé-
rents niveau de sécurité. 
3) Visualisation des distributions obtenues 
en fonction des profils de cohésion non 
drainée dans les sections extrêmes de la 
rupture; l'étude est complétée par les 
probabilités de rupture calculée à l'éta-
pe précédente (voir figure 7.11). 
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BARTHES DE L'A DOUR. A NA LYSE DELA STA BILITE-. Origine Section 1_RupKire 1 à 5 Tronçons 
10 20 30 40_ fréquence 
-o • .. 
-S-t-
t* S X 
<o - _ 
* 
© «," 
R.r0 -0 2 R,2=O,5ÛP1 Î 3=O,9 3 SECTION 1 
.1.00 
10 20 30 40 ' f requence 
j £ u o . 
r M 
1.1 1.2 
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: : Ri50-02 f?i*"l?r1 ' 00 SECTION 1er 2 
10 20 30 40 fréquence J« 
J e u o ^ 1 .1 
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1.2 i;3 
? + Pi.i=*01 Pi /0 '6 7 P i , ^ 0 0 SECTION 1 a 3 
I I JJJ 
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,2 T 
2=±t 
* J R,i=0'03 f? / 0 , 7 7 fc1'00 
(M - -(a) l " 
SECTION 1a4 
JÜLL 
a r a t 
10 20 30 40 fréquence ^1 i Í 
^ t 
(M 




P =0.77 p =1; M,2 ' M ^ ' 00 SECTION 1o5 
• ' j H 
1.2 V 
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Fichier 15 Fichier 16 
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4 / 8 
4 70 
4 6 0 
481 
4 8 2 
4 8 3 
484 
48S 
4 8 6 
4 8 7 
488 
a . M . 
t e a . a « . 
2 e s . e e . 
5 a s . e e . 
s e e . a a . 
7 0 S . 0 0 . 
1 1 3 5 . 0 0 . 
i 3 s a . e e . 
1 5 5 0 . 0 0 , 
i 6 7 s . e e . 
t 7 s e . e e . 
t 0 4 e . e e . 
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2 0 0 . 0 e . 
4 e 5 . e e . 
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7 3 0 . e e . 
i 2 4 s . e e . 
1 4 4 5 . e e . 
t 6 4 S . e e , 
1 8 4 5 . 0 0 . 
e . 2 5 . 
0 . 5 0 . 
0 . 6 7 . 
1 . 0 0 . 
I . 2 S . 
I . 3 S . 
t . 3 7 , 
I . 7 S , 
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2 . e e . 
3 . 0 0 . 
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5 . 0 0 . 
6 . 8 9 , 
7 . 0 0 . 
8 . a e , 
0 . 3 0 , 
1 0 . 8 0 . 
3 . 0 0 , 
1 0 0 . 0 0 . 
2 0 s . e e . 
5 0 5 . 0 0 . 
5 0 0 . 0 0 . 
7 0 5 . 0 0 , 
1 1 3 5 . 0 0 . 
1 3 5 0 . 0 0 . 
1 5 5 0 . 0 0 . 
1 6 7 5 . 0 0 . 
i 7 s e . e e . 
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4 0 . e e . 
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2 8 . 5 0 
2 0 . 0 0 
2 7 . 5 0 
1 7 . 5 0 
2 . 5 0 
2 . 0 0 
2 . 7 5 
2 . 0 0 
2 2 . 0 0 
2 8 . 0 0 
1 6 . 0 0 
1 1 . 0 0 
8 . 5 0 
1 0 . 0 0 
1 0 . 0 0 
1 0 . 5 0 
1 3 . 0 0 
1 6 . 0 0 
1 0 . 0 0 
1 3 . 0 0 
I I . 75 
1 8 . 7S 
1 0 . 0 0 
1 8 . 0 4 
1 3 . 0 3 
1 3 . 0 0 
1 0 . 0 0 
1 0 . 0 B 
1 0 . 8 0 
1 0 . 8 0 . 
1 0 . 0 0 
1 0 . 0 0 
1 0 . 0 0 
1 0 . 0 0 
1 0 . 0 0 
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i o . e e 























































































i . e o 
0 
1 . 2 0 
2 8 . e e 
2 8 . 0 0 
2 8 . 8 9 
2 8 . 8 8 
2 8 . 8 0 
2 8 . 0 8 
2 8 . 8 8 
2 8 . 0 0 
1 . 0 6 
2 8 . 0 0 
2 8 . 0 0 
2 8 . 0 0 
2 8 . 8 8 
2 9 . 0 0 
2 6 . 0 0 
2 8 . 0 0 
2 8 . 0 0 
2 - 0 0 
3 . 0 8 
4 . OS 
7 . 0 5 
7 . 0 0 
0 . 0 5 
1 3 . 3 5 
I S . 5 0 
1 7 . 5 0 
1 8 . 7 5 
1 0 . 5 0 
2 ' . 4 0 
2 . 4 0 
4 . 0 0 
6 . 0 5 
8 - 10 
0 . 3 0 
1 4 . 4 5 
1 6 - 4 5 
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t . o e 
8 
1 . 8 8 
2 8 . 8 8 
2 8 . 8 8 
2 8 . 8 8 
2 8 . 8 8 
2 8 . 8 8 
2 8 . 0 8 
2 8 . 8 8 
2 8 . 0 8 
t . e s 
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2 8 . 8 8 
2 8 . 0 8 
2 8 . 0 8 
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3 . 0 8 
4 . 8 6 
7 . 0 6 
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8 . 0 6 
1 3 . 3 6 
I 6 . S 0 
1 7 . 6 8 
1 8 . 7 6 
1 0 . 5 8 
2 1 . 4 8 
2 . 4 8 
4 . 0 8 
8 . 0 5 
B . I 8 
9 . 3 0 
1 4 . 4 5 
1 6 . 4 5 
1 8 . 4 5 
2 0 . 4 5 
2 0 . 0 0 
I S . 7 0 
1 6 . 7 0 
I S . 7 8 
1 5 . 7 8 
I S . 7 0 
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I S . 7 0 
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1 6 . 7 8 
6 . 0 0 
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8 . 0 0 
8 . 0 0 
8 . 0 0 
8 . 0 0 
8 . 0 0 
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11 . 0 0 
10 .00 







y s u p r ( 1 , j l ) = 18.04 
x s u p r = 18.71 
x i n f r = 15.10 
s= 0 .72 
0 . 7 2 
s= 0 .65 
1.38 
t y = 1 7 . 9 6 t y = 
ia 18.71 
ysup r« 1, j U = 17.04 
x s u p r = 2 . 4 2 
x i n F r = 2 . 3 8 
s= 0 .10 
0 . 10 
s= 0 .10 
2.22 
t y = I 6 . 9 6 t y = 
38 2 .42 
g ( k , J l ) = 18.00 
18.04 
xm= 17.20 
tf(k,jl )= 17.00 
17.04 
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DESCRIPTION DU SITE 
VIII.1 - Introduction 
La section "Bayonne - Peyrehorade" du 
projet de l'Autoroute A64, "LA PYRENEENNE", 
étudiée en 1978, est longue de plus de 28 km 
et présente des difficultés exceptionnelles 
tant par leur nature que par leur fréquence 
et leur importance et ceci sur 24 km soit 
84% du tracé. Les problèmes rencontrés peu-
vent être attribués d'une part â la traver-
sée sur plus de 20 km de sols compressibles 
sur une épaisseur comprise entre 25 et 40 
mètres, d'autre part, au fait que le tracé 
emprunte des versants de vallée ou de butte 
gui nécessitent une étude détaillée de la 
stabilité. Dans le but d'étudier les problè-
mes posés par la réalisation de cette sec-
tion de l'autoroute, une vaste campagne de 
reconnaissance géotechnique a été réalisée 
par le Laboratoire Régional des Ponts et 
Chaussées de Bordeaux avec l'appui du Labo-
ratoire Central et les laboratoires d'Angers, 
Rouen, St-Brieuc et Toulouse. Cette campagne 
comprenait : 
- la construction de trois remblais expéri-
mentaux, 
- la reconnaissance systématique de l'ensem-
ble du tracé au moyen d'essais en place et 
d'essais de laboratoire, de façon à per-
mettre le calcul de la stabilité et du 
tassement des remblais et le choix des 
dispositions particulières à prévoir lors 
de la construction. 
La particularité du tracé d'emprunter 
des zones compressibles et l'abondance des 
données in situ provenant de cette recon-
naissance nous ont permis d'étudier la va-
riabilité spatiale de la cohésion non drai-
née dans le sol de fondation et d'analyser 
le comportement d'un remblai construit dans 
ces zones. Dans ce but, on a choisi deux si-
tes représentatifs du tracé, l'un situé sur 
la rive droite de l'Adour dans la commune de 
Saint-Barthélémy, l'autre situé sur la rive 
gauche de l'Adour dans la commune de Sames. 
Dans ce chapitre,après avoir exposé le 
cadre géographique et l'historique des étu-
des qui ont abouti à la définition du tracé, 
on décrit la reconnaissance géotechnique ré-
alisée sur ce site et les caractéristiques 
géotechniques des différentes zones rencon-
trés. En annexe, on donne les coupes géo-
techniques obtenues à partir des résultats 
de cette reconnaissance. 
VIII.2 - Cadre géographique : les Barthes 
de l'Adour 
De quelques kilomètres avant Bayonne 
jusqu'au confluent de la Bidouze, situé lé-
gèrement en aval du bec des Gaves Réunis, 
l'Adour constitue la limite des départements 
des Landes et des Pyrénées-Atlantiques (fig. 
8.1). Dans cette région, on trouve : 
- au nord de l'Adour, des coteaux, qui for-
ment une sorte de plateau très vallonné 
dont les altitudes varient de +40NGF à + 
















































"tues", ont des niveaux encore plus éle-
vés, comme le Tue de Luc (+107NGF); 
- au sud de l'Adour, également des coteaux. 
Ces premiers contreforts des Pyrénées 
constituent le début du Pays Basque. Une 
voie ferrée longe la rive gauche du fleu-
ve; au niveau d'Urt^elle passe entre 
l'Adour et la falaise gui surplombe à cet 
endroit de la vallée. 
Entre les coteaux se trouve la plaine 
alluviale, dont la morphologie est assez 
particulière : il existe le long du fleuve, 
notamment sur la rive droite, une bande de 
terres cultivées dont la largeur varie de 
100 à 500 mètres. Situées vers la cote +3NGF, 
ces terres agricoles ne sont inondées que 
lors des grandes crues de l'Adour, d'autant 
qu'il existe sur chaque berge une digue dont 
le haut est situé ä la cote de + 5NGF envi-
ron. Entre cette bande et les coteaux, les 
basses terres sont à la cote flNGF, voire 
ONGF, et elles sont er. grande partie maré-
cageuses et boisées (fig.8.2). 
Dans la partie non cultivée, au-delà 
du bourrelet alluvial, les Barthes présen-
tent un paysage caractéristique de marais à 
faible hauteur d'eau (moir.s de lm en été) 
envahis par une véritable forêt de vergnes 
(aulnes en taillis très dense) et de brous-
sailles diverses, à l'exception de certains 
endroits traités en peupieraies et de la 
zone des tourbières, où il n'y a pratique-
ment pas d'arbres. 
VIII.3 - Historique des études 
La liaison entre Toulouse et Bayonne 
par une voie de caractéristiques autorou-
tières fait partie du schéma directeur des 
autoroutes et des grandes liaisons d'aména-
gement du territoire dent la réalisation se 
poursuit depuis une vingtaine d'années. 
Entre Pau et Bayonne, l'aménagement à 
4 voies de la RN117 n'a pas été retenu comp-
te tenu des contraintes rencontrées sur le 
tracé de la route existante (nombreuses zo-
nes urbanisées, caractéristiques géométri-
ques insuffisantes pour une voie de type 
autoroutier, ce qui rendait nécessaire la 
construction de nombreuses déviations, etc.) 
La construction d'une voie nouvelle a donc 
été décidée. Cette autoroute appelée A64 
!ou la Pyrénéenne) passe par Orthez et Pey-
rehorade. Entre Peyrehorade et Bayonne, 
plusieurs tracés ont été envisagés, à l'in-
térieur d'une bande limitée au nord par la 
RN117 et au sud par le piémont du pays Bas-
que (fig.8.3). 
- Le tracé de base(n°l) a été abandonné de 
Bayonne à Saint-Laurent de Gosse compte 
tenu de l'existence d'une zone d'effondre-
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Fig.8.2 Coupe transversale de la vallée montrant le bourrelet alluvial et la zone maréca-
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sements (pentes naturelles instables) dans 
les terrains de couverture constitués no-
tamment de sols très hétérogènes (sable, 
argile, limon) toujours gorgés d'eau 
(existence de nombreuses sources). Dans 
cette formation très vallonnée du mio-
pliocène, le tracé nécessitait des déblais 
de plus de 15m. 
- Le tracé variante n°2 a également été é-
carté parce qu'il empruntait les tourbiè-
res situées ejitre Saint-Barthélémy et 
Saint-Laurent-de-Gosse. Un remblai d'es-
sai a pourtant été réalisé dans une tour-
bière en 1977 (tourbière de Passeben), a 
proximité des coteaux. 
- Le tracé n°3, proposé antérieurement 
(1970-1972), a été abandonné en 1975 au 
profit du tracé N°4, celui-ci étant plus 
favorable sous l'angle géotechnique. Mal-
heureusement il s'est avéré que le tra-
cé n°4 était le plus contraingnant du 
point de vue de l'occupation des sols. 
Finalement, le tracé retenu et soumis S 
déclaration d'utilité publique (tracé DUP) 
en 1978 s'écarte peu du tracé n"3, sauf 
en ce qui concerne la variante de Saint-
Laurent-de-Gosse dans les coteaux, le 
tracé situé plus au nord étant plus con-
traignant pour le milieu naturel (nom-
breuses terres agricoles et habitats) . 
Par la suite, après achèvement des é-
tudes sur le tracé déclaré d'utilité publi-
que, le projet a été remis en cause et une 
variante conduisant de Peyrehorade à Laben-
ne a été étudiée. La construction de l'au-
toroute n'était pas encore décidée en 19 85. 
VIII.4 - Reconnaissance géotechnique 
Les informations sur les sols de la 
vallée de l'Adour disponibles lors de la 
constitution du dossier d'enquête d'utilité 
publique de la section " Bayonne - Orthez " 
provenaient d'une reconnaissance géologique 
et géotechnique sommaire réalisée de 196 9 â 
1971, d'un complément de reconnaissance sur 
l'étendue des tourbières en 19 75 et d'un 
remblai d'essai réalisé dans une tourbière 
en 1977. 
Ces données très ponctuelles et incom-
plètes ne permettaient pas de caractériser 
les variations des propriétés des sois le 
long du tracé étudié dans les Barthes de 
l'Adour. Cependant, ces études avaient mon-
tré la grande épaisseur des sols compressi-
bles et l'existence de niveaux sableux. En 
197S, un programme de reconnaissance géo-
technique a été défini pour permettre d'é-
laborer un projet précis. Cette reconnais-
sance comportait' trois parties : 
- reconnaissance systématique des sols com-
pressibles le long du tracé, 
- construction de trois remblais d'essai, 
- étude de la stabilité des pentes dans les 
coteaux. 
VIII.4.1 - Reconnaissance systématique du 
tracé dans les sois compressi-
bles 
On a traité différemment les zones qui 
comportaient des niveaux sableux sur plu-
sieurs mètres d'épaisseur, de celle conte-
nant la tourbe et des vases sans présence 
de niveaux sableux intermédiaires. Dans le 
premier cas, une maille lâche a été adoptée 
(fig.8.4-a), alors que, dans le second cas, 
la reconnaissance a été menée avec une mail-
le plus dense (fig.8.4-b). Ainsi pour une 
• I • -r • 
•ft • ' • TX-l25 • ' • H • • 
• , 150 , 1S0 • 150 , 150 150 • 150 150 
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O CAROTTAGE CONTINU AU CPS 
s.) M a i l l e l â c h e 
• ! x » l x • x 
"pi | • o • £f j • o • "pC • o • 
' * 2 5 • 225 X • X 
» 1 * 
b) Maille dense 
• PÉNE'TROMÉTRE STATiaUE A POWTE ÉLECTRIQUE LPC 
X SCISSOMÈTRE DE CHANTIER i . PC 
O CAROTTAGE CONTINU AU CPS 
Fig.8.4 Mailles de reconnaissance géotechnique 
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maille commune de 450m, on a réalisé 4 es-
sais au pénétromètre, 1 essai au scissomè-
tre, et 1 carottage au piston stationnaire 
dans les zones courantes et 4 essais au pé-
nétromètre, 3 essais au scissomëtre et 2 
carottages au piston stationnaire dans les 
zones comportant une couche de tourbe. 
Par ailleurs/ dans le but d'obtenir une 
coupe géotechnique assez précise, certains 
pénétromètres statiques pouvant atteindre 
prématurément le refus, il a été décidé de 
réaliser au droit de chaque ouvrage d'art un 
sondage profond pénétrant par carottage de 
5m dans le substratum et d'exécuter une cam-
pagne de 20 sondages à la tarière de 40m de 
profondeur. 
Finalement, le programme de reconnais-
sance a comporté : 
. 190 profils de pénétration statique à la 
pointe électrique LPC, 
85 profils au scissomètre de chantier LPC, 
64 carottages continu au carottage à pis-
ton stationnaire, 
20 sondages de 40 mètres à la tarière, 
15 sondages avec le carottage du substra-
tum. 
VIII.4.2 - Réalisation des remblais expéri-
mentaux 
Trois remblais expérimentaux ont été 
édifiés de part et d'autre de Saint-Barthé-
lémy (fig.8.5) : 
. le remblai d'essai 1 a été édifié dans la 
zone comprenant des niveaux sableux inter-
calaires à proximité du pk8, pour le suivi 
de la consolidation et l'estimation de 1' 
l'amplitude des tassements; 
. les remblais d'essai, 2A et 2B ont été 
construits à l'est de Saint-Barthélémy, à 
proximité du pkll, sur un site représenta-
tif de la zone 2, où l'épaisseur des sols 
compressibles peut dépasser la trentaine 
de mètres sans que l'on rencontre de cou-
ches de sable. Le remblai 2A a été monté 
jusqu'à la rupture, dans le but de servir 
d'étalonnage à l'ensemble des calculs de 
stabilité. Le remblai 2B a été édifié pour 
le suivi de la consolidation et des tasse-
ments des sols compressibles. 
VIII.4.3 - Etudes de stabilité dans les co-
teaux 
Le programme défini comprenait l'étude 
par profils en travers de la stabilité des 
déblais importants (10 à 15m) dans les co-
teaux. Trois zones ont été étudiées. 
Zone a : 4 profils en travers sur 
(Fk.O-Pk.1,6) 1,5km (2 dans le Cirque de 
Lamoulie et 2 dans la But-
te de Lescartat). 
Zone b : 12 profils en travers sur 
(Pkl2-Pki7) 5km (4 dans le vallon de 
Saint-Laurent, 4 dans le 
haut des coteaux, 2 au Tue 
de Lestage, 2 à Sainte-
Marie-de-Gosse). 
Zone c : 10 profils en travers sur 
(Pk25,5-Pk28) 2,5km (tronçon Hastingues-
Peyrehorade, notamment 
dans le vallon de Pazané). 
Chaque profil en travers comportait 2 
ou 3 sondages à la tarière et un sondage 
carotté et la pose de sondes de pressions 
interstitielles de type PAC à différentes 
profondeurs, de façon à suivre l'évolution 
de la nappe dans les formations instables 
du mio-pliocène. 
VIII.5 - Caractéristiaues géotechniaues des 
différentes zones 
L'analyse des résultats de la recon-
naissance géotechnique a permis de diviser 
le tracé en cinq zones correspondant aux 
tronçons suivants {fig.8.6). 
Zone 1, de PkO à Pk8 (Sortie de 1'échangeur 
avec A63 - Agglomération de Saint-Barthélé-
my) : 
Dans cette zone du tracé, le site étudié 
peut-être modélisé à l'aide de quatre gran-
des couches qui, du point de vue géotech-
nique, sont constituées de haut en bas par : 
- des argiles ou limons très plastiques 
identifiés sur 1 à 2 mètres d'épaisseur, 
- des sols organiques très plastiques ren-
contrés sur 3 ä 4 mètres d'épaisseur, 
- des sables plus ou moins pollués trouvés 
sur 10 à 15 mètres d'épaisseur, 
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- des sols organiques peu ou très plasti-
ques identifiés sur 7,5 à 25 mètres d'é-
paisseur. 
Ces matériaux alluvionnaires récents 
reposent, soit sur des terrains frottants, 
soit directement sur le substratum marneux. 
Zone 2, de Pk8 a Pkl2 (Saint-Barthélémy -
Butte de Lirt) 
Cette zone peut-être scindée en deux tron-




La reconnaissance dans cette zone particu-
lièrement boisée et marécageuse, au-delà du 
Pk8,4, a nécessité la réalisation d'une pis-
te d'accès de part et d'autre du site expé-
rimental. Les sondages dans cette zone ont 
mis en évidence, au-delà du Pk8,4, une cou-
che de tourbe de 4m d'épaisseur, sous l'en-
semble de la couverture argileuse située .jn 
surface. Ces matériaux surmontent une couche 
de vase jusqu'à 40m de profondeur. Au-delà, 
on rencontre 1,5m de sable surmontant une 
couche de graves de 10m d'épaisseur, repos-




Cette région très vallonnée présente une hé-
térogénéité importante. La puissance de la 
couche de tourbe varie de 2 à 12m et le ni-
veau du substratum se situe entre 3 et 17m 
de profondeur. 
Zone 3, de Pkl2 à Pkl3,l (Saint-Laurent-de-
Gosse) 
Cette zone est concernée par la stabilité 
des déblais dans la formation argilo-sableux 
du mio-pliocène où, compte tenu de la pré-
sence de lentilles sableuses, il existe un 
régime hydraulique complexe, avec une suc-
cession de nappes perchées. Trois profils en 
travers ont été réalisés dans cette région. 
Zone 4, de Pkl3,l au franchissement de 
l'Adour (Pkl8,2) 
On distingue deux tronçons : 
a) £E2I!c.2S_2.e._P.k.¿¿.£.i_l_P.k.¿ÍL25_ilHE_ae.-hf-Z 
tage)_ 
Ce tronçon comporte^dans le vallon de 
Larribère, une zone compressible analogue au 
site de Saint-Barthélémy (Pkl3,3 à Pkl3,9) 
avec 7 à 10m de tourbe. Entre les Pkl3,9 et 
Pkl4,25, le tracé ne comprend pratiquement 
pas de sols compressibles. 
b) tronson_de_Pkl4i25_à_Pkl8i2__(rive_drcite 
de_l_|_Adour)_ 
Bien que l'hétérogénéité du site soit re-
lativement importante, il est possible de 
distinguer les trois parties suivantes : 
- Pkl4,4 (longueur 150m) 
Il s'agit de la traversée d'un petit val-
ion oü l'on rencontre 10 à 12m de sols com-
pressibles, dont 2 à 4m de tourbe, surmon-
tant une couche de sable située elle-même 
sur le substratum marneux. 
- Pkl4,8 à Pkl5,3 (longueur 500m) Lieu-dit 
"La Tuque" 
Dans cette partie, sous une couche argilo-
limoneuse peu plastique de 2 à 3m d'épais-
seur, or. a en moyenne 15m de sols compressi-
bles, dont près de 3m de tourbe entre 3 et 6 
m de profondeur. La couche de sable se ren-
contre entre 14 et 17m de profondeur. 
- Pkl5,8 à Pkl8,2 
Dans cette partie du tracé, qui longe les 
coteaux, on retrouve des conditions de site 
identiques à celles de la zone 1 à savoir : 
. absence de couche de tourbe, 
. présence d'une couche de sable, qui cor-
respond à la limite de l'emprunt de Sainte 
Marie-de-Gosse, sous une couverture de 
2,50m à 6m de vase. 
Cette couche de sable repose sur un subs-
tratum marneux qui se trouve à 17m au Pk 
17,2. Au fur et à mesure que l'on se rap-
proche de l'Adour, le niveau du substratum 
descend par rapport au terrain naturel et 
se trouve à 40m de profondeur au Pkl8,2. 
Zone 5, de Pkl8,65 à Pk23,15 (CD253) 
Située entièrement dans le département des 
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Pyrénées-Atlantiques, cette zone à fait 
l'objet d'une reconnaissance détaillée. On 
peut distinguer quatre grandes couches de 
sol qui sont présentes de façon continue le 
long du tracé, sauf à proximité de l'Adour, 
où l'on trouve le bourrelet alluvial, et au 
niveau du CD253, à partir duquel le tracé se 
développe dans les coteaux. 
Ces couches sont constituées de haut en bas 
par : 
- des argiles très plastiques surconsolidées 
(1 à 2m d'épaisseur) , 
- des limons tourbeux localement absents 
et remplacés par des sols organiques très 
plastiques sur 2 à 5m d'épaisseur, 
- des tourbes marron foncé sur 0,30m à 2m 
d'épaisseur, 
- des sols organiques très plastiques peu 
consistants sur 5 à 18m d'épaisseur. 
. Ces alluvions fines très compressibles 
et peu performantes identifiées sur une 
vingtaine de mètres d'épaisseur reposent sur 
des terrains frottants (argiles sableuses, 













CAROTTAGE PISTON STATIONNAIRE 
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ANALYSE DES DONNÉES 
IX.1 - Introduction 
L'analyse des données géotechniques a 
pour but de fournir les valeurs représenta-
tives des paramètres de calcul à partir des 
informations obtenues sur le site de l'ou-
vrage. La première phase de la procédure 
décrite dans le chapitre III permet l'esti-
mation de la valeur la plus probable des 
paramètres de calcul en tout point du site 
étudié. La forme des données à introduire 
dans le calcul probabiliste et leur niveau 
de signification dépend du type de l'ouvra-
ge et du seuil de sécurité recherché. Pour 
l'application envisagée, qui est "l'analyse 
de la stabilité d'un remblai de grande lon-
gueur construit sur des sols compressibles", 
on doit établir les champs des valeurs moy-
ennes de la cohésion non drainée et de 
l'incertitude associée dans les sections de 
calcul. Ce chapitre présente les résultats 
obtenus sur le site des Barthes de l'Adour. 
IX.2 - Etude de deux zones du tracé 
Dans cette étude, l'analyse porte sur 
les résultats des essais pénétrométriques 
et scissométriques exécutés lors de la re-
connaissance géotechnique de la section 
Bayonne - Peyrehorade du projet de l'Auto-
route A64. 
Les valeurs de la cohésion non drainée 
seront utilisées pour les calculs de stabi-
lité du remblai. Les valeurs de la résis-
tance de cône mesurées au pénétromètre sta-
tique servent â compléter la description du 
site, par l'intermédiaire des corrélations 
entre la résistance de cône q_ et la cohé-
sion non drainée cu. 
Pour tester la méthode d'analyse décri-
te dans la seconde partie de ce rapport, 
nous avons choisi, parmi les cinq zones dé-
finies au chapitre VIII, deux des zones où 
l'on disposait de nombreux résultats d'essais 
dans les sols compressibles : 
a) Zone 2 (Pk8 â Pkl2) 
Le premier tronçon de cette zone (Pk8 à 
Pkl0,5) a fait l'objet d'une reconnaissance 
par une maille dense qui a mis en évidence 
l'existence d'une couche très compressible 
sous la croûte surconsolidêe. Les mesures 
scissométriques ont été effectuées jusqu'à 
10m, voire 15m de profondeur. 
b) Zone 5 (Pkl8,65 à Pk23,15) 
Cette zone située sur la rive gauche de 
l'Adour a fait l'objet d'une reconnaissance 
détaillée er les mesures de la cohésion non 
drainée y ont été effectuées jusqu'à 15m de 
profondeur, dont près de 10m dans la couche 
constituée de sols organiques très compres-
sibles. 
Dans chaque zone, un site représentatif a 
été analysé : 
- site 1 : dans la zone 5, du Pkl8,80 au 
Pk20,70; 
- site 2 : dans la zone 2,.du Pk8,50 au 
Pkl0,50. 
IX.3 - Application de la procédure (phase 1) 
Le premier site analysé se trouve sur 
la rive gauche de l'Adour. On a relevé 17 
sondages pénétrométriques (F40 à P22); le 
pénétromètre P29 n'a pas été pris en compte 
(l'enregistrement n'ayant pas été effectué 
avec une sensibilité convenable, les valeurs 
sont pratiquement nulles) et 13 sondages 
scissométriques (pour les sondages scissomé-
triques situés de part et d'autre du tracé, 
on a calculé la valeur moyenne au niveau de 
chaque mesure, ce qui réduit leur nombre S 
9 sondages). Ensuite, on a procédé de la fa-
çon suivante : 
1 - On a visualisé les sondages sur l'écran 
du terminal graphique à une échelle de 
réduction convenable et on a obtenu une 
carte de reconnaissance géotechnique, où 
les sondages scissométriques sont repré-
sentés en traits pointillés, (fig.9.1). 
On remarque que, sur les cinq premiers 
mètres, les sols sont très hétérogènes; 
on trouve ensuite une couche de sols or-
ganiques plus homogène. On a délimité 
ces deux couches en utilisant le curseur 
graphique. 
2 - Pour chaque couche, on a déterminé la 
corrélation entre cu et qc et l'on a re-
présenté l'intervalle de confiance 
E[cu ](en traits pointillés) et l'in-
tervalle de génération des valeurs de c 
(fig.9.2 et 9.3). 
3 - A l'intérieur de chaque couche, on a 
utilisé cette corrélation pour améliorer 
la description du site en générant des 
profils de cohésion non drainée, tous 
les 50cm en fonction de la profondeur au 
droit des sections où l'on disposait des 
mesures pénétrométriques et on a estimé 
l'incertitude correspondante. On a géné-
ré 9 profils scissométriques en se ser-
vant des pënétromêtres P39, P37, P36, 
P35, P31, P28, P27, P25 et P22. On a é-
tabli de cette façon la carte des valeurs 
de c mesurées ou estimées par les cor-
rélations (fig.9.4). 
ïïili2_I_Site_2 
Pour l'étude du deuxième site, qui se 
trouve sur la rive droite de l'Adour, on a 
relevé 12 sondages pénétrométriques et 9 
sondages scissométriques. Sur la carte de la 
reconnaissance géotechnique (fig.9.5), on a 
distingué une première couche surconsolidée 
et une couche sous-jacente de sols organi-
ques. Ensuite, on a analysé les corrélations 
obtenues (fig.9.6 et 9.7) dans ces deux cou-
ches. Ces corrélations ont permis de complé-
ter 1'information disponible sur les valeurs 
de la cohésion non drainée, en générant 9 
profils scissométriques SG75, SG76, SG77, 
SG78, SG80, SG82, SG83, SG85 et SG86 (fig.9. 
8) . 
L'étape suivante a consisté à générer 
des profils de cohésion non drainée pour 
toutes les sections de calcul. On a utilisé 
pour cela les profils de cohésion non drai-
née mesurés et les profils obtenus par cor-
rélation et l'on a effectué la simulation 
numérique du site. La cohésion non drainée 
dans les sections de calcul est obtenue tous 
les 50cm de profondeur par krigeage ponctuel 
selon la procédure décrite dans le chapitre 
V. Un tronçon du site 2 (Pk8,5 à Pk9 , 1) a 
été analysé (fig.S.9). Les informations dis-
ponibles sur ce tronçon sont reportées sur 
la figure 9.10. On peut remarquer une grande 
incertitude sur l'estimation des profils ob-
tenus par corrélations. Cependant cette in-
certitude est comparable à l'incertitude due 
à la variabilité naturelle de la cohésion 
non drainée. On a procédé à la génération 
par krigeage de plusieurs profils intermé-
diaires de cu. Dans une première phase, pour 
simuler l'influence de l'implantation d'un 
sondage complémentaire sur la distribution 
des incertitudes de l'estimation des profils 
on n'a pas tenu compte du sondage SC26. Les 
profils obtenus de cette façon sont repré-
sentés sur la figure 9.11. Sur cette figure, 
on peut remarquer que le krigeage est un in-
terpolateur exact : l'incertitude sur l'es-
timation aux points de mesure est nulle. 
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F i g . 9 . 6 Etude des c o r r é l a t i o n s dans La couche 1 ( s i t e 2) 
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en compte de ce sondage sur la distribu-
tion des incertitudes est illustré sur la 
figure 9.12. 
On constate que : 
- la variance de l'estimation croît au fur 
et à mesure que l'on s'éloigne des points 
de mesure; 
- l'implantation de sondages complémentaires 
doit s'effectuer en tenant compte des zo-
nes de grandes incertitudes. Dans l'exem-
ple traité, si l'on devait intervenir au 
cours de la progression de la reconnais-
sance, on pourrait recommander l'implan-
tation de deux sondages situés respecti-
vement entre 80 et 150m et entre 455 et 
5 50m ; 
-l'incertitude qui découle de l'estimation 
des profils est liée à la densité d'infor-
mations et à l'incertitude sur les don-
nées introduites qui peuvent être rédui-




ÉTUDE DE STABILITÉ 
x:i - Introduction 
Ce chapitre a pour but de montrer com-
ment l'on peut quantifier le risque de rup-
ture d'un remblai de grande longueur, édifié 
sur la rive gauche de l'Adour. Pour cela, 
comme décrit dans le chapitre précédent, on 
a procédé à l'analyse des données géotechni-
ques, afin d'établir le champ des valeurs. 
moyennes de la cohésion non drainée et de 
l'incertitude associée dans les sections de 
calcul. A partir des profils de cohésion non 
drainée ainsi obtenus, en appliquant la mé-
thode de calcul développée dans le chapitre 
VI, on a étudié la stabilité de ce remblai. 
L'analyse des résultats de cette étude a 
permis de mettre en évidence le degré de 
fiabilité du remblai pour différents niveaux 
de sécurité. 
X.2 - Caractéristiques du remblai et du sol 
de fondation 
Pour l'application de la procédure de 
calcul (phase 2), on a décidé d'étudier la 
stabilité â court terme d'un tronçon de 550 
mètres de longueur du remblai constituant le 
projet de l'Autoroute A64 sur la rive gauche 
de l'Adour (fig.10.1) 
X.2.1 - Remblai 
Dans la zone du tracé étudiée (Pkl8,65 
au-^Pk23,15), le projet prévoyait la cons-
truction d'un remblai de 8 mètres de hauteur 
en deux phases, avec réalisation de banquet-
tes stabilisatrices. Pour notre part, nous 
avons choisi d'étudier le comportement d'un 
remblai de 6 mètres de hauteur, construit 
sans banquettes latérales et en une seule 
phase sur le site 1 étudié dans le précédent 
chapitre. 
Ce remblai a les caractéristiques sui-
vantes : 
- ia pente des talus est de ¿ ; 
- le poids volumique du matériau constituant 
le remblai est de 20kN/m3; 
- la géométrie du remblai et du soi de fon-
dation est définie sur la figure 10.2. 
X. 2.2 - Sol de fondation 
Pour générer les valeurs de la cohésion 
non drainée dans le sol de fondation du rem-
blai édifié sur le site 1, comme indiqué 
précédemment, on a d'abord analysé les don-
nées relatives à ce site. Pour cela, on a 
distingué deux couches homogènes à partir de 
1 mètre de profondeur. Ensuite, on a étudié 
les corrélations entre la cohésion non drai-
née et la résistance de cône. Cette étude a 
permis de générer des profils supplémentai-
res et de compléter le champ des valeurs de 
la cohésion non drainée à l'intérieur des 
couches. L'étape suivante a consisté à ef-
fectuer la modélisation numérique du site 
dans le but de générer des profils de cohé-
sion non drainée pour toutes les sections 
de calcul. Pour cela, le remblai est décou-
pé en tronçons de 50 mètres (fig.10.3-a); 
PK 18.50 
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dans la section médiane de chaque tronçon, 
un profil de cohésion non drainée a été gé-
néré par krigeage. Onze profils ont été ain-
si obtenus. Dans chaque section, on a esti-
mé la valeur de la cohésion non drainée et 
sa variance tous les cinquante centimètres 
de profondeur. Dans les sections 1, 6 et 10, 
on disposait des profils scissométriques 
donnant les valeurs de la cohésion non drai-
née tous les mètres de profondeur. Le kri-
geage a permis de retrouver ces points de 
mesure et de générer les valeurs intermé-
diaires de cohésion non drainée ainsi que 
leurs variances. Cependant, dans la croûte 
superficielle (lm d'épaisseur), on ne dis-
posait pas d'information sur les valeurs de 
la cohésion non drainée et l'on a du faire 
l'hypothèse que les valeurs de la cohésion 
non drainée dans cette couche étaient éga-
les aux valeurs générées ou mesurées à la 
profondeur de lm. D'autre part, compte tenu 
de la méthode de calcul, qui considère des 
couches de 50cm d'épaisseur où la valeur du 
paramètre et son incertitude sont constan-
tes, et pour bénéficier de la localisation 
des points de mesure, on a supposé que le 
remblai est construit après l'excavation 
d'une couche de 25cm, ce qui revient à ra-
mener la première mesure située â lm au mi-
lieu de la deuxième couche du sol. 
X.3 - Calculs de stabilité 
Comme on l'a vu dans le chapitre VI, 
pour analyser la stabilité d'un remblai de 
grande longueur on doit effectuer le balay-
age systématique du remblai dans le but de 
calculer, et de stocker ensuite en mémoire, 
les coefficients de sécurité correspondant 
à l'ensemble des surfaces de rupture envi-
sageables. Compte tenu de l'espace disponi-
ble pour le stockage en mémoire dans l'or-
dinateur et pour l'enregistrement des ré-
sultats, et vu le nombre important de tira-
ges aléatoires nécessaires au traitement 
probabiliste par la méthode de Monte Carlo, 
on a décidé de limiter le balayage des 
tronçons pour analyser la stabilité du rem-
blai par zones constituées de cinq tronçons. 
Pour l'analyse de la stabilité du remblai de 
550m de longueur, on a défini trois zones 
(fig.10.3-b) : chaque zone est constituée 
de cinq tronçons et la zone 2 recouvre les 
deux autres sur une longueur de 100 mètres 
pour permettre le balayage des tronçons 4, 
5 et 6 en envisageant une longueur de rup-
ture d'au plus 150 mètres pour ces tronçons. 
Pour le traitement probabiliste, on a 
calculé, pour 150 tirages aléatoires des va-
leurs de la cohésion non drainée, l'ensemble 
des coefficients de sécurité correspondant 
â toutes les surfaces de rupture envisagea-
bles dans chaque zone. La génération des va-
leurs aléatoires de la cohésion non drainée 
a été eff-ectuée en tenant compte des coeffi-
cients statistiques estimés par krigeage 
dans chaque couche du sol de fondation, se-
lon une loi de distribution bêta de type 1, 
avec niveau de confiance de 95%. Cette dis-
tribution a été retenue après avoir testé la 
réponse obtenue pour les différents modèles 
de distribution proposés dans le chapitre 
VI. 
X.4 - Analyse des résultats 
Pour l'analyse de la stabilité du rem-
blai étudié, on a calculé pour chaque zone 
515.250 coefficients de sécurité, correspon-
dant aux 150 tirages aléatoires. Comme in-
diqué dans le chapitre VI, on a représenté, 
pour chaque cas de rupture examiné, la dis-
tribution des 150 coefficients de sécurité 
minimaux pour chaque tronçon ou ensemble de 
tronçons du remblai (fig.10.4, 10.5, 10.6); 
cette distribution est complétée par la re-
présentation des valeurs de la cohésion non 
drainée (valeur moyenne et écart type) uti-
lisées pour la génération des paramètres de 
calcul et par la donnée des valeurs des pro-
babilités que le coefficient de sécurité 
soit inférieur à certains seuils. Ensuite, 
on a étudié la fiabilité du remblai pour 
quatre seuils 1,4 - 1,5 - 1,6 et 1,7 , au 
moyen des diagrammes et des tableaux de pro-
babilité de rupture des figures 10.7, 10.8, 
10.9 et 10.10. 
En analysant les diagrammes de probabi-
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BARTHES DE L'AOOUR - ANALYSE DE LA STABILITE -Origine Section 6 -Rupture 1 a 3 Tronçons 
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lité de rupture, on remarque que : 
- pour un niveau de sécurité donné, par 
exemple au niveau de sécurité 1,6 (fig. 
IC.9), la probabilité de rupture dépend 
de la valeur et de la variabilité de la 
cohésion non drainée; en effet, dans les 
sections 1, 6 et 10, la variabilité étant 
plus faible, la probabilité de rupture 
est plus faible que dans les autres sec-
tions. Dans les sections 3,7 et 9,1a di-
minution du risque de rupture peut être 
expliquée par l'amélioration des valeurs 
moyennes de la cohésion non drainée; 
- la probabilité de rupture augmente rapi-
dement avec la variabilité de la cohésion 
non drainée. On le voit par exemple lors-
que l'on examine les résultats des cal-
culs concernant les tronçons qui englo-
bent les sections 1 ou 6 ou 10, dans les-
quelles la variabilité des cohésions non 
drainées est faible (elle est nulle aux 
points de mesure) . Le risque de rupture 
augmente lorsque l'on passe d'un tronçon 
(1 , 6 ou 10) à plusieurs tronçons où la 
variabilité est plus importante. Récipro-
quement, pour les sections 4 et 8 (fig.la 
7, 10.8), la probabilité de rupture dé-
croît dès que l'on tient compte d'un pro-
fil mesuré, c'est à dire lorsque l'on 
considère trois tronçons de rupture. Par 
conséquent, si l'on dispose de plusieurs 
profils de mesure disposés le long d'un 
tracé, à condition d'effectuer le balaya-
ge du tracé avec un nombre de tronçons 
assez grand pour englober plusieurs pro-
fils de mesure, on peut déterminer une 
longueur critique de rup'ture car la pro-
babilité de rupture décroît dès que l'on 
tient compte d'un profil de mesure sup-
plémentaire. 
Ceci confirme a posteriori l'idée de 
départ de notre étude, qui était que l'on 
peut retrouver par le calcul las zones de 
longueur finie dans lesquelles le risque de 
rupture est le plus important. 
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Conclusion générale 
La procédure d'évaluation de la probabi-
lité de rupture des remblais de grande lon-
gueur édifiés sur des sols mous qui a été 
présentée dans ce rapport comporte deux pha-
ses successives : 
- On commence par analyser 1'information 
fournie par la reconnaissance géotechnique 
du site, en utilisant les corrélations lo-
cales (à l'échelle du site) existant entre 
les paramètres pour compléter la carte des 
valeurs mesurées des paramètres directement 
utilisés pour les calculs. Puis, compte 
tenu de la méthode de calcul que l'on a 
prévu d'utiliser, on interpole les valeurs 
connues des paramètres pour obtenir les va-
leurs de ces paramètres aux points où l'on 
en a besoin pour les calculs. Cette inter-
polation entre des valeurs connues avec 
une certaine marge d'incertitude est ef-
fectuée par krigeage. Cette première phase 
de l'analyse produit un tableau de valeurs 
de la moyenne et de l'écart type des para-
mètres du calcul en tous les points utiles, 
- La seconde phase de l'analyse consiste à 
évaluer la probabilité de rupture du rem-
blai sur la base des valeurs des paramètres 
de calcul déduites de la première partie 
de l'étude. En faisant varier la position 
de la surface de rupture étudiée le long 
du tracé du remblai, on peut déterminer 
la zone où la stabilité du remblai est la 
olus critique et réagir en conséquence. 
1 
Lors du lancement de cette recherche, 
aucun outil d'analyse adapté au but poursui-
vi n'était disponible, à l'exception du pro-
gramme 3LUEPACK, alors en cours d'acquisi-
tion par le L.C.P.C. Il a fallu écrire tous 
les programmes d'analyse et de représentation 
graphique sur terminal graphique interactif, 
ainsi qu'un programme de calcul adapté à 
l'étude de la stabilité des remblais sur 
sols mous dans l'hypothèse d'une rupture de 
longueur finie et permettant une analyse 
probabiliste par la méthode de Monte Carlo. 
La difficulté de la tâche à entreprendre a 
conduit à adopter des schémas simplifiés 
pour certaines parties de 1'étude : 
- un seul paramètre a été considéré comme 
aléatoire pour l'analyse de la stabilité 
du remblai : la cohésion non drainée c , 
u' 
dont on sait au demeurant qu'elle est à 
l'origine de la majeure partie des incer-
titudes sur les résultats des calculs de 
stabilité des remblais sur sols mous; 
- pour compléter la carte des valeurs de la 
cohésion non drainée, on a utilisé des cor-
rélations avec un seul autre paramètre, la 
résistance de cône mesurée en place au pé-
nétromètre statique. Cette démarche pour-
rait être reprise avec deux modifications, 
dont les conséquences sont difficiles à 
prévoir : on pourrait traiter le même pro-
blème d'estimation d'un paramètre (la co-
hésion non drainée) en fonction de deux 
5 
paramètres (cohésion non drainée et résis-
tance de cône) en utilisant la technique 
du cokrigeage; on pourrait d'autre part u-
tiliser des corrélations multiples pour es-
timer les valeurs de la cohésion non drai-
née aux points où elle n'a pas été mesurée; 
- pour l'analyse de la stabilité du remblai, 
on a adopté un schéma de rupture très sim-
plifié (un élément de cylindre limité par 
deux surfaces planes) afin de faciliter le 
traitement mathématique et numérique des 
calculs de stabilité. Ce choix ne corres-
pond pas strictement à la forme des surfa-
ces de rupture observées en pratique, mais 
il présentait le mérite de limiter le vo-
lume des calculs à réaliser. Il serait né-
anmoins souhaitable de reprendre cette par-
tie de l'étude en traitant des surfaces de 
rupture de géométrie différente. D'autre 
part, compte tenu de la structure des don-
nées disponibles sur le site que l'on ana-
lyse à titre d'exemple d'application de la 
procédure développée dans ce travail, on a 
limité l'analyse statistique des données 
au cas d'une variation des propriétés limi-
tée à deux directions (en profondeur et 
selon l'axe du remblai). Il est clair qu' 
il serait intéressant de traiter également 
le cas où les propriétés du sol varient 
aussi perpendiculairement à l'axe du rem-
blai, ce qui doit normalement avoir pour 
effet de limiter la dispersion des résul-
tats des calculs et donc la probabilité de 
rupture calculée. 
Le travail réalisé dans le cadre de cette 
recherche a permis de développer une chaîne 
de programmes interactifs pour la représen-
tation des résultats des essais et des son-
dages et pour le traitement statistique des 
données. Ces données sont ensuite traitées 
par BLUEPACK, puis introduites dans un pro-
gramme de calcul de la stabilité des remblais 
sur sols mous qui produit des résultats en 
termes de probabilité de rupture. Compte tenu 
de ce qui a été écrit plus haut, il est clair 
que des compléments doivent être apportés à 
ce travail avant qu'il fournisse des résul-
tats éventuellement utilisables, mais les 
résultats obtenus sur l'exemple traité sont 
encourageants, en ce sens que l'analyse sta-
tistique et probabiliste effectuée donne des 
résultats raisonnables et que l'on peut dé-
finir de façon assez précise les étapes sui-
vantes de la recherche. La poursuite des tra-
vaux sur ce sujet nous parait souhaitable, 
même si l'on ne peut prédire à l'heure actu-
elle si les résultats qui seront obtenus 
pourrons être mis en oeuvre sur des projets 
réels, pour lesquels la quantité d'informa-
tion fournie par la reconnaissance géotech-
nique n'est pas toujours suffisante pour une 
analyse statistique et pour lesquels la 
structure spatiale de la reconnaissance n' est 
pas non plus adaptée, en général. Une réfle-
xion approfondie sur la consistance et la 
structure des reconnaissances géotechniques 
sera nécessaire si l'on veut à terme dévelop-
per l'utilisation de méthodes d'analyse de 
type statistique et probabiliste pour l'étu-
de des projets d'ouvrages en géotechnique. 
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