Model-based clustering imposes a finite mixture modelling structure on data for clustering. Finite mixture models assume that the population is a convex combination of a finite number of densities, the distribution within each population is a basic assumption of each particular model. Among all distributions that have been tried, the generalized hyperbolic distribution has the advantage that is a generalization of several other methods, such as the Gaussian distribution, the skew t-distribution, etc. With specific parameters, it can represent either a symmetric or a skewed distribution. While its inherent flexibility is an advantage in many ways, it means the estimation of more parameters than its special and limiting cases. The aim of this work is to propose a mixture of generalized hyperbolic factor analyzers to introduce parsimony and extend the method to high dimensional data. This work can be seen as an extension of the mixture of factor analyzers model to generalized hyperbolic mixtures. The performance of our generalized hyperbolic factor analyzers is illustrated on real data, where it performs favourably compared to its Gaussian analogue.
Introduction
Finite mixture models assume that a population is a convex combination of a finite number of densities; therefore, they are a natural choice for classification and clustering applications. A random vector X follows a (parametric) finite mixture distribution if, for all x ⊂ X, its density can be written f (x | ϑ) = the same type. Until quite recently, the Gaussian mixture model has dominated the modelbased clustering and classification. In this case, all component densities are multivariate Gaussian so that the density is f (x | ϑ) = G g=1 π g φ(x | µ g , Σ g ), where φ(x | µ g , Σ g ) is the multivariate Gaussian density with mean µ g and covariance matrix Σ g . The use of mixture models for clustering is known as model-based clustering, and model-based classification and model-based classification have analogous meanings.
Over the past few years, non-Gaussian model-based clustering techniques have gained popularity. Although such work dates back some time, e.g., work on approaches based on the multivariate t-distribution (McLachlan and Peel, 1998; Peel and McLachlan, 2000) , the vast majority of work to date has taken place over the past few years (e.g., Lin, 2009 Lin, , 2010 Browne et al., 2012; Lee and McLachlan, 2011; Vrbik and McNicholas, 2012; Murray et al., 2013a; McNicholas et al., 2013; Vrbik and McNicholas, 2014) . The first non-Gaussian analogue of the mixture of factor analyzers model (Ghahramani and Hinton, 1997; McLachlan and Peel, 2000) was an extension to multivariate t-mixtures (McLachlan et al., 2007) , and this work was subsequently built on, remaining within the t-mixture framework McNicholas, 2011a,b, 2012; Steane et al., 2012) . Very recently, the mixture of factor analyzers model has been extended to mixtures of skew-t distributions (Murray et al., 2013a,b) , mixtures of skew-normal distributions (Lin et al., 2013) , and mixtures of shifted asymmetric Laplace distributions . In this paper, we outline their extension to generalized hyperbolic mixtures.
The remainder of this paper is laid out as follows. In Section 2, we outline the extension of the mixture of factor analyzers model to generalized hyperbolic mixtures. Our approach is illustrated in Section 3. We conclude with a summary and suggestions for future work (Section 4).
Methodology

Mixture of Generalized Hyperbolic Distributions
The density of a generalized hyperbolic distribution is
where
is the squared Mahalanobis distance between x and µ, K λ is the modified Bessel function of the third kind with index λ, and ϑ denotes the parameters. The parameters are: λ index parameter, χ and ψ concentration parameters, α skewness parameter, µ mean vector and Σ scale matrix. Consider a random variable Y ∼ GIG(ψ, χ, λ), where GIG indicates the generalized inverse Gaussian distribution (Good, 1953; Barndorff-Nielsen and Halgreen, 1977; Blaesild, 1978; Halgreen, 1979; Jørgensen, 1982) , and a random variable U ∼ N (0, Σ). Then, a generalized hyperbolic random variable X, cf. (1), can be generated via
and it follows that X | Y ∼ N (µ + yα, yΣ).
Parameter estimation for the mixture of generalized hyperbolic distributions model can be carried out via the expectation maximization (EM) algorithm Dempster et al. (1977) . Note that the parameterization used in (1) requires the constraint |Σ| = 1 to ensure identifiability. Of course, this constraint is not practical for clustering and classification applications. Therefore, an alternative parameterization is used for parameter estimation. Details of this alternative parameterization, as well as updates for the associated EM algorithm, are given by Browne and McNicholas (2013) .
Mixtures of Generalized Hyperbolic Factor Analyzers
Consider the number of free parameters in a p-dimensional, G-component mixture of generalized hyperbolic distributions. The scale matrices Σ 1 , . . . , Σ G contain Gp(p + 1)/2 free parameters, i.e., a number that is quadratic in p; otherwise, the number of free parameters is linear in p. For larger values of p, it is typically not viable to estimate p(p + 1)/2 free parameters for each component scale matrix. Introducing lower dimensional latent variables can help to solve the problem. The mixture of factor analyzers model is one such approach, and it assumes that
with probability π g , for i = 1, . . . , n; g = 1, . . . , G. The factors W ig are independently distributed W g ∼ N (0, I q ) with q ≪ p, independently of e ig , which themselves are independently distributed N (0, Ψ g ), where Ψ g is a p × p diagonal matrix. The matrix Λ g is a p × q matrix of factor loadings. It follows that the marginal distribution of
To extend this model to the generalized hyperbolic distribution, first consider that the matrix U in (2) can be decomposed as U = ΛW + ε, where W ∼ N (0, I) and ε ∼ N (0, Ψ), and Λ and Ψ are a factor loading matrix and a diagonal matrix with positive entries, respectively. It follows that
Parameter Estimation
Use z ig to denote component membership labels, where z ig = 1 if x i is in component g and z ig = 0 otherwise, for i = 1, . . . , n; g = 1, . . . , G. A variant of the EM algorithm is used for parameter estimation. The alternating expectation-conditional maximization (AECM) algorithm (Meng and Van Dyk, 1997 ) is based on the complete-data log-likelihood, i.e., the likelihood of the observed data together with the missing data. In our generalized hyperbolic factor analyzers model, the complete data consist of the observed x i as well as the missing labels z ig , the latent variables y ig , and the latent factors u ig . The AECM algorithm allows specification of different complete-data at each stage of the algorithm. In the E-steps, the expected value of the complete-data log-likelihood is computed. As usual, the expected values of the z ig are given by
We also need the following expected values (cf. Browne and McNicholas, 2013) :
and we also let
ig c ig . We also need expected values for functions of the latent factors u ig , and these are similar to those given by McLachlan and Peel (2000) .
At the first stage of the AECM algorithm, the complete-data comprise the observed x i , the missing labels z ig , and the y ig , and we update the mixing proportions π g , the component means µ g , and the skewness parameters α g . Accordingly, the complete-data log-likelihood is
where λ is an index parameter and h(y i | θ g ) is the density function of a GIG distribution with parameters θ g (cf. Browne and McNicholas, 2013) . The updates are given by
, where n g = n i=1ẑ ig . At the second stage of the AECM algorithm, the complete-data comprise the observed x i , the missing labels z ig , the y ig , and the u ig , and we update Λ g , Ψ g , λ and ω. The updates for Λ g and Ψ g are analogous to those given by McNicholas and Murphy (2008) . The parameters ω g and λ g are estimated maximizing the function
), using a general optimization routine in the optim package for the R software (R Development Core Team, 2013) . Note that the inversion of the matrix (Λ ′ g Λ g +Ψ g ) requires the inversion of a p×p matrix, which can be slow for larger p. The Woodbury identity Woodbury (1950) gives the formula
which requires the inversion of a diagonal p × p matrices and a q × q matrix. This leads to a significant speed-up when q ≪ p.
Model Selection, Convergence, and Performance Assessment
In addition to parameter estimation, we need to choose the number of clusters G and the number of factors q. The Bayesian information criterion (BIC; Schwarz, 1978 ) is used to select G and q, and is defined as BIC = 2l(x |θ) − ρ log n, where l(x |θ) is the maximized log-likelihood,θ is the vector of parameters that maximize the log-likelihood, ρ is the number of free parameters, and n is the number of units. Arguments for using the BIC for model selection in this context are given by Campbell et al. (1997) and Dasgupta and Raftery (1998) . Arguments for using the BIC for selecting the number of factors in a factor analysis model are given by Lopes and West (2004) . Convergence of the algorithm is determined using the Aitken acceleration (Aitken, 1926) . Let l (k) be the value of the log-likelihood at the iteration k, the Aitken acceleration allow us to estimate the asymptotic maximum of the log-likelihood at iteration k via
An asymptotic estimate of the log-likelihood at iteration k + 1 is
and the algorithm can be considered to have converged if l Bohining et al., 1994; Lindsday, 1995) .
When the true membership is known, the adjusted Rand index (ARI; Hubert and Arabie, 1985) can be used to quantify class agreement. The ARI is an adjusted version of the Rand index (Rand, 1971) . The ARI is equal to 1 when there is perfect class agreement, and its expected value is 0 under random classification.
Model-Based Classification
Model-based classification is a semi-supervised version of model-based clustering. Suppose that k of the n samples are labelled, then we can use model-based classification to classify the other n − k samples within a joint likelihood framework. Ordering the n samples so that it is the first k that are labelled, the model-based classification likelihood for the generalized hyperbolic factor analyzers model is
where H ≥ G. Note that it is often assumed that H = G. Parameter estimation for modelbased classification proceeds in a similar fashion to model-based clustering (see McNicholas, 2010 , for details in the case of mixtures of factor analyzers). The number of clusters is a priori known G = 3 and the number of factors q is selected based on the BIC. The value of q that maximizes the BIC is q = 2. The associated mixture of generalized hyperbolic factor analyzers model gives very good classification performance (Table 1 ; ARI = 0.964). Our approach is compared with the mixture of factor analyzers, which is fitted using the mixfa package in (Rathnayake et al., 2013) R. Again, the BIC criterion selects q = 2 latent factors; however, the associated model gives poor classification performance (Table 1 ; ARI = 0.284). We fix the number of components to G = 2. For both the mixture of factor analyzers, and its generalized hyperbolic analogue, the number of factors that maximizes the BIC is q = 2. The associated mixture of generalized hyperbolic factor analyzers model gives good classification performance, misclassifying only 14 of the 179 samples (Table 2 , ARI = 0.710). The mixture of factor analyzers model, however, does not perform so well, misclassifying 39 of the 179 samples (Table 2 , ARI = 0.315). Each pattern is a set of 60 numbers (variables) taking values between 0 and 1. The data were sourced from the UCI machine learning repository. These data were randomly divided into training and test sets, so that 70% of the points belong to the training set. The selected number of factors for our mixture of generalized hyperbolic factor analyzers model is q = 3. The results are compared with mixture of factor analyzers model, which is fit for model-based classification using the pgmm package (McNicholas et al., 2011) for R. Our mixture of generalized hyperbolic factor analyzers model gives good classification performance with an ARI of 0.799 (Table 3 ). This classification performance compares favourably with the mixture of factor analyzers model (ARI = 0.698; Table 3 ) as well as with other approaches than have been tried within the literature (e.g., Zhou and Jiang, 2004; Tan and Dowe, 2005) . Forina and Tiscornia (1982) and Forina and Armanino (1982) report the eight fatty acids found by lipid fraction of 572 italian olive oils. The oils come from three regions of Italy -Southern Italy, Sardinia, and Northern Italy -and these regions can be further divided into nine different areas. The data are available in the pgmm package for R. The data are randomly divided into training set and test set, with 70% of the oils belonging to the training set. The selected number of factors for our mixture of generalized hyperbolic factor analyzers is q = 2. Both the mixture of generalized hyperbolic factor analyzers and mixture of factor analyzers models give perfect results for the three regions, and almost perfect results for the nine areas (Table 4) . 
Italian Olive Oil Data
Summary
The mixture of factor analyzers model has been extended to the generalized hyperbolic distribution. Parameter estimation was outlined via an AECM algorithm and the BIC was used for model selection. Our mixture of generalized hyperbolic factor analyzers were applied to real data for clustering and classification, where the performance was favourable when compared to the well-established mixture of factor analyzers model. Future work will focus on an extension to the somewhat more parsimonious analogues of McNicholas and Murphy (2008) , as well as efficient implementation in serial and in parallel.
