Parameter estimation in Coxian phase-type models can be challenging due to their non-unique representation leading to a multi-modal likelihood. Since each representation corresponds to a different underlying data-generating mechanism, it is of interest to identify those supported by given data (i.e., find all likelihood modes). The standard approach is to simply refit using various initial values, but this has no guarantee of working. Thus, we develop new properties specific to this class of models, and employ these to determine all the equivalent model representations. The proposed approach only requires fitting the model once, and is guaranteed to find all representations.
Introduction
A Coxian phase-type (CPH) distribution of order (n), which we denote by n-CPH, describes duration until absorption in terms of a continuous time Markov process consisting of a sequence of (n) transient latent phases and one absorbing state. The process starts in the first phase and progresses sequentially through the other phases with a probability of exiting (to the absorbing state) from any phase. The Coxian Markov model is illustrated in Figure 1 .
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The λ parameters describe the transition rates through the transient states. The µ parameters describe the transition rates from the transient states to the absorbing state. The total time spent in the system is broken down into the distinct phases, representing different stages of the entire process. For instance, in healthcare applications, the length of stay (LoS) in a phase may represent the time spent by a patient in a particular stage of care or a disease state.
A drawback of CPH models is that estimation is not straightforward (Vasilakis and Marshall, 2005) . Despite convergence of the optimisation algorithm, the main issue is that when multiple fits to data are performed from different starting values, they produce different sets of parameter estimates that correspond to the same maximum likelihood (Marshall and Zenga, 2012) ; in other words, they produce different representations that give rise to the same marginal distribution. Each set of parameter estimates result in a different LoS in each phase, which means a different physical interpretation of the underlying model. This is a well known identifiability problem when fitting phase-type (PH) distributions and it is due to the non-uniqueness of representation of these distributions, and leads to optimisation algorithms running from one representation into another equivalent representation. While this feature poses some optimisation issues in itself (i.e., the multimodal likelihood surface), it is necessary to select a given representation, and this choice cannot be made on the basis of the likelihood function alone. For example, in healthcare modelling, the choice could be based on medical experts' knowledge with a post hoc examination of the phases identified in the model-fitting process. However, another problem often occurs, which has not received attention in the literature: the fitting algorithms might not find all the possible representations. In this case we become constrained to select from the representations that appear during the fitting procedure; moreover, the expectations of experts might not match the outputs of the fitting process. Thus, it is necessary to identify all possible latent structures which yield the same marginal model.
In the existing literature, a given representation is chosen (perhaps arbitrarily) without discussion of the logic underpinning this final choice; a typical, and still arbitrary, choice is to simply select the representation which places the LoS's in ascending/descending order (which is equivalent to imposing constraints on model parameters). These strategies ignore the fact that other representations can also be feasible. It may be that some researchers simply reorder the phases according to LoS manually even if such a representation did not appear in the model fitting -such practice would yield erroneous conclusions as not all LoS permutations are necessarily feasible as we show in the sequel. Of course, one might diligently refit the model many times from a large variety of initial values hoping to uncover all equivalent representations, but this does not guarantee that all will be found, and, moreover, this approach is computationally intensive. To our knowledge, no effective mechanism for identifying all representations of a given CPH distribution has been developed.
The non-uniqueness of representation of PH distributions was addressed and proven by OCinneide (1989) and Telek and Horváth (2007) . In particular, OCinneide (1989) addressed the non-uniqueness question by introducing two properties. (a) the phasetype "simplicity" which concerns the possibility that a given phase-type distribution may have two different representations in terms of the same Markov chain, and (b) the phase-type "majorization" which concerns the possibility that one Markov chain may provide representations for all the distributions represented by another Markov chain. Telek and Horváth (2007) addressed the same questions of non-uniqueness but presented alternative (somewhat more direct) theory than that of OCinneide (1989) . Nonetheless, their work only enables one to verify if two pre-defined CPH distributions are equivalent or not.
The purpose of our current work is identifying the feasibility of all the equivalent representations of a given CPH distribution without the need to perform multiple refits. As mentioned above, finding and checking the feasibility of these representations is important from the perspective of the physical interpretation of the model. For this reason, we add to the existing literature and direct the focus towards CPH distributions, developing new properties which are specific to these distributions. These properties will be employed as a mechanism for identifying all the possible representations of a given CPH distribution.
The paper is organised as follows. In Section 2 we give an overview of PH and CPH distributions and their applications before formally defining CPH distributions, their characteristics, and details on fitting procedures. Section 3 contains a detailed discussion on the identifiability problem, and our development of some new properties of CPH distributions which we make use of in Section 4 where we propose a method for identifying all representations of a given CPH distribution. Finally, our conclusions are presented in Section 5.
2
Coxian phase-type distributions 2.1 Background PH distributions were first introduced by Neuts (1975) . They describe the time to absorption of a finite Markov chain in continuous time, where there is a single absorbing state and the stochastic process starts in a transient state. PH distributions became more attractive in the area of queue modelling and survival analysis. These areas generally exhibit data with skewed and heavy tailed distributions which make PH distributions particularly suitable. Furthermore, these distributions have the ability to offer superior fit compared to the alternative distributions such as lognormal, Weibull, gamma, Pareto, or Burr distributions (Faddy et al., 2009; Marshall et al., 2014) . In fact, PH distributions are dense in the class of all non-negative distributions, i.e., any distribution with a nonnegative density function can be approximated to arbitrary precision by a PH distribution (Buchholz et al., 2014) .
CPH distributions (Cox, 1955) are a subclass of PH distributions. In recent decades, most researchers have avoided using general PH distributions because they are overparametrised. They are highly redundant as the number of model parameters is greater than the degrees of freedom of the distribution function. The representation of an n-PH distribution (n is the number of phases) has in general n 2 + n parameters, and its corresponding distribution function has 2n − 1 degrees of freedom (Cumani, 1982) . Using an n-CPH distribution reduces the number of parameters to 2n − 1, which makes it nonredundant, while typically still providing an excellent fit to the data. However, even with the reduced number of parameters required for the CPH distribution, estimation can still be problematic due to the non-linear expression and non-unique representations of the distribution.
Based on the generalisation of Erlang's method of stages (Erlang, 1917) , CPH distributions are in fact a mixture of Hypoexponential distributions or generalised Erlang distributions (Augustin and Büscher, 1982) . Note that a Hypoexponential distribution is a convolution of independent but non-identical exponential distributions. The exponential structure of the CPH distributions make them tractable and well-suited for numerical computations (Ishay, 2002) .
The use of CPH distributions has become increasingly more popular in the area of survival analysis particularly in healthcare applications. To mention a few, Faddy (1994) fitted CPH distributions of increasing order to the length of treatment for patients at risk of suicide. Vasilakis and Marshall (2005) modelled the LoS in hospital of stroke patients over the age of 65 in the UK. Marshall et al. (2014) used the CPH distribution with covariates to model the LoS of geriatric patients in Emilia Romagna hospitals. Zhu et al. (2018) also used CPH models with covariates to analyse the LoS of respiratory patients in emergency department. CPH distributions have also proven useful in the area of queueing theory, where they have the ability to provide a generalisation of arrival and service processes beyond the widely used Poisson processes, by keeping a tractable and conceptually easy format for the state probabilities (Johnson, 1993a; Agarwal et al., 2007) .
The model
Consider a finite Markov process {X(t); t ≥ 0} defined in continuous time with discrete states {1, . . . , n, n + 1}. Here, states 1 to n are latent transient states, while state n + 1 represents the absorbing state. Let p i = pr(X(0) = i) be the probability of starting in the transient state i, for i = 1, . . . , n. In a Coxian model the process starts in the first phase and hence the initial distribution is p = (p 1 , . . . , p n ) = (1, 0, . . . , 0), which is a row vector.
Let the column vector q = (µ 1 , . . . , µ n ) T ∈ Ê n ≥0 be the absorbing rate vector, where µ i is the rate of absorption to state n + 1 from state i. The intensity matrix, R, of the process is
where 0 1×n is an n-dimensional row of zeros, and Q, an n × n matrix, is the phase-type generator of the n-CPH distribution, and is an upper bidiagonal given by
Since every row in R sums to zero, it follows that
where ½ is an n-dimensional column vector of ones. The pair (p, Q) is sufficient to represent the CPH distribution.
We denote by T the random variable representing the time until absorption. The density function and the Laplace transform of an n-CPH distribution are respectively given by f (t) = p exp(Qt)q and f * (s) = p(sI − Q) −1 (−Q)½. The latter is a rational function (Cox, 1955) with a denominator of degree n and a numerator of degree n − 1. The number of non-trivial coefficient of the Laplace transform, 2n − 1, is the degrees of freedom of the distribution function (Cumani, 1982) . The rth moment is
The matrix exponential, exp(Qt) = ∞ r=0 (Qt) r /r!, is evaluated numerically. More details on computing matrix exponentials can be found in Moler and Van Loan (1978) .
The time spent in phase k (k = 1, . . . , n), denoted by T k , is a random variable that is the minimum of two independent exponential random variables with parameters λ k and µ k . The random variable T k is in turn exponential with rate λ k + µ k . The expected length of stay in phase k is LoS k = E[T k ] = 1/(λ k + µ k ), where, by definition, λ n ≡ 0. Note that, the LoS k values are in fact the negative reciprocal of diag(Q) = (Q 11 , . . . , Q nn ), the diagonal elements of the generator Q.
The probability of exiting phase k, π k , can be calculated by again using the density function of the exponentially distributed time spent in phase k (Marshall and McClean, 2004) :
where λ n ≡ 0.
Parameter estimation
Least squares (Faddy, 1990 (Faddy, , 1993 , moment matching (Johnson, 1993b; Schmickler, 1992) and maximum likelihood (Faddy, 1994; Asmussen et al., 1996; Faddy and McClean, 1999; Pérez-Ocón and Ruiz-Castro, 2003; Zenga, 2009, 2012) are the three main techniques that have been used to estimate the parameters when fitting a CPH distribution. The efficiency of the three methods has been discussed and more details can be found in Lang and Arthur (1996) , Zenga (2009, 2012) . The most common approach taken is the maximum likelihood. A variety of optimisation techniques have been developed over the years aiming to minimise the CPH log-likelihood function,
where θ = (λ 1 , . . . , λ n−1 , µ 1 , . . . , µ n ) is the vector of parameters to be estimated.
Due to the non-linearity of the multi-dimensional likelihood function, numerical optimsations have to be employed. Asmussen et al. (1996) developed the EMPht program in the C programming language which is based on the expectation-maximization algorithm (Dempster et al., 1977) . The EMPht algorithm is an iterative method that is based on approximating a non-negative continuous distributions by a phase-type distribution by minimising the information divergence (the Kullback-Leiber information) which can be considered as an infinitesimal analogue of maximising the log-likelihood function (Olsson, 1998) .
The most commonly used algorithm in this CPH context is the Nelder-Mead simplex method (Nelder and Mead, 1965) that is available in MATLAB Optimisation Toolbox (MATLAB, 2018) under the function fminsearch or in R programming language (R Core Team, 2018) under the function optim; for details see Faddy (1994) , Faddy and McClean (1999) , Pérez-Ocón and Ruiz-Castro (2003) and Marshall and Zenga (2012) . Marshall and Zenga (2009) alternatively employed the Sequential Quadratic Programming (SQP) method that proved to exhibit a high rate of convergence. In this method, a Quadratic Programming subproblem is solved at each iteration along with an update on the estimate of the Hessian of the Lagrangian. It is also found in MATLAB under the package fmincon. An advantage of using this package is that it has the ability to fit within defined parameter constraints. This is useful in the case we have prior information about the model parameters. The prior could be deterministic (Xie, 2012) or distributional (Ausín et al., 2008) and setting constraints would help reducing the computational time.
As these optimisation methods are numerical in nature, a common problem we often encounter is that they strongly depend on the initial parameter values (Marshall and Zenga, 2009 ). In addition, they do not always converge. Thus, the typical strategy is to initiate the optimisation algorithm from a variety of initial values. To obtain the number of latent phases one should fit sequentially an increasing number of phases (Faddy, 1998) , starting with one phase, until little improvement in the fit to the data can be obtained by adding a new phase. The number of phases is typically determined by minimising the Akaike information criterion (AIC).
The identifiability problem
The matrix representation of the CPH distribution makes fitting the distribution a difficult optimisation problem (Buchholz et al., 2014) . Despite convergence of the optimisation process, there are multiple sets of parameters that yield the same maximum likelihood, i.e., the likelihood has multiple global maxima. This is due to the non-unique representation which can cause the optimisation algorithms to jump from one representation into another equivalent representation. We illustrate the non-uniqueness problem in the CPH distribution in the following example.
Example 1. We simulated a dataset with 5,000 observations from a 3-CPH distribution with the following parameter values: λ 1 =0.55, µ 1 =0.003, λ 2 =0.05, µ 2 =0.15 and µ 3 =0.1. These parameters are taken from Payne et al. (2011) . Ten different sets of initial values were used in the fitting procedure. The process converged to two different sets of parameter estimates with the same log-likelihood value. The estimated parameters along with their corresponding log-likelihood and LoS k values are shown in Table 1 .
The two estimated distributions are equivalent. Their density functions coincide exactly when plotted (not shown). Despite the equivalence of the two distributions, their corresponding parameters are different which result in different LoS k values. In fact the LoS k values are the same but permuted. Each permutation, however, leads to a different model interpretation.
Note that in all the simulations that we have carried out, the first absorbing rate µ 1 remained invariant, i.e., this parameter does not change with the alternative representation (see Table 1 for example). In fact, it turns out that this is a common feature between two equivalent Coxian distributions which we prove it later in this section.
In the remainder of this section, we discuss and prove the equivalence between two PH distributions. We also develop new properties associated to CPH distributions. The properties include the invariance of the first absorbing rate µ 1 as well as the permutation of LoS k values for two equivalent CPH distributions. 
Proof. We follow along the lines of Telek and Horváth (2007) .
a Jordan decomposition of (−Q) −1 , normalised such that D½ = ½ (Telek and Horváth, 2007) . From this result, Equation(3.4) becomes
(3.5)
The last equality follows from the fact that D a ½ = D b ½ = ½. The non-redundancy ensures that the Jordan decomposition of the generator matrix is such that all identical eigenvalues belong to the same Jordan block. Since (p a , Q a ) and (p b , Q b ) are non-redundant and J a and J b are Jordan matrices with ordered eigenvalues, then Equation(3.5) implies that
In the last step we used that
Remark 1.
A well known result from linear algebra is that two square matrices C and D are "similar" if there exists a non singular matrix M such that D = M −1 CM or equivalently MD = CM. This equivalence relation is satisfied in condition (b) of Theorem 1 above. Thus, we can say that if two non-redundant PH distributions are equivalent then their corresponding generator matrices are similar. The matrix M is called the transformation matrix and must satisfy Equation (9), which means the rows of M must sum to one.
Remark 2. The conditions presented in Theorem 1 only enable one to verify whether or not two given CPH distributions are equivalent, by finding a matrix M that transforms one representation into another. However, the aim of this work is to find all the possible representations of one given Coxian distribution, not to simply verify that two are equivalent. Thus, we now develop new properties specific to CPH distributions (in Corollaries 1 and 2, and Theorem 2) which form the basis of our mechanism for identifying all representations (given in Section 4).
Corollary 1. If (p a , Q a ) and (p b , Q b ) are two equivalent n-CPH distributions, then the transformation matrix M is lower triangular with first row equals (1, 0, . . . , 0).
Proof. Let M be a matrix with elements denoted by M = (m ij ) i,j , and the generator matrices are given by
(3.8)
The diagonal and superdiagonal elements of Q a and Q b are all non-zero. Since the two equivalent distributions are Coxian then p a = p b = (1, 0, . . . , 0). Using condition (a) in Theorem 1, we have p a M = p b (1, 0, . . . , 0)M = (1, 0, . . . , 0) ⇒ (m 1j ) n j=1 = (1, 0, . . . , 0); (3.9) which means the first row of M is (1, 0, . . . , 0) . We now use condition (b) in Theorem 1, MQ b = Q a M. We have,
. . . , n; j = 2, . . . , n m ij b jj i = 1, . . . , n; j = 1
. . , n − 1; j = 1, . . . , n a ii m ij i = n; j = 1, . . . , n By equating the above we define a difference equation as follows:
where m i0 = m (n+1)j = 0 for i, j = 1, . . . , n.
For i = 1, we have from Eq.(3.9) that (m 1j ) n j=2 = (0, . . . , 0). By substituting in Eq.(3.10) we obtain (m 2j ) n j=3 = (0, . . . , 0). For i = 2, since (m 2j ) n j=3 = (0, . . . , 0), by substituting in Eq.(3.10), we obtain (m 3j ) n j=4 = (0, . . . , 0). By using the principal of mathematical induction we can easily show that (m ij ) n j=i+1 = (0, . . . , 0) for i = 3, . . . , n. Therefore, all the elements above the main diagonal of the matrix M are zero which makes it a lower triangular matrix.
Example 2. Using the results in Example 1, we can find a 3 × 3 matrix M to show that the two estimated CPH distributions in Table 1 are equivalent. In order to find M, we solve conditions (a), (b) and (c) in Theorem 1. The number of unknowns is (n 2 + n − 2)/2 (where n = 3) since M is lower triangular and the first row of M is known. This generates a system of (n 2 + n − 2)/2 equations and we obtain
It is clear that M satisfies Eq.(3.7) where the rows sum to one.
Corollary 2. If (p a , Q a ) and (p b , Q b ) are two equivalent CPH distributions then the absorbing rates from the first phase of their corresponding Markov chains, are identical. In other words, the first elements of the column vectors q a and q b are equal.
Proof. Denote by µ a1 and µ b1 the first elements of the absorbing rate vectors q a and q b respectively. As (p a , Q a ) and (p b , Q b ) are equivalent then condition (c) of Theorem 1 is satisfied. We have
As we have already mentioned, this property is seen in Table 1 whereμ 1 remains invariant in the two estimated equivalent distributions.
Theorem 2. If two n-CPH distributions (p a , Q a ) and (p b , Q b ) are equivalent with Q a = Q b , then Q a and Q b have the same but permuted diagonal entries.
Proof. As seen in the proof of Theorem 1, if two PH distributions are equivalent then the generators Q a and Q b have equal Jordan matrices (Eq.(3.6)), which means they have same eigenvalues.
Since Q a and Q b are triangular matrices then their eigenvalues are on their diagonals. Therefore, Q a and Q b have same diagonal entries. We still need to prove that the diagonal entries cannot have the same position and that they are permuted. We prove this by contradiction.
Assume that the position of the diagonal elements are the same, i.e. a ii = b ii for i = 1, . . . , n. Since (p a , Q a ) is equivalent to (p b , Q b ) then MQ b = Q a M. We consider again Equation (3.10) which reduces to
For j = 1, since (m i0 ) n i=1 = (0, . . . , 0), it follows from Eq.(3.11) that (m (i+1)1 ) n i=1 = (0, . . . , 0) or equivalently (m i1 ) n i=2 = (0, . . . , 0). For j = 2, since (m i1 ) n i=2 = (0, . . . , 0), then from Eq.(3.11) (m i2 ) n i=3 = (0, . . . , 0). We can show by induction that the rest of the elements under the main diagonal are all zero. This makes the matrix M upper triangular, but, from Corollary 1, we know that the matrix is lower triangular. Therefore, M is a diagonal matrix. Since the rows of M have to sum to one, then M is an identity matrix. It then follows from the relation, MQ b = Q a M, that Q a = Q b . This contradicts with the given which is Q a = Q b .
Therefore, the assumption that the position of the diagonal elements is the same is false. Thus Q a and Q b have permuted diagonal entries. We can see that the two sets of eigenvalues are the same but in a different position with different superdiagonal entries.
process. The approach only requires one representation to generate all others, i.e., we need only fit the model once and we are guaranteed to produce all representations of the CPH model. For a given n-CPH distribution (p a , Q a ) with generator Q a as defined in (3.8), we have the vector of diagonal elements diag(Q a ) = (a 11 , a 22 . . . , a nn ). Let the vector V (r) , r = 1, 2, . . . , n!, be a permutation of the components of diag(Q a ), where V (1) is the identity permutation, i.e., V (1) = diag(Q a ). We denote V Algorithm 1. For an arbitrary permutation V (r) , r = 2, . . . , n!, suppose there exists (p b , Q b ) that is equivalent to (p a , Q a ). We know that p a = p b = (1, 0, . . . , 0) and from Theorem 2 we have that the diagonal entries of Q b are the same as the diagonal entries of Q a but permuted, which means diag(Q b )=V (r) . The generator Q b could be written as
where the vector {b 12 , . . . , b (n−1)n } = superdiag(Q b ). To find the equivalent distribution (p b , Q b ), it is sufficient to find the elements of the vector {b 12 , . . . , b (n−1)n }.
Step 1. The first component, b 12 , can be found using Corollary 2 and Equation (2.2). We have
Step 2. To find the remaining n − 2 unknowns of the vector {b 12 , . . . , b (n−1)n }, we use the fact that the two equivalent distributions have identical moments and we solve the following system of n − 2 non-linear equations
Step 3. Repeat the above steps with a different permutation V (r) , r = 2, . . . , n!.
The system has a unique solution. This follows from the proof of Theorem 2 where we showed that if two generator matrices have same diagonals then they are equal. Thus, it is impossible to find multiple matrices Q b that are similar to Q a and have identical diagonals and different superdiagonals. For each permutation we accept the solution that falls within the constraints 0 < b i(i+1) ≤ −V (r) i , for i = 1, . . . , n−1. A solution outside the constraints results in negative transition rates or negative absorbing rates which are unphysical. If no permutation obeys these constraints, then the CPH distribution (p a , Q a ) has a unique representation. We illustrate the algorithm with the following examples. The algorithm found that all the six permutations of the diagonal elements are feasible. The solutions are shown in Table 2 , where the row r = 1 corresponds to the identity permutation. 
Discussion
In this paper, we have provided deeper insight into the non-uniqueness in the representation of CPH distributions. Our new results have facilitated the development of a mechanism that finds all the possible representations and verifies their feasibility.
For large values of n, it is clear that the algorithm becomes computationally expensive as it will have to run n! times (albeit these can be run in parallel). However, solving the system of equations involved is far less intensive than attempting to refit the model multiple times from different initial values (with many attempts failing to converge due to the complicated likelihood surface), and this is especially true when the sample size is large. Moreover, unlike the ad-hoc procedure of fitting from different initial values, our proposed algorithm is guaranteed to find all representations and only requires one vector of parameters as its input, i.e., the estimation routine need only converge once, after which our algorithm operates independently of the data and estimation routine. Lastly, it is worth noting that applications of CPH models in the literature rarely require a very large number of states to adequately fit data (typically n < 10 is sufficient) so that our proposal is feasible in most practical purposes.
