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Abstract
The zeta function of an integral lattice Λ is the generating function
ζΛ(s) =
∞∑
n=0
ann
−s, whose coefficients count the number of left ideals
of Λ of index n. We derive a formula for the zeta function of Λ1⊗Λ2,
where Λ1 and Λ2 are Z-orders contained in finite-dimensional semisim-
ple Q-algebras that satisfy a “locally coprime” condition. We apply
the formula obtained above to ZS ⊗ ZT and obtain the zeta function
of the adjacency algebra of the direct product of two finite association
schemes (X,S) and (Y, T ) in several cases where the Z-orders ZS and
ZT are locally coprime and their zeta functions are known.
Key words : Association schemes, adjacency algebras, zeta functions, integral
representation theory.
AMS Classification: Primary: 16G30; Secondary: 05E30, 20C15.
1. Introduction
Suppose Λ is a Z-order in a finite-dimensional Q-algebra A, V is a finite-
dimensional A-module, and L is a full Λ-lattice in V ; i.e. a free Z-submodule
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search Foundation of Korea(NRF) funded by the Ministry of Education, Science and
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of V with QL = V . Solomon’s zeta function is the function of a complex
variable s defined by
ζΛ(L, s) =
∑
N⊆L
(L : N)−s
where N runs over all full Λ-sublattices of L. (The reader should be mindful
that this was denoted ζL(s; Λ) in [7].) For each positive integer n, let an be
the number of full Λ-sublattices of L with index n. Then
ζΛ(L, s) =
∞∑
n=1
ann
−s.
We will not deal here with issues of convergence or continuation of these
series, except to say it is well-known that they do converge uniformly on a
region in the complex plane where the real part of s is sufficiently large. In
[7], Louis Solomon establishes several results for ζΛ(L, s) when Λ is an order
in a finite-dimensional semisimple Q-algebra, the first of these being an Euler
product formula
ζΛ(L, s) =
∏
p
ζΛp(Lp, s).
Here p runs through the rational primes p, and Λp and Lp are the p-adic
completions of Λ and L, respectively, obtained by tensoring with the ring of
p-adic integers Zp. (Although Solomon uses this notation for p-localizations,
this does not make a difference to the zeta function - see [7, Lemma 9].)
If the semisimple algebra QpΛp decomposes as ⊕hi=1Mri(Di), where the p-
adic division algebras Di occurring in this decomposition have index mi,
the center of Di has ring of integers Ri, and each simple component has
maximal order Γp,i, then we can compute the p-adic zeta function ζΓp(Lp, s).
To do so, first decompose the QpΛ-module Qp ⊗Q V into its homogeneous
components. This expresses it as a direct sum of modules Vp,i, each of which
is isomorphic to a direct sum of ki-copies of an irreducible Mri(Di)-module,
for i = 1, . . . , h. The lattice Lp similarly decomposes as the direct sum of
Lp,i’s, each a sublattice of Vp,i. According to Hey’s formula (see [1, pg. 145])
ζΓp(Lp, s) =
∏h
i=1 ζΓp,i(Lp,i, s)
=
∏h
i=1
∏ki−1
j=0 ζRi(rimis− jmi).
Here ζRi(s) is the usual Dedekind zeta function; i.e.
ζR(s) =
∏
P
(1−N (P)−s)−1,
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where P runs over all maximal ideals of the Dedekind domain R, and N (P)
is the least power of the positive integral prime p ∈ P that generates the
norm of the ideal P. For all but finitely many primes p, the Zp-order Λp is
a maximal order of QpΛ, so the problem reduces to calculating ζΛp(Lp, s) for
these particular primes.
In the particular case of the regular left A-module V = AA, we write
ζΛ(s) for ζΛ(Λ, s). In this case the left Λ-sublattices of Λ of index n are
the Z-free left ideals of Λ with index n. In [7], Louis Solomon established
several results for the zeta function of the integral group ring ZG treated
as an order in QG. Up to now explicit formulas expressing zeta functions
of integral group rings in terms of products of Dedekind zeta functions of
number fields have been found in a few instances. The first was the case of
the integral group ring ZCp of a cyclic group of prime order p, whose zeta
function is (see [7, Theorem 1])
ζZCp(s) = (1− p
−s + p1−2s)ζZ(s)ζZ[εp](s),
where εp denotes a primitive root of unity of order p.
We will be interested in Z-orders in the Q-adjacency algebras of finite
association schemes. An association scheme is a purely combinatorial object
generalizing the set of orbitals of a transitive permutation group. Let X be
a finite set and let S be a partition of X × X which does not contain the
empty set. We say that the pair (X,S) is an association scheme if it satisfies
the following conditions (see [9]):
(i) {(x, x) | x ∈ X} is a member of S;
(ii) For each s ∈ S, s∗ = {(x, y) | (y, x) ∈ s} is a member of S;
(iii) For all s, t, u ∈ S, the size of {z ∈ X | (x, z) ∈ s, (z, y) ∈ t} is constant
whenever (x, y) ∈ u.
Each relation s ∈ S has a corresponding adjacency matrix σs whose rows
and columns are indexed by the elements of X as follows:
(σs)x,y =
{
1 if (x, y) ∈ s
0 if (x, y) /∈ s.
The pair (X,S) is an association scheme if and only if
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(i) The identity matrix is a member of {σs | s ∈ S};
(ii)
∑
s∈S σs = J , the all 1’s matrix whose rows and columns are indexed
by X ;
(iii) for all s ∈ S, σs∗ = σ⊤s , where σ
⊤
s is the transpose of the matrix σs;
and
(iv) For all s, t ∈ S the matrix product σsσt is a nonnegative integer linear
combination of {σs | s ∈ S}.
For an association scheme (X,S) we denote the set of Z-linear combinations
of {σs | s ∈ S} by ZS, and for a ring R with unity we denote the tensor
product R⊗ZZS by RS. The above conditions imply that RS is a subalgebra
of the full matrix algebra of degree |X| over R, which is called the adjacency
algebra of (X,S) over R. It is well-known that RS is semisimple if R is an
extension field of Q (see [2]). In particular, ZS is naturally a Z-order in the
semisimple algebra QS.
Recently formulas for the zeta function for ZS were produced for some
schemes of small rank [3]. We will consider the problem of expressing the
zeta function of a tensor product of two integral adjacency algebras. The
approach of the present paper is based on ideas used by Hironaka [4] to
extend the calculation of ζZCp(s) to the calculation of ζZCn(s) for n a square-
free integer. The methods of this paper will allow us to extend the cases
where the zeta function is known to certain direct products of these known
cases.
2. Zeta functions for rank 2 orders over rings of p-adic integers
Let R be the ring of integers of a p-adic number field F . This means the
field F is a finite extension of the usual p-adic field Qp, and its ring of integers
is a local PID with maximal ideal piR for some pi ∈ R. The degree of the
extension F/Qp is ef , where f is its residue degree and e is its ramification
index. This means [R : piR] = pf and pieR = pR for the unique integer prime
p for which p ∈ piR.
Let Λ be a Z-lattice of rank 2. This means Λ is an R-free subring of QΛ,
and Λ = R1 +Rx for some x ∈ Λ \R1. In this case the minimal polynomial
of x has degree 2 in Z[x]. We will assume the (monic) minimal polynomial of
x is reducible in Z[x], so it factors as the product of (not necessarily distinct)
linear factors. By a shift of variable we may assume the minimal polynomial
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of x has the form x(x− n) for some integer n. We wish to calculate the zeta
function of RΛ under these assumptions, for our p-adic ring of integers R.
For a nonzero integer n we define [n] to be the maximal positive integer
[n] for which p[n] divides n.
Theorem 1. Let F be an extension of Qp with residue degree f and ramifi-
cation index e. Let R be the ring of integers of F and let pi ∈ R be chosen
so that piR is the maximal ideal of R.
Let RΛ = R[x]/x(x − n)R[x].
(i) If n = 0, then ζRΛ(s) = (1− pf(1−2s))−1(1− pf(−s))−1.
(ii) If n 6= 0, then
ζRΛ(s) =
e[n]−1∑
r2=0
pfr2(1−2s)(1− pf(−s))−1 + pfe[n](1−2s)(1− pf(−s))−2.
Proof. Note that {1, x} is an R-basis of RΛ. Let I be an R-free ideal of RΛ
with finite index; i.e. I is a free R-submodule that is an ideal of RΛ. Since
I is a free R-submodule, it has a generating set of the form {pir1 + ax, pir2x},
where a ∈ R is given up to addition modulo pir2R. For such a submodule,
we have [RΛ : I] = [R : piR](r1+r2) = pf(r1+r2).
Since I is an ideal of RΛ, it must be closed under multiplication by x,
and this imposes extra conditions on our generating set. In particular, using
the fact that x2 = nx in RΛ, we must have that
x(pir1 + ax) = (pir1 + an)x = c1(pi
r1 + ax) + c2(pi
r2x), ∃c1, c2 ∈ R, and
x(pir2x) = (pir2n)x = d1(pi
r1 + ax) + d2(pi
r2x), ∃d1, d2 ∈ R.
The second equation has a unique solution: d1 = 0 and d2 = n. In the first
equation, c1 = 0, so it reduces to pi
r1 + an = c2pi
r2. The number of distinct
ideals for a fixed pair of nonnegative integers r1 and r2 is
N(r1, r2) = |{a ∈ R/pi
r2R : pir1 + an ∈ pir2R}|.
When n = 0 (which is allowed), the condition reduces to r1 ≥ r2 and we
have N(r1, r2) = p
fr2 . On the other hand, when n 6= 0, we have that nR =
p[n]R = pie[n]R. When 0 ≤ r2 < e[n], then we will have r2 ≤ r1, so every a ∈ R
satisfies pir1 + an ∈ pir2R. This means that N(r1, r2) = |R : pir2R| = pfr2 in
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this case. However, when e[n] ≤ r2 we will have pir2/n ∈ pir2R. The condition
then reduces to a ∈ pir1/n+ (pir2/n)R. The number of equivalence classes in
R/pir2R satisfying this condition is pfr2/pfr2−e[n] = pe[n].
We can now compute the zeta function of RΛ directly in each case. If
n = 0, then
ζRΛ(s) =
∑
r2≥0
∑
r1≥r2
pfr2pf(r1+r2)(−s)
=
∑
r2≥0
pfr2(1−s)
∑
r1≥r2
pfr1(−s)
=
∑
r2≥0
pfr2(1−s)pfr2(−s)(1− pf(−s))−1
= (1− pf(1−2s))−1(1− pf(−s))−1.
When n 6= 0, we get
ζRΛ(s) =
∑
r2
∑
r1
N(r1, r2)p
f(r1+r2)(−s)
=
∑
0≤r2<e[n]
∑
r1≥r2
pfr2pf(r1+r2)(−s)
+
∑
r2≥e[n]
∑
r1≥e[n]
pe[n]pf(r1+r2)(−s)
=
∑e[n]−1
r2=0
pfr2(1−s)
∑
r1≥r2
pfr1(−s)
+pe[n]
∑
r2≥e[n]
pfr2(−s)
∑
r1≥e[n]
pfr1(−s)
=
∑e[n]−1
r2=0
pfr2(1−2s)(1− pf(−s))−1 + pfe[n](1−2s)(1− pf(−s))−2.
We remark that the above approach is valid when n = 0 because it does
not require that Λ be contained in a maximal order of QpΛ. If R is the
ring of integers of an algebraic number field K, then in order to apply this
approach we need to establish an Euler product formula in the absence of
the semisimplicity condition. Let spec(R) be the set of nonzero prime ideals
of R. Suppose Λ is an R-order in a nonsemisimple K-algebra A, and L is a
full Λ-lattice in an A-module V . By [6, Theorem I.8.8] if M is a full Λ-lattice
with finite index in L, then
L/M ≃
⊕
P∈spec(R)
LP/MP ,
and LP/MP can be nontrivial for only finitely many primes P in spec(R). It
follows that [L : M ] =
∏
P [LP : MP ], and this product has only finitely many
factors larger than 1. Furthermore, for any selection of full ΛP-lattices {MP}
with all but finitely many equal to LP , it follows from [6, Lemma I.8.8] that
there exists a full Λ-latticeM with the selected P-localization at every prime
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P. Therefore, keeping in mind these products are finite and the indices are
all powers of individual rational primes p, we get
ζΛ(L, s) =
∑
[L:M ]<∞[L : M ]
−s
=
∑
M
(∏
P [LP : MP ]
)−s
=
∏
P
(∑
MP
[LP : MP ]
−s
)
=
∏
P ζΛP (LP , s).
Therefore, the factors in this Euler product can be computed using the above
Lemma even in the case where QpΛ is not semisimple.
As a corollary we can generalize Hanaki and Hirasaka’s calculation of the
zeta function of an integral adjacency algebra of an association scheme of
rank 2 to larger coefficient rings.
Corollary 2. Let (Y, T ) be an association scheme of rank 2 and order n.
Let p be a prime divisor of n. Suppose F is an extension of Qp with residue
degree f and ramification index e, and let R be its ring of integers. Then
ζRT (s) =
e[n]−1∑
r2=0
pfr2(1−2s)(1− pf(−s))−1 + pfe[n](1−2s)(1− pf(−s))−2.
Proof. Under these assumptions T = {σ0, σ1}, where σ1 is the adjacency
matrix of the ordinary complete graph on n vertices Kn, whose minimal
polynomial is µ(x) = (x− (n− 1))(x+1). It is easy to see that RT = R[σ1].
By the change of variable x 7→ x − 1 we have RT ≃ R[x]/x(x − n)R[x]. So
Theorem 1 can be applied to calculate the zeta function of RT directly.
3. Zeta functions for tensor products of locally coprime orders
In this section we consider the calculation of the zeta function of the
tensor product of two Z-orders Λ1 and Λ2 under certain conditions. Since Λ1
and Λ2 contain Z-bases b1 and b2, we have that ZΛ1 = Zb1 and ZΛ2 = Zb2,
where this notation denotes the integer span of the given set. This means
that for any extension R of Z, we will have
R⊗Z (Λ1 ⊗Z Λ2) = R⊗Z Z[b1 × b2]
= R[b1 × b2]
= Rb1 ⊗R Rb2
= RΛ1 ⊗R RΛ2.
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Now for the conditions on the pair of orders Λ1 and Λ2, first we require
that QΛ1 and QΛ2 are finite-dimensional commutative semisimple algebras.
This implies that Λ1 and Λ2 are contained in maximal orders Γ1 and Γ2,
respectively, and we can write
Γi ≃ ⊕
hi
j=1Rij , i = 1, 2,
where Rij is the ring of integers in the algebraic number field Fij that appears
as the center of the j-th simple component of QΛi. For a given rational prime
p, we will assume Fij has splitting degree gij, that Pij1, . . . ,Pijgij are the
distinct primes of Fij lying above p, and that Rijk is the completion (Rij)Pijk
for k = 1, . . . , gij.
Second, we will require that the two orders Λ1 and Λ2 are locally coprime,
which means that for all primes p, either ZpΛ1 is a maximal order in QpΛ1 or
ZpΛ2 is a maximal order in QpΛ2. Under these two conditions we will obtain
an expression for ζZp[Λ1 ⊗ Λ2] for all primes p.
The zeta function for Λ1⊗Z Λ2 will be expressed using the Euler product
formula: if Λ is an order in a semisimple algebra and Γp is a maximal order
of QpΛ containing ZpΛ for all rational primes p, then
ζΛ(s) = ζΓ(s)
∏
p∈B
ζZpΛ(s)
ζΓp(s)
,
where B is the set of primes p for which ZpΛ is not a maximal order of QpΛ.
Theorem 3. Let Λ1 and Λ2 be orders in commutative semisimple Q-algebras
QΛ1 and QΛ2, respectively. Suppose that Λ1 and Λ2 are locally coprime. Let
Γ1 = ⊕
h1
j=1R1j and Γ2 = ⊕
h2
j=1R2j be maximal orders containing Λ1 and Λ2.
For each rational prime p, we have gij, Rijk, fijk, and eijk as defined above, so
in particular Rijk is a direct summand of the maximal order QpΓi of QpΛi for
all primes p and i = 1, 2. Let Bi be the set of primes p for which QpΛi 6= QpΓi
for i = 1, 2. Then
ζZ[Λ1⊗Λ2](s) = ζΓ1⊗Γ2(s)δB1(s)δB2(s),
where
δB1(s) =
∏
p∈B1
h2∏
j=1
g2j∏
k=1
ζR2jkΛ1(s)
ζR2jkΓ1(s)
,
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and
δB2(s) =
∏
p∈B2
h1∏
j=1
g1j∏
k=1
ζR1jkΛ2(s)
ζR1jkΓ2(s)
.
Proof. By the Euler product formula, it suffices to verify the formula for
δB1(s). If p ∈ B1, then ZpΛ2 is a maximal order in QpΛ2, so our notation
says that
ZpΛ2 ≃ ⊕
h2
j=1 ⊕
g2j
k=1 R2jk.
Now, we have that
Zp ⊗ [Λ1 ⊗ Λ2] ≃ ZpΛ1 ⊗Zp ZpΛ2
≃ ZpΛ1 ⊗Zp (⊕
h2
j=1 ⊕
g2j
k=1 R2jk)
= ⊕h2j=1 ⊕
g2j
k=1 R2jkΛ1.
It follows that
ζZp[Λ1⊗Λ2](s) =
h2∏
j=1
g2j∏
k=1
ζR2jkΛ1(s).
The formula for δB1(s) is now a consequence of the Euler product formula.
It is straightforward to extend this idea to the tensor product of finitely
many orders that are locally coprime, where this is taken to mean that for
any rational prime p, at most one of the p-adic completions of the orders is
not a maximal order in its overlying Qp-algebra.
The direct product of (X,S) and (Y, T ) is the scheme (X × Y, S × T )
whose adjacency matrices are the pairwise tensor products of the adjacency
matrices of S with those of T . (see [9, §7]). This produces a Q-algebra with
a predictable Wedderburn decomposition since
Q[S × T ] ≃ QS ⊗Q QT.
Since ZS and ZT are orders with
Z[S × T ] ≃ ZS ⊗Z ZT,
it is clear that the approach of section 3 can be directly applied in cases where
we have two commutative association schemes whose integral scheme rings
are locally coprime. We will give several examples where this does occur in
the next section.
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4. Examples of explicit zeta functions
In this section we apply the results and methods of section 2 and 3 to
produce explicit zeta functions in several new instances. Our first application
combines the notation of section 3 with Corollary 2.
Proposition 4. Let (Y, T ) be an association scheme of rank 2 and order n.
Let R be the ring of integers in an algebraic number field F . For each prime
p, let gp be the splitting degree of F at p, let Rp1, . . . , Rpgp be the distinct
p-adic completions of R at the primes of F lying over p, and suppose the
quotient field of each Rpj has residue degree fpj and ramification index epj.
Then
ζRT (s) = ζR(s)
2
∏
p|n
gp∏
j=1
ζRpjT (s)
ζRpj(s)
2
,
where ζRpjT (s) is calculated for the p-adic ring of integers Rpj using the for-
mula of Corollary 2 in terms of n, epj, and fpj.
Proof. This is a consequence of the Euler product formula. The set of rational
primes B where ZT is not a maximal order of QT is the set of divisors of n.
This means the set of primes P of F for which RT is not a maximal order
of FT is contained in the set of primes of F lying over a prime dividing n.
The square of the Dedekind zeta function occurs because the maximal order
of FT is the direct sum of two copies of R. The square in the denominator
occurs because the maximal order containing RpjT is a direct sum of two
copies of Rpj.
For our main applications we give several examples of zeta functions for
locally coprime pairs of integral adjacency algebras of association schemes
among those whose zeta functions were known previously.
Example 5. Consider the special case of the zeta function of the integral
adjacency algebra of the direct product S × T of two association schemes
in which the second scheme is the group C2. In this case in the notation of
section 3 we have B2 = {2} and Γ2 = Z⊕Z. Let (X,S) be any commutative
scheme for which Z2S is a maximal order of Q2S. Using the notation of
section 3, write the Wedderburn decomposition of Q2S as ⊕
h1
j=1 ⊕
g1j
k=1 F1jk.
Then in the notation of Theorem 3 we have
δB2(s) =
h1∏
j=1
g1j∏
k=1
(1− 2−f1jks + 2−f1jk(1−2s)).
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For an easy explicit example, we will give the zeta function of ZC6 ≃
Z[C3 × C2] (though it should be noted that Hironaka’s results will give this
by essentially the same method). In this case B1 = {3} and B2 = {2} so ZC3
and ZC2 are locally coprime. The Wedderburn decomposition of Q[C3×C2]
is Q⊕Q⊕Q(ε3)⊕Q(ε3). Q2(ε3) is unramified of degree f = 2. Therefore,
from Theorem 3 and Corollary 2, we have
ζZ[C3×C2](s) = ζZ(s)
2ζZ[ε3](s)
2 × (1− 3−s + 3(1−2s))(1− 3−2s + 32(1−2s))
× (1− 2−s + 2(1−2s))2.
We can even say something about the 2-adic zeta function of S×C2 when
the association scheme S is not commutative, as long as Z2S is a maximal
order of Q2S. If the Wedderburn decomposition of Q2S is
Q2S ≃
h2⊕
j=1
g1j⊕
k=1
Mr1jk(D1jk),
and the 2-adic divison algebras D1jk have index m1jk and center F1jk, then
the fact that the maximal order containing Z2T is the direct sum of two
copies of Z2 implies that
ζZ2[S×T ](s) =
h1∏
j=1
g1j∏
k=1
(1− 2−f1jks + 2−f1jk(1−2s))ζΓ1jk(s)
2,
where Γ1jk is a maximal order of the local central simple algebraMr1jk(D1jk),
whose zeta function can be calculated using Hey’s formula.
Example 6. Next we give the zeta function of Z[S ×T ], where S and T are
association schemes of rank 2 having coprime orders m and n, respectively.
These scheme rings are the integral adjacency algebras of the ordinary com-
plete graphsKm and Kn and it is convenient to use this notation. In this case
B1 is the set of primes dividing m, and B2 is the set of primes dividing n, so
the assumption (m,n) = 1 implies that ZKm and ZKn are locally coprime.
The Wedderburn decomposition of Q[Km×Kn] consists of the direct sum of
4 copies of Q, so by a direct application of Theorem 3, we find
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ζZ[Km×Kn](s) = ζZ(s)
4
×
∏
p|m
(
(
∑[m]p−1
r2=0
pr2(1−2s)(1− p(−s))−1) + p[m]p(1−2s)(1− p(−s))−2
(1− p−s)−2
)2
×
∏
q|n
(
(
∑[n]q−1
r2=0
qr2(1−2s)(1− q(−s))−1) + q[n]q(1−2s)(1− q(−s))−2
(1− q−s)−2
)2
= ζZ(s)
4 ×
∏
p|m
(
(
∑[m]p−1
r2=0
pr2(1−2s)(1− p−s)) + p[m]p(1−2s)
)2
×
∏
q|n
(
(
∑[n]q−1
r2=0
qr2(1−2s)(1− q−s)) + q[n]q(1−2s)
)2
.
where p runs over prime divisors of m and q runs over prime divisors of n.
This formula generalizes immediately to the product of any number of
rank 2 schemes of pairwise coprime orders.
Example 7. Finally, we give the zeta function of Z[Cp×Kn], where Z[Kn] is
the adjacency algebra of the rank 2 scheme of order n and p is a prime that
does not divide n. In this case the Wedderburn decomposition of Q[Cp×Kn]
is Q[Cp ×Kn] ≃ Q⊕Q⊕Q(εp)⊕Q(εp). Note that, in our notation we will
have h1 = h2 = 2. Suppose that for each prime divisor q of n, Qq(εp) has
residue degree fq. Then there are gq = (p− 1)/fq primes of Zq[εp] lying over
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q. By Theorem 3, we have
ζZ[Cp×Kn](s) = ζZ(s)
2ζZ[εp](s)
2(1− p−s + p1−2s)2
∏
q|n
∏h1
j=1
∏g1j
k=1
ζR1jkKn(s)
ζR1jk(s)
2
= ζZ(s)
2ζZ[εp](s)
2(1− p−s + p1−2s)2
×
∏
q|n
(
(
∑[n]q−1
r2=0
qr2(1−2s))(1− q−s)−1 + q[n]q(1−2s)(1− q−s)−2
(1− q−s)−2
×
∏(p−1)/fq
k=1
(
∑[n]q−1
r2=0
qfqr2(1−2s))(1− q−fqs)−1 + qfq [n]q(1−2s)(1− q−fq−s)−2)
(1− q−fqs)−2
)
= ζZ(s)
2ζZ[εp](s)
2(1− p−s + p1−2s)2
×
∏
q|n
((
(
∑[n]q−1
r2=0
qr2(1−2s))(1− q−s) + q[n]q(1−2s)
)
×
(∏(p−1)/fq
k=1 (
∑[n]q−1
r2=0
qfqr2(1−2s))(1− q−fqs) + qfq[n]q(1−2s)
))
.
Again it should be straightforward to generalize this formula to give the zeta
function of Z[Cm × T ], where T is a rank 2 scheme of order n and m is a
square-free positive integer that is relatively prime to n.
Zeta functions have been described for Cp × Cp for a prime p [8], Cp2 for
a prime p [5] and nonabelian metacyclic groups of type Cp ⋊ Cq for a prime
p and a prime q dividing p − 1 [4]. The formulas for these are a bit more
complicated, but in all of these cases the sets of “bad” primes are precisely
the primes dividing the order of the group. The direct product of any of these
groups with a cyclic group of coprime square-free coprime order or a rank
2 scheme of coprime order can be handled using the present methods. For
example, the zeta functions of the integral scheme rings of (C2 × C2) ×K3,
C4×C3, or S3×K5 can be established from their results using an application
of Theorem 3.
The explicit formulas for the zeta function of C2 × C2 and C3 × C3 pre-
sented by Takagehara [8] indicate that it will be considerably more difficult
to calculate the zeta function of the tensor product of two integral adjacency
algebras that are not locally coprime.
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