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We study the dynamics of a quantum system whose interaction with an environment is described by a colli-
sion model, i.e. the open dynamics is modelled through sequences of unitary interactions between the system
and the individual constituents of the environment, termed “ancillas”, which are subsequently traced out. In
this setting non-Markovianity is introduced by allowing for additional unitary interactions between the ancil-
las. For this model, we identify the relevant system-environment correlations that lead to a non-Markovian
evolution. Through an equivalent picture of the open dynamics, we introduce the notion of “memory depth”
where these correlations are established between the system and a suitably sized memory rendering the overall
system+memory evolution Markovian. We extend our analysis to show that while most system-environment
correlations are irrelevant for the dynamical characterization of the process, they generally play an important
role in the thermodynamic description. Finally, we show that under an energy-preserving system-environment
interaction, a non-monotonic time behaviour of the heat flux serves as an indicator of non-Markovian behaviour.
I. INTRODUCTION
The inherent fragility of pure quantum states necessitates
that we develop a firm understanding of how these systems
interact with their environments. If the system under scrutiny
is weakly coupled to the environment and/or the latter has
negligible correlation time, the ensuing dynamics can be well
approximated using Markovian master equations [1]. These
typically rely on the assumption that the environment remains
unaffected by its coupling to the system thereby yielding neg-
ligible system-reservoir correlations. Such an approxima-
tion generally needs to be relaxed in the description of non-
Markovian dynamics. Equally important with understanding
the underlying mechanisms that govern the dynamics of an
open quantum system is assessing their thermodynamic prin-
ciples [2]. Advances in this regard have been made for both
Markovian [3–7] and, to a lesser extent, non-Markovian dy-
namics [8–13].
Of course, not all dynamics fall within the memoryless en-
vironment paradigm and as such there has been rapid devel-
opments in tools to model quantum non-Markovian dynam-
ics [14–19]. Within the plethora of approaches, collision mod-
els (CMs) stand out. In its simplest memoryless version, a
CM assumes that the reservoir consists of a large number of
initially uncorrelated subunits or “ancillas” with which the
open system collides one at a time [20–23]. Suitable modi-
fications endow this basic CM with memory, making it an ad-
vantageous tool to tackle quantum non-Markovian dynamics
[24–37]. In addition, CMs have found application in quan-
tum optics [38–41], quantum gravity [42, 43], quantum con-
trol [44–47] and quantum thermodynamics [48–60].
Remarkably, the discrete nature of CMs together with
their tractability allow to study how the progressive inclusion
of system-reservoir correlations introduces non-Markovianity
in the open dynamics. Along this line, McCloskey and
Paternostro [61] considered a non-Markovian CM where
the system-ancilla collisions are interspersed with nearest-
neighbor ancilla-ancilla (AA) collisions, where the latter ones
introduce a memory mechanism. They investigated the ef-
fect of erasing correlations between S (the system) and the
last collided ancilla or between S and the next-to-last ancilla,
showing that the latter erasure scheme results in increased
non-Markovianity.
In the CM of Ref. [61] the dynamical map of S , and thus the
degree of non-Markovianity, will no longer change if correla-
tions with ancillas prior to the next-to-last one are retained.
This is because only nearest-neighbor ancillas collide: once a
given ancilla has collided with S and then with the next an-
cilla, it cannot affect the dynamics of S any more. In fact,
only correlations between the system and the portion of envi-
ronment with which it is currently interacting matter, the size
of such environment’s portion being related to the range of
intra-bath interactions. Based on this, one may ask whether,
by embedding S into an extended open system S that com-
prises a small subset of environmental ancillas as well, corre-
lations between such a redefined open system and the remain-
ing environment can now be neglected without affecting the
dynamics of S, and hence of S . Such an effective descrip-
tion of a non-Markovian dynamics is sometimes referred to as
Markovian embedding [29, 62]. According to this picture, it
is reasonable to expect that the number of ancillas inS should
reflect the size of the bath portion whose correlations with S
cannot be neglected.
With the main goal of assessing and formalizing the above
picture, in this work we explore the connection between
system-environment correlations and Markovian embedding.
We focus on a non-Markovian quantum CM featuring AA col-
lisions without necessarily restricting to nearest-neighbor AA
collisions and with no constraints on the form of the pairwise
coupling Hamiltonian ruling both system-ancilla and AA col-
lisions (many CMs including Ref. [61] focus on partial-SWAP
collisions). If d is the range of inter-ancillary collisions (i.e.,
each ancilla collides with the next d ancillas only) then corre-
lations between S and the last d ancillas it collided with can-
not be erased, prior to the intra-environment AA collisions,
without affecting the open dynamics of S . This observation
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2will motivate us to introduce within this framework the con-
cept of “memory depth” as measured by the integer d. It will
be shown that a Markovian embedding for S holds provided
it is incorporated into a composite system S featuring in ad-
dition as many ancillas as the memory depth d.
While only correlations with a limited portion of the bath
are essential to capture the open dynamics, generally all
system-environment correlations are instead essential for the
thermodynamical properties. In the last part of the work, we
will provide evidence of this by considering the decomposi-
tion of the system’s entropy change in terms of reversible and
irreversible entropy production the latter being in particular
dependent on system-environment correlations.
The remainder of the paper is organized as follows. In
Sec. II we introduce the collision model that we will use. In
Sec. III, we briefly describe how quantities such as the de-
gree of non-Markovianity and correlations will be measured
throughout our analysis. In Sec. IV we explicitly examine
the relevance of correlations in a nearest-neighbor CM, reca-
pitulating and extending some known results. In Sec. V we
establish equivalent descriptions of the model in terms of a
Markovian embedding and introduce the notion of memory
depth. Sec. VI studies the thermodynamical aspects of the
model and in Sec. VII we conclude and discuss the general-
ity of our results and their possible application to other non-
Markovian models.
II. SYSTEM-ENVIRONMENT MODEL
The CM that we consider in this work belongs to the
class of non-Markovian CMs where the reservoir’s mem-
ory mechanism is due to the occurrence of AA collisions
[29, 30, 61, 63, 64], the first of which was introduced in
Ref. [27] and stimulated a number of studies on a new class
of non-Markovian dynamics [65–70].
The CM assumes that the reservoir or environment E is
made up of a large number of identical ancillas, each called
En. The total state of system and environment is initially fac-
torized , i.e.,
ρS E(0) = ρS (0) ⊗ ρE1 ⊗ ρE2 ⊗ ... , (1)
the initial correlations between S and any ancilla as well as
between any two ancillas thus being zero.
The dynamics proceeds through pairwise interaction pro-
cesses or “collisions” between S and a portion of the envi-
ronment, {En, . . . En+d−1}. In what follows we assume these
collisions to happen successively, however our results hold
for simultaneous interactions. These are followed by intra-
environment pairwise collisions among En, En+1, . . . , En+d,
with d the inter-ancillary collision range (later on reinterpreted
as memory depth). For d = 1, corresponding to nearest-
neighbor AA collisions, S thus initially collides with E1, after
which E1 collides with E2, then S collides with E2 and E2
with E3 and so on. All collisions are assumed to be unitary.
In Fig. 1 we show a schematic of the CM considered.
If AA collisions are removed, the CM reduces to a fully
memoryless one: prior to collision S -En, ancilla En is still in
(i)
(ii)
(iii)
(iv)
(v)
(vi)
%En 1 %En %En+1 %En+2
%S
%En 2
FIG. 1. (a) Schematic of the collision model for nearest-neighbor
AA collisions (i.e, d = 1). In the n-th step of the dynamics (i), S
collides with En and next (ii) En collides with En+1. The system S
then moves forward (iii). At the (n+1)-th step (iv), S collides with
En+1 and (v) En+1 collides with En+2. For the case of d-range AA
collisions, after S has interacted with the ancillas En, . . . En+d−1, AA
collisions up to range d take place between the ancillas En, . . . , En+d.
its initial state and thus fully uncorrelated with S , hence past
history cannot affect the dynamics. The occurrence of AA
collisions instead endows the environment with memory: if
d = 1 (to fix the ideas) after colliding with S , ancilla En−1 un-
dergoes an AA collision with En; thereby S and En are already
correlated before colliding with each other. An analogous ar-
gument holds for d > 1.
We will assume throughout that S and each ancilla En
are qubits with free Hamiltonians HˆS = − ω0σS z and HˆEn= −
ω0σEnz, respectively, with σi=x,y,z being the usual Pauli opera-
tors (we set ~ = 1).
The general interaction Hamiltonian describing a collision
reads
Hˆi j=− 12
(
Jxσix σ jx+Jyσiy σ jy+Jzσiz σ jz
)
, (2)
(tensor product symbols are not shown) where, for system-
ancilla collisions, i and j stand for the system S and an ancilla
respectively, while for AA collisions, i and j correspond to
two different ancillas with i , j.
We define a “step” as the sequence of collisions
Uˆ1 =
d∏
i=1
e−iHˆSEi τ , (3)
Uˆn>1 =
 nd∏
i=(n−1)d+1
e−iHˆSEi τ

 (n−1)d+1∏
l,m=(n−2)d+1
e−iHˆElEm τ
 , (4)
for l<m and where τ is the collision time and we have allowed
for arbitrarily ordered pairwise AA interactions (in what fol-
lows for brevity we will denote the action of the AA interac-
tions with V[·]). The evolution operator of the overall sys-
tem (i.e., S +E) at step n is thus given by the composition
Uˆn · · · Uˆ1.
For Jx=Jy=Jz=J the interaction Hamiltonian (2) is energy-
preserving and the corresponding unitary is the partial-SWAP
operation Uˆ = cos(Jτ)1 − i sin(Jτ)Sˆ often considered in the
CM literature [50, 51, 61, 63]. Here, angle Jτ (defined such
that 0 ≤ Jτ ≤ pi2 ) measures the strength of AA collisions:
these have zero and maximum effect if, respectively, Jτ=0
3and Jτ= pi2 . In the former case, the model reduces to a fully
Markovian one. In the latter case (corresponding to perfect
swap), a strongly non-Markovian dynamics occurs instead
since S behaves as if it is interacting with the same ancilla
at all times [27, 61].
III. NON-MARKOVIANITY AND CORRELATIONS
To quantify the degree of non-Markovianity of the open
dynamics of S we will use the criterion underpinning the
widely adopted BLP measure [16] according to which, non-
Markovian behavior is associated with back-flow of informa-
tion from the environment to the system. Occurrence of infor-
mation back-flow depends on the time behavior of the trace
distance between two different initial states of S , namely
Dn = 12
∥∥∥ρ(1)S n − ρ(2)S n∥∥∥1 , (5)
where ‖ · · · ‖1 is the trace norm [71] while ρ(I)S n is the nth-step
state of S when it starts in ρ(I)S (0). Thus, in the present CM
framework time is a discrete variable. Under Markovian dy-
namics, D monotonically decreases with time whatever the
initial pair of states {ρ(1)S (0), ρ(2)S (0)}. Thereby, a non-monotonic
behavior of this quantity for at least one pair of initial states
is sufficient to conclude that the governing dynamics is non-
Markovian [16]. However, we remark that this is not a neces-
sary condition as there may be orthogonal pairs resulting in a
monotonic decay of the trace distance Dn, while the dynam-
ics, nevertheless, are non-Markovian. It can be shown [72]
that the pair of initial states yielding maximum deviation from
a monotonic decay of the trace distance are orthogonal and lie
on the boundary of the state space (i.e., the Bloch sphere in
the present case of qubits). This underpins our choice of the
specific initial pairs of states that we will focus on in our anal-
ysis.
A major focus of this work is the relevance of system-
environment correlations. Specifically, in terms of the CM
introduced in Section II, we will be concerned with bipartite
correlations between S and a single environmental ancilla, Ei.
These can be quantified through the quantum mutual informa-
tion [71] for the state ρS Ei
IS Ei (ρS Ei ) = S (ρS ) + S (ρEi ) − S (ρS Ei ), (6)
where S (ρ) = −Tr [ρ log ρ] is the von Neumann entropy [71]
while ρS = TrEiρS Ei is the reduced state of S (ρEi is defined
analogously). It is widely accepted that the mutual informa-
tion captures the full amount of correlations, both classical
and quantum. For product states ρS Ei = ρS ⊗ ρEi the mutual
information always vanishes. In the general case, however,
ρS ⊗ ρEi does not equal ρS Ei and the mutual information is
non-zero. Based on this, we see that in the general case the
replacement ρS Ei → ρS ⊗ ρEi (which is a quantum map) ex-
tracts the uncorrelated part of the joint state ρS Ei and, as such,
erases the S -Ei correlations altogether.
At this point we highlight an important observation. It is
worth recalling that the knowledge of ρS = TrEiρS Ei is suf-
ficient to determine the final state of S , ρ′S , after a quantum
map on S (unitary or not) MS ⊗ IEi is applied on ρS Ei . In
such cases, thereby, if one is interested in the state of S only,
erasing correlations, i.e., applying the map ρS Ei → ρS ⊗ ρEi ,
has no effect.
IV. RELEVANT CORRELATIONS: OPEN DYNAMICS
It is instructive for our purposes to see how the last property
discussed in the previous section applies to a memoryless CM
(namely the CM of Fig. 1 in the absence of AA collisions).
Before colliding with En, S is correlated with all previous an-
cillas. Yet, only its reduced state right before the collision
with En is needed to work out the open dynamics. This means
that correlations between S and each ancilla can be erased af-
ter they have collided without affecting the open dynamics of
S , which in practice means it is enough to keep track of the
state of S only throughout (that is only one qubit).
In line with Ref. [61], the approach that we adopt to inves-
tigate the importance of correlations is studying how the re-
peated erasure of system-ancilla correlations affect the open
dynamics of S , in particular, non-Markovianity of the sys-
tem’s evolution and its thermodynamical properties. Specif-
ically, we consider erasing correlations according to the fol-
lowing three schemes:
• Scheme A: The correlations established after S has col-
lided with En are erased before En interacts with En+1.
• Scheme B: The correlations established after S has col-
lided with En are erased only after En has collided with
En+1 but before S collides with En+1.
• Scheme C: The correlations established after S has col-
lided with En are retained, like scheme B, during the
En-En+1 collision and, at variance with B, even during
the S -En+1 collision. Afterward, they are erased before
En+1 collides with En+2.
In practice, the above means that, in addition to the state of
S , we need to keep track of the state of one environment
ancilla (scheme A), two ancillas (scheme B) and three ancil-
las (scheme C). Following from the last property outlined in
Sec. III, the dynamics for schemes B and C will necessarily
be identical, however we explicitly consider this case as it will
be instructive when assessing the thermodynamics of the CM
in Sec. VI. Schemes A and B are precisely those considered
in Ref. [61] where all interactions were a partial-SWAP.
In Fig. 2 (a) and (b) we examine the behavior of the trace
distance, Eq. (5), for different orthogonal pairs of the system’s
initial state. We have (arbitrarily) assumed all environmen-
tal qubits are initialized in their ground states and consider
Jx = 2Jy = Jz. In panel (a) we see that when the correla-
tions are erased before the intra-environment interactions take
place, i.e. scheme A, the trace distanceD(t) [cf. (5)] exhibits a
non-trivial, yet monotonically decaying, behavior for both the
initial pairs {|±〉} and {|0〉, |1〉}. However, the less invasive cor-
relations erasure prescribed by scheme B leads to an increase
of non-Markovian behavior [cf. solid curves in panel (b)]. We
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FIG. 2. (a) and (b) Trace distanceD against the number of steps for
two representative pairs of initial orthogonal pure states of S taken
to be {|0〉, |1〉} and {|±〉} with |±〉= (|0〉±|1〉) /√2 under the erasure
schemes A [panel (a)], B [solid colors in panel (b)] and C [panel (b),
dashed black]. Note that in panel (b) the curves are identical between
the two schemes B and C indicating the irrelevance of the addition-
ally retained correlations. We fix set Jx = 2Jy = Jz = 1 [cf. Eq. (2)]
for both system-ancilla and AA collisions and [cf. (4)] JτS A=0.05,
JτAA=0.95 pi2 . In both panels each ancilla is initialized in |0〉n.
confirm that the dynamics are unaffected when more environ-
mental ancillas are retained following scheme C, as evidenced
by the dashed curves in panel (b), the resulting trace distance
is invariant and it is easy to confirm that the dynamical state
of the system is identical under schemes B and C. It follows
that retaining any more environmental subunits has no effect
on the resulting dynamics of the system. One can compare
these figures with those of Ref. [61] to assess the dependence
of the non-Markovianity on the details of the interactions in-
volved. In passing, note that the non-Markovianity of the dy-
namics, as captured by revivals in the trace distance, is sig-
nificantly diminished by changing the interaction model. This
can be understood considering that the partial-SWAP opera-
tion used in Ref. [61] as the most ‘memory-mimicking’ inter-
action one can use and thus leads to the strongest exhibition
of non-Markovian features.
It should be stressed that the invariance of the dynamics be-
tween Schemes B and C is notwithstanding the establishment
of correlations between S and all previous ancillas, in partic-
ular En−1. In Fig. 3 (a) we show that there are non-zero cor-
relations shared between the system and ancillas En (dashed,
black) and En−1 (solid, red) before the (n+1)-th collision. No-
tice that the S −En−1 correlations are erased under scheme B
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FIG. 3. (a) Quantum mutual information, Eq. (6) for scheme C be-
tween S and En (dashed, black) and En−1 (solid, red) for the same
parameters as panel Fig. 2 (b) and with the system initialized in |+〉.
Inset: For comparison we also show the same quantities when the
partial-SWAP operation is used for all collisions as done in Ref. [61].
(b) Quantum mutual information shared between the system and a
fixed environment ancilla [curves starting from left to right] E1, E25,
E100, and E250, against number of steps, n, setting Jx = 2Jy = Jz = 1
and initializing the system in |+〉. Inset: As for the main panel ex-
cept switching off the AA interaction so that the dynamics is fully
Markovian. In all plots each ancilla is initialized in its ground state.
while they are retained under scheme C, and despite this dif-
ference the overall evolution of S remains unaffected. This
confirms that only certain correlations are important in dic-
tating the dynamical features, and therefore non-Markovian
nature, of the system’s evolution. In the considered setting,
where the environment is restricted to nearest neighbor inter-
actions, the correlations shared between the system, S and en-
vironment ancillas En and En+1 completely characterize the
open dynamics. All other correlations, i.e. those shared be-
tween S and Ei for n > i ≥ 1, are irrelevant. This can be
seen from panel (b) where we fix an ancilla and assess the
MI shared between it and the system during the ensuing dy-
namics. Clearly there are correlations present long after the
ancilla has interacted with the system, but such correlations
do not affect the open dynamics. Since the ancilla state no
longer changes after all its interactions are over, the change in
the MI is entirely due to changes in the state of S . This behav-
ior is robust to the particular details defining the interactions,
as shown in the insets where we compute the same quantities
when all interactions are a partial-SWAP in panel (a) and even
for the Markovian limit when the AA collisions are switched
off in panel (b).
As we will show by means of an analytic argument in
5Sec. V, the general features shown in Figs. 2 and 3 are generic,
see in particular Eqs. (12) and (14). Furthermore, in the ana-
lytic treatment we also consider interactions beyond nearest-
neighbor, involving multiple systems, showing that this can be
a natural way to introduce a hierarchy of memory effects and
the notion of a memory depth.
V. MARKOVIAN EMBEDDING AND MEMORY DEPTH
We next provide a general framework supporting an effec-
tive description of the open dynamics that, in particular, bet-
ter clarifies the relevance of system-environment correlations
and, most importantly, shows the effectiveness of a Markovian
embedding of the open system under study. Both aspects will
be linked to the characteristic range of intra-environment in-
teractions (here embodied by the range of AA collisions d),
which will be reinterpreted as the memory depth. Such an
effective description holds regardless of dimensionality and
type of coupling of all the involved particles.
We begin by addressing the d = 1 case (nearest-neighbor
AA collisions). Let us first introduce a suitable notation.
The Hilbert spaces of S and the nth environmental ancilla
are called HS and HEn , respectively. We call US En [·] =
UˆS En · Uˆ†S En the unitary map describing the S -En collision and
VEn+1En [·] = UˆEn+1,En · Uˆ†En+1,En the unitary map describing the
En − En+1 AA collision.
Consider the joint Hilbert space of S and En, HS ⊗ HEn ,
and let T (HS ⊗ HEn ) be the set of all physical states therein.
We will consider a collection of completely positive trace pre-
serving (CPTP) maps, i.e. maps which ensure the states are
physical throughout the evolution [1, 71], parametrized by the
discrete index n,
Φn : T (HS ⊗HEn−1 )→ T (HS ⊗HEn ) ,
which sends states in T (HS ⊗HEn−1 ) to states in T (HS ⊗HEn ),
defined as
Φ1[w] = US E1 [w] , (7)
Φn>1[w] = TrEn−1US En ◦ VEnEn−1 [w ⊗ ρEn ] (8)
where w stands for an arbitrary state of S and En−1. Here
ρEn is the initial state of ancilla En [recall that the system and
ancillas start in the factorized state (1)].
We can next introduce a map that returns at step n the joint
state of S and the last ancilla which S collided with as
Φ(n)[w] = Φn ◦ . . . ◦ Φ1[w] (9)
such that ρS E1 (1)=Φ(1)[ρS⊗ρE1 ], ρS E2 (2)=Φ(2)[ρS E1 ] and so
on. Map Φ(n) is manifestly memoryless, according to virtu-
ally all Markovianity criteria proposed in the literature [14],
since it results from the composition of CPTP maps and triv-
ially fulfills Φ(n) = Φ(n − m) ◦ Φ(m) for any 1 ≤ m < n.
We also define the dynamical map of S as ρS (n) =
Λ(n)[ρS (0)], which returns the evolved state of S at each step
n for any given initial state ρS (0). Clearly, if Φ(n) is known
then so is Λ(n) once a partial trace over the last collided ancilla
is taken:
ρS (n) = Λ(n)[ρS (0)] = TrEn Φ(n)[ρS (0) ⊗ ρE1 ]. (10)
Unlike Φ(n), the dynamical map Λ(n) is, in general, non-
Markovian (for instance in the case that AA collisions are full
swaps, see end of Section II). It is however natural to define
this open dynamics as “first-order-Markovian”, in the sense
that, by embedding S into a larger systemS that comprises of
only one additional environmental ancilla, such a redefined
open system S undergoes a fully Markovian dynamics de-
scribed by map Φ(n) [cf. Eq. (9)]. This terminology is intro-
duced by analogy with the corresponding notion in classical
stochastic processes [73].
A stronger memory (in the above sense), called “second-
order-Markovian” accordingly, arises for d = 2 in which case
AA collisions involving three, rather than two, ancillas occur.
As before, the overall dynamics results from the application of
maps describing system-ancilla and AA collisions, the latter
being now described by a tripartite unitary map VEn+2En+1En .
The analogue of Φn [cf. Eqs. (7)-(8)] now sends physical
states of HS ⊗ HEn−3 ⊗ HEn−2 to states of HS ⊗ HEn−1 ⊗ HEn
and is defined as
Φ
(2)
1 [w] = US E2US E1 [w]
Φ
(2)
n>1[w] = TrE2n−2E2n−3US E2nUS E2n−1
◦ VE2n−1E2n−2E2n−3 [w ⊗ ρE2n−1 ⊗ ρE2n ] ,
where w now stands for a state in the tripartite Hilbert space
HS ⊗HE2n−3 ⊗HE2n−2 .
In analogy with Eq. (9), the associated map that returns the
joint state of S and the last two collided ancillas is given by
Φ(2)(n)[w] = Φ(2)n ◦ . . . ◦ Φ(2)1 [w] (11)
such that we obtain ρS E1E2 (1)=Φ
(2)(1)[ρS⊗ρE1⊗ρE2 ],
ρS E3E4 (2)=Φ
(2)(2)[ρS E1E2 ] and so on. Like map (9), this
is still fully Markovian again because it results from the
composition of CPTP maps. The dynamical map of S is
obtained from this as [cf. Eq. (10)]
ρS (n) = Λ(2)(n)[ρS ] = TrE2nE2n−1Φ
(2)(n)[ρS⊗ρE1⊗ρE2 ] .
The obtained transformations {Λ(2)(n)} describe a discrete
dynamics which can be naturally termed “second-order-
Markovian”, since it goes over to a Markovian dynamics by
enlarging the description to include two environmental ancil-
las. This notion can naturally be extended by considering re-
duced dynamics with an arbitrary memory depth d.
The direct connection between memory depth and range of
intra-environmental interactions can easily be seen consider-
ing the following equivalent representation for the “first-” and
“second-order-Markovian” maps
Λ(1)(n)[ρS ] = TrEn...E1US En . . . (12)
. . .US E2VE2E1US E1
ρS ⊗ n⊗
i=1
ρEi
 ,
Λ(2)(n)[ρS ] = TrE2n...E1US E2nUS E2n−1 . . . (13)
. . .US E4US E3VE3E2E1US E2US E1
ρS ⊗ 2n⊗
i=1
ρEi
 .
6It should be noted that the study of memory effects due to in-
teractions involving higher orders of subunits has been con-
sidered by C¸akmak et al in Ref. [63], where it has been
shown that indeed this can lead to a higher degree of non-
Markovianity according to recently introduced measures [16].
A. Effective description via Markovian embedding
Let us first consider the simplest situation where the dynam-
ics can be characterized as “first-order-Markovian” such that
the evolved system state after n steps is given by Eq. (12). Due
to the fact that the initial state is fully factorized and interac-
tions only take place in a pairwise fashion, the transformation
can be arranged in a nested form
ρS (n) = Λ(n)[ρS ]
= TrEnUS En [TrEn−1VEnEn−1US En−1 [ . . .
TrE2VE3E2US E2 [TrE1VE2E1US E1 [ρS⊗ρE1 ]⊗ρE2 ]
. . . ] ⊗ ρEn ] , (14)
This scheme can be pictorially described through the
schematic in Fig. 4 (a). Eq. (14) shows that, in order to fully
describe the open dynamics of S , it suffices to deal with only
three qubits at each step (S and two ancillas), despite correla-
tions are being generated between S and all the ancillas which
S collided with. In particular, the erasure scheme A (see Sec-
tion IV) corresponds to replacing in Eq. (14) US E1 [ρS ⊗ ρE1 ]
with the product of the first marginal with the initial state of
the ancillas, i.e., TrE1 (US E1 [ρS ⊗ ρE1 ]) ⊗ ρE1 (an analogous
replacement being made at subsequent steps). Scheme B in
Section IV instead corresponds precisely to the scheme in
Eq. (14), while scheme C is recovered by postponing the par-
tial trace by one step. To rigorously introduce the notion of
memory depth, an alternative formulation can be considered,
which puts into evidence the existence of a memory ancilla
mediating the interaction between system and environment,
and connects the memory depth to the size of the memory an-
cilla.
Let us first introduce the unitary swap map S1,2, which ex-
changes the state of two systems (having the same dimension)
as S1,2[ρ1⊗ρ2]=Sˆ 1,2 ρ1⊗ρ2Sˆ 1,2=ρ2⊗ρ1 with Sˆ 1,2 ≡ Sˆ †1,2 the
standard swap operator. This fulfills the basic properties
TrE2E1 S1,2[· · · ] = TrE2E1 [· · · ] , (15)
and S1,2 ◦ VE2E1 = VE1E2 ◦ S1,2. The latter identity, if E2
is replaced with an arbitrary ancilla Em, can be written more
generally as
S1,m ◦ VEnEm = VEnE1 ◦ S1,m. (16)
Consider now the reduced system dynamics defined by
ρ′S (n)=TrEn...E1US E1S1,nVEnE1US E1 . . . (17)
. . .S1,3VE3E1US E1S1,2VE2E1US E1
ρS ⊗ n⊗
i=1
ρEi
 ,
where the initial state is again assumed to be given by Eq. (1).
In such a dynamics, the first ancilla E1 works as a “memory”
(a)
(i)
(ii)
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FIG. 4. Schematics of the different equivalent representations of the
open dyanamics of S in the CM of Fig. 1. (a) The system S col-
lides sequentially with the different environmental ancillas, which in
turn interact afterward among themselves. (b) The system always
interacts with the same ancilla (working as a memory), which in turn
sequentially collides with the other ancillas.
in the following sense: The system begins by colliding with
E1 (memory) according to the mapU. The memory then col-
lides with the next ancilla E2 via map V, which is followed
by a swap S on E1 and E2, as shown in Fig. 4 (b). The se-
quence is then iterated, so that the system at each step directly
interacts with the memory E1 only, while E1 collides succes-
sively with the remaining ancillas one at a time according to
the effective collision map S1,n ◦ VEnE1 . We next prove that
the open dynamics defined by Eq. (17) coincides with the dy-
namical map (14).
Using Eq. (16), we can move all swap operators to the left
in Eq. (17) and update indexes accordingly as
ρ′S (n) = TrEn...E1 S1,nUS EnS1,n−1VEnEn−1US En−1 . . .
. . .S1,2VE3E2US E2VE2E1US E1
ρS ⊗ n⊗
i=1
ρEi
 .
We next move each partial trace TrEm for 2 ≤ m ≤ n − 1 to the
right until it meets a map acting on Em, thus obtaining
ρ′S (n) = TrEnE1S1,nUS En TrEn−1 S1,n−1VEnEn−1US En−1 . . .
. . .TrE2S1,2VE3E2US E2VE2E1US E1
ρS ⊗ n⊗
i=1
ρEi
.
This expression suggests that indeed to match the exact re-
duced dynamics at most correlations within a three-qubit sys-
tem needs to be taken into account. With the help of Eq. (15)
we can now recursively get rid of the swap operations so as to
7end up with
ρ′S (n) =TrEnUS EnTrEn−1VEnEn−1US En−1 . . .
. . .TrE2VE3E2US E2 TrE1VE2E1US E1
ρS⊗ n⊗
i=1
ρEi

= TrEn...E1US En . . .VE2E1US E1
ρS ⊗ n⊗
i=1
ρEi
 ,
which coincides with Eq. (14) thus identifying ρ′S (n) and
ρS (n). This concludes the proof.
The dynamical map Λ(n) in Eq. (17), which describes the
open dynamics of S , thus admits the equivalent representation
(12). Note that the above equivalence holds regardless of the
form of all the involved collision maps, the initial states of the
ancillas, as well as the dimensionality of S and ancillas.
As discussed, considering interactions involving a larger
number of ancillas (i.e., d > 1) stronger memory effects can be
featured in the framework of collision models [63]. This situa-
tion can also be reformulated considering a memory of higher
dimensionality, whose size is associated to the memory depth,
acting as mediator between system and environment. To this
aim let us come back to the evolution described by Eq. (13).
In this case one can consider an equivalent dynamics such that
S is repeatedly interacting with two environmental ancillas,
which mediate the coupling to the environment by undergo-
ing collisions with ancillas. Indeed, in analogy with Eq. (17),
the dynamics defined by
ρ
′′′
S (n) = TrE2n...E1US E2US E1S2,2nS1,2n−1VE2n−1E2E1 . . .S2,6S1,5VE5E2E1US E2US E1S2,4S1,3VE3E2E1US E2US E1
ρS ⊗ 2n⊗
i=1
ρEi
 ,
(18)
can be shown to be equivalent to Eq. (13). Therefore, also for
“second-order-Markovian” dynamics described by the maps
{Λ(2)(n)} one can consider an equivalent representation of the
dynamics by means of a memory whose size is determined by
the memory depth. A similar approach can be used for arbi-
trary d. At this point we remark on the requirement for S to
interact with the whole memory before the intra-environment
collisions take place. If in Eq. (4), d-ranged AA collisions oc-
curred after every single S -Ei collision, it would remain true
that the memory depth, i.e. the relevant correlations to the
dynamics, would reside within the last d ancillas the system
interacted with. However, such a setting does not allow us to
exploit the swap operation to ensure the system only interacts
with the same ancillas throughout its entire dynamics.
VI. RELEVANT CORRELATIONS: THERMODYNAMICS
A. Entropy
The previous two sections showed that if one aims at de-
scribing the, in general, non-Markovian open system dynam-
ics, then only correlations between the system and a bath por-
tion as large as the range of intra-environment interactions
needs to be accounted for. One may wonder if this or a suit-
ably adapted property holds in the characterization of the ther-
modynamical features, a task for which CMs are increasingly
used [3].
For the sake of argument, we will refer to a CM featur-
ing only nearest-neighbor AA collisions, corresponding to
a “first-order-Markovian” process as described by Fig. 1,
Eq. (12), and explicitly considered in Sec. IV. We will focus
on the behavior of entropic quantifiers related to irreversible
entropy production (as explained shortly) and, in the last part,
heat flux.
Let S S be the von Neumann entropy of the system, S S =
−Tr(ρS log ρS ). Exploiting the properties of the relative en-
tropy, similarly as in Ref. [74], the dynamical change of S S
can be expressed in terms of system-environment correlations,
changes in the environment’s state as well as heat exchanged
between system and environment. Indeed, after some manip-
ulation, the change in the von Neumann entropy of S ,
δS S (n)=S S (n) − S S (0) (19)
can be exactly decomposed as
δS S (n) = IS E(n) − IS E(0)︸             ︷︷             ︸
Scorr
+ S (ρE(n)|ρE(0)) − S (ρE(0)|ρE(0))︸                                    ︷︷                                    ︸
Senv
+ TrE(ρE(n) − ρE(0)) log ρE(0)︸                               ︷︷                               ︸
Q
= Scorr + Senv + Q (20)
where S (ρ|σ) = Trρ(log ρ − logσ) is the relative entropy. In
particular, for ρE(0) = e−βHˆE/Tr(e−βHˆE ), i.e. a Gibbs state, the
third heat-like term is given by
Q = −β(〈HˆE〉n − 〈HˆE〉0). (21)
In the standard separation of terms of entropy production [75],
which calls for a connection to a thermodynamic viewpoint,
the contribution Scorr + Senv is usually interpreted as the irre-
versible entropy production. As shown by Eq. (20), this is re-
lated to the establishment of system-environment correlations
and changes in the environmental state [74]. The third con-
tribution in Eq. (20) embodies instead the reversible entropy
production, associated to the heat exchanged with the environ-
ment [cf. Eq. (21)]. Note that the sum of the last two contri-
butions can also be seen as (minus) the variation of the envi-
ronment entropy over the given time interval, namely δS E(n).
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FIG. 5. (a) Simplified CM featuring only two ancillas (with which S
interacts successively and iteratively): change in entropy, δS S against
the number of steps n, determined using Eq. (19) (solid, colored)
and Eq. (20) (dashed, black). We fix the S initial state to be |1〉
and the ancillas in |0〉. (b) We plot the three different contributions
entering into Eq. (20). We assume all collisions are partial-SWAPs
with weak S -En collisions, JτS A = 0.05, and strong AA collisions
with JτAA = 0.95 pi2 .
To illustrate the behaviour of the three entropic terms in
Eq. (20) and how they combine to give the entropy change
of S Eq. (19), let us first consider a greatly simplified colli-
sion model, where the environment consists of only two qubits
which the system collides with sequentially. Thus, the situa-
tion is similar to Fig. 1 if we restrict the environment to con-
sist of only ancillas E1 and E2 which S iteratively interacts
with, neither of which is ever traced over nor any correlations
shared between the three qubits is ever discarded. In Fig. 5 (a)
we show the change in entropy evaluated using Eqs. (19) and
(20), where we have arbitrarily fixed the initial state of the
environment ancillas to be in their respective ground states
and assume the partial-SWAP operation for the collision in-
teractions. The three components of Eq. (20) are plotted sep-
arately in panel (b), showing in particular that Scorr and Senv
are strictly positive, in line with their association to the irre-
versible entropy production. As expected, the sum of Scorr(n),
Senv(n) and Q(n) matches δS S (n).
Now consider the non-Markovian CM of Fig. 1 with
nearest-neighbor AA collisions which, as exhaustively
demonstrated in Secs. IV and V, showed that retaining cor-
relations between S and two ancillas at each step is enough to
fully capture the open dynamics and, in particular, the degree
of non-Markovianity. In light of Fig. 5 one can thus won-
der whether by replacing the entire environment with only the
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FIG. 6. CM with nearest-neighbor AA collisions: change in en-
tropy δS S (n) evaluated using Eq. (19) (top-most, orange), and us-
ing Eq. (20) for erasure schemes B (bottom-most solid black) and C
(dashed, red) in the case of strong AA collisions with JτAA = 0.95 pi2
(a) and in the absence of AA collisions (b) . We assume the system
is initially in its excited state |1〉 and the environmental subunits are
initially in their ground states. Throughout we assume all collisions
are partial-SWAPs with weak S -En collisions, JτS A = 0.05. Insets
show the behaviour in the first 50 steps.
few relevant ancillas to the dynamics at each step in Eq. (20),
the system’s entropy change Eq. (19) is again retrieved. This
does not occur (not even approximately) as shown in Fig. 6
(a) where we compare the behavior of δS S (n) and (20) for
the erasure scheme B (lower black), where two ancillas and
their correlations are stored at each step, and C (dashed red)
where three ancillas are retained at each step. Clearly in the
very short-term dynamics the curves align closely, however
large discrepancies quickly emerge. This discrepancy is not
restricted to non-Markovian environments, but occurs even if
memory effects are fully absent. This can be seen from Fig. 6
(b) where AA collisions are switched off, so as to retrieve a
fully Markovian situation, showing again a large discrepancy
between Eqs. (19) and (20). Thus, it is clear that scheme A
also exhibits a large discrepancy qualitatively similar to Fig. 6
(results not shown).
These results strongly indicate that, while only correlations
between the system and a portion of the bath are relevant for
the open dynamics, the description of thermodynamical prop-
erties generally demands to account for correlations with the
entire environment.
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FIG. 7. Behavior of heat flux Q˙S (blue line) and time-derivative
of the trace distance between the evolution for initial systems states
{|0〉 , |1〉} (red). We consider a CM with nearest-neighbor AA partial-
SWAP collisions corresponding to JτAA = 0.95 pi2 and weak system-
ancilla collisions such that JτS A = 0.05. We assume each ancilla to
be initially in a Gibbs state with inverse temperature β = 1.
B. Heat flux and non-Markovianity
For other thermodynamic quantities, exceptions to the
above general framework may occur for energy-preserving
system-environment couplings [48, 51], for instance the
Heisenberg interaction [i.e., for Jx = Jy = Jz in Eq. (2)]. In
such cases, the heat exchanged by the system fulfils QS =
−QE , where QS = Tr
[
HˆS (ρS (0)−ρS (n))
]
while
QE =
∑
n
Tr
[
HˆE
(
ρEn − ρ˜En
)]
, (22)
where ρEn (ρ˜En ) is the state of the nth ancilla before (after) it
has interacted with the system.
The behavior in time of the heat flux, Q˙S , is generally non-
monotonic if memory effects are present [48, 51] as shown
in a paradigmatic instance in Fig. 7. In the same figure, we
plot the behavior of the trace distance for the initial pair of
states of S {|0〉 , |1〉}. In this instance a relationship emerges
between heat flux and the trace distance: their behaviors are
perfectly aligned with one-another, i.e., a non-monotonic be-
havior of the heat flux is commensurate with the on-set of a
non-Markovian dynamics (this can be found with any choice
of initial system states except the steady state).
This feature provides a thermodynamic interpretation of
non-Markovianity as quantified by information back flow [16]
in the case of energy-preserving system-environment interac-
tions. This is because in such cases information flow between
the system and environment is always accompanied by energy
exchange.
VII. CONCLUSIONS
In this work, through a collision-model-based approach,
we investigated the relevance of system-environment corre-
lations in connection with the possibility to embed the sys-
tem’s non-Markovian dynamics into a Markovian one once
the system is extended so as to include a suitably sized bath
portion. We considered a simple collision model where the
bath is made out of a large collection of ancillas, which the
system successively collides with. A memory mechanism is
enabled by the occurrence of collisions between the environ-
mental ancillas so as to make the system dynamics generally
non-Markovian. Such models allow to study the relevance
of correlations by analyzing how the dynamics is affected by
the erasure of correlations between the system and environ-
mental ancillas. We reviewed and generalized the results of
Ref. [61], showing that only correlations between the system
and a bath portion as large as the range of intra-environmental
interactions matter to the open dynamics, in particular the de-
gree of non-Markovianity. Building on this, we presented a
general framework supporting an effective description of the
open dynamics. This shows, in particular, how to construct
a Markovian embedding for the system dynamics depending
on the range of intra-environmental interactions by introduc-
ing the notion of memory depth. Additionally, we provided
evidence that, at variance with open system dynamics, even
in a fully Markovian situation and irrespective of the range of
intra-environmental interactions, all system-environment cor-
relations are generally relevant to the description of thermo-
dynamical quantities such as entropy production. Exceptions
can however occur for energy-preserving system-environment
interactions, in which case we showed that one can give a ther-
modynamical interpretation in terms of heat flux of the well-
known non-Markovianity indicator based on information back
flow [16].
As our analysis has focussed on quantum dynamics de-
scribed by a certain class of CMs, we finally address the
generality of our conclusions. While any Markovian (CP-
divisible) open dynamics can be reproduced through a suit-
ably defined CM, it is not as yet known whether the analo-
gous property holds for arbitrary non-Markovian dynamics,
although it was shown this is the case in some paradigmatic
instances [29, 31, 68]. Much of the spirit of our study comes
from quantum thermodynamics, where CMs are becoming a
popular tool to answer conceptual questions that require some
knowledge of the bath dynamics. The class of non-Markovan
CMs considered here is conceptually significant in that it en-
joys at once two usually demanding properties [27, 65]: it
leads to a reduced master equation for the system that, like
the Lindblad master equation, is ensured to be completely
positive. However, in sharp contrast to the Lindblad master
equation, this master equation is able to capture strong non-
Markovian behaviour. The work presented here, in particu-
lar Sec. V, thus serves as a significant case study. Its formal
extension, and in particular of the intuitive notion of mem-
ory depth, to more general non-Markovian dynamics, start-
ing from non-Markovian CMs that rely on different memory
mechanisms, is a task for future investigations.
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