The Weyl integration model presented by An and Wang can be effectively used to reduce the integration over G-space. In this paper, we construct an especial Weyl integration model for KAK decomposition of Reductive Lie Group and obtain an integration formula which implies that the integration of L 1 -integrable function over reductive Lie group G can be carried out by first integrating over each conjugacy class and then integrating over the set of conjugacy classes.
Introduction
For a compact connected Lie group G, the classical Weyl integration formula (e.g. ref.
Knapp [1] ) indicates that an integration of any continuous function over G can be reduced to one over its maximal torus. That is to say the integration can be carried out by first integrating over each conjugacy class and then integrating over the set of conjugacy classes.
Then for a general Lie group, how to reduce the integration of functions over it ?
In Helgason [2] , the author presents some integral formulas related to the Cartan, Iwasawa and Bruhat decompositions for semisimple Lie groups. In this paper, we will use the Weyl integration model, which is first introduced by An and Wang in [3] and can be used to generalize the reducing integration idea to integrations over G-spaces, to obtain an integral formula for KAK decomposition of reductive Lie groups. It is worthy of indicating that this reducible idea of integrations can be effectively used to calculate the eigenvalue distribution of random matrices in random matrix ensemble theory. But here we do not plan to study those applications in random matrix theory.
Let G be a Lie group, X a G-space, Y a imbedding submanifold of X and σ the Gaction on X. Suppose that dx, dy and dµ are proper invariant measures over X, Y and G/K respectively. The Weyl integration model (see section 2 for its details) is a system G, σ, (X, dx), (Y, dy), (G/K, dµ) satisfying some proper conditions (see (7)-(9)). Indeed, for a Weyl integration model, the following formula holds for all f ∈ L 1 (X, dx),
where J ∈ C ∞ (Y ) and d is the multiplicity of the model. That is to say that the integration over a G-space X can be converted to the integration by first integrating over each orbit and then integrating over the orbits space Y . Moreover, under some orthogonal conditions, J(y) can be effectively calculated, i.e. there is a constant C such that
where Ψ y is a mapping induced by G-action σ (see (11)).
In this paper, we will construct a Weyl integration model K×K, σ, (G, dg), (A, da), (K× K) M, dµ . The meanings of its members are as follow. G is a reductive Lie group with Lie algebra g. Let θ be the Cartan involution on g. g = k ⊕ p is the Cartan decomposition of g, where k and p are the +1 and −1 eigenspaces of θ respectively. Let K be the associated maximal compact subgroup of G with Lie algebra k.
Let a be a maximal abelian subspace of p. Set A = exp(a), then A is a closed subgroup of G. It is known that G = KAK in the sense that every element in G has a decomposition as k 1 ak 2 with k 1 , k 2 ∈ K and a ∈ A.
To consider the following group K × K-action
Let
Then the K × K-action σ can be naturally reduced to a map ϕ, i.e.
Let dg, da be the Haar measures on G and A respectively. There has a K × K-
Then we can prove that
is a Weyl integration model with finite multiplicities. Thus by (1), we obtain an integral formula (see theorem 2.6 for details) which reduces the integration over reductive Lie group G to one first over (K × K) M and then over its subgroup A. Moreover, by (2), we can calculate that the according J(y) has the following formula
where a = e H , H ∈ a, β λ is the dimension of the restricted root space g λ with respect to the restricted root λ in the positive restricted root system Σ + and C is a proper constant. By comparison, it is formally analogous to the integration formula for Cartan decomposition of noncompact semisimple Lie groups (see [2] ).
The structure of the paper is as follow. In section 2, we briefly introduce the Weyl integration model and the Restricted root system and KAK decomposition for a reductive Lie group. The main results of the paper are presented at the end of this section. In section 3, we prove the main results.
Preliminaries and Main Results

Weyl integration model
In this subsection, we briefly introduce the Weyl integration model. One may refer to [3] for details.
Let G be a Lie group which acts on a n-dimensional smooth manifold X. The action is denoted by σ : G × X → X. Let dx be a G-invariant admissible measure on X. Y is an imbedding submanifold of X. Suppose that there is an admissible measure dy on Y , and
In the following text we suppose that
which is called the transversal condition.
The G-action σ : G × X → X can be reduced to a map ϕ :
σ(g, y) and furthermore to a map which is still denoted by ϕ, i.e. ϕ :
restriction. By the above assumption, ϕ is surjective. Suppose that there is a G-invariant
Proposition 2.1. Suppose the conditions (7), (8) and (9) hold, then ϕ :
Let G, X, Y, K, σ, ϕ, dx, dy, dµ be the above objects. A Weyl integration model is a system
, in which we can choose X 0 such that the map ϕ : 
Let s be a linear subspace of the Lie algebra g of G, such that g = k ⊕ s, where k is the Lie algebra of K. Then s can be identified with the tangent space
in a natural way:
By the transversal condition (8), the tangent map dϕ :
It can be proved that (see [3] )
where Ψ y : s → T y O y is given by
Suppose that there is a Riemannian structure on X such that the following orthogonal condition holds
Let dx and dy are the Riemannian measures on X and Y respectively. Then there is a constant C such that Now let G is a reductive Lie group with Lie algebra g. Let a be a maximal abelian
A nonzero λ ∈ a * is called a restricted root of g if g λ is nonzero. Accordingly g λ is called a restricted root space. The set of restricted roots is denoted by Σ and Let Σ + be the set of positive restricted roots.
Reflections in the restricted roots generate the Weyl group W (Σ) of Σ. Denoted by N K (a) and Z K (a) the normalizer and centralizer of a in K respectively, then the Weyl group W = N K (a) Z K (a) and the Lie algebras of N K (a) and Z K (a) are m = Z k (a).
The restricted root space g λ satisfies the following basic properties Proposition 2.3. (see [1] )
(ii) [g λ , g γ ] ⊂ g λ+γ and if λ = γ, then g λ ⊥ g γ in the sense of B.
(iii) θg λ = g −λ , so if λ ∈ Σ, then −λ ∈ Σ.
(iv) g 0 = a ⊕ m orthogonally.
Let A = exp a. For any reductive Lie group G, it has the following decomposition with k 1 , k 2 ∈ K and a ∈ A. In this decomposition, a is uniquely determined up to conjugation by a member of W . If a is fixed as exp H with H ∈ a and λ(H) = 0 for all λ ∈ Σ, then k 1 is unique up to right multiplication by a member of Z K (a).
Main result
Now let us present the main result of the paper. Let (G, K, θ, B) be any reductive Lie group. Let dg and da be the left-invariant measures on G and A respectively corresponding to the Riemannian structure induced by B and dµ a K ×K-invariant measure on (K ×K)/M , where the set M are defined by (4). 
where J(a) has the formula (6).
Proof of Main Results
In this section, we will prove the main results by constructing a Weyl integration model and using the theorem 2.2. Now Let (G, K, θ, B) be any reductive Lie group. a, A, m, Σ, Σ + and W are defined in the above section. We come to consider the G-action σ defined by (3) and its reduced map ϕ defined by (5). Let A ′ be the set of regular elements in A and G ′ = KA ′ K. It naturally has the following map by restriction of ϕ, which is still denoted by ϕ.
= e, i.e.
(ii) By the conclusion 1, it is the direct corollary of theorem 2.4.
By the definition of reductive group, the invariant bilinear B determines an inner product on p, and −B determines an inner product on k. We write b = a ⊥ in p, and l = m ⊥ in k.
By proposition 2.3, it is obvious that
For all λ ∈ Σ + , we choose a normal orthogonal basis {ξ λ,1 , · · · , ξ λ,β λ } in g λ , where β λ = dim g λ which may be larger than one. Then for all ξ λ,j , we have
Indeed, (ξ λ,j + θξ λ,j ) λ ∈ Σ + , j = 1, · · · , β λ composes of a basis of l and (ξ λ,j − θξ λ,j ) λ ∈ Σ + , j = 1, · · · , β λ a basis of b. Then we get
Therefore,
So ϕ is a map between the same dimension manifolds.
(ii) The following set is composed of a basis of T a O a ,
Proof. (i) Note that T a O a is exactly the set composed of those tangent vectors of the smooth curves exp(tζ 1 ) · a · exp(−tζ 2 ) at t = 0 by the definition of orbit O a , where (ζ 1 , ζ 2 ) ∈ (k, k) and t < |ε|. But
Hence the conclusion is obtained.
(ii) Now suppose that {η 1 , η 2 , · · · , η m } is a basis of m and denote ξ ± λ, j ≡ ξ λ,j ± θξ λ,j . By k = m ⊕ l, the following set is composed of a basis of (k, k),
and (22), it can be calculated that
Thus by the first conclusion (i), the set F is exactly composed of a basis of T a O a .
Then by (19),
(ii) By (28), it is directly obtained that
Proof of theorem 2.5. By Lemma 3.1-3.3, proposition 2.1 and the definition of Weyl integration model, it is obvious.
Proof of theorem 2.6. By theorem 2.2 and 2.5, it only needs to calculate J(a) in (3). It is obvious that T a A ⊥ T a O a for any a ∈ A ′ . Then by the second conclusion in lemma 3.3
and (13), we need to consider the map
Note that the tangent space T [(e,e)] (K × K) M of (K × K) M at its unit element
[(e, e)] is exactly isomorphic to It is completely analogous to the calculation in (22) and (24)-(27), then we obtain
Ψ a (ξ 
Ψ a (0, ξ
Thus by the second conclusion in lemma 3.2 and the invariance of those chosen measures, there is a constant C such that
It completes the proof of theorem 2.6.
