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Но Google содержит многочисленные фильтры. Эти фильтры призваны снижать релевантность сайтов или блокировать их из-за плохой структуры или верстки (сайт должен адекватно отображаться на любых цифровых устройствах). То есть сайт может содержать полезную информацию, но будет заблокирован по одной из вышеуказанных причин. Например, алгоритм «Панда», главной целью которого является повышение качества результатов поиска, который был запущен 23 февраля 2011 года. Какие именно факторы учитывает Панда при ранжировании сайтов, наверняка не знает никто. Поэтому лучше всего сфокусироваться на создании максимально интересного и полезного сайта[12].В заключении необходимо ещё раз отметить, что обе поисковые системы имеют свои недостатки, но даже несмотря на это, они занимают лидирующие позиции в Интернет пространстве. Они смогли создать возможности, которые позволяют пользователям наиболее простым способом находить необходимую информацию, и в это время быть защищенными от различного вида вирусов и угроз. Именно благодаря этому они стали самыми популярными поисковыми системами, используемыми в мире.
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В связи с развитием автоматических систем человечество находится в поиске удобных средств взаимодействия между техническими средствами и человеком. Так как устная речь является одной из наиболее естественных для человека форм информационного обмена, то одним из актуальных направлений в области информационных технологий является разработка систем, предназначенных для идентификации человека по голосу. Такая технология позволит определить человека по голосу, подтвердить его личность, разграничить доступ к физическим объектам и информационным ресурсам.Основной проблемой идентификации диктора, как и любой задачи классификации, является выбор признаков, характеризующих особенности речевых сигналов. Существующие методы используют в качестве признаков, способных описать индивидуальность голоса говорящего, мел - кепстральные коэффициенты (которые вычисляются по огибающей спектра, полученного через преобразование Фурье) и коэффициенты линейного предсказания (отражающие передаточную функцию речевого тракта). Но использование таких признаков не всегда эффективно, т.к. лишь около 1% процента объема потенциальных пользователей удовлетворено эффективностью коммерческих систем распознавания диктора [7, с. 2], что может быть связано с тем, что предложенные методы не учитывают свойства речевых сигналов.
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Субполосный подход является адекватным подходом к обработке речевых данных, так как 
учитывает основное свойство речевых сигналов, а именно концентрацию энергии сигнала в достаточно 
узком диапазоне частот [3, 82 с]. В рассматриваемом субполосном подходе свойства речевых сигналов 
соотносятся с разбиением оси частот на интервалы конечной ширины в соответствии с рисунком 1.
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Рисунок 1 -  Разбиение оси частот на частотные интервалы
В соответствии с рисунком 1, r - номер Qr - того частотного интервала, сог - середина Qr - того 
частотного интервала; (Q1r, Q2r) - границы Qr - того частотного интервала.
Основным инструментом субполосной обработки является соотношение для вычисления части 
энергии P (х), сосредоточенной в Qr - ом частотном интервале:
Pr (х) = ^  | Ж 2 d ® .2 л
где X(со) - трансформанта (спектр) анализируемого отрезка сигнала,
Qr - составной интервал оси нормированных частот.
Qr =[-Qr1,-Qr2 )^ [Qr1, Qr2), 0 ^ Qr1 <Qr2  ^л
(1)
(2)
Разбиение частотной полосы происходит в соответствии с рисунком 1 на (R +1) непересекающихся 
частотных интервала, ширины которых определяются соотношениями (3) и (4):
А®0 = л/(2R +1), 
где А®0 - ширина Q0 - ого частотного интервала.
А о г = (Qr2 ~ Q r1 V 2 ,
где А® - ширина Qr - ого частотного интервала, r = 1, R .
(3)
(4)
В рамках данной работы используется полученное в монографии [4] соотношение для определения 
части энергии в субполосе с использованием набора субполосных матриц (5):
Pr (х) = xArx T ,
где Ar = {агл } , i, l  = 1, N  - субполосная матрица для Qr - того частотного интервала [1,2,4,5].
(5)
Задача идентификации диктора заключается в определении по образцу голоса, кому из ранее 
зарегистрированных пользователей принадлежит данных образец.
Процедура идентификации происходит следующим образом: каждый из интересуемых дикторов 
регистрируется в системе идентификации посредством предоставления образца своего голоса -  отрезка 
речевого сигнала, соответствующего произнесённому диктором слову или фразе. На основе отрезков 
речевых данных, которые являются цифровым представлением речевых сигналов, производится обучение 
системы идентификации, а именно из каждого отрезка извлекаются устойчивые информативные признаки. 
Под устойчивыми признаками понимаются такие, которые обладают свойством инвариантности к 
неизменным условиям и при этом меняются от диктора к диктору. Под информативными признаками будем 
понимать те, которые содержат всю необходимую информацию для решения поставленной задачи. Эти 
признаки хранятся в памяти вычислительного устройства, тем самым формируя базу данных дикторов.
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В качестве устойчивых информативных признаков в субполосной идентификации дикторов 
используется огибающая распределения энергии сегмента сигнала, с учётом того свойства, что 
распределения энергии одинаковых фонем, произнесённые разными дикторами, различны. Процесс 
сегментации рассмотрен в работе [7, с. 540].
Таким образом, процесс идентификации диктора выглядит следующим образом:
1) Речевой сигнал диктора, проходящего процедуру идентификации и речевой сигнал диктора, с 
которым происходит сравнение, делятся во временной области на сегменты. При этом количество сегментов 
не обязательно должно совпадать.
Врчыя. отсчеты
А Б
Рисунок 2 - Сегментация речевого сигнала пользователя, проходящего процедуру идентификации (А) и
речевого сигнала диктора, хранящего в базе (Б)
2) Для каждого сегмента вычисляется распределение энергии.
3) Для каждой пары векторов распределения энергий записей находится коэффициент корреляции
rjp и заполняется матрица R  = {v }, где i = 1, W , j  = 1, K , W  - количество сегментов, на которые делится
речевой сигнала пользователя, проходящего процедуру идентификации, K  - количество сегментов, на 
которые делится речевой сигнала диктора, хранящего в базе.
4) Для каждой строки матрицы R  = {rij j находится максимальный элемент R = (r ,...,r ■ ,...?w_ j).
5) Вычисляется коэффициент соответствия двух речевых сигналов:
j=1
(6)
где А  - коэффициент соответствия (мера близости);
R = (г , . . . / } ,...?W-1) - максимальные значения коэффициентов корреляции rJp для сегментов.
6) Коэффициент соответствия А  вычисляется для каждого речевого сигнала дикторов, хранимым в 
базе. Если всего в базе имеется ZZ  записей, соответствующих разным реализациям произношения 
"идентификатора" разными дикторами, то при сравнении записей пользователя, проходящего процедуру
идентификации, и зарегистрированного в базе диктора, получим AA = (A  , . Д  ,...A zz  ) .
Окончательное принятие решение происходит по максимальному значению А  :
A ns = arg шах(Д.) , i = 1, Z Z  (7 )
i
Проведенные сравнительные эксперименты свидетельствуют о том, что эффективность 
предложенного метода субполосного распознавания диктора выше, чем у методов, использующих 
кепстральное представление [6, c. 77]. Но при увеличении базы данных, вероятность правильной 
идентификации диктора значительно уменьшается. Поэтому проводятся дальнейшие исследования по 
улучшения представленного алгоритма.
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Аннотация. В работе проведено сравнительное исследование методов выделения фона на видеоизображения. Были рассмотрены методы и алгоритмы выделения фона на основе межкадровой разницы и попиксельного вычисления медианы по оси времени. Представлено сравнение данных методов, определенны их преимущества и недостатки.
ВведениеВыделение фона является важной прикладной задачей выделения объектов, во многих практических применениях. Под выделением объектов в данной работе понимается процедура разделения областей кадра по семантическому значению с целью сортировки на более и менее семантически значимые. Это определение составлено для создания контраста с определением сегментации - процедурой разделения изображения на области по яркости или иным низкоуровневым признакам. Результат сегментации совпадает с результатом выделения только, если объекты однородно окрашены по всей площади. [1]
Рисунок 1 - Пример работы фильтра предварительной обработки перед сегментацией кадра
Результат последующей сегментации будет семантически неверным, поскольку определение границ на последующем этапе будет неправильным.Для ускорения загрузки в память, возникает необходимость уменьшения количества объема занимаемого кадром памяти (веса изображений), для этого семантически значимым объектам присваивается
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