Embedded system design realization of non uniformity correction algorithm is proposed in this paper. The correction algorithm is presented to correct fixed pattern noise. The algorithm has been tested on actual Infrared data with different levels of simulated non-uniformities and on data with actual non-uniformities. The results show that the images are practically free from nonuniformities.
INTRODUCTION
Scene-based non uniformity correction and its embedded implementation is proposed in this paper. An infrared focal-plane array is a sensing device used in infrared imaging systems. The IRFPA is a matrix of X × Y photo detectors, or pixels that allows the sensor to collect infrared radiation. A problem with this technology is the non uniformity noise exhibited by the sensor. Such noise due to pixel-to-pixel variation in the photo detectors' response considerably degrades the quality of IR images. It results in a noise pattern that is superimposed on the true image. Therefore, before applying any pattern recognition algorithm to infrared imagery, some type of non uniformity noise compensation has to be performed on the images. Due to the thermal instability of the IRFPA, the non uniformity noise drifts with time. To solve for the non uniformity problem, a large number of non uniformity correction techniques have been developed and reported in the literature. Scene-based NUC techniques compensate for the non uniformity noise and do not require any kind of calibration technique. The spatial and temporal non-uniformities in infrared focal plane array (IRFPA), which is called as fixed pattern noise, results a slowly varying pattern on the thermal image thus degrading the resolving capabilities of thermal imaging system considerably [3] [8] [9] . This is called as fixed pattern noise and it degrades the temperature resolving capabilities of thermal imaging system considerably. Furthermore, this fixed pattern noise is not actually fixed but varies with environmental conditions [5] .
LITERATURE SURVEY
To perform the fixed pattern noise correction there are mainly two types of techniques, namely scene-based [1] [2] [4] and calibration-based techniques [6] . The scene-based techniques generally use an image sequence and rely on the scene parameters like motion or change in the actual scene. [1] [2] [4] . The most common calibration based technique is two-point calibration method, [6] in which FPA is calibrated at two distinct and known temperatures using a uniformly calibrated target such as black body. The gain and the bias of the FPA are calibrated across the focal plane array so that FPA produces a uniform and radiometrically accurate output at these two reference temperatures. However, this method requires halting of the operation of the system and results large residual nonuniformities away from the reference calibration temperature.
PROPOSED WORK
The proposed method is applied on each pixel in every frame and corrects both the additive and multiplicative types of fixed pattern noise. The algorithm can be easily implemented and a FPGA based implementation methodology is presented. [8] [9] The algorithm has been tested on the actual infrared (IR) data with simulated non-uniformities and IR data with actual nonuniformities. Root mean square error (RMSE) is defined as parameter to measure the performance of the algorithm and the results of the implementation are presented. The infrared focal plane array sensor response is usually modeled as a first order linear relationship between the input irradiance and the detector output. For the (i j) th detector element in the FPA the readout signal corresponding to the (i, j) th pixel of the FPA in nth frame is given as [1] [2] [4] [6] . This method relies on the assumption that both gain and offset non uniformities do not vary significantly from one image frame to another and thus can be treated as random variables.
where Xli,j(n) and X2i,j(n) are respectively the gain and offset nonuniformities associated with the (i, j) th pixel in the FPA. Ri,j. is the irradiance received by the (i, j)h detector pixel. The term η T is the state vector comprising gain and offset non-uniformities in K th state. Wk is the driver noise = [W1k, W2k] T and ηk is the readout noise. Φ k is the transition matrix relating the present state vector to the next state and Hk is the observation matrix. The observation matrix can be defined in multiple ways such as average of the input scene; average of the dynamic range of the input data etc. In the present paper Hk is calculated by taking the median of the input scene using a 3 x 3 window during initialization. The gain and offset parameters can be recursively computed using the following equations 
The next state and covariance are updated for every pixel in each frame as given below:
P1-ij = P1ij
(13)
In order to execute the state estimator, initial conditions for error covariance and initial state estimate are needed. A scene based methodology for the automatic estimation of initial parameters for gain and bias is used. The first 256 frames are used to compute the mean and variance of gain and offset respectively and the variance of the read out noise for each pixel using difference method. [7] These parameters are used to initialize the Kalman filter.
RESULTS
The proposed method is tested on the IR data with simulated and the real non-uniformities. Multiple sets of infrared sequences were captured with a 320 x 240 elements InSb focal plane array (FPA) based cooled thermal imaging system operating in 3-5 µm wavelength regions. First types of image sequence were collected which are already calibrated with 2-point non-uniformity calibration technique. An image sequence of 2000 frames was captured and different levels of gain and offset non-uniformities were added to these image sequences. An image sequence having 2000 frames with actual fixed pattern noise was also captured. The performance of the algorithms were defined by the performance parameter root mean square error (RMSE) averaged over the all detectors, which is defined as
where l * m is the total number of rows and columns of the FPA Xij c (n) is the corrected output and Xij (n) is the actual output. An infrared image sequence already calibrated with 2-point nonuniformity correction techniques having 2000 frames was taken. This image sequence was used to generate two image sequences with simulated non-uniformities. First image sequence was generated by adding offset non-uniformities having mean and standard deviation 0 and 15 respectively and gain non uniformities having mean and standard deviation 1 and 0.1 respectively. The second image sequence was generated by adding offset non-uniformities having mean and standard deviation 0 and 15 respectively and gain non uniformities having mean and standard deviation 1 and 1 respectively. A temporal noise with standard deviation of 0.01 was also added in both sequences. The proposed algorithm was implemented on these sequences in MATLAB. Figures 1 and 2 shows the 500th frame of the two sequences with Nonuniformity and after correction respectively. The proposed method was also tested on the IR data with actual non-uniformities. Figure 3 & 4 shows the 500th frame of the image sequence with non-uniformities and after Nonuniformity correction.
Fig. 3 (a) 500th Real Image Frame with non-uniformity
The performance parameter RMSE was calculated for both the sequences and figure 5 shows the variation of RMSE with respect to number of frames for the above two sequences. It can be seen from the above results that the images are almost free from non-uniformities after 200 frames. The error covariance is almost constant after 200 frames, which is in agreement with the results obtained. 
EMBEDDED SYSTEM DESIGN REALIZATION
The proposed algorithm can be easily implemented in FPGA and a scheme for embedded system design realization is given in figure 8 . The analog video signal from FPA is converted into a digital data using a 14-bit ADC. The 14 bit video data is given to the FPGA based video processing board, where the 2 point FPN correction and other infrared image processing functions such as global gain and offset, dynamic range compression and polarity control are implemented. A Xilinx (XC2V2000) FPGA is used to implement these functions. Finally a 10 bit data is given to DAC, where it is mixed with control signals and converted into CCIR-B analog format for display. The 14/10 bits data with FPN pattern is interfaced to another FPGA (XC2P50) based processing unit to implement the proposed algorithm. User does the selection of 14/10 bits. 
CONCLUSIONS
The algorithm has been tested on actual IR data with different levels of simulated non-uniformities and on data with actual nonuniformities. The RMSE was calculated and the results show that the after 200 frames the images are practically free from non-uniformities. The algorithm removes both the additive and multiplicative fixed pattern noise. Furthermore, a hardware realization of the algorithm is given.
