Abstract: Automatic detection of epileptic spikes is an important clinical application. It has been developed nearly 40 years. Yet the current automatic detection results are still not as reliable as experienced human interpreters, mainly due to the complex morphology of spikes and the similarity between paroxysmal events in brain activities. By reviewing the previous work, it is noticeable that the implementation of wavelet, ANN and spatiotemporal analysis show promising prospect.
Introduction
Epileptic transients are brief bursts of brain activity occurring intermittently throughout day and night in patients with epilepsy. Epileptic transients usually appear in the EEG in the form of spikes (last 20-70 ms) or sharp waves (last 70-200 ms) with pointed peaks (1) . The detection of epileptic spikes is clinically meaningful, which is usually accomplished by visual inspection of physicians. Yet this visual inspection process is notoriously time consuming, especially in the case of long term EEG monitoring. In addition, the variability of physician's qualification and experience leads to misinterpretation and misdiagnosis. For robustness and efficiency of medical treatment process, develop of reliable automatic detection techniques is urgent (2) .
Studies on automatic detection of epileptic spikes started in 1970s (3) . Unfortunately, technologies developed so far are still not as reliable as experienced human interpreters due to several reasons: (1) The morphologies of both epileptic spikes and background signals vary widely between patients; and (2) The waveform of epileptic spike is similar to that of some normal background activities (i.e. wicket spikes, exaggerated alpha activity, small sharp spikes, and sleep related activities) and also artifacts (i.e. extracerebral potentials from eye blink, eye movement, muscle, heart, electrode, etc.), which contribute to a large number of false positive detection (4) . Figure 1, Figure 2 and Figure 3 (data from EEGnet: http:// eegnet.clemson.edu/) illustrate typical examples of spike, artifact and disturbing background activity respectively (5) . Meanwhile, the textbook definitions of epileptic are overly simplistic. Development of high-class dataset for research use is also expensive due to the insufficient quantity and quality of exemplars and disagreement among experts' opinions (6) .
Despite the existing problems, researches conducted so optimizes the decision in the inevitable situation that ambiguous data occurs. Researchers have exhaustively examined every possibility in relevant algorithms. In this section, the most effective and commonly use strategies to produce features and to classify data will be introduced and discussed.
Feature Selection

Morphological features
Automatic detection methods that rely on the morphological traits of spikes and sharp waves, are prevalent since the beginning of this study, regardless of the wide variety of morphologies of epileptic transients and their similarity to some artifacts (4) . The most straight forward strategy is to measure the morphological traits of a single wave, comparing them with standard data, and screening the outliers. Relative amplitude is the primary parameter used to screen spikes. It is computed as the ratio of the absolute amplitude of the wave to the background amplitude, which is defined as the average amplitude of a period adjacent or around the event (21) . Other commonly used morphological traits are duration, amplitude, slope and sharpness of the wave or half wave (4, 11, (22) (23) (24) . Context information, statistical measurement can also be used to develop features for robustness reason (23, 25, 26) . In recent research, the morphological traits are selected as features for a post-processing (27, 28) .
Frequency features
Frequency analysis is the foundation of signal processing and has been brought up occasionally (35) . Fourier transform reveals the frequency components of EEG signal and maps it from the time domain into the frequency domain. There are other extensions based on Fourier analysis. Power spectral density (PSD) aims to describe the distribution of the energy of the signal in frequency domain. Teager energy measures the product of the square of the amplitude and the square of the frequency of the signal (34, 35) . The Hilbert transform is the convolution of signal with 1/(πt). It shifts the phase of the frequency components by −90°. Hilbert transform is a generalized Fourier Transform. Frequency analysis favors periodic signals or those with time-invariant statistical characteristics, while epileptic transients are non-stationary (36) . There are still attempts based on these strategies though (37) (38) (39) (40) .
Wavelet features
Recently wavelet analysis demonstrates its promising prospect in non-stationary transients such as epileptic spikes and appears frequently in publications as an effective approach towards EEG analysis. Wavelet expansion maps a one-dimensional signal into a two-dimensional array of coefficients, which allows a more accurate local description in both time and frequency domains and thus is suitable for the analysis of transients, non-stationary or time-varying signal events. The size of the wavelet expansion coefficients drop off rapidly with the expansion level and most energy of the signal can be represented by a few expansion coefficients. Unlike Fourier transform using a fixed-width window, wavelet transform decomposes the signal into different resolution levels by repeating convolution of the signal with a scaling function and a wavelet function. An approximation subband and a detail subband are created respectively during each stage of convolution. The scaling functions and the wavelet functions are a set of orthonormal basis functions equivalent to half band lowpass FIR filters and highpass FIR filters, which are adjustable and adaptable to fit various applications. After decomposition, the frequency resolution is halved due to the removal of half of the frequency components by filtering operation, while the scale of the signal is doubled due to down-sampling. Wavelet analysis offers better time resolution with poor frequency resolution in high frequency level, where components usually have short durations, and better frequency resolution with poor time resolution in low frequency level, where components have long durations, which is in accord with real world problem (36) .
Two crucial factors affecting the analysis result are the selection of mother wavelet and the number of decomposition levels (10, 41) . They are directly related to the prominence of spikes in corresponding subbands. In general, mother wavelet is expected to have high correlation with the epileptic spikes (20) , while the decomposition level should fit the sampling rate of the original signal in order to separate concerned components from noise. Haar wavelet (10, 42) Symlets family (10, 48) , all of them have been looked over for usability in spike detection. There are also other orthogonal wavelet choices (41) . Among these mother wavelet, Daubechies of order 4 (DB4), which has been adopted mostly (10, 20, 28, 33, 47, 49) , offers better efficiency than others (10, 20) .
Wavelet coefficients in different subbands reflect the partition of the signal energy according to Parseval's theorem (68) . They can be interpreted in diverse degrees, which lead to different feature extraction strategies. Plain wavelet coefficients, statistical features, power, and even morphological traits are explored and examined (17, 19, 20, 28, 44, 46, 47) . An extension of the continuous wavelet transform, Stockwell Transform, has also been explored (50, 51) .
Classification
Regression
Regression is a statistical strategy used frequently in estimation and prediction of the relationship between variables. It is adopted in many early researches (4, 9, 10) .
The most commonly used model is the autoregressive filter. By passing EEG through the inverse of the estimated autoregressive filter, the statistical properties of the estimated noise can be examined to determine if any nonstationary components (spike, artifacts, etc.) are presented (7) . The examined statistical property can be the residual error between the output estimated by linear prediction coefficients and the original signal, while large residual error indicates the occurrence of nonstationary components (8, 52) . Logistic regression is another strategy for dichotomous variable problem (9, 10) . A critical disadvantage of autoregressive analysis is the estimation of the model order, due to lack of a priori knowledge about the underlying process (11) . Recently, the nonlinear regression based on the theory of nonlinear physics and chaos has been suggested and implemented. Nonlinear regression analysis measures the degree of dependency of two random processes on each other by computing a nonlinear correlation coefficient based only on samples. A high nonlinear correlation coefficient is the sign of epileptic event onset. As a non-parametric method, it avoids the estimation of model order. Yet the disturbance of artifacts still remains in this approach (12) .
Threshold
Threshold is the simplest method to yield a binary decision for a segmentation problem. A proper threshold can optimize the tradeoff between detection rate and false alarm rate. Due to the diversity of brain state, individual condition or even acquisition system parameters, selection of threshold level is far from straightforward. Manual adjustment of threshold is common for different individuals, even for the same individual in different time interval due to varying background voltage (13) (14) (15) (16) . Setting thresholds based on empirical data is another choice (17) (18) (19) . Though adaptive threshold appears to be a fancy idea and even has been adopted with wavelet analysis in some researches (20) , it still tends to miss low amplitude epileptic spikes (8, 20) . By applying threshold alone, the system can be too sensitive to artifacts. Rather than direct implementation on raw data, threshold strategy is usually implanted in more sophisticated detection algorithm as a mid or final decision maker (17) .
Morphology Analysis
Morphological parameter screening is a straightforward classification method whose performance depends highly on the quality of the signal. Removal of artifacts, especial EMG activity, whose half wave duration may fall within the detection limits, is crucial to the outcome (23) . Even through, the intra class variety of the spike shape will still affect the detection rate.
Template matching, a rudimentary morphological strategy, has been successfully implemented in commercial software (29) . Correlation, error estimation or norm between the target and the template is measured to quantify the distortion (29) (30) (31) . Generalization of the template design is the key to achieve decent detection rate and to reduce false alarms. This can be achieved by averaging a few sample spikes to remove the background activities. A merged decision by several templates also reduces arbitrary outputs (31) . A stylized spike, a median or the average of a set of real spikes, or even a real spike itself can be a template (8, 16, 29, 31, 32) . Besides time domain, the use of template can also be expanded to other domains, which allows cooperation between multiple technologies, for instance, fMRI (30) (31) (32) (33) .
ANN
The artificial neural network (ANN), a supervised machine learning technology, has been widely implemented in EEG research, including detection and classification of epileptic transients.
The simplest network is perceptron (1) . It tends to create a linear boundary between classes. The algorithm fails when the decision boundary is complex, while more sophisticated network is required. Multi-layer feedforward neural network with backpropagation (BP) algorithm is not only the most commonly used structure in machine learning, but also facilitates pruning of redundant nodes (53) . Later optimized algorithms like LM backpropagation have been tested (10) . There is no specific limitation on the input dimension, hidden layer number, or output form in the feedforward neural network. Also it does not require assumption of parameters. These traits make it a popular tool in spike detection (9, 25, 27, 33, 46, 54) .
Radial basis function network (RBFN) has a similar structure as feedforward network but employs Gaussian activation function. It measures the similarity between the input vector and a pre-selected template vector in each neuron using clustering algorithm. The performance then depends on the selection of template vectors and parameters in transfer functions (1) .
The great flexibility of neural network structure allows customization to adapt variant input signals. For instance, a multiple monotonic neural network (MMNN) employs many sub neural networks with small input dimension, single output, and single hidden node with monotonic transfer function (26) . Other studies modify the updating rules of neural node or employ a different transfer function (46) . The notion of multiple network cooperation has also been proposed (48) . The largest challenge of ANN is overfitting. To avoid this problem, cross-validation is used to check the degree of generalization of the neural network (10, 25) .
Clustering
Unsupervised learning methods like clustering group the data vectors by maximizing the intraclass similarity and the interclass diversity, usually through a distance measure (55) . The only adjustable parameter here is desired or expected number of clusters.
C-means is a typical clustering method that assigns the data vector to its nearest centroid, while the number of centroids can be preselected or adaptable (16) . The position of a centroid is iteratively recalculated using the positions of the intraclass members until it converges. Fuzzy c-means provides a more realistic way to utilize the less representative data. It assigns membership values that represent the degree of typicality in different classes to the data. A schematic design of membership function leads to a high performance by yielding proper membership values (56, 57) . Fuzzy strategy is especially useful when there are multiple classification options (57) .
ICA
Independent component analysis (ICA) is a statistical and computational technique that represents a multidimensional random vector as a linear combination of non-Gaussian random variables. It defines a model that assumes the data to be a linear mixture of unknown non-Gaussian, mutually independent variables, and solves them by contrast functions. The algorithm is usually realized by FastICA. In epileptic research, there are spatial ICA and temporal ICA depending on the mapping strategy (44, 58, 59) .
SVM
Support vector machine (SVM) is a relatively new supervised learning approach with generalization ability. The basic SVM maximize the margin along the decision boundary between two classes. Advanced SVM maps data vectors into higher dimension space to solve nonlinear problems. Due to these qualities, several recent researchers have made attempts in the utility of SVM (1, 52, 60) .
Other
Besides the above commonly used methods, several atypical strategies have also been tested in spike detection research. Here is a glance of their principles, pros and cons.
Decision Tree is a model that assigns class by pushing the input through a tree of attributes while the decisions drawn at different nodes are mutually exclusive and exhaustive (39) .
Bayesian classifier is a probabilistic classifier based on Bayesian risk minimization (39) . The classification boundaries occur in regions where the dominance of training samples is comparable in each class. Bayesian classifier assumes dataset has Gaussian distribution and requires apriori probability information of the dataset, which may compromise the generalization.
Synchronization likelihood is a measure of the statistical interdependency between two time series. It is higher during seizure epochs than during non-seizure epochs (61) .
Maximal likelihood estimation (MLE) estimates the parameters of a statistical model, for example, statistical distribution of the EEG signal envelope, by maximizing the likelihood function based on data (62).
Entropy is a statistical measure of the degree of system disorder. Sample entropy estimates the regularity of time series data. Lower value of sample entropy indicates higher regularity. Sample entropy is robust to noisy physiological time series and thus could be useful for detecting seizures or spikes in EEG data (60) .
Expert system is a computer application that mimics human decision-making process by accessing databases of facts and rules. In spike detection, it makes decisions on not only the wave shape of spikes but also the information of artifacts by accessing its storage, which makes it a promising method (46) . Table 1 enumerates the representative researches in history of automatic detection of epileptic spikes, by which some interesting patterns have been revealed.
Results and Comparison
Before 2000, the researchers focused on the rudimentary, semi automatic methods. Morphology features and regression methods have been discussed frequently (4, 11, 22, 23, 63) . Threshold, criteria based screening and context features are the mainly used decision making strategies in this time (11, 13, 15, 21, 23, 64) . The straightforward detection schemes are significant in clinical perspective yet are vulnerable to patient fluctuations. According to Table 1 , the detection rate/sensitivity ranges from 2.5% to 96% with a median number around 30%, which reflects the susceptibility of pure morphology based schemes. Among these researches, 4 out of 13 cases acquire data from over 30 patients (include 30) (14,15,26,41); 4 out of 13 cases have less than 10 test subjects (11, 13, 17, 63) ; and 2 out of 13 do not provide patient number information (8, 25) . Only two cases provide both accurate detection rate and false detection rate (13, 14) . The incompletion of results makes the comparison impossible. Even through, Wilson (26) provides a specific report. In this research, neural network is implemented as the classifier to cover up the deficiency of morphology based features. It yields a decent outcome of 89.9% sensitivity (detection rate), 99.63% specificity, and 80.1% selectivity. The shortage is the duration of the trials ranging from 14 to 702 seconds, far less than the long term EEG monitoring time or even less than the routine EEG recording time (about 30min) (26) .
In recent fifteen years, the performances of the automatic detectors are highly improved. In 26 out of 29 cases presented in Table 1 , the detection rates/sensitivities reach 70%. The specificities are comparable to corresponding sensitivities or even better. The bottle neck is the false detection rate, whose median number is less than 30% according to partial reports by Table 1 . Among all researches, Hese's work has achieved the highest sensitivity at 95% with 83% selectivity based on an eight-patient dataset. Hese's work uses three strategies to strengthen the identification of the candidates: dipole source analysis, clustering, and template matching (30) . It is gratifying to see that a majority of the researches in Table 1 (20 out of 29) have been able to acquire certain amount of patients (over 10) for analysis. Fürbass's work involves the most patients (275) (65) . By applying a periodic waveform analysis with focus on irregular and distorted rhythmic activities, Fürbass achieves 83.6% sensitivity and false alarm rate at 
per hour (65).
Since 1990s, wavelet has been proposed frequently in automatic EEG processing, due to its good time-frequency analysis ability. Table 1 illustrates that implementation of wavelet transform guarantees an over 80% detection rate/ sensitivity (two exceptions) regardless of the false detection rate. The disputation of wavelet application remains in the selection of mother wavelet for decomposition. Theoretically, DB4 has the most suitable waveform to retain the morphological traits of epileptic spike in different resolution levels (20) , though there are still cases based on other wavelets yielding high detection rate. In Table 1 , 3 out of 5 researches using DB4 wavelet yield detection rates over 90% (10, 20, 33) , while only 3 out of 8 cases achieve this level of results with other mother wavelets (30, 41, 46 ). Nonclercq's work even pushes the detection rate to 99% on ideal toy data with DB4 (33). Indiradevi's work achieves a result of 91.7% sensitivity, 89.3% specificity, and 78.1% selectivity. In Indiradevi's work, the detection scheme comprises of adaptable thresholds into consequential wavelet decomposition levels, which refer to the subbands overlapped with epileptic spikes in frequency. The final decision is a combination of thresholding results in all consequential subbands. By using this scheme, sensitivity and selectivity are well balanced, which allows practical implementation (20) .
ANN is another frequently used tool since late 1990s. As a classifier rather than a feature extractor, it functions with other strategies, aiming to obtain a reliable boundary to distinguish spikes from other signal in the dataset (9) . Table 1 shows that researches involve the implementation of ANN achieve detection rates/sensitivities over 85%, while 6 out of 8 cases achieve over 90% detection rates (9, 10, 27, 33, 46, 56) . In 3 out of 8 cases, ANN collaborates with wavelet analysis (10, 33, 46) . Among these three cases, Subasi achieves 92.8% sensitivity and 92.3% specificity (10), while Nonclercq achieves 99% detection rate with toy data (33) . Like Wilson's case (26), Subasi's results are yielded on short data segmentations (5 seconds) rather than regular or long term recordings (10).
Conclusion and Discussion
Previous chapters enumerate the efficient methodologies and their performances. Though most of them have already had fully developed algorithms. There are still a lot of work should be done to make the general algorithms more adaptable to this particular problem. For instance, the complexity of the waveform of spikes requires numerous features to describe, which leads to a large input vector correspondingly. It is not only computationally expensive but also jeopardizes the generalization ability of currently used feedforward neural network. The future researches shall explore the possibility in optimizing of network structures, innovating the updating rules and transfer functions, or exploring any other replacements. It is also worth developing self-adjustable parameters, which can be the number and size of hidden layers, learning rate and momentum, to enhance the network's adaptability to variant patients.
Besides the detection skills, feature extraction methods also need to be expanded. Under the circumstance that wavelet analysis has been proved to be an efficient tool, many poorly performed former strategies can be reexamined by cooperating with wavelet decomposition. Since wavelet analysis offers the possibility to analyze signals in multi-resolution levels, the feature extraction and spike detection can also be performed in different levels with single or multiple strategies originally used in time or frequency domain. Indiradevi's work gives the example of applying simple threshold on wavelet subbands, while threshold in original signal has many limitations (20) . Zhou's work shows the a set of morphological features extracted from wavelet coefficients, whose performance is superior to that yielded by either morphological features or wavelet coefficients alone (5, 66) .
Traditional research treats spike detection as a pure signal processing or pattern recognition problem. The aim is to increase signal to noise ratio. The focus of the strategies is the distinction between spikes and background signals, probably involving the removal of artifacts (23, 58) . Usability of temporal features, frequency features, or even the context information are fully examined in order to find optimal combinations. Recently, many researchers start to investigate the detection problem from a clinical viewpoint by using spatiotemporal collaboration, where spatial refers to the location of the epileptogenic zone. Pavlova states the importance of location focusing (in his case, frontal and temporal) (55) and Ji shows preference to certain locations of the brain during the data selection (31) . By localizing the brain region that is responsible for generating epileptic spikes, the algorithm can be more specific. Events occurring in channels with or around epileptogenic zone will be fully inspected while events occurring in channels of inconsequential region will merely be preliminarily evaluated in order to avoid over detecting. Simultaneous recording of EEG and fMRI has contributed heavily in this exploration. The measure of local blood oxygenation level by MRI provides excellent spatial resolution and EEG allows the localization of brain regions where the level of neuron activities changes (32, (42) (43) (44) . Besides the clinical significance, EEG-MRI reveals how epileptic activities indicate the epileptogenic zone, where spikes are more likely to occur in an engineering perspective. Based on this indication, Zhou's study shows the possibility of improvement by using spatial information in paroxysmal events classification (66) . Future investigation in this direction should focus on the quantification of spatial information, the balance of weights between spatial/temporal related features, and the interaction and collaboration of spatial and temporal information during detection process.
As revealed in Table 1 , high false detection rate is the major issue in current studies. Janca's study examines the source of false detections using principal component analysis (PCA) and finds that almost half of the false detection could be atypical spikes (62) . In addition, beta and mu rhythmic activities form a source of false detections due to their overlapping in frequency with spikes. Non-epileptic sharp transients constitute the majority of the rest false detections, which tend to have significantly smaller spatial distribution than spikes (62) . Artifacts are the main source of false positive. The signal-to-noise ratio (SNR) is determined as the ratio between the power of the spike and that of the background activity, thus removal of artifacts are crucial (62) . Theoretically, reasonably accurate spike detection can be obtained when the EEG is free from artifacts (67) . In early studies, this goal is accomplished by recording EEG during sleep (22) . Some study will manually remove obvious artifacts (32) . The early automatic artifact rejection strategies are based on context features (1, 48) . Many recent studies implement an artifacts removal preprocess, usually pre-threshold on raw EEG (19, 33, 60) . Wavelet transform has also been proposed due to its ability to separate the artifact subbands, in which case the artifacts will be removed easily (46) . Template matching algorithm is difficult in defining a set of templates suitable for all cases. ANN is considered as a robust spike detection strategy yet it does not necessarily effective in artifacts removal (33) . Using bipolar montage also helps eliminate artifacts common to adjacent electrodes. Clustering, expert system, dipole sources focusing are also proposed (30, 46, 62) . There is no consistent opinion about which is the most effective artifact removal method. For example, Gotman suggested removing large-amplitude activities bursting over 16 channels and longer than 100-150ms (22, 23) . On the contrary, Liu suggested removing ambiguous events if there are no other epileptic waves in adjacent channels (46) . In most studies, artifacts remains in the signals and are expected to be screening during the detection process (27, 51) . Not all noise is due to artifacts, improper selection of thresholds and parameters can also be the cause (8) .
Instead of using simulation data, many researchers have been able to obtain real patient datasets, though small, which is a great progress in automatic detection. Yet lacking of uniform dataset and evaluation rules makes the comparison of different strategies impossible. In Table  1 , the least number of patients involved in study is one, while the largest is 275 (13, 65) . In three cases, the data is labeled by samples rather than by patients (9, 10, 19) . With small number of subjects, it is difficult to balance the cardinality of partitions of training/test data. The generalization of the detector will also be deteriorated. Notice that in Table 1 , in fifteen researches specified the lengths of EEG recordings, the median number is 30 minutes, which is comparable to the length of routine EEG recordings and thus is suitable for automatic detection study (19) . Other researches do not give specific information of the length of the data segments. Under this circumstance, the outcomes are evaluated using sensitivity, specificity and selectivity, or even accuracy in one case (24) . Eleven cases demonstrate both detection rate (sensitivity) and false detection rate (selectivity) accurately. Eight out of eleven cases yields remarkable outcomes, among which Acir's papers and Hese's paper show details of the dataset (1,30,52 ). Acır's two researches introduce multi-stage procedure, aiming to remove spike-like events gradually. Acir's 2004 paper adopts a two-stage (regression plus SVM) procedure, yielding 90.3% sensitivity, 88.1% selectivity and 9.5% false detection rate (52). Acir's 2005 paper adopts a three-stage (screening, perceptron plus neural network) procedure, yielding 87.5% sensitivity, 84.0% selectivity and 10.1% false detection rate (1) . In fact, almost all researches after 2000 employ multi-stage strategies in order to complement the shortage of single strategy. Hese's research is relatively new. It creates a template possessing both temporal and spatial dimensions, which leads to a high detection rate at 95% with 83% selectivity. The only drawback of Hese research is the small dataset (8 patients) (30) .
It is noteworthy that there is a prevalent misapprehension about the evaluation of the automatic detection. The conventional evaluations are detection rate and false detection rate. Yet many researches adopted sensitivity, specificity and selectivity. Sensitivity and selectivity can merely be treated as a transformation of detection rate and false detection rate, while specificity is hardly a measurement of detection ability. The truth is that in some researches, the data for use are segments that have already been stripped away from original long term EEG recordings by experts (28), which is supposed to be the first step in automatic detection. Researches based on segments simplify the detection problem and their proposed methods should be further examined on long term recordings. Even though a research presents detection rate/sensitivity and false detection rate/selectivity, it only tells the readers the overlap rate of machine decisions and expert markers at some time points. The readers are still not able to know whether the machine decisions fit in with expert markers well, or they merely have a temporal touch to each other, or the machine just decided to mark a large time period that happens to include several spikes. Evaluation on the temporal overlapping rate between machine decision and expert decision is still absent and worth studying. Zhou's previous research attempts to use rate of overlapped decision length and expert decision length, rate of non-overlapped machine decision length and expert decision length, and cost of transform, which refers to the distance cost to move the two ends of the machine-annotated markers to those of the corresponding expert markers, to measure the temporal overlapping rate (57) . Yet there is a lack of baseline or comparison to evaluate the usability of the measurements.
The automatic detection process is much more stable and sophisticated than its first appearance in 1970s. Researches so far have utilized every aspect of signal processing techniques. The future direction in multi-stage strategy and collaboration of features from temporal and spatial domain is clear. Establish of robust, professional acknowledged database should become an important topic in the near future.
