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Abstract 
The paper concerns the solution of (three-dimensional) problems of elastoplasticity b the incremental finite element 
method. Attention is devoted to the inexact Newton-like methods for solving large nonlinear systems arising in load steps 
and to the preconditioned conjugate gradient method for solving large linear systems within Newton-like iterations. 
Numerical experiments illustrate the performance ofthe described numerical technique. 
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1. Introduction 
The efficient solution of large (especially three-dimensional) problems of elastoplasticity is still 
a challenging numerical task. One possible way of solving these problems is based on 
• incremental finite analysis, 
• inexact Newton-like technique for solving nonlinear systems in the load steps, 
• efficient iterative methods for solving linear systems within Newton-like iterations. 
In our paper, we shall briefly touch on all these issues and show the results of numerical 
experiments concerning the solution of a three-dimensional problem of eiastoplasticity b  our code 
which involves the described ideas. 
. Eiastoplasticity 
We shall consider problems of  elastoplasticity which can be briefly described by the relations 
e = e(u), e = e e + e p, o = De e, P(a, x) <~ O, ~ = 2p, ~ = 2r, 
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where u is the displacement, e is the small strain vector (more precisely vector of the components of
small strain tensor) which can be divided into elastic part e e and plastic part e p, tr is the stress vector, 
D is the elastic constitutive matrix, P is the yield function, 2 is the plastic multiplier, p = p(a, x) is 
a given vector, p = OP/da in the case of associative plasticity, r is a scalar or a vector arising from 
the adopted hardening rule. The dot denotes the derivative in the loading (or continuation) parameter 
t. For details, see, e.g., [7]. 
The described relations allow elastoplastic constitutive relations to be derived in the incremental 
form 
O" :-- Dep(O', to, ~)e ,  
= G(a, x, ~)d, 
where 
t3P Dep = D -- p(pT Dp -- qTr)- l DppT D, q = -~X' 
G = p(pTDp -- qTr)- 1 rp~D, 
p = p(a, x, ~) = 1 for plastic loading, p = 0 otherwise. For details, see, e.g., [7, 4]. 
The problem of elastoplasticity in domain f2 can now be formulated as an initial value problem 
with respect o loading parameter t e [0, T ]. 
f dTe(v)df2 = v e V, e (0, T ] ,  (1) (Lv) for all t 
O" = Dep(O" , K, e )e ,  
= G(tr, x, ~)~, 
~ = e(ti), t i+ f i~  V 
with u, a, x equal to zero at the beginning of loading (t = 0). 
Note that Eq. (1) expresses the incremental equilibrium in weak form, V is the space of test 
functions, uB is given by the essential boundary conditions. For details, see, e.g., [7]. 
Discretization of this initial problem by finite differences with respect o the loading parameter 
and by finite elements with respect o the space variable constitutes the incremental finite element 
method which will be discussed in the next section. 
3. Incremental finite element method 
For computing the finite element approximation to displace Un and stress oh in elastoplastic 
body [2, we can use the incremental finite element method. This method consists of load steps which 
can be simply described as follows. 
ith load step: 
• given the values of displacement u~,-1, stress a~,-1 and hardening parameter X~h - 1 from the 
previous load step, 
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• compute the corresponding increments Au~,, Aa~,, Ax~,, 
• and finish the load step with 
U~ = U/h -1  "~- AU/h, O'/h = O'~ -1  "-[- mo-~, /~i h = K~ -1  + A/£~. 
Increments Au~, Aa~, Art are given by nonlinear system 
i i i Ah(aih -1 + OAtrih, xih -1 + OAxh,Auh)Auh A f  i (2) 
and by incremental constitutive relations 
Ae~ = e(Au~), 
i i i Aa~ = Dep(a~ -~ + OAa~,x~ -~ + OAxh,Aeh)Aeh, 
(3) 
(4) 
Axe, = G(a~, -1 + OAa~,,x~ -1 + OAx~,,Ae~,)Ae~,. (5) 
In Eq. (2), A f  i is the load increment, Ah is the elastoplastic stiffness matrix composed of elastic 
part A~, and plastic part A~, and O e [0, 1] is a parameter. For O = 0 we obtain the explicit 
incremental method for which the nonlinearity of (2) consists only in switching on and switching off 
the plastic part A~ of A h. 
Details can be found in [7, 4-1; for some modifications of this basic scheme we will refer to [8-1. 
4. Newton-like methods 
Increments Au~,, Aa~,, Axe, can be computed by Newton-like algorithms which make use of the 
following computational scheme. 
Initial step: Take initial approximation Au~, '° of increment Au~,. Note that the zero initial 
approximation and the scaled value from the previous load step are the most natural choices. 
Iteration steps for k = 1, 2, ... 
Given Auih 'k- 1, 
Step 1. Compute Ae~'k-l, Atrigk-l, Axih'k-l: 
Ae .k-1 = e(Au ,k-1), (6) 
• ^..i .k-2 A~i.~-l)Ae~.k-1 Aa~ 'k-1 = Oep(aih -1 + Aa~'k-2,t¢~ -1 + ~'~h ,,-,~h , (7) 
Ax~ "k-' = G(at- '  + Aa~h'k-2,Xt - '  + Ax~,'k-2,Ae~,'~-')Ae~,'k-1, (8) 
-1  = 0, A ,4 '  - '  = o) .  
Step 2. Compute the stiffness matrix 
Ah(aih -1 + OAai 'k- ' , tc i  -1 + OAxi 'k - i ,  Auih'k-1). (9) 
Step 3. Compute the residual 
= ~A_ i .k - I  . i-1 OAr~,k- l ,  au~,k-t)Au~,k-I rig k A f i - -  Ah(alh-l + ,='~oh ,,~h + (10) 
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Step 4. Solve the linear system 
zi ,kxi ,k  " k h ~'h = r~,' (11) 
Step 5. Put 
AU~ 'k = Auih 'k-1 + t~ih "k. (12) 
Stopping criterium. Iterations are performed until the residual is small enough, i.e., 
Ilr~'kll/llA fill <<, e. 
For computing correction 6~, 'k in (11), we shall consider two choices 
A~ 'k = A~, (13) 
= ^_i ,k-1 , i-1 AXih.k-l, Auih, k-1). (14) A~ 'k A~(trih -1 + ~Oh ,'~h + 
According to choice (13) or (14), we shall speak of the initial stiffness (IS) algorithm or the tan#ential 
stiffness (TS) algorithm. We can also consider the variable initial stiffness (VIS) method with 
A~,k = Ah(aih- 1, X~- 1, Au~- 1), 
i.e., with A~ 'k constant in each load step. 
Note that the IS algorithm will work well in the cases with a restricted plastic zone. In the other 
cases, the convergence of VIS and TS algorithms i  much better, so that these methods can be 
recommended. 
The algorithm used in our code and numerical experiments differs slightly from the described 
scheme. It uses subincremental computation with projecting stress back to the yield surface in Step 1. 
The details can be found in I-8]. The subincrements are created by dividing strain increment Ae~ 'k- 1, 
Ae~,k- 1 = ~. Ae~.k- l,j. 
j= l  
Increments A a~; k- 1, A x~,' k- 1 are then composed of subincrements corresponding to subincrements 
Ae~;k-1.j. Projecting onto the yield surface is performed by scaling the overall stress by a proper 
multiplicative factor. The residual in Step 3 is replaced by the residual computed element by 
element according to the following formula: 
r~'k-1 = ~ m f J -- ~ (ff~1-1 .-~ m ff~'k- 1)TA ej;k-1 dx. 
j= l  3~ 
Thus, the implicit incremental method corresponding to the choice O = 1 is used in our code. 
5. Inexact  Newton- l i ke  methods  
The solution of large (especially three-dimensional) problems of elastoplasticity using the 
described technique l ads to the solution of large linear systems (11). For this, the direct methods 
become inefficient and we must use some suitable iterative technique, see, e.g., [1, 6]. It is then very 
natural to solve system (11) only roughly, with the accuracy related to the accuracy of the 
computed approximation Au i'k- 1 of increment Au i. This idea leads to the inexact Newton-like 
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method which will be crucial in our approach to the numerical solution of large problems of 
elastoplasticity. 
More precisely, we shall assume that in Step 4 we compute only inexact correction 6~,k satisfying 
the estimate 
linch 'k -- dL'kll ~ rlklld~'kll, rlk ~ l-0, 1), (15) 
where d~, "k is the exact correction, "-'hAi'k'~i'k"h = r~; k 
The convergence of the inexact Newton-like techniques, i.e., the inexact initial stiffness (IIS) 
method and the inexact tangential stiffness (ITS) method, has been analysed in 1,4-1. 
In 1,4-1, we consider a regularized model of plasticity which arises when we replace the discontinu- 
ous function p = p(tr, x, ~) in the definition of the constitutive mapping Dep by some continuous 
function ~. In other words, we smooth the transition from elastic to plastic state. This model has 
also been described in 1,7]. 
In the case of O = 0, i.e., in the case of the explicit incremental method, it is proved that the 
elastoplastic matrix Ah defines operator ~- :Au  --* Ah(tr, x, Au)Au which is Lipschitz continuous 
and strongly monotone in some ball B~ = {Au: II Au lie ~< ~}, II An lit = x/AuTA~Au. The properties 
of ~- and an approximation condition 
II~(u + d) - ~(u)  - a$dll ~ clldllE 
can be then used for proving the following theorem. 
Theorem. Let load increments A f i be sufficiently small. Then both the IS and TS methods converge 
and a factor ~ e [0, 1) exists such that 
IIr~ 'k+ 111-E ~< ¢ IIr~'kll-E (16) 
where II r II - E = x/rr(A~)- 1 r. 
Moreover, we can prove the convergence for the I IS and ITS  methods if condition (15) is valid with 
I111 = I1 lIE, •k <<- • and ~ + rl + ~rl < 1. 
The proof of convergence of inexact Newton-like methods in the case of implicit incremental 
methods with O > 0 is still under investigation. 
An important question for implementation f the inexact Newton-like methods is how to choose 
the accuracy parameter r/k. Our numerical experiments show that r/k < ¢ does not substantially 
improve the convergence of inexact Newton-like methods and r/k > ~ can deteriorate the conver- 
gence. Thus, r/k ~ ~ seems to be a good choice. This observation leads to various adaptive techniques 
for determining values r/k. For example, we can 
• take r h sufficiently small, e.g. ~/1 = 0.1, solve (11) and compute Au~,' 1, ..., r~' 1 
• compute R = lira, '1 IL/ILr~'°II and take r/k = 0.9R for all k = 2, ... 
Another possibility is to choose some proper constant values of r/k, e.g., r/k = 0.1 were used in 
most of our numerical experiments. 
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6. Solution of linear systems 
In each iteration of the inexact Newton-like methods, we have to solve linear system (11). In the 
case of the IIS method, matrix A~,' kof system (11) is equal to A~ and, therefore, it is symmetric and 
positive definite. In the case of the ITS method matrix A~,'k will be symmetric and positive definite if 
associative plasticity is assumed, cf. [7, 4]. 
For symmetric and positive definite A~h 'k, system (11) can be solved by the preconditioned 
conjugate gradient method, cf., e.g., [1, 6]. Specifically, we shall use displacement decomposition 
incomplete factorization preconditioning 1-2, 3] for both elastic (13) and elastoplastic (14) matrix 
A~h 'k. Another simple choice is the SSOR preconditioning, see, e.g., [1, 2-1. 
For nonassociative plasticity, we can still use symmetric positive definite A~ 'k, e.g., A~ 'k = A~, in 
(11). 
In the conjugate gradient method, we implicitly deal with the energy norm of the error as 
demanded in Theorem of Section 5 but only the f2 norm of the residuals are easily computable 
quantities. Thus, in our implementation, we stopped the iterations if the residual is sufficiently 
small, i.e. if 
[[r~ 'k -- A~'k6~'~ll <<. ~ Ilr~'kll, (17) 
and relate r/to the convergence factor ~ with respect o the same •2 norm, 
IIr~,'~+lll ~< ¢l[r£'kl[, Ilvl[ = x/cV%. (18) 
7. Numerical experiments 
To illustrate the performance of the described algorithms we shall solve the square footing 
problem shown in Fig. 1. 
The considered domain is a parallelepiped 20 x 20 × 10 m. The square footing 1 × 1 m is situated 
in the back left corner of the top side. Contact boundary conditions with zero normal displacement 
are prescribed along the whole boundary except he top side. The load consists of the pressure 
imposed on the footing and the weight of the material. 
The domain is divided into hexahedral bricks by a regular rectangular 26 × 26 × 16 = 10 816 
node grid, see Fig. 1. Each brick is then further divided into six tetrahedra. Linear tetrahedral finite 
elements are used. The computations were performed on an IBM RS/6000 computer using our 
code GEM32. 
The material is assumed to be of the von Mises type with Young's modulus E = 130 MPa, 
Poisson's ratio v = 0.3, and hardening slope H' = 10.83 MPa. We shall distinguish two cases which 
differ in uniaxial yield stress try, 
Case A (very small plastic zone): try = 1.44 MPa, 
Case B (larger plastic zone): try = 0.58 MPa. 
The load increments are simply portions of the overall load f. The first increment A f  I is 
specified as the maximal portion of f under which plastic deformations do not appear. The 
remaining load is then divided into a minimal number of equal load increments 
Af  t = k f, k <<. I /M,  where M is an input parameter (M = 5, 10, 20 in our experiments). 
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Fig. 1. Square footing problem. 
Table 1 
Material A, inexact initial stiffness (IIS) method, e = 0.001, ~/= 0.1 
Load step M = 5 M = 10 M = 20 
NIIS/NPCG/ACF NIIS/NPCG/ACF NIIS/NPCG/ACF 
1 0/29/- 0/29/- 0/29/- 
2 4/33/0.52 3/27/0.40 1/07/0.32 
3 7/56/0.64 5/40/0.57 2/12/0.48 
4 6/45/0.61 3/20/0.54 
5 3/19/0.51 
6 4/26/0.54 
7 3/19/0.49 
Total 11/118/- 14/141/- 16/132/- 
For the inexact Newton-like methods, we use the stopping parameter ~ = 0.001 and the accuracy 
of the inner iteration process r/= 0.1 or r/= ADAPT according to the previously described 
adaptive algorithm. 
Displacement decomposition - -  incomplete factorization preconditioning [31 is used in all 
computations. The initial approximation is taken to be zero with the exception of the first 
Newton-like iteration in each load step where the approximation from the previous load step is 
used. 
The results of the numerical experiments are given in Tables 1-4 in the format 
NIIS or N ITS /NPCG/ACF  
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Table 2 
Material A, inexact angential stiffness (ITS) method, e= 0.001, t/= 0.1 
Load step M = 5 M = 10 M = 20 
NITS/NPCG/ACF NITS/NPCG/ACF NITS/NPCG/ACF 
1 0/29/- 0/29/- 0/29/- 
2 2/15/0.20 2/14/0.17 1/07/0.11 
3 2/18/0.22 2/15/0.19 1/07/0.19 
4 2/16/0.18 1/07/0.17 
5 2/16/0.14 
6 2/14/0.14 
7 2/15/0.14 
Total 4/62/- 6/74/- 9/95/- 
Table 3 
Material B, inexact angential stiffness (ITS) method, e= 0.001, ~/= 0.1 
Load step M= 5 M= 10 M= 20 
NITS/NPCG/ACF NITS/NPCG/ACF NITS/NPCG/ACF 
1 0/29/- 0/29/- 0/29/- 
2 4/49/0.29 3/28/0.22 2/14/0.21 
3 4/60/0.32 3/37/0.25 2/17/0.22 
4 3/49/0.27 3/40/0.24 2/19/0.19 
5 3/51/0.25 3/40/0.22 2/24/0.17 
6 2/27/0.18 2/20/0.18 
7 2/29/0.16 2/26/0.16 
8 2/29/0.16 2/26/0.15 
9 2/28/0.14 2/27/0.14 
10 1/10/0.11 
ll 2/27/0.14 
12 1/11/0.12 
13 1/11/0.12 
14 1/11/0.11 
15 1/11/0.09 
16 1/10/0.11 
Total 14/238/- 20/287/- 24/293/- 
where NI IS or NITS denote, respectively, the number of iterations of the IIS or ITS method, 
NPCG denotes the number of iterations of the precondit ioned conjugate gradient method, and 
ACF  denotes the average convergence factor of the IIS or ITS method with respect o the ~2 norms 
of the residuals, i.e., it is equal to factor ¢ in (18). 
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Table 4 
Material A, inexact initial stiffness (ITS) method, e = 0.001, r/= ADAPTIVE 
Load step M = 5 M = 10 M = 20 
NIIS/NPCG/ACF NIIS/NPCG/ACF NIIS/NPCG/ACF 
1 -/29/- -/29/- -/29/- 
2 6/17/0.62 3/07/0.54 1/06/0.30 
3 8/29/0.66 7/19/0.69 3/07/0.54 
4 7/21/0.65 4/11/0.63 
5 4/11/0.54 
6 4/11/0.55 
7 4/11/0.56 
Total 14/75/- 17/76/- 20/86/- 
263 
8. Conclusions 
We have described the use of inexact Newton-like method for incremental finite element solution 
of problems of elastoplasticity. We have also briefly referred to some theoretical results concerning 
the convergence of inexact Newton-like methods and touch several implementation details. 
Moreover, from the presented numerical experiments we can: 
• Make a comparison of the IIS and the ITS methods. Note that the extra computational work 
required for modification of the matrix in each iteration of the ITS method is only a small part of 
the computational work required for the solution of linear system. For larger plastic zone the 
advantage of the ITS method becomes even more apparent. 
• See that the adaptive technique for determining the inner accuracy parameters /k described in 
Section 5 works well. 
• Observe that the refinement of the load increments increases the computational work only 
slightly because less Newton-like iterations are sufficient for solving nonlinear systems for 
smaller load steps. 
Note also that the refinement of the finite element mesh increase the numbers of both Newton- 
like and inner iterations but the increase is again only slight. 
Finally, with respect o our previous numerical experiments [5-1, we can expect hat for greater 
accuracy r/, e.g., r /= 0.01 or r /= 0.001, we obtain none or a very small decrease of the number of 
Newton-like iterations but a substantial increase of the number of the inner iterations. 
Thus, we can conclude that the described method is an efficient ool for solving large three- 
dimensional problems of elastoplasticity. 
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