ABSTRACT. -In this article, we consider the mean field equation
where is a flat torus and A is the area of . This paper is concerned with the symmetry induced by the phenomenon of concentration. By using the method of moving planes, we prove that blowup solutions often possess certain symmetry. In this paper, we consider cases when solutions blowup at one or two points. We also consider related problems for annulu domains of R 2 Eq. (1.1) is generally known as a mean field equation because it is often derived from various Onsager's vortex theories. Meanwhile, there are many recent works to relate (1.1) to some Chern-Simons-Higgs model. For more information concerning these developments, we refer the interested readers to [4] [5] [6] [7] 11, 12, 14, 16, [20] [21] [22] 24] and references therein. For ρ < 8π , the function J ρ is coercive by the Moser-Trudinger inequality, and solutions of (1.1) can be obtained by minimization of J ρ . In fact, even the compactness of solutions can be proved in this case. But, for ρ 8π , it is quite a different story. Recently, there are several works to extend the existence of (1.1) for ρ ∈ (8π, 16π). See [11, 12, 20, 22] . In [14] , Yan-Yan Li initiated a program to find solutions for ρ 8π by using the topological degree theory. He proved an uniform bound for solutions to Eq. (1.1) whenever ρ is contained in a compact set of (8mπ, 8(m + 1)π ) where m 0 is an integer. Therefore, the Leray-Schauder degree for (1.1) remains the same when ρ is in the interval (8mπ, 8(m + 1)π ). In particular, if the degree is nonvanishing, then the existence of solutions can be guranteed by the degree theory. However, the calculation of the topological degree seems not so easy. One of major difficulties is to prove whether ρ i > 8mπ or ρ i < 8mπ for a sequence of solutions of (1.1) with lim i→+∞ ρ i = 8mπ when blowup would actually happen. In [16] , the second author has settled the question when is the sphere S 2 , at least for the case of 8π and 16π . The major step in [16] is to show the symmetry induced from the concentration phenomenon. In this paper, we want to continue to study the symmetry of solutions due to the concentration phenomenon. We hope that this would be helpful when we come to computing the topological degree.
In the following, we always suppose that u i is a solution of (1.1) with ρ = ρ i and u i blows up at some points of . Recall that by a result of [14] , if ρ i → 8mπ and u i blows up somewhere, then u i has exactly m blowup points. Naturally, we arise the question whether ρ i is larger than 8π (or 16π ) for solutions with one blowup point (or two blowup points). This question is important when we come to compute the Leray-Schauder degree for ρ ∈ (8π, 16π). For S 2 , this question has been answered in [16] . For a compact Riemann surface of positive genus, the problem remains unsolved. Nevertheless, we have the answer for a similar problem considered in an annulus of R 2 . Let be a smooth bounded domain of R 2 . We consider the following equation.
Eq. (1.4) is derived from Onsager's vortex model for turbulent Euler flows. See [5, 6] and [7] for details. For a non-simply-connected domain , the existence of solutions was proved in [12] for 8π < ρ < 16π . In fact, a minimax value α ρ was defined and was proved to be a critical value. In [12] , the authors raised the question whether solutions u ρ remains bounded or not as ρ → 16π , which equivalently is to ask whether solutions of (1.4) is uniformly bounded or not when ρ tends to 16π from below. In the following theorem, we answer the question for an annulus domain. For the rest of the section, is always the annulus {x | a < |x| < b} for some a < b. The paper is organized as follows. In Section 2, both Theorem 1.1 and Theorem 1.2 are proved. Here we apply the well-known method of moving planes to prove our results. For Eq. (1.4) with an annulus , we use the method of rotating planes to prove the axial symmetry of solutions. This is an important step for us to be able to use an isoperimetric inequality of C. Bandle. Together with the isoperimetric inequality of C. Bandle, Theorem 1.3 and Theorem 1.4 are established in Section 3 by this method. For Theorem 1.4, additional results concerning the regular part of Green's function are required. See Lemma 3.3 and Lemma 3.4. We present their proofs here because the authors can not find them in the literature. In the final section, we will construct solutions with m blowup points in the annulus domain for ρ greater then 8mπ .
The method of moving planes
In this section, we begin with a proof of Theorem 1.1. We use the method of moving planes. For applications of this method, we refer the readers to [3, 10, 13, 14] and [16] .
Proof of Theorem 1.1. -After adding a constant, we may assume u i is a solution of
By translation, we may suppose that the position of the local maximum P i of u i is located at (a/2, 0). For λ > 0, we let λ = {x | λ < x 1 < λ + a}, T λ = {x | x 1 = λ}, and
is the reflection point of x with respect to T λ . Set
where
To start the method of moving planes, we need an estimate by Y.Y. Li [14] . Let {P 
for some small δ 0 > 0. Then the main theorem of [14] is stated as follows.
THEOREM 2.1. -There is a constant C > 0 such that
holds for |x − P i | δ 0 and i large, where δ 0 > 0 is any fixed small number and U i (x) is defined by 
for 1 l , l m. Inequality (2.5) is important for the case of two blowup points in this article. Now we go back to the proof of Theorem 1.1. We claim
Step 1.
To prove (2.6), we note that by Theorem 2.1, e u i (x) → 0 as i → +∞ for x ∈ \ 0 . Suppose (2.6) is false, that is, the set = {x ∈ 0 | w 0 (x) < 0} is a non-empty set. Then by (2.2) 
0 for x ∈ λ and 0 λ λ .
Claim
Step 2. λ 0 = a/2 and w a/2 (x) ≡ 0 for x ∈ a/2 . Suppose λ 0 < a/2. Then by the continuity, w λ 0 (x) 0 for x ∈ λ 0 . By the strong maximum principle and the Hopf boundary Lemma, we have
where ν is the outnormal. By the definition of λ 0 , there are a sequence of λ j > λ 0 such that lim j →+∞ λ j = λ 0 and
for some x j ∈ λ j . After passing to a subsequence, x 0 = lim j →+∞ x j . Then either x 0 ∈ λ 0 and w λ 0 (x 0 ) = 0 or x 0 ∈ ∂ λ 0 and ∇w λ 0 (x 0 ) = 0. Obviously, either case yields a contradiction to (2.7). Hence λ 0 = a/2, and w a/2 (x) 0 in a/2 . Of course, we can apply the same procedure from λ = a to λ = a/2 and obtain u(
Clearly, the conclusion of Theorem 1.1 follows immediately. ✷ Now we come to the case of two blowup points. Let P i and Q i are two local maximum points of u i such that both u i (P i ) and u i (Q i ) → +∞ as i → +∞. Let P = lim i→+∞ P i and Q = lim i→+∞ Q i . If there exists an open half of the fundamental domain of such that contains both P and Q, then we can apply the method above to yield a contradiction. The reason is as follows. Without loss of generality, we may suppose that P and Q are contained in 0 . First, we assume that P i and Q i are not contained in the same vertical line. By step 1 of the proof above, we still have w 0 (x) > 0 in 0 . And as before, we can move the vertical line until it contains one of the two local maximum points, say P i . Since Q i is not on the same vertical line, solutions can not be symmetric with respect to this vertical line. Thus, we can continue our procedure by moving the line to cross P i and u i in the right-hand half is greater than the left-hand half. Clearly, it yields a contradiction to the fact that P i is a local maximum point. If P i and Q i are contained on the same vertical line, then we can move horizontal lines and obtain the same conclusion. Therefore, we conclude that if P is at the center of the fundamental domain, then Q must be at the corner. In the following, we want to prove that for large i, if P i is at the center, then Q i must be at the corner. By translation, we may assume
Note that under the assumption of the position of Q i , u i (x) could not be symmetric with respect to x 1 and x 2 . Let δ 0 be a small positive number and
for some constant c independent of i by (2.5). We want to prove
Once (2.8) is established, we could follow step 2 of Theorem 1.1 to show that w λ (x) 0 for x ∈ λ = {x | λ < x 1 < λ + a} when 0 < λ 2t i . Thus, it yields a contradiction to the fact that u i has a local maximum at P i . We prove (2.8) by two cases.
Note that by (2.5), we also have
For any x ∈ 0 , we have
Thus, by Theorem 2.1, we have for
and by (2.9),
If |x| δ 0 , then (2.10) holds obviously. Similar inequality holds near Q i also. Suppose that w 0 (x) < 0 for some x ∈ 0 . Without loss of generality, we may assume that the maximum of −w 0 occurs at some point
Let y be a maximum point ofw. Clearly,
o(1)|y| −2 by (2.10). Let i be large enough so that o(1) + α(α − 1) < 0. Then, applying the maximum principle to (2.12) at y, it yields a contradiction. Hence (2.8) is proved in case 1. To prove the positivity of w 0 (x) in 0 , we want to prove
for all x whenever w 0 (x) < 0. Once (2.13) is proved, we could use h(x) of (2.11) and follow the argument of case 1 to show w 0 (x) > 0 for x ∈ 0 .
Obviously, it suffices to prove (2.13) in a neighborhood of P i and
In the following, we prove (2.13) for x near P i . For the case when x is near Q i , the proof is similar. Let
(2.14)
Then by Theorem 2.1, after passing to a subsequence, v i (y) converges to v(y) ≡ −2 log(1 + ρ 8 |y − ξ 0 | 2 ) uniformly in any compact set of R 2 , where
It is easy to see w 0 (e 
for some x i ∈ 0 . We claim that x i tends to either (0,0) or (a, ±b) and for any δ 0 > 0, for |y| e u i (P i )/2 δ 0 and for some constant A. Applying the Green representation formula, we have To prove (2.13) near Q i , we note that 
22)
for some constants a j ∈ R, where ψ j (x) = (1 + |x|
Proof. -Set ϕ k (r) = 
a contradiction since ϕ k (r)φ 1 (r) has only one sign. Then, ϕ k (r) ≡ 0 for k 2. The conclusion of Lemma 2.2 follows. ✷
Mean field equation on annulus domains
In this section, we consider a sequence of solutions u i of 
for x 2 > 0, where
Instead of the method of moving planes which was used in the second step of the proof of Theorem 1.1, we use the method of "rotating planes". For any θ ∈ [0, π/2], let l θ denote the line {(t cos θ, t sin θ) | t ∈ R} and θ be one of the components of \l θ such that P i ∈ θ . Set
where x θ is the reflection point of x with respect to l θ . For θ = 0, we have w 0 (x) > 0 for x ∈ 0 by (3.1). Set
By the argument similar to step 2 of the proof of Theorem 1.1, we can prove θ 0 = π/2 and w π/2 (x) ≡ 0, that is, u i (x) is symmetric with respect to x 1 , and
By the Hopf lemma and (3.3), we have
where ν θ (x) is the outnormal at x ∈ ∂ θ ∩ l θ . Obviously, by (3.4), we have
Note that ∂u i /∂θ is odd in x 1 . Hence ∂u i (x)/∂θ = 0 on x 1 = 0, which implies we have
To estimate ρ i , we need an isoperimetric inequality which was due to C. Bandle. See [1] . 2 ) be the solution of
Now assume + e v i dx = 4π . Let
t be the open ball with center 0 such that
Define the spherically decreasing rearrangement φ * of φ to be a non-negative function in B 1 such that
Obviously, φ We need Bol's inequality which states that for any ω ⊂⊂ + , We note that the equality of (3.12) holds when the measure e v dx is used and ω is a ball with center 0.
Since φ satisfies an elliptic equation, it is easy to prove the Lebesgue measure of ∂ t is equal to zero for any t > 0. Thus, A(t) is continuous and strictly decreasing it t. By .14) hold. By the Schwarz inequality and Bol's inequality, we have Since the first eigenvalue of + e v for the Dirichlet problem is equal to zero, (3.17) implies
that is, each inequality in (3.15) must be an equality. In particular,
holds for some function i . Clearly, i is continuous at φ = t as long as t is not a critical value of φ. Since φ = 0 is not a critical value of φ, one has |∇φ|(x) ≡ constant whenever |x| = b or |x| = a. Since ∂φ/∂θ ≡ 0 for x ∈ ∂ , φ r (b, θ) is a constant independent of θ . 
is the regular part of the Green function. Recall that = {x | a < |x| < b}. Proof. -By the uniqueness of the Green function, it is easy to see that ϕ(x) is radially symmetric. Since lim x→∂ ϕ(x) = −∞, ϕ(r) has a critical point r 0 at least. We want to prove ϕ (r 0 ) < 0 for any critical point r 0 . Then Lemma 3.3 follows readily.
Let y 0 = r 0 e 2 = (0, r 2 ). Since ψ(x, y) = ψ(y, x), we have
is the first derivative of ψ with respect to x-variable. Also, we have
Note that ψ(x, y 0 ) = There,
Now suppose G(re 2 , y 1 ) has a critical point in [a, r 1 ). Since G(ae 2 , y 1 ) = 0 and lim r→r 1 G(re 2 , y 1 ) = +∞, we may assume G(re 2 , y 1 ) has a local maximum at r = r 0 . Together with (3.27), we have G(x, y 1 ) has a local maximum at x = r 0 e 2 , which violate the strong maximum principle. ✷ Now we are in the position to finish the proof of Theorem 1.4.
Proof of Theorem 1.4. -Suppose that u i blows up at the two points P and Q, and P i and Q i are local maximum points of u i near P and Q respectively. As in Theorem 1.2, we first claim that P i , Q i and the origin O is on a straight line. Suppose the claim does not hold. By composing with a rotation, we assume that P i = (t i , s i ) and Q i = (t i ,s i ) for some t i > 0, and |P i − P | = |Q i − Q|. By following the argument of (2.8), we can show that
where + = {x | x 1 > 0}. Then, as in the beginning of this section, we could use the method of rotating planes to yield a contradiction. Hence we conclude that P i , Q i and O are on the same straight line l i . The symmetry of u i with respect to l i can be proved similarly.
For simplicity of notations, we may assume both P i and Q i are located on the x 2 -axis. Without loss of generality, we may assume that P i is on the positive x 2 -axis. We claim Q i is on the negative x 2 -axis.
(3.28)
We prove (3.28) by contradiction. Suppose Q i is on the positive x 2 -axis. Let P = (0, r 2 ) and Q = (0, r 1 ). By Theorem 2.1,
e u i dx converges to 8π(δ(P ) + δ(Q)), where 
by (3.19) . By a straightforward computation, (3.29) implies e, ∇ x ψ(x, P ) + G(x, Q) = 0 at x = P (3.30)
as r → 0. Since ψ(x, P ) and G(x, Q) is an even function in x 1 , (3.30) is equivalent to
Similarly, when the Pohozaev identity is applied at Q, we have
Then, by Lemma 3.4, we have
Thus, by (3.31) and (3.32), we have 
Existence of blowing-up solutions
In this section, we want to prove the existence of blowup solutions of the following equation:
where λ i → 0. In particular, we want to seek solutions such that
as λ i → 0 when is a radially symmetric annulus. Write λ i = ρ i ( e u i dx) −1 . Then u i is a solution of (1.4) with ρ i such that ρ i → 8mπ . Our main result in this section is Theorem 4.2 below.
When is a simply-connected domain under some nondegenerate condition, solutions with one blowup point was constructed in [17, 18] and [25] . In general, there seems no results about the existence of solutions with one point blowup. For Eq. (1.4) with ρ ∈ (8π, 16π), solutions were obtained by Ding et al. [12] . However, it is not clear whether their solution would blowup or not as ρ ↓ 8π . (By Theorem 1.4, their solutions remains bounded as ρ ↑ 16π .) On the other hand, since the nonlinear term e u > 0 at u = 0, there always exists a minimal solutions u λ → 0 as λ → 0. It is easy by the wellknown Mountain Pass lemma to prove that for any fixed small λ > 0, (4.1) possesses a second solution u λ at least, and the solution u λ must blow up at some point as λ → 0. It is plausible to guess that u λ has one single blowup point only. This result might be known to experts. But, there seems no proofs in the literature as far as the authors know. For the sake of the completeness, we present the proof here. When is an annulus, we also construct solutions with m blowup points which satisfies
In the following, we consider a more general nonlinear term f (t) which satisfies f (0) > 0 and Since the number of blow-up points of u λ is a multiple of m, by (4.15) of Lemma 4.3 (below), the above inequality implies that the blow-up set of u λ consists of m points.
We give a sketch of the proof for (4.11). For simplicity, we assume m = 3. The proof for the general case is similar. Now suppose u i has the local maximum at P i , Q i ,Q i , where P i is on the positive x 1 -axis and Q i ,Q i are located at the rays having the angle 2π/3 and 4π/3 to the positive x 1 -axis respectively. we want to prove u i (x) is symmetric with respect to the x 1 -axis. Note that Q i is the reflection point ofQ i with respect to the for each j and small δ > 0. The upper bound of max |x−P j | δ u i (x) can be obtained by the so-called "sup + inf" inequality which was proved in [3] and [8] . The lower bound can be obtained by the Green representation formulas and the scaling method. For the details of proof, we refer to [9] . ✷
