. 41 The existence of a diversity of training approaches that meaningfully change artificial neuron mo- erations in using RNNs as in silico models of cortical circuits? We address these questions by 46 changing various design variables for RNNs and assessing how these changes affect the RNN's 47 motifs and dynamics. In particular, we vary (1) the nonlinear activation of the RNN, (2) rate reg-48 ularization during training, and (3) task input configuration. We perform these comparisons for a 49 common motor neuroscience task: the delayed reach task. We chose this task because prior work 50 in motor systems neuroscience has proposed a concrete dynamical mechanism employed by the The dynamics may be strong and cause the trajectory to be strongly driven to a stable fixed point. (d) The trajectory may be driven along regions of bifurcation, with slow unstable attractors denoted by blue dots. (e) For a given basis, defined by u1 and u2, it is possible to project the RNN dynamics into a given plane. Here, we show a sampling rule where the values in orthogonal dimensions are set to the trajectory values. An obstacle is that the trajectories sampled at two different times, t1 and t2, may have very different dynamics, indicated by the flow field arrows in the red and green planes. (f) If the dynamics are relatively smooth, one strategy to address this obstacle is to ensure the sampling planes, shown in red and green, are close to each other. This is achieved by sampling the principal components. (g) Another approach is to sample dynamics in "dynamics relevant" manifolds, where the views of the dynamics may not change as drastically depending on the sampling.
namical equations, we demonstrate that RNN input design can substantially modify the network's 63 dynamical mechanisms. Finally, we explore consequences of computation using these distinct 64 dynamical mechanisms, including robustness to noise and generalization to new tasks.
65

Materials and Methods
Description of RNN and training
67
An RNN is composed of N artificial neurons (or units) that receive input from N in time-varying 68 inputs u(t) and produce N out time-varying outputs z(t). The RNN defines a network state, given 69 by x(t) ∈ R N ; the ith element of x(t) is a scalar describing the "currents" of the ith artificial neuron.
70
The network state is transformed into the artificial neuron firing rates (or network rates) through 71 the transformation: 72 r(t) = f (x(t)),
where f (·) is an activation function applied elementwise to x(t). The activation function is typically 73 nonlinear, endowing the RNN with nonlinear dynamics and expressive power. In this work, we use 74 f (x) = tanh(x) as well as f (x) = max(x, 0), also known as the rectified linear unit or relu(·). In the 75 absence of noise, the continuous time RNN is described by the equation
where τ is a time-constant of the network, W rec ∈ R N ×N defines how the artificial neurons are 77 currently connected, b rec ∈ R N defines a constant bias, and W in ∈ R N ×N in maps the RNN inputs 78 onto each neuron. We note that equation 1 can also be used to calculate the dynamics of the 79 network rates,ṙ(t). This quantity is useful because it describes how the network rates evolve 80 through time. In neurophysiological studies, this is equivalent to calculating the dynamics of the 81 recorded neuron firing rates (Churchland et al., 2012; Kao et al., 2015) .
82
The output of the network is given by a linear readout of the network rates, i.e., 83
where W out ∈ R Nout×N maps the network rates onto the network outputs. We trained the RNN 84 to minimize the mean-square error between its output, z(t), and a desired output, z des (t 
where µ is the mean of r(t) across time, and its dynamics can be calculated as
However, this sampling rule is naïve in the following way. In Fig 1e, by the green plane). This is because:
and thus, the low-dimensional dynamics embedded in the high-dimensional space (given by U 2ṡ (t),
127
and plotted as the flow field trajectories in Fig 1e) 2014). This study proposed a specific dynamical mechanism that we sought to probe with RNNs.
164
In this task, a monkey is instructed to hold a center target. After holding the center target for The RNN inputs were the target's x-position, the target's y-position, and a go cue signal. Because 172 we were interested in assessing the effect of inputs on dynamical mechanisms, we trained with two 173 different go cue configurations. In the "sustained RNN" (Fig 2b, orange) four outputs: the x-and y-positions of the hand, and the x-and y-velocities of the hand. In this 184 manner, the input was 3-dimensional, u(t) ∈ R 3 , and the output was 4-dimensional, z(t) ∈ R 4 .
185
Our trained networks had 100 artificial neurons, so that x(t), r(t) ∈ R 100 .
186
Like in the study by Ames and colleagues, we trained the network with reaches having delay 187 periods ranging from 0 − 900 ms after a 700 − 1100 ms center-hold period. After each delay period, we allowed the hold period to be from any length from 500 to 1500 ms, so that the network didn't 192 learn specific timings (i.e., to use a region of slow dynamics for only 500 ms). We trained the beginning at 0 • . In addition to these delayed reaches, on 10% of trials, we introduced "catch trials" 195 to the RNN where a target may not have appeared, or if it appeared, the go cue was never given. 196 In both instances, the network had to sustain zero output.
197
In the task by Ames and colleagues, there were also occasional switch trials, where the target 198 was switched on 20% of trials. Following this target switch, the monkey was given a second delay 199 period ranging from 0 − 900 ms followed before the go cue was delivered. We explicitly did not train 200 on this task because we were interested in assessing how the RNN would generalize to it.
201
Results
202
Before delving into design choices, we found that it was possible to train an RNN to recapitulate (Fig 3c) , that artificial neural 218 population activity had topographic organization in the PCs (Santhanam et al., 2009) (Fig 3d) , and 219 that the neural population achieved a prepare-and-hold state attractor (Churchland et al., 2006) 220 (Fig 3d) but that this attractor was not obligatory (Ames et al., 2014) (Fig 3e) . Given its prior use in RNN models of motor cortex, we first considered the hyperbolic tangent non-236 linearity. Interestingly, we found that rate regularization (weighted by λ r ) was important for achiev-237 ing preparatory activity that was qualitatively consistent with neurophysiological data. When rate 238 regularization was relatively small, we found that artificial neurons in the RNN had little prepara-239 tory activity (Fig 4a, leftmost panel) . This can be observed by recognizing that population activity 240 at the time of the go cue essentially overlapped with population activity at target onset. This so-241 lution is not unreasonable because the RNN's outputs remain zero during both the baseline and 242 preparatory epochs. While target information is available to the RNN in the preparatory period, it 243 does not necessarily have to act (i.e., change its state) upon this information until the go cue is 244 given. To this end, the RNN can delay processing target information until the go cue is given and 245 still successfully perform the task. 246 We found that, for the hyperbolic tangent nonlinearity, increasing rate regularization increased Fig 1) , we observe that rate 252 regularization causes the rates to achieve (1) smaller overall peak values and (2) intermediate energetically favorable outcome for the network.
260
We emphasize that increasing rate regularization does not always result in more preparatory ac-261 tivity. In fact, when we used the relu activation, we observed empirically that the network finds a 262 solution that has little preparatory activity irrespective of λ r (Fig 4c; trajectory lengths summarized 263 in Fig 4d) . We note that this was not because rate regularization was not "active" due to other reg- We also visualized the stable attractor regions of the dynamics by using the approach of (Sus- 
292
By visualizing the RNN's dynamical equations, we were able to qualitatively probe how the RNN 293 uses nonlinear dynamics to perform the task. We found that during the delay period, the RNN 294 implemented an analogous preparatory dynamical system. Upon target presentation, the trajec-295 tories were driven by this preparatory dynamical system to a single stable attractor region as in When the go cue was delivered, the changing input drastically modified the dynamics, so that the 303 trajectories were driven along paths associated with output generation (i.e., the movement dynam-304 ical system). We found that this movement dynamical system was comprised of a single stable 3c ). Note that when target presentation is simultaneous with the go cue so that there is no delay 313 period, the movement dynamical system is immediately engaged, and trajectories are driven by 314 the movement dynamical system to its single stable attractor region. As a result, the prepara-315 tory dynamical system attractor is not obligatory. Because the preparatory dynamical system has 316 not been engaged for enough time, the trajectories will not achieve the preparatory attractor, a 317 phenomena also observed in neurophysiological data (Ames et al., 2014).
318
RNNs qualitatively recapitulating neurophysiological motifs may utilize different 319 dynamical mechanisms 320 We next wondered if task design considerations could produce RNNs that, while looking qualita-321 tively similar to neurophysiological data, utilize distinct dynamical mechanisms. To this end, we 322 trained the earlier described pulsed RNN to perform a delayed reach task, using the same hyper-323 parameters as the sustained RNN. In the training set, the pulsed go cue was delivered for 150 ms.
324
This pulse may also be interpreted as reflecting that the state of the task has changed, so that 325 the animal may now make a reach, analogous to a signal that triggers movement (Erlhagen & 326 Schöner, 2002; Kaufman et al., 2016). We are not suggesting that this pulse length would be 327 reasonable for experiments; although we chose to use 150 ms, this pulse length can be varied. 328 The RNN was capable of performing the pulsed go cue task at the same level as the single at-329 tractor RNN (training terminated when R 2 > 0.997 on validation data, example output trajectory 330 shown in dark blue in Fig 6a) . Its recurrent computation was similarly low-dimensional, with 5 PCs 331 capturing 91.8% of the PSTH variability ( Supp Fig 3a) . This RNN also bore hallmarks of neuro-332 physiological responses, including: neural activity being organized topographically ( Supp Fig 3f) , 333 the trajectories achieving a "prepare-and-hold" state in the delay period ( Supp Fig 3f) , and that 334 these states were not obligatory ( Supp Fig 3e) . We do note that condition-independent variance, 335 though present, appeared to be smaller in this network, with a large proportion appearing in PC 3 336 ( Supp Fig 3b-d) . 337 In this task design, the input during the delay period is the same as the input during the movement 338 period post go cue. We reasoned that under the insight that each input changes the RNN's dynam- ing a region of bifurcation). In considering how to then militate between these two mechanisms, 373 we asked which mechanism was more robust to input noise, as could occur from suboptimal pro-374 cessing of the task inputs. To this end, we added independent zero-mean Gaussian noise to the 375 inputs, and assessed the RNN's performance as a function of the standard deviation of the Gaus-376 sian noise. We found that increasing the input noise affects the network in at least two distinct 377 ways. Example output for an RNN that was trained on a pulsed go cue task to make a reach to the target at 315
• . The output is shown for pulsing the go cue at different lengths, denoted by different colors. When the go cue is pulsed for greater than 85 ms, the RNN eventually outputs the correct final x and y-positions. When the go cue is pulsed for 85 ms or less, the RNN decays to output incorrect final zero x-and y-positions. (b) Neural trajectories for the reach to the target at 315
• for different length go pulses. The trajectories either decay back to the preparatory state (left attractor region) or eventually converge to the stable attractor associated with movement generation (right attractor region). Red circles denote stable slow regions of state space; blue circles denote unstable slow regions of state space. (c) The dynamics at the point of bifurcation. The bifurcation axis is illustrated in light purple. Left of the axis, the dynamics will drive the trajectory to decay back to the preparatory attractor. Right of the axis, the dynamics will eventually drive the trajectory to the attractor associated with the correct final output. (d) The y-axis denotes the normalized final position error (normalized so that the final position is 1). The x-axis denotes the standard deviation of independent zero mean Gaussian noise added to the inputs. The dotted line represents the performance of the pulsed RNN, while the solid line represents the performance of the sustained RNN. As input noise increases, the pulsed RNN has worse final position performance. Stars denote significant differences in the mean (bootstrap, 1001 shuffles, p < 0.01). (e) Final positions to the eight targets for RNNs of both mechanisms when the input noise standard deviation is 0.1. Each dot represents the final position on a single trial. Both RNNs still generate relatively accurate outputs. (f) When the input noise standard deviation is increased to 0.2, the pulsed RNN has several trials where the final position begins to decay back to the center target, which is the kinematic output corresponding to the preparatory attractor. The hold time was increased to 2000 ms to show this slow decay. Trials which end at intermediate locations may reflect trajectories in slow regions of decay back to the preparatory attractor, as well as variable end points due to large input noise.
First, for both RNNs, because the stable attractor region is input-dependent, noisier inputs cause 379 the stable attractor region to be variable, resulting in greater neural trajectory end point variabil-380 ity, and hence, kinematic end point variability. We observed this effect, as end point deviation 381 increased with the standard deviation of Gaussian noise (Fig 6d) and in Fig 6e, Consider first the sustained RNN. When the target switch is delivered prior to the go cue, the 413 preparatory dynamical system is changed from that associated with the before-switch target to 414 that of the after-switch target. As a result, the preparatory stable attractor changes when the 415 target is switched, and the RNN's rates will converge to the single stable attractor associatd with 416 the switched target. When the go cue is then delivered, the RNN will execute the reach as it did 417 in a delayed reach task. We found this was the case, as illustrated in Fig 7b- for different lengths of time after the go cue, a target switch is delivered in the middle of the trial. 437 We found that even though there was not a corrective feedback component and the target was 438 abruptly changed, the RNN made a smooth and reasonable trajectory between targets. 439 We found that the pulsed RNN had poorer generalization in the presence of input and recurrent 440 noise. We incorporated input noise and recurrent noise into RNNs as they performed a task where 441 the target switched 200 ms after the go cue. We found that, in general, the pulsed RNN had poorer 442 robustness to both input noise and recurrent noise (Fig 9a,b) across varying levels of noise. In • away from the pre-switch target, and the green lines correspond to the error for switch conditions where the switched target was +90
• away from the pre-switch target. Stars denote a significant difference in the means at the level p < 0.01 (bootstrap, 1001 shuffles). Error bars are standard error of the mean. In general, the pulsed RNN has poorer robustness under additive input noise. (b) The same as (a) but for recurrent noise added to each artificial neuron. In general, the pulsed RNN has poorer robustness under additive recurrent noise. (c) Example output kinematics of the sustained RNN for target switch trials for two conditions, where the target switch is diagonal. The lighter target corresponds to the initially prompted target, and the darker target corresponds to the switched target. To make the task harder, noise was injected into the inputs. The RNN arrives at the correct final behavior, as would be expected by its dynamical mechanism. (d) Same as (c) but for the pulsed RNN trained to perform the pulsed go cue delayed reach task. One can observe that the RNN fails to perform the task adequately, achieving the incorrect final position. particular, we found that the pulsed RNN especially performed worse when the target switch was 444 maximal at 180 • (purple lines in Fig 9a,b) . The sustained RNN adequately performed this task, 445 being able to make diagonal corrections, as shown in Fig 9c. However, we found that the pulsed 446 RNN was not able to consistently perform this task (example trajectories in Fig 9d) . One reason 447 for poorer performance is that on several occasions, the output trajectories began to correct in the 448 right direction, but do not cross the bifurcation axis, settling back to the preparatory state attractor. 449 These results suggest that, while both the sustained and pulsed RNNs are capable of using their The region highlighted in gray corresponds to preparatory activity. The neuron is the "same" across all networks in the sense that we initialized the networks in the exact same way, with the same random seed, and they only differed in the amount of rate regularization. We found that each unit across the different RNNs shared similar motifs under this training process. In general, as rate regularization increases, the units have more preparatory activity relative to movement activity. 
