Abstract. We use reconstruction techniques of Woronowicz and Kazhdan-Wenzl for proving that there is a one-to-one correspondence between the following objects: 1. compact quantum groups having the same representation semiring as SU(N). 2. Self-adjoint Hecke symmetries which are even of rank N in the sense of Gurevich.
Hecke symmetries
Let q ∈ C * be such that q = 1 or q is not a root of unity. We will use the standard notations 
(T i − q)(T i + 1) = 0 f or 1 ≤ i < n.
The unit of H n (q) will be sometimes denoted by 1 n . For any element σ of the symmetric group S n an element T σ ∈ H n (q) could be defined as follows. Choose any presentation of σ as a product of elementary transpositions σ i = (i, i + 1) ∈ S n , σ = σ i 1 ...σ i l that has the shortest lenght l = l(σ) and define T σ := T i 1 ...T i l . It is well known that T σ does not depend on a choice of a shortest decomposition σ = σ i 1 ...σ i l .
For m, n ∈ N define a morphism of algebras
by (T i , 1 n ) → T i for 1 ≤ i < m and (1 m , T j ) → T m+j for 1 ≤ j < n. Let σ m,n ∈ S m+n be the permutation given by i → i + n if 1 ≤ i ≤ m and i → i − m if m + 1 ≤ i ≤ m + n.
Then the "braiding" S m,n := (−1) mn T σm,n ∈ H m+n (q) satisfies (see [5] , Lemma 5.1): S m,n (a ⊙ b) = (b ⊙ a)S m,n if a ∈ H m (q), b ∈ H n (q).
(1 n ⊙ S m,p )(S m,n ⊙ 1 p ) = S m,n+p for every m, n, p. (S m,p ⊙ 1 n )(1 m ⊙ S n,p ) = S m+n,p for every m, n, p. It is well-known that H k (q) is semisimple and isomorphic to the group algebra CS k . Let Y k be the set of Young diagrams having k boxes and {e λ } λ∈Y k be the set of central minimal idempotents in H k (q) as constructed in the section 2 of [7] . The parity idempotent is the one corresponding to the column having k boxes and is given by the well-known formula A Hecke symmetry is a linear operator R ∈ L(C n ⊗C n ) satisfying the Yang-Baxter equation R 1 R 2 R 1 = R 2 R 1 R 2 and the Hecke condition (R − q)(R + 1) = 0. It defines for every k a representation π k : H k (q) → L((C n ) ⊗k ) by T i → id i−1 ⊗ R ⊗ id k−i−1 , where id m := id (C n ) ⊗m . The projection π k (e k ) will be denoted by P k .
The linear space Λ k − := Im(P k ) could be thought as an analogue of the space of antisymmetric tensors in (C n ) ⊗k . If R ∈ L(C n ⊗ C n ) is a Hecke symmetry satisfying P N +1 = 0, P N = 0 for some N ∈ N then the following conditions are equivalent :
. If these conditions are satisfied then for every k < N the pairing
is nondegenerate. This Poincaré type duality is due to Gurevich (see Prop. 3.6, 3.9, 3.10 in [3] ).
We will prove in this section the following result : 
is a Hecke q-symmetry which is self-adjoint with respect to the canonical Hilbert space structure of C n ⊗ C n , then the following two conditions are equivalent :
q id. Define the following elements of H k (q) :
Proof. For (i,ii) see the section 3 in [5] and/or the section 2 in [3] . (iii) follows by multiplying the equalities in (ii) by 1 ⊙ e k−1 and e k−1 ⊙ 1, which are idempotents by
Also by definition of γ k and by (i) we get e k γ k = 
Proof. By Lemma 1.1 (iii) (id 1 ⊗ P N −1 )P N = P N so (id 1 ⊗ P N −1 )ξ = ξ and all x i 's are in the image of P N −1 . The Poincaré type duality of Gurevich says for k = 1 that the pairing
is non-degenerate, so the x i 's are linearly independent. Same proof for the y i 's.
Recall that the Markov traces on H k (q) are the ones whose compositions with the surjection from the braid group are invariant under Markov moves, and give the Homfly polynomial for links. One definition is the following (see [4] ). The linear map
The (unique) Markov trace of modulus z on H k (q) could be defined as the composition ψ 
and now using pe = id, P N e = e and pP N = p we get ϕ(id) = 1 and
Lemma 1.4. Let R be a Hecke symmetry and ϕ a linear unital form on
(y) and the equality ϕ ⊗k π k = ψ k z follows by recurrence on k.
Proof of the Proposition 1.
be the set of Young diagrams having ≤ N (resp. > N) rows. As P N +1 = 0 and P N = 0, the preceding Lemmas show that the Markov trace of modulus q
In particular the idempotents corresponding to diagrams in Y − k , which have nonzero weights with respect to this trace, are not killed by π k .
It remains to show that if
so there is nothing to prove. Assume that k > N and consider the inclusion i : 
k the restriction of π k to the factor e λ H k (q) is zero on the nonzero idempotent f λ , so this restriction is zero and π k (e λ ) = 0.
(iia) =⇒ (iib) By the equivalence ( * ) ⇔ ( * * ), the map ψ → (ψ ⊗ id)R is bijective. Define e : C → (C n ) ⊗N by e(z) = zξ and p : (C n ) ⊗N → C by p = e * . As all P k 's are now self-adjoint projections (see their definition), ep = P N so Lemma 1.3 applies and shows that
q id. Also ϕ is clearly positive and unital. Write ξ = e i ⊗ x i . The Lemma 1.2 shows that x 1 , ..., x n are linearly independent, so the matrix X =< x i , x j > ij is non-singular and ϕ : x → T r(xX) is faithful.
(iib) =⇒ (iia) Lemma 1.4 applies and shows that ϕ ⊗k π k is the Markov trace of modulus
, so the central minimal idempotents of H k (q) killed by π k are the exactly the ones which are killed by the Markov trace of modulus q
q , i.e. the ones corresponding to diagrams having > N rows [7] . In particular P N +1 = 0 and P N = 0, and by the the equivalence ( * ) ⇔ ( * * ) we have also rank(P N ) = 1.
Reconstruction of the monoidal functor
In [5] the rigid monoidal semisimple C-categories having the Grothendieck semiring isomorphic to R + (SU(N)) were classified (see the section 1 in [5] for all the terminology concerning categories). These are monoidal categories C τ N,q indexed by a N-th root of unity τ and by a complex number q ∈ C * (which is equal to 1 or is not a root of unity, and which is unique up to q → q −1 ). If τ = 1 then C 1 N,q is the category of finite dimensional representations of the quantum SL N . If moreover q ∈ (0, 1] then C 1 N,q is the category of representations of S √ q U(N), where S µ U(N) is the object defined by Woronowicz in [8] (see [6] ). See the section 1 in [5] for the precise definition of C τ N,q ; we will use in this paper the following proposition as "definition" for C 
which kills exactly the central minimal idempotents corresponding to Young diagrams having > N rows.
The smallest monoidal subcategory of C containing the arrows e, p, R and id Y is the full subcategory of C having
Note that by (3a) R has to satisfy R 1 R 2 R 1 = R 2 R 1 R 2 and (R − q)(R + 1) = 0. We will prove in this section the following converse -if N, q, τ, C, Y satisfy the above conditions except maybe for (3d) then (3d) is also satisfied, τ N = 1 and C is monoidal equivalent to C Lemma 2.1. Let N ∈ N and q ∈ C * be such that q = 1 or q is not a root of unity. Suppose that (C, Y ) satisfies (1,3a) 
Proof. By (3a) for every k there exists an isomorphism of algebras
, so a faithful monoidal functor f could be defined by f (X ⊗k ) = Y ⊗k and f = f k on the arrows in End(X ⊗k ).
Lemma 2.2. Let N ∈ N, τ ∈ C and q ∈ C * be such that q = 1 or q is not a root of unity. If (C, Y ) satisfies the conditions (1,3a,3b) is a N-th root of 
for every k. On the other hand (3b) says exactly that
(ii) Choose a N-th root of unity τ ′ and apply Lemma 2.1. to get arrows
By multiplying to the left with e ′ ⊗ e ′ p ′ and to the right with e ′ p ′ ⊗ p ′ we get Proof. The proof below is an adaptation of the proof of 2.2.b) in [5] .
Given m, k, p ∈ N such that p = m + αN = k + βN with α, β ∈ N, define (cf. [5] , page 122-123) the following maps :
′ are the identities. To every arrow a ∈ Hom(X ⊗m , X ⊗k ) of A τ N,q we associate F (a) ∈ Hom(Y ⊗m , Y ⊗k ) of C in the following way. Firstly remark that by (3c) we have Hom(X ⊗m , X ⊗k ) = {0} for m = k (mod N), so let p be such that p = m + αN = k + βN with α, β ∈ N and define
It is clear that F p+N (a) = F p (a), so F p (a) does not depend on p ; we call it F (a). Note also that if m = k then F p (a) = F m (a) = f (a), so F extends f . We prove firstly that F is a functor. For simplicity we write H m,k p = H p etc. when there is no confusion. It is clear from the definitions that 
for some k and s it is enough to prove it for pairs (a, b) of the form (1 k , b) or (a, 1 s ). For (a, 1 s ) it is clear. Let B be the set of arrows b such that
The conclusion comes from the following five remarks :
-as F is a functor, B is stable by composition of arrows. (1,2,3a,3b,3c) having {X ⊗k | k ≥ 0} as objects and the full subcategory of C having {Y ⊗k | k ≥ 0} as objects. Now (1) and (2) show that Proposition 2.1 in [5] applies, and gives an extension of F which is a monoidal equivalence between C τ N,q and C.
Quantizations of C(SU(N))
Recall [8] that a compact matrix quantum group is a pair (A, u), where A is a unital C * -algebra and u ∈ M n (A) is an invertible matrix such that : -the coefficients u ij of u generate in A a dense * -subalgebra, called A s .
-there exists a C * -morphism δ : A → A ⊗ min A sending u ij → u ik ⊗ u kj . -there exists a linear antimultiplicative map κ : A s → A s such that κ(κ(a * ) * ) = a for all a ∈ A s and such that (Id ⊗ κ)(u) = u −1 . In this case A s is a Hopf C-algebra with comultiplication δ, antipode κ and counit defined by e : u ij → δ ij . We call representations of (A, u) the finite dimensional non degenerate corepresentations of the Hopf algebra A s , i.e. the invertible matrices r ∈ L(V ) ⊗ A s satisfying (id ⊗ δ)r = r 12 r 13 , where V is a finite dimensional complex vector space. In particular u is a representation of (A, u), which is called the fundamental one. The trivial representation 1 A ∈ M 1 (A) will be denoted by 1.
The elements of the representation semiring R + (A) are equivalence classes of representations of (A, u) and the operations on R + (A) are the usual sum r + p := diag(r, p) and tensor product r ⊗ p := r 13 p 23 .
rep(A) is the monoidal category of representations of (A, u), i.e. the underlying monoidal category of the concrete monoidal W * -category Rep(A) from [8] . It is a rigid strict monoidal semisimple C-category.
An isomorphism of compact matrix quantum groups (A, u) → (B, v) is a * -algebra isomorphism A s → B s sending u → QvQ −1 for some scalar matrix Q. If U, V are semirings and
is a Hecke q-symmetry satisfying the equivalent conditions (iia,iib) of the Proposition 1.1 then
(where ξ is a norm one vector in Im(P N )) is a compact matrix quantum group and the following conditions are equivalent :
Conversely, each compact matrix quantum group (A, v) satisfying the equality
arises in this way.
The definition of A(R) has to be understood as follows. Let L be the free complex algebra on 2n 2 variables {u ij , u * ij } i,j=1...n and define an involution on it by u ij → u * ij . Let {e 1 , ..., e n } be the standard basis of C n and suppose that ξ = ξ k 1 ...k N e k 1 ⊗...⊗e k N . Let J ⊂ L be the two-sided * -ideal generated by the 2n
, so its coefficients u ij are of norm ≤ 1 for every C * -seminorm on L/J and the envelopping C * -algebra of L/J is well-defined. We call it A(R).
Let us prove firstly that (A(R), u) is a compact matrix quantum group. Indeed, Woronowicz already proved that universal C * -algebras of this kind are compact matrix quantum groups, provided ξ is "left and right non-degenerate" in the following sense -if ξ = e i ⊗ x i = y i ⊗ e i then x 1 , ..., x n (resp. y 1 , ..., y n ) have to be linearly independent (see [8] , Th. 1.4 and its proof p. 60-61; in fact the result was stated there for n = N, but this equality was nowhere used in the proof). The Lemma 1.2 says exactly that this non-degeneracy condition is satisfied. 
are linearly dependent, so the last one is also in C1 1 . Now Prop. 2.2 applies with C = vect C and Y = C n and gives (i).
(ii) As e⊗1 2 = τ −2 π N +2 (S 2,N )(1 2 ⊗e) it's easy to see that the following two conditions are equivalent :
) (see [6] ) and the formula in [8] , page 66 is exactly (a ′ ). Thus (a) is true and since (1 2 ⊗ p)(e ⊗ 1 2 ) ∈ End(u ⊗2 ) we get R ∈ End(u ⊗2 ).
Proof of the Theorem 3.1. Note that (c) is equivalent to
Recall that A(R) is a compact matrix quantum group due to the Th. 1.4 in [8] . The proof of this theorem ( [8] , p. 60-61) shows also that the full subcategory R 0 of rep(A(R)) having {u ⊗k | k ≥ 0} as objects could be described as follows. R 0 is (via the forgetful functor) the smallest monoidal subcategory of vect C having {(C n ) ⊗k | k ≥ 0} as objects and containing the arrows e, p, 1 1 defined in the Lemma 3.1.
The Lemma 3.1. applies and shows that R ∈ End(u ⊗2 ). Now rep(A(R)) is easily seen to satisfy the conditions of the Proposition 2.3. Indeed, (1, 2) follow from the axioms in [8] , p. 37-38, (3a) from the Proposition 1.1, (3b) from the Lemma 3.1 and (3c) from the construction of R 0 . Thus the Proposition 2.3 applies and shows that rep(A) is tensor equivalent to C τ N,q , so we have an isomorphism of Grothendieck semirings
For (c1) ⇐⇒ (d) we recall that the quantum determinant is a certain one-dimensional corepresentation detT of the bialgebra
defined in the first section of [2] . As the operator (p ⊗ 1 1 )(1 1 ⊗ e) is in both End(u) and in Hom(T · detT, detT · T ), it follows that the condition (c1) is equivalent to the condition "detT is in the center of A R " from [3] . The proof of the last assertion in the Theorem 3.1 has three steps : I. We may suppose that v ∈ M n (A s ) is unitary. Apply the result in [5] to get q, τ and a monoidal equivalence E A : C τ N,q → rep(A) sending X → v. Let R ∈ L(C n ⊗C n ) be the intertwining operator corresponding to the image by E A of the arrow R ′ ∈ End(X ⊗2 ). Then R is a Hecke symmetry, and is in the C * -algebra ≃ C ⊕ C of intertwiners of v ⊗2 , so its spectral projection q−R q+1
corresponding to the eigenvalue −1 is selfadjoint. This means exactly that for every k the representation π k of H k (q) defined by R is a non-degenerate C * -representation in the sense of Prop. 2.9 in [7] , so this Proposition applies and shows that q ∈ R * + . This implies also that R = q−(q+1) q−R q+1 is self-adjoint. By composing E A with the equivalence C τ N,q ≃ C τ N,q −1 we may suppose q ∈ (0, 1]. II. Let e, p be the intertwining operators corresponding to the images by E A of the arrows e ′ , p ′ in C τ N,q . Then pe = id C and ep = π N (e N ), so π N (e N ) is a rank one projection. Also π N +1 (e N +1 ) = 0, so the first part of the present theorem applies and gives a compact matrix quantum group (A(R), u). By its universal property there exists a canonical surjection f : A(R) → A.
III. Note that f sends u → v, so u has to be irreducible, and by the first part we get a monoidal equivalence E A(R) : C For N = 2, the Theorem 3.1 may be used to compute explicitely all the compact matrix quantum groups (A, u) satisfying R + (A) ≃ R + (SU(2)). In fact the Hecke symmetries satisfying P 3 = 0 were classified in [3] , and the corresponding quantum groups were found in [1] .
