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Abstract
In this paper, we introduce LR(u) designs and use these designs together with large sets of
Kirkman triple systems (LKTS) and transitive KTS (TKTS) of order v to construct an LKTS(uv).
Our main result is that there exists an LKTS(v) for v∈{3nm(2 · 13k + 1)t ; n¿ 1; k¿ 1; t =
0; 1; m∈{1; 5; 11; 17; 25; 35; 43}}.
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1. Introduction
A group-divisible design GDD(t; K; v; r1{k1}; : : : ; rs{ks}), where
∑s
i=1 riki = v; K ⊆N ,
and for any k∈K; k¿t, is a triple (X;B;G) such that
(1) X is a set of v points.
(2) G is a partition of X into ri sets of ki points (called groups), i=1; 2; : : : ; s.
(3) B is a set of subsets of X (called blocks), such that |B|∈K; |B∩G|61 for all
B∈B and G∈G, and such that any t-subset T of X with |T ∩G|61 for all G∈G,
is contained in exactly one block.
We usually write GDD(t; k; v; r1{k1}; : : : ; rs{ks}) instead of GDD(t; {k}; v;
r1{k1}; : : : ; rs{ks}) and write GDD(k r11 · · · k rss ) instead of GDD(2; 3; v; r1{k1}; : : : ; rs{ks}).
A group-divisible design GDD(t; K; v; r1{k1}; : : : ; rs{ks}) is resolvable if there exists
a partition = {P1; P2; : : : ; Pr} of B such that each part Pi is itself a partition of X .
The parts Pi are called parallel classes, and the partition  is called a resolution.
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A GDD(t; K; v; v{1}) (X;B;G) is denoted by S(t; K; v); it is often called t-wise bal-
anced design. We usually omit G in the triple (X;B;G), and write (X;B) instead of
(X;B;G). A S(t; {k}; v) is denoted by S(t; k; v), it is called a Steiner system.
Lemma 1 (Beth et al. [1]). There exists an S(3; p+1; pn+1) for prime power p and
any integer n¿2.
A S(2; 3; v) is called a Steiner triple system, brieHy an STS(v). A resolvable STS(v)
is called a Kirkman triple system, brieHy a KTS(v). It is well known that there are
exactly v(v − 1)=6 blocks in a KTS(v), and there are exactly (v − 1)=2 elements in a
resolution (i.e. there are (v− 1)=2 parallel classes).
Lemma 2 (Ray-Chandhuri and Wilson [12]). There exists a KTS(v) if and only if
v≡ 3 (mod 6).
A KTS(v) (X;B) is called a transitive Kirkman triple system, brieHy a TKTS(v), if
there is a group G of order v on the set X , such that G is sharply transitive on X (i.e.
for any x; y∈X , there exists a unique ∈G with (x)=y), and for any B= {x; y; z}∈B
and any ∈G, we have (B)= {(x); (y); (z)}∈B. In other words, B is invariant
under the action of G. The group G is called the adjoint group of the TKTS(v).
In paper [7], Lei has given the following results on TKTS(v).
Lemma 3. (1) There exists a TKTS(v) for v∈{3r15r211r317r4q1 · · · qt ; where r1¿1;
r2; r3; r4∈{0; 1}; qi ≡ 1 (mod 6) and qi is prime power or 1}.
(2) Let p be a prime, p≡5 (mod 6), if there exist both a TKTS(v) and a TKTS(3p),
then there exists a TKTS(pv).
(3) If there exist TKTS(3p) for all primes p≡ 5 (mod 6), then there exist TKTS(v)
for all integers v≡ 3 (mod 6).
Two KTS(v)s on the same set X are said to be disjoint if their block sets are disjoint.
It is easy to see that the maximum number of pairwise disjoint KTS(v)s on the same
point set is v− 2, and a set of v− 2 pairwise disjoint KTS(v)s is called a large set of
disjoint Kirkman triple systems, brieHy an LKTS(v).
The problem of a large set of pairwise disjoint Kirkman triple systems comes from
“Sylvester’s problem of the 15 schoolgirls.” Following it, many problems of a similar
nature have been raised and solved. For example, a large set of disjoint Steiner triple
systems, a large set of disjoint Mendelsohn triple systems, a large set of disjoint group-
divisible designs, etc. But until now the research on LKTS has not advanced very far.
The known results and constructions of LKTS(v)s are very limited. Most of them were
given by Denniston. They are summarized as follows (see [2,3,4,5,8]):
Lemma 4. (1) There exists an LKTS(v) for v∈{9; 15; 33; 51; 75; 105; 129}.
(2) If there exist both an LKTS(v) and a TKTS(v), then there exists an LKTS(3v).
(3) There exists an LKTS(3nm) for m∈{5; 11; 17; 25; 35; 43}; n¿1.
In this paper, we introduce LR designs and give the following construction.
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Theorem 1. If there exist both an LKTS(v) and a TKTS(v), and there exists an
LR(u), then there exists an LKTS(uv).
In fact, the construction is a generalization of Lemma 4 (2) which was given by
Denniston in [5]. In order to understand our construction easily, I would like to intro-
duce the Denniston construction in Section 2.
2. Denniston’s construction
Lemma 4a. If there exist both an LKTS(v) and a TKTS(v), then there exists an
LKTS(3v).
Construction. Let a TKTS(v)= (Zv;B), and let its adjoint group be G, where B
can be partitioned into parallel classes {B(m); 16m6(v − 1)=2}. Let F =G\{; },
where ;  are two arbitrary Nxed elements of G, of course, |F |= v − 2. Let there
exist an LKTS(v)= {(Zv;H); ∈F}, with each H having resolution ()= {H(m);
16m6(v − 1)=2}. An LKTS(3v) over the set Z3 × Zv is constructed by following
three steps.
Step 1: Block sets C, (∈F), consist of the following two kinds of blocks:
(1) {(x; i); (x; j); (x; k)}, where x∈Z3; {i; j; k}∈H.
This part contains (v(v− 1))=2 blocks.
(2) {(0; i); (1;  (i)); (2;  2(i))}, where  ∈G; i∈Zv.
This part contains v2 blocks.
It is obvious that |C|= v(v − 1)=2 + v2 = v(3v − 1)=2. Each C can be partitioned
into the following parallel classes:
C =
((v−1)=2⋃
m=1
C(m)
)
∪

⋃
 ∈G
C( )

 ;
where
C(m)= {{(x; i); (x; j); (x; l)}; x∈Z3; {i; j; l}∈H(m)};
and
C( )= {{(0; i); (1;  (i)); (2;  2(i))}; i∈Zv}:
Step 2: Block sets C ; (∈G), consist of the following two kinds of blocks:
(1) {(0; i); (1; (i)); (2; 2(i))}, where i∈Zv.
This part contains v blocks.
(2) {(0; i); (0; j); (1; (l))},
{(1; i); (1; j); (2; (l))},
{(2; i); (2; j); (0; −2−1(l))}
for all {i; j}⊂Zv with i = j and {i; j; l}∈B.
This part contains (3v(v− 1))=2 blocks.
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It is obvious that |C |=(3v(v−1))=2+v=(v(3v−1))=2. Each C can be partitioned
into the following parallel classes:
C =C

(0)∪
(
3⋃
k=1
(v−1)=2⋃
m=1
C(m; k)
)
;
where
C(0)= {{(0; i); (1; (i)); (2; 2(i))}; i∈Zv};
C(m; 1) = {{(0; i); (0; j); (1; (l))}; {(1; (i)); (1; (j)); (2; 2(l))};
{(2; 2(i)); (2; 2(j)); (0; l)}; {i; j; l}∈B(m); i¿j¿l};
C(m; 2) = {{(0; i); (0; l); (1; (j))}; {(1; (i)); (1; (l)); (2; 2(j))};
{(2; 2(i)); (2; 2(l)); (0; j)}; {i; j; l}∈B(m); i¿j¿l};
C(m; 3) = {{(0; l); (0; j); (1; (i))}; {(1; (l)); (1; (j)); (2; 2(i))};
{(2; 2(l)); (2; 2(j)); (0; i)}; {i; j; l}∈B(m); i¿j¿l}:
Step 3: Block sets C ; (∈G),consist of the following two kinds of blocks:
(1) {(0; i); (1; (i)); (2; 2(i))}, where i∈Zv.
This part contains v blocks.
(2) {(0; i); (0; j); (2; 2(l))},
{(1; i); (1; j); (0; −1(l))},
{(2; i); (2; j); (1; −1−1(l))}
for all {i; j}⊂Zv with i = j and {i; j; l}∈B.
This part contains (3v(v− 1))=2 blocks.
It is obvious that |C |=(3v(v−1))=2+v=(v(3v−1))=2. Each C can be partitioned
into the following parallel classes:
C =C

 (0)∪
(
3⋃
k=1
(v−1)=2⋃
m=1
C (m; k)
)
;
where
C (0)= {{(0; i); (1; (i)); (2; 2(i))}; i∈Zv};
C (m; 1) = {{(0; i); (0; j); (2; 2(l))}; {(1; (i)); (1; (j)); (0; l)};
{(2; 2(i)); (2; 2(j)); (1; (l))}; {i; j; l}∈B(m); i¿j¿l};
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C (m; 2) = {{(0; i); (0; l); (2; 2(j))}; {(1; (i)); (1; (l)); (0; j)};
{(2; 2(i)); (2; 2(l)); (1; (j))}; {i; j; l}∈B(m); i¿j¿l};
C (m; 3) = {{(0; l); (0; j); (2; 2(i))}; {(1; (l)); (1; (j)); (0; i)};
{(2; 2(l)); (2; 2(j)); (1; (i))}; {i; j; l}∈B(m); i¿j¿l}:
Then the collection
{(Z3 × Zv;C); ∈F}∪{(Z3 × Zv;C& ); ∈G; &∈{; }}
is an LKTS(3v).
3. The proof of Theorem 1
In this section, we introduce the deNnition of an LR design and give the construction
and proof of Theorem 1.
Let X be a u set; an LR design of order u (brieHy an LR(u)) is a collection
{(X;Ajk ); 16k6(u− 1)=2; j=0; 1} of KTS(u)s with following properties:
(i) Let the resolution of Ajk be 
j
k = {Ajk (h); 16h6(u − 1)=2}. There is an ele-
ment in each jk , which without loss of generality, we can suppose is A
j
k (1), such
that
(u−1)=2⋃
k=1
A0k (1)=
(u−1)=2⋃
k=1
A1k (1)=A
and (X;A) is a KTS(u).
(ii) For any triple T={x; y; z}⊂X; x =y = z = x, there exist k; j such that T ∈Ajk .
An LR(3) is {(Z3;Aj); j=0; 1}, where Aj =Z3; j=0; 1.
Now, we will give the construction of Theorem 1 by following three steps. The idea
of the construction is that the block in each parallel class of A of an LR(u) will be
regarded as Z3 of Denniston’s construction.
Suppose that there exists an LR(u), with the symbols the same as in the deNnition,
and set X has linear order “¿” (i.e. for any x =y; x; y∈X , either x¿y or y¿x). Let
a TKTS(v) be (Zv;B), with adjoint group G, and B partitioned into parallel classes
{B(m); 16m6(v−1)=2}. Let F =G\{; }, where ;  are two arbitrary Nxed elements
of G; of course, |F |= v−2. Let there exist an LKTS(v)= {(Zv;H); ∈F}, where each
H has resolution ()= {H(m); 16m6(v− 1)=2}. We will construct an LKTS(uv)
over the set X × Zv.
Step 1: Block sets C, (∈F), consist of the following two kinds of blocks:
(1) {(x; i); (x; j); (x; k)}, where x∈X , {i; j; k}∈H.
This part contains (uv(v− 1))=6 blocks.
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(2) {(x; i); (y;  (i)); (z;  2(i))},
where  ∈G; i∈Zv; {x; y; z}∈A and x¿y¿z.
This part contains (u(u− 1)v2)=6 blocks.
Lemma 5. (X × Zv;C); ∈F , are v− 2 pairwise disjoint KTS(uv)s.
Proof. Firstly, we show that each (X × Zv;C) (∈F) is a STS(uv). In fact, there are
exactly
uv(v− 1)
6
+
u(u− 1)v2
6
=
uv(uv− 1)
6
blocks in each C; ∈F . And for any pair P= {(x; i); (y; j)}⊂X × Zv, if x=y, then
i = j, so there is a block {i; j; k}∈H; thus, P is contained in block {(x; i); (x; j); (x; k)}
∈C. If x =y, then there is a z∈X , such that {x; y; z}∈A; without loss of generality,
let x¿y¿z, then there exists a  ∈G, such that  (i)= j and thus P is contained in
block {(x; i)(y;  (i)); (z;  2(i))}. Therefore, (X × Zv;C) is a STS(uv).
Next, each C can be partitioned into the following parallel classes:
(i) C(m), (16m6(v− 1)=2):
{(x; i); (x; j); (x; l)}; where x∈X; {i; j; l}∈H(m):
(ii) C(k;  ); (16k6(u− 1)=2;  ∈G):
{(x; i); (y;  (i)); (z;  2(i))}; where x¿y¿z; {x; y; z}∈A0k (1); i∈Zv:
Thus, each (X × Zv;C) is a KTS(uv).
Since {(Zv;H); ∈F} are pairwise disjoint, the blocks of type (1) of C and C)
are pairwise disjoint for any  =); ; )∈F . It is easy to check that the blocks of type
(2) of C and C) are disjoint and it is obvious that the blocks of type (1) of C and
type (2) of C) are disjoint (their Nrst coordinates are always diOerent). Thus, the set
{(X × Zv;C); ∈F} is a set of pairwise disjoint KTS(uv).
Step 2: Block sets Ck ; (∈G; 16k6(u−1)=2), consist of the following three kinds
of blocks:
(1) {(x; i); (y; (i)); (z; 2(i))}, for all {x; y; z}∈A0k (1) with x¿y¿z and all i∈Zv.
This part contains uv=3 blocks.
(2) {(x; i); (x; j); (y; (l))},
{(y; i); (y; j); (z; (l))},
{(z; i); (z; j); (x; −2−1(l))},
where {x; y; z}∈A0k (1); x¿y¿z, for all {i; j}⊂Zv with i = j and {i; j; l}∈B.
This part contains (uv(v− 1))=2 blocks.
(3) {(x; i); (y; )(i)); (z; )2(i))}
for all )∈G; i∈Zv, and {x; y; z}∈A0k \A0k (1) with x¿y¿z.
This part contains ((u(u− 1))=6− u=3)v2 blocks.
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Lemma 6. Each (X × Zv;Ck) (∈G; 16k6(u− 1)=2) is a KTS(uv).
Proof. Firstly, each (X × Zv;Ck) is an STS(uv). In fact, there are exactly
uv
3
+
uv(v− 1)
2
+
(
u(u− 1)
6
− u
3
)
v2 =
uv(uv− 1)
6
blocks in each Ck (∈G; 16k6(u − 1)=2). Thus, we only need show that any
2-subset P= {(x; i); (y; j)}⊂X ×Zv is contained in a block of Ck . All the possibilities
of P are exhausted as follows:
(1) If x=y, then i = j. Since A0k (1) is a parallel class, there is a block {x; x1; x2}∈
A0k (1); without loss of generality, let x¿x1¿x2. There exists a block {i; j; l}∈B. There-
fore, P is contained in the block {(x; i); (x; j); (x1; (l)} of Ck .
(2) If x =y, then there is a z∈X , such that {x; y; z}∈A0k ; without loss of generality,
let x¿y¿z.
If {x; y; z}∈A0k (1), then since {(l); l∈Zv}=Zv, there exists an l∈Zv, such that
(l)= j. If l= i, i.e. (i)= j, then P is contained in the block {(x; i); (y; (i));
(z; 2(i))}. If l = i, then there is an m, such that {i; l; m}∈B. Then P is contained in
the block {(x; i); (x; m); (y; (l))} of Ck .
If {x; y; z}∈A0k \A0k (1), then there is a  ∈G, such that  (i)= j. Furthermore, P is
contained in the block {(x; i); (y;  (i)); (z;  2(i))} of Ck .
Therefore (X × Zv;Ck) is an STS(uv).
Next, each block set Ck can be partitioned into the following parallel classes:
(i) Ck(0):
{(x; i); (y; (i)); (z; 2(i))}; where {x; y; z}∈A0k (1); x¿y¿z; i∈Zv:
(ii) Ck(m; 1); (16m6(v− 1)=2):
{(x; i); (x; j); (y; (l))}; {(y; (i)); (y; (j)); (z; 2(l))};
{(z; 2(i)); (z; 2(j)); (x; l)};
Ck(m; 2); (16m6(v− 1)=2):
{(x; i); (x; l); (y; (j))}; {(y; (i)); (y; (l)); (z; 2(j))};
{(z; 2(i)); (z; 2(l)); (x; j)};
Ck(m; 3); (16m6(v− 1)=2):
{(x; l); (x; j); (y; (i))}; {(y; (l)); (y; (j)); (z; 2(i))};
{(z; 2(l)); (z; 2(j)); (x; i)};
where {x; y; z}∈A0k (1); x¿y¿z, and {i; j; l}∈B(m),i¿j¿l.
(Note: Since (Zv;B) is a TKTS(v), for any {x; y; z}∈A; x¿y¿z, and {i; j; l}
∈B; {(y; (i)); (y; (j)); (z; 2(l))} and {(z; 2(i)); (z; 2(j)); (x; l)} are still
contained in Ck . Here must be used the invariability of B under group G).
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(iii) Ck(); h); ()∈G; 26h6(u− 1)=2):
{(x; i); (y; )(i)); (z; )2(i))}; where {x; y; z}∈A0k (h); x¿y¿z; i∈Zv:
Thus, Ck can exactly be partitioned into
1 +
3(v− 1)
2
+
v(u− 3)
2
=
uv− 1
2
parallel classes.
Therefore, each Ck is a KTS(uv).
Step 3: Block sets Ck ; (∈G; 16k6(u−1)=2), consist of the following three kinds
of blocks:
(1) {(x; i); (y; (i)); (z; 2(i))}, where {x; y; z}∈A1k (1); x¿y¿z; i∈Zv.
This part contains uv=3 blocks.
(2) {(x; i); (x; j); (z; 2(l))},
{(y; i); (y; j); (x; −1(l))},
{(z; i); (z; j); (y; −1−1(l))}
for all {x; y; z}∈A1k (1) with x¿y¿z and all {i; j}⊂Zv with i = j, and {i; j; l}∈B.
This part contains (uv(v− 1))=2 blocks.
(3) {(x; i); (y; )(i)); (z; )2(i))}
for all )∈G; i∈Zv, and {x; y; z}∈A1k \A1k (1) with x¿y¿z.
This part contains ((u(u− 1))=6− u=3)v2 blocks.
Lemma 7. Each (X × Zv;Ck) (∈G; 16k6(u− 1)=2) is a KTS(uv).
Proof. The proof of this Lemma is similar to Lemma 6. We only need to point out
that each block set Ck can be partitioned into parallel classes:
(i) Ck(0):
{(x; i); (y; (i)); (z; 2(i))}; where {x; y; z}∈A1k (1); x¿y¿z; i∈Zv:
(ii) Ck(m; 1) (16m6(v− 1)=2):
{(x; i); (x; j); (z; 2(l))}; {(y; (i)); (y; (j)); (x; l)};
{(z; 2(i)); (z; 2(j)); (y; (l))};
Ck(m; 2) (16m6(v− 1)=2):
{(x; i); (x; l); (z; 2(j))}; {(y; (i)); (y; (l)); (x; j)};
{(z; 2(i)); (z; 2(l)); (y; (j))};
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Ck(m; 3)(16m6(v− 1)=2):
{(x; l); (x; j); (z; 2(i))}; {(y; (l)); (y; (j)); (x; i)};
{(z; 2(l)); (z; 2(j)); (y; (i))};
where {x; y; z}∈A1k (1); x¿y¿z, and {i; j; l}∈B(m); i¿j¿l.
(iii) Ck(); h) ()∈G; 26h6(u− 1)=2):
{(x; i); (y; )(i)); (z; )2(i))};
where {x; y; z}∈A1k (h); x¿y¿z; i∈Zv.
Theorem 1. If there exist both an LKTS(v) and a TKTS(v), and there exists an
LR(u), then there exists an LKTS(uv).
Proof. Suppose that the notations are the same as preceding, then the collection
Q= {(X × Zv;C); ∈F}∪
{
(X × Zv;C&k); ∈G; &∈{; }; 16k6
u− 1
2
}
will be an LKTS(uv). In order to prove it, we only need show that for any triple
T ⊂X×Zv; T is contained in one element of Q. All the possibilities of T are exhausted
as follows:
(1) T = {(x; i1); (x; i2); (x; i3)}, where x∈X; i1; i2; i3∈Zv and i1 = i2 = i3 = i1.
Since {(Zv;H); ∈F} is an LKTS(v), there is an element ∈F such that {i1; i2; i3}
∈H; furthermore, T ∈C.
(2) T = {(x; i1); (x; i2); (y; i3)}, where x; y∈X; x =y, and i1; i2; i3∈Zv; i1 = i2.
Since (X;A) is a KTS(u), there is a z∈X , such that
{x; y; z}∈A=
(u−1)=2⋃
i=1
A0i (1)=
(u−1)=2⋃
i=1
A1i (1):
Furthermore, there exist k and l, such that {x; y; z}∈A0k (1) and {x; y; z}∈A1l (1). And
since (Zv;B) is a KTS(v), there is a j such that {i1; i2; j}∈B.
If x¿y¿z and (j)= i3, then T ∈Ck ;
if x¿z¿y and 2(j)= i3, then T ∈Cl;
if z¿x¿y and (j)= i3, then T ∈Ck ;
if y¿x¿z and −1(j)= i3, then T ∈Cl;
if y¿z¿x and −2−1(j)= i3, then T ∈Ck ;
if z¿y¿x and −1−1(j)= i3, then T ∈Cl.
(3) T = {(x; i1); (y; i2); (z; i3)}, where x; y; z∈X; x =y = z = x, and i1; i2; i3∈Zv.
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Since {(X;Ajk ); j=0; 1; 16k6(u− 1)=2} is an LR(u), there exist a j and a k with
j∈{0; 1} and 16k6(u− 1)=2, such that
{x; y; z}∈Ajk =
(u−1)=2⋃
h=1
Ajk (h):
Furthermore, there is an h such that {x; y; z}∈Ajk (h); without loss generality, we sup-
pose x¿y¿z. Since G is a transitive group on Zv, there are ; )∈G, such that
)(i1)= i2 and )2(i1)= i3.
If h=1 and  =∈{; }, then T ∈C;
if h=1 and ∈{; }, then either T ∈C)k or T ∈C)k ;
if h =1 and j=0, then T ∈Ck ;
if h =1 and j=1, then T ∈Ck .
The proof is completed.
(Note that with u=3 in Theorem 1, this is Denniston’s construction.)
Corollary 1. If there exists an LR(u), then there exists an LKTS(3u).
Proof. Let v=3 in Theorem 1, it is obvious that there exists an LKTS(3) and a
TKTS(3), thus we have the result of the Corollary.
In following two sections, we will construct some LR designs; furthermore, we obtain
some new results on LKTS.
4. The construction of LR designs I
Theorem 2. If there exist both an LR(u) and an LR(v), and there exists either a
TKTS(u) or a TKTS(v), then there exists an LR(uv).
Proof. Firstly, we will give a construction of an LR(uv). Without loss of generality,
we suppose that there exists a TKTS(v) (Zv;H) and its adjoint group is G. Let  be
a Nxed element of G and F =G\{}, then |F |= v− 1. Let
LR(u)=
{
(Zu;A
j
k ); 16k6
u− 1
2
; j=0; 1
}
;
LR(v)=
{
(Zv;Bjn); 16n6
v− 1
2
; j=0; 1
}
;
where each Ajk can be partitioned into parallel classes {Ajk (h); 16h6(u− 1)=2}, with
(u−1)=2⋃
k=1
A0k (1)=
(u−1)=2⋃
k=1
A1k (1)=A
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with (Zu;A) a KTS(u); furthermore, each B
j
n can be partitioned into parallel classes
{Bjn(m); 16m6(v− 1)=2}, with
(v−1)=2⋃
n=1
B0n(1)=
(v−1)=2⋃
n=1
B1n(1)=B
with (Zv;B) a KTS(v). Let f be a one to one mapping of F onto set {(j; n); j=0; 1;
16n6(v− 1)=2}. We will construct an LR(uv) over the set Zu × Zv by the following
three steps. This construction is similar to the construction of Theorem 1.
Step 1: Block sets C (∈F) consist of the following two kinds of blocks:
(1) {(x; i1); (x; i2); (x; i3)},
where x∈Zu and if f()= (j; n), then {i1; i2; i3}∈Bjn.
This part contains (uv(v− 1))=6 blocks.
(2) {(x; i); (y;  (i)); (z;  2(i))},
where  ∈G; i∈Zv; {x; y; z}∈A and x¿y¿z.
This part contains (u(u− 1)v2)=6 blocks.
Step 2: Block sets C0 k ; ( ∈G; 16k6(u−1)=2), consist of the following three kinds
of blocks:
(1) {(x; i); (y;  (i)); (z;  2(i))},
where {x; y; z}∈A0k (1); x¿y¿z; i∈Zv.
This part contains uv=3 blocks.
(2) {(x; i); (x; j); (y;  (l))},
{(y; i); (y; j); (z;  (l))},
{(z; i); (z; j); (x;  −2−1(l))},
where {x; y; z}∈A0k (1); x¿y¿z; {i; j}⊂Zv, and l∈Zv, such that {i; j; l}∈H.
This part contains (uv(v− 1))=2 blocks.
(3) {(x; i); (y; )(i)); (z;  )2(i))},
where )∈G; i∈Zv, and {x; y; z}∈A0k \A0k (1), x¿y¿z.
This part contains ((u(u− 1))=6− u=3)v2 blocks.
Step 3: Block sets C1 k ; ( ∈G; 16k6(u − 1)=2), consist of the following three
kinds of blocks:
(1) {(x; i); (y;  (i)); (z;  2(i))},
where {x; y; z}∈A1k (1); x¿y¿z; i∈Zv.
This part contains uv=3 blocks.
(2) {(x; i); (x; j); (z;  2(l))},
{(y; i); (y; j); (x;  −1(l))},
{(z; i); (z; j); (y;  −1−1(l))},
where {x; y; z}∈A1k (1); x¿y¿z; {i; j}⊂Zv, and l∈Zv, such that {i; j; l}∈H.
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This part contains (uv(v− 1))=2 blocks.
(3) {(x; i); (y; )(i)); (z;  )2(i))},
where )∈G; i∈Zv, and {x; y; z}∈A1k \A1k (1), x¿y¿z.
This part contains ((u(u− 1))=6− u=3)v2 blocks.
(Note that there is an overlap (in fact, a parallel class) in C0)k and C
1
)k .)
DeNne
P= {(Zu × Zv;C); ∈F}∪
{
(Zu × Zv;Cj k);  ∈G; j∈{0; 1}; 16k6
u− 1
2
}
:
Then the collection P consists of an LR(uv). Now we will prove this.
The proof is similar to Lemmas 5–7, showing that each element of P is a KTS(uv),
and we have an analogous proof showing that for any triple T of Zu × Zv, there is
an element D of P, such that T ∈D. Thus, in order to show that P is an LR(uv),
we only need show that condition (i) of deNnition of LR-design is satisNed by the
collection P.
Let
P0 ={(Zu × Zv;C); ∈F and f()= (0; n); 16n6(v− 1)=2}
∪ {(Zu × Zv;C0 h);  ∈G; 16h6(u− 1)=2};
P1 = {(Zu × Zv;C); ∈F and f()= (1; n); 16n6(v− 1)=2}
∪ {(Zu × Zv;C1 h);  ∈G; 16h6(u− 1)=2}:
For any ∈F , if f()= (j; n), where j=0; 1; 16n6(v− 1)=2, let
Cjn(1) = {{(x; i1); (x; i2); (x; i3)}; x∈Zu; {i1; i2; i3}∈Bjn(1)}
⊂C∈Pj:
For any  ∈G; 16h6(u− 1)=2; j=0; 1, let
Cj h(1) = {{(x; i); (y;  (i)); (z;  2(i))}; {x; y; z}∈Ajh(1); x¿y¿z; i∈Zv}
⊂Cj h∈Pj:
Since A=
⋃(u−1)=2
k=1 A
0
k (1)=
⋃(u−1)=2
k=1 A
1
k (1), such that (Zu;A) is a KTS(u), and
B=
⋃(v−1)=2
n=1 B
0
n (1)=
⋃(v−1)=2
n=1 B
1
n(1), such that (Zv;B) is a KTS(v), we have
((v−1)=2⋃
k=1
C0k (1)
)
=
((v−1)=2⋃
k=1
C1k (1)
)
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and 
(u−1)=2⋃
h=1
⋃
 ∈G
C0 k(1)

=

(u−1)=2⋃
h=1
⋃
 ∈G
C1 k(1)

 :
Furthermore, we have
E0 =
((v−1)=2⋃
k=1
C0k (1)
)
∪

(u−1)=2⋃
h=1
⋃
 ∈G
C0 k(1)


=
((v−1)=2⋃
k=1
C1k (1)
)
∪

(u−1)=2⋃
h=1
⋃
 ∈G
C1 k(1)

=E1
and (Zu × Zv;E1) is a KTS(uv).
The proof is completed.
Corollary 2. There exists an LR(3n) for any n¿1.
Proof. Let B1 =B2 = {{0; 1; 2}}, then collection {(Z3;B1); (Z3;B2)} is an LR(3).
And (Z3;B1) is a TKTS(3); its adjoint group is {〈012〉}. Take two copies of the
LR(3), then there exists an LR(9) by Theorem 2. By induction, we will obtain this
corollary.
In the next section, we will give another construction of LR designs.
5. The construction of LR designs II
A generalized frame F(t; k; v{m}) is a collection {(X;Br ;G); r∈R}, where X is
a vm set, G is a partition of X into v sets of m points (called groups), such that
every (X \G;Br ;G\G); G∈G, is a GDD(t − 1; k; (v − 1)m; (v − 1){m}), and such
that (X;
⋃
r∈RBr ;G) is a GDD(t; k; vm; v{m}), and such that all Br ; r∈R, are pairwise
disjoint. It is known that a F(t; k; v{m}) contains vm=(k − t + 1) GDD(t − 1; k;
(v − 1)m; (v − 1){m})s, i.e. |R|= vm=(k − t + 1). Let RG = {r∈R;Br have the same
group set G\G}, it is known that |RG|=m=(k − t + 1).
A F(2; 3; v{m}) is called a Kirkman frame, brieHy KF(mv); and each element of the
F(2; 3; v{m}) (GDD(1; 3; (v − 1)m; (v − 1){m})) is called partial parallel classes (or
holey parallel classes). In fact, each partial parallel class is a partition of X \G for some
group G. If each element of a F(3; 3; v{m}) is a KF(mv−1), then this F(3; 3; v{m}) is
denoted by OLKF(mv)(overlarge sets of Kirkman frames).
If (X ∪{∞};B); |X |= v;∞ =∈X , is a S(3; K; v + 1), let K0 = {|B|;B∈B;∞ =∈B},
K1 = {|B|;B∈B;∞∈B}, then we denote this S(3; K; v+ 1) by S(3; K0; K1; v+ 1).
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Theorem 3. If there exists a S(3; K0; K1; v + 1), and there exists an OLKF(2k) for
all k∈K0, and there exists an LR(2(k − 1) + 1) for all k∈K1, then there exists an
LR(2v+ 1).
Proof. Let X be a v set, ∞ =∈X; (X ∪{∞};B) be a S(3; K0; K1; v+1). We will construct
an LR(2v+ 1) over the set (X × Z2)∪{∞} by the following two steps.
Step 1: For any B∈B; ∞∈B, (i.e. |B|∈K1), there exists an LR(2(|B| − 1) + 1) on
set XB =((B\{∞})× Z2)∪{∞}. Let
LR(2(|B| − 1) + 1)= {(XB;AiB(x)); i=0; 1; x∈B\{∞}}
and each AiB(x) can be partitioned into parallel classes {AiB(x; y);y∈B\{∞}}, such
that ⋃
x∈B\{∞}
A0B(x; x)=
⋃
x∈B\{∞}
A1B(x; x)
and (XB;
⋃
x∈B\{∞} A
i
B(x; x)) (i=0; 1), is a KTS(2(|B| − 1) + 1). Furthermore, we can
suppose that
{∞; (x; 0); (x; 1)}∈AiB(x; x); x∈X:
Let
T iB(x) = {{(y; i1); (z; i2)}; {∞; (y; i1); (z; i2)}∈AiB(x);
y; z∈B\{x;∞}; i1; i2∈Z2}:
Since {∞; (x; 0); (x; 1)}∈AiB(x; x)⊂AiB(x), then for any element {(y; i1); (z; i2)} of
T iB(x), we have y = z. Therefore, each element of T iB(x) can be ordered, and we obtain
the set QT iB(x), such that
{y; ((y; i1); (z; i2))∈ QT iB(x)}= {z; ((y; i1); (z; i2))∈ QT iB(x)}=B\{x;∞}:
Since each parallel class AiB(x; y) contains one occurrence of ∞, then we can suppose
that {∞; (y; i1); (z; i2)}∈AiB(x; y) for ((y; i1); (z; i2))∈ QT iB(x).
Step 2: For any B∈B; ∞ =∈B, i.e. |B|∈K0, there exists an OLKF(2|B|) on the set
B× Z2. Let
OLKF(2|B|)= {(B× Z2;AiB(x);GB); x∈B; i∈Z2};
where GB = {Gy = {y}×Z2;y∈B}, and ((B×Z2)\Gx;AiB(x);GB\{Gx}) is a KF(2|B|−1),
and each AiB(x) can be partitioned into partial parallel classes {AiB(x; y);y∈B\{x}},
where each AiB(x; y) is a partition of (B\{x; y})× Z2. It is obvious that x =y for each
partial parallel class AiB(x; y).
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DeNne
Aix =
⋃
x∈B∈B
AiB(x); for x∈X; i∈Z2:
Then {((X × Z2)∪{∞};Aix); x∈X; i∈Z2} is an LR(2v+ 1). Now we will prove this.
(a) Each Aix is a STS(2v+1). Let P be a pair of (X×Z2)∪{∞}. All the possibilities
of P are exhausted as follows:
(1) If P= {∞; (x; j)} or {(x; 0); (x; 1)}, then P is contained in the block {∞; (x; 0);
(x; 1)}∈AiB(x)⊂Aix .
(2) If P= {∞; (y; j)}; {(y; 0); (y; 1)} or {(x; j); (y; k)}, where y = x, then there is a
block B of B, such that {∞; x; y}⊂B. Since AiB(x) is a KTS(2|B| − 1); P is
contained in exactly one block of AiB(x). Furthermore, P is contained in exactly
one block of Aix .
(3) If P= {(y; k); (z; j)}; x =y = z = x, then there is exactly one block B of B, such
that {x; y; z} is contained in B. Since AiB(x) is a KF(2|B|−1) or a KTS(2|B|−1); P
is contained in exactly one block of AiB(x). Furthermore, P is contained in exactly
one block of Aix .
Therefore, Aix is an STS(2v+ 1).
(b) Each Aix can be partitioned into parallel classes {Aix(y);y∈X }, where
Aix(y)=
⋃
x∈B∈B
AiB(x; y); for y∈X:
Thus, each Aix is a KTS(2v+ 1).
(c) We will show that ((X × Z2)∪{∞};
⋃
x∈X
⋃
i∈Z2A
i
x) is an S(3; 3; 2v+1). Let T
be an arbitrary 3-subset of (X × Z2)∪{∞}. All the possibilities of T are exhausted as
follows:
(1) T = {∞; (x; 0); (x; 1)} is contained in Aix .
(2) T = {∞; (y; j); (z; k)} or {(y; 0); (y; 1); (z; k)}, where y = z; then there is a block
B of B, such that {∞; y; z}⊂B. Since {(XB;AiB(x)); i=0; 1; x∈B\{∞}} is an
LR(2(|B| − 1) + 1), there exists an AiB(x) such that T belongs to AiB(x)⊂Aix .
(3) T = {(y; j); (z; k); (w; l)}, where y = z =w =y; then there is a block B of B, such
that {y; z; w}⊂B.
If ∞∈B, then we follow the same reasoning as (2).
If ∞ =∈B, since {(B×Z2;AiB(x);GB); x∈B; i∈Z2} is an OLKF(2|B|), there is anAiB(x)
such that T is contained in AiB(x)⊂Aix.
Therefore ((X × Z2)∪{∞};
⋃
x∈X
⋃
i∈Z2A
i
x) is an S(3; 3; 2v+ 1).
(d) Since for any B∈B; |B|∈K1, we have
⋃
x∈B\{∞}
A0B(x; x)=
⋃
x∈B\{∞}
A1B(x; x)
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and ⋃
x∈X
A0x (x) =
⋃
x∈X
⋃
x∈B∈B
A0B(x; x)
=
⋃
x∈X
⋃
{x;∞}⊂B∈B
A0B(x; x)
=
⋃
∞∈B∈B
⋃
x∈B\{∞}
A0B(x; x)
and ⋃
x∈X
A1x (x) =
⋃
x∈X
⋃
x∈B∈B
A1B(x; x)
=
⋃
x∈X
⋃
{x;∞}⊂ B∈B
A1B(x; x)
=
⋃
∞∈B∈B
⋃
x∈B\{∞}
A1B(x; x):
(Note that AiB(x; x) only appears in a partition of A
i
B(x) with those blocks B containing
∞.) Therefore, ⋃x∈X A0x (x)= ⋃x∈X A1x (x)=A. And it is easy to check that ((X ×
Z2)∪{∞};A) is a KTS(2v+ 1).
Thus, the collection {((X × Z2)∪{∞};Aix); x∈X; i∈Z2} is an LR(2v+ 1).
In the next section, we will give a construction of an OLKF(214).
6. The construction of an OLKF(214)
We will construct an OLKF(214) over the set Z14 × Z2. For convenience, we will
denote (x; i) (x∈Z14; i∈Z2) by xi.
Firstly, we construct an
F(3; 3; 14{1})= {(Z14;Bi ; QG); i∈Z14};
where QG= {k; k∈Z14}.
B0 contains the following blocks:
{1; 2; 3} {1; 4; 12} {1; 5; 8} {1; 6; 11} {1; 7; 10}
{1; 9; 13} {2; 4; 5} {2; 6; 7} {2; 8; 13} {2; 9; 10}
{2; 11; 12} {3; 4; 9} {3; 5; 12} {3; 6; 8} {3; 7; 11}
{3; 10; 13} {4; 6; 10} {4; 7; 8} {4; 11; 13} {5; 6; 9}
{5; 7; 13} {5; 10; 11} {6; 12; 13} {7; 9; 12} {8; 9; 11}
{8; 10; 12}:
Bi = {{x + i; y + i; z + i} (mod 14); {x; y; z}∈B0}.
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Furthermore, we have an
F(3; 3; 14{2})= {(Z14 × Z2;Aji ;G); i∈Z14; j∈Z2};
where G= {Gk = {k} × Z2; k∈Z14}, and
A0i = {{x0; y0; z0}; {x1; y1; z0}; {x1; z1; y0}; {y1; z1; x0}; {x; y; z}∈Bi}
and A1i is gotten by exchanging subscripts 0 and 1 in A
0
i . This F(3; 3; 14{2}) is an
OLKF(214). In fact, A00 can be partitioned into partial parallel classes as follows:
{50; 70; 130} {21; 101; 90} {31; 91; 40} {51; 111; 100}
{20; 110; 120} {61; 81; 30} {41; 71; 80} {121; 131; 60}
{60; 120; 130} {11; 71; 100} {31; 61; 80} {41; 121; 10}
{30; 40; 90} {51; 131; 70} {81; 91; 110} {101; 111; 50}
{50; 60; 90} {11; 61; 110} {21; 51; 40} {41; 111; 130}
{10; 70; 100} {71; 91; 120} {81; 131; 20} {101; 121; 80}
{10; 50; 80} {11; 131; 90} {21; 61; 70} {31; 71; 110}
{30; 100; 130} {51; 91; 60} {81; 101; 120} {111; 121; 20}
{20; 60; 70} {11; 91; 130} {21; 121; 110} {31; 41; 90}
{80; 100; 120} {61; 111; 10} {71; 81; 40} {101; 131; 30}
{10; 90; 130} {11; 31; 20} {21; 111; 120} {41; 91; 30}
{40; 70; 80} {51; 101; 110} {71; 131; 50} {81; 121; 100}
{20; 90; 100} {11; 81; 50} {21; 31; 10} {41; 101; 60}
{40; 110; 130} {51; 121; 30} {91; 111; 80} {61; 131; 120}
{10; 20; 30} {11; 111; 60} {21; 91; 100} {31; 121; 50}
{70; 90; 120} {41; 131; 110} {51; 71; 130} {61; 101; 40}
{10; 40; 120} {11; 101; 70} {21; 131; 80} {31; 81; 60}
{50; 100; 110} {41; 51; 20} {61; 121; 130} {71; 111; 30}
{10; 60; 110} {11; 21; 30} {31; 51; 120} {41; 81; 70}
{20; 80; 130} {61; 91; 50} {71; 121; 90} {111; 131; 40}
{20; 40; 50} {11; 41; 120} {21; 81; 130} {31; 131; 100}
{30; 60; 80} {51; 61; 90} {71; 101; 10} {91; 121; 70}
{30; 70; 110} {11; 51; 80} {21; 41; 50} {31; 101; 130}
{40; 60; 100} {61; 71; 20} {81; 111; 90} {91; 131; 10}
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{30; 50; 120} {11; 121; 40} {21; 71; 60} {31; 111; 70}
{80; 90; 110} {41; 61; 100} {51; 81; 10} {91; 101; 20}
It is obvious that A10 can be partitioned into partial parallel classes by exchanging
subscripts 0 and 1.
Since Aji = {{(x+i)h; (y+i)l; (z+i)k}(mod 14); {xh; yl; zk}∈Aj0}, for i∈Z14; j∈Z2,
in the same way, Aji can be partitioned into partial parallel classes. Therefore {(Z14×
Z2;A
j
i ;G); i∈Z14; j∈Z2} is an OLKF(214).
Theorem 4. There exists an OLKF(214).
7. Main result
Theorem 5. There exists an LR(2 · 13n + 1) for n¿1.
Proof. By Lemma 1, there exists an S(3; 13+1; 13n+1) for n¿2, (i.e. there exists an
S(3; {14}; {14}; 13n+1) for n¿2), and by Corollary 2, there exists an LR(27)=LR(2 ·
13 + 1), and an OLKF(214) has been constructed above. Thus by Theorem 3, there
exists an LR(2 · 13n + 1).
By Lemma 4, Theorems 1 and 5, we can get some new large sets of disjoint Kirkman
triple systems.
Theorem 6. There exists an LKTS(v) for v∈{3nm(2 · 13k + 1)t ; n¿1; t=0; 1; m∈
{1; 5; 11; 17; 25; 35; 43}; k¿1}.
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