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Let L denote an ordinary linear differential operator. Under what conditions 
is it true that 
L[u] (x) > 0 (0 < X d 1) implies u(x)>0 (Odxdl) (O-1) 
for all su#iciently smooth functions u which satisfy certain given boundary 
conditions? (All occuring functions, numbers, etc. are supposed to be real.) 
For operators L of the second (or first) order, the theory is comparably 
easy (see PI, PI, [31, f or example). For operators L of the fourth order, we 
derived sufficient conditions in [4], [5], [6] by extensively using the splitting 
of such operators into operators of the second order. 
In this paper, we develop a new and more general method for gaining 
conditions which are sufficient or necessary for the implication (0.1) to hold. 
The general idea of the method is explained in Section 1. This method can be 
applied to differential operators of arbitrary order. We will, however, derive 
explicite results again for fourth-order differential operators only. Section 1 
also contains a survey of this paper. The method of Section 1 may also be 
applied to other than ordinary differential operators. 
1. GENERAL DESCRIPTION OF THE METHOD: SURVEY 
We start with a theorem on (abstract) linear operators M which map a 
partially ordered linear space R into a partially ordered linear space S. The 
order relations are denoted by 2. An operator M shall be called inverspositive 
if for all u E R, 
Mu20 implies u > 0. U-1) 
(The reason for this notation is that the implication (1.1) holds for all u E R 
if and only if the inverse of M exists and is positive, i.e., M-lU > o for all 
elements U 2 o in the range of M.) 
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It is assumed that in both spaces, R and S, there is defined a second, 
stronger order relation which is denoted by >. We need not bother here with 
describing the weakest possible properties of the order relations involved. 
For the purposes of this paper we may assume that R and S are partially 
ordered normed linear spaces, and that the inner points of the respective 
positive cones are said to be > o (strongly positiwe). It also suffices to say 
that the special order relations defined in Section 3 have all necessary 
properties. 
We need, moreover, the assumption that, if M is inverspositive the range 
of the operator contains at least one strongly positive element. This is true 
for the differential operators considered in this paper. 
THEOREM 1. The operator M is inverspositive if and only if the following 
two assumptions are satisjed. 
I. For each u E R, 
U>O 
Mu>0 
implies u > 0. 
II. There exists an element z E R such that 
z 2 0, Mx>o. (1.3) 
This theorem combines the Theorems 1 and 2 in [3]. The sufficiency of the 
conditions has been proved in [7]. 
We will call an operator M pre-inverspositive if (1.2) holds, which means 
here that M does not map any boundary point of the positive cone of R into 
the interior of the positive cone of S. 
An element z E R such that x > o, Mz > o shall be called a major&@ 
element for M. If  M is pre-inverspositive, every element z E R satisfykg (1.3) 
is a majorking element for M. 
For differential operators of order higher than two, the main problem 
is to prove that M is pre-inverspositive. This is done here by proving the 
following property. 
I’. For each u E R with 
u 2 0, u l-0, (1.4) 
there exists a linear functional I on S such that 
(a) NJ > 0 for all U E S with U > o, 
(b) ZMu < 0. 
If M has this property then M is pre-inverspositive. For, let u > o and 
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Mu > o, but u > o. Then, according to (a), we have ZMu > 0 for the 
corresponding functional 1. On the other hand, 1Mu < 0 according to (b). 
If the elements of S are functions U(X), every admissable point 5 yields a 
point functional 
1u = U(5). (l-5) 
Such functionals can be used in applying Theorem 1 to differential operators 
of the second order. 
For differential operators of higher order, functionals of integral type 
zu = f U(x)g(x) dx 
0 
may be used (see Section 3). Part (a) of I’ leads 
positivity of g(x). Part (b) of I’ takes the form 
I‘ 
lL[u] (x) g(x) dx < 0. 
0 
(14 
to assuming some kind of 
Sufficient conditions on g(x) for this inequality to hold can be gained by 
applying Green’s formula (see Section 4). These conditions are in terms of 
(differential) inequalities. For being able to handle all functions u with the 
property (1.4) we will need consider a whole family of functions g*(x) 
(0 9 5 < 1). 
If a given differential operator L of order n > 2 can be splitted into a 
second-order operator, and an operator of the order n - 2 (as in (5.1)), a 
possible choice of 1 is 
ZU = 
i 
’ U(x) K([, x) dx 
0 
(1.7) 
for some fixed E where K(x, y) is the Green’s function corresponding to an 
operator of order n - 2 and some appropriate boundary conditions. 
This yields a method of ascent by which the theory of inverspositive dif- 
ferential operators of the nth order can be established on the corresponding 
theory of operators of order n - 2 (see Section 5). In case n = 2, the func- 
tional (1.7) degenerates to the point functional (1.5), so that the usual theory 
of second-order operators is included as a particularly simple special case. 
For n = 4, K(x, y) is the Green’s function of a second-order operator. In 
all cases which we will consider, this Green’s function can be described by 
two functions CD(X), Y(X). Thus, we get sufficient conditions in terms of 
inequalities for two such functions, instead of for a family g*(x) = K(t, x) 
(0 < [ < 1). In particular, we will use as @, Y certain limit functions which 
occur in necessary conditions for the property (0.1). (See Section 6.) 
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In Section 7, we consider certain connected sets of differential operators 
of the fourth order. Under suitable assumptions, a result of the following 
type is derived: 
If one operator of the set is inverspositive (and satis$es a certain additional 
assumption) then, all operators of the set are inverspositive. 
An important property required from each operator of the set is that certain 
three homogeneous boundary value problems which are given by the operator 
possess only the trivial solution. 
In the special case of the boundary conditions 
u(0) = u’(0) = u( 1) = u’( 1) = 0, U-8) 
this property holds if [0, l] is an interval of nonoscillation for the differential 
operator considered. This indicates connections to the theory of oscillations, 
and, in particular, to results of &kin [8], and Levin [9] on the sign-constancy 
of the Green’s function for the generalized boundary value problem of the 
nth order of de la VallCe-Poussin. We derive here similar results for other 
boundary conditions than (1.8). (See Section 8.) 
The method which we have described may also be used to prove a stronger 
monotonicity property than (0.1). (See Section 9.) The difference is like that 
between the strong and the weak maximum principle (for elliptic equations). 
2. NOTATIONS AND AUXILIARY FORMULAS 
We consider a differential operator 
L[u] =L.[u] (x) = (au”)” - (621’)’ + /324 + cu (2-l) 
on [0, I], together with two boundary conditions at x = 0, 
U&4] = 0 (i = 1, 2), (2.2) 
and two boundary conditions at x = 1, 
Vj[U] = 0 (j= 1,2). (2.3) 
Let a E C,[O, I]; b, /3 E CJO, 11, c E C,,[O, I], and 
a(x) > 0 (0 ,( x ,( 1). 
The boundary operators lJi , Vi shall be written in a special way which will 
be explained now. 
Let 0(x), v(j)(x) (i,j = 0, 1,2,3) denote linear differential operators on 
[0, l] of order i and j, respectively, such that the following two conditions 
hold: 
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1. The coefficient of the derivative of order i in zJij ( j in w(i)) is a strictly 
positive function on [0, 11. 
2. For all u, v E C,[O, l] the following relation holds on [0, 11: 
L[u] v - uL*[a] = $ B[u, v]. (2.4) 
Here, L* denotes the (formally) adjoint operator 
L*[w] = (an”)” - (bo’)’ - (@I)’ + cv, 
and 
qu, a] zrz ~13lVW - uPl,<l) + uPI@) - uPlv(3>. (2.5) 
For abbreviation, we call uLil and v:j) generalized derivatives. 
A simple example is the following: 
@I = u, &o = z), 
&I z!z u’, zl(l) = o’, 
g4 zzz au”, .7/a = Qqy, (2.6) 
UBI = (au”)’ - bu’ + * pu; v(3) = (cm”) - bo’ - 4 /?a 
By means of given generalized derivatives, the boundary operators shall 
be written as 
~$4 = ~$4 (0) (i= 1,2) 
with 
hi 
U&4] (x) = c cl&(- l)k zqx), 
k=O 
(2.7) 
and 
with 
0 < Pl < CL2 G 3, “lp, = a2p2 = 1, %Pl= 0; 
V&l = V&l (1) (j = L2) 
“I 
0 < Vl < v* < 3, A”, = &a2 = 1, t%, = 0. 
Such operators are said to be normalized boundary operators with generalized 
derivatives ufkl. 
By A, , X2 , ~1, ~2 , we denote integers such that 
0 < A, < A, d 3, 4 # Pi (i,j = 1, 2); 
0 < w1 < w2 < 3, wi # v3 (i,j = 1, 2). (2.9) 
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For fixed [ E (0, I), let Cb[O, f, l] be the set of functions 
w = I 44 
for o<x<t 
jqx) for 5<x<l 
with h E C,[O, fl, k E C,[t, 11. Moreover, let C;[O, l] denote the union of all 
spaces Ci[O, 4, l] (0 < 6 < 1). 
For functions v E Ci[O, [, 11, the differential expressionl[v] (x) is explained 
on [0, l] by using the left-hand derivatives at x = 5. 
For u E C,[O, 11, v E Cb[O, 5, 11, the relation (2.4) implies 
j’lqu] v dx = B[U, w] (I) - B[u, w] (0) + +, zq(t> + i“ uL*[vl dx (2.10) ‘0 0 
with 
o[u, w] (5) = - u[3l(r$) dp(O> + d”](l) L&w(l) 
and 
- ury.g L!l(W (2) + dOI Ll,w@) D ’ (2.11) 
dp(i) = w(j’(,$ + 0) - v(j’(( - 0). 
For all u, v which have continuous derivatives up to the fourth order in a 
right neighborhood of x = 0, or a left neighborhood of x = 1, we get 
respectively 
B[u, w] (0) = - U,[u] v’qo) - U,[u] w(“qO) 
and 
+ zPJ(0) u:[v] + u[““‘(O) U,*[w], (2.12) 
R[u, w] (1) = V*[U] (- 1)“: w’+( 1) + V,[U] (- 1)“: w@‘(l) 
- (- 1)“’ u[@q 1) V,*[v] 
- (- I)“2 z&“‘](l) VF[w]. (2.13) 
In these formulas, Uf (; = 1,2) and VF ( j = 1,2) denote the normalized 
adjoint boundary operators with generalized derivatives WC”) which are 
uniquely determined. The numbers hj*, UJ~ are related to the adjoint bound- 
ary operators, as Aj , wi are related to the given boundary operators. 
Notice also the following fact: If for some r) E (0, l), u is a nonnegative 
fun&m in C,[O, 71 which satisfies the boundary conditions (2.2) at x = 0, then 
u[““(O) 2 0; (2.14) 
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&‘(O) 2 0 in case P(0) = 0. (2.15) 
Correspondingly, we have for nonnegative II E C4[q l] satisfying (2.3) 
and 
(- 1)” W( 1) 2 0, (2.16) 
(- 1)“” z+‘( 1) > 0 in case &“( 1) = 0. (2.17) 
In these statements, the occuring generalized derivatives can be replaced by the 
ordinary derivatives of the same order. 
3. APPLICATION OF THE ABSTRACT THEOREM 
We will derive sufficient conditions for the following statement: 
L[u] (x) 2 0 (0 < x d 1) 
U,[u] = 0 (i = 0, I) 
V,[u] = 0 (j = 0, 1) i 
implies u(x) > 0 (0 < x < l), (3.1) 
for all u E C,[O, 11. 
This implication holds for all u E C,[O, I] if and only if there exists a Green’s 
function G(x, y) corresponding to L and the four boundary operators Ui, Vi such 
that 
G(x,Y) 3 0 (0 < x,y < 1). (3.2) 
Let R denote the set of functions u E C,[O, l] which satisfy the given 
boundary conditions (2.2), (2.3), and let M be the operator with domain R 
and range in S = CIO, 11, defined by 
@W(x) = 44 (4 (3.3) 
The operator M, and its domain R = R, are given by the formal operators 
L, Ui , Vi . Therefore, we will write, for short, 
M = (4 Ui , Vi), 
and, correspondingly, 
M* = (L”, UF, Vj*). 
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In both spaces, R and S, we define two order relations. For u E R, let 
U>O if and only if u(x) 3 0 (0 < x < 11, 
u(x) > 0 (0 < x < l), 
U>O if and only if 
1 
zPJ(O) # 0, 
&“( 1) # 0. 
(3.4) 
For U E S, let 
U>O if and only if U(x) b 0 (0 G X < I), 
U>O if and only if U(x) > 0 (0 < x < 1). 
These order relations have all properties which are required in Theorem 1. 
The operator M = (L, Ui , Vj) is inverspositive, exactly if (3.1) holds for 
all u E C,[O, 11. The operator M is pre-inverspositive if for all u E R, 
u(x) > 0 (0 d x < 1) 
L[u](x)>O (O<X<l) 1 
implies u > 0. 
In this paper, we will use majorizing functions .s only for operators 
M = (L, Ui , Vj) which are pre-inverspositive. Therefore, in all theorems 
which follow, a majorking function z for M = (L, Ui , Vj) is a function in 
R = R, such that 
z(x) 3 0, L[z] (x) > 0 (0 d x < 1). (3.5) 
THEOREM 2 (Sufficient conditions). 
I. Let M = (L, Vi , Vi) be an operator such that for each u E R with 
u(x)>0 (O<x< 1) (3.6) 
the following statement is true: 
If 
P(0) = 0, (3.7) 
or 
u[q 1) = 0, (3-g) 
or 
u(e) = 0 for some E E al), (3.9) 
then, there exists a function g E Ci[O, l] which d oes not vanish identically such 
that 
g(x) 2 0 (Odx< 1) (3.10) 
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II. Assume, moreover, that there exists a majorizing function z for M. 
Then, the operator M = (L, Vi , Vj) is inverspositive. 
PROOF. Because of Theorem 1 it suffices to show that M is pre-invers- 
positive if Assumption I of Theorem 2 is satisfied. 
Let u E R denote an element such that u > o. Then, u > o if and only if 
at least one of the three relations (3.7), (3.Q (3.9) holds. Thus, according 
to Assumption I of Theorem 2, to each function u E R satisfying (1.4) there 
exists a function g(x) $ 0 with the properties (3.10), (3.11). The linear 
functional I defined by (1.6) with this function g(x) then has the properties 
(a) and (b) of Assumption I’ in Section 1. Therefore, M is pre-inverspositive. 
THEOREM 3 (Necessary conditions). If the operator M = (L, Ui , Vj) 
is inverspositive, the Assumptions I and II of Theorem 2 are satisfied. 
PROOF. Suppose that (3.1) is true, for all u E C,[O, 11. Then, (3.2) holds 
for the corresponding Green’s function G(x, y). 
Let u denote an element in R such that u > o, and u > o. In case (3.9), the 
function g(x) = G([, x) h as all properties required in Assumption I because 
f +I (4 W, 4 dx = u(t). (3.12) 
If (3.7) holds the function 
may be used. According to the statement at the end of Section 2, this function 
is nonnegative; and, moreover, the relation (3.12) yields 
I ’ L[u] (x) g(x) dx = ~(~~‘(0) = 0. 0 
In case (3.8) one may choose a corresponding function g(x). 
Thus, Assumption I is necessary for M to be inverspositive. 
The same is true for Assumption II because, if iV2 is inverspositive, the 
solution z E R of the equation L[z] (x) = 1 (0 < x < 1) is nonnegative, and 
therefore, is a majorizing function for M. 
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REMARK. Let the operator M = (L, Ui, Vj) be inverspositive so that 
(3.2) holds for the corresponding Green’s function G(x, y). Because 
G*(x, y) : = G(y, X) is then the Green’s function belonging to M* it follows 
that: 
M is inverspositive if and only if M* is inverspositive. 
Therefore, in all sufficient and necessary conditions for (3.1) which are 
derived in this paper, the occuring quantities belonging to the given operator 
M = (L, U, , I’,) may be replaced by the corresponding “adjoint” quantities 
belonging to M* = (L*, UT, VS). 
4. SUFFICIENT CONDITIONS AND NECESSARY CONDITIONS IN FORM OF 
DIFFERENTIAL INEQUALITIES 
In Theorem 3 it was shown that if there exists a nonnegative Green’s 
function G(x, y), this function may be used to get suitable functions g(x) 
for Assumption I of Theorem 2. However, the goal is to prove with Theorem 2 
that G(x, y) exists and is nonnegative. Thus, we have to look for simpler 
functions g(x) which have the required properties. 
In what follows M = (L, U, , Vi) is a given operator, and u denotes a fixed 
nonnegative function in R such that at least one of the limit-relations (3.7), 
(3.8), (3.9) holds. In order to get sufficient conditions for (3.11) we use 
formula (2.10) with some function v = g E C;[O, l] such that 
L*klw d 0 (0 < x < 1). (4-l) 
The integral on the right-hand side of (2.10) then assumes a nonpositive 
value. 
If one of the limit relations (3.7), (3.8) at the boundary points is satisfied 
one may choose g E C,[O, I]. Then, the jump term (T in (2.10) vanishes, and 
the formulas (2.10), (2.12), (2.13), together with (2.14) through (2.17) imply 
the following result: 
Let g E C,[O, l] satisfy (4.1). Then, the following conditions are suficient for 
the inequality (3.11) to hold: 
in case z@](O) = u[@ll( 1) # 0 : q%l 2 0, K%l a 0; 
in case uCAll(0) = 0, uy 1) # 0: qcg1 3 0, 
and 
m!1+ Q3gl 2 0 with aI = 
(- 1)“s z&al( 1) 
(- 1)“l uto11(1); (4.2) 
jn tag u[~~I(O) # 0, r4[w11(l) = 0; 
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and 
If 
GM + 4TCgl = 0 with 
urAJ(o) 
OLo=u[lllo. 
ZP’yo) f  0, zw( 1) # 0, 
(4.3) 
(4.4) 
but (3.9) is satisfied, we have also 
zdly-g = 0, d21([) > 0. (4.5) 
We then chooseg E Ci[O, 5, 11. For suchg, the formulas (2.10) throguh (2.14), 
and (2.16) imply the following result: 
Let g E Cl[O, .$, I] satisfy the inequality (4.1). Then, zjc (3.9) and (4.4) hold, 
the relations (4.2), (4.3), together with the condition 
d21(f) A,g’ - d”](f) A,g < 0 
are suficient for (3.11). 
The conditions mentioned above, partly contain coefficients depending 
on U. From those conditions, by observing (4.5) one easily derives other, more 
restrictive assumptions which are independent of U. Such assumptions are 
used in the next theorem. 
THEOREM 4 (Sufficient conditions). Let there exist, for each 5 E [0, 11, 
a function g(x) = g&x) which d oes not vanish identically such that 
g E m4 5, 11 for ( E (0, l), g E C,[O, l] for < = 0, and 6 = 1; 
g(x) 2 0 (0 < x < 11, (4.6) 
L*kl(4 G 0 (0 < x < 1); (4.7) 
GCgl 2 0 for 5 = 0, U,*[g]=O for 0<5<1; (4-g) 
Jqg]=O for O<f<l, T/,*[g] 30 for 5=1; (4.9) 
Wgl>O fm O<E<l, v,*rg130 for Octdl; (4.10) 
A,g = 0, A,g’ < 0 for O<[<l. (4.11) 
II. Suppose moreover that there exists a majorixing function z for 
lvi = (L, vi, VJ. 
Then, the operator M = (L, Vi , Vj) is inverspositive. 
Inequalities like some of those in Assumption I of the preceding theorem, 
but of the opposite direction, occur in necessary conditions for M to be 
inverspositive, 
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THEOREM 5 (Necessary conditions). Let M = (L, Ui , Vj) be inwers- 
positive. 
Then, for each 5 E (0, 1) and all v  E C;[O, 5, I], the following statement is 
true : 
The inequalities 
L*[w] (x) b 0 (0 < x d I), 
U,*[v] = 0, U,*[4 Q 0, V,*[v] = 0, mJ1 < 0, 
A,v = A,v’ = A@’ = 0, A@” > 0 
together imply 
v(x) b 0 (0 < x < 1). 
1 (4.12) 
PROOF. If v assumes negative values there exists a nonnegative continuous 
function f (x) such that si f (x) V(X) dx < 0. Because 1M is inverspositive the 
equation L[u] (x) = f (x) p ossesses a (unique) solution u E R. Moreover, 
this function U(X) is nonnegative and, therefore, satisfies (2.14), (2.16). From 
these inequalities, the conditions (4.12), and the formulas (2.10) through 
(2.13) it follows that 
jl f  (x) v(x) cix = j: L[u] (x) v(x) dx > 0, 
in contradiction to the inequality mentioned above. 
5. THE METHOD OF ASCENT 
The “jump condition” in (4.11) suggests that we choose g(x) as some 
function related to the Green’s function of a second order differential operator. 
In this way, the theory of inverspositive differential operators of the fourth 
order can be established on the corresponding theory of differential operators 
of the second order. This method of ascent will be described in this section 
for the special case where regular second order differential operators are used. 
(See, however, Section 6 for the case of singular operators.) Again, 
ikl = (L, lJi , I’,) shall denote a fixed operator. 
In this section (Section 5) we will assume that a E C,[O, 11, b E C,[O, 11, 
B E qo, 11, c E qo, 11. 
We start with the following result which may be verified directly (see 
also [4], Section 2; and [6], Section 6.2). 
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A given function p E C,[O, I], and a given constant y  yield a splitting 
-W&11 = ~W + Qu (5.1) 
of the operator L into d$%ential operators L, , L, of the second order. 
More precisely: the relation above holds on [0, 1] for all u E C,[O, I] with the 
operators L, , L, dejned by 
L,[u] = - apu” + ap’u’ + Pu, L,[v] = - apv” + ap’v’ + Pv, 
P= -t(a~‘)‘+~bp-tS’B(t)p(t)dt+r, P = - (ap’)’ + bp -- P, 
0 
and the functions 
w = apz, Q = L,[P] = L#]. 
Moreover, 
for all u E C,[O, I]. 
L,[L,[ull = wL*[ul + Qu (5.2) 
In what follows it is assumed that there is given a fixed splitting with 
and 
p(x)>0 (O<x<l) 
Q(x) 2 0 (0 < x < 1). 
Suppose, additionally, in this section that 
P(O) > 0, P(l) > 0. 
Under these assumptions the relation (2.4) holds with 
B[u, v] = $ {- z2’v + zlv’ - u’d + a&‘}, 
and 
zi = L,[u], 6 = L,,[v]. 
Thus, B[u, v] has the prescribed form (2.5) with 
UPI = 21, &I czz u’, 
1 UPI zzz - - fi, UP1 
P 
1 
=- 
1 - g; 
P 
Tp = v, v(l) z v’, .@> TzY - 1 fj, 1 fj<3> = - - fj’. 
P P 
We will assume in this section that the boundary operators U, , Vi are 
built with these generalized derivatives @I, 
(5.3) 
(5.4) 
(5.5) 
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The idea is now to attach two appropriate boundary operators 0, P to L, , 
and to use then as g(x) the corresponding Green’s function, or some related 
function. The boundary operators 0, P shall be defined by 
v(O) if P2 = 2 
O[v] = 
az2v(0) - v’(0) if t-%$1 2, P.2 = 3, 
40) if Pl = 2, all- * -0 
- ayzlv(0) - allv’(0) if CL1 = 2, 0111 # 0; 
VU) if v2 = 2, 
li[v] = Bz2v(1) + v’(l) if Vl # 2, 
v2 = 3, 
4) if Vl # 2, Al = 0, 
-t%2vU) +&v'(l) if v, = 2, Bll z 0. 
Because the inequalities (5.5) are assumed we have to exclude the case 
h = 0, pa = 1, as well as the case vr = 0, va = 1 (see, however, the remark 
at the end of this section, and the subsequent section). Moreover, we will need 
the following 
ASSUMPTION 1, 
%Jl < 0 if 
%I > 0 if 
0111 3 0, 46420 - alo%, 3 0 if 
0110 2 0, azl d Cl if 
B2l G 0 if 
B20 3 0 if 
is,, 2 0, P2d320 - /31~/3~~ 3 0 if 
a0 2 0, B21 G 0 if 
Pl = 0, 
Pl = 1, 
th=z 
CL1 = 2, %I = 0; 
Vl = 0, 
“1 = 1, 
v, = 2, 
v, = 2, a1 = 0. 
REMARK. Assumption 1 is satisfies if and only ;f the corresponding assump- 
tion for the adjoint boundary operators is satisJied. 
If Assumption 1 and the assumptions (5.3), (5.4), as well as (5.5), are satis- 
fied, Theorem 4 yields the following result: 
THEOREM 6. Let the second-order d$wtatial operator L, possess a twn- 
negative Green’s function, corresponding to the boundary operators 0, l? 
Suppose, furthermore, that there exists a majorking function s for 
M = (L, Vi , Vi). 
Then, the operator M = (L, Vi , VJ is inverspositive, 
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PROOF. Instead of L, , we consider the formally self-adjoint operator 
(5.6) 
This operator, too, has a nonnegative Green’s function corresponding to 
I?, p, say K&y), and this Green’s function is symmetric: 
K(x, Y) = K(Y, x). 
Define then g(x) = g*(x) in case 0 < f < 1 by: 
g(x) = K(x, 0; 
in case I = 0 by: 
if WI = W), 
otherwise; 
in case 5 = 1 by: 
‘- Kv(x, 1) 
g(x) = lK(x, 1) 
if w = WI, 
otherwise. 
(Kz , and K, shall denote the partial derivatives with respect to the first, 
and second variable of K = K(x, y), respectively.) It shall be proved that 
these functions satisfy the conditions in Assumption I of Theorem 4. 
Because K(x, y) is nonnegative, all functions g(x) = g&x) (0 < t < 1) 
satisfy (4.6). Notice that in case 6 = 0, ??[zJ] = v(0) the function K(x, 0) 
vanishes identically so that the derivative Kg(x, 0) turns out to be nonnegative. 
Similarly, Ky(x, 1) < 0 if P[v] = ~(1) and K(x, 1) = 0. 
All functionsg(x) mentioned above are solutions of the differential equation 
Lkl (4 = 0 (0 < x < 1). (5.7) 
Therefore, and as a consequence of (5.2), (5.4), these functions satisfy the 
inequality (4.7). 
Because V(X) = K(x, 5) satisfies 
up] = 0 for O<cc<l, Iqw] = 0 for 0<5<1, 
the same relations hold with V(X) = g((x). From this fact we can conclude 
that the equalities in (4.8), (4.9) hold, because the operators 0, P are con- 
structed in this way, 
The inequalities imposed on the coefficients 01~~ , and pjilc make sure that 
the inequalities (4.10) are satisfied. Notice that g(z)(x) = gc3)(x) s 0 as a 
consequence of (5.7). 
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The relations in (4.11) follow from the continuity of the Green’s function 
and the jump condition 
Iqx, x - 0) - I&(x, x + 0) = -p(x) (0 < x < 1). (5.8) 
If o[v] = s(O), the nonnegativity of g(x) immediately implies that 
o[g] > 0. From this inequality one derives U,“[g] 3 0 by observing c+i -< 0 
in case pi = 2, ‘err = 0. 
If C?[s] has not this form we have to use the jump condition (5.8) and the 
. . 
restrrctron olil > 0 in order to get the relation 
U,*[gl = OkI 3 0. 
We then have finally shown that the inequality in (4.8) holds also. The 
inequality in (4.9) is proved in a corresponding way. 
Thus, the statement of Theorem 6 follows from Theorem 4. 
REMARK. The existence of a nonnegative Green’s function corresponding to 
L, , 0, P is guaranteed if there exists a function 5 E C,[O, l] such that 
5(x) 2 0, -WI 64 > 0 (0 d x < 11, 
mIl 2 0, m 2 0 
This follows from the theory of inverspositive differential operators of the 
second order [3]. 
REMARK. We had to exclude the case pi = 0, pLz = 1 because, in this 
case, the requirements 
g(0) = GQI = 0, -g’(O) = U&l 2 0, for 0 < 4 < 1, (5.9) 
and (4.6) lead to two boundary conditions g(0) = g’(0) = 0 whereas we can 
only prescribe one condition 8[g] = 0. A similar statement holds in case 
VI = 0, v, = 1. 
Notice, however, that we get only one condition (4.3), instead of (5.9), if 
we allow the conditions to depend on u. See also the following section where 
the case p1 = 0, t+ = 1 is admitted. 
6. DEFINING THE FAMILY gxx) BY MEANS OF Two FUNCTIONS D(x), Y(x) 
In the preceding section we had to exclude the case t~i = 0, pg = 1 if 
we wanted to get conditions which are independent of u. This was because 
positivity of p( x was required in the boundary points also. If we drop this ) 
condition (5.5) we can develop a theory similar to that in Section 5. K(x, y) 
is then a Green’s function of a singular differential operator (5.6). 
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We will proceed here in a somewhat different way. We shall construct 
suitable functions g(x) = gb(x) of the following type: 
The functions g(x) considered in the proof of Theorem 6 can be written in 
this way by possibly neglecting some unessential constant factors. 
For functions g(x) of this form, Theorem 4 yields the following result. 
Once more, M = (L, lJi , Vj) shall denote a fixed operator. 
THEOREM 7. Suppose that there exist two functions @, ?P E C,[O, l] with 
the following properties : 
@b(x)>0 for I--E<x<l, Y(x) > 0 for 0 < x < E 
with some E E (0, 1); 
Q(x) z 0, Y(x) 2 0 (0 < x < 1); 
L*[@l(4 < 0, L*[Y] (x) < 0 (0 < x < 1); (6.2) 
U,*[@] > 0, V,*[@] = 0, V,*[@l 2 0; (6.3) 
my = 0, qIv 2 0, VW] 2 0; (6.4) 
(W - @Y) (x) 2 0 (0 d x < 11, (6.5) 
(0” + YS) (x) > 0 (0 < x < 1). (6.6) 
Assume, moreover, that there exists a majorizing function z for 
M = (L, U, , V,). 
Then, the operator M = (L, Vi , Vj) is inverspositive. 
We consider, in particular, functions of the type (6.1) which satisfy also 
the relations (4.12) occuring in the necessary conditions of Theorem 5. 
DEFINITION. Two functions 9, # E C,[O, l] shall be said to constitute a 
pair of limit functions for M = (L, Ui , Vi) if they satisfy the following con- 
ditions: 
Lb1 (4 = 0, WI 64 = 0 (O<x<l); (6.7) 
Wd = 0% WPI = - 1, V&l = 0, V!&Jl = 0; (6.8) 
w+1 = 0, 4Pl = 0, v&A = 0, v&q = - 1. (6.9) 
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CJI is called a right limit function, and $ a left limit function. (The limit func- 
tions in [5], p. 84 differ from these functions by an unessential positive 
factor.) 
Functions v*, I,G* which satisfy corresponding relations with (L*, Uf, VF), 
instead of (L, Vi , V,), are named adjoint limit functions. 
Because these adjoint limit functions Q, = y*, !P = #* satisfy the inequal- 
ities (6.2) (6.3), (6.4), the following theorem is true. 
THEOREM 8. Suppose that there exists a pair v*, $* of adjoint limit func- 
tions such that 
v*(x) 3 0, #*(x> 3 0 (0 < x < 11, (6.10) 
(v*$*’ - v*‘$*) (x) 2 0 (0 < x < l), (6.11) 
and 
v*2(x) + 9*“(x) > 0 (0 < x < 1). (6.12) 
Let there, furthermore, exist a majorizing function z for M = (L, lJi , Vj). 
Then, the operator M = (L, Vi , Vi) is inverspositive. 
We can also prove some kind of an inverse statement. 
THEOREM 9. All assumptions listed in Theorem 8, except the conditions 
(6.11), (6.12), are necessary for the operator M = (L, Ui , Vj) to be invers- 
positive. 
PROOF. If M is inverspositive, M* is also inverspositive. Therefore, the 
two boundary value problems by which the adjoint limit functions are 
defined have unique solutions p* and $I*, respectively. That these functions 
are nonnegative, follows from Theorem 5. 
According to Theorem 2, the existence of a majorizing function z is also 
necessary. 
7. CONNECTED SETS OF OPERATORS 
In this section, we consider a set M of operators M (with possibly different 
domains &), instead of a single operator. We will derive sufficient conditions 
for all operators of the set to be inverspositive. The advantage in considering 
a whole set of operators is that a majorizing function, and limit functions 
must only be constructed for one operator of the set. This operator, then, may 
be chosen to be very “simple.” Of course, we need some conditions for all 
operators M E M. But these conditions are of different type: certain homo- 
genous boundary value problems shall not possess a nontrivial solution. The 
result (in Theorem 10) may be used as the basis for comparison theorems, etc. 
206 SCHR6DER 
In this section, for each operator M = (L, Ui , Vj) which will be con- 
sidered, the boundary operators Ui , Vj shall be written in terms of the 
generalized derivatives (2.6) where a, b, /3, c are the coefficients of the 
corresponding operator L. 
An operator M = (L, Ui , V,) can also be characterized by the vector 
k = (a(x), b(x), Is(x), 44; alo ,..., 823) 
of the coefficients of L and the boundary operators. Here, all coefficients 
ctik , pjk (i = 1, 2; j = 1, 2; K = 0, 1, 2, 3) which do not actually occur in 
(2.7), or (2.8), shall be equated to zero. 
A set M of operators M = (L, Ui , Vj) shall be called rr-connected if each 
pair of operators MO , MI in M ca n b e connected by a family of operators 
M, EM (0 < t < 1) which is piecewise linear (a polygon) in t, that means, 
the corresponding vectors k, are piecewise linear in t. (What we really need is 
only that the functions CJJ~ , z,LJ~ , p, , zt which occur in the proof of Theorem 10 
depend continuously on t. Thus, the assumption that kt is piecewise linear 
in t may be replaced by weaker conditions.) 
We begin with proving some auxiliary results. 
LEMMA 1. Let M = (L, lJi , Vj) be an operator which has an inverse, and 
suppose that for the corresponding limit functions v, I/ and the function 
p = 94’ - c## the inequalities 
P)(x) 3 a J/J(x) 3 0, P(X) > 0 (0 <x < 11, (7.1) 
F”(4 + +“(x) > 0 (0 <x < 1) (7.2) 
are satisfied. 
Then, pl and # satisfy also the strong inequalities 
94x) > 0, 3L(x) > 0 (0 < x < 1). (7.3) 
PROOF. Suppose that v(y) = 0 for some fixed y E (0, 1). Then, 4(y) f 0 
because of (7.2), and therefore, the function q(x) = q(x)/+(x) which is defined 
in a neighborhood of y assumes a relative minimum at x = y. On the other 
hand, q’(x) = - P(x)/#~(x) < 0 in the said neighborhood. Therefore, 
q(x) = 0, and consequently q(x) = 0, in a right neighborhood of y. This is 
not possible because v is a nontrivial solution of the differential equation 
in (6.7). 
LEMMA 2. Let M be an invertable operator such that the inequalities (7.1) 
are satis$ed. Assume, moreover, that 
#‘“‘(O) # 0, @‘)( 1) f 0. (7.4) 
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Then, v  and z+G satisfy also the strong inequalities 
y’(0) > 0 ;f p1 = 0, q-J(O) > 0 if pq > 0; 
$Y(l) < 0 ;f VI = 0, $(I)>0 ;f v1>0; 
(7.5) 
(7.6) 
and, moreover, 
p’2-qo) > 0, (- l)a--vr p(2-Q)( 1) > 0. (7.7) 
PROOF. For pi = 0, p2 = 1, the first inequality in (7.5) is listed for refer- 
ence only. It follows immediately from the definition of v. 
For p1 > 0, the assumption ~(0) = 0 is lead to a contradiction by an 
argument similar to that in the proof of Lemma 1. Consider now 
Q(X) = d4M x m a right hand neighborhood of x = 0, and notice that 1 . 
#(O) > 0 because of (7.4). 
In case p1 = 0, p2 > 1, for deriving a contradiction to v’(O) = 0, the same 
argument can be used again, except that q(x) is now defined by 
q(x) = 0 for x = 0, q(x) = g- for 0 <x <E. 
Notice, that here 4’(O) > 0. 
The inequalities in (7.6) are proved in a corresponding way. 
The inequalities (7.7) have been shown in [6], Hilfssatz 1. We will not 
repeat the simple proof. 
In what follows, we will need that for all invertable operators M which are 
considered, the inequalities (7.1), (7.4) imply also 
P(X) > 0 (0 < x < 1). (7.8) 
We cannot prove this in general, but we will show that, for example, the 
following assumption is sufficient. 
ASSUMPTION 2. Suppose that the operator M = (L, Ui, Vj) has the 
following properties. 
(1) There exists a number 5 E [0, I] such that 
I 
20 
Rx) < 0 
for o<xx,<i, 
for [<x<l. (7.9) 
(2) It is b1 , cl21 f (1,2), and 
alo - %2 2 0 in case (Pl7cL2) =(1,3), 
%o + %l 3 0 in case (Pl, I.421 = (2, 3). 
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(3) It is (q , 4 f (1,2), and 
A0 - A2 3 0 in case (VI > 52) = (L3), 
A, + AI 3 0 in case (VI 7 4 = (293). 
If, however, (1) holds with 5 = 0, (2) need not be required. If (1) holds with 
5 = 1, (3) may be cancelled. 
REMARK. If Assumption 2 is formulated for the adjoint operator 
M* = (L*, UT, VT), instead of M, one obtains conditions which again 
can be written in terms of the coefficients of L, Ui , Vj . These conditions can 
be gained from the conditions of Assumption 2 in the following way: 
Replace the condition 
(PI v PZ) f (L2) by 6% 9 CL21 f (09 3)> 
tv1>cJ2Ut2) by (VI I 4 f (0, 3), 
and replace the coefficients 
P(X), Q 9 Pjk by - B(4, - %c , - Pjk , 
everywhere these coefficients occur explicitely in Assumption 2. 
Thus, if Assumption 2 is not satisfied for M, it may be satisfied for M*. 
In caSe /3(x) = 0, for example, always one of the operators M, or M* satisjes 
Assumption 2. In particular, every self-adjoint operator M = M* satisfies 
Assumption 2. 
LEMMA 3. Let M be an operator which satisfies all assumptions of Lemma 2, 
and Assumption 2, in addition. 
Then, p satisfies the strong inequality (7.8). 
PROOF. The statement of this Lemma is contained in [6], Hilfssatz 1. 
We will give here a different proof. 
Because of (2.4) and (6.7) we have 
and therefore, 
(7.10) 
with 
C[u, v] = B[u, v] - p4v. 
Suppose now that 5 > 0, and thatp(y) = 0 at some pointy f 1, y E (0, 51. 
ON LINEAR DIFFERENTIAL INEQUALITIES 209 
Then, the function /?p is nonnegative on [0, y], and it follows from (7.10) that 
Cb, #l(O) 9 ck?J, $1 w 
As in the proof of Hilfssatz 1 in [6], we can show that C[p, +] (y) < 0. 
Thus, we get a contradiction if we can prove that C[~J, $1 (0) > 0. Because 
of (2.12) and (6.9), 
Cb> 4(O) = Pw - @?+> (0) + ‘p’A1lw U,*Ml + dAelKo Gwl. 
Let now tk,kJ#U,2), and (k , ,4 # (0,3). Then, 
with 
m% $1 = - w94 (0) 
According to (7.4), and the statement at the end of Section 2, we have 
t,UW(O) > 0. Therefore, it suffices to prove that K[~J, $1 > 0. 
If M is self-adjoint, we have K[q, #] = 0. The same relation holds always 
if (k ,I-+> = (0, l), or (PI 9~~) = (0,2). 
If (EL1 > CL*) = (1,3), we obtain by inserting the boundary operators 
%, 94 = ((y10 - %A bP1 - PI+) (O), 
where 
@P’ - #pa/q (0) = a(O) pqo) 
Because of part (2) of Assumption 2, and according to (7.7), K[v, $1 = 0. 
A similar argument can be used in case (pr , pa) = (2, 3). 
If (pr , pa) = (0, 3), one can prove that 
C[y-h $1(O) = a(O)p-qo) > 0 
by using the boundary conditions for I/J, and (7.7). 
If 5 < 1, and if p(y) = 0 holds for some y E [c, I), y # 0 one may 
proceed similarly by using the boundary conditions at x = 1, and part (3) of 
Assumption 2. 
Let now M be a n-connected set of operators M, and suppose that Assump- 
tion 2 is satisfied for all operators M E M. Then, the following theorem is 
true. 
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THEOREM 10. A. Suppose, that for all operators M = (L, Ui , Vi) in M, 
each of the following three homogenous boundary value problems has only the 
trivial solution : 
1. L[u] (x) = 0 (0 < x < l), 
UJU] = U,[u] = 0, V,[u] = VJU] = 0; 
2. L[u] (x) = 0 (0 < x < I), 
U,[u] = U,[u] = zP(O) = 0, V,[u] = 0; 
3. L[u] (x) = 0 (0 < x < l), 
&[4 = 0, V,[u] = V,[u] = u’““(1) - 0. 
B. Assume, moreover, that there exists at least one inverspositive operator 
in M, and that the limit functions 91, 4 of this operator satisfy 
(VP - 44) (4 > 0 (0 < x < 1). (7.11) 
Then, all operators M E M are inverspositive. 
PROOF. Because for each n/I E M the first homogeneous boundary value 
problem has no nontrivial solution, all operators M EM are invertable. 
Consequently, there exist pairs of limit functions p, 4 for all IM E M. 
These limit functions satisfy (7.4) b ecause, otherwise, the second or third 
boundary problem would have a nontrivial solution. 
Let now M,, E M denote an inverspositive operator such that the corres- 
ponding limit functions satisfy (7.11). Such operator I& exists by assumption. 
Suppose, moreover, that there exists an operator MI EM which is not 
inverspositive. 
Let then M, E M (0 < t .< 1) be a family of operators which connect the 
operators MO and MI . We may assume, without loss of generality, that the 
family M, depends linearly on t, so that the corresponding coefficient vectors 
are k, = (I - t) k, + tk, . 
Define zt to be the (unique) solution of the equation 
GPtl(4 = 1 (0 < x < 1) 
in the domain R: of Mf, and let vt, #t be the limit functions of M, , and 
Pt = 9d; - d*t * 
By T, we denote the set of all t E [0, l] such that the inequalities 
Z*(X) > 0, yt(x) 3 0, h(x) 2 0, P&J > 0 (0 & Y s; 1) (7.12) 
hold. This set is closed because all occuring functions depend continuously 
on t. 
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The operator M$ is inverspositive because M,, is inverspositive. Therefore, 
the first three inequalities in (7.12) hold for t = 0 (see Theorem 9). The fourth 
inequality in (7.12) is also satisfied for t = 0, by assumption. Thus 0 E T. 
Because of Lemma 3 the function p = p, satisfies also the strong inequality 
(7.8), for t E T. Thus, the operator MF is inverspositive for t E T. This 
follows from Theorem 8 applied to M:, instead of M. (Notice, that (7.8) 
implies (7.2).) Consequently, M, is inverspositive for t E T. 
We will now show that T is (relatively) open. We remark first that, because 
of the way the boundary operators are normed, the indices pi , vj , as well as 
the related numbers Aj, wi , etc. do not depend on t. Consider then, for 
example, the functions vt for t E T. 
Because of the Lemmas 1, and 2 these functions satisfy the strong inequal- 
ities imposed on v in (7.3), and (7.5). W e h ave already proved that vt satisfies 
also the second inequality in (7.4). The derivatives of v at x = 1, and x = 0, 
occuring in (7.4), and (7.Q are just the lowest order derivatives which do not 
necessarily vanish at the respective boundary points because of the boundary 
conditions in (6.7). Therefore, if t, E T, all inequalities required from ?t for 
t E T are also satisfied in a neighborhood of t, . 
Corresponding results can be proved in a similar way for the functions 
A, pt , and Xt. For p, , the inequalities (7.7) and (7.8) have to be used. 
Concerning zt notice, that .zt > o as an element of RF because n/r,” is invers- 
positive. The last inequality is defined by (3.4) with h, , wr replaced by h:, 
w?. Thus, T is open in [0, I]. 
Collecting the results we get that T is a nonempty, open, and closed set in 
[0, 11. This implies that T = [0, 11, and, consequently, the operators M, 
are inverspositive for all t E [0, I]. Thus, the initial assumption is false that 
there exists an operator Ml E M which is not inverspositive. 
REMARK. In order to prove (7.11) for an operator M one need not neces- 
sarily construct the limit functions p, 4. Instead of, one may calculate 
p = # - v’# as a solution of a certain boundary value problem (see [6], 
Hilfssatz 2). 
REMARK. Because M is inverspositive if and only if M* is inverspositive 
one may apply Theorem 10 to the set of the adjoints M* of the operators 
ME M, in order to prove that all operators ME M are inverspositive. 
Remember the remark following Assumption 2. 
8. INTERVALS OF NONOSCILLATION, AND GENERALIZATIONS 
For the generalized boundary value problem of de la Vallee-Poussin with a 
differential equation of the nth order, &kin [8], and Levin [9] have proved 
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that the corresponding Green’s function G(x, y) exists and is constant in sign 
as a function of y, if the considered interval is an interval of nonoscillation 
for the given differential equation. The only boundary conditions of 
type (2.2), (2.3) to which this result applies are the conditions (1.8). As an 
application of Theorem 10, we will prove a similar result for other boundary 
conditions. 
Let there be given a fixed operator L as in (2.1), and fixed boundary 
operators (2.7), (2.8) which are built with the generalized derivatives 
in (2.6). Suppose, that the corresponding operator M = (L, Ui , Vj) satisfies 
Assumption 2 in Section 7. 
For a fixed number 77 E (0, I], we introduce a new independent variable 
y = TX, and we write L[u] (x) as a linear combination of derivatives with 
respect to y: 
Replacing y by x again, we get 
L,[u] (x) = (u#y - (bp’)’ + &u’ + c,u 
with 
@,(X) = +x)7 4@) = 12&P), Al(x) = 13Pb4~ C?(X> = I4414 
In a similar way, we obtain normalized boundary operators 
~i,&l (4 (i = 1.2), ~h7bl (4 Li = 1.2) 
such that 
These operators L, , Ui..,l, Vj,, may also be defined for r] = 0. The corre- 
sponding operators M, (0 < 7 < 1) satisfy Assumption 2. 
We consider now the n-connected set M of the operators 44, (0 < r] <l). 
Applying Theorem 10 to this set we obtain the following result. 
THEOREM II. A. Suppose, that for all 7 E (0, I], each of the following 
three boundary value problems has only the trivial solution : 
(1) Lr464 = 0 (0 < x < I), 
U,[u] (0) = q4 (0) = 0, VI[4 Cd = ~&I (4 = 0; (8-l) 
(2) w4 (4 = 0 (0 < x ,< I), 
U,[u] (0) = U,[u] (0) = &)(O) = 0, V&l (4 = 0; 
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(3) @I (4 = 0 (0 < 3 d r)), 
U,[4 (0) = 0, V&L] (7)) = V&L] (7) = zPJ(7)) = 0. 
B. Assume, moreover, that the operator M,, = (L, , U;,, , Vi,,) with 
L&4] = uie, U&4] = (- l)Pi &O(O), Vj,,[U] = &)( 1) 
is inverspositive, and that the corresponding limit functions ~JJ, 4 satisfy (7.4), and 
(7.11). 
Then, the given operator M = (L, Vi , Vj) is inverspositive. 
In proving this theorem with Theorem 10, notice the following. For each 
7 E (0, I], the three boundary value problems in Theorem 11 are equivalent 
to the boundary value problem in Theorem 10 with (L, Ui , Vi) replaced by 
6% 9 vi.,, > v,.,>. Th us, for all operators M = M,, with 0 < 77 ,< 1, the 
conditions in Assumption A of Theorem 10 are satisfied. The same is true for 
M = M, because it is assumed that M0 is inverspositive, and that (7.4) holds. 
If the considered boundary conditions are given by (1.8), and if (7.9) is 
valid for the given operator L then, Assumption 2 in Section 7, and Assump- 
tion B of Theorem 11 are satisfied. Moreover, the boundary conditions in the 
three problems of Assumption A are respectively 
and 
u(0) = u’(0) = 0, u(7)) = u’(7)) = 0; 
and 
u(0) = u’(0) = u”(0) = 0, 47) = 0; 
u(0) = 0, u(q) = u’(7)) = U”($ = 0. 
Thus, Assumption A of Theorem 11 is satisfied if [0, l] is an interval of 
nonoscillation for L, that is, if no solution of the equation L[u] (x) = 0 
(0 < x < 1) has more than three zeros in [0, 11. 
Consequently, an operator L with the property (7.9) has a nonnegative 
Greens’s function belonging to the boundary conditions (1.8) if [0, l] is an 
interval of nonoscillation for L. (Cickin [8], and Levin [9] have proved this 
result without assuming (7.9).) 
For other boundary value problems, it is important to know the smallest 
numbers ~1, rlz , r13 such that the problems (l), (2), (3) in Theorem 11 have a 
nontrivial solution, respectively. The existence of such numbers, and the 
relation between such numbers for different types of problems have been 
investigated by Barret (see [IO], [l 11, and the references in those papers). 
REMARK. Theorem 11 remains true if the boundary value problems (2) 
and (3) are allowed to have nontrivial solutions for 7 = 1. 
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This follows from the fact that the Green’s function corresponding to L 
and the boundary conditions (8.1) depends continuously on 7. 
9. STRONGER MONOTONICITY PROPERTIES 
Let M denote an abstract operator which is inverspositive with respect to 
the order relations in R and S, denoted by > in Section 1. (One may as well 
consider M to be a differential operator M = (L, Ui , VJ as in Section 3.) 
Then, the following implication is also true for all u E R: 
MU>0 implies u> 0. (9.1) 
Here, u > o means that either u = o, or u > o. Mu + o is defined in the 
same way. 
The proof is easy. Because M is inverspositive, Mu = o if and only if 
u = o. If Mu > o, then also Mu > o, and therefore u > o. The two relations 
Mu > o, u > o together imply u > o, according to Assumption I. 
We are now interested in sufficient conditions such that the following 
stronger statement holds for all u E R: 
Mu20 implies u> 0. (9.2) 
An operator with this property may be called strongly inverspositive (with 
respect to the order relations denoted by 2). 
THEOREM I*. Suppose that the operator M satisfies the following two 
assumptions. 
I*. For each u E R, 
U>O 
Mu>0 I 
implies u > 0. (9.3) 
11*. There exists an element z E R such that 
x 2 0, Mz>o. 
Then, M is strongly inverspositive. 
(9.4) 
The two assumptions of this theorem are gained from those of Theorem 1 
if the order relation > in S is replaced by >, or, in other words, if U > o 
is now defined in S by U > o (U 3 o and U f 0). These modified assump- 
tions are also sufficient for M to be inverspositive (for reference, see [7], or 
[3]). For an inverspositive operator M, however, the statement (9.2) can be 
derived from (9.3), as (9.1) has been derived from (1.2). 
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Assumption I is satisfied, if it can be proved that M has the property I’ 
of Section 1 with (a) replaced by 
(a*) 1u > 0 for all UES with u > 0. (9.5) 
An operator M = (L, lJi , Vi) as defined in Section 3 is strongly invers- 
positive excatly if for all u E R, 
L[u] (x) 2 0 (0 <x < 1) implies I 
u>o or 
U(X) Ez 0 (O<x<l) 
with u > o defined by (3.4). 
Applying the results mentioned above to such differential operators one 
obtains, for example, the following results. 
COROLLARY OF THEOREM 2. The assumptions of Theorem 2, with (3.10) 
replaced by 
A?(x) > 0 (O<x<l) 
are suficient for M = (L, Vi , Vj) to be strongly inverspositive. 
COROLLARY OF THEOREM 8. The assumptions of Theorem 8 are su#kient 
for M = (L, lJi , Vj) to be strongly inverspositive. 
Here, we do not need a stronger assumption on v*, #* because, according 
to Lemma 1 in Section 7, the inequalities (6.10), (6.1 l), (6.12) already imply 
that v*(x) > 0, $*(x) > 0 (0 < x < 1). 
Notice also that in the Corollaries of Theorem 2, and Theorem 8, the 
conditions on x may be weakened. The function x need only satisfy the 
inequalities (9.4), that is, 
z(x) 2 0, Lb1 (4 2 0, ml (4 + 0 (0 < x < 1). 
A point functional (1.5) does not have the property (a*) in (9.5). Therefore, 
in order to prove that a second-order differential operator is strongly invers- 
positive, one must not anymore use a point functional, but also a functional 
of type (1.6). 
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