A new method of calculating the optical transfer function (OTF) for image blur caused by arbitrary motion is introduced. Previous methods, except for a few specific types of motion, were numerical rather than analytical. This new method makes it possible to obtain analytical expressions for the OTF deriving from any kind of motion by means of the statistical moments of the motion function. Analytical OTF expressions are derived for linear, quadratic, and exponential motion and for high-and low-frequency vibration. A comparison of image degradation is presented for linear and exponential motion and high-frequency vibration of the same blur extent. The method can be implemented in real-time restoration of images blurred by arbitrary motion and in image motion degradation analysis.
INTRODUCTION
Image motion is often a major cause of image degradation in airborne and terrestrial reconnaissance, astronomy, robotics, machine vision, and computer vision systems. This motion degradation is generally much more severe than that from electronics and optics. Quantitative characterization of the motion degradation is required in order to evaluate the degraded image or to restore it. A convenient form with which to characterize this degradation is the optical transfer function (OTF).
We introduce a new method to calculate the OTF for any arbitrary motion. This method is based on the mathematical processing of the relative motion between the camera and the object during the imaging. For any kind of motion an analytical OTF expression can now be obtained.
Earlier OTF calculation methods were based on spatial frequency analysis of sine-wave response [1] [2] [3] or on spatial domain spread function analysis. 4 The spatial frequency OTF calculation method leads to analytical OTF expressions for only simple kinds of motion such as linear motion and high-frequency vibration.
1,2 For more complicated motion functions and for motion functions that cannot be expressed analytically the spatial domain method is more suitable. The OTF is calculated numerically and obtained as a numerical expression. 4 In Section 2 we develop a new OTF calculation method. With this method the OTF is expressed analytically in the form of a power series in terms of the statistical moments of the motion during the exposure. Theoretically, an infinite sum of moments is needed to evaluate the OTF. Practically, finite sums can be used. The error obtained by the use of finite-sum approximations instead of infinite sums is discussed. The modulation transfer function (MTF) can be derived as the modulus of the OTF, and the phase transfer function (PTF) can be derived as its phase.
In Section 3 analytical OTF expressions are derived for common motion functions. The classical analytical expressions are redeveloped with the use of the method of moments for linear motion and high-frequency motion. New analytical OTF expressions are developed for parabolic and exponential motion and low-frequency vibration where none existed previously. Based on such analyses, a comparison of image degradations is presented for linear and exponential motion and high-frequency vibrations of the same blur extent.
In Section 4 the extension to two dimensions of the onedimensional motion OTF developed in Section 2 is discussed briefly.
The two main advantages of the new method are that an analytical expression can be obtained and that it applies to any kind of motion. Previous OTF calculation methods derived either analytical expressions for only certain types of motion or numerical calculations for any kind of motion. Unlike previous methods, which use the motion function to calculate the spread function, which can then be Fourier transformed to produce the OTF, the method of moments presented here uses the function of motion to calculate the OTF directly.
The method of moments for OTF calculation can be implemented in real-time image restoration of blurring deriving from arbitrary motion. Image restoration algorithms are based on the observation model that establishes the relationship between the input (object image) and the output (observed degraded image) of the imaging system. A convenient form with which to define this relationship is the OTF, which can be used with common restoration algorithms. 5, 6 A preferable way to calculate the motion OTF is through the motion function itself. 4, 6 The information on image motion can be extracted from motion sensors mounted on the camera platform. 6 Generally, two approaches of OTF evaluation from image motion are possible. The first is to calculate the OTF for the exact motion function. If we use the method of moments with this approach, the sum coefficients (motion moments) need to be either measured by analog means or calculated numerically from digital samples. Then the OTF can be calculated at the desired spatial frequencies. Our new OTF calculating method has several advantages in these cases:
1. For any motion it provides an analytical expression.
2. In general, it is faster and more accurate than numerical methods, since the image motion knowledge is used straightforwardly to calculate the OTF. No intermediate calculations, such as that for the spread function, are needed.
3. The OTF can be obtained at any desired spatial frequency; thus the spatial frequency resolution can be easily adapted to the image restoration algorithm requirement.
The second possible OTF evaluation approach is to approximate the actual function of motion during the exposure with a simple function (as in linear or sinusoidal motion, for example). [1] [2] [3] [4] The simple motion parameters are estimated and substituted into the particular OTF expression. The new OTF evaluation method presented here is suitable in this kind of application too, since it can provide OTF expressions for any kind of motion. It is disadvantageous only if uniform velocity or highfrequency vibration is expected, because more compact analytical expressions already exist. [1] [2] [3] [4] The method can also be implemented in image degradation analysis. The OTF and its module (MTF) are powerful tools of image degradation evaluation. Analytical expressions of those functions are more convenient in theoretical analysis (such as sensitivity or statistics) than numerical ones.
ANALYTICAL OPTICAL TRANSFER FUNCTION CALCULATION MODEL

A. Analytical Optical Transfer Function Evaluation for Continuous Function of Motion
Let us assume an arbitrary relative motion between the object and the sensor, with x(t) being the motion component transverse to the optical axis (Fig. 1) .
The point-spread function that is due to the motion describes the degradation in the spatial domain. If the motion is in one direction only, it is enough to deal with the line-spread function [LSF(x)]. The LSF of the motion is the probability-density function (PDF). 4 An intuitive explanation for this determination is the following. Image motion causes the system line-spread image response to move spatially. These displacements are integrated during the exposure. Such motion can be described by a histogram of x(t), where frequency of occurrence of a given portion x(t) is depicted as a function of x during the exposure time. Thus this histogram is the LSF itself. 4 The OTF is given by the Fourier transform of the LSF:
where is the spatial angular frequency and F(•) is the Fourier transform operator. Since the LSF is absolutely integrable (its absolute integral equals 1) and is nonzero over a finite interval (between the minimum and maximum values of x), the OTF is analytical 7 and therefore can be expanded in the form of a Taylor series:
The nth derivative of the OTF at zero spatial frequency is, from Eq. (1),
Since the LSF is the PDF of the motion, 4 we can easily recognize the integral in the last expression as the statistical nth moment (m n ) of the displacement function x(t):
where E(•) is the mean operator. Writing Eq. (4) by means of the motion function x(t) leads to
where f t ϭ 1/t e is the time PDF. Hence, from Eqs. (2), (3), and (5), we have
One can find an analogy between the Fourier pair of the LSF and the OTF and the Fourier pair of the PDF and the characteristic function defined in probability theory 8, 9 (the only difference is that in the characteristic function the frequency axis is inverted). A relation similar to Eqs. (6) is well known in probability theory for the characteristic function and moments. Thus Eqs. (6) define a direct relation between the statistical moments of the motion function and the OTF. The need for the spread function and its Fourier transform calculation, which is not always possible analytically, is bypassed.
It can be seen from Eqs. (6) that if the motion is symmetrical around the x ϭ 0 axis, all the odd moments are zero and thus the OTF is real and the PTF is zero up to the first MTF zero.
It is important to point out that the relation between the motion function and its OTF is not linear [see Eqs. (6)]. Thus linear combinations of motion functions do not lead to linear combinations of their appropriate OTF's. In other words, the overall OTF that is due to a combination of two motion functions cannot be evaluated by cascading their OTF's.
B. Analytical Optical Transfer Function Evaluation for Discrete Function of Motion
When the motion function is known a priori and expressed analytically, the moments can be calculated and the OTF can be obtained from Eqs. (6) . In many practical cases only discrete samples of the motion function are available.
Let ͕x i ͖ be a set of S (i ϭ 1, ..., S) samples of the motion function. For example, ͕x i ͖ are samples converted from a sensor mounted on the camera platform. In this case Eq. (6b) is replaced by
C. Convergence of the Approximated Analytical Optical Transfer Function Expression
For certain motion functions simple closed expressions can be derived from the sum of the series (6a). Two examples of such cases will be given in Section 3. In the general case, especially when the motion function is not given analytically, an infinite sum (6a) has to be calculated. Practically, the sum can be truncated up to Nth order:
The Nth-order approximation error is given by the remainder of the sum. Upper bounds to the Nth-order absolute error are calculated in Appendix A and are found to be
where m k is the kth-order moment, defined in Eq. (4), k is the kth-order absolute moment, defined as
and
Thus the approximation order, which is the number of moments required to be calculated, depends on the highest spatial frequency f of interest and on the maximum displacement.
In Fig. 2 the same motion is plotted with different offsets. Even though the OTF's of the shifted motion functions differ by only a constant phase shift, we see from relations (9) that the approximated OTF of the shifted function [ Fig. 2(a) ] may converge much more slowly than that of the two other functions [Figs. 2(b) and 2(c)] .
For a motion function crossing the time axis as in Fig.  2(b) we have, from relation (9c),
where f is the spatial frequency and d is the maximum displacement; i.e., d ϭ max͓x(t)͔ Ϫ min͓x(t)͔ (t x у t у t x ϩ t e ). In Fig. 3(a) the upper bound error for the nthorder approximation is given for the spatial frequency f ϭ 1/d. As can be seen, for approximation errors less than 0.1, up to 16 moments are needed. Better convergence can be achieved by calculating first the OTF of the centralized motion x c , defined as
where m is the mean displacement: m ϭ ͕max͓x(t)͔ ϩ min͓x(t)͔͖/2. If we denote OTF c as the OTF for motion x c (t), the real-motion OTF is related to the centralized-motion OTF c by a constant phase shift:
so that MTF() ϭ MTF c (). The centralized-motion OTF (OTF c ) is obtained from Eqs. (6):
where M n is the central moment, defined as
We point out that the central moments defined here are different from the central moments defined in probability theory. 8, 9 The central moments defined in probability theory are the moments of the function shifted by its mean ͓E(͓x(t) Ϫ m 1 ͔ n )͔. M n can be calculated either by calculating first the centralized motion and then evaluating the integral (14) or by using the original motion moments:
where m k are the original motion kth-order moments and m is the mean displacement as defined above. Equation (15) 
A plot of the upper bound for the Nth-order approximation error at spatial frequency f ϭ 1/d, with the use of central moments, is shown in Fig. 3(b) . As can be seen from Fig. 3(b) , for approximation errors less than 10% only eight moments are needed. It is important to emphasize that relations (10) and (16) are upper limits and that usually fewer moments are required for a given allowed error at a given spatial frequency. For example, in Fig. 4(b) , an error of 0.16 in the MTF at f ϭ 1/d is achieved with a fourth-order approximation. Since the case is symmetrical linear motion, all odd moments are zero and so only two nonzero moments are needed. For an error of less than 0.05 at f ϭ 1/d, a sixthorder approximation (three nonzero moments) is needed.
MOTION OPTICAL TRANSFER FUNCTION EXAMPLES
In many cases the image motion function can be approximated by a simple analytical function. In this section we derive analytical OTF expressions by using the method of moments for four kinds of motion: linear, parabolic, sinusoidal vibration, and exponential. Once an arbitrary motion function is approximated by one of the above functions, its estimated parameters can be substituted into the particular analytical OTF expression.
A. Linear Constant-Velocity Motion Optical Transfer Function
Let us consider linear constant-velocity motion of velocity V. The displacement function is given by
where t x is the instant of the beginning of the exposure and t e is the exposure period. The nth moment is calculated with Eq. (6b): 
PTF()ϭphase(OTF)
ϭ ͭ Ϫ͑2Vt x ϩ d͒f, 2n d Ͻ f Ͻ 2n ϩ 1 d , n ϭ 0, 1, ... Ϫ͑2Vt x ϩ d͒f ϩ , 2n Ϫ 1 d Ͻ f Ͻ 2n d , n ϭ 1, 2, ... ,(19)
B. Parabolic Motion Optical Transfer Function
In general, the residual image motion function after image motion compensation is of a quadratic form
The MTF found in the literature 2 for this kind of motion is expressed in terms of Fresnel integrals. We will develop an analytical expression by using Eqs. (6) .
The nth-order moment is calculated from Eq. (6b):
The OTF for parabolic motion is accordingly
As can be seen from Eq. (22), the OTF depends not only on the kind of motion, defined by the velocity (V) and the acceleration (a), but also on the time of the beginning of the exposure (t x ). We see that Eq. (22) approaches the linear motion OTF [Eq. (19)] as the ratio V/a approaches infinity. In Fig. 5 the MTF and the PTF of four parabolic motions having the same blur extent are plotted.
C. Sinusoidal Vibration Optical Transfer Function
Vibrations are a critical factor in dynamic imaging systems. Image vibration may affect image quality when the imaging system is located in aircraft and other vehicles because of turbines and motors or structural resonance. In robotics and machine vision, linear motion is always accompanied by vibrations that are often close to being sinusoidal. The sinusoidal vibration can be prevented in principle by proper design. In practice, however, it is often the most serious source of image motion.
Consider the motion function
The vibration OTF depends on the sensor platform vibration parameters (amplitude D and frequency 0 ) and imaging system parameters (exposure period t e ). It is also a random process, 3, 4 depending on the beginning time of the exposure, t x .
For low-frequency vibrations, in which the exposure time (t e ) is smaller than the vibration period (T 0 ), the OTF exhibits a strong random behavior (Fig. 6) . Image degradation as a result of low-frequency vibration has been analyzed in detail previously. 3, 4 For high-frequency vibration it is convenient to approximate the exposure with an integral number of vibration periods (t e Ϸ NT 0 , N being an integer). Actually, as long as t e ӷ T 0 , the blur extent is the same for both t e ϭ NT 0 and t e NT 0 . Hence the approximation t e ϭ NT 0 does not disturb the results. Substituting t e ϭ NT 0 into Eq. (24), we obtain
Substituting into Eq. (6a), we have the high-frequency vibration OTF:
where J 0 is the zero-order Bessel function, 12 f ϭ /(2) is the spatial frequency, and Z i is the ith Bessel function zero. Equations (27) are consistent with a well-known expression 1,2 derived by other OTF calculation methods. The high-frequency vibration OTF is not random.
D. Exponential Motion Optical Transfer Function
In this case the motion function is
where C and a are constants. This kind of motion may arise when the camera platform damps after a mechanical step response. Following the same procedure as that above [Eqs. (6) 
which can be written in a more compact way with the use of Ref. 13:
where Ei is the exponential integral function. From Eq. (30) we can see that as the exposure time increases or, alternatively, as the damping is much faster than the exposure time (t e ӷ 1/a), the OTF (and the MTF) approaches unity. This fact is illustrated in Figs.  7(b) and 7(c) , where the MTF and the PTF for three expo- As can be seen, the MTF for linear motion is greater than that for high-frequency vibration and both are significantly less than that for exponential motion. The phase shift [ Fig. 7(c) ] is linear or close to linear, so that the phase degradation is negligible. We can conclude that image degradation that is due to damped (exponential) motion is less severe than that which is due to linear (constantvelocity) motion and high-frequency vibration.
TWO-DIMENSIONAL MOTION OPTICAL TRANSFER FUNCTION
The above analyses consider a one-dimensional motion OTF only. The method can be extended to twodimensional motion by the use of procedures similar to those outlined in Eqs. (1)- (6) . Two-dimensional trajectory motion can be decomposed into two orthogonal components x(t) and y(t). Instead of the LSF in Eq. (1) the point-spread function has to be used, and the coordinates of the Taylor expansion are expressed in terms of joint moments of x and y rather than of one variable. This may require significantly more calculation. However, since, in general, the motion during the exposure is often through a line, it is preferable to rotate the axes to coincide with the motion direction and then to calculate the one-directional OTF from Eqs. (6) . The OTF can be rerotated to the original axes, or the image axes can be aligned to the new axes.
CONCLUSIONS
In this paper we have demonstrated a new method to evaluate the OTF for image motion. The main advantage of the method is that it presents possible ways to produce analytical rather than numerical OTF expressions for any kind of motion. Another important advantage in real-time processing is that knowledge of the image motion is used straightforwardly for OTF evaluation. The OTF is expressed as an infinite sum of a power series, according to motion function statistical moments. For practical application it was shown that low-order sum approximations give satisfactory results. For example, in the case of linear motion, three nonzero moments are sufficient to express the OTF with error less than 0.1 up to cutoff frequency. Using this new method, we rederived previously known OTF expressions for linear motion and high-frequency vibration. New analytical expressions were developed for parabolic (uniformly accelerated) motion, low-frequency vibration, and exponentially damped motion. A comparison among high-frequency vibration, linear motion, and exponential motion, with the same blur extent, shows that high-frequency vibration image degradation is the most severe, while exponential (damped) motion degradation is significantly smaller than that for the two other types of motion.
This method can be implemented in real-time image restoration of blurring deriving from arbitrary motion and in image motion degradation analysis.
APPENDIX A
The Nth-order sum (8) approximation error is given by the remainder of the sum in Lagrange form 
where k is the kth-order absolute moment, defined as k ͵ Even absolute moments are equal to even-order normal moments. Thus, for N odd, relation (A4) can be written as
Since k р ͓max(͉x(t)͉)͔ k , we can write
where X M ϭ max(͉x(t)͉), t x р t р t x ϩ t e .
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