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INTRODUCTION 
The problem of minimal-variance estimation of the state of an arbitrary 
n-dimensional nonlinear system, subjected to stochastic disturbances, and 
having as observable outputs only m < n nonlinear functions of the n state 
variables, whose measurement is also corrupted by noise, is called the optimal 
nonlinear filtering problem. The filter is a computer (or data-processing 
algorithm) which acts upon the measured signals and produces the “best” 
estimate of the system’s state. The significance of this problem for engineering 
applications is suggested by the variety of applications concerned with adap- 
tive space-vehicle navigation, state estimation for state-vector control, plant 
identification for adaptive process control, orbit determination, gyro-com- 
passing, etc., which have already been accomplished on the basis of the 
strictly linear theory initiated by Wiener and Kolmogorov and, for time- 
varying multichannel linear systems, brought to fruition by Kalman and 
Bucy [I]. 
It was proposed by Stratonovich [2] that the nonlinear filter would actually 
be defined by a partial differential equation for the temporal evolution of the 
conditional probability density of the state, given the past observations. 
Unfortunately, because of certain difficulties in the Random Calculus, the 
equation given by Stratonovich was erroneous, in that highly significant 
terms were unintentionally omitted. This mistake was rectified by 
Kushner [3], who also suggested replacing the partial differential equation 
by a countably-infinite system of ordinary (stochastic) differential equations 
for the conditional moments, but did not carry out this (nontrivial) algebra 
in detail; moreover, as Kushner noted, his work was purely formal and lacked 
assured mathematical validity. Recently Bucy [4] has validated Kushner’s 
result by reasoning which is short, elegant, and quite rigorous. Also, for 
the scalar case, Bucy gave a specific truncation of the infinite moment- 
1 Now at the University of Colorado, Boulder, Colorado. 
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system, which was supposed to contain the optimal linear filter aa a special 
case and at the same time form a self-contained system based upon neglect 
of all but the first two moments. Unfortunately, his variance equation con- 
tained algebraic errors, namely a term in the second partial derivatives of 
the plant dynamical equations must be replaced by a term in the second 
partials of the output process. 
The object of this note is to generalize to the arbitrary n-dimensional 
case the nonlinear filter suggested by Bucy, while also rectifying the above- 
mentioned algebraic errors. Professor Bucy is in agreement with both the 
corrections and the generalization. 
PRINCIPAL RESULT 
Let the stochastic differential equation 
dX 
z =fW + G(x) 4% x(0) = x0, 
govern the plant dynamics. Here x is an n-vector, f an n-vector-valued 
function, and G an n x ii matrix. Vectors are columns unless otherwise 
indicated, and * denotes transposition. The B-vector u = u(t) denotes “white 
noise” of a priori known covariance matrix S(t) = S*(t) > 0, i.e., for s < t, 
[u(t) u*(s)]^ = S(t) S(t - s), (2) 
where 8 denotes the Dirac “delta function,” and where * denotes the expecta- 
tion operator. 
The preceding formalism can be given a rigorous and consistent meaning 
which will be referred to later when required. At present, for the convenience 
of readers familiar only with the linear theory [l], a heuristic exposition will 
be employed. 
Let h = h(x) denote an m-vector-valued function, m < n, and assume 
that the observed output y of the system (1) is an m-vector defined by 
Y = 44 + v(t), (3) 
where v(t) is also white noise, independent of u(t) and of known positive- 
definite covariance matrix R(t) = R*(t) > 0, i.e., for s < t, 
[v(t) v*(s)]^ = R(t) qt - s). (4) 
Note that R-l(t) exists and is a positive-definite m x m matrix. 
It is desired to compute 2 = a(t), the conditional expectation of x(t) given 
the observations 
{Y(S) I 0 d s -=c 0. (5) 
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Also desired is the covariance of x(t) - I;(t), i.e., the matrix 
p(t) = ([x(t) - 2(t)] [x(t) - iqt)]*)^; (6) 
note that 
trace P(t)) = [II x(t) - a(t) l121A = ~lL(d4 - %(t))21A (7) 
gives a scalar estimate of the error variance, and that if Q = Q* > 0 is any 
positive-definite matrix, 
trace(QP(t)) = ([x(t) - Z(t)] . Q[x(t) - $(t)])^, (8) 
where - denotes the scalar product of the vectors (X - 2) and Q(x - 2). It is 
well known that the estimate Z(t) simultaneously minimizes all norms of the 
form (8), i.e.,2(t) minimizes (8) independently of Q, relative to all estimates 
LX+ such that X+ = x+. (See Appendix 1.) 
By fi = f*(x) = (af,/&) is denoted the Jacobian matrix of a vector 
function f. Similarly, the Hessian matrix q,, = (a2~/3xi &xl) of a scalar 
function y = T(X) is denoted as usual. Also, let 
denote a column vector whose ith element is 
furthermore, by P : fzm denote the row-vector which is (9) transposed. Finally, 
if A!&, denotes the (i,j) element of a matrix function M = M(x), let Mxx : P 
denote a matrix whose (i, j) element is tr (Mij+z). 
Now make five simplifying assumptions. The first three hypotheses con- 
cern f(x), h(x), and G(X) S(t) G*(x), and are that I/ x - 4 )I is sufficiently 
small for f, h, and GSG* to be adequately represented by the first two terms 
of a Taylor series about 4, i.e., that 
fb4 rfW +f31(4 (x - 2) + &f&q : [(x - 2) (x - $>*I, (10) 
h(x) s h($) + h&q (x - a) + * h,(4) : [(x - a) (x - a)*], (11) 
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and a similar equation for the (i, j) element of G(X) S(t) G*(x). The final two 
hypotheses are that, insofar as the temporal evolution of S(t) and P(t) is 
concerned, one may neglect the third and fourth conditional moments, i.e., 
one may assume that 
[(Xi - ai) (Xj - ai) (Xk - a*)]^ eg 0, (12) 
[(Xi - a,) (Xj - aj) (x,+ - a,) (X{ - %)I^ gg 0. (13) 
Under the preceding approximating assumptions, the optimal filter for 
estimating the state of the nonlinear plant (1) by means of the nonlinear 
measurements (3) is given by simultaneous integration of the following 
stochastic differential equations, for t >, 0, 
di 
- =f(S) + +&) : P + PI&*(i) R-l(t) [y - h(f) - oh,&) : P] , 
dt 
i(O) ==G, 
dP (14) 
- = Pf=*(;) +fJa) P - P[h,*(i) R-l(t) I@)] P 
dt 
+ G(S) S(t) G*(R) + + [G(k) S(t) G*(S)loz : P 
-- ; /P : f&4) R-l(t) [JJ - h(4) - gz&) : P]/ P, 
P(0) = [x0(x0)*]“, (15) 
where the initial covariance P(0) is assumed known. In practice, of course, 
they(t) in (14) and (15) is a differentiable approximation to a particular sample 
function, in which case (14) and (15) become ordinary differential equations 
which can be integrated numerically as usual; (there is a possible difficulty 
here; see Appendix 2). While S(t) is always defined, it may not be worthwhile 
estimate of x(t) unless further conditions are imposed onf(x), G(x), and h(x). 
For example, if 
f(O) = 0, fmm = 0, L(O) = 0, 
then it is essential that 
km # 0; 
in fact, otherwise (14) would imply that 
.2(t) = 0, (O<t<+oO), 
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while if the system dx/dt =fi(0) x were unstable, then 
tr (P(t)) = [/I x - P IIz]^ 
would grow without limit. 
In the linear case 
f(x) = Ax, h(x) = Hx, G = const., 
conditions sufficient for tr (P(t)) to remain bounded and for (14), withy 3 0, 
to be a stable system are known [I]. 
PROOF OF RESULT 
Following Bucy [4], the problem will now be restated in terms of Wiener’s 
Brownian motion process and Ito’s stochastic integral [5], which avoids the 
delta functions and provides consistent well defined meanings for the calcula- 
tions. (See Appendix 3 for discussion of the other references.) 
Let the B-vector b(t) and the m-vector b+(t) denote vector processes of 
independent Brownian motions (the “increments of white noise”). Now 
define 
z(t) = j:,, & (16) 
and express (1) to (4) as follows 
2 =f(x) + G(x) SYt) I$] , 
$ = h(x) + lw(t) [$I 
(17) 
(18) 
Since the derivatives db/dt and db+/dt exist “almost nowhere” the statements 
(17), (18) are still meaningless, but may be interpreted as equivalent to the 
following system of random integral equations, namely 
x(t) = x0 + jtf(x(s)) ds + jt G(x(s)) Wz(s) db(s), 
0 0 
(19) 
z(t) = j; h@(s)) ds + j: ZW2(s) db+(s). (20) 
Here the first integral in each of (19) and (20) is the ordinary Riemann inte- 
gral, while the second or Stieltjes type of integral is the stochastic integral 
of Ito [5] defined as the limit in the mean of approximants having step- 
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function integrands. The Ito integral has zero mean, is a linear functional 
of the integrand, and has the property that, if q(t) is a scalar process 
(21) 
If x0 is any random initial condition such that [I\ x0 llz]^ is finite, and if f, G, 
and h are globally Lipschitzian in x, then [5] it can be proved that (19) and (20) 
have an almost everywhere unique global solution (x(t), z(t)) which is a 
Markov process with continuous sample functions. (Cf. Appendix 3.) 
It is essential to note that if p)(t) and $(t) are solutions of stochastic dif- 
ferential equations in the Ito sense, then d(&)/dt is not p(d#/dt) + $(dq/dt) 
as in the ordinary calculus. The true situation is expressed in the following 
rule for stochastic dzfferentiation. 
LEMMA 1 (Ito [5]). Let v = ~(x, t) be at least kuice continuously differen- 
tiable with respect o each xi , and at least once with respect o t. Let x(t) be a 
unique solution (in the Ito sense) of (17). Then 
&(x(t), t) 
dt = -$ + (grad(,) v) * f f (4 + G(x) S1/2(t) [$-I 1 
+ 8 R&, t) : G(x) s(t) G*(x), (22) 
where, of course, the stochastic differential equation (22) is also to be inter- 
preted in the Ito sense. 
In the sequel, x(t), R(t), h(x(t)), y(x(t)), etc., will often be denoted by 
xt, Rt , ht, w , etc. 
Let the n-vector 6 be a dummy variable, and define the conditional prob- 
ability density .%‘(f, t) of xt , given x, , 0 < s < t, by 
qt, 4 = P(xt = I I &>, (23) 
where Ft is [5] the “minimum u-field induced by the values of z, , 0 < s < t.” 
Now define the conditional expectation operator h by 
Clearly, 
(25) 
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In order to evaluate (25), an expression for d#/dt is required. Using Bayes’s 
Rule and Lemma 1, Bucy [4] has proved the following result. 
LEMMA 2 (Stratonovich-Kushner-Bucy). Let 2 denote the forward 
da&ion operator of the Markov process xt defined by (17), i.e., 
Now insert (27) into (25), and integrate the first term by parts to obtain 
the following result. 
LEMMA 3_(Bucy). Let 9 denote the backward A@sion operator (formal 
adjoint of 2’) dejned by 
Then (24) implies that 
(28) 
+ = W’vtY + Nd$ - @t&l .Rt* ([$I - “t) / . (29) 
The derivation of Eqs. (14) and (15) is now chiefly an exercise in algebra 
and the use of (22), (28), and (29). For the sake of completeness, the details 
will be summarized. 
LEMMA 4. If (12) holds, and if 
f (4 rf@> + f&q (x - i) + if&) : (x - 2) (x - a)*, 
then 
(30) 
f = If(x)l^ &f(S) + Sf&) : p, (31) 
and 
[xf*]^ - ip s pfi*(ciy. (32) 
(Similarly, if (30) holds with f replaced by h, then so does (31) and (32).) 
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The result (31) follows trivially from (6) and the linearity of the operator A, 
which implies that [(x - a)]^ = k - % = k - 4 = 0. The proof of (32) is 
facilitated by another lemma. 
LEMMA 5. If (12) holds, then 
and 
P = [xx*]* - 4i*, 
[(x - a> x*]^ = P, 
(33) 
(34) 
[(x - a) (x - a>* xg]^ = P& . (35) 
Equation (33) follows from expanding (6), using the linearity of h and the 
fact that [xZ*lA = $4*, and collecting terms which cancel. Similarly, (34) is a 
corollary of (33). To prove (35), substitute (6) in the right-hand side and 
note that, by the linearity of h, the difference between the left and right side 
of (35) becomes 
[(X-~)(X-~)*Xi]A-[(X-321)(X-~)*]~~i=[(X-~)(X-~)*(Xi-~i)]A, 
(36) 
which is zero by (12). 
Now (32) can be proved, by means of (34) and (35), by calculating that 
[xif]^-aif~[xif(a)]^+f~(a) [(x-2) xi]A+gf&):[(X-~) (x---4)*xil* 
- &f(S) - &f&a) : Pig 
= Eif(321) + [f#) P]i + Bf&q : PZt - &f(a) - &f&q : Pi, 
= Vi@) Pli > (37) 
whence vx*]^ - j%* rfic(;) P, and (32) follows from the fact that P = P*. 
Equation (14) may now be proved, by applying (28) and (29) with 
p)(x) = xi , and by using (31) applied to bothf and h, and (32) applied to h. 
First, note that axi/axj = aij and @x,/ax, ax, = a&,/ax, = 0, whence, 
by CW, 
2zxi = fi(X). (38) 
Hence by (29), 
2 = [f&)]^ + [(qh)^ - 4&]* K1 ([$I - h) , (394 
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and so, by (10) and (ll), and (32) applied to h rather than f, 
+ [P&*(P) R;l ([$I - h(i) - ; h,,(i) : Pj] , (39b) I 
which completes the proof of (14). 
TO prove (15), note that, by (33), Pij = [xiXj]^ - f&; and compute 
d([xixj]^)/dt by (29) withy, = xixj; and computed(&2j)/dt by Lemma 1 applied 
to (14) (rather than (17)) with v = Zi4.j . 
By reasoning similar to that preceding (38), it is simple to verify that 
Hence 
U(X~X~) = fixj +f3xi + [GSG*]ij s tw 
dc[;;JA’ = [fixj]^ + vjxi]^ + ([GSG*])Aij + [(x,x,/$ - (xixj)^h]* 
R;‘([$] -“j . (41) 
Now, using R-1R1/2 = R-l12, and (IS), rewrite (39a) as 
$ = [f(x)]^ + [(xh*)* - d*] R;l ([$I - “j 
= If(x)]^ + [(xh*)^ -ah*] R;‘(h - A) + [(x/z*)- - i&i*] R,“’ [$I , 
(42) 
which is exact in that neither (10) nor (11) has been used. The coefficient 
of the Brownian motion term is [(xh*)^ - GA*] Rc1i2, whence the coefficient 
of yr2 in Lemma 1 is 
[(xh*)^ - d*] R;‘[(hx*)” - &*] s P/z,*(S) R;%,(f) P, 
by (32) applied to h. Note that in general 
(43) 
Hence, by Lemma 1 applied to (42), 
(44) 
+ ([xih]^ - i&i) . R;+,h]^ - @i). (45) 
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Thus, subtracting (45) from (41) and substituting for &i/dt from (39a), 
one obtains 
dp,i= d([Xpj]^ - ?iii) 
dt dt 
+ {[XiXjh]^ - [XiXj]^L - LGj[hXi]^ - Si[hXj]^ 
+ 232’iSjh}* Rtl ([$I - 9, (46) 
which, like (39a), is an exact result. 
LEMMA 6. If (II), (12), and (13) hold, then 
The proof of (47) is facilitated by another lemma. 
LEMMA 7. If (12) holds, then 
[x& - k)]^ - [x&T - k)]^ ij - [Xj(X - k)]^ ,$i = 0; (48) 
and if (13) holds, then 
[X+%j(x - a) (x - a)*]^ - ij[Xi(X - a) (x - @*IA 
- i&j(X - i) (x - a)*]^ - [(Xpjy - 2@j] P = - P,,P. 
(4% 
To prove (48) notice that the Kth component of the left-hand side can 
be expanded to give 
[XiXjXJ^ - 32.,[XjXJ* - i?j[XiXk]^ - 4JXiXj]^ + 2iiSjSk ) (50) 
which is also equal to the expansion of the left-hand side of (12). To prove 
(49), expand (13) in order to obtain 
409/16/1-11 
162 BASS, NORUM, AND SCHWARTZ 
Hence the (k, /) element of the left-hand side of (49) is 
which proves (49). 
Now Lemma 6 can be proved, employing (48), (49), (1 l), and (3 1) with f 
replaced by h. The left-hand side of (47) is, then, 
[xixj]*h(.q + h,[(x - a) X$JA + 4 h,, : [(x - a) (x - a)* x&q 
- [q.Vj]v@) - + [x&p,, : P 
- h(2) fiij - h,[(x - a) Xj]^R, - : h,, : [(x-i) (x-s)* Xj]^& 
+ 2/z(k) P,Gj $ 3 (z&a,) h,, : P 
= h(2) [O] + h,[O] + + A,, : (- P,jP), 
where (48) was used in collecting the terms multiplied by h,(s), and where 
(49) was used in collecting the terms multiplied by h&i). 
Finally, simplify (46) by means of (32), (43), and (47), obtaining 
dP.. 21 = [q.*(i) + f,(B) Plij + [(GSG*& - [P&*(4) R;%,(i) PJij 
dt 
To complete the proof of (15), evaluate (GSG*)” and d as in (13), and replace 
(d44 by Y. 
SUMMARY AND CONCLUSIONS 
It has been proved that the exact equations for the evolution in time of 4 
and P, under the assumption of white disturbance and measurement noise, 
are (39a) and (46) which, under the approximations (10) and (13), become (14) 
and (15). Since the differential equations for the approximate filters were 
derived with the Ito calculus, there remains the question of how to integrate 
(14) and (15). In view of the results of (6), the physical implications of the 
underlying white-noise model should be carefully re-evaluated in the frame- 
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work of the nonlinear estimation problem. Two practical questions are 
immediately evident: 
(1) What improvement in estimation accuracy (over and above a linear 
filter) can be obtained with nonlinear filtering? 
(2) How much more complex is the nonlinear filter from both software 
and hardware considerations ? 
An investigation is currently under way to answer these questions in the 
context of applications such as orbit determination, guidance, and control. 
APPENDIX 1 
Let 2 = x - 4. Then x” = [X - %j^ = 0 - 9 = 0. Hence, if [x+]^ = X+ 
[(x - x') - Q(x - x+)]^ = (2 - 4 - [x+]^) - Q(n + 2 - [ix+]") 
= [n . QZ]” + (2s - Q[(x - x+)]^}^ + ([(B - x+)1- * Q[(a - x+>lA>A 
= tr [Q(.CZ*)h] + 22.. Q[(x - x+)]^ + (2 - x+) * Q(? - x+) 
= tr (QP) + (2 - x+) * Q(a - x+) >, tr (QP), 
and the minimum is attained if and only if X+ = R. 
APPENDIX 2 
The difficulty concerning numerical integration of (14)-( 15) is more easily 
explained in terms of Eq. (17), and it will be assumed here that the reader 
has now read as far as Lemma I and Eq. (22). 
If, in Eq. (17), db/dt is (almost everywhere) the derivative of some piece- 
wise-differentiable approximation b(t) to a Brownian motion process, and if 
this approximating ordinary differential equation (17) is integrated as usual, 
then the solution x(t) is not an approximant (in the mean) to the Ito-sense 
solution of the true stochastic differential Eq. (17), but rather to another 
stochastic differential equation in which f(x) is replaced by f(x) + g(x), 
where g*(x) is linear in G&X) and also linear in the partial derivatives 
8Gjk(x)/ax, . See Wong and Zakai [6]. 
Note that if G is a constant function of x then g(x) = 0, and this phenom- 
enon is not present. 
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Correspondingly, returning to (14)-(15), the matrices analogous to G(x) 
in (17) are the coefficients in (14)-(15) of the term 
y -h(i) - 4 h,&q :P. 
Consequently, if the vectors P : h&(z(R) R-‘(t) Pij are essentially independent 
off and P, the phenomenon will not occur in connection with integrating (15). 
However, the hypothesis that P/z,*(i) R-l(t) should be essentially indepen- 
dent of 9 and P is much more restrictive, and therefore the significance of the 
difficulty under discussion for Eq. (14) seems to merit further investigation. 
APPENDIX 3 
Because Ito [5] is out of print, additional references to the mathematical 
apparatus used in (17)-(22) may be of use. 
Doob [7] proves an Ito type of existence theorem for the stochastic dif- 
ferential equations (17)-( 18), but d oes not state Lemma 1 (Eq. 22) explicitly. 
Ito-McKean [8] presents Brownian motion processes both abstractly 
and by means of several different constructive definitions. Still another 
abstract definition is given in Yoshida [9]. 
Dynkin [lo-111 defines Brownian motion processes abstractly, proves an 
Ito type of existence theorem for stochastic differential equations, and also 
states and proves Lemma 1 regarding stochastic differentiation. 
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