Abstract. Inspired by the inertial proximal algorithms for finding zero of a maximal monotone operator, we propose two inertial accelerated algorithms to solve the split feasibility problem. One is an inertial relaxed-CQ algorithm constructed by applying inertial technique to relaxed-CQ algorithm. The other one is a modified inertial relaxed-CQ algorithm which combines the KM method with the inertial relaxed-CQ algorithm. We prove their asymptotical convergence under certain suitable conditions. Numerical results are reported to show the effectiveness of the proposed algorithms.
1. Introduction. Given two nonempty convex closed sets, C and Q of real Hilbert spaces H 1 and H 2 , respectively, and given a bounded linear operator A : H 1 → H 2 , consider the so-called split feasibility problem (SFP): Finding a point x satisfying x ∈ C, Ax ∈ Q.
(1.1)
This problem was originally introduced in [9] , and has found applications in many fields such as image reconstruction, signal processing, and radiation therapy. A number of projection methods have been developed for solving SFP, see [6, 10, 23, 25] . Denote by P C the orthogonal projection onto C; P C (x) = arg min y∈C x − y , over all x ∈ C. In [5] , Byrne introduced the so-called CQ algorithm, taking an initial point x 0 arbitrarily, and defining the iterative step as:
where 0 < γ < 2/ρ(A T A) and ρ(A T A) is the spectral radius of A T A. The KM algorithm was proposed initially for solving fixed point problem [11] , Byrne [6] first applied KM iterations to CQ algorithms for solving the SFP. Subsequently,
where x k is the current iteration and λ k is a regularization parameter. In 2001, Attouch and Alvarez in [2] applied the inertial technique to the above algorithm (1.3) to present an inertial proximal method for solving the problem of finding zero of a maximal monotone operator. It works as follows. Given x k−1 , x k ∈ H and two parameters θ k ∈ [0, 1), λ k > 0, find x k+1 ∈ H such that
Here, the inertia is induced by the term θ k (x k − x k−1 ). It is well known that the proximal iteration (1.3) may be interpreted as an implicit one-step discretization method for the evolution differential inclusion 0 ∈ dx dt (t) + G(x(t)) a.e. t ≥ 0.
(1.5)
While the inspiration for (1.4) comes from the implicit discretization of the differential system of the second-order in time, namely
where ρ > 0 is a damping or a friction parameter. It gave rise to various numerical methods (for monotone inclusions and fixed problems) related to the inertial technoloy (first introduced in [2] ), which, like (1.4), achieve nice convergence properties [1-3, 19, 20] by incorporating second order information. Both the split feasibility problem and the problem of finding zero of a maximal monotone operator can be converted to the fixed point problem. Hence, inspired by the inertial proximal point algorithm for finding zeros of a maximal monotone operator, in this paper, we apply the inertial technique to the relaxed CQ method [24] to propose inertial relaxed-CQ algorithms for the SFP. Under certain suitable conditions. Asymptotical convergence of the algorithms is proved. Numerical experiments are reported to show the effectiveness of the algorithms.
The paper is organized as follows. In Section 2, we recall some preliminaries. In Section 3, we present an inertial relaxed-CQ algorithm and show its convergence. In Section 4, a modified inertial relaxed-CQ algorithm is presented and its convergence is also proved. In Section 5, numerical experiments are given.
2. Preliminaries. Throughout the rest of the paper, I denotes the identity operator, Fix (T ) denotes the set of the fixed points of an operator T i.e., Fix (T ) := {x | x = T (x)}.
Recall that an operator T is called nonexpansive if
firmly nonexpansive if
It is well known that the orthogonal projection operator P C , for any x, y, is characterized by the inequalities
Therefore, the operator P C is firmly nonexpansive. From Cauchy inequality we conclude that
that is, the operator P C is nonexpansive.
Recall the notion of the subdifferential for an appropriate convex function. Definition 2.1 [12] . Let f : H → R be an appropriate convex. The subdifferential of f at x is defined as
The lemma below is necessary for the convergence analysis in the next section. Lemma 2.1 [20] .
Lemma 2.2 (Opial [21] ). Let H be a Hilbert space and {x k } a sequence such that there exists a nonempty set S ⊂ H verifying:
* weakly in H for a sequence k j → ∞ then x ∈ S. Then, there exists x ∈ S such that x k x weakly in H as k → ∞.
3.
The inertial relaxed-CQ algorithm and its asymptotic convergence.
3.1.
The inertial relaxed-CQ algorithm. As in [24] , we suppose the following conditions are satisfied:
(1) The solution set of the SFP is nonempty.
(2) The set C is denoted as
1) where c : H 1 → R is appropriate convex and C is nonempty. The set Q is denoted as
where q : H 2 → R is appropriate convex and Q is nonempty. (3) For any x ∈ H 1 , at least one subgradient ξ ∈ ∂c(x) can be calculated. For any h ∈ H 2 , at least one subgradient η ∈ ∂q(h) can be computed. Now, we define two sets at point x k ,
where ξ k is an element in ∂c(x k ),
where
By the definition of subgradient, it is clear that the halfspaces C k and Q k contain C and Q, respectively. Due to the specific form of C k and Q k , the orthogonal projections onto C k and Q k may be computed directly, see [4] .
The following lemma provides an important boundedness property for the subdifferential.
Lemma 3.1 [12] . Suppose that f : H → R is convex. Then its subdifferential are uniformly bounded on any bounded subsets of finite dimensional dimensional space H.
Next, we state our inertial relaxed-CQ algorithm.
is generated by
, C k and Q k are given by (3.3) and (3.4), respectively. Evidently, when θ k ≡ 0, (3.5) happens to be the standard relaxed CQ method.
3.2.
Asymptotic convergence of the inertial relaxed-CQ algorithm. In this subsection, we establish the asymptotic convergence of Algorithm 3.1.
Define
Assuming that the SFP(1.1) is consistent, it is not hard to see that x solves the SFP (1.1) if and only if x solves the minimization f min := min x∈C f (x) with f min = 0. It is well known that the gradient of f :
, and
The same is true for the operators
erated by (3.5) converges weakly to a point x * as k → ∞, where x * is a solution of (1.1).
Proof. The case for θ k ≡ 0, we can see the detailed proof in [23] . Now we see the case for θ k > 0 for some k ∈ N . Let z be a solution of the
. Therefore, from the nonexpansive of the operator P C and (3.5), we have
Furthermore, by the cocoercivity of the operator F k , we have
By deducing, we have 1 2
It is easy to check that
Putting (3.7) into (3.6), we get
YAZHENG DANG, JIE SUN AND HONGLEI XU Evidently,
We deduce that the sequence { x k − z } is convergent (hence {x k } is bounded). By (3.9) and Lemma 2.1, we obtain
We next show that
To do this, we proceed as follows:
Putting (3.7) into (3.14), we have
15) where t + = max{t, 0}. On the other hand,
Then,
Combining (3.15) with (3.16) and (3.17) leads to
By the triangle inequality, we get 20) this implies
Using (3.18) and (3.21), from (3.19), we derive that
We have known that {x k } is bounded, which implies that ξ k is bounded. Assume that x * is an accumulation point of {x k } and
Then, from (3.11), it follows
Finally, we show that x * is a solution of the SFP. Since
where ξ satisfies ξ k ≤ ξ for all k. By virtue of the continuity of function c and
Therefore, x * ∈ C. Now we show that Ax * ∈ Q. To do this, let
Hence,
By the continuity of q and A(x k l ) → Ax * , we arrive at the conclusion
namely Ax * ∈ Q. Hence, by Lemma 2.2, the result of this theorem can be obtained.
Remark 3.1. Since the current value of x k − x k−1 is known before choosing the parameter θ k , then θ k is well-defined in Theorem 3.1. In fact, from the process of proof for the theorem 3.1, we can get the following assert: The convergence result 
.
4.
A modified inertial relaxed-CQ algorithm and its asymptotic convergence. In this section, a modified inertial relaxed-CQ algorithm is presented, the asymptotic convergence is shown under some conditions. Algorithm 4.1 Take x 0 , x 1 in R N , the sequence {x k } k≥0 is generated by the iterative process
Now, we establish the asymptotic convergence of the algorithm 4.1. (3.21) and the following condition holds
then the sequence {x k } generated by (4.1) converges weakly to a point x * contained in the set of solution of (1.1).
Proof. Let z be a solution of the SFP. C ⊂ C k implies z = P C (z) = P C k (z). Define the auxiliary real sequence ϕ k := 1 2 x k − z 2 . From (4.1), we have
So we get
Putting (3.10) into (4.4), we get
Since 0 < γ < 2/L and 0 < inf α k < 1, we have
. From (4.7) and Lemma 2.1 we obtain
Obviously,
Since 0 < γ < 2/L and 0 < R 1 < 1, we have
The rest part of the proof is similar to that of Theorem 3.1, and hence it is omitted.
5. Numerical results. In this section, we will test three numerical experiments. Throughout the computational experiments, we set ε = 10 −4 . In the algorithms, we take γ = 1/L, L denotes the spectral radius of
we take θ k = θ 2 = 0.4; otherwise, we take 
To ensure the existence of the solution of the problem, the vector b is generated by using the Tables 1-5 , "R-Iter", "Iner-R-Iter" and "Iner-KM-RIter" denote the relaxed CQ algorithm, the inertial relaxed CQ algorithm and the modified inertial relaxed CQ algorithm, respectively. "k" ," s" and "x * " denote the number of iterations, cpu time in seconds and the solution, respectively. To compare conveniently, we take the initial point x 1 in the latter two algorithms as in the R-iter, that is, the point x 1 is generated by the R-iter. Table 1 and Table 2 give the numerical results of Example 5.1 with the R-Iter, the Iner-R-Iter, and the Iner-KM-R-Iter for different α k , respectively. Table 3 and  Table 4 show the numerical results of Example 5.2 with the R-Iter, the Iner-R-Iter, and the Iner-KM-R-Iter for different α k , respectively. Table 5 gives the numerical results of Example 5.3 with α k = 0.6, k = 1, 2, · · · .
From Tables 1-5 , we can see that our algorithms are effective and they converge more quickly than the relaxed-CQ algorithm in [23] . Notice that the greater value of α k , the faster the convergence of the Iner-KM-R-Iter.
