Private enterprises and governments around the world use speed cameras to control traffic flow and limit speed excess. Cameras may be exposed to difficult weather conditions and typically require frequent maintenance. When deciding the order in which maintenance should be performed, one has to consider both the traveling times between the cameras and the traffic flow that each camera is supposed to monitor. In this paper, we study the problem of routing a set of technicians to repair cameras by minimizing the total weighted latency, that is, the sum of the weighted waiting times of each camera, where the weight is a parameter proportional to the monitored traffic. The resulting problem, called weighted k-traveling repairman problem (wkTRP), is a generalization of the well-known traveling repairman problem and can be used to model a variety of real-world applications. To solve the wkTRP, we propose an iterated local search heuristic and an exact branch-and-cut algorithm enriched with valid inequalities. The effectiveness of the two methods is proved by extensive computational experiments performed both on instances derived from a real-world case study, as well as on benchmark instances from the literature on the wkTRP and on related problems.
Introduction
The traveling repairman problem (TRP) requires the determination of the visiting sequence of a set of clients by means of a single repairman, such that the sum of latencies (i.e., waiting times) of all clients is minimized. The TRP has been extensively studied in the literature because it can be used to model a variety of real-world situations and also because it is a difficult problem to solve in practice. As a consequence of the large number of studies, the TRP can be found under different names, such as the minimum latency problem, the deliveryman problem, and the traveling salesman problem with cumulative costs, among others (see, e.g., [1, 2, 3, 4] ). We adopt the TRP nomenclature because we believe it fits more precisely the real-world application that we consider in this work. Figure 1 shows a TRP example involving a depot and six clients, where the repairman visits the clients according to the sequence (e-f-d-a-b-c) and obtains a cumulative latency of 2+4+5+6+8+9=34 time units.
The TRP was introduced in [5] as a variant of the machine scheduling problem, but has since been frequently described as a variant of the traveling salesman problem (TSP) (see, e.g., [6] ). While the TRP may appear similar to the TSP, some important features distinguish the two problems: (i) in the TSP, cost is related to the salesman trajectory, whereas in the TRP the cost concerns the times in which clients are serviced; (ii) a local change in the visiting sequence has limited effect on a TSP circuit, as compared to what happens in a TRP solution, in which even small changes can have a global effect on the overall cost; (iii) the TSP is trivial when clients are located on a tree, whereas the TRP remains difficult ( [1] ); (iv) a TSP solution cost is independent of the starting client, whereas the TRP either has a predefined starting point, or the definition of the starting point is an optimization problem in itself (see, e.g., [7] ).
In this paper, we study the weighted k-traveling repairman problem (wkTRP), a generalization of the TRP in which: (i) k repairmen can be used to visit the clients; (ii) service times are associated with each client; (iii) an input weight is assigned to each client; and (iv) the objective is to minimize the total weighted latency. The latency of a client is the time elapsed between the moment in which the repairmen started his route, added to the client's repair time. Figure 2 shows an example of a wkTRP solution with two repairmen, six clients, and one starting point (named "Base" in the figure). The cost of each client is calculated as the product between sher latency and her weight. The total weighted latency is thus 12+12+24+20+15+8=91 (whereas the total latency is 36).
The wkTRP can be used to model delivery problems, as well as maintenance routing problems, where a certain information on the importance of each client is provided as a weight, and weighted waiting times are to be minimized by using one or more technicians. Apart from these two classical applications, the wkTRP can also de used to model a number of different real-world applications, including: disk-head schedule, elevator dispatching, pharmaceutical distribution, and autonomous Web crawlers optimization (see, e.g., [8, 9, 10] ).
Our interest in the wkTRP is motivated by a real-world case study for repairing speed cameras in the area of Rio de Janeiro, Brazil. The problem can be modeled as a wkTRP instance in which each service time corresponds to the time required to repair a broken camera, and each weight is proportional to the amount of traffic that is expected to be monitored by each broken camera. In order to solve the wkTRP, we propose an iterated local search heuristic, which works quite well on a set of real-world instances, and a branch-and-cut method enriched with several valid inequalities, which solves to optimality a large number of benchmark instances of the wkTRP and of similar problems from the literature.
The remainder of the paper is organized as follows. In Section 2, we provide a quick overview of the related literature. Section 3 describes the details of the real-world application. In Section 4, we introduce a wkTRP formulation, along with three families of strengthening cutting planes. Section 5 describes our proposed iterated local search algorithm, whereas Section 6 is devoted to discussing the outcome of extensive computational tests. Indeed, since the wkTRP is quite general, we do not only solve wkTRP instances, but also address a number of problem variants from the literature. We provide our conclusions in Section 7, where we also outline directions for further research.
Problem Description and Literature Review
Assume that we are given a set of n clients, a single depot, and K repairmen. We consider a complete directed graph G = (V, A), where V = {0, 1, . . . , n} comprises the depot (identified with vertex 0) and the clients (vertices from 1 to n). Arcs (i, j) ∈ A are associated with a non-negative traveling time c ij . Each client i has a service time r i and a priority weight w i . The wkTRP requires the definition of a set of K routes (one for each repairman) that start and end at the depot, such that each client is visited by exactly one repairman. We assume that all repairmen leave the depot simultaneously. We define the latency (i.e., the waiting time) of a client as the time elapsed between the moment when the repairmen leaves the depot and the moment when the repairman leaves the client's location (in our real-world application, the latency period ends when the camera has been repaired). The service time of a client is, therefore, part of the client's latency. We note that some authors, instead, do not regard the service time of a client as part of her latency (see, e.g., [11, 12] ). The two variants can be easily interchanged by means of a matrix transformation in which the service time r i is removed from vertex i and added either to the costs of the incoming arcs (h, i) ∈ A or to the costs of the outgoing arcs (i, j) ∈ A. Finally, the wkTRP objective is to minimize the total weighted latency over all clients. The wkTRP generalizes the k-traveling repairman problem (kTRP) -in which all clients have equal weights -, the weighted traveling repairman problem (wTRP) -in which a single repairman is available -, as well as the previously mentioned TRP. We are not aware of any work addressing the wkTRP, but the literature on the TRP, and on many TRP variants, is vast. Providing a complete survey of this literature is out of the scope of this paper; nevertheless, we present some pointers to the most recent and relevant publications.
The TRP is known to be NP-hard for general distance matrices ( [13] ). [7] showed that it can be solved in polynomial time on some special graphs via the use of dynamic programming. The author also presented algorithms to find the optimal departure vertex, both for the TRP and for the kTRP. Despite admitting some polynomially solvable classes, the TRP remains NP-hard even in the case of weighted trees, as shown in [3] .
A number of polynomial-time approximation schemes have been devised in the TRP literature. To the best of our knowledge, the most recent ones are due to [14] , who obtained a TRP approximation algorithm by using a limited number of calls to an inner approximation scheme for the prize-collecting Steiner tree, and to [15] , who focused on the case of asymmetric distances. [16] dealt, instead, with the kTRP and proposed an approximation algorithm that requires finding the least-cost rooted tree spanning i vertices.
A large number of mathematical formulations and exact algorithms have been proposed to solve the TRP. A good survey and classification of early works was provided by [17] , who also described dominance and equivalence relationships among the formulations. Later, [18] proposed an exact algorithm based on dynamic programming, branch-and-bound, and non-trivial lower bounding functions, consistently solving instances with up to 25 clients. [19] introduced a formulation in which a binary variable x ij indicates whether arc (i, j) is used, and a continuous variable y k ij indicates whether arc (i, j) is used in the path from 0 to k. They presented results for instances involving up to 40 vertices. [20] presented two TRP formulations using a variable x k i indicating if client i is in position k in the route, and a variable y k ij indicating whether or not client i is in position k and client j is in position k + 1. They also solved instances with up to 25 clients. [21] studied the polytope associated with the formulation by [6] , which is also based on the y k ij variable just mentioned. They solved instances with up to 100 vertices using a dedicated branch-cut-and-price algorithm. The formulation by [6] was also improved by [22] , this time with the use of a branch-and-cut algorithm. [23] modeled the TRP as a single-route set partitioning problem and then solved it by using a dynamic ng-path relaxation, obtaining some improvements with respect to the results of [21] . In a recent technical report, [24] obtained further improvements with the use of a branch-and-price algorithm that relies on a number of techniques, including a labeling algorithm with an enhanced dominance rule, generalized ng-paths, and reduced cost fixing.
As far as exact methods for the kTRP are concerned, [25] generalized a TRP formulation by [20] to the kTRP case and tested it on instances involving up to 50 nodes and 10 vehicles. [26] developed a branch-and-price-and-cut for the kTRP variant in which each route is constrained by a maximum traveling distance. The authors used a label-setting algorithm with bidirectional search to solve the pricing subproblems.
In terms of metaheuristic methods for the TRP, we mention the combination of greedy randomized adaptive search procedure (GRASP), variable neighborhood descent (VND), and variable neighborhood search (VNS) by [27] , the combination of GRASP, iterated local search and randomized VND by [28] , and the VNS algorithm by [29] .
In the standard three-field notation for scheduling problems, the TRP can be denoted as 1|s ij | C j (one machine, sequence dependent setup times, minimization of total completion time), while the wk-TRP can be denoted as P |s ij | w j C j (parallel identical machines, sequence dependent setup times, minimization of total weighted completion time). Some papers made use of this scheduling representation of the problem to devise mathematical models. That was the case, for example, of [30] , who studied single machine scheduling problems with sequence-dependent setup times, solving the TRP and the 1|s ij | T j (total tardiness minimization) through the use of mathematical programming formulations and an exact branch-and-bound algorithm. Differently, [31] solved the 1|s ij | w j T j by means of an exact method based on Lagrangian relaxation and dynamic programming.
Other interesting variants of the TRP have been addressed in the literature. [11] studied the TRP with time windows and service times and obtained several complexity results. [32] presented a VNS for the kTRP with heterogeneous fleet and time windows. [4] developed a memetic algorithm for the cumulative capacitated vehicle routing problem, that is, the variant of the kTRP in which each client has a weighted demand and each vehicle has a maximum capacity. The same problem was later addressed by [33] via an adaptive large neighborhood search, and by [34] with mathematical models and an iterated greedy procedure.
Dynamic problems in which information is revealed during optimization have also been addressed. The dynamic TRP was solved, among others, by [35] and [36] . Another dynamic problem originating from a real-world application was studied by [37] . They considered the signal repair problem, which includes inspection and repair of traffic control devices such as signal lights, traffic controllers, and vehicle detectors, in the city of Kaohsiung (China). They modeled the problem as a kTRP and solved it with an online simulated annealing algorithm. Their problem is the one that shares more similarities with our real-world application, but it is still distinct from our case due to the fact that it does not take into account client weights.
Another related problem having a precise real-world application is the workover rig routing problem (WRRP). The WRRP arises in the operations of onshore oil fields, where a set of workover rigs located at different positions must service oil wells requesting maintenance as soon as possible. It is important to service the wells in a timely fashion to minimize production loss, so the WRRP objective is equal to the sum of arrival times at the wells multiplied by the production loss rates. The WRRP objective is thus equivalent to that of the wkTRP, although the WRPP additionally considers multiple depots and time windows. Efficient metaheuristics for the WRRP have been proposed by [38] , whereas an updated survey can be found in [39] . A related problem focused at the minimization of risk during helicopter transportation was addressed by [40] .
Case Study
This work is motivated by a practical application arising from the operations of a Brazilian company -which shall remain anonymous in this paper, as per their request -whose main business activities consist of the assembly, deployment, and maintenance of speed cameras. Our case study is focused on the city of Rio de Janeiro, where the company is responsible for the maintenance of 50 speed cameras. The scenario is represented in Figure 3 , where speed cameras are marked with triangles. Speed cameras are geographically-dispersed devices that play an important role in traffic safety by inhibiting dangerous behaviours from drivers. These devices can detect and record a number of transit infractions, which are turned into fines. An interesting aspect about speed cameras is their maintenance. Speed cameras demand frequent maintenance because they can be exposed to harsh weather conditions (sun, rain, etc). The diagnosis of certain malfunctions can be done by means of a remote communication system, but reparations must be performed on the spot. A base team and up to three repairman teams are responsible for the maintenance of the cameras in the metropolitan area of Rio de Janeiro. While the base team works at the office, the repairman teams travel to reach the cameras and perform the required reparations.
The contract in force between the company and the city transit authority states that a fraction of the fines that are issued by the speed cameras is earned by the company itself. In this way, a malfunctioning device implies a monetary loss for the company. An additional cost is directly imposed on the company by the transit authority in case a camera is not working. Thus, the resulting overall cost of a malfunctioning speed camera is proportional to its inoperative time and to the frequency with which the camera issues fines. Therefore, the main objective of the maintenance plan is the minimization of the total cost induced by the inoperative time of the defective devices.
This case study can be directly modeled as a wkTRP instance by considering the inoperative cameras as the clients to be visited. The value of K is set to be the number of available repairman teams. The device remote diagnosis allows for the estimation of the repair time (service time) needed to perform each reparation activity. The client weights are calculated on the basis of the historic data of each speed camera. The total weighted latency, therefore, corresponds to the expected cost caused by the inoperability of the cameras.
Mathematical Model and Branch-and-Cut
In this section, we propose a novel model for the wkTRP, referred to as wkTRPM, which is based on the concept of multi-commodity flows. The model, presented in Section 4.1, originates from the one proposed for the TRP by [19] , but is extended to take into account K routes and the weighted latency minimization. Furthermore, it is enriched by a number of valid inequalities, either newly proposed or adapted from existing inequalities in the literature, which are added on the fly in a branch-and-cut fashion. We describe the valid inequalities in Section 4.2, their separation in Section 4.3, and the branch-and-cut framework in Section 4.4.
Mathematical Model
The mathematical model that we introduce makes use of three families of binary variables:
• variable z ij takes the value 1 if client i is visited before (even if not immediately) client j in a route, and takes value 0 otherwise, for i, j = 1, . . . n, i = j;
• variable f k ij takes the value 1 if arc (i, j) is used in the path between the depot and client k, and takes value 0 otherwise, for i, j, k = 0, . . . n, j = i = k, j, k > 0;
• variable s ij takes the value 1 if clients i and j are serviced in the same route, and takes value 0 otherwise, for i, j = 1, . . . n, i < j.
Variables z ij are adopted to model the vehicle flow, imposing precedences among clients visited in the same routes, whereas f k ij are the multi-commodity variables that prevent the creation of subtours. Variables s ij are auxiliary variables that are used within valid inequalities.
The wkTRP can then be modeled as follows.
(wkTRPM) minimize
subject to
The objective function (1) requires the minimization of the total weighted latency. Constraints (2) impose s ij = 1 if and only if clients i and j are serviced by the same repairman. At the same time, these constraints prevent subtours of cardinality 2. Constraints (3) ensure that client j is visited before client k (i.e., z jk = 1) if and only if one of the incoming arcs of j is used in the path to k. Constraints (4) impose a similar relation between z jk and, this time, the arcs that leave j. Constraints (5) impose that the depot precedes any other vertex in the graph, whereas constraints (6) and (7) ensure, respectively, that exactly K vehicles leave and return to the depot. Constraints (8) and (9) enforce, respectively, that each client has one incoming and one outgoing arc. Constraints (10) allow the use of arc (i, j) to reach any other successive client k only if the arc has actually been selected (i.e., if f j ij = 1). The domains of the decision variables are defined by constraints (11)- (13) .
We bring attention to to some facts about the wkTRPM model given by (1)-(13):
• The model has polynomial size, with O(n 3 ) variables and O(n 2 ) constraints;
• As previously mentioned, s ij are auxiliary variables to be used within valid inequalities, so replacing (2) and (11) by z ij + z ji ≤ 1 would still lead to a correct wKTRP formulation;
• Classical multi-commodity flow formulations are usually based on continuous flow variables. In our proposed model, we can replace (13) by f k ij ≥ 0 and still obtain a valid wkTRP model. This is due to the presence of (3) and (4). We opted for maintaining the binary variable requirement because this led to better computational results, probably due to a deeper use of preprocessing techniques by the commercial solver invoked to solve the model;
• Subtours are prevented by the combined effect of (3), (4) and (6), which impose the existence of a path from the depot to all clients, and by (8), (9) and (10), which prohibit subtours that do not pass through the depot by requiring exactly one incoming arc to each client.
Valid Inequalities
We strengthen model wkTRPM by using the following three families of valid inequalities.
f -activation cuts. We recall that f
is in the path to any subsequent client k, and f j ij = 0 otherwise. This is guaranteed by constraints (10) .
A valid inequality, originally presented by [19] for the TRP, can be obtained by disaggregating the summation in the left-hand side of (10), thus obtaining:
z-activation cuts. In the cases in which either arc (i, j) is in the path to client k, or arc (k, i) is in the path to j, or arc (i, k) is in the path to j, then i precedes j. In addition, these three conditions are mutually exclusive (provided there are no subtours). We can thus state:
Pigeonhole cuts. Let us consider a wkTRP with K=4 repairmen. If we select any subset of five clients, then there surely exists a pair of those clients that is serviced by the same repairman. Therefore, the sum of all s ij variables for i and j in this subset is at least one. This follows directly from the pigeonhole or Dirichlet's box principle, and can be used to provide a valid inequality for the wkTRP as follows. LetḠ = (V ,Ē) be the undirected support graph induced by an integer feasible solutions to model wkTRPM, withV ⊂ {1, . . . , n} andĒ = {(i, j) ∈V 2 :s ij = 1}. If |V | > K, thenḠ is composed by at least one and at most K disjoint cliques. Such cliques result from the transitivity property of the s-variables. Function ω, given in Equation (16), estimates the minimum number of edges, and thus of s ij variables taking the value 1, inḠ. The function takes as argument the cardinality ofV , expressed as γ = |V |, and the number K of repairmen, and returns the number of edges as:
where
is the number of edges in a clique with x vertices. Figure 4 shows an example of a graphḠ having γ = 14 vertices distributed in K = 3 disjoint cliques (A, B, and C). There are 14 mod 3 = 2 cliques having Function ω can therefore be used to bound by below the minimum number of s-variables taking the value 1 in a given solution, as follows:
Separation procedures
In our framework, we separate the violated inequalities (14) and (15) through complete enumeration, as this can be done in polynomial time. The set of inequalities (17), instead, cannot be efficiently separated by enumeration since its cardinality is O(2 n ). The separation problem for (17) is to find, for any γ ∈ {(K + 1), . . . , N }, a subsetV ⊂ {1, . . . , n} having cardinality γ and minimizing ζ = i,j∈V :i<j s ij . If ζ < ω(γ, K), thenV corresponds to a violation of (17) .
This problem can be reduced to the maximum diversity problem, that is known to be NP-hard (see [41, 42] ). In view of such computational difficulty, we propose the greedy heuristic separation procedure that is outlined in Algorithm 1. For each client i ∈ {1, . . . , n}, we initialize the setV to {i} and a parameter δ to 0. Then, we repeatedly add toV a client j * / ∈V whose inclusion inV minimizes the resulting value of ζ, i.e., j * ∈ argmin k / ∈V i,j∈V ∪{k};i<js ij . Whenever ζ + δ + < ω(|V |, K) holds, then we have found a violated inequality of type (17) . In this case, we add said inequality to the model, set δ = ω(|V |, K) − ζ and repeat the process. The amount of violation of a separated cut is stored in δ at each iteration. This value limits the separation of sets having subsets already separated in the same execution of Algorithm 1. This means that the satisfaction of a given pigeonhole cut is not implied by the satisfaction of any previously separated cut, and thus redundant inequalities of this type are avoided.
Algorithm 1: Pseudo-code for separating Pigeonhole cuts
Add constraint (17) for the current setV ;
Branch-and-cut implementation
To solve model (1)- (17), we implemented the two-phase method shown in Algorithm 2. The first phase (steps 1-10 of the algorithm) is aimed at producing a strong initial model, which is then handed to the second phase (steps 11-12), which is responsible for solving the model via a standard branchand-cut procedure. More specifically, we first find a heuristic solution of value UB by invoking the metaheuristic that is described in Section 5. Then, we iteratively solve the continuous relaxation of the model, separate violated inequalities described in Section 4.2, add them to the model, remove the previously added cuts that are not active in the current solution, and remove variables whose reduced costc is larger than the gap between UB and the current continuous relaxation solution cost, cost(curr). The first phase ends when there are no more cuts to be added. The resulting model typically has a reduced number of variables and a good number of strengthening cuts. A standard branch-and-cut method is then used to solve this model, with separation procedures invoked by means of callback functions at each node of the enumeration tree explored by the MILP solver. 
Iterated Local Search
To obtain good-quality solutions in short computing times, we developed an iterated local search (ILS). ILS is a simple yet powerful metaheuristic that obtained relevant results on a large number of combinatorial problems. We refer the interested reader to the recent survey by [43] . The ILS used in this work is shown in Algorithm 3 and can be decomposed into three main components: construction phase, local search, and perturbation. In the construction phase (steps 1-4 of the algorithm), an initial solution is generated by a round robin method that distributes the clients randomly among the K routes. Then, the main ILS loop (steps 5-20) iteratively invokes two local search procedures to improve the quality of the current solution, possibly updates current and best solutions, and then perturb the current solution to create a starting point for the next round of local search. More specifically, procedure relocate randomly selects a client, removes them from their current position in the solution received as input, and relocates them in a lowest-cost position. It repeats the process until an improvement has been found or all clients have been considered. Procedure 2opt * is invoked with probability of 50% or if relocate fails in finding an improved solution. The 2opt * procedure attempts to improve the current solution by replacing a pair of arcs (i, i + ) and (j, j + ) belonging to two different routes in the solution, with the pair (i, j + ) and (j, i + ). The process is repeated until an improvement is found or all pairs of arcs have been scanned. Both procedures return true as soon as an improvement, if any, is found, and false otherwise.
When no improvement is found, the current solution is a local optimum whose value is compared to that of the incumbent solution. Then, if the current solution value is within a given range of the incumbent solution value, the current solution is maintained as starting point for a perturbation, otherwise it is replaced by the incumbent. To escape from local optima, we adopted a perturbation procedure, called pRelocate, which randomly removes p clients from the current solution at once, and reinserts them one at a time in lowest-cost positions. Parameter p is initialized with the average number of clients per route ( N/K ) and incremented, up to N − 2, whenever the current solution is identical to the solution obtained at the end of the previous iteration of the main ILS loop.
Computational Results
In this section, we report on the outcome of extensive computational tests that we performed both on the real-world instances from our case study and on benchmark instances from the literature. The experiments aim at showing the behavior of the proposed methods under different problem components and instance characteristics, thereby assessing their performance in comparison to the existing literature. Our algorithms were coded in Java 8 and executed on an Intel i7-3820 processor with 8 cores running at 3.60GHz and 16GB of RAM, operating under Ubuntu 18.04. As a MILP solver we adopted Gurobi 8.0. We switched on the intensive presolve of Gurobi in order to attempt the elimination of redundant variables, while all other solver parameters were kept at their default values. Unless stated otherwise, the branch-and-cut that we implemented (Algorithm 2), referred to simply as B&Cut in the following, was allowed to run for at most two hours on each instance, whereas the ILS (Algorithm 3) was halted after 10,000 iterations. To perform some specific evaluations on the robustness of the ILS, or to compare its results with those from the literature, we also performed tests where the ILS was run 10 times on each instance and halted after a certain time limit, as outlined next in the specific sections.
Benchmark Instances
We first considered nine instances from our real-world case study. The results that we obtained are presented in Section 6.2 and compared with the solutions adopted by the company. As the realworld instances are quite small, we also considered a number of larger benchmark instances from the literature, and solved them under different variants. In particular, we adopted the benchmark sets proposed by [26] (denoted as LQL-instances in the following), [44] (E-instances), [45] (P-instances), [46] (CMT-instances) and [33] (Rig-instances). The set of LQL-instances was originally proposed for the k-Travelling Repairman Problem with Distance Constraints (kTRPDC), which is the kTRP variant in which each route cannot exceed a maximum input distance D. The set is composed of 180 instances derived from 6 TSPLIB instances ( [47] ), that contain 30, 40 and 50 vertices to be visited by 6, 8 and 10 repairmen, respectively. The set has been made available by [26] at www.computational-logistics.org/orlib/mtrpd. To adapt our methods to the kTRPDC, we simply set all client weights to one and all repair times to zero. The maximum distance constraint was easily taken into account in the ILS, and was added to our MILP model as the following lazy constraints
It is worth noting that constraints (18) were never activated on any LQL-instance. The kTRPDC results that we obtained are shown in Section 6.3 and compared with [26] . The E, P, and CMT instances were originally proposed for the Capacitated Vehicle Routing Problem. E-instances contain from 22 to 101 vertices, P-instances from 16 to 76 vertices and CMT-instances from 51 to 200 vertices. Following [4] , who used these instances to test their kTRP algorithms, we relaxed the capacity constraint and supposed each client has weight equal to one and null service time. The results that we obtained on these kTRP instances are also presented in Section 6.3.
The Rig-instances were proposed by [33] as WRRP test cases. They combine rigs of 5 and 10 vertices, with sets of 50, 100 and 500 clients. The particularity of Rig-instances is the presence of ∆ rigs, which can be interpreted as multiple depots for the wkTRP. We considered this feature by adding to our wkTRP graphs ∆ + 1 artificial vertices, v 0 , v 1 , . . . , v ∆ , having zero weight and zero service time. The WRRP also imposes a deadline D l on each client l = ∆ + 1, . . . , n. We easily included this feature in our ILS, and modeled it in our MILP model by introducing the following lazy constraints
The MILP model was run only on instances with 50 clients, as these already proved to be very challenging. Also in this test, as happened for constraints 18, we detected that constraints (19) were never activated on any of the Rig-instances.
To perform a sounded test of our methods on the wkTRP, we produced a weighted version of the LQL-instances, called wLQL in the following, by randomly assigning with uniform distribution a weight between 0.5 and 2.0 to each client. In this way, we obtained a proper wkTRP set, that we used to computationally test our methods in Section 6.5.
All the benchmark instances that we used and the complete computational results that we obtained are available on-line at https://github.com/spideryzarc/wkTRP.
Results on the Real-World Instances
We tested nine instances based on the activities performed by our case study company in nine ordinary working days in the city of Rio de Janeiro. Each instance is composed of the list of defective devices, their locations, their weights (expressed in fine costs per minute) and their repair times, as well as the traveling times required to move from one location to another. The traveling times were obtained by using Google Map's Web service. The repair times and profits were computed by taking into account the nature of the malfunction and the device and considering average values of the historical data at the company.
The results that we obtained are provided in Table 1 . Column n gives the number of devices and column K the number of repairmen. For the ILS, we report the solution cost (cost) and the run time in seconds (time). The cost was computed by using the estimated average service times. Column cost* gives, instead, the value of the best solution found by the ILS recalculated by replacing the average repair times with the real ones incurred in those events. For the B&Cut, we report the cost of the solution obtained, the number of nodes explored and the computational time in seconds. We do not report the recalculated cost as it was always equal to the one shown for the ILS. In the penultimate column, we report the cost of the solution that was manually created and adopted by the company, that we evaluated by using our average weights, our traveling times from Google Map, and the real repair times. Then, in column gap%, we report the percentage gap between the manual and the ILS solution costs, computed as (Company cost* -ILS cost*)/Company cost*×100%. The last line reports average values for the nine instances. The instances from this case study may be considered quite small, especially when compared to the benchmark sets from the literature that are addressed in the next sections. Nevertheless, they are useful to highlight some interesting facts. The monetary saving obtained by the ILS with respect to the manual company solutions is substantial, achieving an average gap of about 33%, with peaks that are above 50%. Such values were obtained very quickly, always in less than a second. This emphasizes the relevance of using an optimization tool for the wkTRP in the real-world application. The B&Cut always achieved the same solution values obtained by the ILS, in addition to proving their optimality, in less than 15 seconds on average and never required more than 40 seconds.
Results and Comparative Analysis on the kTRPDC and the kTRP
In Table 2 , we report the results that we obtained by adapting our methods to the kTRPDC and testing them on the LQL set. The columns reported for ILS and B&Cut have the same meanings than those reported in Table 1 , but now each line reports average values on 10 instances sharing the same seminal routing instance (shown in column name) and the same value of n.
We also selected the three best methods currently available in the literature for the problem, namely, the two branch-and-price-and-cut methods developed for the kTRPDC by [26] (BPC1 and BPC2) and the combination of MILP model and metaheuristic procedure proposed by [48] for the kTRP. For these three methods we only report the average solution times. It is worth noting that, as also stressed by [48] , the distance constraint is never activated in any of the optimal solutions of the LQL benchmark set, so the results obtained by kTRPDC methods (ILS, B&Cut, BPC1 and BPC2) are directly comparable with those obtained by a kTRP method (Nucamendi). The BPC1 and BPC2 algorithms were executed on a PC with 2.26Ghz CPU by using ILOG CPLEX 12.0 as MILP solver and imposing a maximum run time of 10800 CPU seconds. The Nucamendi algorithm was instead run on a PC with 3 GHz CPU by using ILOG CPLEX 12.4. Both our B&Cut and the Nucamendi algorithm solved all instances to proven optimality. Instead, an instance of the group nrw1379 1 with 50 vertices was not solved to proven optimality by neither BPC1 nor BPC2 within the 3 hours of time limit that they were allowed. The average CPU times required by the B&Cut were 5.67, 22.05 and 67.02 seconds for instances having 30, 40 and 50 vertices, respectively, and 31.58 seconds on average for the entire LQL set. The longest solution time was 1064.14 seconds and was required for an instance of the group nrw1379-1 having 50 vertices. Although enumeration methods are employed for cuts separation, the total CPU spent in the separation process was very small when compared to the overall running time. Overall, the performance of the B&Cut can be considered superior to that of BPC1 and BPC2, and comparable to that of Nucamendi. Even if it was originally implemented to solve a different problem (the wkTRP), the ILS managed to reach all proven optimal solutions in very quick times, never requiring more than a second and on average slightly less than half a second. This proves both the very high effectiveness and speed of the metaheuristic. We performed two additional tests on the kTRP (thus disregarding the distance constraint) in order to obtain a better comparison of our methods with respect to those in [48] . The first such test is presented in Table 3 , where we show the results obtained by our ILS and B&Cut on the E-and P-instances. For the approach from the literature, we show the execution time in seconds and the final percentage gap it produced. For the B&Cut, we report cost, number of nodes, execution time and percentage gap.
The B&Cut could solve most of the instances within the two-hour time limit. For the five instances that were not solved to optimality (En51k5, En76k7, En76k8, Pn76k4 and Pn76k5) it produced low gaps below 4%. The ILS heuristic always achieved the best solution value requiring at most 1.78 seconds. The method by [48] , that we recall has been specifically developed to solve the kTRP, has a better performance on the E-instances with respect to both gap and time. On the P-instances, however, it is faster but produces a larger average gap. This can be imputed to the two largest instances, Pn76-k4 and P-n76-k5. The ILS is still very effective, as it finds the best solution value on each instance in less than half a second on average.
The second additional test that we performed aimed at assessing the performance of the ILS on the large-size CMT instances, and it is shown in Table 4 . [48] proposed an Iterated Greedy (IG) metaheuristic that was run once on each instance. To test our ILS, we executed it 10 times. We report minimum, average and maximum solution costs found in the 10 runs. We attempted two time limits, just one second and ten seconds, so as to gain some insight in the convergence of the algorithm. The IG requires about one minute on average and slightly more than five minutes in the worst case (instance CMT5). The ILS was much faster due to the strict time limits that we imposed. Nevertheless, it obtained results that are comparable for the one-second time limit, and even slightly better for the ten-second time limit. The very limited difference between minimum and maximum costs further assess the robustness of the algorithm. We also solved the CMT-instances with our B&Cut method. For the sake of conciseness, we avoid presenting full computational results, but we mention that only instances CMT2 and CMT7 were solved to optimality within the two-hour time limit and that the B&Cut could not improve the ILS solution on any instance.
Results and Comparative Analysis on the WRRP
For what concerns the WRRP, we tested our B&Cut on Rig-instances with 50 clients, and our ILS on all Rig-instances with up to 500 clients. The outcome of the first test is presented in Table 5 , and the outcome of the second one in Table 6 , where we also compare the ILS with the metaheuritic methods by [33] . Table 5 presents some additional columns for the B&Cut with respect to the previous tables: gap% gives the percentage gap provided by Gurobi at the end of the run, sep.time gives the time spent in the separation procedures, whereas #pgn, #zact and #f act, give, respectively, the number of violated pigeon hole, z-and f -activation cuts found during the execution. The B&Cut could solve to proven optimality only 6 instances out of 20 within the time limit of 2 hours. However, the percentage gap for the remaining instances is quite low, never exceeding 5%. Instances with 5 rigs (first block of lines) appear to be more difficult than those with 10 rigs (second block), with an average percentage gap of 2.2% against 0.89%. The number of explored nodes is around 600 for the first block, and more than double for the second block. The separation time appears to be negligible with respect to the execution time. Among the cuts, we notice that the number of violated pigeonhole cuts is around five times larger than that of z-and f -activation cuts. Notably, the ILS has found the best solution value over all 20 instances, reaching it in very low time: less than a second on average for the first group, and less than two seconds for the second group.
In the work by [33] , three different metaheuristics were implemented for the WRRP, namely, an ILS, a Clustering Search (CS) and an Adaptive Large Neighborhood Search (ALNS). They were tested on a PC with 2GhZ on the Rig-instances with a time limit of 30 seconds and performing 10 executions on each instance. To obtain a fair comparisons with these metaheuristics, we also performed 10 execution of our ILS on each instance. We allowed it to run for just one second, a much faster time than that by [33] even considering the difference in the speed of the PCs.
In Table 6 , aggregate results for groups of 10 instances having the same number of vertices and rigs are reported. For each algorithm, we show the minimum and average solution costs found in the 10 executions performed on each instance. For the ILS, we also show the percentage gap of the best and average ILS solution costs with respect to those found by the three other metaheuristics. The results clearly indicate that the ILS is very effective: despite the smaller computational time allowed, it finds the same solution costs for the instances with just 50 vertices, and it improves both average and best costs for the larger instances.
Results on the wkTRP and Sensitivity Analysis
In this section, we present the results that we obtained for the wkTRP and also perform some sensitivity analysis. Table 7 reports the results on the wLQL instances obtained by ILS and B&Cut. The columns have the same meaning of those in Table 5 , with the exception of gap that now is not reported because all instances are solved to the optimality. Each line gives average values over 10 instances. The last line reports overall averages. It can be noticed that the ILS is, once more, capable of finding the optimal solution value for all instances. This is achieved in less than a second on average. The B&Cut closes to proven optimality all instances in less than 40 seconds on average and in about 120 seconds in the worst group (brd14051 with n = 40). The number of explored nodes never exceeds 500. The separation time is very small when compared to the entire execution time, less than a hundredth. Among the cuts, the pigeonhole ones are the largest in number, as more than 3000 violations have been found in practice. The number of z-and f -activation cuts that have been separated during the enumeration is around 660 and 500, respectively.
The results that we obtained can be also used to asses how computationally relevant is the inclusion of weights in the problem. Table 8 shows the average B&Cut processing times in seconds for LQL-and wLQL-instances, for groups of instances having 30, 40 and 50 vertices. The results on the LQL-set are derived from Table 7 , and those on the LQL set from Table 2 . The average solution time increased substantially for instances with 30 and 40 vertices, while it slightly decreased for instances with 50 vertices. The last decrease can be imputed to a couple of instances. On average, the B&Cut required 17.13% more time to process the wLQL-instances, so we can conclude that the addition of the weight component makes the problem slightly more difficult.
The next test we performed aimed at assessing the impact of the number K of repairmen. Figure  5 shows the CPU times needed by the B&Cut to solve the first instance of each group having the same seminal routing instance. We limited the test to instances with 30 vertices, imposed just one hour of time limit, and tested different values for K = 1, 2, 4, 6, 8, 10, 12, 14, 16 . The figure shows that the smaller the number of repairmen is, the harder the instance becomes. Indeed, we observed that for K = 2 two instances were unsolved in the one-hour time limit (d15112 and pr1002). All other instances were solved. The execution times were always below 1 seconds when K ≥ 10. To better understand the importance of each proposed inequality, we ran several variations of the B&Cut algorithm, in each of which we suppressed one cut at a time. We also performed tests in which we suppressed the ILS starting solution and the first phase of the B&Cut. Table 9 shows the obtained results by summarizing them for groups of instances having the same value of n. The B&Cut variants have been sorted from the fastest one (i.e., the complete one) to the slowest one. All instances were solved to the proven optimality under all variants, still an important increase in the solution time can be observed when one of the component is removed from the algorithm. The removal of f -or z-activation cuts increases the average time from 36.99 seconds to 46.38 or 56.82, respectively. Removing the ILS has a stronger effect and increases the average time to 70.63 seconds, almost doubling the effort required by the complete B&Cut version. Suppressing the first phase has an even stronger effect, especially on the larger instances with 50 vertices, where the time gets almost five times larger. The importance of the Pigeonhole cuts in the solution process is evident, as their suppression causes an increase of more than 10 times in the average CPU time.
Conclusions
In this work, we proposed a generalization of the well-known traveling repairman problem, called the weighted k-traveling repairman problem (wkTRP), that calls for routing a set of technicians to visit customers by minimizing the total weighted latency, that is, the sum of the weighted waiting time of each customer. The wkTRP has not been previously addressed in the literature, but we consider it a problem of interest to researchers and practitioners because it is a quite general problem that models many real-life scenarios. In particular, it allowed us to model the process of scheduling the maintenance of speed cameras in the metropolitan area of Rio de Janeiro, Brazil.
We proposed a mathematical formulation and enriched it with a number of families of cutting planes. We consequently developed a tailored branch-and-cut (B&Cut) algorithm, in addition to an Iterated Local Search (ILS) heuristic to provide the B&Cut with initial solutions. Incidentally, the ILS became a relevant contribution of this work, as it achieved excellent practical results, with high-quality solutions and low computing times.
The two algorithms performed very well on the Rio de Janeiro instances, consistently improving the manual solutions produced by the company and demonstrating the practical importance of this study. We remark that both algorithms can easily be adapted to cope with other problems from the literature, raising the question of whether they also compare favorably with existing optimization methods. We believe our extensive computational results have provided a positive answer to this.
There are several interesting future research directions that we believe should be pursued. Since the wkTRP (and, in general, most problems related to the TRP) is very difficult, it would be relevant to work on the development of more advanced exact solution methods, especially for the solution of largescale instances. Based on the large number of results from the literature, B&Cut algorithms appear to the most promising technique. As the results on our case study data demonstrated, there can be important differences between travel and operating times that are expected from average historical values and those that are incurred in the daily operations. These variations can be taken into account by specific stochastic algorithms, which, however, tend to converge very slowly to optimal solutions. This is also another interesting research direction.
In traveling repairman problems, it is always assumed that each customer is visited once. It would be interesting, instead, to study cases in which multiple visits are allowed. This can be important to model, for example, inventory routing problems ( [49] ) and pickup-and-delivery problems with split deliveries ( [50] ), such as those arising in bike sharing rebalancing problems ( [51] ). In this case, some bike stations are more used than others and thus delays at servicing them have a large impact, i.e., a larger weight on the latency should be considered. In a dynamic scenario, rebalancing might be required multiple times a day, hence requiring multiple visits. Finally, the inclusion of weights in the problem description made the problem more general, allowing a wider range of real-world applications to be modeled. This was obtained at the expense of a limited increase in the computational effort required by the solution algorithms. Thus, it appears interesting to study other problem variants that include weighted objective functions, such as, e.g., weighted tardiness in case of due dates. 
