This paper is devoted to the study of abstract time-fractional equations of the following form: 
Introduction and Preliminaries
A great number of abstract time-fractional equations appearing in engineering, mathematical physics, and chemistry can be modeled through the abstract Cauchy problem 
Abstract and Applied Analysis
The aim of this paper is to develop some operator theoretical methods for solving the abstract time-fractional equations of the form 1.1 . We start by quoting some special cases. The study of qualitative properties of the abstract Basset-Boussinesq-Oseen equation: where 0 < β ≤ α ≤ 2, τ > 0 and D > 0. In that paper, solutions to signalling and Cauchy problems in terms of a series and integral representation are given.
In the second section, we continue the analysis from our recent paper 15 , where it has been assumed that A j c j I for some complex constants c j ∈ C 1 ≤ j ≤ n − 1 ; here, and in the sequel of the second section, I denotes the identity operator on E. We introduce and clarify the basic structural properties of various types of k-regularized C 1 , C 2 -existence and uniqueness propagation families. This is probably the best concept for the investigation of integral solutions of the abstract time-fractional equation 1.1 with A j ∈ L E , 1 ≤ j ≤ n − 1. If there exists an index j ∈ N n−1 such that A j / ∈ L E , then the vector-valued Laplace transform cannot be so easily applied cf. Theorems 2.10-2.11 , which implies, however, that there exist some limitations to the introduced classes of propagation families. The notion of a strong solution of 1.1 is introduced in Definition 2.1, and the notions of strong and mild solutions of inhomogeneous equations of the form 2.15 below are introduced in Definition 2.7. The generalized variation of parameters formula is proved in Theorem 2.8.
On the other hand, the notions of C 1 -existence families and C 2 -uniqueness families for the higher order abstract Cauchy problem ACP n were introduced by Xiao and Liang in 24, Definition 2.1 . In the third section, we will introduce more general classes of local kregularized C 1 -existence families for 1.1 , k-regularized C 2 -uniqueness families for 1.1 , and k-regularized C-resolvent families for 1.1 . Our intention in this section is to transfer results of 24 to abstract time-fractional equations. In addition, various adjoint type theorems for k-regularized C-resolvent families are considered in Theorem 3.6.
Throughout this paper, we will always assume that E is a Hausdorff sequentially complete locally convex space over the field of complex numbers, SCLCS for short, and that the abbreviation stands for the fundamental system of seminorms which defines the topology of E; in this place, we would like to mention in passing that the locally convex spaces are very important to describe a set of mixed states in quantum theory 2 . The completeness of E, if needed, will be explicitly emphasized. By L E is denoted the space of all continuous linear mappings from E into E. Let B be the family of bounded subsets of E and let p B T : sup x∈B p Tx , p ∈ , B ∈ B, T ∈ L E . Then p B · is a seminorm on L E and the system p B p,B ∈ ×B induces the Hausdorff locally convex topology on L E . Recall that L E is sequentially complete provided that E is barreled. Henceforth A is a closed linear operator acting on E, L E C is an injective operator, and the convolution like mapping * is given by f * g t :
The domain, resolvent set and range of A are denoted by D A , ρ A and R A , respectively. Since it makes no misunderstanding, we will identify A with its graph. Recall that the C-resolvent set of A, denoted by ρ C A , is defined by
Suppose F is a linear subspace of E. 
Given s ∈ R in advance, set s : sup{l ∈ Z : s ≥ l} and s : inf{l ∈ Z : s ≤ l}. The principal branch is always used to take the powers. Set N l : {1, . . . , l}, N 0 l : {0, 1, . . . , l}, 0 ζ : 0, g ζ t : t ζ−1 /Γ ζ ζ > 0, t > 0 and g 0 : the Dirac δ-distribution. If γ ∈ 0, π , then we define Σ γ : {λ ∈ C : λ / 0, | arg λ | < γ}. We refer the reader to 26 and references cited there for the basic material concerning integration in sequentially complete locally convex spaces and vector-valued analytic functions.
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Let α > 0, let β ∈ R, and let the Mittag-Leffler function E α,β z be defined by E α,β z :
In this place, we assume that 1/Γ αn β 0 if αn β ∈ −N 0 . Set, for short, The following definition has been recently introduced in 27 .
0, τ , a / 0 and A is a closed linear operator on E.
i Then it is said that A is a subgenerator of a local, if τ < ∞ a, k -regularized C 1 , C 2 -existence and uniqueness family R 1 t , R 2 t t∈ 0,τ ⊆ L E × L E if and only if the mapping t → R 1 t x, R 2 t x , t ∈ 0, τ is continuous for every fixed x ∈ E and if the following conditions hold:
ii Let R 1 t t∈ 0,τ ⊆ L E be strongly continuous. Then it is said that A is a subgenerator of a local, if τ < ∞ a, k -regularized C 1 -existence family R 1 t t∈ 0,τ if and only if R 1 0 k 0 C 1 and 1.14 holds.
iii Let R 2 t t∈ 0,τ ⊆ L E be strongly continuous. Then it is said that A is a subgenerator of a local, if τ < ∞ a, k -regularized C 2 -uniqueness family R 2 t t∈ 0,τ if and only if R 2 0 k 0 C 2 , C 2 is injective and 1.15 holds.
It will be convenient to remind us of the following definitions from 14, 20, 26 .
0, τ , a / 0. A strongly continuous operator family R t t∈ 0,τ is called a local, if τ < ∞ a, k -regularized Cresolvent family having A as a subgenerator if and only if the following holds:
R t t∈ 0,τ is said to be nondegenerate if the condition R t x 0, t ∈ 0, τ implies x 0, and R t t∈ 0,τ is said to be locally equicontinuous if, for every t ∈ 0, τ , the family {R s : s ∈ 0, t } is equicontinuous. In the case τ ∞, R t t≥0 is said to be exponentially equicontinuous equicontinuous if there exists ω ∈ R ω 0 such that the family {e −ωt R t : t ≥ 0} is equicontinuous.
ii Let β ∈ 0, π and let R t t≥0 be an a, k -regularized C-resolvent family. Then it is said that R t t≥0 is an analytic a, k -regularized C-resolvent family of angle β, if there exists a function R : Σ β → L E satisfying that, for every x ∈ E, the mapping z → R z x, z ∈ Σ β is analytic as well as that a R t R t , t > 0 and b lim z → 0,z∈Σ γ R z x k 0 Cx for all γ ∈ 0, β and x ∈ E, R t t≥0 is said to be an exponentially equicontinuous, analytic a, k -regularized C-resolvent family, respectively, equicontinuous analytic a, k -regularized Cresolvent family of angle β, if for every γ ∈ 0, β , there exists ω γ ≥ 0, respectively, ω γ 0, such that the set {e −ω γ |z| R z : z ∈ Σ γ } is equicontinuous. Since there is no risk for confusion, we will identify in the sequel R · and R · .
0, ∞ . Suppose that R t t≥0 is a global a, k -regularized C-resolvent family having A as a subgenerator. Then it is said that R t t≥0 is a quasi-exponentially equicontinuous q-exponentially equicontinuous, for short a, kregularized C-resolvent family having A as subgenerator if and only if, for every p ∈ , there exist M p ≥ 1, ω p ≥ 0 and q p ∈ such that:
ii Let β ∈ 0, π , and let A be a subgenerator of an analytic a, k -regularized Cresolvent family R t t≥0 of angle β. Then it is said that R t t≥0 is a q-exponentially equicontinuous, analytic a, k -regularized C-resolvent family of angle β, if for every p ∈ and ε ∈ 0, β , there exist M p,ε ≥ 1, ω p,ε ≥ 0 and q p,ε ∈ such that
For a global a, k -regularized C 1 , C 2 -existence and uniqueness family R 1 t , R 2 t t≥0 having A as subgenerator, it is said that is locally equicontinuous exponentially equicontinuous, q-exponentially equicontinuous, analytic, q-exponentially analytic,. . . if and only if both R 1 t t≥0 and R 2 t t≥0 are.
The reader may consult 26, Theorems 2.7 and 2.8 for the basic Hille-Yosida type theorems for exponentially equicontinuous a, k -regularized C-resolvent families. The characterizations of exponentially equicontinuous, analytic a, k -regularized C-resolvent families in terms of spectral properties of their subgenerators are given in 26, Theorems 3.6 and 3.7 . For further information concerning q-exponentially equicontinuous a, k -regularized C-resolvent families, we refer the reader to 20, 25 .
Henceforth, we assume that k, k 1 , k 2 , . . . are scalar-valued kernels and that a / 0 in L 1 loc 0, τ . All considered operator families will be nondegenerate.
The following conditions will be used in the sequel:
H1 A is densely defined and R t t∈ 0,τ is locally equicontinuous.
H2 ρ A / ∅.
H3 ρ C A / ∅, R C E and R t t∈ 0,τ is locally equicontinuous.
H3 ' ρ C A / ∅ and C −1 AC A.
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A is densely defined and R t t∈ 0,τ is locally equicontinuous, or ρ C A / ∅.
P1 k t is Laplace transformable, that is, it is locally integrable on 0, ∞ and there
∞ 0 e −λt k t dt exists for all λ ∈ C with λ > β. Put abs k : inf{ λ : k λ exists}.
The Main Structural Properties of k-Regularized C 1 , C 2 -Existence and Uniqueness Propagation Families
In this section, we will always assume that E is a SCLCS, A and A 1 , . . . , A n−1 are closed linear operators acting on E, n ∈ N \ {1}, 0 ≤ α 1 < · · · < α n and 0 ≤ α < α n . Our intention is to clarify the most important results concerning the C-wellposedness of 1. ii for every T > 0 and q ∈ , there exist c > 0 and r ∈ such that, for every u 0 , . . . , u m n −1 ∈ 0≤j≤n−1 C D A j , the following holds:
In the case of abstract Cauchy problem ACP n , the definition of C-wellposedness introduced above is slightly different from the corresponding definition introduced by Xiao and Liang 28, Definition 5.2, page 116 in the Banach space setting cf. also 28, Definition 1.2, page 46 for the case C I . Recall that the notion of a strong C-propagation family is important in the study of existence and uniqueness of strong solutions of the abstract Cauchy problem ACP n ; compare 28, Section 3.5, pages 115-130 for further information in this direction. Suppose now that u t ≡ u t; u 0 , . . . , u m n −1 , t ≥ 0 is a strong solution of 1.1 , with f t ≡ 0 and initial values u 0 , . . . , u m n −1 ∈ R C . Convoluting both sides of 1.1 with g α n t , and making use of the equality 10, 1.21 , it readily follows that u t , t ≥ 0 satisfies the following:
2.2
In the sequel of this section, we will primarily consider various types of solutions of the integral equation 2.2 . 
where u i appears in the ith place 0 ≤ i ≤ m n − 1 starting from 0.
Convoluting formally both sides of 2.3 with K t , t ∈ 0, τ , one obtains that, for 0 ≤ i ≤ m n − 1:
2.4
Motivated by the above analysis, we introduce the following definition.
i k-regularized C 1 -existence propagation family for 1.1 if and only if R i 0 k * g i 0 C 1 and the following holds: 
for any
iii k-regularized C-resolvent propagation family for 1.1 , in short k-regularized Cpropagation family for 1.1 , if R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ is a k-regularized C-uniqueness propagation family for 1.1 , and if for every
The above classes of propagation families can be defined by purely algebraic equations cf. 11, 15, 27 . We will not go into further details about this topic here.
As indicated before, we will consider only nondegenerate k-regularized C-resolvent propagation families for 1.1 . In case k t g ζ 1 t , where ζ ≥ 0, it is also said that R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ is a ζ-times integrated C-resolvent propagation family for 1.1 ; 0-times integrated C-resolvent propagation family for 1.1 is simply called C-resolvent propagation family for 1.1 . For a k-regularized C 1 , C 2 -existence and uniqueness family R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ , it is said that is locally equicontinuous exponentially equicontinuous, q-exponentially equicontinuous, analytic, q-exponentially analytic,. . . if and only if all single operator families R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ are. The above terminological agreements and abbreviations can be simply understood for the classes of kregularized C 1 -existence propagation families and k-regularized C 2 -uniqueness propagation families. The class of k-regularized C 1 , C 2 -existence and uniqueness propagation families for 1.1 can be also introduced cf. Definitions 1.1 and 3.1 below .
In case that A j c j I, where c j ∈ C for 1 ≤ j ≤ n − 1, it is also said that the operator A is a subgenerator of R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ . Now we would like to notice the following: if A is a subgenerator of a k-regularized C-resolvent propagation family
m n −1 and k i ∈ C 0, τ such that R i t t∈ 0,τ is an a i , k i -regularized C-resolvent family with subgenerator A; the same observation holds for the classes of k-regularized C 1 -existence propagation families and k-regularized C 2 -uniqueness propagation families. Despite this fact, the structural results for k-regularized C-resolvent propagation families can be derived by using appropriate modifications of the proofs of corresponding results for a, k -regularized C-resolvent families. Furthermore, these results can be clarified for any single operator family R i t t∈ 0,τ of the tuple R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ .
Let R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ be a k-regularized C-resolvent propagation family with subgenerator A. Then one can simply prove that the validity of condition H5 implies the following functional equation:
for any i 0, . . . , m n − 1. The set consisted of all subgenerators of R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ , denoted by χ R , need not to be finite. Notice that the supposition A ∈ χ R obviously implies
. . , R m n −1 t t∈ 0,τ is defined as the set of all pairs x, y ∈ E × E such that, for every i 0, . . . , m n − 1 and t ∈ 0, τ , the following holds:
2.8
It is a linear operator on E which extends any subgenerator A ∈ χ R and satisfies A C −1 AC. We have the following.
ii Let R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ be locally equicontinuous. Then:
and H5 holds. Furthermore, the condition H5 can be replaced by 2.7 .
Assume that 2.7 holds for A, and that 2.7 holds for A replaced by B. Then we have the following:
b A and B have the same eigenvalues.
Albeit the similar assertions can be considered in general case, we will omit the corresponding discussion even in the case that A j ∈ L E for 1 ≤ j ≤ n − 1. i the equality
holds provided m − 1 < i and the following condition:
any of the assumptions f t
ii the equality 2.9 holds provided m − 1 ≥ i, N n−1 \ D i / ∅, and the following condition:
Proof. Let x ∈ E and s ∈ 0, τ be fixed. Define u i t : R i t R i s x − R i s R i t x, t ∈ 0, τ . Using 2.5 , it is not difficult to prove that
2.10
Let m − 1 < i. Convoluting both sides of 2.10 with R i · , we easily infer that u t n−1 j 1 A j g α n −α j * u t 0, t ∈ 0, τ and A g α n −α * u t 0, t ∈ 0, τ . Now the equality 2.9 follows from . The proof is quite similar in the case m − 1 ≥ i. 
If, additionally,
ii The equality 2.11 Proof. We will only prove the second part of proposition. Let
Then the functional equation of R j,i t t∈ 0,τ j 1, 2 implies:
which yields after a tedious computation:
In view of , the above equality shows that k 2 * R 1,i t x k 1 * R 2,i t x, t ∈ 0, τ . It can be simply verified that the condition 2.12 implies that 2.9 holds for all x ∈ E. 
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Suppose now E is complete, 1.1 is C-wellposed,
and Cx appears in the ith place in the preceding expression. Since we have assumed that E is complete, the operator R i t t ≥ 0 can be uniquely extended cf. also ii of Definition 2.1 to a bounded linear operator on E. It can be easily proved that R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ is a locally equicontinuous C-uniqueness propagation family for 1.1 , and that the assumption CA j ⊆ A j C, j ∈ N 0 n−1 implies R i t C CR i t , t ≥ 0. In case that A j c j I, where c j ∈ C for 1 ≤ j ≤ n − 1, one can apply the arguments given in the proof of 29, Proposition 1.1, page 32 in order to see that R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ is a locally equicontinuous C-resolvent propagation family for 1.1 . Regrettably, it is not clear how one can prove in general case that
The following definition also appears in 15 .
Definition 2.7. Let T > 0 and f ∈ C 0, T : E . Consider the following inhomogeneous equation: 
It is clear that every strong solution of 2.15 is also a mild solution of the same problem. The converse statement is not true, in general. One can similarly define the notion of a strong mild solution of the problem 2.2 .
Let 0 < τ ≤ ∞, and let T ∈ 0, τ . Then the following holds:
. . , R m n −1 t t∈ 0,τ is a C 2 -uniqueness propagation family for 1.1 , and 
2.18
Therefore, there is at most one strong (mild) solution for 2.15 , provided that N n−1 \ D i / ∅ and that ( ) holds.
Proof. We will only prove the second part of theorem. Let m − 1 ≥ i. Taking into account 2.6 , we get:
2.19
This implies the uniqueness of strong solutions to 2.15 , provided that N n−1 \ D i / ∅ and that holds. The uniqueness of mild solutions in the above case follows from the fact that, for every such a solution u t , there exists a sufficiently large ζ > 0 such that the function g ζ * u · is a strong solution of 2.15 , with f · replaced by g ζ * f · therein. a The equality
ii
. . , R m n −1 t t≥0 is a global k-regularized C 2 -uniqueness propagation family for 1.1 if and only if, for every λ ∈ C with λ > ω, and for every x ∈ 0≤j≤n−1 D A j , the following equality holds:
2.22
Theorem 2.10. Suppose k t satisfies (P1), ω ≥ max 0, abs k , R i t t≥0 is strongly continuous, and the family {e −ωt R i t : t ≥ 0} is equicontinuous, provided Keeping in mind Theorem 2.10, one can simply clarify the most important Hille-Yosida type theorems for exponentially equicontinuous k-regularized C-resolvent propagation families cf. also 15 and 26, Theorem 2.8 for further information in this direction . Notice also that the preceding theorem can be slightly reformulated for k-regularized C 1 , C 2 -existence and uniqueness resolvent propagation families.
The analytical properties of k-regularized C-resolvent propagation families are stated in the following two theorems whose proofs are omitted cf. 14, Theorems 2.16-2.17 and 26, Lemma 3.3, Theorems 3.4, 3.6, and 3.7 .
Theorem 2.11. Suppose β ∈ 0, π/2 , R 0 t t≥0 , . . . , R m n −1 t t≥0 is an analytic k-regularized C-resolvent propagation family for 1.1 , k t satisfies (P1), 2.5 holds, and k λ can be analytically continued to a function k :
and let the set
be bounded provided γ ∈ 0, β and m − 1 ≥ i. Set
provided m − 1 < i, and 
2.29
provided m − 1 < i and γ ∈ 0, β , respectively, the family
2.30
provided m − 1 ≥ i and γ ∈ 0, β , the mapping
defined for λ ∈ N i , is analytic, provided m − 1 < i and x ∈ E, and the mapping
is analytic, provided m − 1 ≥ i and x ∈ E. Theorem 2.12. Assume k t satisfies (P1), ω ≥ max 0, abs k , β ∈ 0, π/2 and, for every i ∈ N 0 m n −1 with m − 1 ≥ i, the function k * g i t can be analytically extended to a function k i : Σ β → C satisfying that, for every γ ∈ 0, β , the set {e 
and, in the case D A / E,
lim λ → ∞ λq i λ x ⎧ ⎨ ⎩ k * g i 0 Cx, x / ∈ D A , m − 1 < i, 0, x / ∈ D A , m − 1 ≥ i.
2.36
Then there exists an exponentially equicontinuous, analytic k-regularized C-resolvent propagation family R 0 t t≥0 , . . . , R m n −1 t t≥0 for 1.1 . Furthermore, the family {e −ωz R i z : z ∈ Σ γ } is equicontinuous for all i ∈ N 0 m n −1 and γ ∈ 0, β , 2.5 holds, and
In this paper, we will not consider differential properties of k-regularized C-resolvent propagation families. For more details, the interested reader may consult 30 , and especially, 26, Theorems 3.18-3.20 . Notice also that the assertion of 26, Proposition 3.12 can be reformulated for k-regularized C-resolvent propagation families.
In the following theorem, which possesses several obvious consequences, we consider q-exponentially equicontinuous k-regularized I-resolvent propagation families in complete locally convex spaces.
Theorem 2.13. (i) Suppose
. . , R m n −1 t t≥0 is a q-exponentially equicontinuous k-regularized I-resolvent propagation family for 1.1 , A j ∈ L E , j ∈ N n−1 , and for every p ∈ , there exist M p ≥ 1 and ω p ≥ 0 such that Proof. The proof is almost completely similar to that of 20, Theorem 3.1 , and we will only outline a few relevant facts needed for the proof of i . Suppose x, y ∈ D A and p x p y for some p ∈ . Then 2.6 in combination with 2.37 implies that Ψ p R i t A x − y 0, t ≥ 0, provided m − 1 < i, and Ψ p R i t A x − y − k * g i t x − y 0, t ≥ 0, provided m − 1 ≥ i. In any case, Ψ p R i t A x − y 0, t ≥ 0, which implies p R i t A x − y 0, t ≥ 0, and in particular p k 0 A x − y 0. Since k 0 / 0, we obtain p Ax − Ay 0 and p Ax p Ay . Therefore, A is a compartmentalized operator. It is clear that 2.38 holds and that the mapping t → R i,p t x p , t ≥ 0 is continuous for any x p ∈ E p . This implies by the standard limit procedure that the mapping t → R i,p t x p , t ≥ 0 is continuous for any x p ∈ E p . Now we will prove that, for every p ∈ , the operator A p is closable for the topology of E p . In order to do that, suppose x n is a sequence in D A with lim n → ∞ Ψ p x n 0 and lim n → ∞ Ψ p Ax n y, in E p . Using the dominated convergence theorem, 2.6 and 2.37 , we get that 3. k-Regularized C 1 , C 2 -Existence and Uniqueness Families for 1.1
Throughout this section, we will always assume that X and Y are sequentially complete locally convex spaces. By L Y, X is denoted the space which consists of all bounded linear operators from Y into X. The fundamental system of seminorms which defines the topology on X, respectively, Y , is denoted by X , respectively, Y . The symbol I designates the identity operator on X. Let 0 < τ ≤ ∞. A strongly continuous operator family W t t∈ 0,τ ⊆ L Y, X is said to be locally equicontinuous if and only if, for every T ∈ 0, τ and for every p ∈ X , there exist q p ∈ Y and c p > 0 such that p W t y ≤ c p q p y , y ∈ Y , t ∈ 0, T ; the notion of equicontinuity of W t t∈ 0,τ is defined similarly. Notice that W t t∈ 0,τ is automatically locally equicontinuous in case that the space Y is barreled.
Following Xiao and Liang 24 , we introduce the following definition. · y ∈ C 0, τ : X for 0 ≤ j ≤ n − 1, and
for any t ∈ 0, τ .
ii A strongly continuous operator family U t t∈ 0,τ ⊆ L X is said to be a local, if τ < ∞ k-regularized C 2 -uniqueness family for 1.1 if and only if, for every τ ∈ 0, τ and x ∈ 0≤j≤n−1 D A j , the following holds:
iii A strongly continuous family E t t∈ 0,τ , U t t∈ 0,τ ⊆ L Y, X × L X is said to be a local, if τ < ∞ k-regularized C 1 , C 2 -existence and uniqueness family for 1.1 if and only if E t t∈ 0,τ is a k-regularized C 1 -existence family for 1.1 , and U t t∈ 0,τ is a k-regularized C 2 -uniqueness family for 1.1 .
iv Suppose Y X and C C 1 C 2 . Then a strongly continuous operator family R t t∈ 0,τ ⊆ L X is said to be a local, if τ < ∞ k-regularized C-resolvent family for 1.1 if and only if R t t∈ 0,τ is a k-regularized C-uniqueness family for 1.1 , R t A j ⊆ A j R t , for 0 ≤ j ≤ n − 1 and t ∈ 0, τ , as well as R t C CR t , t ∈ 0, τ , and CA j ⊆ A j C, for 0 ≤ j ≤ n − 1.
In case k t g ζ 1 t , where ζ ≥ 0, it is also said that E t t∈ 0,τ is a ζ-times integrated C 1 -existence family for 1.1 ; 0-times integrated C 1 -existence family for 1.1 is also said to be a C 1 -existence family for 1.1 . The notion of exponential analyticity of C 1 -existence families for 1.1 is taken in the sense of Definition 1.2 ii ; the above terminological agreement can be simply understood for all other classes of uniqueness and resolvent families introduced in Definition 3.1.
Integrating both sides of 3.1 sufficiently many times, we easily infer that cf. 24, Definition 2.1, page 151; and 2.8 , page 153 :
for any t ∈ 0, τ , y ∈ Y and l ∈ N 0 m n −1 . In this place, it is worth noting that the identity 3.3 , with k t 1, l 0, τ ∞ and α j j 0 ≤ j ≤ n − 1 , has been used in 24 for the definition of a C 1 -existence family for ACP n . It can be simply proved that this definition is equivalent with the corresponding one given by Definition 3.1. 
Proof. Let y ∈ Y be fixed. Using the local equicontinuity of U t t∈ 0,τ , we easily infer that the mappings t → g α n −α * U * E · y t , t ∈ 0, τ and t → U * g α n −α * E · y t , t ∈ 0, τ are continuous and coincide. The prescribed assumptions also imply that, for every j ∈ N n−1 , t ∈ 0, τ and y ∈ Y ,
Keeping in mind 3.2 -3.3 and the foregoing arguments, we get that
3.5
This, in turn, implies the required equality C 2 E t y U t C 1 y, t ∈ 0, τ .
22
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In the first part of subsequent theorem cf. also 24, Remark 2.2, Example 2.5, Remark 2.6 , we will consider the most important case k t 1. The analysis is similar if k t g n 1 t for some n ∈ N. 
is a strong solution of the problem 2.2 on 0, T , where
(ii) Suppose U t t∈ 0,τ is a locally equicontinuous k-regularized C 2 -uniqueness family for 1.1 , and T ∈ 0, τ . Then there exists at most one strong (mild) solution of 2.2 on 0, T , with
Proof. A straightforward computation involving 3.3 shows that
This implies that u t is a mild solution of 2.2 on 0, T . In order to complete the proof of i , it suffices to show that D
n−1 . Towards this end, notice that the partial integration implies that, for every t ∈ 0, T ,
3.10
Therefore, D α n t u ∈ C 0, T : X and
3.11
Suppose, for the time being, i ∈ N 0 n−1 . Then A i u j ∈ R C 1 for j ≥ m i . Moreover, the inequality l ≥ α j holds provided 0 ≤ l ≤ m n −1 and j ∈ N n−1 \D l , and A j g α n −α j * E m n −1 · y ∈ C 0, T : X for 0 ≤ j ≤ n − 1 and y ∈ Y . Now it is not difficult to prove that 
3.14 Therefore, k * g m n −1 C 2 * u t 0, t ∈ 0, T and u t 0, t ∈ 0, T .
Before proceeding further, we would like to notice that the solution u t , given by 3.7 , need not to be of class C 1 0, T : X , in general. Using integration by parts, it is checked at once that 3.7 is an extension of the formula 24, 2.5 ; Theorem 2.4, page 152 . Notice, finally, that the proof of Theorem 3.4 ii is much simpler than that of 24, Theorem 2.4 ii .
The standard proof of following theorem is omitted cf. also 24, Theorem 2.7, Remark 2.8, Theorem 2.9 and 28, Chapter 1 .
i (a) Let E t t≥0 be a k-regularized C 1 -existence family for 1.1 , let the family {e −ωt E t : t ≥ 0} be equicontinuous, and let the family {e −ωt A j g α n −α j * E t : t ≥ 0} be equicontinuous (0 ≤ j ≤ n − 1). Then the following holds: 
iii Suppose U t t≥0 is strongly continuous and the operator family {e −ωt U t : t ≥ 0} is equicontinuous. Then U t t≥0 is a k-regularized C 2 -uniqueness family for 1.1 if and only if, for every x ∈ n−1 j 0 D A j , the following holds:
The Hausdorff locally convex topology on E * defines the system |·| B B∈B of seminorms on E * , where |x * | B : sup x∈B | x * , x |, x * ∈ E * , B ∈ B. Let us recall that E * is sequentially complete provided that E is barreled. Following Wu and Zhang 32 , we also define on E * the topology of uniform convergence on compacts of E, denoted by C E * , E ; more precisely, given a functional x * 0 ∈ E * , the basis of open neighborhoods of x * 0 with respect to C E * , E is given by N x * 0 : K, ε : {x * ∈ E * : sup x∈K | x * − x * 0 , x | < ε}, where K runs over all compacts of E and ε > 0. Then E * , C E * , E is locally convex, complete and the topology C E * , E is finer than the topology induced by the calibration | · | B B∈B . Now we focus our attention to the adjoint type theorems for local k-regularized Cresolvent families. The proof of following theorem follows from the arguments given in the proofs of 26, Theorems 2.14 and 2.15 ; because of that, we will omit it. Notice here that a similar theorem can be proved for the class of k-regularized C-resolvent propagation families.
Let f ∈ C 0, T : X . Convoluting both sides of 1.1 with g α n t , we get that
3.21
In the subsequent theorem, whose proof follows from a slight modification of the proof of 24, Theorem 3.1 i , we will analyze inhomogeneous Cauchy problem 3.21 in more detail.
Theorem 3.7. Suppose E t t∈ 0,τ is a locally equicontinuous C 1 -existence family for 1.1 , T ∈ 0, τ , and
is a mild solution of the problem 3.21 on 0, T , where 
is a mild solution of the problem
By the uniqueness of solutions, we have that the following holds: 
provided 0 ≤ t, σ ≤ T and σ ≤ t. For such an index j, we conclude from 3.26 that the mapping t → t 0
A i E j t − σ g σ dσ, t ∈ 0, T is continuous. Observe now that the condition
which holds in the case of abstract Cauchy problem ACP n , shows that the mapping t → A i g α n −α i −m n j * E j * g t , t ∈ 0, T is continuous as well as that the mapping t → d/dt E m n −1 * g t , t ∈ 0, T is continuous. Hence, the validity of condition 3.27 implies that the function u t , given by 3.22 , is a strong solution of 1.1 on 0, T .
Subordination Principles
The proof of following theorem can be derived by using Theorem 3.5 and the argumentation given in 10, Section 3 . 0, ∞ be a kernel, and let U t t∈ 0,τ be a local k-regularized C 2 -uniqueness family for 1.1 . Then b * U t t∈ 0,τ is a b * k -regularized C 2 -uniqueness family for 1.1 .
iii Concerning the analytical properties of k γ -regularized C 1 -existence families in Theorem 4.1 i , the following facts should be stated.
Abstract and Applied Analysis 29 a The mapping t → E γ t , t > 0 admits an extension to Σ min 1/γ −1 π/2 ,π and, for every y ∈ Y , the mapping z → E γ z y, z ∈ Σ min 1/γ −1 π/2 ,π is analytic.
b Let ε ∈ 0, min 1/γ − 1 π/2 , π , and let W t t≥0 be equicontinuous. Then E γ t t≥0 is an exponentially equicontinuous, analytic k γ -regularized C 1 -existence family of angle min 1/γ − 1 π/2 , π , and for every p ∈ X , there exist M p,ε > 0 and q p,ε ∈ Y such that
c E γ t t≥0 is an exponentially equicontinuous, analytic k γ -regularized C 1 -exis-tence family of angle min 1/γ − 1 π/2 , π/2 .
The similar statements hold for the k γ -regularized C 2 -uniqueness family U γ t t≥0 in Theorem 4.1 iii .
The results on k-regularized C 1 , C 2 -existence and uniqueness families can be applied in the study of following abstract Volterra equation: A j a j * u t , t ∈ 0, τ , 4.6 respectively, any function u ∈ C 0, τ : X such that u t ∈ n−1 j 0 D A j , t ∈ 0, τ and that 4.5 holds.
We need the following definition.
i A strongly continuous operator family E t t∈ 0,τ ⊆ L Y, X is said to be a local, if τ < ∞ k-regularized C 1 -existence family for 4.5 if and only if
ii A strongly continuous operator family U t t∈ 0,τ ⊆ L X is said to be a local, if τ < ∞ k-regularized C 2 -uniqueness family for 4.5 if and only if
Notice also that one can introduce the classes of k-regularized C 1 , C 2 -existence and uniqueness families as well as k-regularized C-resolvent families for 4.5 ; compare Definition 3.1. The full analysis of k-regularized C 1 , C 2 -existence and uniqueness families for 4.5 falls out from the framework of this paper.
The following facts are clear.
i Suppose E t t∈ 0,τ is a k-regularized C 1 -existence family for 4.5 . Then, for every y ∈ Y , the function u t E t y, t ∈ 0, τ , is a mild solution of 4.5 with f t k t C 1 y, t ∈ 0, τ .
ii Let U t t∈ 0,τ be a locally equicontinuous k-regularized C 2 -uniqueness family for 4.5 . Then there exists at most one mild strong solution of 4.5 .
The proof of following subordination principle is standard and therefore omitted cf. the proofs of 29, Theorem 4.1, page 101 and 24, Theorem 2.7 . 
4.9
Assume, additionally, that there exist a number z ∈ C and a function k 2 t satisfying (P1) so that, for every λ > ω 0 with c λ / 0 and k 1/ c λ / 0, one has:
4.10
Then there exists an exponentially equicontinuous k 1 -regularized C 1 -existence family for 4. 
4.11
Then there exists an exponentially equicontinuous k 1 -regularized C 2 -uniqueness family for 4.5 .
It is not difficult to reformulate Theorem 4.4 for the class of strong C-propagation families cf. also Example 5.3 below .
Although our analysis tends to be exhaustive, we cannot cover, in this limited space, many interested subjects. For example, the characterizations of some special classes of qexponentially equicontinuous k-regularized C 1 , C 2 -existence and uniqueness families in complete locally convex spaces. We also leave to the interested reader the problem of clarifying the Trotter-Kato type theorems for introduced classes.
Examples and Applications
We start this section with the following example. of analyticity. By Theorem 2.13 ii , we obtain that A is the integral generator of a q-exponentially equicontinuous, analytic I-resolvent propagation family R 0 t t∈ 0,τ , . . . , R m n −1 t t∈ 0,τ for 1.1 , and that the corresponding angle of analyticity is min π/2, πδ/2 α n − α − π/2 . It can be simply shown that, for every p ∈ and i ∈ N 0 m n −1 , there exist M p,i ≥ 1 and ω p,i ≥ 0 such that p R i t x ≤ M p,i e ω p,i t p x , t ≥ 0, x ∈ E. In the continuation, we will also present some other applications of a, k -regularized C-resolvent families in the analysis of some special cases of 1.1 ; as already mentioned, this theory is inapplicable if some of initial values u 0 , . . . , u m n −1 is a non-zero element of E. Consider the abstract Basset-Boussinesq-Oseen equation 1.2 and assume that E is complete. Set a α t : L −1 λ α / λ 1 t , t ≥ 0, k α t : e −t , t ≥ 0 and δ α : min π/2, πα/2 1 − α . Suppose A is the integral generator of a q-exponentially equicontinuous g 1 , g 1 -regularized I-resolvent family R t t≥0 satisfying 2.37 ; cf. 20, 25 for important examples of differential operators generating q-exponentially equicontinuous g δ , g 1 -regularized I-resolvent families. Then it has been proved in 20 that A is the integral generator of a q-exponentially equicontinuous, analytic a α , k α -regularized resolvent family of angle δ α . Notice, finally, that the choice of function a α t instead of g 1 t has some advantages. x − 1, x ∈ R cf. 31 , and that the validity of condition H does not imply, in general, the essential boundedness of the function m · . We will prove that A is the integral generator of a global not exponentially bounded, in general k δ -regularized I-resolvent propagation family R 0 t t≥0 , . . . , R m n −1 t t≥0 for 1.1 . Clearly, it suffices to show that, for every τ ∈ 0, ∞ , A is the integral generator of a local k δ -regularized I-resolvent propagation family for 1.1 on 0, τ . Suppose that τ > 0 is given in advance, and that α > 0, β > 0 and d > 0 satisfy H , for this τ. Let Γ denote the upwards oriented boundary of ultralogarithmic region Λ α ,β ,1 . Put, for every t ∈ 0, τ , f ∈ E and x ∈ R, 
