The orthogonal polynomials with recurrence relation
Introduction
The field of indeterminate moment problems applied to birth and death processes has been quite active in the past ten years and many explicit examples have been worked out, see [3] and the many references therein. Restricting ourselves to the case of polynomial transition rates λ n and µ n the results obtained dealt mainly with quartic rates [3] , [6] . It is the aim of this article to show that the same underlying ideas that led successfully to the computation of the Nevanlinna matrices for the quartic rates can be applied to some cubic rates, leading to some explicit integral representations for their Nevanlinna matrix elements.
The plan of the article is the following. In Section 2 we will recall some basic relations between birth and death processes and orthogonal polynomial theory. In this article we will be concerned with the two processes:
(P 1) : λ n = (3n + 3c + 1)
2 (3n + 3c + 2), µ n = (3n + 3c − 1)(3n + 3c) 2 (1 − δ n0 ), and (P 2) : λ n = (3n + 3c + 1)(3n + 3c + 2) 2 , µ n = (3n + 3c) 2 (3n + 3c + 1)(1 − δ n0 ), under the assumption c > 0. In Section 3 some background material useful in the sequel is gathered. In Section 4 and 5 we obtain some generating functions which will allow, in Section 6 to compute the Nevanlinna matrices for both processes. In Section 7 we analyze the asymptotics, in the complex plane, of the Nevanlinna matrix elements.
Birth and death processes versus orthogonal polynomials
Birth and death processes are special stationary Markov processes whose state space is N, representing for instance some population. We are interested in the time evolution of such a population, described by the transition probabilities P m,n (t) yielding the probability that the population goes from the state m at time t = 0 to the state n at time t > 0. This evolution is supposed to be governed by P n,n+1 (t) = λ n t + o(t), P n,n (t) = 1 − (λ n + µ n )t + o(t), P n,n−1 (t) = µ n t + o(t), t → 0.
For applications the most important problem is to find P m,n (t) for given rates λ n and µ n , with suitable extra constraints to be described later on. From the previous setting one can prove that the transition probabilities have to be a solution of the forward Kolmogorov equations
The P m,n (t) are assumed to be continuous for small time scales with
A representation theorem for P m,n (t) was proved by Karlin and MacGregor in [5] which links birth and death processes and orthogonal polynomials theory. Let us define the polynomials F n (x) by the three-terms recurrence relation
with the initial conditions
Let us define
If the positivity conditions λ n > 0, n ≥ 0, and
are fulfilled, then there is a positive measure ψ for which
Then the initial condition (2) is nothing but the orthogonality relation
Such a measure has well-defined moments
If supp(ψ) ⊆ R this is a Hamburger moment problem and if supp(ψ) ⊆ [0, +∞[ this is a Stieltjes moment problem. In the event that the measure ψ is not unique we speak of indeterminate Hamburger (or indeterminate Stieltjes) moment problems, indet H or indet S for short. Stieltjes (see [1] ) obtained the necessary and sufficient conditions for a moment problem to be indet S n≥0 π n < ∞,
These conditions imply that it is also indet H. Let us consider now the two processes to be analyzed in this article. We will denote the first one as the process P 1, with rates
and the second one as process P 2, with rates
Using the notation (a) n = Γ(n + a)/Γ(a) we have for P 1 the large n behaviour
and for P 2
These asymptotic estimates show that the conditions (6) are satisfied and therefore the two processes are indet S and indet H.
Background material
In order to describe the Nevanlinna matrix we will need a triplet of elementary functions defined by
It is easy to check the relations
These functions are called trigonometric functions of order 3, since they are three linearly independent solutions of the third order differential equation
Their explicit form is
(11) We will need also the following functions
Observing that θ(t) is continuous, decreasing and concave for t ∈ [0, 1] gives the bounds
First generating function
We will consider, for c > 0, the slightly more general rates than the ones defined in (7):
where µ 0 is taken as a free parameter, not necessarily equal to (3c − 1)(3c) 2 . We will denote by F n (z; c, µ 0 ) the polynomials with recurrence relation (3) and the rates (14). Obviously the polynomials corresponding to process P 1 are recovered as the limiting values F n (z; c, 0).
To get most conveniently a generating function for them, it is useful to define a triplet of functions d 3n+l (ζ), l = 0, 1, 2 for n = 0, 1, . . . by the recurrence relation
with the initial values
and the definition ζ = z 1/3 . Note that d 3n (ζ) are polynomials with respect to z.
Let us begin with
Proposition 1 The polynomials F n and d n are related by
where we use the notation (α)! = Γ(α + 1) for α > 0.
Proof :
Let us define M n (z) = d 3n (ζ). Using (15c) and (15b) in (15) we have for n ≥ 1
Then we use (15a) and (15b) with the shift n → n − 1 to get
The term involving d 3n−1 is disposed of using the (15c) with the shift n → n − 1. One is left with
The boundary conditions are to be computed separately and give
It is then easy to check that the polynomials F n are related to the M n by
Using Gauss multiplication formula we have
and this leads to the desired relation (16). 2 In view of Proposition 1 we need generating functions for d 3n+l which we define for the variable t -in a suitable neighbourhood of the origin -as
Routine computations, using relations (15) give for these generating functions the linear differential system
All the factorials involved are well defined in view of the hypothesis c > 0. Switching from the functions G i to new functions G i defined by
the differential system takes the more symmetric form
Using the variable θ(t) defined in (12) we observe that (1 − t 3 ) 2/3 D t = D θ so that (21) becomes an inhomogeneous differential system with constant coefficients:
This is easily solved for G 0 ; one gets
From this result we recover G 0 (z, t) by coming back to the original variable t and after the change of variable v = θ −1 (u) in the integral. Using the notation Θ(t, u) = θ(t) − θ(u), we conclude to:
Taking into account relations (20), (17) and (16) we have on the one hand
and on the other hand G 0 (z, t) given by (24). Gathering all these pieces we end up with Proposition 2 The polynomials F n (z; c, µ 0 ) have the generating function
This is not quite enough to compute the Nevanlinna matrix; in fact we need
Using the notation
we will now state:
We have the relations
valid for c > 0 and
valid for c > 1.
Proof : In (25) we set t = τ 1/3 , then we multiply both sides by τ −2/3 (1 − τ ) −2/3 and integrate from τ = 0 to τ = 1. The left hand side integral involves a Eulerian integral and we get
The right hand side is a double integral, which, upon interchange of the order of the integrations and use of relations (10), gives (27) 
The correspondence from a process P to its KMG dual P is as follows
It follows that the dual process of P 1 will have
which correspond to the process P 2 up to the shift c → c + 1/3. So we will now work out a generating function for the process P 2.
Second generating function
Here again we will consider, for c > 0, the slightly more general rates than the ones defined in (8): λ n = (3n + 3c + 1)(3n + 3c + 2) 2 , n ≥ 0
where µ 0 is taken as a free parameter, not necessarily equal to (3c + 1)(3c) 2 . We will denote by G n (z; c, µ 0 ) the polynomials with recurrence relation (3) and the rates (30). Obviously the polynomials corresponding to process P 2 are recovered as G n (z; c, 0).
In order to avoid repetitions, we will give only the main steps. It is again useful to define a triplet of polynomials e 3n+l (ζ), l = 0, 1, 2 by the recurrence relation
e 3n+1 = −ζ e 3n + µ n e 3n−2 , e 3n+2 = −ζ e 3n+1 , e 3n+3 = −ζ e 3n+2 + λ n e 3n ,
with the boundary values
By an argument which follows closely the one given in the proof of Proposition 1, we get:
The polynomials G n and e n are related by
We then define the generating functions
for which we get the differential system
Switching from the functions H i to new functions H i defined by
and using the variable θ(t) defined in (12) the previous system becomes an inhomogeneous differential system with constant coefficients, easy to solve. Combining all this we get:
The polynomials G n (z; c, µ 0 ) have the generating function
In fact we need the generating function
Let us prove:
We have the relation
Proof : In relation (36) we change the variable t to τ defined by t = τ 1/3 , then multiply both sides by τ −2/3 (1 − τ ) −2/3 and integrate from τ = 0 to τ = 1. The left hand-side is merely a Eulerian integral, while the right-hand side is a double integral. Interchanging the order of integrations, and using relations (10) one gets (38). The integral which does not involve σ functions can be expressed in terms of Euler Gamma functions. Then elemetary algebra yields 39).
2 Equipped with these results, let us turn ourselves to the determination of the Nevanlinna matrix for the processes P 1 and P 2.
The Nevanlinna matrices
We will write the first Nevanlinna matrix as
As shown in [6] one gets simpler results by considering the modified Nevanlinna matrix
where
Let us begin with the computation of the modified Nevanlinna matrix for the process P 1.
The Nevanlinna matrix for P1
We have first Proposition 7 The modified Nevanlinna matrix N 1 (z) of process P1 can be expressed in terms of the generating functions F and G as
Proof :
We use successively the relations proved in Lemma 6 of [6] . For the reader's convenience we will recall these relations. We have for the first element
upon use of (26). The second element C 1 (z) is given by
where the polynomials F
n (z; c) have the shifted rates λ
Using (26) we conclude to
The third element is given by
where the F n (z; c) are the KMG duals of F n (z; c), given here by
where the last equality follows from (37). The last element is given by
We can write, using (37)
from which the proposition follows. 2 The Nevanlinna matrix follows quite easily now:
Proposition 8 The Nevanlinna matrix of the process P1, with rates
with c > 0, is given by
where ζ = z 1/3 .
The matrix element D 1 follows from Proposition 7 and (27). The matrix element C 1 follows from Proposition 7 and (28). The matrix element B 1 follows from Proposition 7 and (28). To compute A 1 we use Proposition 7 and (39) to get first
which is nothing but
An integration by parts gives the required result in Proposition 8. 2 Let us observe that the matrix elements D 1 and B 1 can be simplified for c > 1/3. Using relations (10) one realizes that an integration by parts is then possible, leaving us with the matrix elements
The special cases where c = 0 and c = 1/3 lead to considerable simplifications for B and D given in [4] .
The Nevanlinna matrix for P2
There is no need to give again the detailed proofs, since everything proceeds as for process P 1. Beware that now
We have first
Proposition 9 The modified Nevanlinna matrix N 2 (z) of process P2 can be expressed in terms of the generating functions F and G as
Combining this result with the explicit forms of these generating functions, and upon integrations by parts, we get Proposition 10 The Nevanlinna matrix of the process P2, with rates
where c > 0, is given by
Here too, the c → 0 limit gives again simplifications of the matrix elements B and D, see [4] . We will now examine the asymptotics of the entire functions appearing in the Nevanlinna matrix.
Asymptotics of the Nevanlinna matrices
Three quantities are essential to describe the large |z| behaviour of an entire function A(z), with Taylor series
The order ρ A is defined as
If it is finite, we can define the type σ A as
the Phragmén-Lindelöf indicator h A (φ) being defined by
The knowledge of the indicator gives the type via the relation
As a preliminary remark, let us observe that all the matrix elements of the Nevanlinna matrices have the generic structure
possibly up to a single factor of z, appearing in D 1 and D 2 . We will not care about this factor since it does not change the order, type and Phragmén-Lindelöf indicator. The entire functions E l which appear have the structure
By inspection, we see that the possible values of the parameters are
so that in any case we have a > −1 and b ≥ −2/3,
and these conditions ensure that f is integrable over [0, 1].
Let us begin with
Proposition 11 The order of the entire functions N l (z), l = 0, 1, 2 is ρ = 1/3.
Proof :
Since E l (z, u) are entire functions of z, uniformly in u ∈ [0, 1], we can integrate term by term in relation (59). This gives
From (61) we have
In the large n limit, using Stirling formula, this relation yields
To prove that the second term vanishes in that limit, (because of the logarithm) we need an upper and a lower bound for the integral. Using the inequalities given in (13) we get It follows that the logarithm of the upper and lower bounds behave, for large n, respectively as (3n + l) ln θ 0 − (a + 1) ln n, (3n + l) ln θ 0 + ln M, and these imply lim sup n→∞ ln I l,n n ln n = 0, and 1/ρ = 3. 2 It follows that all the matrix elements of the two Nevanlinna matrices have the same order 1/3. Let us state this result as:
Proposition 12 All the matrix elements of the Nevanlinna matrices given by Proposition 8 and Proposition 10 have one and the same order ρ = 1/3.
Let us now determine the Phragmén-Lindelöf indicator. We first need to prove the following lemma Lemma 1 Under the hypotheses (60) we have, for t → +∞, the asymptotic behaviour
provided that φ ∈] − π/2, +π/2[.
The and these terms are vanishing exponentially for large t, so they will be negligible when compared to inverse powers of t.
Next let us consider I 1 . For sufficiently small ǫ we can write χ(x) = x a + O(x a+3 ). So we get
