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Current design of virtual reality (VR) applications relies essentially on the transposition 
of users’ viewpoint in first-person perspective (1PP). Within this context, our research 
aims to compare the impact and the potentialities enabled via the integration of the 
third-person perspective (3PP) in immersive virtual environments (IVE). Our empirical 
study is conducted in order to assess the sense of presence, the sense of embodi-
ment, and performance of users confronted with a series of tasks presenting a case of 
potential use for the video game industry. Our results do not reveal significant differences 
concerning the sense of spatial presence with either point of view. Nonetheless, they 
provide evidence confirming the relevance of using the first-person perspective to induce 
a sense of embodiment toward a virtual body, especially in terms of self-location and 
ownership. However, no significant differences were observed concerning the sense of 
agency. Concerning users’ performance, our results demonstrate that the first-person 
perspective enables more accurate interactions, while the third-person perspective 
provides better space awareness.
Keywords: virtual reality, first-person perspective, third-person perspective, presence, embodiment, performance
1. inTrODUcTiOn
The sense of presence and the sense of embodiment are essential components of user experience 
in immersive virtual environments. For years, these concepts have been the focus of numerous 
investigations conducted by researchers from different disciplinary fields, such as computer science, 
psychology, or even neuroscience. While no consensus has been reached on the matter, it is never-
theless possible to identify three constitutive dimensions of the embodiment process in IVE (Kilteni 
et al., 2012): the sense of self-location, the sense of agency, and the sense of ownership of the virtual 
body. Identifying the factors influencing these components is an essential step in order to allow the 
development of applications exploiting the potential of virtual reality technologies.
Current research allows to identify many factors affecting the level of technological immersion 
(Slater and Wilbur, 1997; Slater, 1999; Cummings and Bailenson, 2016) of VR setup, such as field 
of view, tracking level, or stereoscopy. However, the studies concerning the viewpoint notion and 
its consequences in terms of embodiment reached different conclusions (Slater et al., 2010; Petkova 
et al., 2011; Maselli and Slater, 2013; Debarba et al., 2015). Some argue that the first-person perspec-
tive is the most suitable condition to induce a high sense of embodiment (Slater et al., 2010; Petkova 
et al., 2011; Maselli and Slater, 2013), while others do not observe significant differences between the 
FigUre 1 | In-game content of the virtual reality application developed for 
the experiment.
FigUre 2 | Virtual character seen from a first-person perspective (1PP) 
during the appropriation phase and controlled by the users thanks to the 
motion capture suit.
FigUre 3 | Virtual character seen from a third-person perspective (3PP) 
during the appropriation phase and controlled by the users thanks to the 
motion capture suit.
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two viewpoint modes (Debarba et al., 2015). Moreover, only few 
studies analyze the relation between viewpoint and performance 
in IVE (Salamin et al., 2010; Covaci et al., 2014; Debarba et al., 
2015). The purpose of our study is to contribute to an improved 
understanding of the embodiment process in IVE by focusing 
on a use case close to what the video game industry could offer 
(Figure 1) thanks to the currently increasing spread of VR tech. 
More specifically, the research presented here aims to determine 
the impact and the potentialities offered by the use of different 
viewpoints in IVE: first- and third-person perspective (Figures 2 
and 3). The analysis of these modalities is carried out taking into 
account the sense of presence, the sense of embodiment, and the 
users’ performance.
The first line of our research consists in determining the impact 
of the viewpoint on two dimensions of the sense of presence: 
spatial presence and self-presence (Lee, 2004); the latter including 
the notion of embodiment. In this context, the users control an 
avatar thanks to a real-time motion capture system that enables 
the transposition of their movements within the virtual environ-
ment. The subjective assessment of the notions of presence and 
embodiment is based on a questionnaire and post-experiment 
interviews.
The second line of our study focuses on the consequences of 
the viewpoint notion for users’ capabilities to perceive, navigate, 
and interact. These criteria are assessed in an objective way by 
recording users’ performance data in the VR application. These 
data are also compared with the subjective results obtained 
through the questionnaire and the post-experiment interviews.
The next section presents a state of the art concerning the 
notions of presence, embodiment, and viewpoints in immersive 
virtual environments. Section 3 presents the experiment and the 
protocol. Results are analyzed in Section 4 and implications are 
discussed in Section 5. Section 6 concludes the study while future 
work is depicted in section 7.
2. relaTeD WOrK
2.1. Presence and embodiment
Presence is a complex notion studied in many disciplinary fields 
and not limited to virtual environments. Literally, the definition 
of presence refers to the fact, for someone or something, of being 
physically in a certain place, as opposed to absence. It is necessary 
to consider the sense of presence as oscillating between “primary 
reality,” reality in which we live every day, and “mediated reality,” 
the virtual reality in our research context. Studying the sense of 
presence, thus, consists of trying to determine by what reality 
the user is mainly affected. The concept of presence was initially 
defined as the subjective feeling of “being there” (Heeter, 1992; 
Sheridan, 1992; Slater et  al., 1994), or later as the illusion of 
non-mediation (Lombard and Ditton, 1997). More recently, Lee 
(2004) proposed a categorization consisting of three dimensions:
• Spatial (or physical) presence.
• Self-presence.
• Social presence.
As our research does not focus on the relationship between 
social actors [avatars, agents (Fox et al., 2015)], we will assess on 
the notions of spatial presence and self-presence.
Spatial presence has been the topic of much research since 
the introduction of the presence concept. Although, it was not 
initially formulated in this way, the majority of the conducted 
studies dealt with the relationship between users and the elements 
constituting the virtual spaces. Lee (2004) proposes the following 
definition:
Psychological state in which virtual (para-authentic 
or artificial) physical objects are experienced as actual 
physical objects in either sensory or non-sensory ways.
The term “object” includes the general constitution of the 
environment, with the exception of the representation of the user 
and the social entities.
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Self-presence was initially introduced to describe the effect of 
the virtual environment on the body perception, the psychologi-
cal and emotional state, the perceived traits, and identity (Biocca, 
1997). This definition has been later extended to various medi-
ums (Lee, 2004), no longer confining this notion to immersive 
virtual environments:
Psychological state in which virtual (para-authentic or 
artificial) self/selves are experienced as the actual self in 
either sensory or non-sensory ways.
According to these definitions, the sense of embodiment is, 
therefore, intrinsically linked to the notion of self-presence. 
Biocca (1997) emphasizes here the importance of the body in 
the process of self-identification, pointing out three entities to 
consider in the embodiment process in virtual environments:
• The objective body: physical body of the user.
• The virtual body: representation of the user’s body within the 
virtual environment.
• The body schema: mental model of the user’s body.
According to this theory, the success of the embodiment pro-
cess in virtual environments depends on users’ ability to transfer 
their body schemata from their objective bodies to the virtual 
bodies. Thus, the sense of embodiment manifests itself when the 
properties of a virtual body are treated as those of the biological 
body (Kilteni et  al., 2012). Three dimensions are identified as 
constitutive of the sense of embodiment.
The sense of self-location, corresponding to a determinate 
volume in space where the user feels located. Several phenomena 
can affect this sense of location. Studies performed on out of 
body experiences have demonstrated that visuotactile synchro-
nous stimulations induce a localization conflict (Ehrsson, 2007; 
Lenggenhager et  al., 2007). According to previous research 
(Petkova and Ehrsson, 2008; Slater et  al., 2010; Debarba et  al., 
2015), the viewpoint also has a determining impact on this notion 
in IVE.
The sense of agency, defined as the sensation of “global motor 
control, including the subjective experience of action, control, 
intention, motor selection and the conscious experience of will” 
(Blanke and Metzinger, 2009). This feeling, therefore, requires a 
correlation between the intention of the subject and the action 
resulting from it within the virtual environment. Thus, the track-
ing of users’ movements induces a high sense of agency (Caspar 
et al., 2015). However, it should be noted that recent studies on 
this topic demonstrate that it is possible to experience such a 
feeling toward a virtual body perceived from a first-person per-
spective, whether or not the action is performed directly by the 
subjects (Kokkinara et al., 2016; Nagamine et al., 2016).
The sense of ownership, referring to one’s self-attribution of a 
body (Kilteni et al., 2012). The emergence of this feeling is influ-
enced by different factors, such as morphological similarities or 
by the spatial correlation of the body (Argelaguet et al., 2016). 
This phenomenon was initially observed with the rubber hand 
illusion paradigm (RHI) introduced by Botvinick and Cohen 
(1998). In this experiment, it was demonstrated that visuotactile 
synchronous stimulations between an artificial hand and the real 
hand of a subject enable the induction of a sense of ownership of 
the artificial limb.
This paradigm, extended to virtual environments, dem-
onstrates the possibility of experiencing a sense of ownership 
toward a virtual body. Many studies highlight various factors 
inducing this feeling, such as visuotactile synchrony (Slater 
et al., 2008; Normand et al., 2011; Kokkinara and Slater, 2014) 
or visuomotor synchrony (Sanchez-Vives et al., 2010; Kokkinara 
and Slater, 2014). It turns out that proprioceptive feeling 
associated with movement enhances immersion (Slater et  al., 
2009). Furthermore, it has been demonstrated that visuomotor 
synchrony plays a predominant role in the identification process 
between the user and the avatar (Usoh et al., 1999; Debarba et al., 
2015). Therefore, the use of a real-time motion capture system 
can enable the emergence of a sense of ownership of the virtual 
body (Kokkinara and Slater, 2014).
Previous research corroborates these findings (Slater et  al., 
2010; Maselli and Slater, 2013), emphasizing a predominance in 
favor of the first-person perspective in the process of embodi-
ment and ownership of a virtual body. These findings contrast 
with the analysis carried out by Debarba et  al. (2015) from 
subjective measurements, which do not reveal any major differ-
ences concerning the sense of embodiment, regardless of the two 
viewpoint modes. The author explains these results by the high 
level of involvement induced by the proposed task, requiring an 
implication and, therefore, a higher cognitive load for the subjects.
2.2. Viewpoints and Performance
Despite divergent results, the aforementioned literature reveals 
that the viewpoint notion can affect the sense of presence and the 
sense of embodiment. However, few studies consider the poten-
tialities of this modality on users’ performance in immersive 
virtual environments.
In the field of non-immersive video games, there are multiple 
ways of managing the viewpoint, which stems from the position of 
the camera within the virtual environment. See Taylor (2002) for 
a synthesis of the viewpoints most commonly used by video game 
developers. For our study, we focus on the use of the first- and the 
third-person perspectives (Figures 2 and 3). Video game theories 
(Rouse, 1999; Taylor, 2002) agree that the third-person perspec-
tive potentially increases the awareness of the virtual space while 
perceiving the avatar acting within the environment, but with 
consequences for the immersion of the players. These acceptances 
will later be corroborated by Denisova and Cairns (2015).
In the field of virtual reality, the studies by Salamin et al. (2006, 
2010) are a first step toward assessing the performance related 
to the use of the third-person perspective via a headset display-
ing the video stream of a camera located behind the user. The 
results of this research tend to demonstrate a better ability with 
the first-person perspective when interacting with static objects, 
especially if the latter are occulted by the user’s body. On the other 
hand, perception and navigation could be facilitated by the third-
person perspective. The partial transposition of these analyzes 
in IVE (Boulic et  al., 2009; Debarba et  al., 2015) corroborates 
the results concerning the perception of the environment dur-
ing interactions with static elements. Although less accurate in 
the reaching of objects, it is easier for the subjects to detect the 
FigUre 4 | User equipped with the required devices for the experiment: 
HTC Vive virtual reality headset, Perception Neuron motion capture suit.
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elements located in the periphery of the field of view thanks to the 
third-person perspective.
Researches on immersive environments repeatedly demon-
strate the underestimation of distance perception (Knapp and 
Loomis, 2004; Mohler et al., 2008) which must be considered in 
order to obtain coherent navigation and interactions. Although 
the evolution of virtual reality headsets (Creem-Regehr et  al., 
2015) and the use of avatars (Mohler et al., 2010) enable the mini-
mization of this underestimation, some studies propose to intro-
duce effective palliative solutions (Kelly et al., 2014). Therefore, 
the integration of an appropriation phase in our protocol would 
allow a clear reduction of the lack of depth perception.
In conclusion, our literature review highlighted some diver-
gences concerning the viewpoint impact on the sense of embod-
iment in virtual environments. However, the first studies 
considering the viewpoint notion on users’ performance in IVE 
identify some potential benefits that let one imagine new use 
cases in the field of virtual reality. Our experiment is, therefore, 
based on an application that enables to identify the situations 
benefiting from the contributions of two different viewpoints 
(1PP/3PP) in immersive virtual environments.
3. MaTerial anD MeThODs
The aim of the proposed experiment is to observe and compare 
the impact of different viewpoints in immersive environments 
on the sense of presence, the sense of embodiment, and users’ 
performance in terms of perception, navigation, and interaction.
The virtual reality application developed for this experiment 
(Figure 1) proposes two viewpoint conditions: first-person (1PP) 
and third-person (3PP) perspective (Figures 2 and 3). The sce-
nario consists of a first task designed to analyse the subjects’ capa-
bilities to perceive and interact with moving elements. It should 
be noted that the sound effects in the IVE are not spatialized in an 
attempt not to bias the assessment of visual perception faculties 
by auditory perception. The second task allows the assessement of 
the participants’ effectiveness in terms of navigation and accurate 
interactions. During this experiment, the users are equipped with 
a head-mounted display and a motion capture suit to control the 
avatar within the virtual environment.
The sense of presence and the sense of embodiment are 
assessed subjectively thanks to a questionnaire and post- 
experiment interviews. The feelings of the subjects concerning 
their performance related to the different viewpoint modes are 
also collected through a questionnaire in order to be confronted 
with the objective data measured by the application.
3.1. Vr application
The application used for the experiment was developed using 
the real-time 3D engine Unity 3D. The proposed environment 
draws its inspiration from the science fiction universe (Figure 1), 
frequently used in the production of video game content and 
presenting a potential use case. This kind of environment gives 
credibility to the different tasks proposed by the implemented 
scenario, which aims at maximizing the users’ involvement. This 
universe anchors the avatar as well as the drone, responsible for 
providing the instructions during the appropriation phase, in a 
coherent whole. The virtual environment consists of a training 
room, necessary for the appropriation phase (Kelly et al., 2014). 
A platform then elevates the subject to access the arena where 
the tasks take place. This arena consists of hexagonal platforms 
that can dynamically modulate the environment according to the 
actions to be undertaken. Moreover, the graphic atmosphere is 
globally dark and minimalist but highlighted by the use of lights, 
leading to an immediate identification of the tasks to be carried 
out, in order to maximize the affordance of the environment. 
Indeed, the colors of some elements adapt to the proposed inter-
actions, which enable the subject to quickly distinguish a hostile 
element (orange) from a neutral element (white/blue).
The classical integration of the virtual reality headset induces 
a colocalized vision between the subject and the avatar within 
the IVE for the first-person perspective condition (Figure  2). 
On the other hand, for the third-person perspective condition 
(Figure 3), the virtual camera is placed 3 m behind the avatar 
enabling the subject to perceive the entirety of the virtual body. 
The rotation of the camera, centered around the character, is 
proportional to the rotation of the subject’s head.
3.2. apparatus
The HTC Vive virtual reality headset is used to display the 
virtual environment with a resolution of 2,160 ×  1,200 pixels 
(1,080 × 1,200 pixels per eye), a field of view of 110° and a refresh 
rate of 90 Hz. The motion capture, which enables the subjects to 
control the avatar in real time, is performed by the Perception 
Neuron wireless suit composed of 32 inertial sensors (3 axis 
gyroscopes, 3 axis accelerometers, and 3 axis magnetometers) 
clocked at 60 Hz (Figure 4). This suit captures and replicates all 
body movements, fingers included.
The computer running the application is composed of an Intel 
Core I7-6700HQ @ 2.60 GHz processor and a Nvidia GeForce 
GTX 1070 graphics card. The latter is installed on a platform 
suspended from the ceiling of the experiment room, enabling 
access to a navigation space of approximately 35 m2. Placing the 
FigUre 5 | Configuration of the virtual arena during the first task: perception 
and deflection of projectiles.
FigUre 6 | Configuration of the virtual arena during the second task: 
navigation and interaction with terminals.
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computer at the center of the area rather than on the periphery 
potentially doubles the accessible space, limited by the length of 
the headset wire.
3.3. Participants
31 subjects were recruited for our experiment. Three of them were 
discarded from our results due to calibration issues requiring the 
interruption of the experiment. Consequently, 28 male subjects 
(aged from 20 to 26, M =  22.46, SD =  1.53) were considered. 
Each subject has a correct or corrected vision thanks to vision 
glasses allowing them to use the VR headset without discomfort. 
All the subjects have used at least once an immersive virtual 
reality system and have experience with video games, including 
first- and third-person games.
We chose to recruit only male participants with similar 
background for this study to ensure the variable control and the 
motion capture stability. Moreover, the male character design of 
our experiment could potentially influence the sense of embodi-
ment of female participants. Nevertheless, it could be interesting 
to investigate in future works the impact of gender on the sense 
of embodiment.
3.4. Procedure
First, each subject completes a pre-experiment profile question-
naire. Second, the user is geared up with the equipment required 
for the experiment and receives the necessary instructions. Once 
this one is equipped and calibrated, the operator initializes the 
application and launches the scenario consisting of three phases:
• Appropriation.
• Task 1: perception and deflection of projectiles.
• Task 2: navigation and interaction with terminals.
The appropriation phase is carried out prior to the successive 
tasks. The participant performs two immersion sessions, one 
for each viewpoint mode (1PP/3PP) following a within-subject 
design, and completes the questionnaire after each session. The 
order of the conditions is counterbalanced to limit the learning 
phenomenon. The whole process takes approximately 60  min, 
including 15 min of immersion within the virtual environment. 
Then, a semi-structured interview is conducted to collect the 
feeling of the users’ concerning the experiment.
3.4.1. Appropriation
The appropriation phase allows the subject to understand how 
the application works and to become accustomed to the two 
viewpoint modes. Moreover, in order to adjust depth percep-
tion, often compressed into IVE (Knapp and Loomis, 2004), this 
phase allows the user to navigate within the virtual environment. 
Indeed, this bias of perception can be partially corrected by the 
implementation of a repetitive traveling task which consists of 
reaching a target (Kelly et al., 2014), here materialized by a drone. 
At the initialization of the appropriation phase, the drone gives 
the user the necessary instructions. It moves five times in the 
room and asks the subject to reach its position, allowing the latter 
to appropriate the space. Finally, the user is asked to reach the 
central platform giving the access to the arena where the tasks of 
the scenario take place.
3.4.2. Task 1: Perception and Deflection of Projectiles
The first task assesses the subject’s perception of the environ-
ment as well as the capacity of interaction with moving elements 
depending on the viewpoint used. The participant must deviate 
a series of 30 spheres (20 cm diameter) coming from launchers 
positioned at the six corners of the hexagonal arena (Figure 5). 
15 spheres per minute are launched at a fixed frequency of one 
every 4  s. The selection of the launcher is defined dynamically 
according to the orientation of the subject to ensure that five 
projectiles are emitted for each of the six possible directions. 
During this phase, the subject is located on a virtual platform 
of approximately 2.5 m2. As mentioned earlier, if we assume that 
audio content could provide useful spatial information, the sound 
effects in the IVE are not spatialized in order to assess only the 
visual perception faculties.
3.4.3. Task 2: Navigation and Interaction with 
Terminals
The second task assesses the navigation ability and the effective-
ness of the subject during accurate interactions depending on 
the viewpoint used. To achieve this, the platforms of which the 
virtual environment is composed are modulated in order to 
define the path to be taken (Figure 6). The user must reach the 
end of the first three sections of the path without falling from the 
platforms surrounded by emptiness. The three following sections 
have borders with which the subject must avoid colliding. The 
access to each section is triggered by an accurate interaction con-
sisting of activating a terminal located at the end of each section. 
This interaction consists of laying the avatar’s hand over the hand 
print of the terminal during 1 s.
TaBle 1 | Post experiment questionnaire composed of three dimensions: spatial 
presence (Environmental Location—EL, Possible Actions—PA), embodiment 
(Self-Location—SL, Agency—A, Ownership—O), point of view (POV).
iD Questions
EL-Q1 To what extent did you feel that you were actually there in the virtual 
environment?
EL-Q2 To what extent did you feel that the objects in the virtual environment 
surrounded you?
EL-Q3 To what extent did it seem to you that your true location had shifted 
into the virtual environment?
EL-Q4 To what extent did you feel that you were physically present in the 
virtual environment?
PA-Q1 To what extent did you have the impression that you could act in the 
virtual environment?
PA-Q2 To what extent did you feel that you could move around among the 
objects of the virtual environment?
PA-Q3 To what extent did the objects in the virtual environment give you the 
feeling that you could do things with them?
PA-Q4 To what extent did it seem to you that you could do whatever you 
wanted in the virtual environment?
SL-Q1 To what extent did you feel that you were located inside the virtual body?
SL-Q2 (r) To what extent did you feel that you were located at a certain distance 
from the virtual body, as if you were looking at someone else?
A-Q1 To what extent did you feel that the virtual body moved just like you 
wanted it to, as if it was obeying your will?
A-Q2 To what extent did you feel that the virtual body reacted in the same 
way as your own body?
A-Q3 To what extent did you feel that you were able to interact with the 
virtual environment the way you wanted to?
A-Q4 To what extent did you feel that you controlled the virtual body as if it 
was your own body?
O-Q1 To what extent did you feel that the virtual body was your own body?
O-Q2 (r) To what extent did you feel that the virtual body was someone else’s?
O-Q3 To what extent did you have the impression that when something 
affected the virtual body, your actual body was affected too?
O-Q4 To what extent did you forget your actual body in favor of the virtual body?
POV-Q1 To what extent did the perception of the spheres seem easy to you?
POV-Q2 To what extent did the deviation of the spheres seem easy to you?
POV-Q3 During the navigation phase, to what extent did the movements seem 
easy to you?
POV-Q4 During the navigation phase, to what extent did the interactions seem 
easy to you?
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3.5. Measures
Our measures are based on three kinds of data in order to obtain 
as much information as possible concerning the notions of pres-
ence, embodiment, and performance.
Objective performance data are collected in a CSV file 
(Comma-Separated Values). This file contains the following 
information:
• Provenance and number of deviated spheres (DS). Each devi-
ation is counted if the subject manages to deflect the projectile 
with the hands or the arms.
• Perception delay (PD) of the projectiles. This information 
is used to analyze the perception capacity of the subjects. It 
corresponds to the duration between the launch of the spheres 
and their detections by the subjects. However, it should be 
noted that in absence of eye tracking, a projectile is considered 
as perceived as soon as it enters the field of view of the VR 
headset.
• Navigation duration (ND) for each section. This period of 
time corresponds to the duration between the activation of the 
traveled section and the activation of the next one.
• Interaction duration (ID) with the terminals. This period of 
time corresponds to the duration between the access to the 
interaction area and the activation of the terminal.
The post-experiment questionnaire, completed by the subjects 
after each session, collects the subjective feeling in terms of pres-
ence, embodiment, and ease with the different viewpoint modes. 
It consists of five-point semantic scale items divided into three 
dimensions (Table 1):
• Spatial presence, composed of eight items (α = 0.81) divided 
into two factors: environmental location (EL) and possible 
actions (PA). The items are essentially adapted from the MEC-
SPQ (Vorderer et al., 2004) translated into French.
• Embodiment, composed of 10 items (α = 0.84) divided into 
three factors: self-location (SL), sense of agency (A) and sense 
of ownership (O). The items are mainly based on the works of 
Debarba et al. (2015); Argelaguet et al. (2016).
• Point of view (POV) consisting of four independent items 
assessing the ease of each subject with the different viewpoint 
conditions when facing the proposed tasks.
Cronbach’s alpha coefficient was calculated considering the 
data collected under one of the two experiment conditions (1PP) 
to check the internal consistency of the questionnaire which was 
found to be highly reliable (α > 0.8 for each dimension).
The semi-structured interview concluding the experiment 
lets the subjects express themselves freely about the experiment 
allowing a semantic analysis to identify recurring statements and 
the collection of pertinent and useful observations within the 
scope of our research to illustrate our findings.
3.6. hypotheses
H1:  The viewpoint used in IVE impacts the sense of presence 
(H1.1) and the sense of embodiment (H1.2).
H2:  Third-person perspective in IVE improves the users’ space 
awareness and the perception of the virtual environment 
surrounding their avatars.
H3:  Third-person perspective in IVE facilitates interactions 
with moving elements thanks to a better perception of their 
trajectories.
H4:  The viewpoint used in IVE impacts the navigation 
effectiveness.
H5:  First-person perspective in IVE improves the effectiveness 
of accurate interactions thanks to a better perception of the 
arms and the hands of the users’ avatars.
4. resUlTs
The Shapiro–Wilk Test was carried out to check the normality of the 
distributions of the answers to the post experiment questionnaire 
(Table 2) as well as the objective data collected by the application. 
As the variables did not follow a normal distribution (p < 0.05 for all 
tested variables), we chose non-parametric tests. Thus, the Wilcoxon 
Signed-Ranks Test was used to compare objective performance data 
TaBle 2 | Statistical summary of the answers to the post experiment 
questionnaire presenting each factor of the three dimensions: spatial presence 
(Environmental Location—EL, Possible Actions—PA), embodiment (Self-
Location—SL, Agency—A, Ownership—O), point of view (POV).
iD 1PP 3PP
x σ x σ p
EL-Q1 4.36 0.621 3.82 0.670 0.003
EL-Q2 4.50 0.638 4.11 0.737
EL-Q3 4.57 0.634 4.32 0.863
EL-Q4 4.21 0.833 3.82 0.819
PA-Q1 4.36 0.870 4.25 0.752
PA-Q2 4.57 0.573 4.04 0.881 0.008
PA-Q3 4.39 0.685 4.07 0.766
PA-Q4 4.21 0.686 3.86 0.803
SL-Q1 4.29 0.897 3.14 1.008 0.001
SL-Q2 (r) 4.64 0.951 2.54 1.261 <0.001
A-Q1 4.39 0.629 4.39 0.685
A-Q2 4.18 0.612 4.46 0.508
A-Q3 4.32 0.723 3.79 0.876 0.015
A-Q4 4.18 0.819 4.04 0.793
O-Q1 4.14 0.756 3.32 1.056 0.004
O-Q2 (r) 4.79 0.499 3.39 1.197 <0.001
O-Q3 3.46 1.105 2.89 1.100 0.009
O-Q4 4.07 0.940 3.61 0.956 0.011
POV-Q1 2.86 1.113 3.29 0.937
POV-Q2 3.93 0.900 3.04 1.105 0.005
POV-Q3 4.07 0.858 3.86 1.008
POV-Q4 4.61 0.567 3.93 1.052 0.005
Mean and standard deviation are provided for each condition (1PP/3PP). The level of 
significance is only provided when p < 0.05. (r) indicates reverse-scored items.
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and the subjective answers depending on the two viewpoint condi-
tions (1PP/3PP); results are considered significant when p < 0.05. 
Furthermore, the Mann–Whitney U Test did not reveal any order 
effect for the four objective performance measures considered.
4.1. Presence
The first part of the analysis concerns the notions of presence and 
embodiment addressed by the first two dimensions of the ques-
tionnaire (Tables 1 and 2) and the post-experiment interviews.
4.1.1. Spatial Presence
The assessment of the questions related to spatial presence of the 
environmental location factor (EL-Q1—EL-Q4) does not present 
significant differences between the two viewpoint modes, except 
for the first item (EL-Q1) (Z = 2.995; p = 0.003) in favor of the 
1PP. The possible actions factor (PA-Q1—PA-Q4) also reveals only 
one significant difference for the second item (PA-Q2) (Z = 2.639; 
p = 0.008) in favor of the 1PP.
According to our results, the viewpoint impact on spatial 
presence is very limited, which invalidates H1.1. However, the 
near-maximum values for both first- and third-person perspec-
tives indicate that each modality does not prevent the induction 
of a high sense of spatial presence.
4.1.2. Embodiment
The assessment of the questions related to the sense of embodiment 
factors (SL-Q1—SL-Q2) is significantly higher in 1PP: SL-Q1 
(Z = 3.274; p = 0.001), SL-Q2 (Z = 3.849; p < 0.001). Concerning 
the agency factor, the item 1 (A-Q1) does not present any sig-
nificant difference. We find that the second item results (A-Q2) 
are higher in 3PP while those of the items 3 and 4 (A-Q3, A-Q4) 
are higher in 1PP. However, only the difference observed in the 
third item proves to be significant in favor of the 1PP (Z = 2.430; 
p = 0.015). Finally, the results concerning the sense of ownership 
factors (O-Q1—O-Q4) demonstrate that the 1PP condition is 
significantly superior to the 3PP condition for the four consid-
ered questions: O-Q1 (Z = 2.898; p = 0.004), O-Q2 (Z = 3.970; 
p <  0.001), O-Q3 (Z =  2.631; p =  0.009), O-Q4 (Z =  2.555; 
p = 0.011).
The analysis of the embodiment dimension demonstrates 
that the 1PP positively and significantly affects self-location and 
ownership factors, thus confirming H1.2. However, the agency 
factor does not seem to be impacted by the viewpoint condition 
(Figure 8).
4.2. Performance
The second part of the analysis concerns the subjects’ perfor-
mance in terms of perception, interaction, and navigation. The 
objective data are recorded by the application and the subjective 
data come from the post-experiment questionnaire and from the 
semi-structured interviews.
4.2.1. Task 1: Perception and Deflection of Projectiles
The point of view dimension of the post-experiment question-
naire consists of four independent questions (POV-Q1—POV-Q4) 
assessing the ease of each subject with the different viewpoint 
conditions. The higher the results on the five-point scale, the 
easier the tasks for the subjects.
The assessment of the first item (POV-Q1) concerning mov-
ing elements perception capability does not reveal any significant 
difference between the viewpoint modes. However, there is a 
trend in favor of the 3PP. Moreover, during the interview, the 
majority of the subjects (N = 23) say that they found the 3PP 
more suitable for projectile perception. This trend is confirmed 
by the objective data concerning performance with a signifi-
cantly higher perception delay in 1PP (Z = 4.541; p < 0.001). The 
average perception time is 1.37  s (σ =  0.119) in 1PP, against 
0.72  s (σ =  0.124) in 3PP (Figure 10). The trend identified in 
the questionnaire in favor of the 3PP as well as the interviews 
and the objective measures concerning the recorded perception 
times demonstrate the validity of H2.
The results of the second item (POV-Q2) concerning inter-
actions with moving elements (projectile deviation) are signifi-
cantly higher in 1PP (Z = 2.821; p = 0.005). However, the number 
of deviated projectiles is not significant. Participants have, on 
average, deviated 24.39 (σ = 3.107) spheres in 1PP against 23.19 
(σ = 3.259) in 3PP (Figure 11). Therefore, the results do not allow 
us to validate H3.
4.2.2. Task 2: Navigation and Interaction with 
Terminals
Concerning the navigation, the objective data do not present any 
significant differences between the viewpoint modes according 
to the third item assessment (POV-Q3). The post-experiment 
FigUre 8 | Boxplot of the averages of the SL, A and O factors of the 
embodiment dimension.
FigUre 7 | Boxplot of the averages of the EL and PA factors of the spatial 
presence dimension.
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interviews confirm the divergences of opinion, some subjects 
considering the 1PP more suitable (N =  16), others the 3PP 
(N = 10). However, the total travel time during the no obstacle 
(NO) and obstacle (O) phases is significantly higher in 3PP: NO 
(Z = 2.018; p = 0.044), O (Z = 3.267; p < 0.001). The average 
obstacle-free navigation duration is 46.68 s (σ = 20.37) in 1PP and 
50.72 s (σ = 11.96) in 3PP (Figure 12). The average navigation 
duration with obstacles is 64.34 s (σ = 26.33) in 1PP and 77.56 s 
(σ = 25.67) in 3PP. In the light of the subjective data, we cannot 
confirm or reject H4. However, objective performance relative to 
the navigation duration gives an advantage to the 1PP condition.
The assessment of the last item (POV-Q4) concerning accurate 
interactions is significantly higher in 1PP (Z = 2.828; p = 0.005). 
This finding is corroborated by the higher average interaction 
time in 3PP (Z = 3.796; p < 0.001). This duration is measured 
at 5.12 s (σ = 1.56) in 1PP and 6.56 s (σ = 1.33) in 3PP. Thus, the 
subjective and objective data corroborate H5 and demonstrate 
that accurate interactions are conducted more effectively under 
the 1PP condition.
5. DiscUssiOn
5.1. Presence and embodiment
The results of our experiment concerning the viewpoint impact 
on the notion of spatial presence do not allow us to identify a 
real advantage for one condition over the other. Indeed, while we 
observe a slight tendency in favor of the first-person perspective 
for the two factors constituting this dimension (environmental 
location and possible actions), most results reveal no significant 
gap between 1PP and 3PP. However, it is interesting to note that 
under both conditions, our system induce a very high sense of 
spatial presence. Indeed, the mean results for each factor have 
near-maximum values on our scale (Figure  7). These findings 
suggest that it is possible for a subject to have the feeling of “being 
there” (place illusion), regardless of the viewpoint mode used in 
IVE. However, further research is needed to confirm this.
Our results concerning the sense of embodiment reveal 
significant differences on two of the factors constituting this 
dimension. Indeed, the 1PP proves to have a favorable and 
superior impact to the 3PP on the sense of self-location (volume 
of space in which the user feels located) and the sense of own-
ership (one’s self-attribution of a body). Our literature review 
highlighted the divergence of studies investigating these notions. 
Our results corroborate some previous findings (Slater et  al., 
2010; Petkova et  al., 2011; Maselli and Slater, 2013) but are in 
contrast with Debarba’s study (Debarba et  al., 2015) in which 
the viewpoint condition does not induce significant differences 
in the subjective evaluations of the senses of self-location and 
ownership, while we observe that the 1PP favors them both. This 
difference could potentially be related to the metrics’ sensitivity. 
Indeed, their questionnaire uses one item while ours includes 
several one to assess each factor. However, although the sense of 
ownership is objectively higher under the 1PP condition in our 
study, we note that it remains relatively important under the 3PP 
one. As shown by previous work (Kokkinara and Slater, 2014), 
visuomotor synchrony enabled via the motion capture can induce 
an important ownership of the avatar’s body. We also observed 
during the interviews the hesitation of some subjects about the 
self-location questions. Indeed, a state of bilocation has been 
mentioned several times, potentially justifying some exceptional 
values in our results (Figure 8):
It’s not the same perception. In the third-person condi-
tion we have more the feeling of directing a character, 
but we still remain completely “inside” because we see 
very well that we are moving and that the character 
responds well to what we are doing.
I felt like I was watching a movie and being the actor 
in it at the same time.
The sense of agency, on the other hand, does not present any 
notable difference between both first- and third-person perspec-
tives. This sense seems to be very high for both conditions. This 
finding demonstrates that despite the relative difference concern-
ing body ownership, the use of the third-person perspective 
appears to be consistent with the design of experiences inducing 
a sense of embodiment in virtual environments.
5.2. Performance
Our experiment also aims to assess viewpoint impact over users’ 
performance in terms of perception, navigation, and interaction. 
The objective quantitative results recorded by the application 
demonstrate an improved space awareness thanks to the use of 
the third-person perspective (Figure 9). More than two-thirds 
of the panel explain this improvement by the wider field of view 
enabling one to quickly perceive the elements coming from the 
FigUre 12 | Boxplot of the average duration of the interactions with the 
terminals.
FigUre 11 | Boxplot of the average number of deviated spheres.
FigUre 10 | Boxplot of the average perception delay of the projectiles.
FigUre 9 | Boxplot of the questions of the viewpoint factor: perception  
(Q1), interactions (Q2), navigation (Q3), accurate interactions (Q4).
FigUre 13 | Boxplot of the total duration of the navigation phases with and 
without obstacles.
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periphery of the avatar. This observation corroborates the study 
by Debarba et al. (2015), supporting our hypothesis about the 
potential of perception induced by the third-person perspec-
tive. Perhaps an augmentation of the field of view of future 
virtual reality headsets could reduce the differences we observed 
between the two viewpoint conditions, but without letting users 
perceive their whole avatars acting in the virtual environment.
Concerning interactions with moving elements, our experi-
ment does not allow us to conclude in favor of either one of the 
viewpoint modes. Although the perception of the projectiles 
is increased under the 3PP condition, the number of deviated 
spheres remains sensibly the same. However, the subjective data 
collected by the questionnaire and the interviews demonstrate 
that a majority of subjects consider the deviation to be easier 
under the first-person perspective condition. Here, the men-
tioned problems are related, in particular, to depth perception 
that remains less precise despite the appropriation phase (Kelly 
et al., 2014). The occlusion generated by the virtual body of the 
avatar is also problematic for projectiles coming in front of the 
user. A similar phenomenon is observed during the second task. 
Indeed, our objective and subjective results demonstrate a better 
effectiveness of the subjects when performing accurate interac-
tions under the first-person perspective condition (Figure 12).
In terms of navigation, the recorded durations are, on average, 
lower with the first-person perspective (Figure 13). However, it 
is interesting to note that if the 1PP seems to be a more natural 
transposition of our viewpoint inside the virtual environment, 
we have also observed a remarkable appropriation of the potenti-
alities offered by the 3PP by some subjects:
In third-person, in my head, I was the camera, […]  
I will try to place it where I can, in order to improve the 
vision to see where I put my feet and my hands …
Indeed, the control of the viewpoint in third-person perspec-
tive via the user’s head movements enables to position the camera 
above the character in order to perceive the environment near the 
user’s avatar. Eight subjects used this strategy during the obstacle 
navigation phase. However, one-third of the users emphasize 
the necessity of the appropriation phase allowing for necessary 
adaptation so the experiment could run properly:
There is a real progression from the beginning to the 
end of the experiment […]. As a tool, we start to master 
it and we see what we can do with it (3PP).
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Finally, in order to ensure the usability of the third-person 
perspective integration as implemented in our application, we 
questioned the subjects during the interviews about the discom-
forts that can occur. Indeed, the mismatch between the vision 
and the vestibular system of the user can potentially induces 
cybersickness. No subjects stated that they felt any trouble dur-
ing the experiment. This information is essential for the viability 
of the work undertaken here, underlining the viability of both 
viewpoints through our setup in immersive virtual environments.
5.3. critical analysis
Taking into account the findings of our study, we are consider-
ing some adjustments concerning the third-person perspective 
integration in IVE in order to maximize its usability. We intend 
to test the fading of the elements coming between the camera 
and the avatar instead of the dynamic distance adaptation of the 
viewpoint. Although the level design of our virtual environment 
rarely confronts the users with this phenomenon, this optimi-
zation seems to be necessary for an optimal user experience. 
Indeed, if the current integration is commonly used in the field 
of video games, some elements have to be redesigned for virtual 
reality.
6. cOnclUsiOn
The presented study allows the identification of the impacts and 
potentialities induced by the use of both first- and third-person 
perspectives in immersive virtual environments. There fore, it 
contributes to the exploration and the understanding of the 
mechanisms of presence, embodiment, and performance inher-
ent to virtual reality.
Our results demonstrate that although the spatial presence 
feeling is high under both viewpoint conditions, two of the three 
factors constituting the sense of embodiment are impacted. 
Indeed, the first-person perspective favors the sensation of being 
located in the virtual body as well as the sense of ownership of 
this one. However, although objectively inferior under the third-
person perspective condition, this sense of ownership remains 
relatively high under both viewpoint modes. This observation 
is potentially linked to visuomotor synchrony, identified by the 
literature as a preponderant factor of the sense of embodiment. 
Finally, we did not observe any significant differences concerning 
the sense of agency, the latter being very high regardless of which 
viewpoint is used.
Beyond the notions of presence and embodiment, we were 
able to observe and identify different situations suitable for the 
use of each viewpoint. Concerning space awareness and the envi-
ronment perception capacity, the results are significantly in favor 
of the 3PP. However, the more the proposed interactions require 
a high degree of precision, the more the 1PP is favored by the 
subjects. Indeed, if the objective data do not make it possible to 
identify the more suitable modality concerning interactions with 
mobile elements, accurate interactions have been found to be 
more effective under the 1PP condition. Finally, the assessment 
of navigation durations gives an advantage to the 1PP. However, 
the remarkable appropriation of the 3PP by the subjects allowed 
us to observe the use of new navigation strategies. It would be 
interesting to carry out a more detailed study on this aspect with 
more advanced users.
Finally, the results analysis in terms of presence, embodiment, 
and performance demonstrate that both first- and third-person 
perspectives seem consistent with the induction of a high spatial 
presence feeling. However, the first-person perspective remains 
the best condition to induce a sense of embodiment toward a 
virtual body. This viewpoint enables a maximal user inclusion 
within the virtual environment, in particular thanks to the natu-
ral transposition of our perceptual mechanisms and provides the 
more suitable conditions for the accuracy of interactions. On the 
other hand, the third-person perspective improves space aware-
ness and perception of the virtual environment which must be 
considered when designing VR applications. We hope that the 
identification of the suitable situations concerning the studied 
viewpoints will support the development of potential new use 
cases in this age of democratization of virtual reality.
7. FUTUre WOrK
The results of our study demonstrate the applicability and the 
potential offered by using the third-person perspective in immer-
sive virtual environments. Based on these findings, our next 
experiment will investigate the impact of the integration of users 
as avatars of themselves thanks to 3D reconstruction technolo-
gies. Our aim is to observe the consequences induced in terms of 
embodiment and involvement in order to identify the potential 
benefits of this ubiquitous situation.
eThics sTaTeMenT
The panel recruited for the proposed experiment consists of 
adult students from a virtual reality training curriculum who 
volunteered to participate. Participation in research activities 
is part of their educational program. The non-invasive devices 
integrated in our setup are regularly used by the subjects that we 
have solicited and are accessible to the general public. Moreover, 
our protocol excludes the collection of physiological data and 
preserves the anonymity of the subjects. During the develop-
ment of our experiment, we also followed the recommendations 
formulated by Madary and Metzinger (2016), especially the 
principles of non-maleficence and informed consent.
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