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A local existence theorem is proved for the basic problem in the calculus of 
variations, that of minimizing SL(t, X, n) dt over a class of functions x assuming 
given boundary conditions. The Lagrangian L is only assumed to be locally 
Lipschitz and strictly convex in its i variable. 8 1985 Academic PIES, IIIC. 
1. INTRODUCTION 
This article is concerned with the basic problem in the calculus of 
variations: to minimize the functional 
s h L(t, x(t), a(t) dt u 
over the class of absolutely continuous functions x mapping [a, b] to R” 
(we call such functions arcs) which assume given boundary conditions: 
x(a) = A, x(b) = B. 
Here of course a and b are given numbers, A and B are given points in R”, 
and L: [a, b] x R” x R” -P R is a given function (one which we are wont to 
call the Lagrangian). (The notation i is synonymous with dx/dt.) 
Three issues of fundamental importance which turn out to be intimately 
linked are that of existence (is there a solution to the problem?), regularity 
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of the solution (can we assert that the solution belongs to some subclass of 
the class of arcs, such as those which are continuously differentiable?), and 
necessary conditions (what conditions are there that must be satisfied by 
any solution?). It is the name of Leonida Tonelli that is attached to the 
first general theory of existence for the problem in question. His celebrated 
theorem identified two hypotheses on the Lagrangian which assure the 
existence of a solution (we assume for now that L is a smooth function): 
(1) convexity: for each (t, x), the function u -+ L(t, x, u) is convex 
(2) coerciuity: there are constants a and ,8, with c( > 0, such that 
L(t, x, u) > IX~U~’ +/I for all t, x, and u. 
It is natural to ask what can be said regarding the issues of regularity 
and necessary conditions under just these hypotheses and no others. These 
and related questions are addressed in [4], to which we refer the reader for 
a more thorough discussion. Let us mention, however, that Tonelli was 
able to obtain a very interesting result in the scalar case (n = 1) under the 
following additional hypothesis: 
(3) positiuity: for each (t, x, u), one has L,,( t, x, u) > 0. 
(Here L,, denotes the second partial derivative of L in its third variable.) 
Recall that (3) is a sufficient but not necessary condition for L to be strictly 
convex as a function of u, so that (3) actually subsumes (1). Tonelli [7] 
proved that under hypotheses (l)-(3) (for n = 1, and for L twice con- 
tinuously differentiable), there is an open subset Q of [a, b] of full measure 
in which the solution x to the problem is twice continuously differentiable 
and satisfies the Euler-Lagrange equation. 
In [4] it is shown (among other things) that under hypotheses (1) and 
(2) (for n >/ 1, L merely locally Lipschitz) there is an open subset 52 of 
[a, b] of full measure in which the solution x to the problem is locally 
Lipschitz and satisfies a nonsmooth analogue of the Euler-Lagrange 
equation. (That x is C2 in Q when L is C2 and (3) holds is a simple 
corollary of this result.) 
The story might well end there but for the fact that Tonelli subsequently 
improved upon his 1915 result in his Fondamenti [S, Volume II, 
Theorem 1093 by obtaining the same conclusion without the coercivity 
hypothesis (2)! Because in the absence of (2) existence is no longer assured, 
Tonelli used a fundamentally different approach, a byproduct of which was 
a type of existence theorem in the small (in piccolo). He showed that under 
hypothesis (3) (for n = 1, and for L twice continuously differentiable), 
provided the interval [a, b] is sufficiently small, and for the ratio 
(B - A l/(6 - a) satisfying an a priori bound, the basic problem admits at 
least one local solution, and that any such is a continuously differentiable 
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solution of the Euler-Lagrange equation. (The existence of the set 52 
follows readily from this; see section 2.) 
The main result of this article is Theorem 2.1, which has the same con- 
clusion, but which applies also to the vector case (n 3 l), assumes rather 
than L being C* that it is locally Lipschitz, and weakens the positivity 
hypothesis (3) to strict convexity. The results of [4] play an important 
part in the proof. 
A word about references. There is now a vast literature on existence 
theory and regularity properties of solutions. The best source for an in- 
depth survey of these matters is the recent book of Cesari [ 11, which treats 
the gamut of existence theorems with or without coercivity and convexity 
(see Chaps. 11-16) and also discusses regularity of the solutions, with 
appropriate counter-examples (see Sect. 2.6). 
A word about methodology before we turn to the details. The proof of 
the theorem (which owes much to Tonelli’s proof in the scalar case in its 
overall conception) hinges upon being able to construct auxiliary 
Lagrangians possessing certain properties. For this purpose we have 
employed especially the operations of pointwise maximum and convex hull 
(of functions), operations which preserve Lipschitz and convex behavior, 
but not smoothness. Thus the proof itself would involve nonsmooth 
analysis (specifically, the methods of [3]) even if we were to limit attention 
to smooth Lagrangians. It seems highly problematic to us whether, in the 
vector case, the auxiliary Lagrangians of the proof could be successfully 
constructed under the additional constraint of smoothness. 
2. STATEMENT OF THE THEOREM 
Let (zO, x,,) be any point in R x R” which admits a neighborhood S hav- 
ing the following properties: 
the function (t, X, v) + L(t, x, O) is Lipschitz on compact subsets 
of SxR” (2.1) 
for each (t, X) in S, the function u + L(t, x, O) is strictly convex 
on R”. (2.2) 
The following is the main result. 
THEOREM 2.1. Given any M> 0, there exist positive E and y arbitrarily 
small such that for any a and b within E of t, with a c 6, for any A and B 
within E of x0 with (B - Al < M(b - a), the variational problem of minimizing 
s b L(t, x, i) dt u 
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over all arcs x on [a, b] satisfying 
x(a)=A,x(b)=B, lx(t)-% <Y (t E Cay bl) 
has at least one solution, and all solutions are continuously differentiable on 
[a, bl. 
(A word on terminology: x is said to be continuously differentiable on 
[a, b] provided 2 is continuous on (a, b) and tends to finite (one-sided) 
limits at a and at b.) 
We remark that even though L is not necessarily differentiable, there is a 
nonsmooth version of the Euler-Lagrange equation [2] which any 
solution x of the problem mentioned in the theorem must satisfy. This 
asserts the existence of an arc p on [a, b] such that 
(P(t), p(t)) E aL(t, x(t), i(t)) a.e., 
where ILL refers to the generalized gradient of L (see [3]) taken in the (x, v) 
variables. These conditions actually play a crucial role in the proof of the 
theorem. 
The example analyzed in [S] (in which the unique global solution x to 
the problem is non-Lipschitz) demonstrates that it is indeed necessary in 
general to constrain a and b to lie near t,, and that it is not possible to dis- 
pense with the condition 1 B - A 1 f M(b - a). 
When L is C* and satisfies the positivity condition (3) of Section 1, it 
follows from a classical argument that x is C* (see [4, Sect. 21). 
Before proceeding to the proof, let us note some immediate consequences 
of the theorem. Recall that an arc x is said to be a strong local solution if, 
for some 6 > 0, x solves the basic problem with the further constraint on 
competing arcs y that they satisfy Iy(t) - x(t)1 < 6, t E [a, b]. 
COROLLARY 1. Let L(t, x, v) be locally Lipschitz in (t, x, v) and strictly 
convex in v, and suppose that the arc x solves the basic problem described in 
the introduction (at least in the strong local sense). Let T in [a, b] be any 
point satisfying the following property 
lim inf Ix(t) - x(s)l < co. s,t + I t-s rr<><Z<I<h A#1 
Then there exists an interval I which is a neighborhood of z in [a, b] in which 
x is continuously differentiable. In consequence, there is an open subset Sz of 
[a, b] of full measure in which x is continuously differentiable. 
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To obtain the first assertion of the corollary, we merely choose sequences 
ai, bi converging to r such that [a,, bi] is a neighborhood of r in [a, b], 
and such that the points A,:=x(a,), B,:=x(b,) satisfy 
)B,-AjJ QM(b,-a;) 
for some positive number M. Note that for some 6 > 0 (at least for i suf- 
ficiently large) the arc x minimizes 
s b, Ut, Y, P) dt (I, 
over the arcs y on [ai, bi] satisfying y(a,)= Ai, y(b,) =Bi and 
[y,(t)-x(r)1 < d(t E [a, b]). It s&ices now to invoke the theorem (with 
to = r, x0 = x(r)). The second assertion of the corollary is a consequence of 
the first together with the observation that since x is absolutely continuous 
and so differentiable a.e., almost all points z in [a, b] satisfy the stated 
property. 
The following facts follow from Corollary 1, as shown in [4]: 
COROLLARY 2. Let L(t, x, u) be locally Lipschitz in (t, s, v) and strictly 
convex in v, and suppose that the arc x solves the basic problem described in 
the introduction (at least in the strong local sense). Then for any z in [a, b] 
one has 
lim infIx(t)-x(s)l = lim sup Ix(t)-x(s)l 
t-s t-s 
(where the limits are taken as in Corollary 1). If n = 1 this implies that for 
any z in [a, b], the following (possibly infinite) limit exists: 
lim x(t) --x(z) 
r-7 t--r . 
a<r<b 
3. A REDUCTION 
PROPOSITION 3.1. There is no loss of generality in assuming that S is of 
the form 
[to-Y, toI-71 x {x: Ix--01 a) 
for some y > 0, where, for some E > 0, L satisfies 
L(t, x, v) >, crlu) for all v in R”, for all (t, x) in S. (3.1) 
CALCULUS OF VARIATIONS 341 
This follows from Lemma 3.1 together with the observation that the con- 
clusions of the theorem for L(t, x, u):= L(t, x, v) - p - (q, v) immediately 
imply the same conclusions for L (since the functionals jE and JL, for fixed 
boundary conditions, admit the same extremizing arcs). 
LEMMA 3.1. Under the hypotheses of Theorem 2.1, there exist positive Cc 
and y, a number p and a vector q in R” such that for all t within y oft, and 
all x within y of x0 one has 
L(t, x, v)- P- (4, v> 244 for all v in R”. (3.2) 
Proof. Choose any point q in i?,L(t,, x0, 0), the subdifferential (or 
generalized gradient, see [3]) of the function u + L(t,, x,,, u). For any v 
different from 0, it is a familiar fact from convex analysis [6] that the 
expression 
uto, x07 Av) - L(to, x0,0) 
I. 
is strictly increasing in 1 for A > 0. Further, the inlimum over I > 0 (i.e., the 
limit as I1 0) is no less than (q, v ) (see [ 3, Propositions 2.1.2 and 2.2.71). 
It follows (set A= 1 and divide by IuI ) that one has 
L(to,xo,v)-~q,v)-L(to,xo,o)>o 
IVI 
By continuity (uniform on compact sets) we derive the existence of positive 
y and cl such that 
ut, x3 v) - (4, u> - L(t, 4 0) > cc 
IVI 
(3.3) 
for all v of norm 1 and for all t and x within y of to and x0, respectively. 
(We choose y so that all such points lie in S.) The left side of this inequality 
increases if, ceteris paribus, v is replaced by Av for A > 1, so in fact the 
inequality holds for all v of norm greater or equal to 1. Now let m, be the 
inlimum of L(t, x, 0) over It - toI < y and Ix-x01 6 y, and let m2 be the 
infimum of L(t, x, v) - (q, v) - Crlul over the same (t, x) and over all v in 
the unit ball. Set p:= min[m,, m2 - 11. Then for It - toI < y, Ix -x01 d y, 
(3.2) follows readily from (3.3) and the definition of p (we have only to 
consider separately the cases 101 < 1, !v( 2 1. 1 
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4. A LEMMA ON EXTREMALS 
We proceed now armed with the extra hypotheses afforded by 
Proposition 3.1. Thus we may suppose that S is a set of the form 
[a,, b,] x X, where 
a,:=t,-y, b,:=t,+y, x:= {x: Ix-xoI <y>, 
and where, for numbers E and a satisfying 0 < CI <a, one has 
L(t, x, v) > cllul 2 tllvl for all (t, x) in S and u in R”. (4.1) 
Let K be a number such that 
L(t, x, u) < K for (t, x) in S and for Iu/ GM, (4.2) 
and set Q:= 2K/a + 1. 
The following says roughly that extremals of L cannot “blow up” too 
fast. 
LEMMA 4.1. There exists a positive number E, with the following 
property. Given any subinterval [a, b] of [a,, b,], and any C’ arc y on 
[a, b] which lies in X and satisfies 
I?;(a)1 G Q - 1, l.F(b)l = Q, Il’(t)l 6 Q.for all TV [a, bl, 
if there is an arc p on [a, b] such that 
(At), P(f)) E wt, Y(f), j(t)) a.e. on [a, b], (4.3) 
then it must be the case that b - a B E, . 
ProoJ: If the lemma were false, it would be possible to find a sequence 
[ai, bi] of subintervals of [a,,, b,] with bi- a, -+ 0 and corresponding 
sequences yi, pi of arcs as depicted in the statement of the lemma. Because 
8L is bounded on bounded subsets of S x R”, we obtain a.e. uniform 
bounds on Jpi( t)l, Idi( t)l. By taking successive subsequences (we eschew 
relabeling), we may assume that a,, bi converge to a point r, and that pi(ai), 
j,(a,), jj(bi), y,(ai) converge to limits p, v, , v2, y, respectively. Note that 
v1 # v2 of necessity, and that p,(b,) must then also converge to p (by the 
uniform bound on lpi(t)1 ). The relation (4.3) implies [3, Proposition 2.5.31 
Pitai) E d,Ua,, .Yi(ai), j(ai)) 
as well as the same condition at b;. In the limit (by elementary convex 
analysis, and because L is continuous) these two conditions yield 
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But this is a contradiction, for (again by convex analysis) a strictly convex 
function cannot admit the same subgradient at distinct points. 1 
5. A FAMILY OF AUXILIARY LAGRANGIANS 
We will now require a family of functions with certain properties. 
LEMMA 5.1. For each r > 0 there is a function L, on S x R” with the 
following properties: 
(a) L,(t, x, u) satiqfies (2.1) and (2.2). 
(b) L,(t, x, v)=L(t,x,u)for (t, x) in Sand Iul<r. 
(c) L,(t, x, 0) >max[ii(ul/2, Iu12-r2] for (t, x) in S, for allu. 
(d) there exists a number p(r) such that for all (t, x) in S, for all v 
with /VI > p(r), one has L,(t, x, v) = lu12 - r2. 
Proof: Consider the function I, defined by 
I,(& x, v):=max[L(t, x, v), Ivl*-r2]. 
It is a consequence of (4.1) that I, and L coincide at least when Iv1 6 r. Let 
8 be the function defined by 
O(s):= max[&, s2 -r’]. 
Observe the inequality 
l,(t, x, v)>0(lvl) for (t,x) in S, for all 0. 
The stage is set for applying [4, Proposition 2.11, which asserts the 
existence of a function 7, satisfying (2.1) as well as (among other properties 
that we shall not need): 
(i) I,(& x, v)=l,(t, x, v) for (t,x)ES and Iv1 6r. 
(ii) l,.( t, x, 0) > 19( Iv])/2 for (t, x) in S and all u. 
(iii) there exists 6(r) such that for all (t, x) in S, for all u with 
1~11 >P(r), one has 7,(&x, v)=0(lvl)/2. 
(The L and 2 of [4] correspond here to 1, and r,..) We now set 
L,(t, x, v):=I,(t, x, v)+max[Iv12-r2,0]/2. 
It follows readily that L, satisfies (2.2) as well as the other properties. 1 
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Consider now the problem of minimizing 
s b UC Y, PI dt a 
over all arcs y which lie in X and satisfy y(a) = A, y(b) = B, where [a, 61 is 
a subinterval of [a,, b,] and A, B satisfy (B - A( d M(b - a). 
We set 
E = minC@, Y/T Y#~K)I, r,=max[Q+ 1, M]. (5.1) 
LEMMA 5.2. Zf la- t,J <E, lb- t,( <E, JA -x01 <E, IB-x,1 <E, and 
r > rO, then the problem above admits a C’ solution x, with Ii;-,(t)1 < rO and 
Ix,(t) - x,,I < y for all t in [a, b]. 
ProojI It follows from Tonelli’s classical existence theorem (see, e.g., 
[ 1, 3]), in view of the coercivity condition L, 3 [VI * - r2, that a solution x, 
exists, as long as there is at least one feasible arc. For a, b and A, B as 
specified, note that a(t):= A + t(B-A)/(b-a) is such an arc. The 
optimality of x, implies 
s b L,(t, x,, i-,) dt 6 L,( t, &R) dt u 
= bL(t,J,k)dtdK(b-u) s L1 
(the latter by (4.2)). Invoking Lemma 5.1(c) along with this leads to 
s :’ 1% dt < 2(K/a)(b - a). (5.2) 
This implies (since x,(u) = A) that for any t in [a, b], 
Ix,(t)-%I d b,(t)-‘4l + IA --%I 
< 2(K/a)(b - a) + E d y, 
whence x,(t) is in the interior of X for each t. It follows that x, is a strong 
local minimum for JL, (subject to the boundary conditions). It follows now 
from [4, Proposition 3.11 that iV is bounded on [a, b], and then from [4, 
Theorem 2.l(ii)] that x, is C’ on [a, b]. Further, x, satisfies the 
Euler-Lagrange inclusion [2] on [a, b]: there is an arc p such that 
(A P) E G(t, x7, a,). 
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By (5.2) we know that lx,(t)1 is bounded above by 2K/a for at least one t 
in [a, 61. Since L and L, coincide for (t, x) in S and 11~1 6 Q (because 
r>r,), we have aL=aL, along x, as long as lx,1 <Q (=2K/a+ 1). If Iii-,1 
ever attains the value Q in [a, b], then it is a consequence of Lemma 4.1 
(i.e., the definition of E,) that b-a > E,. But we have by construction 
b - a < 2~ < E,, a contradiction which confirms that (x’,( is bounded by Q 
(which is less than rO) throughout [a, b]. This completes the proof. 1 
Let r and s be two numbers no less than Ye, and let x,, x, be the arcs 
corresponding to them as in Lemma 5.2. We have 
j” L(t, x,, i,) dt = j-” L,( t, x,, ir) dt < j” L,( t, x,, i,) dt 
fi (1 a 
s 
h 
= L(t, x,, i,) dt 
” 
by the optimality of x, for IL,, and because L and L, agree along both x, 
and x,. Repeating the argument with r and s switched leads to the con- 
clusion 
jb L( t, x, i;-,) dt = j-” L( t, x,, i,) dt for r, s>r,. (5.3) 
u u 
Now let z be the arc corresponding to Y,,, and let y be any other Lipschitz 
arc lying in the ball of radius y about x,, and satisfying the same boundary 
conditions at a and b. Choose r > yO such that Ij(t)l <r a.e. on [a, b]. 
Then 
j” L( t, z, i) dt = j-” L( t, x,, i,) dt (by (5.3)) 
a 0 
s 
h 
= L,(t, x,, a,) dt (since L and L, agree along x,) 
u 
5 
b 
d L,(t, y, j) dt (by the optimality of x,) 
cl 
b 
= 
s L(t, y, j) dt (since L and L, agree along y). 0 
We have therefore proved 
s 
b 
L( t, z, i) dt < L(t, Y, 9) dt. 
a 
505159’3-5 
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The argument to this point proves that the arc z minimizes the 
functional IL over the class of arcs x described in Theorem 2.1, wit/r the 
added condition that x be Lipschitz. It is a rather deep and surprising fact 
that this does not immediately imply that z is a solution relative to non- 
Lipschitz arcs as well. Indeed, the “Lavrentiev phenomenon” described in 
[l, Sect. 18.51, refers to precisely the situation in which the inlima over 
Lipschitz and over non-Lipschitz arcs differ. Clearly this can be viewed as a 
situation in which certain seemingly natural approximation properties are 
lacking. There exists a condition due to Angel1 (see Cl, Sect. 18.4, p. 5093) 
which guarantees that an absolutely continuous arc x can be approximated 
by arcs y of class C’, together with the integral, thereby excluding the 
Lavrentiev phenomenon. This is the condition D of Cesari and 
Suryanarayana, which also figures in a large class of existence theorems 
(see [ 1, Chap. 13, pp. 417-425]), and which could therefore be postulated 
in a paper such as the present one which investigates properties of 
solutions in connection with conditions guaranteeing existence. In the 
present setting, however, it is the “localness” which serves to exclude the 
Lavrentiev phenomenon rather than condition D. 
The rest of the article is devoted to proving that the last inequality 
proven above holds strictly when y is any (not necessarily Lipschitz) arc 
satisfying the conditions of Theorem 2.1. Clearly it then follows that z 
solves the problem as stated in the theorem, and that any other solution is 
Lipschitz. But a standard argument (see, e.g., [4, Sect. 21) shows that any 
Lipschitz solution is Cl, so the full statement of the theorem follows. 
The following section is devoted to proving the existence of a certain 
family of auxiliary Lagrangians whose relevance to our goal will become 
apparent in Section 7. Before turning to that, however, we summarize 
events thus far in 
PROPOSITION 5.1. Let L satisfy (2.1), (2.2), (4.1), where S is the set of 
points (t, x) such that 1 t - t,l d y and Ix -x01 < y. Then there exist positive E 
and r,, such that whenever a and b are within E oft, (with a < 6) and A and B 
are within E of x0 (with 1 B - Al < M(b - a)), then the problem of minimizing 
s 
h 
L(t, Y, 3) dt 
u 
over the Lipschitz arcs y satisfying 
y(a) = 4 y(b) = 4 Iv(t) -x01 < Y (t~Ca,bl) 
admits a solution z which is continuously differentiable and satisfies lil < 
rO( t E [a, b] ). Furthermore, zf t is any other Lagrangian satisfying (2.1), 
(2.2), (4.1) Cfor the same S and a, possibly different E), and if L(t, x, v) and 
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Z(t, x, u) agreefor (t, x) in S, (vi < ro, then these assertions hold true for 2, 
with the same E, r. andz. 
ProoJ Only the last sentence requires elaboration. We must trace the 
ancestry of E and ro. To begin, observe that K (defined by (4.2)) depends 
only upon values of L with (t, x) in S and 101 < M. It is K together with CI 
that determine Q. In turn, Q and the values of L for (ul < Q and (t, x) in S 
serve to determine &i (via Lemma 4.1). It follows from (5.1) that any 2 as 
given in the Proposition would engender the same r. and E. Let us show 
that the same solution z works for E. Let Z be the solution corresponding 
to 1; it suflices to establish 
[” &t, 2, i) dt = 1” &t, z, 5) dt. (5.4) 
Observe first that 
1 
h 
L(t, z, i) dt f ’ L(t, 2, ;) dt, 
a 5 u 
by the optimality of z. Similarly we have 
I 
hw 
L( t, 5, z”) dt 6 h I? (t, z, i) dt. 
a s 0 
Recalling that 2 and L agree along both z and 5, we obtain (5.4) which 
completes the proof. 1 
6. ANOTHER FAMILY OF AUXILIARY LAGRANGIANS 
This section is devoted exclusively to the proof of the following: 
PROPOSITION 6.1. There exist numbers r,, 6, b, E., ~5 with ~5 > ~1, rl > r. 
and 6 > 0 such that the following holds: for any k > r, there exists a function 
H, on S x R” having the following properties: 
(a) Hk(t, x, v) is Lipschitz on bounded subsets of S x R”; H, is strictly 
convex in 0. 
(b) H, and L coincide on the set Sx {v: Iv1 <ro}. 
(c) Hk(t, x, v)<L(t, x, u)-6 ifr,< Iv1 <k. 
(d) Hk(tr x, v)<plvl +A if loI >k. 
(e) Hk(t, x, u) 2 Elvl for all (t, x, u) in Sx R”. 
(f) Hk(t, x, v)<L(t, x, v)+k-I ifroG IuI <r,. 
We begin the proof with the following preliminary: 
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LEMMA 6.1. Let rl be any number exceeding r,,. There exists q > 0 such 
that for all (t, x) in S, for all u, v, [ satisfying jut >r,, Jut <r,, and 
[ea,L(t, x, v), one has 
L(t, 4 U)-L(t, x, v)> (i, u-v) +r]. 
Proof Let us first establish the result for u restricted by 1~1 =rl, and 
then show how the general case follows from that. If the lemma were false 
for such U, there would be sequences (ti, xi) in S, ui, v, with luil = r,, 
lvil < rO, tie a,L(tj, xi, vi), and vi decreasing to zero such that 
L(tj, Xjy Uj)-L(tj, xj* vi) 6 (ij3 uj-vj> + Vi 
We may assume the existence of limits t, x, U, v, and < for these sequences. 
It follows from the subgradient inequality and the continuity of L that [ 
belongs to 8, L(t, x, v). Further, one has 
ut, 4 u) - ut, x, v) = CL 24 - v>, 
and u # v. This would contradict the strict convexity of L in v. Con- 
sequently we derive q as stated in the lemma, under the additional con- 
dition 1~1 =r,. 
Now let 1~1 exceed r, , and as before take v with Iv1 < rO. There is a con- 
vex combination of u and u which has norm r, : 
zi:=;Iv+(l-A)u, liil=rl, 0<1<1. 
Let d:= (U - v)/lu - VI, and note 
u=v+rd, ii=v+sd, 
where r:= /U-VI, s:=(l -2)/u-VI. We calculate 
L(t,x, u)-L(t,x,v)=r(L(t,x, v+rd)-L(t,x, u)}/r 
>r{L(t,x, v+sd)-L(t,x, v)}/s 
(using the fact, from convex analysis, that the function 
P + { Ut, x, v + p4 - L(t, x, u,>/P 
is nondecreasing, and the inequality r 2 s) 
= (r/s){L(t, x, 4 - Ut, 4 v)) 
>(r/sH(Lfi--u)+rl) (since ICI = rI) 
= (Lu-v>+(r/s)v (since&v=(l-I)(u-v)) 
2<i,u-v>+v (since r 2 s). 1 
CALCULUS OF VARIATIONS 349 
We now fix any ri > ro. 
LEMMA 6.2. There exist numbers o’, I. and a function LO on S x R” with 
the following properties: 
(a) L,(t, x, v) is Lipschitz on compact subsets of S x R” and is convex 
in 0. 
(b) L,(t, x, v)=alvl +A iflu\ >r,. 
(c) L,(t, x, v)= L(t, x, v) if I4 Gr,. 
(d) L,(t, x, v) b ~rlvl for all v. 
Proof: Let 
pi:=min{L(t, x, v): (t, x)ES, Iv] <r,}, 
p,:=max{L(t, x, v): (t, x)ES, (VI =rl}, 
and choose (T > CC such that 
4r1 - ro) > p2 - CL]. 
It follows from this and from the continuity of L that we can find numbers 
A and r2 > rl such that 
ar,-pl < -;1<min(olvl - L(t, x, 0): (t, x)E S, r1 < 101 <r2}. 
Now define L, on S x {[VI < r2} by 
L,(t, x, v):=max{a(vl +A, L(t, x, v)}. 
It follows from the choice of i that L, and L coincide for Iv1 < rO, and that 
L,(t, x, v) = d(uI + 1 for r, < IuJ < r2. For fixed (t, x), we therefore obtain a 
globally convex function of v if we define L,( t, x, v) for 101 > r2 by setting it 
equal to rrIv( + A. Property (a) follows readily. To deduce (d), it suffices to 
establish 
cT(vI + A 2 Lqvl for Iv1 2 rl, (6.1) 
since L,,> L3 &lvl for Iv\ < rl, by definition of L, and by (4.1). Of course, 
it is equivalent to establish (6.1) for Iv1 = r i . But when I v( = rl and (t, x) is 
any point in S, we have by the above 
dlv( + A= max(crlvl + 1, L(t, x, v)} 
2 L(f, x, v)>cllvl. I 
We now choose any E in the interval (~1, E), and we let q be a positive 
number in the interval (0, q) (see Lemma 6.1) not exceeding (CI - a) rl . 
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LEMMA 6.3. For each k > r1 there is a function Fk on S x R” having the 
following properties: 
(a) Fk and L agree on the set Sx {v: (v) <r,}. 
(b) Fk(t, x, v) = +co if Jv( > k. 
(c) FJt, x, v) is convex in v, and Lipschitz on the set Sx {v: Iv/ <k}. 
Cd) Fdt, x, v)<L(t, x, v) whenever ivldk, and F,Jt,x,v)< 
L(t,x,v)-~forr,</vj,<k. 
(e) FJt, x, v)>Crlv) for all (t, x, u). 
ProofI Define fk on S x R” via 
1 
L(t, x, 0) if Iv1 Gr,, 
f!Jt,x,v)= L(t,x,v)-q if r, 6 Iv/ 6 2k, 
+cO if /VI >2k. 
and let ,f;- = co fk, the convex hull of ,fk (in the v variable) in the sense of 
[S]. Thus for each t, x and v, yk(t, x, v) is given by 
inf 
i 
C l&(t, x, ui): C 1,~; = v, A, > 0,x A, = 1 
i 
. (6.2) 
Since (for /VI <k) the preceding expression involves only points ui in a 
compact set, and since L is Lipschitz on bounded subsets of S x R”, it 
follows readily that yk is Lipschitz in (t, x), uniformly for [VI <k. The 
function fk(t, x, .) is finite and convex on the set /VI d 2k by construction, 
and hence Lipschitz on the interior of that set [3, Prop 2.2.61. In fact, by 
the Corollary to [3, Proposition 2.2.61 it follows that for v restricted to 
(VI <k, the Lipschitz constant can be chosen the same for all (t, x) in S. 
Now let Fk be the function ykT,, but redefined to equal + cc when Jv( > k. 
Our preceding remarks yield (b) and (c), and (d) is evident; let us examine 
assertion (a). To derive this, it suffices to verify that when [VI 6r,, each 
term fk(t, x, u,) in (6.2) majorizes L(t, x, v) + ([, ui- v), where [ is any 
fixed element in d,L(t, X, v), for then we obtain 
Fk(t, X, V)=yk(k(ty XT V)>CJ-;{L(t, XT V)+ (C, ui-Vv)}=L(t, X> V)T 
which implies equality, since Fk 6 L by (d). Now if ]uiJ 2 r,, we have 
fk(4 x, Ui) B L(t, x, v) + <i, u; - v > 
by Lemma 6.1, whereas for lui] <r,, the same inequality is a result of the 
simple fact that c is a subgradient of the convex function L(t, x, .). Finally 
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we turn to (e), for which it suffices to establish that fk(t, x, V) majorizes 
&la. This will follow if we show 
But in view of (4.1) this will in turn follow from proving 
crlul -fj3Zlul for Iu( >r,. 
This last condition is equivalent to (a-k) r, > 9, which is true by the 
choice of E and rj. 1 
Here is a fact we shall require presently. 
LEMMA 6.4. Let f, g: R” + R u { + co } be convex functions, and suppose 
that f and g are finite and agree on an open convex set C. Let h be the convex 
hull off and g. Then h, f and g agree on C. 
Proof Let u be a point of C, and let [ belong to af(x) = dg(u). Let 
AU + (1 - A) w be any convex combination of points U, w which is equal to 
u. Then, by the subgradient property, 
Y(~)+(~-~)g(~)bE”{f(~)+(i,u-u))+(1-l){g(u)+(~,w-u)} 
= Af(u) + (1 - A) g(u) = f(u) = g(u). 
Since we have 
h(u):=inf(A.f(u)+(l--A)g(w): 0<161, ~JA+(~--A)w=u}, 
we derive h(u) 2 f(u) = g(u). The reverse inequality holds by definition, 
whence we obtain equality. 1 
We now assemble components to produce the function H, of 
Proposition 6.1. We begin by defining Gk(t, x, .), for each (t, x) in S, as the 
convex hull of L,(t, x, .) and Fk(t, x, .): 
Gk(t, x, u):= inf{ J.L,(t, x, u) + (1 - A) Fk( t, x, w): 
O<A<l, ;lu+(l-A) w=u}. 
It follows from Lemmas 6.2, 6.3, and 6.4 that L,, Fk and G, all coincide 
with L if lul < rO. It follows readily from the definition that Gk is Lipschitz 
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on S x R” and convex in v. Since L,, and Fk both majorize a”luJ, so does Gk. 
The properties 
G,(t, x, u) 6 L(t, x, u) if (01 d k, 
Gk(t, x, u) < clul + 1 if JuI > k, 
Gk(t, x, u) < L(t, x, u) - fj if r, 6 Iv/ <k 
are immediate consequences of the properties of L, and Fk cited in Lem- 
mas 6.2 and 6.3. It is seen then that Gk is close to satisfying the 
requirements of Proposition 6.1; it fails only to be strictly convex in u. 
Let us choose any nondecreasing, nonnegative convex function I++~ on
[0, co) with the following properties: tik(s) vanishes for 0 6 s< rO, $k is 
strictly convex on the interval [r,, co), $,Js) does not exceed 
min[q/2, k-l] for 06s~ k, I,+~(s) is globally majorized by BS. 
We define 
HA& x, u):= Gdt, x, 0) + $A4 1, 
6:= q/2, p:= 20. 
The proof of Proposition 6.1 is complete. 1 
7. THE END OF THE PROOF 
We apply Proposition 5.1 to H,, where for the moment k is fixed. Thus 
for any a, b, A, B as specified in the proposition, there is an arc z joining 
(a, A) to (b, B) such that for any other Lipschitz arc x joining the same 
points and lying within y of x0, one has 
I^” L(t, z, i) dtgl’H/.(t, x, R) dt. (7.1) 
a a 
Now let y be any arc on [a, b] which is not Lipschitz (i.e., such that 3 is 
not essentially bounded), which joins the same points, and which lies 
within y of x0. 
LEMMA 7.1. There is a sequence xi of Lipschitz arcs on [a, b] joining 
(a, A) to (6, B) such that xi converges uniformIy to y and si Ii - iJ dt con- 
verges to 0. For any such sequence, one has 
lim j” Hk(t, xi, n;) dt = s” Hk( t, y, 3) dt. 
i-m a LI 
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Proof: For the first part, it is enough to produce for each i an element 
w of ,!,“([a, b], R”) such that 
lw-jl dt<2/i, (7.2) 
for then we have merely to set xi(t):= A + f: w(s) ds. Since L” is dense in 
L’, there exists u in L” such that jt Iv - 31 dt < l/i. Set 
w(t) = u(t) + jb (j(s) - u(s)) mj/(b - a). 
u 
It is an easy matter to verify (7.2). 
The final assertion of the lemma regarding convergence of the integrals is 
a result of Tonelli [8, Vol. I, No. 141(b)], in which the linear growth 
estimate (d) of Proposition 6.1 plays a crucial role. 1 
Combining the lemma with (7.1) yields 
I 
b 
L(t, z, i) dt< ffdf, Y, I) dt. 
a 
(7.3) 
Since y is not Lipschitz, the set 
W:={tE[u,b]: I$(t)l>rl} 
has positive measure. Define 
T:= {t e [a, 61: Ij(t)j Gr,}, 
Sk:= (te [a, b]: r, < Ii(t)\ <k), 
C,:= {tE [a, b]: k< Ij(t)l). 
Then 
jb&(t, y, P)dt= j ffdt, y, I; dt+ j H,At, Y, I’)dt+ j H,c(t, Y, li)dt 
a T St Zk 
d j L(t, y, j) dt + meas(T)lk + { L(t, Y, P) dt 
T Sk 
- 6meas(s,)+j [A+BIjIl dt 
Zk 
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(by (f) (c) (d) of Proposition 6.1). As k -+ GO, the right side converges to 
J”; L(t, y, j) dt - 6 meas( W). We deduce, in view of (7.3), 
I 
b 
L(t, z, i) dt < 
u 
which shows that no arc y which fails to be Lipschitz can solve the 
variational problem solved by z. Any other solution x to that problem is 
therefore Lipschitz. In the presence of this fact, necessary conditions from 
[2] imply that x must be continuously differentiable (the argument is given 
in detail in [4, Section 21). This completes the proof of Theorem 2.1. 1 
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