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I. INTRODUCTION AND PRELIMINARIES 
This article is concerned with the study of the reaction-diffusion equations 
(1.1) 
where A = ~~=, (Z/&a), a, 6, or , o2 are positive constants, fi: R2 - R have 
Holder continuous partial derivatives up to second order in compact sets, 
i = I, 2. Further, we assume that 
f-do, 0) = f,(O, 0) = 0. (1.2) 
For (z+ , ua) in the first open quadrant, the first partial derivatives of fr , fi 
satisfy 
% 
au. to 
for each i, j = 1 or 2; (1.3) 
3 
and there exist a positive constant C, such that 
The system (1.1) together with assumptions (1.2), (1.3) and (I .4) is a model for 
biological competing species interaction, where ZC.~(X, t), i == 1, 2 represent the 
concentration of the two species at position x = (x, ,..., xn) and time t > 0. 
The parameters or , CJ~ are diffusion rates; a and b are growth rates when no 
interaction occurs. The functions jr and f2 describe the additional effect of 
interactions on the growth rates, and (1.2), (1.3) and (1.4) are general assump- 
tions which include the classical Voltera-Lotka model. 
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We will consider the Dirichlet problem ui = gi , i = 1,2, on the boundary 
69 of a bounded domain 9. For the homogeneous problem (gi = 0, i =: 1,2) 
or Neumann problem, some results can be found in [3], [lo], 1171, [18]. Such 
problems have recently received much attention of mathematicians and 
biologists. (See e.g. [2], [6j, [8], [12], [13] and [18].) Mathematically, we will be 
considering stability of equilibrium solutions, non-uniqueness of equilibrium 
states in various parameter ranges, and asymptotic behavior of solutions. (An 
equilibrium is a time, t, independent solution of (1 .l). Biologically, the results 
can be interpreted as statements concerning extinction, coexistence and pre- 
dictions of future behavior. A similar study for the Dirichlet problem u1 = gi , 
i = 1, 2, is made in [l l] for the prey-predator equations (i.e. b < 0, ajs/&, > 0). 
The difference in signs of the growth and interaction rates here gives rise to 
many different results, and necessitates a separate treatment. 
The essential techniques used in this article are the method of comparison, 
and upper, lower solutions (see e.g. [14], [16]). Theorem 2.1 gives sufficient 
conditions for a stable equilibrium when both ui , i = 1, 2, are positive in $. 
Examples of such cases are given. Section 3 considers cases when one or both ui 
are held at zero identically on 69. Extinction, coexistence and bifurcation results 
are given. It turns out that the relative sizes of the growth rates in relation to the 
diffsion rates are important in determining the stable asymptotic states. Most 
of the results have no analogs in the case where there is no diffusion at the bound- 
ary. Many more questions remain open for investigation, but will be too lengthy 
for our present study. 
We will clarify the notations and conventions. Let p,, > 0 and 1, 0 < 1 < 1, 
be fixed numbers. For an open set G in Rn, let P+t(G) denote the Banach space 
of all real-valued functions u continuous on G with all first and second deriva- 
tives also continuous in G, and with finite value for the norm 
(2+0 IUIG = c sup)D%( + C sup IPa (4 - P-4 Ml 
W~IG? G Ial= IX-Y IZ 
where 01 = (0~~ ,..., a,) is a multi-index, Iu\=~~+oL~+...+~,, Dau= 
iy~l/&al'&;2 ... axp. The second supremum is taken over all X, y in G such that 
0 < / x - y 1 <p. . We will consider equation (1.1) for x = (xi ,..., x,) E 9, 
where 9 is a bounded open connected subset of RR", n > 1, with boundary 69. 
We assume that 659 E H2+z, i.e., that there are positive constants p and Ml such 
that for any x0 E 69, there is a one-to-one map 4 of the closure of the set K = 
{xER~;x~~+ ... + xc-l < 1 and 1 x, / < l} into R", where+ E H2+l(K), 1 C$ I:+“’ 
< M, , +(O,..., 0) = x0, +((x, = 0} n K) = 6SB n $(K), +({xn < 0} n K) = 
9 n 4(K), and where 4(K) contain a ball of radius p about x0. For any T > 0, let 
SBT = 9 x (0, T). H 2+z*(2+l)/2($-) denotes the Banach space of all real-valued 
functions u having all derivatives of the form DdDtru (U is a multi-index, r 2 0 
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is an integer, D, = a/at) with 2r + 1 01 / < 2 continuous on @- and having 
finite norm 
= c sau,p I DaDt’u I + 1 sup 
IPDtW (x, t) - [D”D,‘u] (y, t)l 
0<27+ 1 ci!<2 2T+laJ=2 IX-Y I2 
+ c 
sup IPWY (x, t) - [D”D,‘u] (x, t’)l 
1<2r+la[<2 
1 t - t’ )(2+2-27+1)/2 
where the second supremum is extended over all (x, t), (y, t) in .G8* with 0 < 
/ x - y 1 < p. , and the third supremum is extended over all (x, t), (x, t’) in 
$ with 0 < / t - t’ / < p. . 
2. STABILITY OF POSITIVE SPATIALLY DEPENDENT EQUILIBRIA 
This section gives a sufficient condition when an equilibrium with ui > 0 
in a, i = 1,2, is stable. A series of lemmas leads to the main result in Theorem 
2.1. Examples are given following the theorem. 
LEMMA 2.1. Let vi(x, t), wi(x, t), (x, t) E g x [O, co), i = 1, 2 be functions in 
H2+zJ+z/2(a x [0, T]), each T > 0, satisfying the inequalities: 
0 < vi < w, ) i= 1,2, 
+h + s[a +flh , w2)l - :t 3 0, 
q4 + wl[a +fl(wl , v2>1 - 2 < 0, 
a&, + ‘uzp + f&l > 772)l - 2 2 0, 
(2.1) 
4w, + “# +.f2@4 , w2)l - $ < 0. 
Let (ul(x, t), u2(x, t)), with ui E H2+zJ+z/2(~ x [0, T]), each T > 0, i = 1, 2, 
be a solution of the reaction dz#usion equations (1. I) with initial-boundary condi- 
tions such that 
vi(x7 O> < ui(x, 0) < Wdx, O), XE9, i= 1,2, 
(24 
%(X, t) < 4% t) G Wi(X, t), (x,t)E6BX[O,co), i=1,2 
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Then (ffl(x, t), U.&X, t)) will satisfy 
q(x, q < Ui(X, q < Wi(X, t), (x, t) E 52 x [O, 03) (2.3) 
Proof. We first prove the lemma under the additional hypothesis that strict 
inequalities hold in (2.2). With this hypothesis and by continuity considerations, 
(2.3) holds with strict inequalities for (x, t) ~g x [0, T), for some T > 0, and 
holds with possibly non-strict inequalities for x E a, t = T. We will show that 
actually strict inequalities hold for x E 6, t = T as well. Thus the interval of t 
values where strict inequalities hold is non-empty, is both open and clsed 
relative to [0, co), and therefore is equal to [0, 00). We have 
hence, setting z = u, - wr and using the fact that afJ&, < 0, for (x, t) E 
a x [O, T] we have 
which, using the mean value theorem, may be written in the form 
az a& + g(x, t) x - 5 2 0, 
where g is continuous in a x [0, T]. From the above arguments, we have z < 0 
on a x [0, T), therefore the maximum principle for parabolic equations ([14], 
Remark (ii), p. 175) implies that z < 0 on d x [0, T], i.e. ur < w, on 
9 x [0, T]. In precisely the same manner, we may prove that err < ur , os < 
ua < w, on a x [0, T]. As noted above, this shows that (2.3) holds (with strict 
inequalities) in the present case. 
For the general case, we first write the differential inequatilities in (2.1) in the 
form 
(2.4) 
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where &(x, t) 2 0, z&(x, t) < 0, i = 1,2. For any T > 0, we define 6, , tii , 
i = 1, 2 to be the solution of the initial boundary value problem 
for (x, t) E B x [0, T], 
6i(X, 0) = Vi(X, 0) - p 
%(x, 0) = Wi(X, 0) + P 
di(X, t) = Vi(X, t) - /Loli(X, t) 
6(x, t, = wi(x, t, + PPi(x, t, 
XE9, i= 1,2, 
(x, 4~69 x LO, Tl, i= 1,2. 
(2.5) 
P-6) 
where 0 < 01~ < 2, 0 < ,& < 2, i = 1,2 are chosen so that the compatability 
conditions of order 1 are satisfied, and p > 0 is chosen sufficiently small so that 
the solution exists (see [9], p. 616-617). For more details of the smooth choice of 
CQ(X, t), fii(x, t) to insure the existence of solution to the boundary value problem 
(2.5), (2.6), see [ll], Lemma 2.4, for a similar situation. 
For arbitrary E > 0, we may choose p > 0 smaller, if necessary, so that the 
solution of (2.5), (2.6) satisfies / v~(x, t) - si(x, t)j < E, 1 wi(x, t) - C&(x, t)j < E, 
i = 1, 2, (x, t) ~9 x [0, T]. We then apply the same procedure as in the first 
part of this proof to show that 
qx, t) < v&x, t) 
(x, t)~g x [O, T], i= 1,2. 
z&(x, t) > w&, t) 
(2.7) 
What we have in the form of di , eiri , i = 1,2, is a solution of the inequality (2.1) 
and the strict inequalities (2.2) with t E [0, T]. The first part of this proof is valid 
if we are dealing with the interval [0, T] rather than [O, co), hence 
di(X, t) < 2+(X, t) < di(x, t), (x, t) EB x [O, Tl, i=l,2. (2.8) 
Since both T and E were arbitrary, we deduce from (2.8) that (2.3) holds. 
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Remark. We shall refer to v1 , v2 as lower solutions and w1 , wz as upper solu- 
tions of the respective equations in (1.1) and initial-boundary conditions associa- 
ted with (2.2). 
LEMMA 2.2. Let (cl(x), z&(x)), with t&(x) E H2+l(@, i = 1, 2, be a solution 
of the boundary value problem. 
4ul + da + fl(ul , f41 = 0 
XEZB, 
a,du, + udb + f&l , 4 = 0 
h(X) = g,(x) >, 0, s&O on 69, i=l,2. 
(2.9) 
Suppose that Q(X) > 0 in 6, i = 1, 2, then gi(x) > 0 in 9, i = 1,2. 
Pvoof. Let w = -ill(~) e-at. Direct computation yields qAw - awlat + 
zuf,($ , is,) = 0, where f,(~; , u2) < 0. If z&(a) = 0, for 2 E 53, then ~(9, t) = 0 
for a positive t. The maximum principle (l-141, Theorem 7, p. 174) therefore 
implies that gr(x) = 0, contradicting the assumption. Consequently, ii;(x) > 0 
in 53. Similarly, we can prove az(x) > 0 in 9. 
LEMMA 2.3. Consider the boundary value problem (2.9) described in Lemma 
2.2, while we further assume tnat g,(x) > 0 on 89 and has an extension 
J( E H2fz(@, i = 1,2. Then there exists a solution (in,, c2(x)), with z&(x) E 
H2+@), 0 < i&(x) < Ki , x E a, i = I, 2. Here, KI , K, are positive constants 
satisfying a + fi(KI , 0) < 0, b +f,(O, K2) < 0, gi(x) < Ki on 63, i = 1,2. 
Proof. For each 0 < u2 < K2, the function &(x) = 0, $,(x) = KI are 
respectively lower and upper solutions of the boundary value problem alAu + 
u[a + fr(u, u2)] = 0 in 53, u = g, on 69. Similarly, $2 = 0, t/p = K, are res- 
pectively lower and upper solutions for the boundary value problem a,Au + 
u[b +fi(u, , u)] = 0 in 9, u = g, on Ss, for each 0 < u1 < KI . By [5] or [17] 
there exists a solution (or, @s(x)), with 4 E H2+l(a), 0 < &(x) < K, , i == 1,2 to 
the boundary value problem described in the lemma. By Lemma 2.2, 0 < &(x) 
in 53. 
THEOREM 2.1. Let (zz,(x), g2(x)) be an equilibrium soZution to (2.9) as described 
in Lemma 2.3 (gi > 0, with extension ii E H2+&(6), i = 1, 2). Suppose that 
for each x EB, i # j, 1 < i, j < 2, then (cl(x), t&(x)) is asymptotically stable. 
(Here, asymptotic stability is interpreted to mean that for any solution (ul(x, t), 
u,(x, t)) with ui E Hz+3J+1/2(g x [O, T]), each T > 0, i = 1,2, of the reaction 
difjusion equations (1 .I) with boundary conditions ui(x, t) = g,(x) and initial condi- 
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tiom q(x, 0) close enough to &(x) for all x E 6, i = 1, 2, one has u$(x, t) -+ z&(x) 
uniformly as t--t +co, i = 1,2.) 
Proof. Assumption (2.10) implies that there are p1 , pa close enough to 1 
with pr < 1 < p2 such that 
for each x E g, i # j, 1 < i, j < 2, where Zr is a small positive number. (Recall 
that Lemma 2.2 implies that Us > 0 in 6, i = 1, 2). We will construct 
appropriate lower and upper solutions oi , wi , i = 1,2, and apply Lemma 2.1. 
Let 
. (ii,(x) max p,s’ssl j jg Wd4 ax>) I)-‘! 
and a be a number satisfying 1 < 01 < ps , (1 - pr) (a - 1))” > G(x) for all 
x E 6. Define w, = [1 + (E - 1) e-nt] us(x) where n > 0 will be determined 
later so that ws becomes an upper solution. On the other hand define or = 
[I - (1 - /I) e-fit] q(x), where /I = 1 - min,,s(cx - 1) G(x) + Es(ol - 1) where 
0 < 2s < min,,gG(x), so p1 < p < 1. We have 
4w2 + w2P i-f&1 7 %>I - 2 
= Cl + (a - 1) e-Y %[fz(vl ,wJ - f2(% , %I + fi(vl 9%) - f&h , %)I 
+ n(a - 1) e-%a 
< [l + (a - 1) e-7 G2 [gp& 1% (VI, a,)/ (a - 1) c2e-nt 
- m& 1% (al , f&)1 (1 - fi) @Ie-“t] + n(a - 1) eP% 
< e-%a{[1 + (a - 1) e-nt] k + n(a - 1)) 
where k is a negative number, because 
(1 - 8) Is,(x) ( $&I 1% (-447 Ir,(4)/ 1 
< [(a - 1) G(x) - 4b - 111 %W ,,~f& ( g (sir,(4 %(4) 1 
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(here cl(x) = Z,(LX - 1) - ( ) u1 x max,16~l I(~!21W (%(x), ~2(x)>l > 0, for x E G). 
Choosing n to satisfy 0 < n(a - 1) < --IS, we have w, as an upper solution. 
For o1 , we have the differential inequality: 
2 [l - (1 - j?) e-nt] zTI [Ig~P9 1% (co1 , @)I (a - 1) i&e+ 
>, e-nt~I{[l - (1 - j3) e-mt] p - n(1 - p)}, 
where p is a positive number, because 
= (1 - 8) ii,(x) 1 ,,g$% G%(x)~ ilz(4) 1 + E264, 
for each x E a, t > 0, 
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(here es(x) = (Cs - Z1) (CI - 1) 1 max,ld%/W Mx)~ %WI %(x> < 0, for 
x E a, since we may reduce Zs so that 0 < Zs < ZJ. Reducing the choice of n if 
necessary, so that n( 1 - /3) < &P, we have V, as an lower solution. 
Since all the first partial derivatives of fr and fs have the same sign, we can 
interchange the role of z%r , fi with ii2 , fs respectively and construct lower and 
upper solutions v2 , wr in exactly the same manner as before. Here va , wr are 
of the form vu2 = [I - (1 - ,@ e-mt] - ( ) u2 x , wl = [l + (Z - 1) e-Tnt] cl(x) where 
/?, c?, m are chosen constants with p1 < fl < 1, 1 < Z < pe , m > 0. 
Finally, we observe that v&c, t) ---f &(x), va(x, t) --)I z&(x) from below as 
t + +co, and zur(x, t) + z?~(x), wz(x, t) - us from above as t + +a. 
Applying Lemma 2.1, we clearly have (&(x), r&(x)) as an asymptotically stable 
solution as described in the theorem. 
Remark. For the existence of a solution (IC~(X, t), us(x, t)) of the initial 
boundary value problem for equations (l.l), see e.g. [18]. 
As an example to an application of Theorem 2.1, we consider the boundary 
value problem 
au 
$ = qdu, + U,[lO - 4U, - Us] 
(x, t) E ~2 x R+, 
au 
-$ = a,Au, + u,[lO - u1 - 4u,] 
4 = g,(x), forxE89, t>O, i=1,2 
(2.11) 
where 1.5 6 g,(x) < 4. Let $r(x) = 1.5, &(x) = 4. We have u&r + &[lO - 
4+, - us] = 1.5[4 - us] > 0 for each 1.5 < us < 4, and u~O#, + #,[lO - 
4#, - us] = 4[-6 - z&j < 0 for each 1.5 ,< us < 4. Similarly, we let 
(b&r) = 1.5, &(x) = 4 and p rove as in Lemma 2.3 that there is an equilibrium 
(rir(x), z&(x)), with z&(x) E IIP+~(~), 1.5 < zZ((x) < 4, for x EB, i = 1, 2. For 
(2.1 l), ajr/au, = -4, &/&+ = -1, 8js/au, = -1, 8fs/au, = -4. Therefore 
and 
> (1.5) (4) _ 1 5 
‘o(1)- .’ 
) %W (8) &(x)7 G4) 1 * 
< ,;g, = f . 
We see that (2.10) is satisfied for i = I , j = 2. Similarly, one checks that (2.10) 
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is also satisfied for i = 2, j = 1. Theorem 2.1 then implies that (4(x), z&(x)) is 
asymptotically stable. 
For a less restrictive example, consider equation (1.1). Suppose that there 
exist positive constants 0 < R, < Kr , 0 < k, < Kg such that a + fi(KI , 0) < 0, 
b +f,(O, K,) < 0, a +f,(k, , K,) > 0, b +f,(K, , k,) > 0. Then for boundary 
values ki < QJX) < KC , i = 1,2, the boundary value problem (2.9) has an 
equilibrium solution (zir(x), z&(x)), ki < zi, < Ki , i = 1,2, as it is proved in the 
last paragraph. Let r1 = max ~(~fi/~u,) (ur , u,)j (min / afi/&, 1)-l, R, = 
min 1 8j.a/&, 1 (max / ajs/&, 1)-l, ~a = max ( ajs/au, I (min 1 afi/au, 1)-r, and 
R2 = min 1 8fi/&, 1 (max / @r/&a 1)-l; h ere max. and min. are taken over the 
rectangle {(ur , us): ki < ui < Ki , i = 1, 2). If one has KIK,ri < R,h,R, , 
i = 1,2, then Theorem 2.1 implies that (zir(x), r&(x)) is asymptotically stable. 
(Roughly speaking, the condition that 1 8f,/&, I , i # j, 1 < i, j < 2, is “small” 
compared with I af,Jau, I , k = 1,2 in the region of values of the solution will 
imply asymptotic stability.) 
3. SOME HOMOGENEOUS BOUNDARY CONDITIONS 
We next consider boundary value problems when one or both ui are held at 
zero identically on SB. It turns out that the relative sizes of the growth rates a, b 
in relation to the diffusion rates u1 , ua are important in determining the stable 
asymptotic states. Let h = A, > 0 be the principal eigenvalue of the eigenvalue 
problem 
AU + Xu =0 in 9, u=O on 69. 
THEOREM 3.1. Let u < al& . Suppose u;(x) > 0 in 9 is a solution of the 
boundary value problem 
a,Au + u[b + f,(O, u)] = 0 in 9 
u = g(x) > 0 
(3.1) 
on 69, 
where g has un extension 6 E H2fz(@, (such solution will be shown to exist). Let 
(Ul(X, 07 U2(% t)) with ui E H2+1J+z/2(6 x [0, T]), each T > 0, i = 1, 2, be a 
solution of the reaction-dz&ion equations (1.1) with initial boundary conditions 
Ul(X, 0) = e,(x) > 0, fO 
XEQ 
u2(x, 0) = e,(x) 2 0 
24,(x, t) = 0 
u,(x, t) = g(x) > 0 
(x, t) E 6.9 x [O, co) 
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where 0, , 8, , g satisfy the compatibility conditions of order 1 at t = 0 as described 
in [9], p. 319. Then (%(x, t), u&x, t)) + (0, u;(x)), as t -+ co, x EB. 
Remark. An immediate consequence is that a positive solution of (3.1) is 
unique. 
Proof. The zero function and large enough positive constant functions are 
respectively lower and upper solutions of the boundary value problem (3.1), 
therefore there exists a solution U;(X) between them. To see that ut > 0 in 9, 
we observe that w = --z&x) epbt (GO) satisfies o&w - awjat + wf,(O, uz) 
= 0, wherefs(0, u:) 6 0. By the maximum principle we see that U;(X) > 0 in d 
as in Lemma 2.2. We now proceed to apply Lemma 2.1 by constructing appro- 
priate vi , wi , i = 1, 2. Let ztr(x, t) = 0 for (x, t) ~9 x [0, co), and define 
wr(x, t) as the solution of the initial value problem 
wh + w& +fh , (31 - 2 = 0, (x, t) E =cB x (0, a), 
Wl(X, 0) = 4(x), XESB 
w,(x, t) = 0, (x, t) E 69 x [O, co). 
Existence of the solution is by 191, Theorem 4.1, p. 558. Further, by the maxi- 
mum principle for parabolic equations ([14], Theorem 7, p. 174) we have 
wr > 0 in 9 x (0, co). He now show that wr --f 0 as t -+ CO. Let a/u, < 
hi < /\r , and 9’ be a domain containing a, and 4(x) be a function satisfying 
01) + A$ = 0 in .P, # 16y, = 0, #(x) > 0 in a, sup,,9, / #(x)1 = 1. Define 
z(x, t) by wr(x, t) = z(x, t) 4(x) e-Rlt, where 01~ > 0 is chosen to satisfy 
a - qhi + 01~ < 0. We have 
W u,dz + 20, - . vz - g = -z[u - alA; + 
4 
%+.fl(wl~ ON > 0 
in &S x (0, a), z = 0 on 69 x [0, co), ,X(X, 0) > 0, $0, x E 9. The maximum 
principle implies that 0 < z(x, t) < SU~{~,(X)/$(X): x E g}, and hence 0 < 
wr(x, t) < Ke+lt for (x, t) ~a x [0, co), and some constant K. 
We now make a preliminary choice of vz(x, t) 3 0, ws(x, t) = C where C > 0 
is large enough. Lemma 2.1 implies that vr(x, t) < %(x, t) < wr(x, t) and 
0 < us(x, t) < C for (x, t) ~g x [O, 00). Also, by the equation for us(x, t) and 
the maximum principle ([14], p, 175, Remark (ii)), we have u,(x, t) > 0, 
(x, t) E$ x (0, co). To improve these estimates, we first observe that Lemma 
2.1 can readily be generalized slightly, so as to apply to solutions of (1 .l) con- 
sidered on domains of the form a x [T, co), where 7 > 0. The O’s in (2.2) are to 
bereplaced by 7’s. We next change only the choice of vs(x, t) to be identically equal 
to 6 > 0, which is sufficiently small so that aada, + v,[b +fi(w, , v2)] - %,/at 
2 0 for (x, t) 6 .Q x [Q-, co), 7 sufficiently large (this is possible since wr -+ 0 
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uniformly in x as t + co, and f,(O, 0) = 0, b > 0). Since 8fi/i3u, < 0, we have 
4w, + WJQ + fi(Wl , S)] - Sw,/at < 0 for (x, t) E 9 x [r, 00). By reducing 
the choice of S > 0, if necessary, we also have (2.2) where all the O’s are replaced 
by 7’s. The general version of Lemma 2.1 now implies that 0 < S < us(x, t) < C 
for (x, t) EG x [7, co). 
Finally, we make a last set of choice for vs and ws . We take vs(x, t) to be 
B(t) @(a (x9 q E h 9 co), where /3(t) = 1 - r@ with 7r > T, and r, s > 0 
to be chosen. We have 
for certain positive constants Ml , M, . For convenience, we make the restriction 
sir = p, a fixed number. For s (< cur) small enough, -Mre(S-al)t + M2ru.f > CY 
for each XE$, t > or, where c is a positive constant (here, no condition is 
imposed on r). Choose r, 0 < Y < ep such that (1 - ye-p) U:(X) < S for all 
x E a. Then reduce s, if necessary, so that (1 - ye-“) > s. Consequently, for 
(X, t> E 9 x [TI , co>, u,Av, + v2[b +fi(w, , v2>1 - h@t > Gre-W(~) c - ~1 
> 0; vs(x, 71) = (1 - re-P) U:(X) < S < us(x, 71) and Q(X, t) < us(x, t) on 
69 x [TI , co). Thus vs is the required lower solution on 9 X [T1 , co). 
Define ws(x, t) to be a(t) u$‘(x), (x, t) ~g X [T1 , co), where a(t) = 1 j- pemut 
with p, q to be chosen positive numbers. We have 
U&J, + w,[b +f,(O, 41 - 2 
= c~,orAu,* + au:[b + f&l, w&] + Pqeeqtu,* 
= a~~[f,(O, ML,*) -f&l, u,*)] + PfFqt4 
< cyuzkpe-Qt + pqe-‘%,* 
for some k < 0 (which can be assumed to depend on the choice of p only), for 
(x, t) E a x (7r , co). Choose p > 0 such that w,(x, 71) = (1 + pe-grl) z&x) 
> C for x E $ji; then choose q > 0 small enough so that uifk + q < 0, x E g. 
Thus, we have ws(x, t) is the required upper solution on a x [T1 , 00). 
Applying the general version of Lemma 2.1, we have 0 = or(x, t) < 11r(x, t) < 
W1(X, t), p(t) f&X) < U2(X, t) < a(t) U:(X), for (X, t) f a x [T1 , co). %Ke 
wr(x, t) -+ 0, a(t) 4 1, p(t) + 1, as t + co, the theorem is proved. 
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Remark. Analogous result is true when b < (s&r , and IQ > 0 in a is a 
solution of urdu + u[a +fi(u, O)] = 0 in 9, u =g(x) > 0 on 658. That is, we 
have (ur(x, t), us(x, t)) -+ (U?(X), 0), as t -+ co, x E a. 
THEOREM 3.2. Let a < alA, , b < a,X1 , and (ul(x, t), u,Jx, t)) with ui E 
H2+z*1+z/2(g x [0, T]), each T > 0, i = I, 2, be a solution of the reaction- 
d@usion equations (1.1) with initial boundary conditions 
%(X, 0) = d&q 2 0, i=l,2, ~63 
ut(x, t) = 0, i= 1,2, (x, t) E 69 x [O, co) 
where & , i = 1,2 satisfy the compatibility conditions of order 1 at t = 0 as 
described in [9], p. 319. Then (ul(x, t), u2(x, t)) -+ (0,O) uniformZy for x ~a, as 
t--tax. 
Proof. Let vr(x, t) = v,(x, t) = 0 for (x, t) EG x [0, GI). Define wr(x, t) 
exactly as it is in Theorem 3.1. Let w2(x, t) be the solution of the initial value 
problem 
u,Aw, + w,[b +f,(O, wz>l - 2 = 0, (2, t) E 9 x (0, co), 
W2(? 0) = c269, XE9 
w&, t) = 0, (x, t) E SC@ x [O, co). 
As for wr , we prove in the same way as in the first part of the proof in Theorem 
3.1 that w2(x, t) + 0 uniformly too, for x Ed, as t -+ co. By Lemma 2.1, the 
theorem is proved. 
In view of the last theorem, it is interesting to note that in certain cases, 
nontrivial equilibrium states exist even under the homogeneous boundary con- 
ditions ui(x, t) = 0, i = 1, 2, (x, t) c 63 x [O, cc). Suppose that 
a > 4 , b > uzX, 
and there are positive constants Kr , 15, such that 
a - 4 +f$, k) > 0 
(3.2) 
b +fdO, b2;2) ==E 0 
b--o,~~+fi(h>O0)>0 
a + fdh ,O) < 0. 
(3.3) 
(Note that this can happen when j afJ&, 1 , i # j is small compared with 
1 afJ&, 1 , 1 ,( i,j < 2), the following theorem holds. 
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THEOREM 3.3. Under assumptions (3.2) and (3.3), the boundary value problem 
u,du, + u2P + f2(% , %)I = 0 (3.4) 
Ui(X) = 0, xE69, i = 1,2 
has a solution (ulo(x), uSo(x)), with uio(x) E H2+z(@, zQ(x) > 0, for x E 9, i == I, 2. 
Proof. Let C+(X) be the principal eigenfunction for the eigenvalue problem 
Au -+ Au q = 0 in GB, u = 0 on 89, with X = X1 as the principal eigenvalue (thus 
wl(x) > 0 in 9). For K, > 0 small enough, we have qO(&,) + k,wJa + 
fXk,+ 7 u2)l = k,4a - 4, + j&w, , ~31 > 0, and 4& + &[a f fl(& , 
u2)] < 0 for 0 < u2 < ha . Also for K, > 0 small enough, we have a,d(ksw,) + 
b,[b + f2(u1 , k-4 = k24b - o,h + f2(ul , b~~fl > 0, and -,A$ + R21b +
fi(ul, &)I -c 0 for 0 < u1 < &. Thus by [5] or [17], there exists a solution 
(%o(x), uz0(4) to (3.4), with k,q(x) < uio(x) < hi , U>(X) c H2+z(6), i := 1, 2. 
Since C+(X) > 0 in 9, the theorem is proved. 
Remark (i). In the case a < uJ, and b < CT,& , let (t&(x), a,(x)) be a solution 
of the boundary value problem (3.4), with zZ,(x) > 0 in 9. The function u = 
kw,(x) satisfies a& + u[a + fi(u, a,)] = kw,[a - u,Xr + f,(kw, , G2)] < 0 in 
ZB and u = 0 on 69, for each k >, 0. Further, it is well known that &,/an -=c 0 
where rz is the outward unit normal at the boundary. Therefore, by means of 
Serrin’s sweeping principle (see e.g. [16], p. 40), we must have al(x) E 0 in a 
(i.e. corresponding to k = 0). Similarly, we have r?,(x) = 0 in 6. In view of 
Theorem 3.3, one might say that bifurcation occurs when a and b increase pass 
a,& and ~a/\~ respectively. 
Remark (ii). In the case a < a,& and b > u.J, , the boundary value problem 
(3.4) has a nontrivial solution of the form (q(x), z+(x)) = (0, ii,(x)), where 
h(x) < %(x) < K, k K are respectively small and large positive constants. 
This can be readily proved as in Theorem 3.3. 
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