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AND O-MINIMALITY
T. KAISER
Abstract
We consider the Riemann Mapping Theorem in the case of a bounded simply connected and semianalytic
domain. We show that the germ at 0 of the Riemann map (i.e. biholomorphic map) from the upper half plane
to such a domain can be realized in a certain quasianalytic class if the angle of the boundary at the point
to which 0 is mapped, is greater than 0. This quasianalytic class was introduced and used by Ilyashenko in
his work on Hilbert’s 16th problem. With this result we can prove that the Riemann map from a bounded
simply connected semianalytic domain onto the unit ball is definable in an o-minimal structure, provided that
at singular boundary points the angles of the boundary are irrational multiples of pi.
Introduction
One of the central theorems in complex analysis is the
Riemann Mapping Theorem
Let Ω $ C be a simply connected domain in the plane. Then Ω can be mapped biholomorphi-
cally onto the unit ball B(0, 1).
A nice overview of its proofs and their history can be found in Remmert [29].
‘Riemann maps’ are in general transcendental and not algebraic functions. The goal of this
paper is to show a ‘tame’ content of the Riemann Mapping Theorem. An important framework
of ‘tame’ geometry is given by the category of semialgebraic sets and functions. Semialgebraic
sets and functions have very nice finiteness properties (see Bochnak et al. [3]). A more general
framework to study sets with singularities which still exhibit a nice behaviour is given by the
category of subanalytic sets and functions (see Bierstone-Milman [2], Denef-Van den Dries
[6],  Lojasiewicz [24] and Shiota [31]). But we lose some of the finiteness properties we have
in semialgebraic geometry. These are still valid, however, if we restrict ourselves to globally
subanalytic sets and functions, i.e. to sets and functions which are subanalytic in the ambient
projective space (compare with Van den Dries [7] and Van den Dries-Miller [10]). We lose little
here since all bounded subanalytic sets are globally subanalytic.
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The question is now the following:
Given a bounded simply connected domain in the plane which is semianalytic (in R2 subanalytic
is the same as semianalytic; see the preliminary section), what can be said about the Riemann
map from the domain to the unit ball with respect to ’tame’ behaviour. Efroymson showed in
[15] that any semialgebraic and simply connected domain in the plane is Nash isomorphic to
R2. The Riemann map however, is in general not subanalytic as we will see below. It often
occurs that the category of (globally) subanalytic sets and maps is too small for concepts
from analysis. For example, solutions to ordinary differential equations with subanalytic row
data and volume of subanalytic families are in general not subanalytic. But in these two
examples the resulting functions can be realized in so-called o-minimal structures (see Comte
et al. [4] and Wilkie [33]). O-minimal structures represent an excellent ’tame’ generalization
of the category of semialgebraic or globally subanalytic sets and functions and are defined
by finiteness properties (see Van den Dries [8] and the preliminaries for more details). Under
certain conditions on the singular boundary points of the given bounded, semianalytic domain
we obtain an o-minimality result:
Theorem A
There is an o-minimal structure with the following property:
Let Ω ⊂ C be a bounded simply connected domain which is semianalytic. Suppose that the
following condition holds: if x is a singular boundary point of Ω then the angle of the boundary
at x is an irrational multiple of π. Then the Riemann map from Ω onto the unit ball (i.e. its
graph considered as a subset of R4) is definable in this o-minimal structure.
We will make the notion of angle at a boundary point more precise in the text. As applications
we obtain from Theorem A the following: working with polygons we get the definability of
the Schwarz-Christoffel maps, and working with circular polygons we get the definability of
certain ratios of hypergeometric functions in this o-minimal structure. Using general model
theory the Riemann Mapping Theorem can be transferred by Theorem A to real closed fields
of arbitrary large cardinality in a ’tame’ way (compare with Peterzil-Starchenko [26, 27] and
also with Huber-Knebusch [17] and Knebusch [22] for the development of complex analysis in
o-minimal structures on arbitrary real closed fields).
The ideas of the proof are the following: let Ω be a bounded semianalytic domain in the plane
and let ϕ : Ω→ B(0, 1) be a Riemann map (i.e. a biholomorphic map). Let x ∈ Ω. If x ∈ Ω then
ϕ is analytic in a neighbourhood of x and if x ∈ ∂Ω is a nonsingular boundary point of Ω (i.e.
the boundary is an analytic manifold at x) then ϕ has an analytic extension to a neighbourhood
of x by the Schwarz reflection principle. So the interesting (and hard) case is when x ∈ ∂Ω
is singular. Taking the inverse of ϕ and composing it with a Mo¨bius transformation (a linear
fractional map) it is an equivalent problem to consider a Riemann map Φ: H → Ω where H
denotes the upper half plane.
Given a simply connected domain D which has an analytic corner at 0 ∈ ∂D (i.e. the boundary
at 0 is given by two regular analytic arcs which intersect in an angle∢D greater than 0), Lehman
showed in [23] (see also Pommerenke [28, p.58]) that a Riemann map Φ: H→ D with Φ(0) = 0
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has an asymptotic development at 0 of the following kind:
(†) Φ(z) ∼
∞∑
n=0
anPn(log z)z
αn as z −→ 0 on H,
i.e. for each N ∈ N0 we have
Φ(z)−
N∑
n=0
anPn(log z)z
αn = o(zαN ) as z −→ 0 on H,
where αn ∈ R>0 with αn ր∞, Pn ∈ C[z] monic and an ∈ C.
Moreover, if ∢D/π ∈ R \Q, then Pn = 1 for all n ∈ N0. Note that α0 = ∢D/π and P0 = 1 for
any angle. In particular we see that the Riemann map is not subanalytic if ∢D/π ∈ R \Q. To
use this asymptotic development we want to have a quasianalytic property; we want to realize
these Riemann maps in a class of functions with an asymptotic development as in (†) such
that the functions in this class are determined by the (in general not convergent) asymptotic
expansion. Such quasianalyticity properties are key tools in generating o-minimal structures
(see [21], Van den Dries-Speissegger [11, 12] and Rolin et al. [30]; see also Badalayan [1] for
quasianalytic classes of this kind).
Exactly the same kind of asymptotic development occurs at a transition map of a real analytic
vector field on R2 at a hyperbolic singularity (see Ilyashenko [18]). Poincare´ return maps
are compositions of finitely many transition maps and are an important tool to understand
qualitatively the trajectories and orbits of a polynomial or analytic vector field on the plane.
Following Dulac’s approach (see [13]), Ilyashenko uses asymptotic properties of the Poincare´
maps to solve Dulac’s problem (the weak form of (the second part) of Hilbert’s 16th problem):
a polynomial vector field on the plane has finitely many limit cycles (see Ilyashenko [19] for an
overview of the history of Hilbert 16, part 2). One of the first steps in Ilyashenko’s proof is to
show that the transition maps at hyperbolic singularities are in a certain quasianalytic class.
Formulating his result on the Riemann surface of the logarithm (compare with the introduction
of [21] and with [21, Proposition 2.8]) he proves that the considered transition maps have a
holomorphic extension to certain subsets of the Riemann surface of the logarithm, so-called
standard quadratic domains (see Section 2 below), such that the asymptotic development holds
there.
By doing reflections at analytic arcs infinitely often we are able to extend the Riemann
map from the upper half plane to a simply connected domain with an analytic corner (at
0) to a standard quadratic domain such that the asymptotic development holds there. As a
consequence we can show the following
Theorem B
Let Ω ⊂ C be a bounded simply connected domain which is semianalytic. Let Φ: H → Ω be
a Riemann map such that 0 is mapped to a boundary point of Ω with angle different from 0.
Then Φ can be realized in the quasianalytic class of Ilyashenko described above.
Transition maps at a hyperbolic singularity exhibit a similar dichotomy of the asymptotic
development as indicated in (†), depending whether the hyperbolic singularity is resonent or
non-resonant, i.e. whether the ratio of the two eigenvalues of the linear part of the vector field at
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the given hyperbolic singularity is rational or irrational, see [13] and [21]. In [21] it is shown that
transition maps at non-resonant hyperbolic singularities are definable in a common o-minimal
structure, denoted by RQ. This is obtained by proving that the functions (restricted to the
positive line) in Ilyashenko’s quasianalytic class which have no log-terms in their asymptotic
expansion, generate an o-minimal structure RQ. Using this result we can derive Theorem A
from Theorem B (with the o-minimal structure RQ). Theorem A (and B) are also generalized
to the case of unbounded simply connected and globally semianalytic proper domains.
One may think of possible generalizations of Theorem A. In the case of angle different from
0 which is a rational multiple of π the Riemann map is realized in the quasianalytic class
of Ilyashenko by Theorem B. But so far there is no proof of o-minimality if the asymptotic
expansion has logarithmic terms. If the angle is 0 there is no asymptotic development known,
although some asymptotic behaviour is known. The proof of Theorem B could be generalized to
domains definable in other o-minimal structures (for example the o-minimal structure R∗an, see
[11]), but we lose then the dichotomy of the asymptotic development depending whether the
angle divided by π is irrational or rational, which is essential for the formulation of Theorem A
and for the application of the results in [21].
This paper is organized as follows: first, we present in a preliminary section the basic facts
about (globally) semi- and subanalytic sets, o-minimal structures, and the Riemann Mapping
Theorem which we use throughout the text. In Section 1 we rigorously define what we mean
by angle of the boundary at a boundary point of a semianalytic domain and we introduce
the concept of domains with an analytic corner. In Section 2 we introduce the quasianalytic
class established by Ilyashenko and prove Theorem B in several steps, the main one given by
domains with an analytic corner. In Section 3 we obtain Theorem A and give applications.
Notation.
By N we denote the set of natural numbers and by N0 the set of nonnegative integers. Let
a ∈ C and r > 0 . We set B(a, r) := {z ∈ C| |z − a| < r} and B(a, r) := {z ∈ C| |z − a| ≤ r},
where | | is the euclidean norm. A domain is an open, nonempty and connected set (in a
topological space). A domain in C is called simply connected if its complement has no bounded
connected components. So a bounded domain in C is simply connected iff its complement is
connected. Given an open set U of a Riemann surface we denote with O(U) the C-algebra of
holomorphic functions on U with values in C. We identify C with R2.
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Preliminaries
a) Semi- and subanalytic sets
A subset A of Rn, n ≥ 1, is called semianalytic if the following holds:
for each x0 ∈ Rn there are open neighbourhoods U, V of x0 with U ⊂ V and there are real-
analytic functions fi, gi,1, . . . , gi,k on V , 1 ≤ i ≤ ℓ, such that
A ∩ U =
⋃
1≤i≤ℓ
{x ∈ U | fi(x) = 0, gi,1(x) > 0, . . . , gi,k(x) > 0}.
A subset B of Rn, n ≥ 1, is called subanalytic if the following holds:
for each x0 ∈ Rn there is an open neighbourhood U of x0, some m ≥ n and some bounded
semianalytic set A ⊂ Rm such that B ∩ U = πn(A) where πn : Rm → Rn, (x1, . . . , xm) 7→
(x1, . . . , xn), is the projection on the first n coordinates.
A map is called semianalytic resp. subanalytic if its graph is a semianalytic resp. subanalytic
set. A set is called globally semianalytic resp. globally subanalytic if it is semianalytic resp.
subanalytic after applying the semialgebraic homeomorphism Rn →]−1, 1[n, xi 7→ xi/
√
1 + x2i ,
(or equivalently if it is semianalytic resp. subanalytic in the ambient projective space, see [7]
and [10, pp.505-506]).
Semi- and subanalytic sets exhibit nice ‘tame’ behaviour (see for example [2], [6], [24], and
[31]). One-dimensional (globally) subanalytic sets and (globally) subanalytic subsets of R2 are
(globally) semianalytic (see [2, Theorem 6.1]). A bounded semianalytic function on the positive
real line is given locally at 0 by a convergent Puiseux series
∞∑
n=0
ant
n
d for some d ∈ N (see for
example [7, p.192]).
b) O-minimal structures
O-minimal structures are axiomatically defined as follows.
For n ∈ N let Mn be a set of subsets of Rn and let M := (Mn)n∈N. Then M is called a
structure on R, if the following axioms hold for each n ∈ N:
(S1) Mn is a boolean algebra of subsets of Rn with Rn ∈Mn.
(S2) If A ∈Mn, then R×A and A× R belong to Mn+1.
(S3) {(x1, . . . , xn) ∈ Rn | x1 = xn} ∈ Mn for n > 0.
(S4) If A ∈ Mn+1, then π(A) ∈ Mn, where π : Rn+1 → Rn is the projection on the first n
coordinates.
An o-minimal structure on R is a structure M on R with the additional properties
(O0) {r} ∈ M1 for all r ∈ R.
(O1) {(x, y) ∈ R2 | x < y} ∈ M2.
(O2) The sets in M are exactly the finite unions of intervals and points.
Here < is the canonical order on R. An o-minimal structureM on R expands the field R if the
following holds:
(R1) {(x, y, z) ∈ R3 | z = x+ y} ∈ M3.
(R2) {(x, y, z) ∈ R3 | z = x · y} ∈ M3.
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A subset of Rn is called definable in the structure M on R if it belongs to Mn. A function is
definable inM if its graph is definable inM. Axiom (O2) implies that a subset of R, definable
in an o-minimal structure on R, has finitely many components. Axiom (R1) and (R2) imply
that addition and multiplication are definable in an o-minimal structure expanding the field
R.
Not only definable subsets of R have finitely many connected components, much more can be
deduced from the axioms of o-minimality: a definable subset of Rn, n ∈ N arbitrary, has finitely
many connected components that are again definable. If the o-minimal structure expands the
field R then definable sets can be definably triangulated and have a definable Ck-stratification
for any k ∈ N. Hence for a given k ∈ N, a definable function is Ck outside a definable set of
small dimension. General facts about o-minimal structures can be found in [8].
Examples of o-minimal structures on the field R:
(i) There is a ‘smallest’ (with respect to inclusion of the boolean algebras of definable sets in
any dimension) o-minimal structure on the field R denoted by (R,+, ·, <). The definable
sets are exactly the semialgebraic sets, i.e. a definable subset of Rn is a finite union of sets
of the form
{x ∈ Rn | f(x) = 0, g1(x) > 0, . . . , gr(x) > 0}
with f, g1, . . . , gr ∈ R[X1, . . . , Xn] (see [3] for more details).
Given a structure M and functions fj : Rnj → R (j is in some index set J), we denote by
M((fj)j∈J ) the ‘smallest’ structure which contains all sets definable in M and the graphs of
all functions fj .
(ii) Rexp = (R,+, ·, <, exp) where exp is the exponential function exp: R→ R>0 (see [33] for
more details).
(iii) Ran = (R,+, ·, <, (f)) where f ranges over all the restricted analytic functions. A function
f : Rn → R is called restricted analytic if the following holds:
f =

g on [−1, 1]n, g analytic on a neighbourhood
of [−1, 1]n,
0 outside [−1, 1]n.
The sets definable in Ran are exactly the globally subanalytic sets and the bounded sets
definable in Ran are exactly the bounded subanalytic sets (see [7] and [10, p.505] for more
details).
(iv) RRan = Ran((x
r)r∈R) where x
r is given by
xr : R −→ R, x 7−→
{
ar , a > 0,
0 , a ≤ 0,
(see Miller [25] for more details).
(v) Ran,exp = Ran(exp) where exp is the exponential function exp: R → R>0 (see Van den
Dries et al. [9] for more details).
(vi) R∗an, the o-minimal structure in which convergent generalized real power series are definable
(see [11] for more details).
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(vii) RQ, the o-minimal structure in which transition maps of real analytic vector fields on the
plane at non-resonant hyperbolic singularities are definable (see [21] for more details).
c) Riemann Mapping Theorem
Let Ω $ C be a simply connected domain. Then Ω can be mapped biholomorphically onto the
unit ball B(0, 1) = {z ∈ C | |z| < 1}.
Such a biholomorphic map (from a simply connected domain onto the unit ball) is not totally
unique, but the following holds (see [29, p.179]):
Uniqueness
Let a ∈ Ω. Then there is exactly one biholomorphic map ϕ : Ω → B(0, 1) with ϕ(a) = 0 and
ϕ′(a) > 0.
Examples
(i) The group of holomorphic automorphisms of the unit ball is given by
Aut B(0, 1) =
{
z 7−→ ρ z − a
az − 1
∣∣ |a| < 1, |ρ| = 1} .
(ii) Let H := {z ∈ C | Im z > 0} be the upper half plane. Then H ∼=−→ B(0, 1), z 7−→ z−i
z+i , is a
biholomorphic map onto the unit ball.
The maps from the example above are all fractional linear maps, so-called Mo¨bius transfor-
mations (see Conway [5, III. §3]). With the uniqueness result above we see that the Mo¨bius
transformations are exactly the biholomorphic maps between sets which are either balls or
open half planes. Mo¨bius transformations are semialgebraic (identifying C with R2) and are
therefore definable in every o-minimal structure (expanding the field R). A biholomorphic map
from one simply connected domain onto a second one will be here referred to as a Riemann
map. Having one Riemann map from a simply connected domain onto the unit ball you get all
of them by composing with the Mo¨bius transformations, which are automorphisms of the unit
ball.
Let Ω ⊂ C be a bounded and semianalytic domain. Then since the o-minimal structure Ran
has analytic cell decomposition (see [10, pp.508-509]), the boundary is real analytic at all but
finitely many boundary points. Given a boundary point x ∈ ∂Ω there is k ∈ N such that for
all r > 0 small enough, Ω ∩ B(x, r) consists of k connected components (each semianalytic)
such that each of them is a Jordan domain. A Jordan domain is a domain whose boundary is
a closed Jordan curve. A Jordan domain is simply connected. Let C be one of the connected
components of Ω∩B(x, r), r > 0 small. If Ω is simply connected and ϕ a Riemann map onto a
simply connected bounded and semianalytic domain Ω′, then by the Curve Selection Lemma
(see [8, p.94]) and Carathe´odory’s Prime End Theorem (see [28, Chapter 2 p.18]), ϕ has a
continuous extension to C with ϕ(C ∩ ∂Ω) ⊂ ∂Ω′.
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1. Angles and domains with an analytic corner
Let Ω be a bounded and subanalytic domain in Rn. Let x ∈ ∂Ω := Ω \ Ω. Then the germ of
Ω at x has finitely many connected components. More precisely we have the following: there
is k ∈ N such that for all sufficiently small neighbourhoods V of x the set Ω∩ V has exactly k
components having x as boundary point.
Let Ω ⊂ R2 be a bounded and semianalytic domain without isolated boundary points. Let
x ∈ ∂Ω and let C be a connected component of the germ of Ω at x. Then the germ of the
boundary of C at x is given by (the germs of) two semianalytic curves. So the interior angle
of ∂C at x, denoted by ∢xC, is well defined; it takes value in [0, 2π]. If the germ of Ω at x is
connected we write ∢xΩ.
Definition 1.1.
Let Ω ⊂ R2 be a bounded semianalytic domain without isolated boundary points.
a) A point x ∈ ∂Ω is a singular boundary point if ∂Ω is not a real analytic manifold at x.
b) We set Sing(∂Ω) := {x ∈ ∂Ω | x is a singular boundary point of ∂Ω}.
c) Let x ∈ ∂Ω. We set ∢(Ω, x) := {∢xC | C is a component of the germ of Ω at x and
x ∈ Sing(∂C)}.
Remark 1.2.
Let Ω ⊂ R2 be a bounded semianalytic domain without isolated boundary points.
a) Then Sing(∂Ω) is finite by analytic cell decomposition (see [10, pp.508-509]).
b) Let x ∈ ∂Ω. Then ∢(Ω, x) = ∅ iff x 6∈ Sing(∂C) for all components C of the germ of Ω at
x. This is especially the case if x 6∈ Sing(∂Ω).
Example 1.3.
a) We consider Ω := B(0, 1)\[− 12 , 12]. Then ∂Ω = ∂B(0, 1)∪[− 12 , 12] and Sing(∂Ω) = {− 12 , 12}.
Given x ∈ ∂B(0, 1) the germ of Ω at x has one component and we have ∢xΩ = π. Given
x ∈ ]− 12 , 12[ the germ of Ω at x has two components C1, C2, and we have ∢ xC1 = ∢xC2 =
π. For x = ± 12 the germ of Ω at x has one component C± with ∢± 12C± = 2π. Hence
∢
(
Ω,± 12
)
= {2π}.
b) We consider the simply connected domain Ω := B(1, 1) \B( 12 , 12). Then 0 ∈ Sing(∂Ω) and
the germ of Ω at 0 has two components. We have ∢(Ω, 0) = {0}.
Definition 1.4.
Let Ω $ R2 be a (not necessarily bounded) globally semianalytic domain (or equivalently,
definable in the o-minimal structure Ran) without isolated boundary points.
a) By ∂∞Ω we denote the boundary of Ω with respect to the standard topology in R2∪{∞}.
b) We set Ω′ := 1Ω ∩B(0, 1), where 1Ω :=
{
1
z
| z ∈ Ω \ {0}}.
(i) We define Sing(∂Ω) as follows: Let x ∈ ∂∞Ω. If x 6= ∞ then x ∈ Sing(∂Ω) iff x ∈
Sing(∂(Ω ∩B(0, |x|+ 1))). If x =∞ we have ∞ ∈ Sing(∂Ω) iff 0 ∈ Sing(∂Ω′).
(ii) Let x ∈ ∂∞Ω and let C be a component of the germ of Ω at x. If x 6=∞ then C is also
a germ of Ω ∩B(0, |x|+ 1) at x and we define ∢xC as in Remark 1.2. If x =∞ we set
∢∞C := ∢0C
′ with C′ := 1
C
∩B(0, 1).
THE RIEMANN MAPPING THEOREM FOR SEMIANALYTIC DOMAINS AND O-MINIMALITY 9
(iii) Let x ∈ ∂∞Ω. If x 6= ∞ we set ∢(Ω, x) := ∢(Ω ∩ B(0, |x| + 1)). If x = ∞ we set
∢(Ω,∞) := ∢(Ω′, 0).
Let Ω be a semianalytic and simply connected bounded domain. Let Φ: H→ Ω be a Riemann
map. By Carathe´odory’s Prime End Theorem we know that Φ has a continuous extension to
H (see part c) of the preliminary section). Let x := Φ(0) ∈ ∂Ω. Then there is a component C
of the germ of Ω at x such that the germ of H at 0 is mapped conformally to C by Φ. We say
that 0 is mapped by Φ to x with attached angle ∢xC.
Definition 1.5 (compare with [23]).
We say that a domain D ⊂ C with 0 ∈ ∂D has an analytic corner (at 0) if the boundary of D
at 0 is given by two analytic arcs which are regular at 0 and if D has an interior angle greater
than 0. More precisely, the following holds:
There are holomorphic functions ϕ(1), ϕ(2) ∈ O(B(0, 1)) with ϕ(1)(0) = ϕ(2)(0) = 0 and ϕ′(1)(0)·
ϕ′(2)(0) 6= 0 such that with Γ1 := ϕ(1)([0, 1[) and Γ2 := ϕ(2)([0, 1[) the following holds:
a) ∂D ∩B(0, r) = (Γ1 ∪ Γ2) ∩B(0, r) for some r > 0.
b) The interior angle ∢D ∈ [0, 2π] of ∂D at 0 is greater than 0.
Note that possibly Γ1 = Γ2 if ∢D = 2π. Otherwise we may assume that Γ1 ∩ Γ2 = {0}.
Remark 1.6.
Let D ⊂ C be a simply connected domain with an analytic corner at 0 ∈ ∂D. Let Φ: H→ D be
a Riemann map. Again by Carathe´odory’s Prime End Theorem (see part c) of the preliminary
section) we get the following: the inverse Φ−1 has a continuous extension to the boundary ∂D
in a neighbourhood of 0 ∈ ∂D with Φ−1(0) =: x ∈ ∂H and Φ has a continuous extension to
the boundary ∂H in a neighbourhood of x ∈ ∂H with Φ(x) = 0. Choosing an automorphism
τ of H (a certain Mo¨bius transformation) which maps 0 to x and replacing Φ by Φ ◦ τ we can
assume that Φ(0) = 0. Renaming the indices i = 1, 2 from Definition 1.5 we can assume that
the germ of R≥0 at 0 is mapped by Φ to the germ of Γ1 at 0 and that the germ of R≤0 at 0 is
mapped by Φ to the germ of Γ2 at 0. We say that the positive direction is mapped to Γ1 and
the negative direction is mapped to Γ2.
2. Riemann maps at semianalytic domains and a quasianalytic class of
Ilyashenko
Lehman showed in [23] that the Riemann map has an asymptotic development at an analytic
corner (see also [28, p.58]; Wigley [32] showed the existence of asymptotic development for
more general corners). We introduce the series which occur as asymptotic expansions.
Definition 2.1 (compare with [21, Section 1]).
Let z be an indeterminate. A generalized log-power series in z is a formal expression g(z) =∑
α∈R≥0
aαPα(log z)z
α with aα ∈ C and Pα ∈ C[z]\{0} monic with P0 = 1 such that the support
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of g, defined as supp(g) := {α ∈ R≥0 | aα 6= 0}, fulfils the following condition: for all R > 0
the set supp(g) ∩ [0, R] is finite. We write C[[z∗]]ωlog for the set of generalized log-power series.
For g ∈ C[[z∗]]ωlog we set ν(g) := min supp(g). By C[[z∗]]ω we denote the subset of C[[z∗]]ωlog
consisting of all g ∈ C[[z∗]]ωlog with Pα = 1 for all α ∈ R≥0. By C[[z∗]]ω,finlog (resp. C[[z∗]]ω,fin)
we denote the set of all g ∈ C[[z∗]]ωlog (resp. C[[z∗]]ω) with finite support.
Convention. From now on we omit the superscript ω.
Remark 2.2.
a) The set C[[z∗]]log is in a natural way a C-algebra with C[[z∗]] as subalgebra.
b) Interpreting log as the principal branch of the logarithm, i.e. as log : C \ R≤0 → C, z 7→
log |z|+ iArgz, (with Arg(z) ∈]−π, π[ the standard argument) and zα as the power function
zα : C \ R≤0 → C, z 7→ exp(α log z), we get that g ∈ O(C \ R≤0) if g ∈ C[[z∗]]finlog.
Definition 2.3.
Let f ∈ O(H) and let g = Σ aαPα(log z)zα ∈ C[[z∗]]log. We say that f has asymptotic
expansion g on H and write f ∼H g, if for each R > 0
f(z)−
∑
α≤R
aαPα(log z)z
α = o(|z|R) as |z| −→ 0 on H.
Note that g is unique.
Fact 2.4 (see Lehman [23, Theorem 1]).
Let D be a simply connected domain with an analytic corner and let Φ: H→ D be a Riemann
map with Φ(0) = 0. Then there is g ∈ C[[z∗]]log such that f ∼H g. If ∢D/π ∈ R \ Q then
g ∈ C[[z∗]].
In the above situation we have with α := ∢D/π that supp(g) ⊂ N0 + Nα, that ν(g) = α and
that Pν(g) = 1. Moreover, by Remark 1.6 the Riemann map has a continuous extension to the
boundary of H near 0. The estimates of Definition 2.3 then hold on H∩B(0, r) for some r > 0
(with the continuous extension of the logarithm and the power functions to H respectively),
see [23, Section 4].
We want to realize the Riemann map in the quasianalytic class used by Ilyashenko in his work
on Hilbert 16. For this we have to consider holomorphic functions on the Riemann surface of
the logarithm (compare with [21, Section 2]):
Definition 2.5.
We define the Riemann surface of the logarithm L in polar coordinates by L := R>0 × R.
Then L is a Riemann surface with the isomorphic holomorphic projection map log : L → C,
(r, ϕ) 7→ log r + iϕ. For z = (r, ϕ) ∈ L we define the absolute value by |z| := r and the
argument by arg z := ϕ. For r > 0 we set BL(r) := {z ∈ L | |z| < r}. We identify C \ R≤0
with R>0×] − π, π[⊂ L via polar coordinates. Let α ≥ 0. We define the power function zα as
zα : L → C, z = (r, ϕ) 7→ exp(α log z). For each real ρ > 0, the map p : L → L is defined by
pρ(r, ϕ) := (rρ, ρϕ), and the map m : L2 → L is defined by m((r1, ϕ1), (r2, ϕ2)) := (r1r2, ϕ1 +
ϕ2) (see [21, Section 4]).
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Definition 2.6.
A domain W ⊂ L of the Riemann surface of the logarithm is a standard quadratic domain if
there are constants c, C > 0 such that
W =
{
(r, ϕ) ∈ L ∣∣ 0 < r < c exp(−C√|ϕ|)} .
A domain is called a quadratic domain if it contains a standard quadratic domain.
Definition 2.7.
Let U ⊂ L be a quadratic domain, let f ∈ O(U) and let g = ∑
α≥0
aαPα(log z)z
α ∈ C[[z∗]]log.
We say that f has asymptotic expansion g on U and write f ∼U g, if for each R > 0 there is
a quadratic domain UR ⊂ U such that
f(z)−
∑
α≤R
aαPα(log z)z
α = o(|z|R) as |z| −→ 0 on UR.
We write Tf := g. ByQlog(U) we denote the set of all f ∈ O(U) with an asymptotic expansion.
By Q(U) we denote the subset of all f ∈ Qlog(U) with Tf ∈ C[[z∗]].
Remark 2.8.
a) Logarithm and power functions on L extend logarithm and power functions on C \ R≤0
(compare with Remark 2.2). Given g ∈ C[[z∗]]finlog we get that g ∈ O(L). Especially in the
situation of Definition 2.7 we get for R > 0 that
∑
α≤R
aαPα(log z)z
α ∈ O(L).
b) If f ∈ Qlog(U) for some quadratic domain U then there is exactly one g ∈ C[[z∗]]log with
f ∼U g; i.e. Tf is well defined.
Definition 2.9.
We define an equivalence relation ≡ on ⋃
U⊂L quadr.
Qlog(U) as follows: f1 ≡ f2 if and only if there
is a quadratic domain V ⊂ L such that f1|V = f2|V . We let Qlog be the set of all ≡-equivalence
classes. In the same way we obtain the class Q. Note that Q = Q11 in the notation of [21,
Definition 5.1, Remarks 5.2 & Definition 5.4].
Remark 2.10.
a) We will not distinguish between f ∈ ⋃
U⊂L quadr.
Qlog(U) and its equivalence class in Qlog,
which we also denote by f . Thus Qlog(U) ⊂ Qlog given a quadratic domain U ⊂ L.
b) In the same way we define Q ⊂ Qlog. We have Q(U) ⊂ Q for U ⊂ L a quadratic domain.
c) Given a quadratic domain U ⊂ L the setQlog(U) is a C-algebra with Q(U) as a subalgebra.
Also, Qlog is an algebra with Q as a subalgebra.
d) Given a quadratic domain U ⊂ L the well defined maps T : Qlog(U)→ C[[z∗]]log, f 7→ Tf ,
and T : Q(U) → C[[z∗]], f 7→ Tf , are homomorphisms of C-algebras. Also the induced
maps T : Qlog → C[[z∗]]log, f 7→ Tf , and T : Q → C[[z∗]], f 7→ Tf , are homomorphisms
of C-algebras.
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Proposition 2.11.
Let U ⊂ L be a quadratic domain. The homomorphism T : Qlog(U) → C[[z∗]]log is injective.
Therefore, the homomorphism T : Qlog → C[[z∗]]log is injective.
Proof:
See Ilyashenko [18, Theorem 2 p.23] and [21, Proposition 2.8]. 
Proposition 2.11 contains the necessary quasianalyticity we need for our o-minimality result.
We realize now the Riemann map from the upper half plane to a bounded semianalytic domain
with attached angle greater than 0 in this quasianalytic class. Theorem B gets the following
precise form:
Theorem 2.12.
Let Ω ⊂ C be a semianalytic and simply connected bounded domain. Let Φ: H → Ω be a
Riemann map such that 0 is mapped to a boundary point with attached angle ∢ greater than
0. Then there is a quadratic domain U ⊂ L such that Φ ∈ Qlog(U). If ∢ ∈ π(R \ Q) then
Φ ∈ Q(U).
We will prove this theorem in several steps, considering first domains with an analytic corner.
We obtain the extension of the Riemann map to a quadratic domain of the Riemann surface of
the logarithm by performing reflections at analytic arcs infinitely often. These reflections are
obtained by iteration, inversion and conjugation of certain holomorphic functions. To get the
desired properties of Definition 2.7 we have to control very carefully this discrete dynamical
system. Therefore we use the theory of univalent functions, especially Koebe’s 14 -Theorem
and the Growth Theorem (see for example Duren [14, Chapter 2]). To motivate the technical
statements of the upcoming proofs we give the following example for the Schwarz reflection
principle at analytic arcs (which reduces to the Schwarz reflection principle at the real line, see
[5, IX. 1.1]):
Example 2.13.
Let r > 0 and let V := H ∩ B(0, r). Let f ∈ O(V ) have the following property: f has a
continuous extension to [0, r[ and there is an injective holomorphic function ϕ : B(0, 1) → C
such that f([0, r[) ⊂ Γ := ϕ([0, 1[). Then there is some 0 < r′ ≤ r such that f has a holomorphic
extension to B(0, r′) \ R≤0, given by
f : B(0, r′) \ R≤0 −→ C, z 7−→

f(z) Im z ≥ 0,
if
ϕ(ϕ−1f(z)) Im z < 0.
Definition 2.14.
Let k ∈ N0. We define Tk := {(r, ϕ) ∈ L | 0 ≤ ϕ ≤ 2kπ}. For k ∈ N we set T ′k := {(r, ϕ) ∈
L | 2k−1π ≤ ϕ ≤ 2kπ}. Given k ∈ N0 we define the reflections τk : T ′k+1 → Tk, (r, ϕ) 7→ (r,−ϕ+
2k+1π). Note that T0 = H \ {0}, Tk+1 = Tk ∪ T ′k+1 and τk(r, 2kπ) = (r, 2kπ), τk(r, 2k+1π) =
(r, 0).
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Lemma 2.15.
a) Let k ≥ 0. Then log ◦τk = log−i2k+1π.
b) Let α > 0 and k ≥ 0. Then there is some a ∈ C∗ with |a| = 1 such that zα ◦ τk = azα.
Proof:
a) Let z = (r, ϕ) ∈ T ′k+1, k ≥ 0. Then by Definition 2.5
(log ◦τk)(r, ϕ) = log(r,−ϕ+ 2k+1π)
= log(r, ϕ)− i2k+1π.
b) Let z = (r, ϕ) ∈ T ′k+1, k ≥ 0. Then by Definition 2.5
(zα ◦ τk)(r, ϕ) = exp(α(log r + i(−ϕ+ 2k+1π))
= exp(−iα2k+1π)zα(r, ϕ).

Lemma 2.16.
Let r > 0 and let f : B(0, r)→ C be holomorphic and injective with f(0) = 0 and |f ′(0)| = 1.
Then the following holds:
a) f(B(0, r)) ⊃ B(0, r4),
b) |f(z)| ≤ 4|z| for z ∈ B(0, r2).
Proof:
a) is a consequence of Koebe’s 14 -Theorem (see [14, Theorem 2.3]) and b) is a consequence of
the Growth Theorem (see [14, Theorem 2.6]). 
Theorem 2.17.
Let D be a simply connected domain with an analytic corner. Let Φ: H → D be a Riemann
map with Φ(0) = 0. Then there is a quadratic domain U such that Φ has a holomorphic
extension to U .
Proof:
Let ϕ(1), ϕ(2) and Γ1, Γ2 be as in Definition 1.5. We may assume that the positive direction is
mapped to Γ1 and the negative direction to Γ2. Replacing ϕ(i)(z) by ϕ(i)
(
z
|ϕ′
(i)
(0)|
)
we get the
following.
There is some 0 < r ≤ 1 such that ϕ(i) : B(0, r) → C is injective, |ϕ′(i)(0)| = 1 and ∂D ∩
B
(
0, r4
)
= (Γ1 ∪ Γ2) ∩B
(
0, r4
)
.
Given k ≥ 0 we recursively define positive real numbers rk and injective holomorphic functions
ϕk ∈ O(B(0, rk)), χk ∈ O(B
(
0, rk8
)
) with ϕk(0) = χk(0) = 0 and |ϕ′k(0)| = |χ′k(0)| = 1 as
follows:
k = 0: We choose 0 < r0 ≤ r. We will specify r0 below. We take ϕ0 := ϕ(2) ∈ O(B(0, r0)) and
χ0 : B
(
0,
r0
8
)
−→ C, z 7−→ ϕ0(ϕ−10 (z)).
Note that χ0 is well defined: by Lemma 2.16 a) we know that ϕ
−1
0 ∈ O(B
(
0, r04
)
). By Lemma
2.16 b) we see that |ϕ−10 (z)| < r0 for |z| < r08 .
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k → k + 1: We take rk+1 := rk32 and ϕk+1 : B(0, rk+1)→ C, z 7→ χk(ϕ(1)(z)). We set
χk+1 : B
(
0,
rk+1
8
)
→ C, z 7→ ϕk+1(ϕ−1k+1(z)).
Note that ϕk+1 is well defined by Lemma 2.16 b) and that χk+1 is well defined by the same
argument as in the case k = 0.
By Fact 2.4 and the subsequent remark we find some t > 0 and some E > 1 such that
Φ ∈ O(H ∩B(0, t)) and |Φ(z)| ≤ E|z|α for z ∈ H ∩B(0, t) where α := ∢D/π.
For k ≥ 0 we recursively define positive real numbers tk and holomorphic functions Φk ∈ O(
◦
T k
∩BL(tk)) ∩ C0(Tk ∩BL(tk)) with Φk(0) = 0 and Φk(Tk ∩BL(tk)) ⊂ B(0, rk16 ) as follows:
k = 0: We choose 0 < t0 ≤ t such that Φ(H ∩B(0, t0)) ⊂ B(0, r016 ). We set Φ0 := Φ.
k → k + 1: We define
Φk+1 : Tk+1 ∩BL(tk) −→ C, z 7−→

Φk(z) z ∈ Tk,
if
χk(Φk(τk(z))) z ∈ T ′k+1.
Note that Φk+1 is well defined by the construction of χk and the choice of tk. Moreover, Φk+1
is a holomorphic extension of Φk. We choose 0 < tk+1 ≤ tk such that Φk+1(Tk+1∩BL(tk+1)) ⊂
B(0, rk+116 ). Note that this is possible since lim|z|→0
Φk+1(z) = 0.
So far the only condition imposed on r0 is that 0 < r0 < r. We choose now r0 so small such
that
(
r0
E·16
) 1
α ≤ t. For k ≥ 0 we set Ek := E4k. By induction on k ≥ 0 we show that we can
choose tk :=
(
rk
Ek·16
) 1
α
and that |Φk(z)| ≤ Ek|z|α for z ∈ Tk ∩BL(tk).
k = 0: By the choice of r0 we have 0 < t0 ≤ t. Moreover, |Φ0(z)| ≤ E0|z|α for z ∈ H ∩BL(t0)
by the setting. By the definition of t0 and E0 we see that |Φ0(z)| ≤ r016 for z ∈ H ∩BL(t0).
k → k + 1: We obtain, by applying Lemma 2.17 b) to χk ∈ O
(
B
(
0, rk8
))
and by the fact that
from the inductive hypothesis we have Φk(Tk∩BL(tk)) ⊂ B
(
0, rk16
)
, that for z ∈ T ′k+1∩BL(tk).
|Φk+1(z)| = |χk(Φk(τk(z)))| ≤ 4 |Φk(τk(z))| ≤ 4Ek |z|α = Ek+1|z|α.
By the definition of tk+1 and Ek+1 we obtain that |Φk+1(z)| ≤ rk+116 for z ∈ T ′k+1 ∩BL(tk+1).
Since Φk+1 coincides with Φk on Tk the claim follows from the inductive hypothesis.
By construction Φk+1 extends Φk holomorphically for all k ≥ 0. Hence Φ has a holomorphic
extension to
⋃
k≥0
Tk ∩ BL(tk). By the definition of rk and Ek we obtain some K > 1 such
that tk ≥ K−k for all k ≥ 1. For ϕ > 0 let k(ϕ) ∈ N such that 2k(ϕ)−1π ≤ ϕ ≤ 2k(ϕ)π, i.e.
R>0 × {ϕ} ⊂ T ′k(ϕ). Then there is some C > 0 such that k(ϕ) ≤ C logϕ for all ϕ > 0 large
enough. Enlarging K > 1, if necessary, we get that {(r, ϕ) ∈ L | ϕ > 0 and r ≤ K− logϕ} ⊂⋃
k≥0
Tk ∩BL(tk). Repeating the reflection process in the negative direction we see that Φ has a
holomorphic extension to some quadratic domain U since logϕ ≤ √ϕ for ϕ > 0.
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Theorem 2.18.
Let D be a simply connected domain with an analytic corner. Let Φ: H → D be a Riemann
map with Φ(0) = 0. Then there is a quadratic domain U ⊂ L such that Φ ∈ Qlog(U). If
∢D/π ∈ R \Q then Φ ∈ Q(U).
Proof:
We use the results and the notation of the previous proof. We define sk := min{tk, E−
2
α
k }.
Then Φk ∈ O(
◦
T k ∩BL(sk)) ∩ C0(Tk ∩BL(sk)) and for z ∈ Tk ∩BL(sk) we have
(1) |Φk(z)| ≤ Ek|z|α ≤ Ek|s
α
2
k | |z
α
2 | ≤ |z|α2 .
Let g =
∑
γ>0
aγPγ(log z)z
γ ∈ C[[z∗]]log with Φ ∼H g (see Fact 2.4). Given R > 0 we show
that Φ(z)− ∑
γ≤R
aγPγ(log z)z
γ = o(|z|R) as |z| → 0 on some quadratic domain UR ⊂ U which
completes the proof. We set
εR : H ∩B(0, s0)→ C, z 7→ Φ(z)−
∑
γ≤R
aγPγ(log z)z
γ .
We choose a constant SR with R < SR < min{γ ∈ supp(g) | γ > R}. Then by Fact 2.4 and
the subsequent remark there is some CR > 1 such that |εR(z)| ≤ CR|z|SR on H ∩ B(0, s0).
Shrinking SR and s0 (by shrinking the above r0) we can assume that
(2) |εR(z)| ≤ |z|SR on H ∩B(0, s0).
For k ≥ 0 we set
εR,k : Tk ∩BL(sk)→ C, z 7→ Φk(z)−
∑
γ≤R
aγPγ(log z)z
γ.
We fix R > 0 and omit this subscript when it is clear from the context.
Let
∞∑
ℓ=1
ck,ℓz
ℓ be the power series expansion of χk on B
(
0, rk8
)
, k ≥ 0. Applying Lemma 2.16 b)
and using Cauchy’s estimate (see for example [5, IV. 2.14]) we obtain that
(3) |ck,ℓ| ≤ 4
(
16
rk
)ℓ−1
for k ≥ 0 and ℓ ≥ 1.
Let m ∈ N with mα/2 > R (where α = ∢D/π). We define
hk : B
(
0,
rk
8
)
−→ C, z 7→ χk(z)−
m∑
ℓ=1
ck,ℓz
ℓ.
Claim 1: If z ∈ B(0, rk16) then
(4) |hk(z)| ≤ 4(m+ 1)
(
16
rk
)m
|z|m+1.
Proof of Claim 1:
By (3) we get
∣∣ m∑
ℓ=1
ck,ℓz
ℓ−1
∣∣ ≤ 4m on B(0, rk16). Applying the maximum principle to m∑
ℓ=1
ck,ℓz
ℓ−1
on B
(
0, rk16
)
we see that
∣∣ m∑
ℓ=1
ck,ℓz
ℓ
∣∣ ≤ 4m|z| on B(0, rk16 ) and as a consequence we obtain, again
with Lemma 2.16 b) applied to χk, that |hk(z)| ≤ 4(m+1)|z| on B
(
0, rk16
)
. Again applying the
maximum principle to hk
zm+1
on B
(
0, rk16
)
we get Claim 1.
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We introduce several auxiliary functions in (i), (ii) and (iii) below.
(i) For k ≥ 0 we define Ak ∈ C0(T ′k+1) by Ak(z) :=
∑
γ≤R
aγPγ(log(τk(z)))(τk(z))
γ .
Given k ≥ 1 we see by Lemma 2.15 that uk :=
∑
ℓ=1
ck,ℓAℓk ∈ C[[z∗]]finlog. Note that each element of
supp(uk) is a linear combination of the elements of supp(g) with positive integers as coefficients.
We write uk =
∑
γ>0
bk,γPk,γ(log z)z
γ ∈ C[[z∗]]finlog. We set
vk :=
∑
γ≤R
bk,γPk,γ(log z)z
γ, wk :=
∑
γ>R
bk,γPk,γ(log z)z
γ.
Using estimate (3) for the coefficients ck,ℓ and Lemma 2.15 for the logarithmic terms we find
some L̂ > 1 independent from k such that after shrinking S = SR > R if necessary
(5) |wk(z)| ≤ L̂k |z|S for z ∈ BL(sk) and all k ≥ 0.
(ii) For k ≥ 0 we define Qk(x, y) ∈ C[x, y] by
Qk(x, y) =
m∑
ℓ=1
ck,ℓ
 ℓ∑
j=1
(
ℓ
j
)
xjyℓ−j
 = m∑
ℓ=1
ck,ℓ((x+ y)
ℓ − xℓ).
(iii) For k ≥ 0 we define functions Ωk on Tk ∩BL(sk) as follows:
k = 0: We set Ω0 ≡ 0.
k → k + 1: We define
Ωk+1 : Tk+1 ∩BL(sk+1), z 7−→

Ωk(z) z ∈ Tk,
if
Qk(εk(τk(z)), Ak(z)) z ∈ T ′k+1.
Claim 2: For every k ≥ 0
(∗k) εk(z) = o(|z|R) as z 7→ 0 on Tk ∩BL(sk)
and
(∗∗k) |εk(z)| ≤ |Ωk(z)|+ 4(m+ 1)
(
16
rk
)m
|z|α2 (m+1) + L̂k|z|S for z ∈ Tk ∩BL(sk).
We prove Claim 2 by induction on k.
k = 0: The base case is obvious by (2) and the definition of Ω0.
k → k + 1: Since Φk+1 extends Φk and since Ωk+1 extends Ωk the claim holds for z ∈ Tk ∩
BL(sk+1). Let z ∈ T ′k+1 ∩BL(sk+1). Then
Φk+1(z) = χk(Φk(τk(z)))
=
m∑
ℓ=1
ck,ℓ (Ak(z) + εk(τk(z)))
ℓ + hk(Φk(τk(z)))
=
m∑
ℓ=1
ck,ℓ (Ak(z))
ℓ
+Qk (εk(τk(z)), Ak(z)) + hk(Φk(τk(z)))
(6) = vk(z) + wk(z) + Ωk+1(z) + hk(Φk(τk(z))).
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To show (∗k+1) and (∗∗k+1) we prove the following
Claim 3: Assuming that (∗)k holds we get that Φk+1(z) − vk(z) = o(|z|R) as z 7→ 0 on
T ′k+1 ∩BL(sk+1).
Proof of Claim 3:
Since S > R we get that wk(z) = o(|z|R) by (5). Since mα2 > R we get that hk(Φk(τk(z))) =
o(|z|R) by (1) and (4). Applying (∗k) to εk we deduce by the definition of Qk and Ak (see also
the remarks following Fact 2.4) that Ωk+1(z) = o(|z|R). This proves Claim 3 by (6).
We continue with the induction step of Claim 2. For z ∈ Tk ∩ T ′k+1 we have z = τk(z) and
Φk+1(z) = Φk(z). Therefore we conclude by applying Claim 3, using the inductive hypothesis
(∗k), and by the uniqueness of the asymptotic expansion that vk =
∑
γ≤R
aγPγ(log z)z
γ. Hence
εk+1(z) = Φk+1(z)− vk(z) = wk(z) + Ωk+1(z) + hk(Φk(τk(z))) for z ∈ T ′k+1 ∩ BL(sk+1). The
second equality holds by (6). The first equality and Claim 3 give (∗k+1). We obtain (∗∗k+1) by
the second equality and by (1), (4) and (5). So Claim 2 is proven.
By the definition of rk and by (∗∗k) we find some L > 1 independent from k such that
(7) |εk(z)| ≤
∣∣Ωk(z)∣∣+ Lk|z|T for z ∈ Tk ∩BL(sk)
where T := min
{
α
2 (m+ 1), S
}
. Note that T > R. Using estimate (3) for the coefficients ck,ℓ
and Lemma 2.15 for the logarithmic terms we can enlarge L (independently from k) such that
for all k ≥ 1 and z ∈ T ′k ∩BL(sk)
(8)
∣∣Ωk(z)∣∣ = ∣∣Qk−1
(
εk−1(τk−1(z)),
∑
γ≤R
aγPγ(log(τk−1(z)))(τk−1(z))
γ
) ∣∣
≤ Lk(|εk−1(τk−1(z))|+ |εk−1(τk−1(z))|m).
We define D0 := L and recursively Dk+1 := 3L
kDk. By induction on k ≥ 0 we show that
|εk(z)| ≤ Dk|z|T on Tk ∩BL(pk) where p0 := s0 and pk := min{sk, D−Tk−1} for k ≥ 1.
k = 0: The base case is a consequence of (2).
k → k+1: By the inductive hypothesis we have |εk(τk(z))| ≤ Dk|z|T on T ′k+1∩BL(pk). By the
definition of pk and Dk we see that |εk(τk(z))| ≤ 1 on T ′k+1 ∩ BL(pk). Using this and (8) we
obtain that
∣∣Ωk+1(z)∣∣ ≤ 2LkDk|z|T . With (7) we obtain |εk+1(z)| ≤ 3LkDk|z|T and are done.
By the definition of Dk and pk we find someM > 1 such that |εk(z)| ≤Mk2 |z|T on Tk∩BL(qk)
where qk :=M
−k2 ≤ pk, k ≥ 0. We choose R < T < T with T − T ≤ 1. We set qk :=M−
k2
T−T
and obtain on Tk ∩BL(qk)∣∣Φk(z)−∑
γ≤R
aγPγ(log z)z
γ
∣∣ = |εR,k(z)| ≤Mk2 |z|T−T |z|T ≤ |z|T .
Using a similar argument as at the end of the proof of Theorem 2.17 we find some M > 1 such
that ∣∣Φ(z)−∑
γ≤R
aγPγ(log z)z
γ
∣∣ ≤ |z|T
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on the set {(r, ϕ) ∈ L | ϕ > 0 and r < M−(log+ ϕ)
2
} where log+ ϕ := max{1, logϕ}. Repeating
the reflection process in the negative direction we see that
Φ(z)−
∑
γ≤R
aγPγ(log z)z
γ = o(|z|R) as z → 0
on some admissible domain UR ⊂ U since T > R and (logϕ)2 ≤ √ϕ eventually.
So we have proven that Φ ∈ Qlog. If ∢D/π ∈ R \ Q then the asymptotic expansion g of Φ is
an element of C[[z∗]] by Fact 2.4. The proof shows that TΦ = g and therefore Φ ∈ Q. 
Remark 2.19.
The proof of the theorem of Lehman (see Fact 2.4 and the subsequent remark) and the proofs
of the preceeding Theorems 2.17 and 2.18 show actually the following: let D be a domain with
an analytic corner, let r > 0 and let Φ: H ∩ B(0, r) → D be a holomorphic map with the
following properties:
a) Φ has a continuous extension to H ∩B(0, r) with Φ(0) = 0.
b) Φ([0, r[) ⊂ Γ1 and Φ(]− r, 0]) ⊂ Γ2.
Then there is a quadratic domain U ⊂ L such that Φ ∈ Qlog(U). If ∢D/π ∈ R \ Q then
Φ ∈ Q(U).
Proof of Theorem 2.12:
The Riemann map Φ: H → Ω maps 0 to a boundary point x ∈ ∂Ω with attached angle ∢
greater than 0. After some translation of the domain Ω we can assume that x = 0. Let C
be a simply connected and semianalytic domain such that C is representative of the germ
of Ω at 0 to which the germ of H at 0 is mapped by Φ. We choose C such that ∂C ∩ ∂Ω
consists of two semianalytic branches Γ1 and Γ2 with Γ1 ∩ Γ2 = {0}. Note that ∢0C = ∢.
Moreover, we choose C in such a way that after some rotation ρ there is a convergent Puiseux
series ψ1 : [0, δ[→ R with Γ∗1 = {(t, ψ1(t)) | 0 ≤ t < δ} where Γ∗1 := ρ(Γ1). This can be done
by analytic cell decomposition (see [10, pp.508-509]) and the fact that subanalytic functions
in one variable are given by such series (see for example [7, p.192]). There is some d ∈ N
and some convergent real power series χ1 : ] − δd, δd[→ R such that ψ1(t) = χ1(t 1d ), t ≥ 0.
Hence Γ∗1 = {(td, χ1(t)) | 0 ≤ t < δd}. We consider ϕ∗1 : B(0, δd) → C, z 7→ zd + iχ1(z).
Then ϕ∗1 ∈ O(B(0, δd)) and Γ∗1 = ϕ∗1([0, δd[). By the same argument applied to Γ2 we find
(after back-rotation and some dilatation) holomorphic functions ϕ1, ϕ2 ∈ O(B(0, 1)) with
ϕ1(0) = ϕ2(0) = 0 such that Γ1 = ϕ1([0, 1[) and Γ2 = ϕ2([0, 1[). Let m1,m2 ∈ N be such that
ϕ1(z) = z
m1ϕ̂1(z), ϕ2(z) = z
m2ϕ̂2(z) where ϕ̂1, ϕ̂2 ∈ O(B(0, 1)) and ϕ̂1(0) · ϕ̂2(0) 6= 0. We can
replace ϕ2(z) by ϕ2(z
m1) and can therefore assume that m1 divides m2.
Let r > 0 such that Φ(H ∩ B(0, r)) ⊂ C and Φ([0, r[) ⊂ Γ1, Φ(] − r, 0]) ⊂ Γ2 (we switch
1 and 2 if necessary). We apply finitely many elementary transformations to Φ and C. We
obtain functions Φ(i) and domains C(i), i = 1, 2, 3, such that C(3) is a domain with an analytic
corner. The domains C(i) allow a similar description as C. We denote the corresponding data
describing C(i) by Γ
(i)
1,2, ϕ
(i)
1,2 and m
(i)
1,2.
1) We consider Φ(1) : H ∩ B(0, r) → C(1), z 7→ Φ(z) 1m1 , where C(1) := (C) 1m1 (we take an
appropriate m1-th root of Φ and on C; note that C is simply connected). Since m1 divides
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m2 we see that C
(1) has a similar description as C but additionally m
(1)
1 = 1. Moreover,
∢0C
(1) = ∢/m1.
2) We consider (after shrinking r > 0 if necessary) Φ(2) : H∩B(0, r)→ C(2), z 7→ −(ϕ(1)1 )−1Φ(1)(z),
where C(2) := −(ϕ(1)1 )−1(C(1)). Note that ϕ(1)1 is invertible at 0 since m(1)1 = 1. We can
choose C a priori such that (ϕ
(1)
1 )
−1 ∈ O(B(0, s)) and C(1) ⊂ B(0, s) for some s > 0. We
have that Γ
(2)
1 ⊂ R≤0. Moreover, ∢0C(2) = ∢0C(1).
3) We consider Φ(3) : H ∩ B(0, r) → C(3), z 7→ ρ(Φ(2)(z))
1
m
(2)
2 , where C(3) := ρ(C(2))
1
m
(2)
2
and ρ ∈ C with |ρ| = 1 such that Γ(3)1 ⊂ R≤0. Then m(3)2 = 1. Moreover, ∢0C(3) =
∢0C
(2)/m
(2)
2 .
By construction C(3) has an analytic corner. By Theorem 2.18 and the subsequent Remark 2.19
we get that Φ(3) ∈ Qlog and Φ(3) ∈ Q if ∢ C(3) ∈ π(R\Q). We have Φ = (ϕ(1)1 (−(ρ−1Φ(3))m
(2)
2 ))m1 .
Generalizing [21, Proposition 3.9] to Qlog and using the fact that Qlog (resp. Q) is a C-algebra
(see Remark 2.10) we get that Φ ∈ Qlog and that Φ ∈ Q if Φ(3) ∈ Q. We have Φ(3) ∈ Q if
∢0C
(3)/π ∈ R \Q and the latter is the case iff ∢0C/π ∈ R \Q. 
3. Riemann maps at semianalytic domains and o-minimality
Now we are able to prove Theorem A. As mentioned in the introduction the singular boundary
points are the difficult part. We use Theorem 2.12. In [21] it was shown that the functions of
Q restricted to the real line generate an o-minimal structure, denoted by RQ. We show that
the Riemann map is definable in the o-minimal structure RQ as a two variable function. We
use polar coordinates.
Definition 3.1 (compare with [21, Definition 3.4 & Definition 4.3]).
Let λ ∈ H\{0}. We have B(|λ|, |λ|)) ⊂ L via the identification of C\R≤0 with R>0×]−π, π[⊂ L.
Let λ = |λ| eia with 0 ≤ a ≤ π. We identify B(λ, |λ|) with {(r, ϕ) ∈ L | (r, ϕ− a) ∈ B(|λ|, |λ|)}.
We set tλ : B(0, |λ|)→ B(λ, |λ|), z 7→ λ+ z, and for ρ > 0 we define rρ,λ : L×B(0, |λ|)→ L2,
(z1, z2) 7→ (z1, w2), with w2 :=m(pρ(z1), tλ(z2)) (see Definition 2.5 for the definition of p and
m).
Remark 3.2.
Let U ⊂ L2 be a 2-quadratic domain (compare with [21, Definition 2.4]) and let f ∈ Q22(U)
(compare with [21, Definition 5.1]). Let λ ∈ H \ {0}. As in [21, Proposition 4.4 & Proposi-
tion 5.15] we find some 1-quadratic domain V ⊂ L × BL(|λ|) such that r1,λ(V ) ⊂ U and the
function r1,λf := f ◦ r1,λ ∈ Q21(V ).
Theorem A gets the following precise form:
Theorem 3.3.
Let Ω ⊂ C be a bounded, semianalytic and simply connected domain. Suppose that ∢(Ω, x) ⊂
π(R \Q) for all x ∈ Sing(∂Ω). Let F : Ω→ B(0, 1) be a Riemann map. Then F is definable in
the o-minimal structure RQ.
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Proof:
We establish a local definability result: given x ∈ Ω we show that F ∣∣
B(x,r)
is definable in RQ
for some r > 0. Then we use compactness of Ω to obtain the theorem.
Let x ∈ Ω.
Case 1: x ∈ Ω. Let r := dist(x, ∂Ω). Then F |B(x,r) is real analytic, hence F |B(x, r2 ) is definable
in Ran which is a reduct of RQ.
Case 2: x ∈ ∂Ω \ Sing(∂Ω). Then the germ of Ω at x has one or two components (compare with
Example 1.3). Let C∗ be a semianalytic representative of such a component. By the Schwarz
reflection principle there is some r > 0 such that F has a holomorphic extension to B(x, r). So
F |C∗∩B(x, r2 ) is definable in Ran.
Case 3: x ∈ Sing(∂Ω). Let C be a component of the germ of Ω at x and let C∗ be a semianalytic
and simply connected domain which is a representative of C. If x 6∈ Sing(∂C∗) we can argue
as in Case 2. So we assume that x ∈ Sing(∂C∗). Then ∢xC∗ ∈ π(R \ Q) by assumption.
Let j : H → B(0, 1) be a suitable Mo¨bius transformation such that Φ := F−1 ◦ j maps the
germ of H at 0 to C. We show that there is some r > 0 such that Φ|H∩B(0,r) is definable
in RQ. By Theorem 2.12 and the assumption we have some quadratic domain U ⊂ L such
that Φ ∈ Q(U). We define f : U × U → C, (z1, z2) 7→ Φ(z2). Let a ∈ [0, π]. We consider
ga := r
1,λaf with λa := e
ia. By Remark 3.2 we get that ga ∈ Q21. We set Ga := ga(z1, ha(z2))
with ha(z) := e
i(z+a) − eia. Then Ga ∈ Q21 by [21, Proposition 5.10]. Hence there is some
ra > 0 and some quadratic domain Ua such that Ga ∈ Q21(Ua×B(0, ra)). We can assume that
Ua =
{
(r, ϕ) ∈ L | 0 < r < ca exp(−Ca
√|ϕ|)} with some positive constants ca, Ca. We define
Ga : Ua × B(0, ra) → C, (z1, z2) 7→ Ga(z1, z2) where we set z := (r,−ϕ) for z = (r, ϕ) ∈ L.
We also denote with z the complex conjugate of a complex number z. Note that Ga ∈ Q21
(compare with [21, Proposition 7.3]). We set RGa := 12 (Ga + Ga) and JGa := 12i (Ga − Ga).
Then RGa, JGa ∈ Q1,1;εa for some εa > 0 (compare with [21, Section 7]). Hence RGa and
JGa are defined on Ia := [0, εa]× [−εa, εa], and RGa|Ia and JGa|Ia are definable in RQ.
For (r, ϕ) ∈ Ia we get RGa(r, ϕ) = ReΦ(rei(ϕ+a)) = ReΦ(r cos(ϕ + a), r sin(ϕ + a)) and
JGa(r, ϕ) = ImΦ(rei(ϕ+a)) = ImΦ(r cos(ϕ + a), r sin(ϕ + a)). Since the polar coordinates are
definable in RQ we find by a compactness argument (note that a ∈ [0, π]) some r > 0, such
that Φ|H∩B(0,r) is definable in RQ. Since the Mo¨bius transformation is semialgebraic we find
some s > 0 such that F |C∗∩B(x,r) is definable in RQ. Doing this argument for the finitely many
connected components of the germ of Ω at x we obtain the claim. 
Corollary 3.4.
Let Ω $ C be a globally semianalytic and simply connected domain. Suppose that ∢(Ω, x) ⊂
π(R \ Q) for all x ∈ Sing(∂∞Ω). Let F : Ω → B(0, 1) be a Riemann map. Then F is definable
in the o-minimal structure RQ.
Proof:
We can copy the proof of Theorem 3.3. For x =∞ we work with Ω′ and 0, see Definition 1.4.

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Corollary 3.5.
Let Ω1, Ω2 $ C be globally semianalytic and simply connected domains with ∢(Ω1, x) ⊂
π(R \ Q) and ∢(Ω2, x) ⊂ π(R \ Q) for all x ∈ Sing(∂∞Ω1) and all x ∈ Sing(∂∞Ω2). Then each
biholomorphic map Ω1 → Ω2 is definable in RQ.
Remark 3.6.
We consider special cases of domains.
a) If the domain in question is a polygon P a Riemann map H → P is a so-called Schwarz-
Christoffel map (see for example Fischer-Lieb [16, p.208]). In the case of an rectangle the
Schwarz-Christoffel map is given by an elliptic integral.
For polygons we can overcome the restriction on the angles at singular boundary points
by [20, Proposition 2]: a Riemann map H→ P is definable in the o-minimal structure RRan
which is a reduct of RQ.
b) If the domain in question is a circular polygon C, then a Riemann map H → C fulfills
the Schwarz differential equation (compare with [16, Theorem VI.4.4]). The solutions to
the Schwarz differential equation are exactly quotients of independent solutions to the
hypergeometric differential equation (compare with [16, Satz VI.5.3]). Applying Theorem
3.3 we obtain that these functions are definable in RQ if ∢xC ∈ π(R \ Q) for all x ∈
Sing(∂C).
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