Abstract. A nonlinear divergence parabolic equation with dynamic boundary conditions of Wentzell type is studied. The existence and uniqueness of a strong solution is obtained as the limit of a finite difference scheme, in the time dependent case and via a semigroup approach in the time-invariant case. 
Introduction
This paper deals with the well-posedness of a nonlinear parabolic equation posed in a bounded regular domain Ω (of class C 2 , for instance) of R N , N ≥ 1, coupled with a dynamic boundary condition of reaction-diffusion type. More exactly, we study the problem y t − ∇ · β(t, x, ∇y) ∋ f, in Q := (0, T ) × Ω, (1.1) β(t, x, ∇y) · ν + y t ∋ g, on Σ := (0, T ) × Γ, (1.2)
where t ∈ (0, T ), T < ∞, x ∈ Ω, Γ is the boundary of Ω, ν is the outward normal to Γ, y t = ∂y ∂t and ∇y = ∂y ∂x i i=1,...,N .
In relation with various cases studied in this paper, certain combinations of the following hypotheses will be used:
(H 1 ) For each (t, x) ∈ Q, β : Q × R N → R N is a maximal monotone graph with respect to r on R N × R N , and it is derived from a potential j(t, x, r). The function j is continuous on Q × R N , and for each (t, x) ∈ Q, it is convex with respect to r. We denote ∂j(t, x, r) = β(t, x, r), for any r ∈ R N , t ∈ [0, T ], x ∈ Ω, (1.4) where ∂j(t, x, ·) denotes the subdifferential of j(t, x, ·), that is ∂j(t, x, r) = {w ∈ R N ; j(t, x, r) − j(t, x, r) ≤ w(r − r), ∀r ∈ R N }.
(1.5)
Moreover, there is ξ 0 ∈ C(Q; R N ) with ∇ · ξ 0 ∈ L 2 (Ω), such that ξ 0 (t, x) ∈ β(t, x, 0), ∀(t, x) ∈ Q. (1.6) (H 2 ) (strong coercivity hypothesis): there exist C i , C 0 i ∈ R, C 1 , C 2 > 0, such that where j * : Q × R N → R is the conjugate of j, defined by j * (t, x, ω) = sup r∈R N (ω · r − j(t, x, r)), for all ω ∈ R N , ∀(t, x) ∈ Q.
(1.10)
We note that (1.8) and (1.9) are equivalent with sup |r| N ; r ∈ β −1 (t, x, ω), |ω| N ≤ M ≤ W M , (1.11) sup {|ω| N ; ω ∈ β(t, x, r), 12) respectively, where M, W M , Y M are positive constants. (H 4 ) (symmetry at infinity) There exist γ 1 , γ 2 ≥ 0 such that j(t, x, r) ≤ γ 1 j(t, x, −r) + γ 2 , γ 1 > 0, γ 2 ≥ 0.
(1.13) (H 5 ) (regularity in t) There exists L > 0 such that j(t, x, r) ≤ j(s, x, r) + L |t − s| j(t, x, r), ∀t, s ∈ [0, T ], x ∈ Ω, r ∈ R N .
(1.14)
By (1.6) we see that subtracting ξ 0 ∈ β(t, x, 0) from β(t, x, r), and redefining j(t, x, r) as j(t, x, r) − j(t, x, 0), we may assume without loss of generality that j(t, x, 0) = 0, j(t, x, r) ≥ 0, j * (t, x, r) ≥ 0 for all (t, x) ∈ Q, r, ω ∈ R N .
(1.15)
The strongly coercivity hypothesis (H 2 ) includes, for instance, the situation β : Q × R N → R N , β(t, x, r 1 , ..., r N ) = (β 1 (t, x, r 1 ), ..., β N (t, x, r N )), β i (t, x, r i ) = ∂j i (t, x, r i ), i = 1, ..., N, where j i : Q × R → R are convex, continuous functions (with respect to r i ), and continuous with respect to (t, x) ∈ Q, and j : Q × R N → R is given by j(t, x, r 1 , ..., r N ) = j 1 (t, x, r 1 ) + ... + j N (t, x, r N ).
For instance, one might take j i of the form j i (t, x, r) = α i (t, x) |r| p N + κ i (t, x) log(|r| N + 1) + δ i (t, x) · r + δ More generally, we can consider instead of (1.16), a model for a diffusion process in a fractured medium, described by the parabolic problem where r i ∈ R, and H is the Heaviside multivalued function, H(s) = 0 for s < 0, H(s) = [0, 1] for s = 0, H(s) = 1 for s > 1. In fact, a discontinuous nondecreasing function r → β(t, x, r) becomes a maximal monotone multivalued function by filling the jumps at the discontinuity points r i , that is by taking β(t, x, r i ) = [β(t, x, r i − 0), β(t, x, r i + 0] and this is the natural way of treating equation (1.1) with a discontinuous β(t, x, ·). Problem (1.1)-(1.3) extends the classical Wentzell boundary condition and models various phenomena in mathematical physics, and in particular, diffusion and reactiondiffusion processes, phase-transition, image restoring with observation on the boundary. If we view E(y) = Q j(t, x, ∇y)dxdt as the energy of the system, then hypothesis (H 2 ) describes diffusion processes with coercive and differentiable energy, while (H 3 ) refers to systems with W 1,1 regular energy. For various interpretations and treatment of the dynamic boundary conditions (1.2), we refer e.g., to the works [15] , [17] , [18] , [9] , [13] , [12] . In [19] there are studied equations of the form u t − ∇ · (|∇u| p−2 ∇u) + |u| p−2 u + α 1 (x) = f in Q, with the Wentzell
Previously, in [11] and [10] there were studied problems with Wentzell boundary conditions of the form u t − ∇ · (a(|∇u| 2 )∇u) + f (u) = h 1 (x) (where a is a given nonnegative function), with the boundary condition
Compared with previous existence theory for problem (1.1)-(1.3), the novelty of the present work is two fold: the generality of the nonlinearity β, which is discontinuous (that is, multivalued) and the constructive approach based on a finite difference scheme, which permits to treat the time dependent case.
The content of the paper is the following. In Section 3 we deal with the strongly coercive case, under hypotheses (H 1 ), (H 2 ) and (H 5 ). First, we prove the existence of a time-discretization solution to (1.1)-(1.3). Due to the generality assumed for j we use a variational principle involving an appropriate minimization problem. We also prove the stability of the finite difference scheme. Then, we get the existence of a weak solution as the strong limit of the h-discretized solution, with h the time step. On the basis of some further arguments, it turns out that this solution is strong and it is unique. In Section 4 we consider the situation when j is continuous and weakly coercive only, and exhibits a symmetry at infinity, following hypotheses (H 1 ), (H 3 )-(H 5 ). The latter case which provides a strong solution in the Sobolev space W 1,1 is in particular of interest in image processing with observation on the boundary (see e.g. [3] , [5] ). In Section 5 we present an alternative semigroup approach to the existence theory when the potential j is time independent.
Notation and functional framework
In the following we denote by |·| N the Euclidian norm in R N , by |·| the norm in R, and by u · v the scalar product of u, v ∈ R N .
we denote the space of L p -Lebesgue integrable functions on Ω, with the norm · L p (Ω) . Let T > 0. We set Q := (0, T ) × Ω, Σ := (0, T ) × Γ and denote by L p (Q) and L p (Σ) the corresponding L p spaces. We denote W 1,p (Ω) the Sobolev spaces with the standard norm and H 1 (Ω) := W 1,2 (Ω). We also denote by p ′ the conjugate of p, that is 1/p + 1/p ′ = 1. We define for σ ∈ (0, 1) and p ∈ [1, +∞) the fractional Sobolev spaces
equipped with the natural norm (see, e.g., [7] , p. 314). Next, for s ∈ R, s > 1, not an integer, s = m + σ, m being the integer part of s, one defines
, ∀α with |α| = m} .
If z ∈ W 1,r (Ω), with r > 1, it follows that the trace of z on Γ, denoted by γ(z), is well defined, ,r (Γ) (see e.g., [7] , p. 315). We also have γ(z) ∈ L 1 (Γ) for z ∈ W 1,1 (Ω). For simplicity, when no confusion can be made, we still write z instead of γ(z). Everywhere in the following, the gradient operator ∇, as well as the divergence ∇· are considered in the sense of distributions on Ω.
If Y is a Banach space and 1 ≤ p ≤ ∞, we denote by 
The strongly coercive case
In this section we assume that hypotheses (H 1 ), (H 2 ), (H 5 ) hold, and p > 1. Let us define the space
Recalling the Sobolev embeddings ( [7] , p. 284),
, with continuous injections, we conclude that if z ∈ U, we have
In particular, if p ≥ 2, it follows that U ⊂ H 1 (Ω) with a dense and continuous embedding.
We mention for later use, that under assumption (1.7), one can easily deduce that
where C 3 and C 0 3 are positive constants. We also assume that
3.1 Existence and stability of the solution to the time-discretized system
We consider an equidistant partition 0 = t 0 ≤ t 1 ≤ t 2 ≤ ... ≤ t n = T of the interval [0, T ], with t i = ih for i = 1, ..., n, h = T /n, and the finite sequences {f
..,n , defined by the time averages
We consider the time discretized system
Definition 2.1. We call a weak solution to the time-discretized system (3.5)-(3.6), a set of functions {y
for some measurable function η
e. x ∈ Ω. We mention that in the third integral on the left-hand side in (3. 
Proposition 2.2 is concerned with the stability of the finite difference scheme (3.5)-(3.6).
Proposition 2.2. Let us assume (3.3) and j(0, ·, ∇y 0 ) ∈ L 1 (Ω). System (3.5)-(3.6) has a unique weak solution satisfying
where C is a positive constant, independent of h.
Γ) and consider the intermediate problem
We define b ∈ U ′ (the dual of the space U) by 17) and note that
For u ∈ U it is clear by (1.7) and (3.2) that, for t fixed,
for all measurable sections η(x) of β(t, x, ∇u(x)).
We call a weak solution to (3.16) 
e. x ∈ Ω, and
To prove that (3.16) has a solution we use a variational argument, i.e., we show that a solution to this equation is retrieved as a solution to the minimization problem Min {ϕ(u); u ∈ U} , (3.20) where ϕ :
By (1.7) and (3.18) we have
It is also easily seen that ϕ is proper, strictly convex and lower semicontinuous (l.s.c. for short) on L 2 (Ω). Let us denote by d = inf u∈U ϕ(u) and let us consider a minimizing sequence {u n } n≥1 for ϕ. Then, we have
where C is a positive constant independent of n. Therefore we can select a subsequence (n → ∞) such that
It follows that ξ = ∇u, a.e. in Ω, and so u ∈ W 1,p (Ω) with p given by (3.1). This implies
Since ϕ is convex and continuous it is also weakly l.s.c. on L 2 (Ω) and so lim inf
Passing to the limit in (3.23), as n → ∞, we get that ϕ(u) = d, as claimed. Next, we connect this solution to the solution to (3.16) . Let λ > 0 and define the variation
, for any λ > 0. Replacing the expression of ϕ, dividing by λ and letting λ → 0, we get
. By density, this extends to all ψ ∈ U. Changing ψ to −ψ and making the same calculus we obtain the converse inequality, so that in conclusion we find that the solution to (3.20) satisfies (3.19) .
Relying on this result we deduce in an iterative way that system (3.5)-(3.6) has a unique weak solution. We observe that it can be rewritten as
and
We begin with the equation To obtain the first estimate (3.10) we set ψ = y h i+1 in (3.8) and use (1.4) getting
Then, we sum up (3.26
, and obtain (since j is continuous on Q)
, where
Using a variant of the discrete Gronwall's lemma (see e.g., [8] ) we get
By the last two relations, (3.28) and (3.27) we obtain (3.10)-(3.12) and (3.15).
To get (3.13) we set ψ =
and we obtain
.
Further we use again (1.4) and sum up from i = 0 to i = m − 1 ≤ n − 1. We obtain
By (1.14) we have
Then, we compute
for h sufficiently small, h << 1/L, by (3.15) , and since y 0 ∈ U. Then, (3.31) implies (3.13)-(3.14).
Convergence of the discretization scheme
, and extend y h by continuity to the right of T as
, with δ arbitrary, δ > h. The step function y h defined by (3.32) is called an h-approximating solution to (1.1)-(1.3) (see [4] , p. 129). Also, we set, for all i = 1, ...n,
We see that η h (t, x) ∈ β(t, x, ∇y h (t)) a.e. on Q. Then, we deduce from (3.10)-(3.15) the estimates
with C independent of h. Also, (3.33) and (3.34) imply that
where p given by (3.1).
Definition 3.1. We call a weak solution to problem (
Theorem 3.2 below is the main result of this section.
3) has at least one weak solution y, which satisfies
Moreover, y is a strong solution to (1.1)-(1.3), that is
The solution y is given by
with y h defined by (3.32), r = 2 if p ≥ 2 and r = p, if p ∈ (1, 2). The solution is unique in the class of functions satisfying (3.40)-(3.43) and the
Proof. The proof is done in three steps. First, we note that if y 0 ∈ U we have j(0, ·, ∇y 0 ) ∈ L 1 (Ω). Weak solution. By (3.33)-(3.37) it follows that one can select a subsequence such that as h → 0, we have,
To prove the last two assertions we proceed by a direct calculus. For some δ > 0, we take φ ∈ M δ , where
and compute (without writing the argument x for the functions y h and φ)
In the calculus above φ(t, x) = 0 for t ∈ [T − h, T ] since we can take δ > h. Next,
where ǫ(h) → 0 as h → 0. Proceeding in the same way for the last term we get
as φ(T − h) = 0. Again by the continuity of φ we obtain that
In conclusion, all these yield
for any φ ∈ M δ . Therefore, we get, in the sense of distributions, that 
with C independent of δ, and so
) and since δ is arbitrary we infer that y ∈ W 1,2 ([0, T ]; L 2 (Ω)). Proceeding in the same way for the time differences on Γ we get that
Therefore, we obtain that
and so, finally γ(y) ∈ W 1,2 ([0, T ]; L 2 (Γ)). We deduce that ξ = ∇y a.e. on Q, by the same argument used in Proposition 2.2 and by passing to the limit in (3.37) and using the weak lower semicontinuity of the convex integrand we get j(t, ·, ∇y) ∈ L 1 (Q). The next step is to prove (3.44). A simple way to show it is to use a compactness argument in the space of vectorial functions with bounded variations on [0, T ].
We have that
, the space of functions with bounded variation
where C is a constant and P = {P = (s 0 , ..., s np ); P is a partition of [0, T ]} is the set of all partitions of [0, T ]. Indeed, if we consider an equidistant partition (e.g., with s i = t i ) we have by (3.13) that
Now, we discuss separately the cases p ≥ 2 and p ∈ (1, 2). Let p ≥ 2. By (3.48) we also have y h ∈ BV ([0, T ]; (H 1 (Ω)) ′ ). On the basis of this relation, (3.33), and since L 2 (Ω) is compact in (H 1 (Ω)) ′ we can apply the strong version of Helly theorem for the infinite dimensional case (see [6] , Remark 1.127, p. 48). We deduce that
Next, applying Lemma 5.1 in [14] , p. 58, we have that for any ε > 0 there exists a constant C ε such that
This lemma applied for w = y h (t) − y(t) yields
Integrating with respect to t on (0, T ) we obtain that
Then, the last term on the right-hand side tends to 0 as h → 0, by (3.49), and the coefficient of ε is bounded, by (3.38). Hence
dt ≤ Cε for any ε > 0, and since ε is arbitrary we get (3.44), with r = 2. Let p ∈ (1, 2). We shall prove that
. We assert that there exists a Banach space X such that L p (Ω) ⊂ X, with compact injection. For example, X = (W 1,r (Ω))
if N > r, and p ′ = r if N ≤ r). Therefore, once again by the strong Helly theorem and since y h (t) L p (Ω) ≤ C we get
Then, we apply the argument before for the triplet
⊂ X and use (3.52) and (3.38). We get
as ε → 0, whence (3.51) follows. Let us fix t ∈ [0, T ]. By (3.33), we have that on a subsequence,
and since we have either (3.49) or (3.52) we get by the limit uniqueness that ϑ(t) = y(t), a.e. on Ω. In particular, it follows that
We mention, that as h → 0,
for η h (t, x) ∈ β(t, x, ∇y h (t, x)) a.e. on Q, and so we conclude that {η h } h is bounded in (L p ′ (Q)) N . Therefore, on a subsequence, we have
and it remains to prove that η(t, x) ∈ β(t, x, ∇y(t, x)), a.e. (t, x) ∈ Q. Summing up (3.26) from i = 0 to n − 1 we get
whence, replacing the definition of y h (t) we obtain
Passing to the limit as h → 0, this yields
Now we write (3.5)-(3.6) in the following form, after replacing the functions y h i by y h , and integrating with respect to t ∈ (0, T )
for any φ ∈ C ∞ (Q), with φ(T, x) = 0. We pass to the limit as h → 0, using the convergences previously deduced and get
Taking into account that
and so we obtain
By density, this extends to all φ ∈ W 1,2 ([0, T ]; L 2 (Ω)) with ∇φ ∈ (L p (Q)) N , and in particular, for φ = y. Finally, we have got
Comparing with (3.55) we deduce that lim sup
and since the operator z → β(t, x, z) is maximal monotone in the dual pair (
we get η(t, x) ∈ β(t, x, ∇y(t, x)), a.e. on Q (see e.g., [4] , p. 41). Hence y is a weak solution to (1.1)-(1.3).
Strong solution. By (3.57) we see that
Since, we have
is well-defined (see e.g., [1] , or Theorem 1.2. in [16] ) and the following formula holds
, φ(T ) = 0 and by (3.59) we get that
After replacing (3.60) in (3.39), we obtain that
whence we obtain (3.42) in the sense of distributions and also a.e. on Σ, since, as seen earlier,
Continuous dependence on data. Let us consider two solutions y and y to (1.1)-(1.3), corresponding to the data (y 0 , f, g) and (y 0 , f , g), respectively, in the class of functions satisfying (3.40)-(3.43). We make the difference of the two equations (3.41), corresponding to these data, multiply the difference by (y − y)(t) and integrate on Ω. We get, a.e.
where η(t, x) ∈ β(t, x, ∇y(t, x)), η(t, x) ∈ β(t, x, ∇y(t, x)) a.e. (t, x) ∈ Q. Using the monotonicity of β and integrating with respect to t we get that
as claimed.
The weakly coercive case
In this section we assume that hypotheses (H 1 ), (H 3 )-(H 5 ) hold. Also, as mentioned earlier, without loss of generality we may assume (1.15). We note that here no polynomial growth or coercivity on j are assumed whatever. A standard example in this case is
where a ∈ C 1 (Q), a > 0, sgn r = r/ |r| N for r = 0, sgn 0 = {r; |r| N ≤ 1}.
On the other hand, monotone functions r → β(t, x, r) with exponential growth and symmetric at ±∞, in the sense of (1.13), are accepted by the current hypotheses.
First, we note down for later use the following simple lemma.
Then, under assumption (1.13) we have
Proof. First, we recall the relations (see e.g., [4] , p. 8)
and this yields
We write (4.2) for (−u * )
and use (1.13), obtaining
Therefore we get (4.1), as claimed.
Let us define the space
As in the previous case, we call a weak solution to problem (4.5) a function u ∈ U 1 , such that j(t, ·, ∇u) ∈ L 1 (Ω), and there exists
satisfying
with b given by (3.17) for all u ∈ U 1 . Problem (4.5) has a unique solution, namely given by the unique minimizer of the functional ϕ :
Actually, we have the equivalence between (4.5) and the minimization problem
Proposition 4.2. Problem (4.5) has a unique solution which is the minimizer of ϕ.
Proof. Let λ > 0 and consider the approximating regularized problem
where β λ is the Yosida approximation of β,
Its potential (i.e., the Moreau regularization of j) is given by
and the function j λ has the following properties
As in Proposition 2.2 we deduce that the solution to (4.10) is provided by the unique minimizer of the problem
where
otherwise. (4.15) Namely, we have, following Proposition 2.2, that in this case the weak solution u λ ∈ W 1,2 (Ω) and it satisfies
In particular for ψ = u λ , this yields
whence we obtain the estimate
(By C we denote a positive constant independent of λ.) Replacing the definition (4.12) (second line) of j λ we get
Consequently, each term on the left-hand side in (4.19) is bounded independently of λ and in particular
By (4.20), (1.8) and the Dunford-Pettis theorem we can deduce that the sequence
−1 ∇u λ , we have to show that the integrals S |z λ | N dx, with S ⊂ Ω, are equi-absolutely continuous, meaning that for every ε > 0 there exists δ such that
, where C is the constant in (4.20), and let R M be such that
Then, we select a subsequence (again denoted λ ) such that as λ → 0, we have
By (4.23), (4.24) and (4.21) we get that
By (4.2) we can write
whence, by (4.12) and (4.17), we get that
Passing to the limit in (4.20), recalling that (1 + λβ(t, x, ·)) −1 ∇u λ → ∇u * weakly, we obtain on the basis of the weak lower semicontinuity of the convex integrand that
Also, by (4.27) it follows that
This yields (by the definition (4.12) for j * λ )
Arguing as above, on the basis of (1.9) and the Dunford-Pettis theorem we deduce that the sequence {(1 + λβ −1 (t, x, ·)) −1 β λ (t, x, ∇u λ )} λ>0 is weakly compact in (L 1 (Ω)) N , and so, on a subsequence, as λ → 0, we get
Then, by (4.29) and the weak lower semicontinuity of the convex integrand we infer that
Now, we pass to the limit in (4.27), taking into account (4.19) and (4.30) and we get lim sup
Then, letting λ → 0 in (4.16) and recalling (4.1) we obtain
This is extended by density for all ψ ∈ L 2 (Ω)∩W 1,1 (Ω), γ(ψ) ∈ L 2 (Γ), and in particular for ψ = u * . We obtain
By (4.33) and (4.34) we finally obtain that lim sup
As a matter of fact, to get the latter we note that by (4.35) we have
and letting λ → 0 we get by (4.12), (4.26) and (4.13)
Since θ is arbitrary we get that η(x) ∈ ∂j(t, x, ∇u * (x)), as desired. Passing to the limit in (4.16) we get
where b is defined by (3.17) for all u ∈ U 1 . By density this extends to all
Hence u * is the weak solution to (4.5). Uniqueness of u * , as weak solution, is immediate.
Moreover, it also follows that ∇ · η ∈ L 2 (Ω).
We call a weak solution to problem (1. (4.37) and there exists η ∈ (L 1 (Q)) N , η(t, x) ∈ β(t, x, ∇y(t, x)), a.e. (t, x) ∈ Q, 1)-(1.3) , that is, it satisfies (3.41)-(3.43). Finally, y is given by
where y h is defined by (3.32). The solution is unique in the class of functions satisfying (4.37), (3.41)-(3.43).
Proof. Let us consider the time discretized system (3.5)-(3.7) whose weak solution is defined as in Definition 2.1, by replacing U by U 1 . We claim that system (3.5)-(3.6) has a unique weak solution which satisfies
where C is a positive constant, independent of h. The proof follows as in Proposition 2.2 (see (3.26)), using the hypothesis corresponding to the weakly coercive case. Next, we define y h by (3.32) and on the basis of (4.40) and (4.41) we write
By these estimates and the Dunford-Pettis compactness theorem in L 1 (Q), we can select a subsequence such that, as h → 0,
We denote X = W 1,r (Ω) with r > N. Then
. By the Helly theorem it follows that
Using again Lemma 5.1 in [6] and taking into account that
The remainder of the proof follows as in Theorem 3.2 and so it will be omitted.
Remark 4.5. The singular case β(t, x, r) ≡ ρ sgn r (which is relevant in the study of diffusion systems with singular energy) is ruled out by the present approach, but, as seen later, the corresponding problem (1.1)-(1.3) is well posed, however, in the space of functions with bounded variation on Ω.
The semigroup approach
Everywhere in the following we assume that either hypotheses (H 1 ), (H 2 ), (H 5 ), or (H 1 ), (H 3 )-(H 5 ) are satisfied. In other words, we are in one of the cases considered before: strongly coercive or weakly coercive. Moreover, we assume that β is independent of t, β ≡ β(x, r). It shall turn out that in this time-invariant case Theorems 3.2 and 4.4 can be derived by the nonlinear contraction semigroup theory which leads to sharper regularity results for the solution y. Namely, on the space X = L 2 (Ω) × L 2 (Γ), endowed with the standard Hilbertian structure, we consider the operator A : D(A) ⊂ X → X, defined by
Here, U = U in the strongly coercive case, that is under hypothesis (H 2 ) and U = U 1 in the weakly coercive case under the hypotheses (H 3 )-(H 4 ). In (5.1), by β(x, ∇u) we mean, as usually, any measurable section η of β(x, ∇u) satisfying (5.2). Then, the system
By Theorem 4.13 in [4] , p. 164, we have also in this case the following asymptotic result for the solution y to (5.3)-(5.5).
Assume that the set of equilibrium states for (1.1),
is non empty. Then, for t → ∞, we have
where y ∞ ∈ K.
Taking into account that, as easily seen by (5.6) we have
, ∀t ≥ 0, it follows by (5.7) and by the compactness of
if N > p, q = p if N ≤ p in the strongly coercive case, and q = 1 in the weakly coercive case.
In other words, the solution y is strongly convergent to an equilibrium solution y ∞ to system (5.3)-(5.5).
One of the main advantages of the semigroup approach is its flexibility to incorporate other nonlinear terms in the basic equations (5.3)-(5.4). We shall consider two such extensions. The first is the problem studied in [19] , already mentioned in Introduction, where β satisfies assumption (1.7), a i : Ω × R → R, i = 1, 2 are continuous and p ≥ 2.
Here, ∇ Γ y is the Riemannian gradient of y, that is ∇ Γ y = (∂ τ 1 y, ..., ∂ τ N−1 y), where ∂ τ i y is the directional derivative of y along the tangential directions τ i at each point on Γ (see [19] ) and u z ∈ X; u ∈ U, z = γ(u), ∃η(x) ∈ β(x, ∇u(x)) a.e. x ∈ Ω, such that
(5.12) If y → a i (x, y), i = 1, 2, are monotone (or more generally quasi-monotone, that is, λy + a i (x, y) are monotone for some λ > 0) and |a i (x, r)| ≤ C |r| q−1 , ∀r ∈ R, where q is as before, then, arguing as above, it follows that the operator A is maximal monotone in X (or quasi m-accretive if a i are quasi monotone), and in fact it is a subdifferential operator.
Then, we get for problem (5.8)-(5.10) the following existence result: let y 0 ∈ U, such that The obstacle problem Consider the following free boundary problem associated with the Wentzell boundary condition, namely, y t − ∇ · β(x, ∇y) ≥ f, y ≥ 0, in Q, (5.13) y t − ∇ · β(x, ∇y) ∋ f, in {(t, x) ∈ Q; y(t, x) > 0}, y t + β(x, ∇y) · ν ∋ g, on Σ, y(0, x) = y 0 , in Ω.
This problem can be written as d dt y(t) z(t) + A y(t) z(t) + B y(t) z(t) ∋ f (t) g(t) , a.e. t ∈ (0, T ), (5.14)
, Then, applying the general existence theory, we infer that for y 0 ∈ W 1,1 (Ω), such that y 0 ≥ 0 a.e. in Ω, and j(·, ∇y 0 ) ∈ L 1 (Ω), problem (5.14) has a unique solution y ∈ W 1,2 ([0, T ]; L 2 (Ω)). More generally, one might take instead of a a general maximal monotone graph in R × R. This case is studied in [12] .
The total variation Wentzell flow Let us consider now the singular case j(x, r) ≡ ρ |r| , r ∈ R N , or equivalently β(x, r) = ρ sgn r = As mentioned earlier, this problem is not covered by the previous weakly coercive case and, as a matter of fact, it cannot be treated in the W 1,1 (Ω) space, but in the space BV (Ω) of functions with bounded variation on Ω, that is
We recall (see e.g., [2] ) that for each u ∈ BV (Ω) there is the trace γ(u) ∈ L 1 (Γ; dH N −1 ), where dH N −1 is the Hausdorff measure on Γ, defined by
Here, ∇u (the gradient of u in the sense of distributions) is a Radon measure on Ω. Let us define the energy functional Φ :
otherwise.
It is easily seen that Φ is convex and l.s.c on X = L 2 (Ω) × L 2 (Γ). Let ∂Φ : X → X be its subdifferential. Then, for each y 0 z 0 ∈ D(Φ) and f ∈ L 2 (0, T ; L 2 (Ω)), g ∈ L 2 (0, T ; L 2 (Γ)) the problem d dt y z (t) + ξ η (t) = f g (t), a.e. t ∈ (0, T ), (5.18) ξ(t) η(t) ∈ ∂Φ y(t) z(t) , a.e. t ∈ (0, T ), (5.19) to X is maximal monotone in X × X. Then, Theorem 5.2 remains true in the present situation.
