Motivated by the discovery of apparent Edgeworth Cycles in many retail gasoline markets, this paper extends the Maskin & Tirole [1988] theory of Edgeworth Cycles to a wide range of more complicated and realistic settings. Taking a computational approach to search for Markov Perfect Equilibria, I examine models involving duopoly and triopoly, differentiation, capacity constraints, and different sharing rules, discount factors and initial beliefs about price leading behavior. I find Edgeworth Cycles in equilibrium in many scenarios outside the homogenous-good Bertrand mold. Cycle characteristics and average markups depend on the scenario.
Introduction
Several authors have recently documented an interesting price cycling phenomenon in many retail gasoline markets in Canada. The price cycles are highfrequency, tall relative to marginal costs and sharply asymmetric. These authors (Noel[2003a] , Noel[2003b] , Eckert[2003] ) argue the cycles both appear and behave very similar to the Edgeworth Cycles of Maskin & Tirole[1988] .
To see the visual similarity between the empirical and theoretical cycles, [1988] . Figure 1 shows retail prices for a representative major branded station and a representative independent along with the wholesale price for the city of Toronto during 2001. The interval between consecutive data points is just 12 hours. The graph clearly shows the asymmetry in price movements. When a station increases price, it does so by 13% on average and as much as 25%. Two consecutive increases are effectively non-existent. Yet other stations respond to a competitor increase almost immediately. In contrast, when prices decrease, they do so by less than 2% per period and the overall decrease is spread out over many periods. The pricing pattern is similar to that of Figure 2, which shows the path of the market price in a theoretical Edgeworth Cycle. 1 I refer the reader to the abovementioned papers for further evidence that the cycles behave consistent with the theory of Edgeworth Cycles.
In this article, I turn my attention to the underlying theory. The theoretical market structure under which Edgeworth Cycles are derived is highly simplified 1 For a specific numerical example. Marginal costs in the example are zero. is important to develop the theory more fully to learn under which competitive environments we can observe Edgeworth Cycles. Conversely, we will be able to make inferences about the underlying environment in markets where these cycles are found.
To answer these questions, I extend the original theory of Edgeworth Cycles along many new dimensions. I consider models involving such real world complications as horizontal differentiation, capacity constraints, and markets with more than two firms. I also consider different assumptions about discount factors, market elasticities, and beliefs about leader-follower behavior. The main goal of this article is to see under which models (and model-specific parameter assumptions) Edgeworth Cycles can still exist in equilibrium, and how the characteristics of the cycles differ with the environment. In order to investigate so many different scenarios, I use a computational dynamic programming algorithm to search for equilibria.
The results show that Edgeworth Cycles are an equilibrium under a wide range of scenarios, not just the simple Bertrand assumption. They can easily be found in modestly differentiated goods markets. They can also easily be found in the presence of capacity constraints as long as those constraints are not very tight. Moreover, I show that cycles are not confined to duopoly settings but exist in triopoly as well. In the tripoly case, interesting coordination challenges arise. Delayed starts and even false starts in resetting cycles become a part of the equilibrium cycle process. The emergence of a price leader can help in this regard.
The shape of the Edgeworth Cycles also varies in interesting ways with the specific scenario. Variation in the aggressiveness of firms directly impacts the amplitude, period, and asymmetry of the cycles. In many scenarios, price leaders and followers emerge and impact the cycle in different ways. Therefore the cycle shape contains important information about the underlying competitive environment. Also, average markups vary dramatically across scenarios. show that capacity constraints are not a prerequisite, and one of the findings in the current article is that, contrary to Edgeworth, stronger capacity constraints make Edgeworth Cycles less likely, not more.
The paper is organized as follows. Extensions of a homogeneous-good Bertrand duopoly in section 2. The differentiated goods model appears in section 3, and the Bertrand triopoly model appears in section 4. Section 5 concludes.
Bertrand Duopoly
The basic model I consider is the following extension of Maskin & Tirole[1988] .
Two infinitely-lived profit-maximizing firms compete in a homogeneous Bertrand 6 prices. Since marginal costs are constant and known in these models, each R i does not depend on c and the expectations in V i and W i over c vanish.
From this starting point, I extend the basic model to a wide range of scenarios. Because of the number of variants, I employ a computational dynamic programming algorithm to solve for the value functions V i and W i and the best response functions R i . There is a challenge in doing this because the MPE are generally mixed strategy equilibria and an algorithm based on pure strategies will not converge. One could solve for the probability (or probabilities) analytically if one knew exactly at which opponent price (or prices) the mixing would occur, but this is not known ex ante.
To circumvent this problem, I adapt the model in such a way to ensure it always has a pure strategy equilibrium. I do this by allowing marginal costs to fluctuate within a specified band period by period. To see how this works, imagine the equilibrium in a constant marginal cost world would call for a firm to set p H with probability 1 2 and p L with probability 1 2 . I replicate this by having the firm draw a new c t from the marginal cost distribution in the current period.
If that draw is above the median, the firm in equilibrium will choose p H and if below, it will choose p L . Effectively, the current realization of marginal cost does the required "mixing". The resulting pure strategy equilibrium involves a best response for firm i, R i (p j t−1 , c t ) that depends on both p j t−1 and c t .
Given that the mixing probabilities are unknown ex ante, I choose a very fine grid of possible marginal costs (to replicate the mixing probability to within 0.00025) and a uniform distribution to cover the band evenly. While the pur-pose of including fluctuating marginal costs is to solve the "mixing problem", the resulting cost process is necessarily an abstraction. For example, current period marginal cost is assumed independent of previous draws, the distribution is assumed uniform and finally, marginal cost can change each period although any given price changes every two. These simplifications avoid significant dimensionality problems in the computation, as explained in the footnote. 5 As my purpose is to study Edgeworth Cycles under a variety of market structures, these assumptions are not important to the results. The cost band is narrow and the particular process within that band is of little importance. 5 In the current setup, V i and W i depend only on previous price and so are #p vectors, where # p is the number of points on the price grid. Adding persistence in marginal costsperhaps as a simply random walk process -means that V i and W i must each contain # p * # c elements (and must converge elementwise), where #c is the number of points on the cost grid. In examples that follow, #p is 20 but #c * #p is 40,000. Also, with any distribution other than uniform, either a greater #c would be necessary to achieve the same 0.00025 standard error, or the cost grid would have to be spaced unevenly with more points near the peak of the distribution. 6 Pakes & McGuire (1994 ), Ericson & Pakes (1995) , Pakes(2000) and others suggest techniques for reducing computational burden such as using an polynomial approximation for the value function and making efficient use of symmetry. Because of the discrete and jumpy nature of the best response functions I describe below (and resulting "waviness" of the value function), I choose to use the precise, but slow, algorithm in the text. I use symmetry between firms to reduce the burden where possible, but since most specifications are asymmetric in The key difference between this specification and previous works is that I allow for fluctuating marginal costs. In this case, I still easily find Edgeworth Cycles in equilibrium. In the figure appendix, I report the equilibrium best response functions R i (p j t−1 , c t ) in the top panel of Figure 3 and the equilibrium nature, this is of limited value.
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price paths over 40 periods in the bottom panel. to respond by raising its price only slightly instead, which I call "stepping up"
(and not observed in this example), we would see a circle only slightly above the line.
Often, firm 2 will respond to firm 1 by mixing between two or more actions (more accurately, its action depends on realized marginal cost). This is seen as multiple circles on the same vertical line. In this example, it happens at p 1 = 8 (where firm 2 mixes between undercutting to 7 and undercutting to 7 Because the price grid is discrete, the displayed best response functions are also discrete. I have, however, connected the dots in the price path figures to facilitate presentation. 4 ), p 1 = 3 or 4 (mixing between undercutting and relenting), p 1 = 2 (mixing between undercutting, matching, and relenting), and p 1 = 1 (mixing between matching and relenting). 8 Reading firm 1's best response function is similar: undercuts are represented by triangles to the left of the 45
• line, relenting and stepping up are to the right, and multiple triangles on the same horizontal line represent mixing.
Firms exhibit several interesting behaviors along the cycle. First, since the monopoly price in the static Bertrand game is 10 to 11, the first undercut from the top of the cycle is to a price substantially greater than the static monopoly price. This allows firms to operate more often through the most profitable section of the demand curve.
Second, undercutting proceeds in an orderly fashion, one notch at a time, through the most profitable prices. Then firms become more aggressive when price reaches 8. If marginal cost is high enough, a firm will aggressively undercut to 4 (and if not, it undercuts to 7 and the opponent with certainty undercuts to 4 the next period). A price of 4 opens up the possibility that the other firm will relent (setting price back to 15) the very next period. 9 Third, once prices become low, firms play an increasingly passive strategy.
Each firm would prefer not to be first to raise price since it would mean losing its turn of being the low price supplier to the market. Should price reach 1 or 2, firms often use a matching strategy, accepting a split of the market at very unprofitable prices and then passing the turn back to its opponent. Unlike the quick and certain length of the relenting phase, the length of the undercutting phase is greater and more uncertain.
Finally, relative a static Bertrand game, the average market price consumers face and firms receive in the simulations is relatively high. At 8.5, it is close to the average static monopoly price of 10.5 but off the highest static competitive price of 2.
A Price Leader and the Step-Up Strategy
In the previous example, the firms were symmetric and equally likely to relent first. But one can easily imagine situations in which otherwise symmetric firms fall into a pattern in which the same firm becomes a consistent price leader in raising prices. The leader relents first each time because it knows the follower never will; the follower never relents because it knows the leader always will. Computationally, I find this asymmetric equilibrium after making a small, random perturbation in the starting values in V i for one of the firms.
In Figure 4 , firm 1 is the consistent price leader and firm 2 is the follower.
(Note the absence of a horizontal line of circles in the upper left.)
The behaviors of the firms now differ in interesting ways that impact the shape of the cycle. Relative to the leader and to itself in the previous case, follower behavior is especially aggressive at high and moderate prices and especially passive at low prices. From the top of the cycle, its first undercut is 14 to a price very close to the static monopoly price. Since firm 1 will surely be first to relent, firm 2 has less incentive to delay the bottom of the cycle into the future and instead takes a large profit currently. Firm 2 may then undercut by as much as five notches, causing firm 1 to relent again sooner. 10 In contrast, firm 1 is less aggressive than in the previous case, preferring to undercut more slowly and relent less often.
Once prices get low, firm 2 suddenly becomes passive. In response to low prices, it may either match price or instead simply "step up" its price just above that of firm 1 (as shown by circles just above the 45 • line). Though not observed on the equilibrium path, this step up strategy is important as it guarantees the leader will relent.
The resulting cycle is more rapid, smaller in amplitude, and less asymmetric relative to the previous case.
As expected in a price game, there is a profit advantage to the follower.
Firm 2 enjoys profits 50% higher than the leader, and 24% higher than in the symmetric case. The leader's profits fall by 17%. Consumers are also better off, with an average price of 7.7, or 10% lower than in the symmetric case. 
Elasticities, Discount Factors, and Sharing Rules
To see how the aggregate elasticity of demand affects cycles, I examine a series of demand curves by changing the parameters a and b to pivot around the point 10 Undercutting to 5 yields a 2 3 probability that firm 1 will relent in the next period. Undercutting to 3 guarantees it. 11 For each symmetric equilibria, these two additional equilibria -one for each firm as the price leader -are easily found. I return to the practice of symmetric starting values hereafter.
15 (10, 10) . Cycles are easily generated for all values of a and b, consistent with the notion that the primary gain to undercutting is from stealing the existing consumer base, rather than creating new consumers. But the shapes differ. With relatively more elastic demand curves, firms are less aggressive in undercutting, more often proceeding by one notch at a time. This is because they can serve a relatively larger market at low prices and can thus be more patient during the war of attrition. The best response function and cycles for the more elastic case a = 15, b = 0.5 are shown in Figure 5 . With relatively less elastic curves, aggressive multi-notch undercutting near the bottom is more common and the cycles progress more quickly. 12 I also find Edgeworth Cycles in equilibrium for all tested pairs of discount factors δ i ∈ (0, 1). 13 Consider first the case of a common discount factor. When the discount factor is relatively lower, the first undercut from the top of the cycle will come closer to the static monopoly price. Then, since firms are less interested in hastening the next relent (and the greater profits that comes with it), undercutting proceeds more slowly, by one notch at a time even through lower prices. The downward slope of the cycle loses its concavity and becomes more linear (until matching at very low prices adds some convexity). Extended matching at low prices is more likely.
14 12 Rather than pivot around (10,10), I also simulated parallel shifts in demand and pivots around the quantity intercept (of 20) with descriptively similar results -less aggressive the more elastic. Pivoting around the price intercept yields a set of identical best response functions since the elasticity at a given price is unchanged. 13 δ i = {0.01, 0.05x, 0.99}, .x = 1..19. Even when δ i = 0, Edgeworth Cycles is still one possible type of equilibrium, since when prices are at marginal cost, a firm is indifferent across all p ≥ c. Any p > c will create a cycle.
14 It is interesting to note that while economists describe such firms (with low δ) as less patient, some non-economists may view these firms as being more patient since they routinely For example, in the case of δ i = 0.5 (not shown), the first undercut is to 11 or 12 and undercutting is always by one notch at a time down to 2. Matching or undercutting still occurs with 61% probability from a price of 2 and matching still occurs with 22% probability from 1. The cycles are thus shifted downward in price, and longer in duration. Consumers are better off: the average price is 5.8 in this scenario, 44% below the static monopoly price and 31% below the baseline δ i = 0.95 case. 15 If firms have different discount factors, the equilibrium is a mix between the asymmetric equilibria of the previous section and low discount factor equilibria discussed above. First, the most patient firm (with the highest δ) emerges as the consistent price leader and relents first every time. For example, assume this is firm 1 with δ 1 = 0.95 > δ 2 (cases not shown). Because firm 1 puts greater weight on future profits, it has the greater incentive to move prices back to the top of the cycle. From there, firm 2 undercuts to a price close to the static monopoly price -and the lower the discount factor, the closer -until at a discount factor of about δ 2 = 0.5, it undercuts directly to it. And while firm 1 undercuts by one notch at a time except near the very bottom, firm 2 plays an aggressive stategy at moderate prices, often undercutting by several notches at once. The higher firm 2's discount factor, the more it does of this, the lower its δ 2 , the less it does (choosing instead to undercut by one notch). Firm 2 turns passive at low prices, either matching or standing ready to play the step up strategy at very low prices to avoid relenting.
wait out a war of attrition longer than high-δ firms.
15 When δ i = 0.99, average price rises to 9.2, 11% higher than the δ i = 0.95 case.
Conditional on δ 1 , changing δ 2 has little effect on average prices, which is about 7.7 for δ 1 = 0.95. Although the cycle top is lower with lower δ 2 , firm 2 does not aggressively undercut from moderately high prices as much, and these effects tend to cancel out. Lower δ 1 (with δ 1 > δ 2 ) leads to lower average prices as before. Consider the extreme case of θ 1 = 1 (and δ 1 = δ 2 = 0.95), shown in Figure   6 . In this case, firm 1 captures the entire market at equal prices. Because it can earn more profit at low prices than its opponent (simply by matching), firm 1 has less incentive to relent first. Therefore firm 2 emerges as the consistent price leader, relenting to a price of 12 each time.
The undercutting phase is especially interesting. Firm 1 chooses to match relatively high prices rather than undercut them, since it can steal the market at this higher price anyway. Firm 2 continues to undercut by one notch every time (unless it relents). When price falls to 7, firm 1 then aggressively undercuts to 4 to hasten firm 2's next relent. Average price along the cycle is similar to the baseline case at 8.3. While the top of the cycle is lower, high prices are matched and in effect longer.
With θ 1 = 1 but lower discount factors, firm 1 matches through increasingly more moderate prices. When δ i = 0.5, for example (not shown), firm 2 undercuts all prices by one notch and firm 1 matches all prices down to 2 (or until firm 2 relents). The cycle is visually pleasing with a gentle downward slope that is linear through all prices, until matching adds convexity at the bottom.
Because firm 1 matches everywhere, the cycle period is longer. Average market price falls to 6.8.
For intermediate values of θ 1 ∈ (0.5, 1), firm 2 continues to be the consistent price leader and continues to undercut by one notch at a time when not relenting.
The follower firm 1 continues to aggressively undercut moderate prices to hurry firm 2's next relent. But in response to high prices, firm 1's behavior depends on θ 1 . With θ 1 closer to 0.5, firm 1 more often undercuts high prices by one notch, and with θ 1 closer to 1, it more often matches.
In summary, Edgeworth Cycles are robust to a wide range of elasticities, discount factors, sharing rules, and price leading behavior. The shape and speed of the cycles depends upon the scenario.
Capacity Constraints
Edgeworth Cycles result from a firm's short term incentive to steal market share by undercutting price. However, this incentive is diminished if the firm is capacity constrained and cannot serve the entire market at the new lower price.
Moreover, there is residual demand left over when an opponent's constraint binds so a firm may prefer a relatively high price for this reason. Many industries, including gasoline markets, have capacity constraints on at least some firms. Can Edgeworth Cycles still exist when one or more firms operate under capacity constraints? The answer is yes, provided the constraints are not too tight.
Demand is recast as
where K i is the maximum output, or capacity, of firm i. Capacities are exogeneously given. 16 Marginal cost is assumed to be c t for all units up to K i and infinity thereafter. I return to the situation where θ i = I first consider the case of equal capacities, 
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response function diagram is identical to the basecase of Figure 3 and the cycles very similar. 17 As K i falls toward 10, the undercutting phase becomes more linear and longer and the Edgeworth Cycles thus become less rapid and more asymmetric. The reason is that when a firm's capacity-constrained opponent undercuts the firm in the following period, it leaves residual demand for the firm. Having made a smaller undercut in the previous period allows the firm to serve that residual demand at a higher price. As a result, firms are more reluctant to undercut by multiple notches at once, and the undercutting phase is more linear. Because constrained firms make fewer profits at low prices, firms are more likely to relent a bit sooner as well. Relents are still to a price of 15.
In Figure 7 , I show the case of K i = 10. The sales-weighted average price in this case is 8.27, only 3% below that the baseline case. The smoother undercutting through the bottom half of the cycle tends to lower the average, but the fact that firms no longer set very low prices on the equilibrium path and the fact that the higher priced firm still makes sales tends to raise it.
Using a wide range of starting values, I find only Focal Price equilibria below
The best response functions and equilibrium price path are shown in Figure 8 for the case of K i = 9. In this case, the focal price is 7 and firms carry 28% excess capacity. The excess capacity allows firms to stand ready to undercut a price of 6 down to 5 (with positive probability) to punish defection 17 The mixing probabilities differ. 18 While I cannot claim each equilibrium to be unique, the fact that all attempted sets of starting values reach the same one suggests it that the derived equilibria may be most stable. See Maskin & Tirole (1988) for a discussion of multiple equilibria with constant marginal costs.
21 from the original focal price. From 5, firms play a war of attrition, mixing between matching or resetting the focal price.
As K i decreases below 9, there are two opposing effects on the focal price.
First, it becomes more costly to punish defections from a given focal price (by undercutting further), since a firm has less capacity. This suggests a lower focal price with lower K i (reducing the incentive to defect in the first place) and firms producing closer to capacity. 19 However, because capacities are smaller, the market-clearing price that would occur with full capacity production rises.
The former effect dominates with high K i and the latter dominates at lower K.
For example, when K i = 8, the focal price falls to 6 and excess capacity falls to 13%. Thereafter, focal prices begin to rise again, but at a relatively slower rate than if the first effect were not present. At K i = 7, the focal price is 7 although excess capacity is now only 7%. Once K i ≤ 5, excess capacity falls to zero and only the second effect remains. The focal price is then the same as the full-capacity market clearing price (p i = 10 at
For all cases (K 2 = j, j = 0..19) in which only one firm (firm 2) is constrained, I find Edgeworth Cycles in equilibrium (except K 2 = 0). The strong asymmetric shape, however, becomes less and less pronounced as the constraint on firm 2 tightens.
In all cases, the unconstrained firm 1 emerges as the consistent price leader 19 The result is similar to Benoit & Krishna (1987) and Davidson & Denekere (1990) who show that excess capacities can support higher collusive prices in pricing supergames. Also see Brock & Scheinkman (1985) , Rotemberg & Saloner (1986) , Haltiwanger & Harrington (1991) and Bagwell & Staiger (1996) for discussions of maximum sustainable cartel prices in various contexts.
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in relenting. The cost to relenting first is relatively lower for firm 1 since it will still serve residual demand in the current period at its new higher prices. Given that firm 1 will relent first, firm 2 plays a familiar strategy: undercutting less aggressively near the top, more aggressively near the bottom, and then matching or stepping up at very low prices. For K 2 ≥ 15, the best response function looks very similar to that in Figure 4 .
As constraints tighten on firm 2 from K 2 = 15 down to 6, the cycle becomes more rapid, smaller in amplitude, and less asymmetric. Since firm 1 is willing to relent sooner (since more residual demand is available), firm 2 is willing to undercut more aggressively through lower prices to hasten it. Firm 1 relents to a price closer to the monopoly price each time. In Figure 9 , I report the case of
showing the rapid, low amplitude cycle.
There is one-time discrete upward shift in cycle duration when K 2 falls from 6 to 5. The capacity constraint is now tight enough that firm 2 elects to match very high prices rather than undercut, since it can still sell to capacity when matching. Duration increases from 4 periods on average to 6. However, firm 2 is still increasingly aggressive in undercutting moderate and low prices, and cycle duration begins to decrease again as K 2 falls toward zero.
It may at first appear that the cycle is no longer present by the time K 2 = 2. Average sales-weighted prices edge up as well with lower
it is 7.3 but then rises to 9.8 when K 2 = 3 and ultimately 10.5 (the static monopoly price) when K 2 = 0.
In summary, when firms have identical capacity constraints, I find Edgeworth Cycles in equilibrium unless the constraints are too tight. I find focal prices that first fall and then rise as constraints tighten even more. When only one firm is capacity constrained, I again find Edgeworth Cycles at all constraint levels except very close to zero. The cycles become more rapid, smaller in amplitude and less asymmetric with a tighter constraint. High-price matching can also occur with relatively tight constraints. (6) where v i is the intrinstic value of the product of firm i, p i t is the price charged by firm i, and z ih is the distance in product space between consumer h's most preferred product (which may not be produced) and product of firm i. Let τ is the disutility per unit of distance between the preferred and the purchased product. 20 Since no firm will price above the intrinsic value of its product, let the top of the grid sup(
Differentiated Product Model
If the prices are low enough that all consumers make a purchase, which
If prices are high enough that not all consumers are served at those prices, then 20 For a consumer whose preferred product is at y h ∈ [0, 1], z 1h = y h and z 2h = 1 − y h .
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firm i's share is
Letting H be the total number of consumers in each period, current period profits to firm i is
which is substituted into the equations for V i and W i given above.
By construction in this model, aggregate elasticity is zero while all consumers are served, and − 2 t when not all served.
Cycles in Differentiated Markets
I find Edgeworth Cycles in equilibrium for mildly differentiated goods markets, but not for more highly differentiated goods markets. To illustrate, assume Firms undercut by one notch at a time through all prices, except from 6 and 4
where it is by two, and they may match at prices of 2 and 1. Firms relent back 21 I examine the set τ = {1 + 0.05x, 2 + x}, x = 0..10.
to 10 from prices as high as 4. (Case not shown.)
When τ > 1, the market is meaningfully differentiated in that not all consumers will switch in response to a minimum undercut. In Figure 10 , I describe the case of τ = 1.1. Edgeworth Cycles can indeed exist in mildly differentiated goods markets. Given this τ, an undercut of one notch steals an additional 45%, of the market, leaving the other firm with 5%. 22 Average sales weighted price is undercut steals an additional 40% of the market, is shown in Figure 11 . The focal price is 7. Off the equilibrium path, firms stand ready to undercut a price of 6 down to 3 (with positive probability) to punish defection from the original focal price. From 3, firms mix between matching or resetting the focal price.
As τ increases higher above 1.25 (but still below 6 when the no purchase option will become a factor), there are two opposing effects on the equilibrium focal price. First, it becomes more costly to punish defections from a given focal price since a greater undercut would be needed to have an impact. This works to reduce the sustainable focal price. However, consumers are willing to pay a higher price as products become more differentiated. The former effect dominates with lower τ and the latter dominates at higher τ . For example, when τ ≥ 2, firms no longer credibly threaten to further undercut an undercut from the focal price...only to match it with positive probability. Hence, the focal price falls to 5 when τ = 2 but then climbs back up to 7 as τ rises up to 6.
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When τ exceeds 6, firms compete against the no purchase option rather than each other and prices must fall gradually to provide zero utility to the consumer at 1 2 . Once τ ≥ 9, firms no longer serve the middle consumers in equilibrium and each sets its own monopoly price of 5 or 6 (depending on cost) thereafter. 24 Therefore, Edgeworth Cycles are robust to a small amount of product differentiation. However, we should not expect to find Edgeworth Cycles in markets that sell highly differentiated products. Focal prices are more likely.
Bertrand Triopoly
Earlier studies have focused on the duopoly Bertrand model for its analytical tractability. But can Edgeworth Cycles still exist when there are more than two firms? In this section, I show that Edgeworth Cycles are still an equilibrium outcome in a Bertrand triopoly. However, in contrast to the two firm case, coordination problems in relenting can occur. There are "delayed starts" in which following firms do not follow immediately and even "false starts" in which the relenting firm returns to the bottom when others do not follow soon enough.
In the three firm game, each firm can adjust its price every third period and its price is fixed for the following two. Firm 1 adjusts its price in period t, firm 2 23 At τ = 2, a one-notch undercut steals an additional 25% of the market. At τ = 6, it steals only 8%. 24 Recall that when all consumers are served, the monopoly price is p m = v − and is independent of τ .
28
in t + 1, and firm 3 in t + 2 before returning to firm 1 again. The value functions for firm 1 are:
The value function
is the expected future profits of firm 1 at a time t when it is firm 1's turn to adjust its price, given that firm 2 set price 
Cycles in Triopoly
I find Edgeworth Cycles continue to be an equilibrium in triopoly. An example of the market price path is given in the top panel of Figure 12 . Best response functions are not shown.
The process underlying the three-firm cycle is the same as the two firm case. If the minimum price of the other two firms are greater than 14, the third firm undercuts to 14 and captures the market. The undercut is to a price substantially greater than the monopoly price of 10 to 11.
From there, the active firm undercuts the lowest priced firm by one notch on 25 Mixing probabilities can be replicated to within 0.0025. 
Delayed and False Starts
I say "attempts to lead prices back to the top" because in contrast to the two firm case, immediate following by the other two firms is no longer guaranteed.
There can be "delayed starts" in cycle resetting, and in some instances "false starts."
A delayed start occurs when a firm must wait more than one turn (three periods) for others to follow it to the top of the cycle. The top panel of Figure   12 shows an example of a delayed start around the third peak. It is easily identified by an extended flat line at the top of the cycle. After a high cost draw and facing a minimum opponent price of 3 (previously set by firm 2), firm 3 is the first to relent to the top. But with a low cost draw in the next period, firm 1 finds it more profitable to undercut to a price of 2 rather than follow firm 3. The result is that firm 3 sits at the top of the cycle and makes no sales for two consecutive turns (six periods in all) instead of the usual one. Longer delays can also occur.
A false start occurs when a firm abandons its effort to reset prices higher altogether and returns immediately to the bottom with the other firms. Two examples of false starts are shown in the bottom panel of Figure 12 . They take on the appearance of double peaks along the price path -the first and third main peaks show false starts. (The reader will note the second peak is another example of a delayed start.)
Consider the first false start in the figure. In this case, firm 2 relents first after facing a low minimum opponent price of 3 (set by firm 1) and suffering a very high cost draw. Unfortunately for firm 2, firm 3 and then firm 1 receive favorably low cost draws in the following two periods and -rather than follow -continue to undercut each other. Had its next cost draw been high, firm 2 would have remained at the top for another turn, as occurs with a delayed start.
In this example, however, its receives a cost draw low enough that it is more profitable to abandon its position at the top of the cycle and match firm 1's price at the bottom. This action delays the resetting of the cycle but greatly increases the probability (up from zero) that the others will relent first.
In simulations, false starts occurred in 6% of all attempted relents (ie. all peaks) and delayed starts occurred in an additional 13%.
The coordination problems of delayed starts and false starts make it more 32 challenging and costly to be first to reset the cycle. As a result, firms hesitate in relenting and market prices tend to be fall closer toward the band of marginal costs. 27 This is easily seen in a comparison of Figures 3 and 12 . The average market price on the equilibrium path is now 7.2, 16% lower than in the two firm case.
When δ i = 0.63, average market price falls further to 5.51. 28 Firms undercut by only one notch even through lower prices and extended matching at prices of 1 and 2 are commonplace. False starts and delayed starts are also more common, and the delays are often two or more turns instead of one.
In summary, Edgeworth Cycles can exist in equilibrium even in a triopoly setting. They progress similar to the two firm case, except that coordination problems in cycle resetting can occur. The emergence of a consistent price leader -or more specifically a price leading order -is useful for reducing these coordination problems.
Conclusion
Prior theoretical work on Edgeworth Cycles has largely been restricted to the symmetric homogeneous-goods Bertrand duopoly case for its analytic tractability. In this article, I employ a computational approach in order to search for Edgeworth Cycles under a wide assortment of competitive models involving such real world complications as differentiated goods, capacity constraints, and 27 With lower discount factors (for example, δi = 0.5), the troughs become deeper and coordination problems become more prevalent. 28 Comparable to the δ i = 0.5 two firm case, as (0.63) 3 = (0.5) 2 .
a triopoly market structure.
In a framework that allows for fluctuating marginal costs, I show that Edgeworth Cycles can exist in many scenarios beyond the simple Bertrand mold.
They can exist in a differentiated goods market provided the differentiation is not too great. They can exist in capacity constrained markets as long as the constraints are not too tight. If differentiation is sufficiently great or capacity constraints sufficiently tight, focal prices appear instead. Edgeworth Cycles can also exist in triopoly situations, although firms deal with coordination problems -delayed starts and false starts -that do not occur in the two firm model. I also find the existence of Edgeworth Cycles is robust to assumptions about discount factors, elasticities, sharing rules, and price leading behavior. The shape of the cycle is impacted by the aggressiveness of the firms and varies across scenarios.
Therefore, the discovery of Edgeworth Cycles in a particular market and its shape carries important information about the competitive environment in that market.
This article was motivated by the discovery of apparent Edgeworth Cycles in some Canadian retail gasoline markets. This article shows that consumers may still consider gasoline as a differentiated product, but the differentiation must be relatively small. Capacity constraints on major firms can exist but cannot be too tight (the symmetric constraint case). Small independents can be very tightly constrained but still induce Edgeworth Cycles (the asymmetric constraint case) -the constraint just cannot be very close to zero.
The absence of coordination problems in these retail gasoline markets sug-gests the emergence of a consistent price leader and relenting order. Noel[2003b] argues this is true in the case of Toronto. In Figure 1 above, we observe the major firm depicted always relents before the independent and there are no false starts. We also observe that the independent exhibits follower attributes, often aggressively undercutting through moderate prices and then passively matching (or making smaller undercuts) at low prices.
This article is an important step to understanding the range of environments condusive to Edgeworth Cycle activity. Edgeworth Cycles are indeed a real and important economic phenomenon in need of more study. This is especially true as new technologies create increasingly real-time markets (in electricity, long distance telephone, internet shopping, etc.) where relatively homogenous products, frequent purchases, and low switching costs may work to generate Edgeworth Cycles in these areas. 
