Abstract. We consider the problem of estimating the density of observations taking values in classical or nonclassical spaces such as manifolds and more general metric spaces. Our setting is quite general but also sufficiently rich in allowing the development of smooth functional calculus with well localized spectral kernels, Besov regularity spaces, and wavelet type systems. Kernel and both linear and nonlinear wavelet density estimators are introduced and studied. Convergence rates for these estimators are established, which are analogous to the existing results in the classical setting of real-valued variables.
Introduction
A great deal of efforts is nowadays invested in solving statistical problems, where the data are located in quite complex domains such as on matrix spaces or surfaces (manifolds). A seminal example in this direction is the case of spherical data. Developments in this domain have been motivated by a number of important applications. We only mention here some of the statistical challenges posed by astrophysical data: denoising of signals, testing stationarity, rotation invariance or gaussianity of signals, investigating the fundamental properties of the cosmic microwave background (CMB), impainting of the CMB in zones on the sphere obstructed by other radiations, producing cosmological maps, exploring clusters of galaxies or point sources, investigating the true nature of ultra high energy cosmic rays (UHECR). We refer the reader to the overview by Starck, Murtagh, and Fadili [18] of the use of various wavelet tools in this domain.
Dealing with complex data requires the development of more sophisticated tools and statistical methods than the existing tools and methods. In particular, these tools should capture the natural topology and geometry of the application domain. In most cases the geometry of the domain is complemented by an operator that plays the role of the Laplace operator in R d . For example, on a regular manifold the Laplace-Beltrami operator plays a prominant role. These operators usually have eigenvectors which provide useful building blocks and allow for the development of wavelet type systems.
Our purpose in this article is to study the density estimation problem, namely, one observes X 1 , . . . , X n that are i.i.d. random variables defined on a space M and the problem is to find a good approximation to the common density function.
We assume that M is a doubling metric measure space equipped with a positive self-adjoint operator L whose heat kernel has Gaussian localization and the Markov property. This setting is quite general but at the same time is sufficiently rich in allowing the development of smooth functional calculus with well localized spectral kernels, Besov regularity spaces, and wavelet type systems. Naturally, the classical setting on R d and the one on the sphere are contained in this general framework, but also various other settings are covered. In particular, spaces of matrices, compact Riemannian manifolds, convex subsets of (non-compact) Riemannian manifolds are covered.
As will be shown in this general setting, a regularity scale and a general nonparametric density estimation theory can be developed in full generality just as in the standard case of [0, 1] d or R d . This undertaking requires the development of new techniques and methods that break new ground in the density estimation problem. Our main contributions are as follows:
(a) In the general setting described above, we introduce kernel density estimators and establish oracle inequalities and L p -error rates of convergence for probability density functions lying in Besov spaces.
(b) We also develop linear wavelet density estimators and obtain L p -error estimates for probability density functions in general Besov smoothness spaces.
(c) We establish L p -error estimates on nonlinear wavelet density estimators with hard thresholding in our general geometric setting. We obtain such estimates for probability density functions in general Besov spaces.
To put the results from this article in perspective we next compare them with the results in [2] . The geometric settings in both articles are comparable and the two papers study adaptive methods. In [2] different standard statistical models (regression, white noise model, density estimation) are considered in a Bayesian framework. The methods are different (because we do not consider here Bayesian estimators) and the results are also different (since, again, we are not interested here in a concentration result of the posterior distribution). It is noteworthy that the results in the so called dense case exhibit the same rates of convergence. It is also important to observe the wide adaptation properties of the thresholding estimates here which allow to obtain minimax rates of convergence in the so called sparse case, which was not possible in [2] .
The organization of this article is as follows: In Section 2, we describe our general setting of a doubling measure metric space in the presence of a self-adjoint operator whose heat kernel has Gaussian localization and the Markov property. In Section 3, we review some basic facts related to our setting such as smooth functional calculus, the construction of wavelet frames, Besov spaces, and other background. We develop kernel density estimators in Section 4 and establish L p -error estimates for probability density functions in general Besov spaces. We also introduce and study linear wavelet density estimators. In Section 5, we introduce and study adaptive wavelet threshold density estimators. We establish L p -error estimates for probability density functions in Besov spaces. Section 7 is an appendix, where we place the proofs of some claims from previous sections.
Notation: Throughout ½ E will denote the indicator function of the set E and · p := · L p . We denote by c, c ′ positive constants that may vary at every occurance. Most of these constants will depend on some parameters that may be indicated in parentheses. We will also denote by c 0 , c 1 , . . . as well as c ⋆ , c ⋄ constants that will remain unchanged throughout. The relation a ∼ b means that there exists a constant c > 1 such that c −1 a ≤ b ≤ ca. We will also use the notation a ∧ b := min{a, b} and C k (R + ), k ∈ N, will stand for the set of all functions with continuous derivatives of order up to k on R + := [0, ∞).
Setting
We will operate in the following geometrical setting (see [3, 10] ): C1. We assume that (M, ρ, µ) is a metric measure space with distance ρ and positive Radon measure µ satisfying the doubling volume condition:
where B(x, r) := {y ∈ M : ρ(x, y) < r} and c 0 > 1 is a constant. The above implies that there exists a constant d > 0 such that
The least d such that (2.2) holds is the so called homogeneous dimension of (M, ρ, µ).
From now on we will use the notation |E| := µ(E) for E ⊂ M. C2. Non-collapsing condition: There exists a constant c 1 > 0 such that
This condition is not very restrictive, for instance, it is satisfied if M is compact. Our main assumption is that the space (M, ρ, µ) is complemented by an essentially self-adjoint non-negative operator L on L 2 (M, µ), mapping real-valued to real-valued functions, such that the associated semigroup P t = e −tL consists of integral operators with (heat) kernel p t (x, y) obeying the following conditions: C3. Gaussian localization: There exist constants c 2 , c 3 > 0 such that
C4. Hölder continuity: There exists a constant α > 0 such that
for x, y, y ′ ∈ M and t > 0, whenever ρ(y, y ′ ) ≤ √ t. C5. Markov property:
In developing adaptive density estimators in Section 5 we will assume that (M, ρ, µ) is a compact measure space with µ(M) < ∞ satisfying the following C6. Ahlfors regular volume condition: There exist constants c 5 ≥ c 4 > 0 and d > 0 such that
Clearly, condition C6 implies conditions C1 and C2 with d from (2.7) being the homogeneous dimension of (M, ρ, µ).
Examples of setups that are covered by the above setting are detailed in Section 6. For example, the classical setup on R d and compact Riemanian manifolds (e.g. the sphere) fall in the category of Ahlfors regular spaces. The case of open relatively compact convex subsets of complete Riemannian manifolds with weights is considered in somewhat more detail. As a consequence, it is concluded that the upper hemisphere and the part of the sphere in the first octant and their counterparts: the ball and simplex complemented with the relevant differential operators are covered.
Background
In this section we collect some basic facts and results related to the setting described in Section 2 that will be needed for the development of density estimators. Most of them can be found in [3, 7, 10] .
3.1. Functional calculus. Let E λ , λ ≥ 0, be the spectral resolution associated with the operator L in our setting. As L is non-negative self-adjoint and maps realvalued to real-valued functions, then for any real-valued, measurable, and bounded function g on R + the operator
, self-adjoint, and maps real-valued to real-valued functions [20] . We will be interested in integral spectral multiplier operators g(L). If g(L)(x, y) the kernel of such an operator, it is real-valued and symmetric. From condition C4 of our setting we know that e −tL is an integral operator whose (heat) kernel p t (x, y) is symmetric and real-valued: p t (y, x) = p t (x, y) ∈ R.
Our further development will depend on the following result from the smooth functional calculus induced by the heat kernel, developed in [10] , see Theorem 3.4.
where c > 0 is a constant depending on g ∞ , g (N ) ∞ , N , R and the constants c 0 , c 2 , c 3 from our setting.
Furthermore, for any δ > 0 and
3.2. Geometric properties. Conditions C1 and C2 yield
To compare the volumes of balls with different centers x, y ∈ M and the same radius r we will use the inequality
As B(x, r) ⊂ B y, ρ(y, x) + r the above inequality is immediate from (2.2).
We will also need the following simple inequality (see [3, Lemma 2.3] 
where c = (
3.3. Spectral spaces. As elsewhere here we adhere to the setting described in Section 2. We recall the definition of the spectral spaces Σ p λ , 1 ≤ p ≤ ∞, from [3] . Denote by C ∞ 0 (R) the set of all even real-valued compactly supported functions. We define
We will need the following
where the constant c ⋆ > 1 is independent of p and q.
This proposition is well known. It was established in [3, Proposition 3.12] (see also [10, Proposition 3.11] ). We present its proof in the appendix because we need to control the constant c ⋆ .
3.4.
Wavelets. In the setting of this article, wavelet type frames for Besov and Triebel-Lizorkin spaces are developed in [10] . Here, we review the construction of the frames from [10] and their basic properties.
The construction of frames involves a "dilation" constant b > 1 whose role is played by 2 in the wavelet theory on R. A careful selection of b allows to get a low bound estimate on the norms of the frame elements that matches the upper bounds, see § 3.5 in [10] .
The construction starts with the selection of a function Ψ 0 ∈ C ∞ (R + ) with the properties:
For j ≥ 0 we let X j ⊂ M be a maximal δ j −net on M with δ j := c 6 b −j . It is easy to see that for any j ≥ 0 there exists a disjoint partition {A jξ } ξ∈Xj of M consisting of measurable sets such that
Here c 6 > 0 is a sufficiently small constant (see [10] ). 
The jth level frame elements ψ jξ are defined by
We will also use the more compact notation ψ ξ := ψ jξ for ξ ∈ X j . Let X := ∪ j≥0 X j , where equal points from different sets X j will be regarded as distinct elements of X , so X can be used as an index set. Then {ψ ξ } ξ∈X is Frame #1.
The construction of a dual frame {ψ ξ } ξ∈X = ∪ j {ψ jξ } ξ∈Xj is much more involved; we refer the reader to §4.3 in [10] for the details.
By construction, the two frames satisfy
A basic result from [10] asserts that for any
and the same holds in L ∞ if f is uniformly continuous and bounded (UCB) on M.
Furthermore, frame decomposition results are established in [10] for Besov and Triebel-Lizorkin spaces with full range of indices.
Properties of frames in the Ahlfors regularity case. We next present some properties of the frame elements in the case when condition C6 is stipulated (see [10] ). 1. Localization: For every k ∈ N, there exists a c k > 0 such that
with the usual modification when p = ∞. Above the constant c ⋄ > 1 depends only on p, b, Ψ 0 , and the structural constants of the setting.
3.5. Besov spaces. We will deal with probability density functions (pdf's) in Besov spaces associated to the operator L in our setting. These spaces are developed in [3, 10] . Here we present some basic facts about Besov spaces that will be needed later on. Let Φ 0 , Φ ∈ C ∞ (R + ) be real-valued functions satisfying the conditions:
where the ℓ q -norm is replaced by the sup-norm if q = ∞.
Note that as shown in [10] the above definition of the Besov spaces B s pq is independent of the particular choice of Φ 0 , Φ satisfying (3.16)- (3.17) . For example with Ψ j from the definition of the frame elements in §3. 4 we have
with the usual modification when q = ∞. The following useful inequality follows readily from above
pq , j ≥ 0. We will need some well known embedding results that involve Besov spaces. Recall the definition of embedding: Let X and Y be two (quasi-)normed spaces. We say that X is continuously embedded in Y and write X ֒→ Y if X ⊂ Y and for each f ∈ X we have f Y ≤ c f X , where c > 0 is a constant independent of f . (
To streamline our presentation we defer the proof of this proposition to the appendix.
Besov spaces in the Ahlfors regularity case. For the development of adaptive density estimators in Section 5 we will need some additional facts from the theory of Besov spaces when condition C6 is assumed. We first introduce the sequence Besov spaces. is defined as the set of all sequences {a ξ } ξ∈X of real (or complex) numbers such that
One of the principle results in [10] asserts that the Besov spaces B s pq can be completely characterized in terms of the sequence Besov spaces b s pq of the frame coefficients of the respective functions. To be specific, denote
We will also use the more compact notation: This implies that if f ∈ B s pq for some s > 0, p ≥ 1, and 0 < q ≤ ∞, then
where c = c(s, p, q) > 0.
By (3.15) and (3.24) it follows that, if f ∈ B s pq for some s > 0, p ≥ 1, and 0 < q ≤ ∞, then
Probabilistic inequalities.
In what follows we will extensively use the following well known probabilistic inequalities (see e.g. [9, Apendix C]): (a) Bernstein's inequality: Let Y 1 , . . . , Y n be independent random variables such that
(b) Rosenthal's inequality: Assume p ≥ 2 and let Y 1 , . . . , Y n be independent random variables such that EY i = 0 and
, where c > 0 is a constant depending only on p.
We will also need the following more precise version of Rosenthal's inequality (see the proof of Theorem C.2 in [9] ): If p > 2, τ > p/2, and Y 1 , . . . , Y n are as above, then
with c := pτ (1 + t) τ dt.
Kernel density estimators on the metric measure space M
Recall first the definition of kernel density estimators on R d . Let X 1 , . . . , X n be independent identically distributed (i.i.d.) random variables on R d with common probability density function (pdf) f . The standard kernel density estimator in this classical setting takes the form (see e.g. [17] , [19] )
where 0 < δ ≤ 1 is the bandwidth and K a suitable kernel on R d . Our goal is to introduce and study kernel density estimators (kde's) on a metric measure space (M, ρ, µ) in the general setting described in Section 2. More precisely, we assume that conditions C1-C5 are obeyed, and do not assume the Ahlfors regular volume condition C6.
It is natural to define kde's on M by using the machinery of spectral multipliers. Let K : R + → R be a bounded and measurable function. As we already alluded to in §3.1, if E λ , λ ≥ 0, is the spectral resolution associated with the operator L, then the operator
that are integral operators. In this case, since the function K is real-valued its kernel K( √ L)(x, y) is real valued and symmetric. We will use Theorem 3.1 to define a family of multiplier operators whose kernels are suitable for construction of kernel density estimators on M.
We now introduce the kde's in the general setting of this article.
The associated kernel density estimator is defined by
x, y) (the "heat kernel") can be used to define a kernel density estimator.
4.1.
Upper bound estimates for kernel density estimators. We will study kernel density estimators induced by compactly supported C ∞ multipliers, often called Littlewood-Paley functions. More explicitly, let Φ be an even C ∞ (R) realvalued function with the following properties:
is an integral operator with well localized symmetric kernel Φ(δ √ L)(x, y) and the Markov property:
As before we assume that X 1 , . . . , X n (n ≥ 2) are i.i.d. random variables with values on M and common probability density function (pdf) f with respect to the measure µ on the space M. Let X i ∼ X. We will denote by E = E f the expectation with respect to the probability measure P = P f . We are interested in the kernel density estimator
We next study the approximation of pdf's f by such kernel estimators. We first establish oracle inequalities: Theorem 4.3. Assume 1 ≤ p ≤ ∞ and let Φ be a Littlewood-Paley function as above. In the setting described above and with Φ δ from (4.6) we have:
(ii) If 1 ≤ p < 2 and supp(f ) ⊂ B(x 0 , R) for some x 0 ∈ M and R > 0, then
(iii) There exists a constant c such that for any q ≥ 2 and 0 < δ ≤ 1 we have
We next estimate the rates of L p -approximation of pdf's f lying in Besov space balls by kernel estimators. Denote 
Here is our main result on kernel density estimators.
Theorem 4.4. Assume s > 0, 1 ≤ p ≤ ∞, 0 < τ ≤ ∞, m > 0, and let Φ be a Littlewood-Paley function as above. In the setting described above and with Φ δ from (4.6) we have:
where c = c(s, m, τ ) > 0.
Note that the above rates are not necessarily minimax. There are various reasons for this. As has been shown (see [15] , [14] ) even on R, the non-compactness can induce different rates of convergence.
We next compile some additional facts we need about kernels in the setting of this article and then carry out the proof of 
where the constant c(k) > 0 depends only on k, Φ, and constant from the seting in Section 2. This inequality follows immediately from Theorem 3.1.
, where the constant c ⋆ > 0 is independent of p. This estimate follows readily by (4.12), (3.5), and (3.3), just as the estimates in (7.3).
(c) Let X be a random variable on M and X ∼ f (u)dµ(u). Then
This is a well known property of expected values. We next estimate the bias term of the risk.
This statement is quite standard. For completeness we give its proof in the appendix.
We will also need the following two lemmas: Lemma 4.6. Let 2 ≤ p < ∞ and 0 < δ ≤ 1. Then for any pdf f on M we have
where c ⋆ > 0 is the constant from (4.13); c ⋆ is independent of p.
Proof. Denote by S 1 the quantity on the left-hand side in (4.16). To estimate S 1 we use Fubini's theorem, (4.13), and the fact that M f (u)dµ(u) = 1. We obtain (4.18)
which confirms (4.16).
Let S 2 denote the quantity on the left-hand side in (4.17) and consider the integral operator T with kernel
Therefore, by Schur's lemma (see e.g. [6, Theorem 6 .36]) we obtain
and inequality (4.17) follows.
Lemma 4.7. Let 1 ≤ p < 2. Then there exists a constant c = c(p) > 0 such that for any δ > 0 and any pdf f supported in a ball B(x 0 , R) with x 0 ∈ M and R ≥ δ/2 we have
Proof. We divide the region of integration M into two: B(x 0 , 2R) and M\B(x 0 , 2R). Since 1 ≤ p < 2, there exists 1 < r < ∞ such that p 2 + 1 r = 1. Applying Hölder's inequality we obtain
We now use Fubini's theorem, (4.13) with p = 1, the fact that M f (u)dµ(u) = 1, and the doubling property (2.7) to obtain (4.21)
To estimate the integral over M \ B(x 0 , 2R) we observe that if u ∈ B(x 0 , R) and
Then by (3.4) and (4.12) we get
Choose k > d(1 + 2/p). Then using (3.5) we obtain
where we used that R ≥ δ/2, p < 2, and M f (u)dµ ( 
For the estimation of the bias term Φ(δ √ L)f − f p we will use estimate (4.15). We next focus on the estimation of the stochastic term
In the case 1 ≤ p < ∞, using Jensen's inequality, we get
pτ (m) and let X ∼ X i . We first prove estimate (4.9) for p = 2. Clearly
This coupled with (4.24) yields
where we used (4.16) with p = 2. Combining (4.23), (4.15), and (4.25) we get
, this yields (4.9) when p = 2.
Let 2 < p < ∞. Using Rosenthal's inequality (3.27) we get
This and (4.24) imply
where we used (4.16) and (4.16). Since 1 ≤ p 2 < p and f 1 = 1, we obtain by interpolation
Here we also used Proposition 3.5 (iv).
Combining (4.26)-(4.27) with (4.23) and (4.15), and taking into account that
The proof of part (i) of the theorem is complete.
(ii) Let 1 ≤ p ≤ 2 and f ∈ B s pτ (m, x 0 , R). We use Jensen's inequality and the
, using (4.12) and (3.3), to obtain
This and (4.24) lead to
We now invoke Lemma 4.7 to obtain
.
Using this and (4.15) we complete the proof of (4.10) just as above in (4.28).
(iii) Assume the pdf f ∈ B s ∞τ (m) and let X ∼ X i . Let q > 2 be arbitrary. Since by construction supp Φ ⊂ [−1, 1], the function Φ δ (x) − Φ(δ √ L)f (x) belongs to the spectral space Σ 1/δ . Then by Proposition 3.2
where the constant c ⋆ > 1 is independent of q. This along with Jensen's inequality and Fubini's theorem lead to
We now apply the precise version (3.28) of Rosenthal's inequality to obtain
This coupled with (4.29) and the fact that 1/q < 1 imply
where we used (4.16), (4.17) , and the inequality q 1 q (q + 1)
. Observe that the constant c ⋆ above is from (4.13) and is independent of q.
By Proposition 3.5 (iii) it follows that that f ∈ L ∞ and since f 1 = 1 we obtain
Let n ≥ e 2 and choose q := log n. By assumption δ = log n n 1/(2s+d) . Now, it is easy to see that
, and
Putting all of the above together we obtain
If 2 ≤ n < e 2 , then estimate (4.31) follows readily from (4.30) with q = 2. As before we use (4.31) and (4.15) to obtain (4.11). The proof of Theorem 4.4 is complete.
A closer examination of the above proof shows that the oracle inequalities from Theorem 4.3 are valid.
4.2.
Linear wavelet density estimators. In this section we establish L p -error estimates for linear wavelet density estimators. Let {ψ jξ }, {ψ jξ } be the pair of dual frames described in Subsection 3.4. We adhere to the notation from Section 3.4.
For any j ≥ 0 and ξ ∈ X j we define the empirical coefficient estimators by
Using this we define the linear wavelet density estimator by
where the parameter J = J(n) ∈ N is selected so that the factor b −J de facto behaves as a bandwidth. More precisely, we define J as the unique positive integer such that
It is easy to see that f * can be written in the following way
where we used (3.10) and (3.7). Thus, this linear wavelet estimator is in fact a particular case of the linear estimators investigated in the previous subsection. This enables us to state the following upper bound theorem, which is an immediate consequence of Theorem 4.4. 
where c = c(p, τ, s, m) > 0.
(ii) If 1 ≤ p < 2 and J is as in (4.34), then
where c = c(τ, s, m) > 0.
Adaptive wavelet density estimation by thresholding
In this section we study nonlinear wavelet estimators, where we apply hard thresholding. This method has been developed in the classical case of R in [5] and on the sphere in [9] . We will operate in the general setting described in Section 2. Unlike the case of the kernel or linear wavelet density estimates considered in the previous section, here we assume that the space M is compact (µ(M) < ∞) and all conditions C1-C6 (including the Ahlfors regularity condition) are obeyed, see Section 2.
As before we assume that X 1 , . . . , X n (n ≥ 2) are i.i.d. random variables with values on M and with a common density function f with respect to the measure µ on M. Let X j ∼ X. We denote by E = E f the expectation with respect to the probability measure P = P f .
In addition, we assume that f is bounded. Denote where c ⋄ > 1 is the constant from the norm bounds of the frame elements in (3.14).
We will utilize the pair of frames {ψ jξ }, {ψ jξ } described in §3. 4 . We adhere to the notation from §3.4. Recall that any f ∈ L p (M, dµ) has the frame decomposition
Assuming the pdf f fixed, we will use the abbreviated notation β jξ := β jξ (f ). We introduce two parameters depending on n:
and J n determined from the identity
As in §4.2 we introduce the empirical coefficient estimators
We now define the hard threshold coefficient estimators by
Then the wavelet threshold density estimator is defined by
Remark 5.1. Note that the density estimatorf n of the pdf f depends only on the number n of observations, the geometric constant c ⋄ , and the L ∞ -norm of f .
We now state our main result on the adaptive wavelet threshold estimator defined above. Then there exists a constant c = c(r, τ, p, s, m) > 0 such that in the setting described above and withf n from (5.7) we have:
(ii) In the regular case s ≥ dp 2
(iii) In the sparse case s < dp 2 
Preparation for the proof of Theorem 5.2. We next use Bernstein's and
Rosenthal's inequalities (3.26)-(3.27) to derive several useful estimates in the current setting. Clearly,
and using (3.14) we obtain
Therefore, using (3.26) (5.13)
From this with the notation (5.14)
we obtain (5.15)
In particular, if 0 ≤ j ≤ J n , then (5.17) P |β jξ − β jξ | > λ n ≤ 2 n 2 . Now, by (3.27), for any p ≥ 2 there exists c = c(p) > 0 such that
Moreover, for any j ≥ 0 such that b jd ≤ nA
On the other hand, by (3.30), for any 0 < p ≤ 2 (5.20)
The following two lemmas will be instrumental in the proof of Theorem 5.2.
Lemma 5.4. For any n ≥ 2, 0 ≤ j ≤ n, and ξ ∈ X j we have
where c = c(c ⋄ ) > 0.
Proof. We will use the following well known inequality:
We split the integral in (5.21) into three:
From the definitions in (5.3) and (5.14) it readily follows that µ j ≥ λ n .
To estimate S 1 we use (5.15) and the definitions of λ n , κ in (5.3), (5.1). We get
where we used that 
We now estimate S 3 . Using (5.16) we obtain
where for the second equality we used the definition of µ j in (5.14), for the former inequality we used that b −jd ≥ b −Jnd = log n n , and for the last inequality that A ≥ 4. Putting the above estimates for S 1 , S 2 , and S 3 together we arrive at
as claimed.
Lemma 5.5. Let F be a finite family of functions φ : R → R with N := card(F ) and let X be a random variable. Assume
Let X 1 , . . . , X n be i.i.d. random variables and X i ∼ X. Then
Proof. By Bernstein's inequality (3.26) it follows that for any φ ∈ F (5.25)
From (5.25) it follows that for any λ > 0
We use these inequalities and (5.22) to obtain
We now optimize with respect to a and b by taking 2N e − na 2 4σ 2 = 1 and 2N e
where we used that 2 log(2N ) ≥ log 4 ≥ 1. The proof of (5.24) is complete.
Remark 5.6. Note that by assumption (5.23) it follows that for any φ ∈ F
Proof of Theorem 5.2.
We will carry out this proof in several steps. First, assuming that f ∈ L p , 1 ≤ p ≤ ∞, we use (3.11)-(3.12) and (5.7) to writê
which implies an estimate on the risk as a sum of stochastic and bias terms:
Estimation of the bias term. By the triangle inequality we get
Two cases are to be considered here. Let r ≤ p ≤ ∞ and set (3.20) , and (5.4) we obtain
Let p < r ≤ ∞. By Hölder's inequality (using µ(M ) < ∞) and (3.20) we get
Therefore, we have the following estimate for the bias
We next show that the rate from above is negligible compared to the rates in (5.8)-(5.10). First, if p = ∞, we have to verify that
But this is obvious as
In fact, we have s > dp 2
As the function s →
is strictly increasing, we just need to show that
as it can be easily verified. From above it follows that the rate in (5.27) is faster than the rates in (5.8)-(5.10).
5.2.2.
Evaluation of the stochastic term. Note that by (3.15) we have (5.28)
and this holds with the usual modification when p = ∞.
To estimate the stochastic term we will use the following representation
In the case when 1 ≤ p < ∞, we use this and (5.28) to write
where
In the case p = ∞ we have
Estimation of I and I ′ . As card(X j ) ≤ cb jd by (3.8), we derive
Now, in light of Lemma 5.4 we obtain
Therefore,
and hence the terms I and I ′ are negligible compared to the rates in (5.8)-(5.10).
Estimation of IV and IV ′ . Observe that
On the other hand, Jensen's inequality and the fact that card(
by (3.24), we derive
Above we also used the fact that s > d/r. Therefore,
and hence the terms IV and IV ′ are also negligible.
Estimation of II ′ and III ′ . We first estimate III ′ . Using (5.32) we get
We now introduce a new parameter J ′ n by the identity:
Hence,
Then we obtain, taking into account that s > d/r,
To estimate II ′ we first observe that
By (5.32) we have
Therefore, necessarily 0 ≤ j ≤J n , where
and consequently
We next utilize Lemma 5.5. Consider the family F := {ψ jξ : ξ ∈ X j } with card(F ) ≤ cb jd and by (3.14)
Then applying Lemma 5.5 we get
Since alsoJ n ≤ c(s, r) log n, we get
Thus, because s > d/r we conclude, using Proposition 3.5 (ii),
Estimation of II and III. As p ≥ 1 Jensen's inequality implies
By (5.19) and (5.20) it follows that
A n p/2 and hence
Let q < p. Using the Bienayme-Chebyshev inequality we get
For the term III we have
we obtain q = dp
and q ≤ r.
From Proposition 3.5 (i) and (iii) it follows that
and from (5.38) we conclude and hence q = dp
≥ r, p > 2, and
and hence from (5.38)
Combining this with (5.29), (5.31), (5.33), and (5.27) imply (5.10). The proof of Theorem 5.2 is complete.
Examples of settings covered by our theory
In this section we present a number of examples of settings that are covered by the general framework from Section 2.
Clearly, the classical setup of M = R d equipped with the Euclidean distance and Lebesgue measure, and with L = −∆ the Laplacian obeys conditions C1-C6 from Section 2. Therefore, our results on density estimators apply. They are compatible with the existing upper bound results. For instance, our result on adaptive wavelet estimators (Theorem 5.2) is compatible with the result in the classical setting on R d from [5] . The unit sphere S d in R d+1 equipped with the standard (geodesic) distance, measure, and −L being the Laplace-Beltrami operator is another example of a setup that obeys conditions C1-C6. Our upper bound result on adaptive wavelet estimators (Theorem 5.2) is compatible with the upper bound estimate on the adaptive needlet estimator in [1] .
A natural generalization of the above setup is the case of a compact Riemannian manifold M ⊂ R m equipped with the natural Riemannian measure, geodesic distance, and −L being the Laplace-Beltrami operator. Then conditions C1-C6 from Section 2 are satisfied.
For other examples on Riemannian manifolds and Lie groups we refer the reader to [3] and the references therein.
We next describe the recently developed in [11] general setting of a subset of R n complemented by a differential operator L that is a realization in local coordinates of a weighted Laplace operator on suitable subset of a Riemannian manifold. In this setting conditions C1-C5 and in some cases C6 from Section 2 are obeyed. This setting covers the weighted settings on the interval, ball, and simplex, which we will describe in more detail as well.
6.1. Convex subsets of Riemannian manifolds and counterparts on R n . We adhere to the notation from [11] . We assume that V ⊂ R n is a connected open set in R n with the properties: X := V is compact,X = V , and X \ V is of Lebesgue measure zero. Let L be a differential operator of the form
where a ij and b j are polynomials of degrees two and one, respectively. The underlying space is L 2 (V, µ), where dµ(x) :=w(x)dx withw ∈ C ∞ (V ),w > 0, and
On the other hand, we assume that there is (a closely related) counterpart to the above setup. Namely, we assume that (M, d, ν) is an n-dimensional complete Riemannian manifold and M ⊂ R m , where the Riemannian metric is induced by the inner product on R m . We stipulate two conditions on (M, d, ν): (i) the volume doubling condition is valid, and (ii) the Poincaré inequality holds true (see [11] ).
Further, we assume that (U, ϕ) is a chart on M , where U is a convex open relatively compact subset of M such that ϕ maps diffeomorphically U onto V , where V ⊂ R n is from above. We set φ := ϕ −1 and Y := U . The key assumption is that the map φ provides an one-to-one correspondence between the elements of the setting on X from above and the setting on Y . More precisely, it is assumed that the distance ρ(·, ·) on X is induced by the geodesic distance d(·, ·) on Y ⊂ M . The weighted measure dµ(x) :=w(x)dx on X is also induced by the respective wighted measure ν w on Y . Namely, assuming that g(x) = (g ij (x)) is the Riemannian tensor it is stipulated that w > 0 is a C ∞ (U ) weight function that is compatible withw from above in the following sense:
It is assumed that ν w = wdν. It is also assumed that the operator L from (6.1) is a realization in local coordinates (via the chart (U, ϕ)) of the weighted Laplacian [11] ).
In addition, it is assumed that the volume doubling condition (2.1) on Y (and hence on X) is valid, and a natural regularity condition on the weighted functions and suitable Green's theorem are verified. See [11] for the details. In [11] it is shown that under the above conditions the heat kernels associated to the operator L and weighted Laplacian ∆ w have Gaussian localization just as in (2.4) and as a consequence the Hölder continuity (see (2.5)) is valid. Furthermore, these heat kernels have the Markov property (see (2.6)).
As a result, in the above described general setting conditions C1-C5 in Section 2 are obeyed and our results on kernel and linear wavelet density estimators apply to the settings on X ⊂ R n and on Y ⊂ M . Furthermore, if the weight function w ≡ 1 on Y , then the measures µ on X and ν w on Y verify the Ahlfors condition (2.7), i.e. condition C6 is satisfied, and consequently our result on adaptive wavelet estimators (Theorem 5.2) applies.
We next show how the general theory described above is implemented in specific settings on [−1, 1], the ball and simplex. 
and the distance ρ(x, y) := | arccos x − arccos y|, complemented with the classical Jacobi operator, defined by
As is well known the Jacobi polynomials are eigenfunctions of this operator. Denote B(x, r) := {y ∈ [−1, 1] : ρ(x, y) < r}. It is easy to see that (see e.g. [3] )
Hence, we have a doubling metric measure space with homogeneous dimension d = 1 + (2α + 1) + + (2β + 1) + . More importantly, as is shown in [3] the associated heat kernel has Gaussian localization, Hölder continuity, and the Markov property (see also [11] ). Therefore, conditions C1-C5 in Section 2 are obeyed.
Ahlfors space on [−1, 1]. In the above setting, if α = β = −1/2 then from (6.3)
Therefore, condition C6 (see §2) is obeyed with d = 1.
6.2.2.
Weighted unit ball. Consider the case when M is B n := x ∈ R n : x < 1 the unit ball in R n equipped with the measure
and the distance ρ(x, y) := arccos x, y + 1 − x 2 1 − y 2 , where x, y is the inner product of x, y ∈ R n and x := x, x . Denoting B(x, r) := {y ∈ B n : ρ(x, y) < r} it is easy to show (see [4] ) that
which implies that (M, µ, ρ) obeys the doubling condition (2.1) and non-collapsing condition (2.3) and it is of homogeneous dimension d = n + 2γ + . Consider the operator
acting on sufficiently smooth functions on B n . As is well known (see [4] and also [11, 12] ) this operator is essentially self-adjoint and positive. More importantly, its heat kernel has Gaussian localization, Hölder continuity, and the Markov property (see [11, 12] ). In fact, L is a realization of a weighted Laplace operator on the upper hemisphere of R n+1 in local coordinates (see [11] ). Consequently, conditions C1-C5 in Section 2 are verified and this setting falls in the general framework from Section 2.
Ahlfors space on the unit ball. Assume that in the above setting γ = 0, i.e. the measure on B n is dµ :
|B(x, r)| ∼ r n , x ∈ B n , 0 < r ≤ 1, and hence condition C6 in Section 2 is obeyed with d = n. Thus this is another example of an Ahlfors space.
6.2.3. Weighted simplex. We now consider the simplex Similarly as before we use the notation: B(x, r) := {y ∈ T n : ρ(x, y) < r}. It is known (see [11] ) that (6.5) |B(x, r)| ∼ r n (1 − |x| + r 2 )
Hence, the doubling condition (2.1) and non-collapsing condition (2.3) are satisfied. Moreover d = n + 2 (κ 1 ) + + · · · + (κ n+1 ) + . It is natural to consider the operator
with |κ| := κ 1 + · · · + κ n+1 . In [11] (see also [12] ) it is shown that this operator is essentially self-adjoint and positive. Furthermore, its heat kernel has Gaussian localization, Hölder continuity, and the Markov property. It is important to point out that the operator L is a realization of a weighted Laplacian on the sphere in the first octant in local coordinates (see [11] ). Thus, conditions C1-C5 in §2 are verified and this setup is covered by the general setting from Section 2.
Ahlfors space on the simplex. If above κ i = 0, i = 1, . . . , n + 1, then the measure is given by dµ(x) = (1 − |x|) −1/2 dx, and (6.5) yields |B(x, r)| ∼ r n , x ∈ T, 0 < r ≤ 1.
Therefore, condition C6 is again satisfied and this is also an example of an Ahlfors space with d = n where our result on adaptive wavelet estimators (Theorem 5.2) applies. We now use the well known Theorem 6.36 from [6] to conclude that
Here we also used (7.2). The proof is complete. 
From this it readily follows that f 
This coupled with (7.6) implies, when 0 < q < ∞,
For the second inequality above we use Hölder's inequality if q > 1 and the qinequality if 0 < q ≤ 1; for the last inequality we used the fact that the definition of the Besov space B s pq is independent of the particular choice of the functions Φ 0 and Φ satisfying (3.16)-(3.17) in its definition, hanceΦ produces an equivalent norm.
The case when q = ∞ is as easy; we omit it. The proof of Proposition 4.5 is complete.
