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Abstract
The study of dependence for high dimensional data originates in many different areas of contem-
porary research. While a lot of existing work focuses on measuring the linear dependence and
monotone dependence for fixed dimensional data, comparatively less is concerned for more com-
plex dependence structure, especially when the dimension is allowed to grow. In this thesis, we
propose different testing procedures for various independence/dependence related statistical testing
problems in high dimension.
In the first part of the thesis, we introduce sum-of-square type tests for testing mutual indepen-
dence and banded dependence structure for high dimensional data. The test is constructed based
on the pairwise distance covariance and it accounts for the non-linear and non-monotone depen-
dences among the data. Our test can be conveniently implemented in practice as the limiting null
distribution of the test statistic is shown to be standard normal. It exhibits excellent finite sample
performance in our simulation studies even when sample size is small albeit dimension is high, and
is shown to successfully identify nonlinear dependence in empirical data analysis. On the theory
side, asymptotic normality of our test statistic is shown under quite mild moment assumptions
and with little restriction on the convergence rate of the dimension as a function of sample size.
As a demonstration of good power properties for our distance covariance based test, we further
show that an infeasible version of our test statistic has the rate optimality in the class of Gaussian
distribution with equal correlation.
In the second part, we study distance covariance and related independence test in the high
dimension, low sample size setting. We show that the sample distance covariance between two ran-
dom vectors can be approximated by the sum of squared component-wise sample cross-covariance
up to a constant factor. This demonstrates that the distance covariance can only capture the linear
dependence in high dimension. As a result, it is shown that the distance correlation based “joint”
test developed by Székely & Rizzo (2013a) for independence only has trivial power when the two
random vectors are nonlinearly dependent but component-wisely uncorrelated. This phenomenon
is further confirmed in our simulation study. As a remedy, we propose a distance covariance based





This dissertation would have never been possible without those whose wisdom and gracefulness
have helped me in many large and small ways.
First of all, I would like to express my sincere appreciation and gratitude to my advisor Professor
Xiaofeng Shao for providing me with tremendous support and wonderful opportunities throughout
my graduate study. I am grateful that I had the chance to be advised and inspired by him to work
on interesting and challenging problems. He is always more than willing to pass on his knowledge
and experience to me in both research and life whenever needed. His enthusiasm, dedication and
the trust in me not only led me to overcome obstacles in my Ph.D study on many occasions, but
also helped prepare my future career.
Special thanks to Professor Xianyang Zhang. As a mentor of my research, he has always
encouraged my critical thinking, triggered enlightening and invaluable discussion for my research.
His conscientiousness, determination and patience had helped me become more productive in my
doctoral study and also improve the quality of this dissertation.
I would also like to extend my gratitude to my committee members, Professor John Marden,
Professor Douglas Simpson and Professor Dave Zhao for their precious time, invaluable suggestions
and comments for this dissertation. I thank my collaborator Professor Trevor Park for his help
and insights. Many thanks to the Department of Statistics and all the faculty, staff members for
providing me the opportunity and resources to pursue my doctoral degree.
Life at graduate school has never been easy. I am very grateful to have so many friends who
helped me make through ups and downs during all these years. I am undeservedly lucky to have
their friendship. Thank you to the fellow students from the Statistics Department, Xiaolu Zhu,
Xichen Huang, Weihong Huang, Xiwei Tang, Yunbo Ouyang, Chung Eun Lee, Kevin He, Yufei Liu,
Shiwen Shen, Ming Sun, Srijan Sengupta, Christopher Kinson, Robert Eisinger, Matthew Ulm, for
all the cheerful memories. Thank you to Fan Ye, who always answers my stupid math questions,
and whose encouragement keeps me from running off the rails. Thank you to Zheng Li, Yuxue Qi
for their companionship and unconditional help even on those unreasonable requests I have made.
Thank you to Zihao Liu for bringing more joy around me. Thank you to Jun Hui See Toh for
iv
doing silly things with me and offering help whenever I need. Thank you to Yixue Tang for her
constant care, for which I own an enormous debt. Thank you to Yao Wu for tolerating my rambling
on random things occasionally and sharing her kind love. Thank you to Ziqiao Ding for being my
buddy, having dinner, going to gym with me all the time. Thank you to Hanlin Ouyang for showing
me interesting things around. Thank you to Yun Zhang for spending the summer together at EY
with me and helping with my thesis. Thank you to Dr. Martin Widdicks for teaching me Finance.
Thank you to Jiemin Chen, Minhua Li for always sharing joy with me.
Finally, I want to thank my parents, Aiwu Tong and Fangming Yao for their unending and
unconditional support, sacrifice, faith, and love, to whom this dissertation is dedicated. They made
me who I am and I am forever grateful.
v
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Mutual Independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Independence Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Chapter 2 Testing Mutual Independence in High Dimension via Distance Co-
variance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Preliminary: Distance Covariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Our Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Asymptotic analysis under the null of mutual independence . . . . . . . . . . 12
2.3.2 Asymptotic analysis under the alternatives . . . . . . . . . . . . . . . . . . . 14
2.3.3 Local alternative class Lk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.4 Rate optimality under Gaussian equicorrelation . . . . . . . . . . . . . . . . . 19
2.4 Testing for Banded Dependence Structure . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Joint Dependence Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6.1 Testing for mutual independence . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.2 Testing for banded dependence structure . . . . . . . . . . . . . . . . . . . . . 29
2.6.3 Testing for joint dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6.4 Additional simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6.5 Computational complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7 Data Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.9 Technical Results and Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.9.1 Hoeffding decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.9.2 Proofs of the main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.10 Tables and Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Chapter 3 Distance Covariance in High Dimension . . . . . . . . . . . . . . . . . . . 73
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Population Distance Covariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3 Sample Distance Covariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3.1 Asymptotic analysis under the null of independence . . . . . . . . . . . . . . 81
3.3.2 Asymptotic analysis under the alternative . . . . . . . . . . . . . . . . . . . . 85
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As technology evolves and advances, high-dimension data has become the ubiquitous factor in our
daily life and is pertinent to every branch of modern science and research. The emergence of various
applications on big data, including image recognition, high frequency trading with tick-by-tick data,
microarray data analysis in bioinformatics, business transaction analytics and so on, underscores
the demand for more powerful and effective statistical methods to analyze the high dimensional
data. A fundamental problem therein is to explore the relationships and dependence between or
within the data we collected.
The concept of dependence can be traced back to the study of heredity by Galton (1886), Pearson
(1896) with the Pearson Product Moment Correlation. But it is well known that Pearson correlation
can only capture the linear dependence. Later Spearman (1904), Kendall (1948) introduced the
rank correlation coefficients which are able to measure the monotone dependence. Recent work
on measuring non-linear dependence includes distance covariance by Székely et al. (2007), Hilbert-
Schmidt Norms by Gretton et al. (2005), sign covariance by Bergsma & Dassios (2014) among
others.
Motivated by these newly proposed dependence metrics/coefficients, in this thesis, we study
various dependence related testing problems for high dimensional data. We propose different testing
procedures accordingly and conduct theoretical analysis under the high dimensional setting where
we allow the dimension to grow proportionally or independently to the sample size, or under the
so-called high dimension low sample size (HDLSS) setting where the sample size is limited while
the number of features is abundant.
1.1 Mutual Independence
In statistical multivariate analysis and machine learning research, an important dependence concept
for a set of variables is mutual (or joint) independence for a set of variables, which says that
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any two disjoint subsets of variables are independent from each other. Mutual independence can
simplify the modeling and inference tasks of multivariate data considerably and certain models in
multivariate analysis that are heavily depend on the mutual independence assumption. For example,
in independent component analysis, it is often assumed that after a suitable linear transformation,
the resulting set of variables are mutually independent. In the literature, most tests for mutual
independence can only capture the linear dependence and monotone dependence.
In Chapter 2, we introduce sum-of-square type tests for testing mutual independence and banded
dependence structure for high dimensional data. These tests are constructed based on the pairwise
distance covariance and it accounts for the non-linear and non-monotone dependences among the
data. Asymptotic distributions of the test statistics are studied under the null and local alternatives
using tools related to U-statistics. We also extend the distance covariance to multivariate context
(MdCov) and examine the finite sample performance of MdCov-based test to measure joint inde-
pendence for an arbitrary number of variables. We further apply the proposed method to analyze
the the prostate cancer data set to study the protein profiling technologies that can simultaneously
resolve and analyze multiple proteins in early detection of prostate cancer.
1.2 Independence Test
Testing for independence between two random variables/vectors is another classical problem in the
statistics literature. From the well-known Pearson correlation, rank correlation coefficients based
tests to Cramér-von Mises type statistics and Pearson chi-square test, various methods can be used
in fixed dimension. On the other hand, contemporary research focuses on the identification of more
general dependence, including non-linear and non-monotone dependence among high dimensional
data.
In particular, we are interested in the context that the dimension is growing while sample size
is fixed. This is known as high dimension, low sample size (HDLSS) in the literature and has been
well studied. Székely & Rizzo (2013a) first applied the distance correlation to the problem of testing
independence of random vectors under HDLSS and claimed the test performs very well especially
for high dimensional data. Chapter 3 is motivated by Reddi et al. (2014), where the authors noticed
that even though the estimation error of the statistic itself is independent of dimensionality, it is
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possible that the power degrades as dimension grows. They demonstrated numerically that the
decresing power of distance covariance/correlation based test in high dimension for various data
generating processes.
In Chapter 3, we show that the sample distance covariance between two random vectors can
be approximated by the sum of squared component-wise sample cross-covariance up to a constant
factor. This implies that the distance covariance based test can only capture the linear dependence
in high dimension, though it is well-known to be capable of detecting non-linear dependence when
the dimension is fixed. Moreover, we show that under suitable assumptions the distance correlation
based t-test proposed by Székely & Rizzo (2013a) has a trivial power under the alternative where
the two random vectors are non-linearly dependent, but component-wisely uncorrelated.
As a remedy, we propose a distance covariance based “marginal” test statistic by aggregating of
the componentwise sample distance covariance and capturing the component by component non-
linear dependence. Its superior finite sample performance is demonstrated in our simulation study.
We further investigate another independence test statistic, Hilbert-Schmidt independence criterion




Testing Mutual Independence in High
Dimension via Distance Covariance
2.1 Introduction
In statistical multivariate analysis and machine learning research, a fundamental problem is to
explore the relationships and dependence structure among subsets of variables. An important de-
pendence concept for a set of variables is mutual (or joint) independence, which says that any two
disjoint subsets of variables are independent from each other. Mutual independence can simplify
the modeling and inference tasks of multivariate data considerably and certain models in multivari-
ate analysis heavily depend on the mutual independence assumption. For example, in independent
component analysis, it is often assumed that after a suitable linear transformation, the resulting set
of variables are mutually independent. This chapter is concerned with the testing of mutual inde-
pendence of a p-dimensional random vector for a given random sample of size n. We are especially
interested in the setting where p > n. This is motivated by the increasing statistical applications
coming from biology, finance and neuroscience, among others, where the data dimension can be a
lot larger than the sample size.
Given n independent observationsW1, · · · ,Wn =D W , where “=D” denotes equal in distribution
and W = (W (1), · · · ,W (p)) ∼ F with F being a probability measure on the p dimensional Euclidean
space, the goal is to test the mutual independence among the p components of W . That is to test
the null hypothesis
H0 : W
(1), · · · ,W (p) are mutually independent
versus
H1 : negation of H0.
To tackle this problem, one line of research focuses on the covariance matrices. Under the Gaussian
assumption, testing H0 is equivalent to testing that the covariance matrices are sphericity or identity
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after suitable scaling. When the dimension is fixed and smaller than the sample size, likelihood ratio
tests [Anderson (1958)] and other multivariate tests [John (1971)] are widely used. In recent years,
extensive works have emerged in the high dimensional context, where p > n, including Ledoit &
Wolf (2002), Jiang (2004), Schott (2005), Srivastava (2005), Srivastava (2006), Chen et al. (2010),
Fisher et al. (2010), Cai & Jiang (2011), Fisher (2012) among others. Existing tests can be generally
categorized into two types: maximum type test [e.g. Cai & Jiang (2011), Han & Liu (2014)] and
sum-of-squares (i.e. L2 type) test [e.g. Schott (2005), Chen et al. (2010)]. The former usually has
an extreme distribution of type I and the latter has a normal limit under the null. For example,
Cai & Jiang (2011) proved that their maximum Pearson correlation based statistic has an extreme
distribution of type I under H0. Schott (2005), on the other hand, used the L2 type statistic with
pairwise Pearson correlations, which attained a standard normal limiting null distribution.
It is well known that Pearson correlation cannot capture nonlinear dependence. To overcome
this limitation, there have been some work based on rank correlation, which can capture nonlinear
albeit monotone dependence, and is also invariant to monotone transformation. For example, Leung
& Drton (2017) proposed nonparametric tests based on sum of pairwise squared rank correlations
in replacement of Pearson correlation in Schott (2005). They derived the standard normal limit
under the regime where the ratio of sample size and dimension converges to a positive constant.
Han & Liu (2014) considered a family of rank-based test statistics including the Spearman’s rho and
Kendall’s tau correlation coefficients. Under the assumption that log p = o(n1/3), the limiting null
distributions of their maximum type tests were shown to be an extreme value type I distribution.
Although rank correlation based test is distribution free and has some desirable finite sample
properties, it has an intrinsic weakness, that is, it does not fully characterize dependence and it may
have trivial power when the underlying dependence is non-monotonic. Furthermore, the maximum
type statistics discussed above are known to converge to its theoretical limit at a very slow rate.
This motivates us to use the distance covariance/correlation [Székely et al. (2007)] to quantify
the dependence and build our test on the distance covariance. Distance correlation provides a
natural extension of classical Pearson correlation and rank correlation in capturing arbitrary types
of dependence. It measures the distance between the joint characteristic function of two random
vectors of arbitrary dimensions and the product of their marginal characteristic functions in terms of
weighted L2 norm. It has been shown in Székely et al. (2007) that distance correlation/covariance
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is zero if and only if the two random vectors are independent, thus it completely characterizes
dependence.













(l),W (m)) is the squared sample distance covariance between W (l) and W (m), and Ŝ
is a suitable studentizer defined later. Thus our test is of L2 type and it targets at non-sparse albeit
weak pairwise dependence of any kind among the p components. It can be viewed as an extension
of Schott (2005) and Leung & Drton (2017) by replacing Pearson correlation and rank correlation
by distance covariance. Furthermore, our test statistic is later shown to be a degenerate U-statistic
using the Hoeffding decomposition, which nevertheless admits a normal limit under both the null
and (local) alternative hypothesis owing to the growing dimension.
Below we provide a brief summary of our contribution as well as some appealing features of
out test. (1) Our test captures arbitrary type of pairwise dependence, which includes non-linear
and non-monotone dependence that can be hardly detected by many existing tests for mutual
independence in the literature. The only exception is Bergsma & Dassios (2014) t∗ test, which
was further extended by Leung & Drton (2017) to high dimension; Some simulation comparison
between our distance covariance based test and t∗ based counterpart is provided. (2) Our test
does not involve any tuning parameters and uses standard normal critical value, so it can be
conveniently implemented. (3) We develop the Hoeffding decomposition for the pairwise sample
distance covariance which is an important step towards deriving the asymptotic distribution for
the proposed test under some suitable assumptions. Our theoretical argument sheds some light
on the behavior of U-statistics in the high dimensional settings and may have application to some
other high dimensional inference problems. (4) An infeasible version of our test is shown to be
rate optimal under the regime that p/n converges to a positive constant, when the data is from
multivariate Gaussian with equal correlations. (5) We further extend the idea in testing mutual
independence to test the banded dependence (also known as m-dependence) structure in high
dimensional data, which is a natural follow-up testing procedure after the former test gets rejected.
(6) We also extend the distance covariance to multivariate context (MdCov) and examine the finite
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sample performance of MdCov-based test and the one based on dHSIC [Pfister et al. (2016)], which
is an extension of two variable HSIC (Hilbert Schmidt Independence Criterion) [Gretton et al.
(2005), Gretton et al. (2008), Smola et al. (2007)] to measure joint independence for an arbitrary
number of variables.
It is worth noting that mutual (joint) independence implies pairwise independence, but not vice
versa. Thus our test, which actually tests for
H ′0 : W
(1), · · · ,W (p) are pairwise independent versus H ′1 : negation of H ′0,
can fail to detect joint dependence of more than two components. We adopt a pairwise approach due
to the consideration that pairwise dependence can be viewed as the main effect of joint dependence,
and dependence for triples and quadruples etc. can be regarded as high order interactions. Thus
our test is consistent with the well-known statistical principle that we typically test for the presence
of main effects before proceeding to the higher order interactions. In addition, all existing tests for
high dimensional mutual independence are based on the pairwise approach; see Schott (2005),Cai
& Jiang (2011), Han & Liu (2014), Leung & Drton (2017). Section 2.6.3 provides some simulation
evidence by comparing two tests that aim to test joint independence with ours, and it indicates
that not much is lost by targeting pairwise independence when p is large. Having said this, we shall
acknowledge that it is still an open question whether one can develop a mutual independence test
that has power against all kinds of dependence, either joint or pairwise, in the high dimensional
context.
The rest of the chapter is organized as follows. Section 2.2 presents some preliminary results
for distance covariance. Section 2.3 proposes the test statistic for testing mutual independence
and studies its asymptotic properties under both the null and alternative. Section 2.4 describes an
extension of the proposed test to testing the banded dependence and Section 2.5 reviews dHSIC
[Pfister et al. (2016)], a metric that quantifies joint dependence and introduces an extension of
distance covariance to multivariate context. We provide several numerical comparisons in Section
2.6 and employ the proposed tests to analyze the prostate cancer data set in Section 2.7. Section
2.8 concludes and sketches some future research directions. All asymptotic results are stated under
the framework that min(n, p) → ∞. All the technical details are provided in Section 2.9. The R
code developed for this chapter can be found at “http://publish.illinois.edu/xshao/publications/”.
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2.2 Preliminary: Distance Covariance
The distance covariance between two random vectors X ∈ Rp and Y ∈ Rq with finite first moments






|φX,Y (t, s)− φX(t)φY (s)|2
|t|1+pp |s|1+qq
dtds,
where φX , φY and φX,Y are the individual and joint characteristic functions of X and Y respectively,
| · |p and | · |q are the Euclidean norms with the subscripts omitted later without ambiguity, cp =
π(1+p)/2/Γ((1 + p)/2) is a constant and Γ(·) is the complete gamma function. Write dCov2(X) =
dCov2(X,X). The (squared) distance correlation is defined as a standardized version of (squared)
distance covariance, i.e., dCov2(X,Y )/
√
dCov2(X)dCov2(Y ) for dCov2(X)dCov2(Y ) > 0, and it
completely characterizes independence since it is zero if and only if X and Y are independent.
To obtain a suitable estimator for the squared distance covariance, we consider its alternative
representation below. Let (X ′, Y ′) and (X ′′, Y ′′) be independent copies of (X,Y ). Further denote
the double centered distance as U(x, x′) = |x − x′| − E|x − X ′| − E|X − x′| + E|X − X ′| and
V (y, y′) = |y− y′| −E|y− Y ′| −E|Y − y′|+E|Y − Y ′|, where x, x′, y and y′ are dummy variables.
According to Theorem 7 from Székely & Rizzo (2009), we have
EU(X,X ′)V (Y, Y ′) = E|X −X ′||Y − Y ′| − 2E|X −X ′||Y − Y ′′|+ E|X −X ′|E|Y − Y ′|
= dCov2(X,Y ).
Now given n random samples Zi = (Xi, Yi) =
D (X,Y ) for i = 1, ..., n, we adopt the idea of
U-centering in Székely & Rizzo (2014) and Park et al. (2015) to construct an unbiased distance
covariance estimator. Define A = (Aij)
n
i,j=1 and B = (Bij)
n
i,j=1, where Aij = |Xi − Xj | and
Bij = |Yi − Yj |. The U-centered versions of Aij and Bij are defined respectively as








































The following lemma shows that this estimator is a U-statistic and it is unbiased.
Lemma 2.2.1. The sample distance covariance dCov2n(X,Y ) defined above is an unbiased estimator







h(Zi, Zj , Zk, Zl),
where

















and the summation is over all permutations of the 4-tuples of indices (i, j, k, l). For example, when
(i, j, k, l) = (1, 2, 3, 4), there exist 24 permutations, including (1, 2, 3, 4),(1, 3, 2, 4),· · · , (4, 3, 2, 1).
Then
∑(1,2,3,4)
(s,t,u,v) is the sum of all 24 permutations of (1, 2, 3, 4).
The variables h(Zi, Zj , Zk, Zl) defined in Lemma 2.2.1 are not independent across i < j < k < l
which renders the derivation of asymptotic distribution a difficult task. Nevertheless, we shall adopt
the classical Hoeffding decomposition, which provides a projection of U-statistic and separates
out the dominant part that determines the asymptotic distribution of the U-statistic in the low
dimensional setting. See Serfling (1980), Lehmann (1999) for more details. The proposition below
states the Hoeffding decomposition for squared sample distance covariance. Since we are dealing
with growing dimensional case, we shall consider a more general triangular array setting, where
(Xi,n, Yi,n) =
D (X·n, Y·n) for i = 1, ..., n with X·n ∈ Rp, Y·n ∈ Rq. Here the subscript is to emphasize








·n) be iid copies
of (X·n, Y·n).
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Proposition 2.2.1. Define ν2n = EU(X·n, X ′·n)2V (Y·n, Y ′·n)2 and Kn(x, y) = EU(x,X·n)V (y, Y·n).
Assume that

















U(Xi,n, Xj,n)V (Yi,n, Yj,n) +Rn, (2.4)
where Rn is the remainder term which is asymptotically negligible as n → ∞. When X·n and Y·n
are independent, Conditions (2.1)-(2.3) hold automatically.
Remark 2.2.1. In the above proposition, X·n ∈ Rp and Y·n ∈ Rq are in arbitrary but fixed di-
mensions, whereas the dimension is allowed to grow in the following sections. Also note that the
above results still hold for more general kernels that can vary with (n, p), including the kernel
H =
∑
1≤l<m≤p UlUm to be defined in (2.5) below.
2.3 Our Test
In the context of mutual independence testing, we denote n independent observations (a triangular
array) as W1,n, · · · ,Wn,n =D W·n ∈ Rp. For simplicity, we drop the subscript n for the ease of
notation, that is, W1, · · · ,Wn =D W where W = (W (1), · · · ,W (p)) and Wi = (W (1)i , · · · ,W
(p)
i ) for












where S is a suitable studentizer to be defined later. Note that distance covariance has been used
to test for independence between two random vectors; see Székely & Rizzo (2013a) and Székely &
Rizzo (2013b).
10
To facilitate our derivation, we introduce some notation. Define the component-wise double
centered distance Ul(w
(l), w
′(l)) = |w(l) −w′(l)| −E|w(l) −W ′(l)| −E|W (l) −w′(l)|+E|W (l) −W ′(l)|,













Notice that under the null E[H(Wi,Wj)] = E[H(Wi,Wj)|Wi] = E[H(Wi,Wj)|Wj ] = 0. Applying
Proposition 2.2.1 to the pairwise distance covariance dCov2n(W
(l),W (m)), we obtain the following



















where R(l,m)n are the remainder terms for 1 ≤ l < m ≤ p, and Dn,1 and Dn,2 are defined accordingly.
To derive the asymptotic distribution of Dn, we use the results from Section 2.2 by replacing
U(Xi,n, Xj,n)V (Yi,n, Yj,n) with H(Wi,Wj) in Proposition 2.2.1. It provides a neat and convenient
way to control the remainder terms in the approximation.











EH(Wi,Wj)H(Wi′ ,Wj′) = E[H(W,W ′)2]/S2.





Using similar arguments from the Hoeffding decomposition presented in Section 2.9.1.1, it can
be shown that Dn,2 is asymptotically negligible under the null. Based on the above results, an









(l)) is the unbiased estimator for dCov2(W (l)) as defined in Section 2.2. Therefore,












In Section 2.3.1, we establish the asymptotic normality for our test statistic D̂n under the null,
which leads to the following decision rule for our testing procedure
φn,α(W1, ...,Wn) :=

1 if D̂n > zα
0 if D̂n ≤ zα,
where zα is the 100(1 − α)% quantile of standard normal. We reject the null hypothesis H0 if
φn,α = 1, do not reject otherwise.
2.3.1 Asymptotic analysis under the null of mutual independence
To derive the asymptotic distribution for the proposed test statistic D̂n under the null, we introduce
the following assumptions
Assumption A1. As n→∞ and p→∞,
∑p
l=1{E[|W







where µ(l) = E[W (l)].




0 as we showed in Section 2.9.2.2 that 12 [
∑p
l=1 dCov
2(W (l))]2 is the leading term in the variance,
that is, S2 = 12 [
∑p
l=1 dCov
2(W (l))]2{1 + o(1)} under the null. Therefore, we assume that the sum
of the p components’ first centered absolute moments to the fourth power grows at a slower rate
than S2, and the sum of the p components’ squared variance grows at most o(n) faster than S2.
This is in fact a very mild assumption. For example, when the element-wise second moments and
the distance variances are all lower and upper bounded uniformly, as in the standard multivariate
Gaussian case, the above assumption is trivially satisfied. Note that there is no explicit relationship
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between p and n in the above assumption, and they are allowed to grow independently.
To further appreciate Assumption A1, we mention Assumptions B1-B2 below, which involve
more explicit convergence rate and admit more direct interpretation. It is easy to see that Assump-

















Assumption B1 is a mild assumption on the joint distribution of W . The inequality sets a lower
bound on the average distance variance of the p components of W . Notice that dCov2(X) = 0 if
and only if X is a constant. Therefore, it basically assumes that at least a non-negligible portion
of the components of W are not constants. Assumption B2 is also fairly mild, which only requires
that the average of squared variance across the p components of W is finite. It is weaker than the
assumption that the variance of each component of W is uniformly bounded.
Proposition 2.9.1 in Section 2.9.2 provides us a useful tool to derive the asymptotic distribution
for our test statistic. We can therefore use the central limit theorem for sum of martingale difference
sequences [Hall (1984)] to derive the asymptotic distribution for the infeasible test statistic Dn, as
stated below.












as p→∞ and n→∞.
We obtained the asymptotic normality for the infeasible statistic Dn without imposing any
explicit or implicit constraints on the convergence rates of the dimension p and sample size n, and
both can grow to infinity freely. In our feasible test statistic, we replace S2 by its unbiased estimator
Ŝ2 as defined in equation (2.6). We show the ratio consistency of the above variance estimator in
the next theorem.
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Theorem 2.3.2. Under the null hypothesis H0 and Assumption A1, we have
Ŝ2
S2
p→ 1 as p→∞ and n→∞.
Comparing to Theorem 2.3.1, we do not impose any additional assumptions in obtaining the
ratio-consistency. Then we can combine Theorem 2.3.1 and Theorem 2.3.2, and derive the asymp-
totic normality of D̂n by applying Slutsky’s theorem.












as p→∞ and n→∞.
It is worth highlighting that our test is developed in a model free setting. No paramet-
ric/nonparametric model was assumed and only weak distributional assumptions are required.
The second moment assumptions seem necessary given the fact that our test is built on sample
distance covariance. It is indeed possible to relax the moment assumptions further by considering
the so-called ranked distance covariance, i.e., replacing sample distance covariance by the sample
ranked distance covariance, which is obtained by applying distance covariance to the ranks for
any two components, say the ranks based on (W
(l)
1 , · · · ,W
(l)
n ) and (W
(m)
1 , · · · ,W
(m)
n ), respectively.
Additionally, it is possible to combine the idea of aggregation with other tests developed for inde-
pendence of two univariate random variables (see e.g., Heller et al. (2013), Heller et al. (2016)) and
form a test for pairwise independence. These extensions are beyond the scope of this thesis and
are left for future research.
2.3.2 Asymptotic analysis under the alternatives
Now we focus on the local alternatives where some pairs among the p components are dependent,














where S2 = E[H(W,W ′)2].






































′′(m),W ′′′(m))]2 = o(n2S2), (2.9)
var
(




EW (T (W,W ′,W ′′))
)
= o(S2), (2.10)






′(m)) and EW denotes the
expectation with respect to W .
Conditions (2.8)–(2.10) are obtained from (2.1)–(2.3) and they characterize the local alternative
we discuss here in an abstract way. Notice that under the null of mutual independence, these
conditions are automatically satisfied and var (EW (T (W,W ′,W ′))) = 0 in Condition (2.10), which
makes our test statistic a degenerate U-statistic under the null. For the local alternative, we also
focus on the degenerate case in the sense that we require the alternative not too far away from the
null. Therefore, these conditions guarantee that our test statistic is still degenerate when some pairs
among the p components are dependent. In the case that var (EW (T (W,W ′,W ′))) does not vanish
and the test statistic is non-degenerate, we can regard it as the fixed alternative; its asymptotic
distribution can be derived similarly under suitable assumptions.











where H̃(W,W ′) = H(W,W ′)−E[H(W,W ′)|W ]−E[H(W,W ′)|W ′]+E[H(W,W ′)]. Similar to the
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arguments under the null in Section 2.3.1 and Propositions 2.9.2-2.9.3 in Section 2.9, we define the
following quantities
Ṽ1 = E[H̃(W,W ′)2H̃(W,W ′′)2], Ṽ2 = E[H̃(W,W ′)H̃(W,W ′′)H̃(W ′′′,W ′)H̃(W ′′′,W ′′)],
Ṽ3 = E[H̃(W,W ′)4], S̃2 = E[H̃(W,W ′)2].
The following theorem establishes the asymptotic normality for D′n based on similar arguments
under the null with H replaced by H̃.








we have D′n →d N(0, 1).











where Φ(·) and zα are the distribution function and 100(1 − α)% quantile of standard normal
respectively.
2.3.3 Local alternative class Lk
To characterize the local alternative and illustrate the type of alternative our test can detect, we
consider in this subsection the following class of local alternatives Lk := {(W (1), ...,W (p)) | The
indices {1, 2, ..., p} can be divided into two subsets Ck and Ik with |Ck| = k; for i ∈ Ck, W (i) is
dependent with at least one, at most k − 1 components with indices in Ck as well; for i, j ∈ Ik
or i ∈ Ik, j ∈ Ck, W (i) ⊥ W (j)}. This particular local alternative class basically assumes only a
small portion of the components are dependent relative to the dimension p. Here we refer Ck as the
dependent set. We allow k to grow but slower than p, that is, k/p→ 0. The following assumptions
quantify specifically how “local” is the alternative.
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In Assumption C2, the first one is needed for the theory; the second is needed to obtain a lower
bound for the asymptotic power. It is a little bit restrictive here, as we have both an upper bound
and lower bound here. The lower and upper bound are quite close if n << p
Besides Assumption C1-C2, we also require Assumption A1 which is imposed under the null.
Assumption C1 is an analogy to Assumption B2. Here we require the average of the eighth moments
across the k components in the dependent set Ck to be finite. It is more restrictive as under the
alternative we expect to see more higher order moments.
Assumption C2 implicitly determines how far our local alternaltive is away from the null. If k
grows too fast, then it is no longer considered as a local alternative class Lk; if k grows too slow
as compared to the growth rate of p, the portion of the p components that are dependent with one
or another will vanish too fast for us to detect. On the other hand, consider the simple example
where all the distance variances are uniformly bounded as for the case of multivariate Gaussian,
then S2 is of order p2 and k can be viewed as o(
√
p).
Remark 2.3.1. Assumption C2 is also related to a more technical definition of our local alternative,
which can provide us more intuition. Our test statistic is a degenerate U-statistic under the null.
For the local alternative, we also focus on the degenerate case in the sense that we require the
alternative not too far away from the null. Therefore, C2 guarantees that our test statistic is still
degenerate when only some pairs among the p components are dependent. However, if the dependent
portion diminish too fast as compared to p, it will be too close to the null and therefore hard to
detect. Hence we have the lower bound and upper bound in Assumption C2.
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R(l,m)n /S is asymptotically negligible
under the Assumption A1,C1-C2. Furthermore, under the same assumptions we can rewrite D′n,1










where H̃(W,W ′) = H(W,W ′)− E[H(W,W ′)|W ]− E[H(W,W ′)|W ′] + E[H(W,W ′)]. We establish
the above two-step decomposition under the class of local alternatives Lk in Proposition 2.9.4 in
Section 2.9. Therefore, we can easily show
var(D′n,1) = E[H̃(W,W ′)2]/S2 = S̃2/S2
where S̃2 = E[H̃(W,W ′)2] and S2 =
∑
1≤l<m≤p dCov
2(W (l))dCov2(W (m)). Under the local alter-
native class Lk with Assumption A1 and C1-C2, we can show that S̃2 = S2{1 + o(1)}. Details are
showed in Lemma 2.9.2 in Section 2.9. Therefore we can use the same workable expression for the
studentizer under the null.
Next we derive the asymptotic normality for our test statistic under the local alternative










(l),W (m))− dCov2(W (l),W (m))
}
→d N(0, 1)
as n→∞ and p→∞.
The ratio consistency under the local alternative can also be established as below.
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Theorem 2.3.5. Under the local alternative class Lk with Assumption A1 and C1-C2,
Ŝ2
S2
p→ 1 as p and n→∞.
Now with the asymptotic normality and ratio consistency, it is straightforward to show that











where Φ(·) and zα are the distribution function and 100(1 − α)% quantile of standard normal
respectively. Since we are considering the local alternative class Lk, with Assumption C2, the
asymptotic power β is bounded above and below by
Φ
(














for some constant c and c′. Here it is reasonable to assume minl,m∈Ck dCov
2(W (l),W (m)) does not
diminish, as we already assume the dependent set Ck vanishes as p→∞. Otherwise the signal part
is too weak to detect.
Our particular local alternative class only serve the purpose for demonstrating the type of
alternative our test statistic can detect. Other types of high-dimensional local alternative can also
be carefully studies, as the theoretical framework is established here.
2.3.4 Rate optimality under Gaussian equicorrelation
When the dependence is weak, it may be difficult to distinguish between the null and the al-
ternative hypothesis. In this subsection, we study the boundary for the testable, non-testable
region and conduct power analysis for our test from a minimax point of view following the work
of Cai & Ma (2013), and also show that our test is rate optimal. We focus on the case where
W = (W (1), ...,W (p)) follows a p-variate Gaussian distribution. Without loss of generality, we as-
sume each of the marginals is standard Gaussian with unit variance. Then our null hypothesis is
equivalent to Σ − Ip = 0. We introduce the following alternative class Np(||Σ − Ip||F ≥ c) which
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was also discussed in Cai & Ma (2013), Leung & Drton (2017),
Np(||Σ− Ip||F ≥ c) := {W = (W (1), ...,W (p))|W ∼ Np(µ,Σ), ||Σ− Ip||F ≥ c}
where Np(µ,Σ) denotes a p-variate Gaussian distribution with mean µ and covariance matrix Σ,
|| · ||F is the matrix Frobenius norm and Ip is the p× p identity matrix. Here ||Σ− Ip||F quantifies
the signal/dependence strength and the difficulty of the testing problem depends on c. A similar
alternative class is also discussed in Han & Liu (2014) based on the maximum norm.
Theorem 1 of Cai & Ma (2013) shows that under the regime that p/n is bounded, for sufficiently
small b such that c = b
√
p/n, no level-α test can distinguish between the null and alternative with






Therefore, c = b
√
p/n sets the lower bound for the separation rate between the null and alternative
in order for any test to distinguish between them. If a test can achieve arbitrary large power for






for c∗ = b∗
√
p/n, then the test is called rate optimal. More discussion can be found in Cai & Ma
(2013) and Leung & Drton (2017). Below we show the rate optimality of our proposed test.
Consider the equicorrelation alternative class N equip (||Σ − Ip||F ≥ c), which is a sub-class of
Np such that all the pairwise correlations equal to a common value denoted as ρ. Let Θ =





-vector of all the pairwise distance covariance. It is easy
to see that N equip (||Σ− Ip||F ≥ c) is equivalent to N equip (|Θ| ≥ c̃) for some c̃. Here we use the fact
that for standard Gaussian variables with correlation ρ, we have





1− ρ2 − ρ arcsin(ρ/2)−
√
4− ρ2 + 1] := f(ρ). (2.12)
In view of the proof of Theorem 7 in Székely et al. (2007), we have that c1ρ




2(W (l),W (m)) ≤ c2ρ2p2 for some positive constants c1 and c2. With a slight abuse
of notation, we shall use φn,α to denote the decision rule based on our infeasible test statistic Dn
in this subsection.
Theorem 2.3.6. For any 0 < α < β < 1, as p/n → λ ∈ (0,∞), there exists a constant c̃ =






We conjecture that the same result presented in Theorem 2.3.6 also holds for the feasible test
statistic D̂n, but it seems very involved to derive a probabilistic bound for Ŝ
2/S2 − 1, which is
required in the proof. Nevertheless, the above result suggests that our distance covariance based
test has potentially good power properties in the special case of Gaussian distributions, as shared
by rank correlation based test of Leung & Drton (2017). See Section 3.5 for numerical evidence.
2.4 Testing for Banded Dependence Structure
We propose a test statistic in this section to test for the banded dependence (m-dependence)
structure. Usually when the null hypothesis of mutual independence is rejected, it is of interest
to test for some specific dependence structure afterwards or independently. For example, when
the p components have a natural ordering, which arises in time series analysis, testing for m-
dependence is of particular interest [see Moon & Velasco (2013)]. Moreover, in the high dimensional
covariance matrix estimation literature, banded covariance structure attracts a lot of attention; see
Wu & Pourahmadi (2003), Bickel & Levina (2008), Wagaman & Levina (2009), Shao & Zhou
(2014) among others. Qiu & Chen (2012) built a test for banded covariance matrices and also
presented an approach to estimating the corresponding bandwidth; Cai & Jiang (2011), Han &
Liu (2014) used Pearson correlation and rank correlation respectively for testing banded linear
and monotone dependence. In contrast, our proposed test for banded structure (or m-dependence
structure) targets any kind of dependence using distance covariance as analogous to the mutual
independence test in Section 2.3. Accordingly, we consider the following null hypothesis for the
banded dependence structure:
H0,h : W











































where Ãij(l) is defined similar to Ãij but is based on the data {W (l)i }ni=1. Similarly define S̃2h, Vj,h
and Ṽj,h as the h-lag analogues of S̃2, Vj and Ṽj for 1 ≤ j ≤ 3 from Section 2.3. Following similar
arguments in the proofs of Theorem 2.3.1 and Theorem 2.3.3, we have the following theorem for
testing banded dependence structure.
























′′(m),W ′′′(m))]2 = o(n2S2h), (2.14)
var
(






























(l),W (m))− dCov2(W (l),W (m))
]
→d N(0, 1).
Furthermore, under the null hypothesis of banded dependence, EW (Th(W,W ′,W ′)) = 0 and con-
dition (2.15) is satisfied automatically; S̃2h, Ṽj,h reduce to S2h and Vj,h for 1 ≤ j ≤ 3. We have
Dn,h →d N(0, 1).
Similar to the discussion in Section 2.3.2, the theorem is presented under an abstract local
alternative class characterized by (2.13) - (2.15). These conditions can be further studied under a
more specific definition of the local alternative class, which we did not pursue here in this thesis.
2.5 Joint Dependence Metrics
Although most test statistics aimed for mutual independence in the literature only target at the
pairwise independence, there are more ambitious tests that quantify the overall joint dependence
directly, see e.g. Kankainen (1995) and Pfister et al. (2016). The latter proposed the dHSIC as an
extension of the two variable Hilbert-Schmidt independence criterion (HSIC) [Gretton et al. (2005),
Gretton et al. (2008), Smola et al. (2007)] to the multivariate case. It embeds the joint distribution
and the product of the marginal distributions into a reproducing kernel Hilbert space (RKHS,
hereafter) and measures their squared distance. Following the notations from Pfister et al. (2016),
we denote P(W (1),...,W (p)) the joint probability distribution for W , which is a p-dimensional random
vector W = (W (1), ...,W (p)), and PW (i) the marginal probability distribution for W (i). Let (Wj)j∈N
be a sequence of iid copies of W . Let ki be a continuous, bounded, positive semi-definite kernel
associated with W (i) and denote by Hi the corresponding RKHS. Further denote k = k1 ⊗ ...⊗ kp
the tensor product of the kernels ki and H = H1 ⊗ ... ⊗Hp the tensor product of the RKHSs Hi.
Let Π(·) be the mean embedding function associated with k. Then the dHSIC is defined as
dHSIC(W ) :=


































As long as the kernel is characteristic, the embedding of Borel probability measures will be
injective, which implies that the squared distance above is zero if and only if the joint distribution
is the same as the product of the marginal distributions. A commonly used kernel is the Gaussian
kernel k(w,w′) = exp(−||w−w′||2/2σ2), which is characteristic but contains a bandwith parameter
σ.
Another joint dependence measure was proposed by Kankainen (1995). This metric is also
based on characteristic functions. It is a weighted integral over the difference between the joint
characteristic function and the product of the marginal characteristic functions. In Pfister et al.
(2016), they showed that this dependence metric is a special case of the dHSIC by choosing a
specific kernel function as defined in equation (2.5) of the latter paper. However, sample version
for dHSIC is only defined when the sample size is at least twice as large as the dimension of the
data, which makes it unsuitable for the setting where the dimension exceeds the sample size. It is
also unclear how the dHSIC-based test performs when the dimension is relatively large compared
to sample size, as the dimension in all simulation examples in Pfister et al. (2016) are small and
their theory is only for the fixed-dimensional case. We shall examine the finite sample performance
in the high dimensional setting in Section 2.6.3.
On the other hand, due to the equivalence of distance-based and RKHS-based statistics as
discussed in Sejdinovic, Sriperumbudur, Gretton & Fukumizu (2013), we can borrow the idea of
embedding mentioned above and extend the distance covariance to construct a multivariate distance
covariance as an alternative. Again consider the random variables W = (W (1),W (2), . . . ,W (p)),
where W (i) ∈ Rdi . Here we allow each W (i) to have different dimensions. For 0 < α < 2, there
exists an embedding w → φ(, w) : Rd → Hd such that for any w,w′ ∈ Rd,
< φ(·, w), φ(·, w′) >Hd= |w|
α + |w′|α − |w − w′|α := K(w,w′;α), (2.17)
where K is the so-called distance induced kernel associated with the Euclidean norm, andHd is some
Hilbert space with the inner product < ·, · >Hd [see Proposition 3 of Sejdinovic, Sriperumbudur,
Gretton & Fukumizu (2013)]. For instance, when α = 1, one can choose Hd = L2(Rd, λd) with λd
being the Lebesgue measure and φ(w,w′) = {|w−w′|−(d−1)/2 − |w′|−(d−1)/2}/c0 for some constant
c0 > 0, see Lyons (2013). Denote by Ki the distance induced kernel associated with Rdi . The
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multivariate distance covariance (MdCov) is defined as

























To understand MdCov, we consider the tensor embedding (w(1), . . . , w(p)) → φ1(, w(1)) × · · · ×
φd(, w
(p)) : Rd1 × · · · × Rdp → H̃ := Hd1 × · · · × Hdp , where φi is the embedding associated with
Rdi . The inner product on H̃ satisfies that < h1 ⊗ · · · ⊗ hp, g1 ⊗ · · · ⊗ gp >H̃=
∏p
i=1 < hi, gi >Hdi .







The following result provides an equivalent representation for MdCov.
Proposition 2.5.1. For 0 < α < 2, assume that E|W (i1)|α|W (i2)|α · · · |W i(m)|α < ∞ for any
m-tuple (i1, . . . , im) and 1 ≤ m ≤ p. Then
Mdcov2(W ;α) =
∣∣∣∣∣∣ΠK (P(W (1),...,W (p)))−ΠK (PW (1) ⊗ ...⊗ PW (p)) ∣∣∣∣∣∣2
H̃
.
MdCov can be viewed as another special case of the dHSIC in Pfister et al. (2016) and Sejdinovic,
Gretton & Bergsma (2013), where the kernel is chosen to be the distance induced kernel K. And
for this particular kernel, there is no bandwidth parameter that needs to be tuned but one has
to select the parameter α. Below we also point out a characteristic function interpretation for
MdCov based on the Fourier embedding. Let cα,d = 2π
d/2Γ(1 − α/2)/{α2αΓ((d + α)/2)}. Denote
dt̃ = (cα,d1cα,d2 . . . cα,dp |t1|
α+d1
d1
· · · |tp|
α+dp
dp
)−1dt1 · · · dtp and fi(ti) = Eeı〈ti,W
(i)〉 as the characteristic
function for W (i).
















Notice that the above definition is slightly different from the dependence measure proposed in
Kankainen (1995) since they correspond to different kernels. Surprisingly, different from the dHSIC
in Pfister et al. (2016), the MdCov does not completely characterize mutual independence. To see
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this, suppose X1 has a degenerate distribution at zero, and (X2, . . . , Xp) are dependent. Then the
MdCov is equal to zero while (X1, . . . , Xp) are dependent. This is essentially due to the fact that
the barycenter map associated with the tensor product space for dimension greater than two [Lyons
(2013)] is no longer injective.
Similar to Pfister et al. (2016), for a set of random samples W1, ...,Wn, the sample version for








































where Mq,n = {1, ..., n}q is the q-fold Cartesian product of the set {1, ..., n} and (k1, ..., kq) ∈Mq,n
for n ∈ {2p, 2p + 1, ...}. The implementation of MdCov-based test is similar to that of dHSIC, in
that we can easily conduct a permutation test based on the random sample.
2.6 Simulation
In this section, we conduct Monte Carlo simulations to assess the finite sample performance of
the mutual independence test in Section 2.6.1, the banded dependence test in Section 2.6.2 and
present a comparison between pairwise independence test with a joint independence test in Section
2.6.3; we also compare our proposed methods (dCov, hereafter) with the following existing tests
in the literature. Schott (2005) proposed a L2 type statistic using pairwise Pearson correlation
(SC, hereafter); Leung & Drton (2017) studied the L2 type statistics using Kendall’s tau (LDτ ),
Spearman’s rho (LDρ) or the sign covariance introduced by Bergsma & Dassios (2014) (LDt∗);
Along a different line Cai & Jiang (2011) used the L∞ type statistic of Pearson Correlation to test
the structure of covariance matrices (CJ test, hereafter); Han & Liu (2014) developed the L∞ type
statistics using either Kendall’s tau (HLτ ) or Spearman’s rho (HLρ). In Section 2.6.2, adaptations
of the CJ and HLρ tests to testing the banded dependence structure are also carried out to compare
with the proposed test. Section 2.6.3 further compared the joint independence tests dHSIC and
MdCov discussed in Section 2.5 with our proposed test. Section 2.6.4 provides additional simulation
results and Section 2.6.5 discusses the computation complexity for different tests.
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2.6.1 Testing for mutual independence
In this subsection, we evaluate the size and power of the proposed mutual independence test
for both Gaussian and non-Gaussian distributions. The size and power (rejection probabilities)
reported below are based on 5000 Monte Carlo simulations at the nominal level α = 0.05. We
choose sample size n = {60, 100} and the dimension p = {50, 100, 200, 400, 800}.
Example 2.6.1. The data W = (W1, ...,Wp) ∈ Rp are generated as follows with each component
independent from others
• i) The data are generated from a standard Gaussian distribution with W ∼ Np(0, Ip);
• ii) The data are generated from a Gaussian copula family with W = Z1/3 and Z ∼ Np(0, Ip);
• iii) The data are generated from a Gaussian copula family with W = Z3 and Z ∼ Np(0, Ip);
• iv) The components {Wj}pj=1 are i.i.d. from the student-t distribution with degrees of freedom
three.
The sizes for all the tests are summarized in Table 2.1. The performance of the proposed test
is very comparable to those from LDτ and LDρ. SC’s test performs reasonably well in cases i) and
ii), especially when the underlying data is Gaussian. However, it has slightly upward size inflation
in case iv) and exhibits severe size distortion in case iii). We also observed some size inflation from
LDt∗ when the sample size is small. The L∞ type statistics HLτ and HLρ turn out to be conservative
for all the scenarios; CJ’s test has an unpleasantly high rejection rate in cases iii) and iv) due to the
violation of Gaussian assumption. In addition, Figure 2.1 shows the histogram of the dCov-based
test statistic from 5000 Monte Carlo simulation of case i) as well as the kernel density estimate
using the Gaussian kernel. Comparing with the red dashed line (density of standard normal), we
observe that the null distribution of our test statistic is in general very close to standard normal
for all the combinations of (n, p) being considered.
Example 2.6.2. The data W = (W1, ...,Wp) ∈ Rp are generated from multivariate normal distri-
bution with the following three covariance matrices Σ = (σij(ρ))
p
i,j=1 for ρ = 0.25.
• AR(1) structure: σii = 1 and σij = ρ|i−j| for all i, j ∈ {1, ..., d};
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• Band structure: σii = 1 for i = 1, ..., d; σij = ρ if 0 < |i− j| < 3 and σij = 0 if |i− j| ≥ 3;
• Block structure: Define Σblock = (σ∗ij) with σii = 1 and σij = ρ if i 6= j for all i, j ∈
{1, ..., 5}. The covariance matrix is given by the following Kronecker product Σ = Ibp/5c ⊗
Σblock.
Table 2.2 reports the power from Example 2.6.2. It shows that the L2 type tests perform equally
well with power one for most of the cases, while the maximum type tests endure severe power loss
when sample size is small or dimension is high. The reason lies in the fact that the alternatives
we consider here are dense and therefore favor the L2 type tests, whereas the L∞ type tests target
sparse alternative instead and do not work very well in this case.
Example 2.6.3. Let ω be generated from a standard Gaussian distribution with ω ∼ Np/5(0, Ip/5).
The dependence structure is constructed through the non-linear functions such that
W = (g1(ω), g2(ω), g3(ω), g4(ω), g5(ω)) ∈ Rp,
where g1(x) = x, g2(x) = sin(2πx), g3(x) = cos(2πx), g4(x) = sin(4πx) and g5(x) = cos(4πx) and
gi(ω) means applying the function gi to each component of ω.
Example 2.6.4. Let ω be generated from a standard Gaussian distribution with ω ∼ Np/2(0, Ip/2).
The dependence structure is constructed through the non-linear functions such that W = (g1(ω),
g2(ω)) ∈ Rp, where g1(x) = x, g2(x) = log(x2) and gi(ω) means applying the function gi to each
component of ω.
Example 2.6.5. Let ω be generated from univariate standard normal distribution. The dependence
structure is constructed through the non-linear functions such that
W = (sin(πω), sin(2πω), ..., sin(pπω)).
Examples 2.6.3, 2.6.4 and 2.6.5 are designed for the non-linear and non-monotone dependence,
in which case our dCov-based test as well as the LDt∗ demonstrate the highest power among all
the competing methods as seen from Table 2.3. However, notice that the power for the proposed
test increases as the dimension increases while the LDt∗ shows the opposite pattern. In Section
2.6.4, we presented further comparison between the two tests, where we found our proposed test
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outperforms the LDt∗ under some non-Gaussian data generating processes, especially when the
sample size is small and dimension is low. The other three L2 type tests only exhibit power in
Example 2.6.5 and the powers diminish substantially and even down to nominal level in other cases.
On the other hand, for the L∞ type tests, only HLτ has some power in detecting the non-monotone
dependence; the other two maximum type tests maintain the power around nominal level α. These
examples clearly demonstrate the advantage of the distance covariance based test in identifying the
non-linear and non-monotone dependence among the data.
2.6.2 Testing for banded dependence structure
In this subsection, we conduct additional simulations to evaluate the performance of the proposed
test for the banded dependence structure. The simulation setting is the same as in Section 2.6.1.
Example 2.6.6. Consider the following banded dependence structures
i) The data is generated from multivariate normal distribution with banded covariance matrix
Σ = (σij)
p
i,j=1, where σii = 1 for i = 1, ..., d, σij = 0.3 if 0 < |i− j| < 5 and σij = 0 if |i− j| ≥ 5;
ii) The data is generated as W = Z3, where Z is generated from i);
iii) The data is generated as W = Z1/3, where Z is generated from i).
Table 2.4 shows the result from Example 2.6.6. The true bandwidth is 4 in this example, we
choose h = 5 and h = 10 in the tests. It can be seen from the table that dCov-based banded de-
pendence structure test has slight size inflation when n = 60, which subsides as sample size grows.
In contrast, HLτ test is a little bit conservative in some scenarios. CJ test is more conservative
in cases i & iii and shows strong size distortion when the distribution is too far from Gaussian
in case ii. It appears that there is no big difference between using h = 5 and h = 10 for all of
the three tests. Likewise, we provide the histogram of the test statistics from 5000 Monte Carlo
simulation and also the kernel density estimate using the Gaussian kernel with the comparison of
standard normal density as the red dashed line in Figure 2.2 for the three cases in this example
where n = 100, p = 800 and h = 10. It is shown that the normal approximation is quite close to
the null distribution of the proposed test statistic in all the three cases. The plots for h = 5 are
almost identical to those for h = 10 and therefore omitted.
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Example 2.6.7. Consider the following cases
i) The data is generated from multivariate normal distribution with banded covariance matrix
Σ = (σij)
p
i,j=1, where σii = 1 for i = 1, ..., d, σij = 0.1 if 0 < |i− j| ≤ 20 and σij = 0 if |i− j| > 20;
ii) The data is generated as W = Z1/3, where Z is generated from i).
iii) The data is generated the same way as Example 2.6.3 in Section 2.6.1.
Table 2.5 collects the results from Example 2.6.7. We choose h = 5 and h = 10 in all the
tests whereas the true bandwidths in cases i and ii are both 20; in case iii, there is no banded
dependence structure. We observe that the power for the proposed test is consistently higher
than other methods and the power increases as sample size and dimension increase, whereas HLτ
test suffers from significant power reduction in all cases. Moreover, CJ test is the worst among
these three tests with power less than the nominal level in most of the scenarios. This example
demonstrates that our proposed banded dependence test has very good power performance.
2.6.3 Testing for joint dependence
As mentioned in the introduction, our test mainly focuses on the presence of the “main effects” of
joint dependence and tests for the sub-null H ′0. In comparison, dHSIC proposed by Pfister et al.
(2016) targets at the joint (mutual) dependence. As discussed in Section 2.5, the theory for dHSIC
is restricted to the fixed dimensional case and its validity in the high dimensional case is unknown.
Here we compare our proposed method with dHSIC and MdCov under different scenarios.
Since dHSIC test and MdCov require that n ≥ 2p, we choose three combinations n = 60, p = 18;
n = 100, p = 36 and n = 200, p = 72. We compare the three tests for some of the examples chosen
from Section 2.6.1, namely Example 2.6.1, 2.6.2, 2.6.4 and 2.6.5. Besides, we also consider an
interesting example as follows, where W is pairwise independent but not jointly independent.
Example 2.6.8. Consider the tuple of three random variables Z = (Z1, Z2, Z3), where Z1, Z2 are
independent Bernoulli random variables with success probability 1/2, Z3 = 1(Z1=Z2) and 1(·) is the
indicator function. Our data consists of p/3 i.i.d copies of Z, that is, W = (Z1, ...,Zp/3).
The size and power (rejection probabilities) are reported based on 5000 Monte Carlo simulations
at the nominal level α = 0.05. Here the dHSIC and MdCov are implemented as permutation tests;
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we use Gaussian kernel for dHSIC where the bandwidth parameter is chosen as the median of all
pairwise distances [see Gretton et al. (2008)].
Table 2.6 summarizes the rejection rates for the above mentioned three tests. For (n, p) =
(200, 72), dHSIC delivers zero rejection rates in some cases. A careful look at the source code from
“dHSIC” package in CRAN indicates that when the dimension is too high the sample statistic as
well as the ones based on the permuted samples become a constant when the underlying data is
generated on the real line. This results in a zero rejection rate. For smaller (n, p), the performance
of dHSIC seems more reasonable and we shall comment on that below. When the data are jointly
independent as in Example 2.6.1, all tests have quite accurate rejection rates around the nominal
level 5%, which suggests that normal approximation works quite well for our test even when p = 18
and n = 60. For linearly dependent and non-linearly dependent data in Example 2.6.2 and Example
2.6.4-2.6.5 respectively, dCov demonstrates consistently high power against the null; surprisingly,
dHSIC almost has no power for linearly dependent data in Example 2.6.2 and has very little power
in Example 2.6.4; MdCov has no power or very little power for the dependent data. For Example
2.6.8, the data is pairwise independent but not jointly independent, thus our test cannot detect
any dependence beyond the pairwise dependence and has rejection rate around the nominal level,
which is consistent with our expectation; dHSIC has a reasonable rejection rate when dimension is
small relative to the sample size, but endures severe power loss when the dimension is high. The
fact that the power for dHSIC is so low when (n, p) = (200, 72) is somewhat expected, since most
of triples in Example 2.6.8 are mutually independent (as mentioned in Sun (1998)) and thus the
data with dimension p = 72 are less mutually dependent than that when p = 36 and 18. These
findings suggest that the incapability of the dHSIC/MdCov to handle high dimensional data which
could be due to (1) the intrinsic difficulty to capture all kinds of higher order dependence beyond
pairwise dependence when the dimension is high; (2) the bias associated with the sample versions
of dHSIC and MdCov in high dimension.
2.6.4 Additional simulation
In this section, we provide additional simulation examples to compare the power from our proposed
test and LDt∗ . LDt∗ is studied in Leung & Drton (2017), which is based on the the sign covariance
introduced by Bergsma & Dassios (2014). The sign covariance also targets at non-linear dependence
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as distance covariance. We consider several non-Gaussian data generating processes as follows. The
power (rejection probabilities) reported below are based on 5000 Monte Carlo simulations at the
nominal level α = 0.05.
Example 2.6.9. The data W = (W1, ...,Wp) ∈ Rp, where Wi = Z3i for i = 1, ..., p and Z =
(Z1, ..., Zp) are generated from multivariate t-distribution with degrees of freedom 5 and the following
three covariance matrices Σ = (σij(ρ))
p
i,j=1 for ρ = 0.1.
• AR(1) structure: σii = 1 and σij = ρ|i−j| for all i, j ∈ {1, ..., d};
• Band structure: σii = 1 for i = 1, ..., d; σij = ρ if 0 < |i− j| < 3 and σij = 0 if |i− j| ≥ 3;
• Block structure: Define Σblock = (σ∗ij) with σii = 1, σij = ρ if i 6= j for all i, j ∈ {1, ..., 5}.
The covariance matrix is given by the following Kronecker product Σ = Ibp/5c ⊗Σblock.
Example 2.6.10. Similar to the example used in Leung & Drton (2017), consider the data W =
(W1, ...,Wp) ∈ Rp, generated from multivariate power exponential distribution with kurtosis param-
eter equals 20 and covariance matrix Σ = (σij)
p
i,j=1 for σii = 1 and σij = 0.03.
Table 2.8 and 2.9 summarize the results from above examples. We observed that our proposed
test shows higher power than LDt∗ when the dimension and sample size are low. Notice that as
dimension decreases, the overall dependence also decreases. Therefore, our test outperforms LDt∗
under weak signal situations and performs equally well as LDt∗ for strong signal cases.
2.6.5 Computational complexity
In the high-dimensional setting, computation cost is a worthy consideration. In this section, we
compare the computational complexity for different methods theoretically and also provide a run-
time analysis. The discussion only focuses on the L2 methods mentioned in this chapter and also
dHSIC, because the L∞ methods have the same order of computational complexity as their L2
counterparts.
SC’s test uses the Pearson correlation, which is very straightforward to implement in O(n)
operations; LDτ and LDρ use the rank correlation coefficients Kendall’s τ and Spearman’s ρ, which
are U -statistics of degrees 2 and 3, respectively. Naive implementation involves O(n2) and O(n3)
operations. However, Spearman’s ρ statistics can be easily calculated in O(n log n) operations based
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on its alternative definition. Christensen (2005) showed that Kendall’s τ can also be computed in
O(n log n). Bergsma-Dassios’ sign covariance t∗ is a U -statistics of degree 4. Direct computing
has a O(n4) complexity, but Weihs et al. (2016) showed that it can be computed in O(n2 log n)
operations; Heller & Heller (2016) further improved it to O(n2). Distance covariance can also be
computed in O(n2) operations; Huo & Székely (2016) proposed a fast computing algorithm which
only requires O(n log n) operations. For the corresponding L2/L∞ statistics for testing pairwise






all the existing L2 statistics are asymptotically pivotal, no further calibration is needed for these
tests. However, in our proposed test statistic, we do need to estimate the variance part. Hence the
runtime for our test is slightly longer than other methods with the same order of computational
complexity.
On the other hand, dHSIC itself can be computed in O(p2n2) operations. Pfister et al. (2016)
proposed the dHSIC independence test based on permutation test, bootstrap and Gamma approxi-
mation. If the first two approaches are used, the overall complexity becomes O(Bp2n2), where B is
the number of permutation/bootstrap. This is quite demanding as compared with other methods
discussed above. Table 2.7 shows the summary of computational complexity for different methods.
Figure 2.3 presents the runtime (at log scale) results, which is consistent with the theory.
2.7 Data Illustration
In this section, we employ the proposed methods to analyze the prostate cancer data set and
report the results. The original prostate cancer data was analyzed by Adam et al. (2002) to study
the protein profiling technologies that can simultaneously resolve and analyze multiple proteins in
early detection of prostate cancer. Surface enhanced laser desorption/ionization mass spectrometry
protein profiles of patients’ blood serum samples are recorded. These profiles contains the intensity
values for a large amount of time-of-flight values. The time-of-flight is related to the mass over
charge ratio m/z of the constituent proteins in the blood. There are 157 healthy patients and 167
prostate cancer patients with 48,538 m/z-sites in total.
This data set has been analyzed by several statisticians for various purposes. Following previous
researchers, the m/z-sites below 2000 are ignored due to the possible chemical artifacts occurrence
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under that level. Tibshirani et al. (2005) averaged the intensity values in consecutive blocks of 20,
which gives a total of 2181 dimensions per serum sample. Levina et al. (2008), Qiu & Chen (2012)
further averaged the data of Tibshirani et al. (2005) in consecutive blocks of 10, resulting in a total
of 218 dimensions. We follow this approach and consider the observation wi = (wi,1, ..., wi,218)
with intensity profile of length 218 for patient i to test the mutual independence and the banded
dependence structure if the former hypothesis is rejected.
We conduct the analysis for two groups separately: the healthy group (157 samples), prostate
cancer group (167 samples). The tests for mutual independence are both rejected for these two
groups with p-values 0. Since there is a natural ordering for these 218 dimensions (m/z-sites),
we further carry out the banded dependence structure test with given bandwidth h from 50 to
217. The corresponding values of the test statistics are plotted in Figure 2.10. We also employ
the proposed methods to the mixed group data (157 healthy patients together with 167 prostate
cancer patients), but the results are not informative and therefore omitted. Some previous studies
also used the standardized data and we found no significant differences between using the original
data and the standardized data in our tests for this particular prostate cancer data set.
The test results suggest that the dependence structure is not banded for both the patient group
and healthy group. The shape of the curve from healthy group in the left panel of Figure 2.10
indicates that the overall dependence is decreasing steeply first and then increasing gradually as
the bandwidth increases; moreover, the test statistics are the smallest for 125 ≤ h ≤ 150, which
hints at that the dependence is relatively weak for those bandwidths. The curve from prostate
cancer group, however, demonstrates completely different pattern. It increases substantially from
h = 70 to h = 185 and then decrease afterwards, which suggests strong non-linear dependence.
The sharp contrast between healthy group and cancer group signifies significant differences in the
dependence structure for prostate cancer and non-cancer people.
Bickel & Levina (2008), Qiu & Chen (2012) (the test statistic values are shown in the right
panel of Figure 2.10) used covariance matrix based method and concluded that the healthy group’s
covariance matrix is likely to be banded with bandwidth 144 and 121 respectively and may not be
banded at all for the prostate cancer group. Our method implies that the dependence structure is
not banded for both groups and the non-linear dependence is especially strong between bandwidth
90 and 185 for the cancer group.
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2.8 Conclusion
In the chapter, we proposed a mutual independence test using sum of pairwise squared distance
covariance and further extended the test to testing the banded dependence structure. Asymptotic
distributions of the test statistics were studied under the null and local alternatives using tools
related to U-statistics. We view our new test as a useful addition to the family of mutual indepen-
dence tests, for example, Schott (2005), Cai & Jiang (2011), Han & Liu (2014), Leung & Drton
(2017) among others, as few existing tests can capture non-monotonic dependence. Our numerical
results demonstrate the merit of the proposed test in identifying the non-linear and non-monotonic
dependence in the data compared with Pearson correlation and rank correlation based counter-
parts, which only focus on linear dependence and monotone dependence respectively. Compared to
Bergsma & Dassios (2014)’s t∗-based test, our test is more computationally efficient, has less size
inflation and comparable power in all examples examined.
As mentioned early, sum of squares/L2 type statistic naturally targets at non-sparse but weak
alternatives. It would be interesting to consider the L∞/maximum type statistic using the distance
covariance in the future to capture sparse and strong dependence. The mild size distortion for our
test at small sample size may be alleviated by using permutation-based critical values. However,
permutation based test becomes quite expensive in high dimension, and it will be interesting to
develop more accurate approximation of our null distribution with manageable/scalable computa-
tional cost. Furthermore, we can use distance correlation based test in testing mutual independence
or consider a more general multivariate dependence measure instead of pairwise dependence mea-
sure to capture the dependence of any three or more subsets of p components, which is certainly
more challenging and is left for future work.
2.9 Technical Results and Proofs
2.9.1 Hoeffding decomposition
For the kernel h defined in Lemma 2.2.1, define that hc(z1, . . . , zc) = Eh(z1, . . . , zc, Zc+1, · · · , Z4),
where Zi = (Xi, Yi) =
D (X,Y ) for c = 1, 2, 3, 4. Let z = (x, y), z′ = (x′, y′), z′′ = (x′′, y′′) and
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U(x, x′)V (y, y′) + dCov2(X,Y )
+ EU(x,X)(2V (y, Y )− V (y′, Y ))









(2U(x, x′)− U(x′, x′′)− U(x, x′′))V (y, y′)
+ (2U(x, x′′)− U(x, x′)− U(x′, x′′))V (y, y′′)
+ (2U(x′, x′′)− U(x, x′)− U(x, x′′))V (y′, y′′)
+ E(2U(x,X)− U(x′, X)− U(x′′, X))V (y, Y )
+ E(2U(x′, X)− U(x,X)− U(x′′, X))V (y′, Y )










(2U(x, x′) + 2U(x′′, x′′′)− U(x, x′′)− U(x, x′′′)− U(x′, x′′)− U(x′, x′′′))(V (y, y′) + V (y′′, y′′′))
+ (2U(x, x′′) + 2U(x′, x′′′)− U(x, x′)− U(x, x′′′)− U(x′′, x′)− U(x′′, x′′′))(V (y, y′′) + V (y′, y′′′))




2.9.1.1 Proof of Proposition 2.2.1
Proof. For the ease of notation, we drop the subscript n, that is, (Xi, Yi) =
D (X,Y ), where the
distribution of (X,Y ) is allowed to depend on n. Under the null of mutual independence between













(2U(x, x′)− U(x′, x′′)− U(x, x′′))V (y, y′)
+ (2U(x, x′′)− U(x, x′)− U(x′, x′′))V (y, y′′)








EU(X,X ′)2V (Y, Y ′)2 := ν2,
and
var(h3(Z,Z
′, Z ′′)) =
3
144










′, Z ′′, Z ′′′)) =
6
144
EV (Y, Y ′)2[U(X,X ′′) + U(X ′, X ′′′) + U(X ′, X ′′)




{EV (Y, Y ′)2U(X,X ′′)2 + EU(X,X ′)2EV (Y, Y ′)2
+ EU(X,X ′)2V (Y, Y ′)2}
=o(n2ν2).
37
The sample distance covariance can be decomposed as in (2.4) under the null. The readers are
referred to Serfling (1980) for more details.
Under the local alternative, we assume that
var(K(X,Y )) = o(n−1ν2), var(K(X,Y ′)) = o(ν2).
This condition implies that
var(h1(Z)) = o(n
−1ν2), var(h2(Z,Z
′)) = ν2(1 + o(1)).
Moreover, we have
var(h3(Z,Z
′, Z ′′)) ≤C
{









′, Z ′′, Z ′′′)) ≤C ′
{
ν2 + EU(X,X ′′)2V (Y, Y ′)2 + EU(X,X ′)2EV (Y, Y ′)2
}
,
where C and C ′ are some constants which are independent of n and p. Therefore, the same
decomposition can be derived under assumptions (2.1)-(2.3).
2.9.2 Proofs of the main results
2.9.2.1 Proof of Lemma 2.2.1
Proof. Denote 1 ∈ Rn as the vector of all ones, (n)k = n!/(n− k)!, Ink is the collections of k-tuples
of indices from {1, 2, . . . , n} such that each index occurs only once. By Lemma 1 of Park et al.






















h(Zi, Zj , Zk, Zl)
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with Zi = (Xi, Yi), and the last summation is over all permutations of the 4-tuples of indices















 = E[1TAB1− tr(AB)] = (n)3 · E|X −X ′||Y − Y ′′|.
Therefore, dCov2n(X,Y ) is unbiased and it is a fourth-order U-statistic.
2.9.2.2 Proof of Theorem 2.3.1
Define the following quantities,
V1 = E[H(W,W ′)2H(W,W ′′)2],
V2 = E[H(W,W ′)H(W,W ′′)H(W ′′′,W ′)H(W ′′′,W ′′)],
V3 = E[H(W,W ′)4].
We first present the following three propositions.




i=1 H(Wi,Wj). Then Mr is a martingale relative to
the natural filtration with respect to {Wi}ri=1.
Proof of Proposition 2.9.1. Define the natural filtration Fj = σ(W1,W2, ...,Wj). Notice that under
the null
E[H(Wi,Wj)] = E[H(Wi,Wj)|Wi] = E[H(Wi,Wj)|Wj ] = 0.
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Therefore, Mr is a zero mean martingale sequence.
Proposition 2.9.2. Define Wj =
∑j−1
i=1 H(Wi,Wj) and the natural filtration Fj with respect to










E(W2j |Fj−1)→p 1, (2.19)
where B2n = n(n− 1)S2/2.












































Define Lj(Wi,Wk) = E[H(Wi,Wj)H(Wk,Wj)|Fj−1] for i, k < j, and note that











If i ≤ k and i′ ≤ k′ then
E[Lj(Wi,Wk)Lj′(Wi′ ,Wk′)]
=EH(W,W ′)2H(W,W ′′)2 if i = k = i′ = k′,
=E[H(W,W ′)H(W,W ′′)H(W ′′′,W ′)H(W ′′′,W ′′)] if i = i′ 6= k = k′, or i = k′ 6= k = i′,


























[(j − 1)V1 + 2(j − 1)(j − 2)V2 − (j − 1)S4].










Proposition 2.9.3. Define Wj =
∑j−1
i=1 H(Wi,Wj) and the natural filtration Fj with respect to











W2j I(|Wj | > εBn)|Fj−1
)
→p 0, (2.21)
where Bn = n(n− 1)S2/2.























































Therefore, under (2.20), (2.22) holds.
We present the following lemma which is useful in the proof of Theorem 2.3.1.
Lemma 2.9.1. Let a(x) = max{|E[|X−X ′|]−2E[|x−X ′|]|,E[|X−X ′|]}. Then we have |U(x, x′)| ≤
max{a(x), a(x′)}.
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Proof of Lemma 2.9.1. By the triangle inequality, we have |E[|X − x′|]− |x− x′|| ≤ E[|x−X ′|] for
x, x′ ∈ R. Thus |U(x, x′)| ≤ max{|E[|X − X ′|] − 2E[|x − X ′|]|,E[|X − X ′|]} = a(x). Switching x
and x′, we get |U(x, x′)| ≤ a(x′). The conclusion thus follows.





→ 0 and V3
n2S4
→ 0. We write a . b if a is less or equal to b up to a





































4(W (l)) = o([
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· {1 + o(1)}.
Again using Lemma 2.9.1 and the fact that E[a(X)2] . var(X), we have








































































where we have used the Cauchy-Schwarz inequality to show
{∑
l{E[|W (l) − µ(l)|]}2var(W (l))
}2 ≤∑
l{E[|W (l) − µ(l)|]}4
∑
l var(W
(l))2. Similarly, we have






















































































































In view of Corollary 3.1 of Hall & Heyde (1980), the conclusion follows from Proposition 2.9.2 and
2.9.3.
Theorem 2.3.4 and Theorem 2.4.1 can be proved using similar arguments in Proposition 2.9.2
and Proposition 2.9.3, we omit the details.
2.9.2.3 Proof of Theorem 2.3.2








dCov2(W (l))dCov2(W (m)) = S2.
Thus it suffice to show that
E
















































:=J1 + J2 + J3 (say).
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Since dCov2n(W
(l)) is a fourth order U-statistics, by the Hoeffding decomposition, the dominant










































as we have shown in the proof of Theorem 2.3.1. The higher order terms of the variance of
dCov2n(W


























































Thus Ŝ2 is ratio consistent under the null and Assumption A1.
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2.9.2.4 Proofs of the results under local alternative class Lk in Section 2.3.3





















as n→∞, p→∞ and k →∞.
Proof. By the Hoeffding decomposition, we only need to verify the following conditions
E
[








′′(m),W ′′′(m))]2 = O(S2), (2.24)
var
(




EW (T (W,W ′,W ′′)
)
= o(S2), (2.25)






′(m)) and EW denotes the expecta-
tion with respect to W . For condition (2.23), we have
E
[




























:=K1 + 2K2 +K3
K1 is when l1,l2,l3,l4 are all outside Ck; K2 is when only two indices inside Ck; K3 is when all






























































Under Assumption C2, K2 = o(S
2), K3 = o(S
2). Therefore E [T (W,W ′,W ′′)]2 = O(S2).
For condition (2.24), we can show






































Now to verify the first equality in condition (2.25),
var
(
EW (T (W,W ′,W ′)
)




























For the second equality in condition (2.25), var (EW (T (W,W ′,W ′′)) = o(S2) we have
var
(
EW (T (W,W ′,W ′′)
)






















 · k3 = o(S2)
Therefore, we have verified condition (2.23)-(2.25), the first step decomposition is obtained. The
second step decomposition can be easily derived using condition (2.25) here.
Lemma 2.9.2. Under the local alternative class Lk with Assumption A1 and C1-C2, we can show
that
S̃2 = S2{1 + o(1)}
Proof of Lemma 2.9.2. First we know
S̃2 = E[H(W,W ′)2]− 2E[H(W,W ′)H(W,W ′′)] + (E[H(W,W ′)])2.
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:=I1 + 2I2 + I3
I1 is when l1,l2,l3,l4 are all outside Ck; I2 is when l1 and l3 are outside Ck; I3 is when all the indices



































(l4),W ′(l4))] ≤ c2k3
∑
l∈Ck
E[|W (l)|4] = o(S2)
Therefore E[H(W,W ′)2] = S2{1 + o(1)}. Similarly technique can show us
E[H(W,W ′)H(W,W ′′)] = o(S2) and (E[H(W,W ′)])2 = o(S2)
and the result is obtained.
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2.9.2.5 Proof of Theorem 2.3.4
Proof. To establish the asymptotic normality for D′n, we use the martingale central limited theorem








where Ṽ1 = E[H̃(W,W ′)2H̃(W,W ′′)2], Ṽ2 = E[H̃(W,W ′)H̃(W,W ′′)H̃(W ′′′,W ′)H̃(W ′′′,W ′′)] and
Ṽ3 = E[H̃(W,W ′)4].























:=Q1 +Q2 +Q3 +Q4 +Q5
where Q1-Q5 are the 5 different cases we need to consider to calculate above summation.









′(l))8] · k7 ≤ c3
∑
l∈Ck


















• Q2: Only 6 indices are in Ck













′(l))6] · k5 ≤ 8Scc′
∑
l∈Ck























































• Q5: None of the indices are in Ck, this is actually under the null, except the indices are in a











→ 0 and Ṽ3
n2S4
→ 0 can be verified in a similar fashion, we omitted the
details here.
Therefore the asymptotic normality is obtained under Assumption A1 and C1-C2.
2.9.2.6 Proof of Theorem 2.3.5















:=Z1 + Z2 + Z3
It is very easy to show that the first term Z1 above is S


















(l)) is a fourth order U-statistics, by the Hoeffding decomposition, the dominant

































































(l))) = o(S2) and Z2 is o(S













Therefore, we have that
EŜ2 = S2{1 + o(1)}
In this end, it suffice to show that
E

















:= J4 + J3 + J2 + J1 + J0.
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J4 is when all the four indices are outside of Ck. Then J4 is bounded by var(Ŝ2) defined under
the null, which is o(S4) as we proved for in the ratio consistency under the null.




































In the above limit, we use the results
∑
l dCov






which we showed under the null and Assumption A1.














































E[dCov6n(W (l))] · k2
S3
Similarly to the calculation of the variance of the fourth order U-statistics dCov2n(W
(l)), its
third moment is given by
E[dCov6n(W (l))] = E[dCov2n(W (l))− dCov2(W (l))]3 + 3E[dCov4n(W (l))]dCov2(W (l))− 2dCov6(W (l)) (2.26)













E[h1(W (l))− dCov2(W (l))]3
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with





















for some constant c′. Similarly E[h1(W (l))]2 ≤ c2E[|W (l)|4]. Therefore ,
∑
l∈Ck E[h1(W































The other two terms in (2.26) can be showed negligible using the same arguments as above.
Therefore J1/S
4 → 0.


























The fourth moment of the U-statistic is calculated similarly as for the third moment above and we
can show J0 is o(S




→ 0, we have the ratio consistency for Ŝ2 under the local alternative class Lk
with Assumption A1 and C1-C2.
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2.9.2.7 Proof of Theorem 2.3.6
First we present the following Lemma
Lemma 2.9.3. For multivariate Gaussian (W1,W2,W3,W4) with pairwise correlation ρ, we have
E[U(W1,W ′1)U(W2,W ′2)U(W3,W ′3)U(W4,W ′4)] ≤ C ′|ρ|4, (2.27)
E[U(W1,W ′1)U(W2,W ′2)U(W3,W ′′3 )U(W4,W ′′4 )] ≤ C ′|ρ|4,
E[U(W1,W ′1)U(W1,W ′′1 )U(W2,W ′2)U(W3,W ′′3 )] ≤ C ′|ρ|3,
E[U(W1,W ′1)U(W1,W ′′1 )U(W2,W ′2)U(W2,W ′′2 )] ≤ C ′|ρ|2,
E[U(W1,W ′1)U(W2,W ′′2 )U(W ′′′3 ,W ′3)U(W ′′′4 ,W ′′4 )] ≤ C ′|ρ|4,
E[U(W1,W ′1)U(W ′′′1 ,W ′1)U(W2,W ′′2 )U(W ′′′3 ,W ′′3 )] ≤ C ′|ρ|3,
E[U(W1,W ′1)U(W ′′′1 ,W ′1)U(W2,W ′′2 )U(W ′′′2 ,W ′′2 )] ≤ C ′|ρ|2,
E[U(W1,W ′1)2U(W2,W ′2)U(W3,W ′3)] ≤ C ′|ρ|2,
for some positive constant C ′ which is different from line to line.
Proof of Lemma 2.9.3. We provide the details for (2.27). The other inequalities can be obtained










where f(t) = f(t) = e−t
2/2. Therefore,






1/2 − eit1W1)(e−t22/2 − eit2W2)(e−t23/2 − eit3W3)(e−t24/2 − eit4W4)























It is straightforward to verify that
E(e−t
2









2 (e−ρt1t2 + e−ρt1t3 + e−ρt1t4 + e−ρt2t3 + e−ρt2t4 + e−ρt3t4
− e−ρt1t2−ρt1t3−ρt2t3 − e−ρt1t2−ρt1t4−ρt2t4 − e−ρt1t3−ρt1t4−ρt3t4









2 (3ρ2t1t2t3t4 + Remainder terms),
where the last step uses the Taylor expansion ex = 1 + x+ x2/2 +
∑∞
3 x
k/k!. Therefore we have





















































We first consider term (2.29). Denote a1 = t1t2, a2 = t1t3, a3 = t1t4, a4 = t2t3, a5 = t2t4 and












































− (a1 + a2 + a4)k − (a1 + a3 + a5)k − (a2 + a3 + a6)k − (a4 + a5 + a6)k


























k − (a1 + a2 + a4)k − (a1 + a3 + a5)k
















∗ denotes the summation over all (k1, k2, k3, k4, k5, k6) such that
∑i=1
6 ki = k, k1+k2+k3 ≥
1, k1 + k4 + k5 ≥ 1, k2 + k4 + k6 ≥ 1 and k3 + k5 + k6 ≥ 1. Since
∫
R e




−t2t2kdt < ∞, we have Ik > 0 for k ≥ 3. We first consider the case −1/3 ≤ ρ < 0. By







































k−3. First notice that the above power series is











Ik ≤ E[U(W (1),W ′(1))4] <∞.
By the Abel theorem, the power series is continuous as a function of ρ for ρ ∈ [0, 1] and therefore
bounded. Equivalently, we can use the Abel’s uniform convergence test to show the power series




k! Ik ≤ C|ρ|
3 for some constant C that is



































































a(k1)a(k2) such that k1 + k2 = k. Therefore
E[U(W1,W ′1)U(W2,W ′2)U(W3,W ′3)U(W4,W ′4)] ≤ C|ρ|4.
Using similarly arguments, we can show that












4)(e−ρt1t2 + e−ρt1t3 + e−ρt1t4 + e−ρt2t3 + e−ρt2t4 + e−ρt3t4
− e−ρt1t2−ρt1t3−ρt2t3 − e−ρt1t2−ρt1t4−ρt2t4 − e−ρt1t3−ρt1t4−ρt3t4 − e−ρt2t3−ρt2t4−ρt3t4















































4)(e−t1t2 + e−ρt1t3 + e−ρt1t4 + e−ρt2t3 + e−ρt2t4 + e−ρt3t4
− e−t1t2−ρt1t3−ρt2t3 − e−t1t2−ρt1t4−ρt2t4 − e−ρt1t3−ρt1t4−ρt3t4 − e−ρt2t3−ρt2t4−ρt3t4















































4)(e−t1t2 + e−ρt1t3 + e−ρt1t4 + e−ρt2t3 + e−ρt2t4 + e−t3t4
− e−t1t2−ρt1t3−ρt2t3 − e−t1t2−ρt1t4−ρt2t4 − e−ρt1t3−ρt1t4−t3t4 − e−ρt2t3−ρt2t4−t3t4






























































































































































































4)(e−t1t2 + e−ρt1t3 + e−ρt1t4 + e−ρt2t3 + e−ρt2t4 + e−ρt3t4
− e−t1t2−ρt1t3−ρt2t3 − e−t1t2−ρt1t4−ρt2t4 − e−ρt1t3−ρt1t4−ρt3t4 − e−ρt2t3−ρt2t4−ρt3t4






























Proof of Theorem 2.3.6 . When W (l) is standard Gaussian, we can directly calculate that

















Our test φn,α = 1 if Dn > zα, where zα is 100(1−α)% quantile of standard normal. Hence we have






































































hs(Wi1 ,Wi2 ,Wi3 ,Wi4),
where

















































1 , . . . , z
(lm)
c ) for c = 1, 2, 3, 4 with
hc(z
(lm)
1 , . . . , z
(lm)
c ) = Eh(z
(lm)







defined in Section 2.9.1.
Use the results from Lemma 2.9.3 or similar arguments from the proof, we can work out the






































p4E[U(W (1),W ′(1))U(W (2),W ′(2))U(W (3),W ′′(3))U(W (4),W ′′(4))]
+ p3E[U(W (1),W ′(1))U(W (1),W ′′(1))U(W (2),W ′(2))U(W (3),W ′′(3))]









)2 ≤ Cn−1{O(|Θ|4) +O(|Θ|3) +O(|Θ|2)}
z2αf(1)
2 p(p−1)





Hence, the right hand side can be made less than 1−β4 when p/n → λ ∈ (0,∞), and also |Θ|
2 > c̃










































p4E[U(W (1),W ′(1))U(W (2),W ′(2))U(W (3),W ′(3))U(W (4),W ′(4))]
+ p3E[U(W (1),W ′(1))2U(W (2),W ′(2))U(W (3),W ′(3))]














p4E[U(W (1),W ′(1))U(W (2),W ′′(2))U(W ′′′(3),W ′(3))U(W ′′′(4),W ′′(4))]
+ p3E[U(W (1),W ′(1))U(W ′′′(1),W ′′(1))U(W (2),W ′′(2))U(W ′′′(3),W ′(3))]
+ p3E[U(W (1),W ′(1))U(W ′′′(1),W ′(1))U(W (2),W ′′(2))U(W ′′′(3),W ′′(3))]









)2 ≤ Cn−2{O(|Θ|4) +O(|Θ|3) +O(|Θ|2) +O(p|Θ|2) +O(p2)}
z2αf(1)
2 p(p−1)





The right hand side can also be made less than 1−β4 when p/n→ λ ∈ (0,∞) and c̃ is large.




2)) and accordingly we
obtain that 1− E[φn,α] ≤ 1− β as p/n→ λ and the theorem is proved.
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2.9.2.8 Proof of Proposition 2.5.2
Proof. By (2.11) of Székely et al. (2007), we have
∫
(eı〈ti,W
(i)〉 − 1)(e−ı〈ti,W (i)
′ 〉 − 1)(cα,di |ti|
1+α)−1dt = K(W (i),W (i)′).




















1 〉 − 1)(e−ı〈ti,W
(i)






































2.10 Tables and Figures
Table 2.1: Size of the tests from Example 2.6.1
(i)
n p dCov SC LDτ LDρ LDt∗ CJ HLτ HLρ
60 50 0.054 0.047 0.061 0.050 0.066 0.016 0.030 0.017
60 100 0.054 0.049 0.062 0.051 0.074 0.010 0.026 0.010
60 200 0.056 0.056 0.065 0.056 0.068 0.004 0.021 0.007
60 400 0.050 0.046 0.060 0.048 0.067 0.001 0.018 0.002
60 800 0.048 0.040 0.052 0.045 0.060 0.000 0.011 0.001
100 50 0.054 0.049 0.054 0.052 0.059 0.021 0.033 0.021
100 100 0.054 0.054 0.057 0.050 0.066 0.018 0.032 0.021
100 200 0.053 0.050 0.054 0.049 0.066 0.013 0.030 0.018
100 400 0.055 0.047 0.054 0.051 0.061 0.012 0.027 0.013
100 800 0.057 0.052 0.060 0.056 0.062 0.005 0.020 0.008
(ii)
n p dCov SC LDτ LDρ LDt∗ CJ HLτ HLρ
60 50 0.057 0.053 0.062 0.054 0.077 0.028 0.027 0.016
60 100 0.052 0.050 0.060 0.050 0.075 0.024 0.025 0.010
60 200 0.057 0.055 0.060 0.049 0.067 0.017 0.021 0.006
60 400 0.058 0.054 0.062 0.050 0.074 0.014 0.019 0.005
60 800 0.061 0.055 0.057 0.050 0.064 0.009 0.014 0.002
100 50 0.051 0.050 0.056 0.049 0.069 0.033 0.031 0.024
100 100 0.048 0.046 0.052 0.046 0.053 0.031 0.033 0.022
100 200 0.046 0.045 0.050 0.044 0.064 0.032 0.032 0.020
100 400 0.048 0.049 0.050 0.046 0.054 0.022 0.026 0.013
100 800 0.052 0.051 0.053 0.049 0.061 0.019 0.028 0.008
(iii)
n p dCov SC LDτ LDρ LDt∗ CJ HLτ HLρ
60 50 0.058 0.146 0.067 0.057 0.064 0.974 0.027 0.016
60 100 0.052 0.148 0.062 0.054 0.064 1.000 0.027 0.010
60 200 0.052 0.150 0.057 0.047 0.066 1.000 0.022 0.007
60 400 0.057 0.147 0.060 0.049 0.075 1.000 0.021 0.004
60 800 0.059 0.148 0.065 0.056 0.074 1.000 0.016 0.002
100 50 0.054 0.143 0.057 0.052 0.066 0.975 0.036 0.027
100 100 0.056 0.154 0.056 0.050 0.063 1.000 0.034 0.023
100 200 0.055 0.160 0.054 0.048 0.058 1.000 0.031 0.016
100 400 0.052 0.145 0.054 0.049 0.056 1.000 0.025 0.010
100 800 0.053 0.142 0.060 0.056 0.053 1.000 0.020 0.010
(iv)
n p dCov SC LDτ LDρ LDt∗ CJ HLτ HLρ
60 50 0.055 0.073 0.066 0.056 0.086 0.377 0.033 0.017
60 100 0.057 0.075 0.062 0.052 0.075 0.628 0.022 0.011
60 200 0.058 0.067 0.061 0.053 0.070 0.888 0.026 0.009
60 400 0.057 0.073 0.063 0.053 0.074 0.992 0.020 0.004
60 800 0.057 0.071 0.058 0.048 0.066 1.000 0.014 0.003
100 50 0.059 0.076 0.060 0.057 0.070 0.483 0.037 0.029
100 100 0.060 0.075 0.059 0.052 0.064 0.774 0.034 0.020
100 200 0.047 0.066 0.051 0.046 0.054 0.978 0.033 0.018
100 400 0.054 0.070 0.051 0.045 0.053 1.000 0.030 0.013
100 800 0.054 0.067 0.057 0.050 0.064 1.000 0.023 0.010
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Table 2.2: Power of the tests from Example 2.6.2
case n p dCov SC LDτ LDρ LDt∗ CJ HLτ HLρ
AR(1)
60 50 0.886 0.957 0.939 0.925 0.931 0.271 0.318 0.223
60 100 0.906 0.969 0.949 0.939 0.958 0.158 0.240 0.137
60 200 0.909 0.973 0.955 0.944 0.977 0.081 0.177 0.070
60 400 0.909 0.973 0.957 0.949 0.981 0.029 0.105 0.031
60 800 0.908 0.972 0.955 0.947 0.987 0.010 0.070 0.012
100 50 0.998 1.000 1.000 1.000 0.999 0.849 0.827 0.764
100 100 0.999 1.000 1.000 1.000 1.000 0.795 0.790 0.698
100 200 1.000 1.000 1.000 1.000 1.000 0.705 0.727 0.594
100 400 0.999 1.000 1.000 1.000 1.000 0.579 0.653 0.477
100 800 0.999 1.000 1.000 1.000 1.000 0.428 0.573 0.353
Band
60 50 1.000 1.000 1.000 1.000 1.000 0.427 0.494 0.368
60 100 0.999 1.000 1.000 1.000 1.000 0.285 0.406 0.247
60 200 1.000 1.000 1.000 1.000 1.000 0.156 0.303 0.132
60 400 1.000 1.000 1.000 1.000 1.000 0.065 0.196 0.056
60 800 1.000 1.000 1.000 1.000 1.000 0.024 0.133 0.026
100 50 1.000 1.000 1.000 1.000 1.000 0.965 0.957 0.928
100 100 1.000 1.000 1.000 1.000 1.000 0.946 0.943 0.894
100 200 1.000 1.000 1.000 1.000 1.000 0.905 0.927 0.831
100 400 1.000 1.000 1.000 1.000 1.000 0.811 0.883 0.729
100 800 1.000 1.000 1.000 1.000 1.000 0.668 0.807 0.578
Block
60 50 0.999 1.000 1.000 1.000 0.999 0.442 0.503 0.372
60 100 1.000 1.000 1.000 1.000 1.000 0.282 0.400 0.239
60 200 1.000 1.000 1.000 1.000 1.000 0.149 0.303 0.128
60 400 1.000 1.000 1.000 1.000 1.000 0.065 0.191 0.058
60 800 1.000 1.000 1.000 1.000 1.000 0.020 0.127 0.022
100 50 1.000 1.000 1.000 1.000 1.000 0.959 0.952 0.918
100 100 1.000 1.000 1.000 1.000 1.000 0.936 0.935 0.880
100 200 1.000 1.000 1.000 1.000 1.000 0.899 0.919 0.830
100 400 1.000 1.000 1.000 1.000 1.000 0.812 0.883 0.733
100 800 1.000 1.000 1.000 1.000 1.000 0.666 0.805 0.571
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Table 2.3: Power performance for detecting non-monotone dependence
n p dCov SC LDτ LDρ LDt∗ CJ HLτ HLρ
Example 2.6.3
60 50 1.000 0.037 0.127 0.055 1.000 0.022 0.261 0.044
60 100 1.000 0.038 0.121 0.057 1.000 0.014 0.299 0.032
60 200 1.000 0.039 0.126 0.059 1.000 0.009 0.332 0.022
60 400 1.000 0.033 0.117 0.054 1.000 0.006 0.369 0.017
60 800 1.000 0.033 0.114 0.057 1.000 0.004 0.403 0.011
100 50 1.000 0.036 0.123 0.049 1.000 0.032 0.285 0.059
100 100 1.000 0.037 0.116 0.055 1.000 0.028 0.337 0.054
100 200 1.000 0.036 0.117 0.056 1.000 0.025 0.390 0.046
100 400 1.000 0.035 0.114 0.051 1.000 0.016 0.424 0.033
100 800 1.000 0.037 0.115 0.054 1.000 0.013 0.464 0.025
Example 2.6.4
60 50 1.000 0.054 0.257 0.109 1.000 0.035 0.302 0.050
60 100 1.000 0.054 0.266 0.109 1.000 0.030 0.336 0.033
60 200 1.000 0.052 0.260 0.111 1.000 0.039 0.378 0.028
60 400 1.000 0.059 0.271 0.112 1.000 0.031 0.420 0.016
60 800 1.000 0.055 0.261 0.104 1.000 0.032 0.476 0.011
100 50 1.000 0.049 0.264 0.109 1.000 0.046 0.334 0.062
100 100 1.000 0.057 0.259 0.114 1.000 0.046 0.384 0.059
100 200 1.000 0.048 0.253 0.106 1.000 0.061 0.436 0.048
100 400 1.000 0.051 0.257 0.104 1.000 0.066 0.486 0.038
100 800 1.000 0.052 0.252 0.107 1.000 0.083 0.535 0.030
Example 2.6.5
60 50 0.694 0.609 0.607 0.591 1.000 0.020 0.201 0.028
60 100 0.769 0.728 0.718 0.706 0.978 0.015 0.200 0.018
60 200 0.828 0.807 0.808 0.797 0.923 0.013 0.203 0.012
60 400 0.887 0.873 0.874 0.867 0.817 0.008 0.193 0.008
60 800 0.919 0.904 0.896 0.898 0.703 0.004 0.183 0.003
100 50 0.771 0.609 0.617 0.593 1.000 0.027 0.390 0.067
100 100 0.800 0.732 0.725 0.716 1.000 0.023 0.411 0.053
100 200 0.843 0.808 0.805 0.800 1.000 0.021 0.450 0.042
100 400 0.887 0.857 0.859 0.857 1.000 0.015 0.484 0.028
100 800 0.918 0.902 0.901 0.898 0.989 0.011 0.502 0.020
67
Table 2.4: Size for the banded dependence tests from Example 2.6.6
(i) (ii) (iii)
n p dCov CJ HLτ dCov CJ HLτ dCov CJ HLτ
h = 5
60 50 0.063 0.012 0.041 0.065 0.938 0.038 0.062 0.027 0.046
60 100 0.067 0.008 0.048 0.070 1.000 0.044 0.064 0.020 0.044
60 200 0.061 0.004 0.044 0.058 1.000 0.042 0.069 0.016 0.041
60 400 0.060 0.002 0.043 0.054 1.000 0.037 0.060 0.013 0.042
60 800 0.064 0.001 0.034 0.066 1.000 0.036 0.066 0.008 0.038
100 50 0.056 0.021 0.040 0.059 0.943 0.040 0.060 0.029 0.042
100 100 0.056 0.018 0.044 0.053 1.000 0.048 0.058 0.029 0.044
100 200 0.055 0.015 0.042 0.052 1.000 0.042 0.053 0.026 0.046
100 400 0.057 0.013 0.043 0.057 1.000 0.043 0.055 0.021 0.043
100 800 0.059 0.005 0.041 0.058 1.000 0.039 0.056 0.017 0.040
h = 10
60 50 0.069 0.009 0.034 0.063 0.893 0.031 0.060 0.022 0.036
60 100 0.067 0.007 0.044 0.066 0.999 0.039 0.062 0.017 0.040
60 200 0.062 0.004 0.041 0.062 1.000 0.040 0.073 0.015 0.039
60 400 0.061 0.002 0.042 0.055 1.000 0.036 0.061 0.013 0.041
60 800 0.064 0.001 0.033 0.064 1.000 0.036 0.065 0.008 0.038
100 50 0.053 0.016 0.033 0.060 0.901 0.032 0.058 0.024 0.034
100 100 0.058 0.016 0.040 0.058 1.000 0.043 0.056 0.025 0.040
100 200 0.057 0.014 0.042 0.052 1.000 0.040 0.054 0.025 0.043
100 400 0.057 0.012 0.042 0.060 1.000 0.042 0.054 0.021 0.042
100 800 0.061 0.005 0.040 0.059 1.000 0.038 0.057 0.017 0.040
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Table 2.5: Power for the banded dependence tests from Example 2.6.7
(i) (ii) (iii)
n p dCov CJ HLτ dCov CJ HLτ dCov CJ HLτ
h = 5
60 50 0.983 0.070 0.185 0.938 0.091 0.192 1.000 0.019 0.311
60 100 0.998 0.038 0.149 0.980 0.062 0.151 1.000 0.014 0.359
60 200 0.999 0.020 0.116 0.993 0.037 0.115 1.000 0.010 0.407
60 400 1.000 0.005 0.072 0.996 0.020 0.073 1.000 0.008 0.449
60 800 1.000 0.002 0.064 0.998 0.012 0.051 1.000 0.003 0.511
100 50 1.000 0.249 0.345 0.999 0.209 0.357 1.000 0.023 0.310
100 100 1.000 0.170 0.302 1.000 0.163 0.285 1.000 0.023 0.368
100 200 1.000 0.101 0.215 1.000 0.107 0.210 1.000 0.023 0.423
100 400 1.000 0.050 0.150 1.000 0.067 0.154 1.000 0.015 0.490
100 800 1.000 0.026 0.114 1.000 0.038 0.106 1.000 0.010 0.537
h = 10
60 50 0.916 0.050 0.130 0.804 0.062 0.129 1.000 0.015 0.305
60 100 0.957 0.028 0.114 0.877 0.045 0.116 1.000 0.013 0.356
60 200 0.973 0.016 0.095 0.902 0.028 0.094 1.000 0.010 0.406
60 400 0.980 0.004 0.063 0.915 0.017 0.061 1.000 0.007 0.449
60 800 0.983 0.002 0.057 0.921 0.011 0.044 1.000 0.003 0.511
100 50 0.998 0.171 0.244 0.988 0.147 0.250 1.000 0.018 0.304
100 100 1.000 0.122 0.223 0.997 0.123 0.212 1.000 0.020 0.365
100 200 1.000 0.073 0.159 1.000 0.080 0.157 1.000 0.021 0.420
100 400 1.000 0.036 0.119 1.000 0.051 0.116 1.000 0.014 0.490
100 800 1.000 0.020 0.095 1.000 0.033 0.086 1.000 0.009 0.536
Table 2.6: Comparison between proposed dCov test and dHSIC test in Section 2.6.3
Example 2.6.1 Example 2.6.2 Example
n p (i) (ii) (iii) (iv) AR Band 2.6.4 2.6.5 2.6.8
dCov
60 18 0.051 0.055 0.056 0.052 0.782 0.990 1.000 1.000 0.051
100 36 0.051 0.051 0.048 0.049 0.995 1.000 1.000 1.000 0.048
200 72 0.055 0.049 0.049 0.052 1.000 1.000 1.000 1.000 0.057
dHSIC
60 18 0.050 0.052 0.049 0.048 0.070 0.091 0.267 1.000 0.664
100 36 0.050 0.045 0.044 0.051 0.036 0.036 0.173 1.000 0.282
200 72 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.072
MdCov
60 18 0.059 0.052 0.058 0.056 0.089 0.124 0.000 0.000 0.030
100 36 0.054 0.058 0.053 0.054 0.088 0.121 0.000 0.000 0.015
200 72 0.051 0.050 0.054 0.058 0.082 0.123 0.000 0.000 0.010
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Table 2.7: Computational Complexity for All Tests
Naive Algo Fast Algo
dCov O(p2n2) O(p2n log n)
SC O(p2n)
LDτ O(p
2n2) O(p2n log n)
LDρ O(p
2n3) O(p2n log n)
LDt∗ O(p
2n4) O(p2n2 log n)/ O(p2n2)
dHSIC O(p2n2)
Table 2.8: Power of Example 2.6.9
AR(1) Band Block
n p dCov LDt∗ dCov LDt∗ dCov LDt∗
30 25 0.699 0.307 0.723 0.365 0.718 0.377
30 50 0.918 0.609 0.924 0.620 0.920 0.642
30 100 0.992 0.920 0.995 0.932 0.995 0.942
30 200 1.000 1.000 1.000 0.999 1.000 1.000
30 400 1.000 1.000 1.000 1.000 1.000 1.000
60 25 0.959 0.357 0.971 0.482 0.974 0.492
60 50 0.999 0.665 0.999 0.746 1.000 0.752
60 100 1.000 0.961 1.000 0.974 1.000 0.980
60 200 1.000 1.000 1.000 1.000 1.000 1.000
60 400 1.000 1.000 1.000 1.000 1.000 1.000
Table 2.9: Power of Example 2.6.10
n = 30 n = 60
p dCov LDt∗ dCov LDt∗
25 0.108 0.092 0.148 0.116
50 0.167 0.136 0.311 0.209
100 0.293 0.199 0.619 0.421
200 0.560 0.424 0.915 0.788
400 0.859 0.740 0.995 0.979
















































































































Figure 2.1: The histogram and kernel density estimate for the null distribution of the test statistics



































Figure 2.2: The histogram and kernel density estimate for the null distribution of the dCov-based






















dCov LDt* dHSIC SC LDτ LDρ CJ HLτ HLρ
Runtime analysis for different tests



















dCov LDt* SC LDτ LDρ CJ HLτ HLρ
Runtime analysis for different tests
n=50, p=1000, X~N(0, Ip ) , rep=1000
Figure 2.3: Runtime analysis. dCov is implemented using the naive algorithm for simplicity,



























Qiu and Chen (2012)
label cancer healthy
Figure 2.4: Values of test statistics for healthy and prostate cancer patients of the proposed test
(left panel) and Qiu & Chen (2012) test (right panel).
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Chapter3
Distance Covariance in High Dimen-
sion
3.1 Introduction
Distance covariance/correlation was first introduced in Székely et al. (2007) and has received much
attention since then. Owing to its notable ability to quantify any types of dependence including
non-monotone, non-linear dependence and also the flexibility to be applicable to two random vectors
in arbitrary, not necessarily equal dimensions, a lot of research work has been done to extend and
apply distance covariance into many modern statistical problems; see e.g. Kong et al. (2012), Li
et al. (2012), Zhou (2012), Lyons (2013), Székely & Rizzo (2014), Dueck et al. (2014), Shao &
Zhang (2014), Park et al. (2015), Matteson & Tsay (2016), Zhang et al. (2017) , Edelmann et al.
(2017), Yao et al. (2017) among others.
Testing for independence of two random variables/vectors is a classical problem. Besides the
Pearson correlation, rank correlation coefficients based tests, nonparametric Cramér-von Mises type
statistics are proposed in Hoeffding (1948b), Blum et al. (1961), De Wet (1980); for categorical
data, Pearson chi-square test can be used; Schweizer & Wolff (1981) discussed a copular based
measure for independence; more multivariate independence tests can be found in Sinha & Wieand
(1977), Deheuvels (1981), Csörgő (1985), Hettmansperger & Oja (1994), Gieser & Randles (1997),
Taskinen et al. (2003), Stepanova (2003) among others; some recent work targeting at non-linear
and non-monotone dependence includes distance covariance [Székely et al. (2007)], HilbertSchmidt
independence criterion (HSIC) [Gretton et al. (2008)] and sign covariance [Bergsma & Dassios
(2014)].
In particular, Székely & Rizzo (2013a) first applied the distance correlation to the problem
of testing independence of random vectors under the setting where the dimension p grows while
sample size n is fixed. This setting is known as high dimension, low sample size (HDLSS) in the
literature and has been adopted in Hall et al. (2005), Ahn et al. (2007), Jung & Marron (2009), Wei
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et al. (2016) and etc. In the classical asymptotic analysis, we have p fixed as sample size n diverges.
On the other hand, significant amount of work has also been done for the case where the dimension
p is allowed to grow along with the sample size n. A typical example is that p/n → c for some
constant c ∈ (0,∞). However, it is becoming increasingly common in the modern science that the
sample size is limited while the number of features is abundant. For example, in the micro-array
data analysis, we can measure thousands of gene expression levels in an efficient way. Nonetheless
the available patients or subjects are very limited and it is often very expensive to increase the
sample size. Hence the asymptotic under HDLSS is most suitable for this type of data.
Here the high dimensionality is viewed as a “blessing” instead of a “curse” as the authors claimed
the test performs very well especially for high dimensional data. In this chapter, we want to revisit
the problem of whether distance covariance/correlation can still capture all kinds of non-linear
dependence in high dimension. This is motivated by Reddi et al. (2014), where the authors noticed
that even though the estimation error of the statistics itself is independent of dimensionality, it
is possible that the power degrades as dimension grows. They demonstrated numerically that the
decresing power of distance covariance/correlation based test in high dimension for various data
generating processes.
In our Theorem 3.3.1, we showed that for two random vector X = (x1, ..., xp) ∈ Rp and Y =









where dCov2n(X,Y ) is the sample distance covariance based on n random samples of (X,Y ), τ
is a constant quantity depending on the distribution of X and Y , cov2n(xi, yj) is an unbiased
sample estimate of cov2(xi, yj) to be defined later. This approximation suggests that the distance
covariance can only measure the linear dependence under HDLSS albert it is well-known to be
capable of capturing non-linear dependence in the fixed dimensional case.
For independence testing, Székely & Rizzo (2013a) also discussed the distance correlation based
t-test under HDLSS and derived the limiting null distribution of the test statistic under suitable
assumptions. We consider the same test statistic and conduct asymptotic analysis under both
the null of independence and some specific alternative classes using the above approximation.
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We obtained the same limiting null distribution and further showed that this test statistic has a
trivial power under the alternative where X and Y are non-linearly dependent, but component-
wisely uncorrelated. This also indicates that the distance covariance/correlation based “joint”
independence test (treating all components of a vector as a whole jointly) fails to measure the
non-linear dependence in high dimension due to the intrinsic difficulties for distance covariance to
capture the non-linearity under HDLSS. To the best of our knowledge, this is the first work in the
literature uncovering the connection between sample distance covariance and sample covariance,
the later of which can only measure the linear dependence between two random variables.
To remedy the loss of power by the joint test, we further proposed a distance covariance based


















2(yj , yj′)). This test statistic is an aggregate of the
componentwise sample distance covariance and captures the component by component nonlinear
dependence. We further showed that the test statistic has a standard normal limit under the null
of independence, as sample size and dimension both grow to infinity. The superiority of Dn over
its joint counterpart in power is demonstrated in the simulation. Also in our simulation study,
we include the so-called Hilbert-Schmidt independence criterion [Gretton et al. (2008)]. Since
Sejdinovic, Sriperumbudur, Gretton & Fukumizu (2013) showed the equivalence between Hilbert-
Schmidt independence criterion (HSIC) and distance covariance, we observe similar phenomenon
for HSIC in the simulation results. But more rigorous theoretical analysis is beyond the scope of
the chaper.
The rest of the chapter is organized as follows. In Section 3.2, we analyze the population
distance covariance as dimension grows; following that Section 3.3 shows the decomposition for
sample distance covariance and also the asymptotic analysis under both the null of independence
and certain alternative classes, we further present the connection between our results and the ones
obtained in Székely & Rizzo (2013a); in Section 3.4, we provide the asymptotic analysis for the
“joint” test statistic using the decomposition we developed, and also introduce the “marginal” test
of independence; Section 3.5 presents the simulation results, which include the HSIC based test;
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Section 3.6 summarizes the chapter and discusses some related topics for future research. All the
technical details can be found in Section 3.7 and more discussion on Székely & Rizzo (2013a) is
included in Section 3.8.
3.2 Population Distance Covariance
Throughout the chapter, we adopt the following data notation:
X1 X2 . . . Xp
⇓
X1 ⇒ x11 x12 . . . x1p





Xn xn1 xn2 . . . xnp
Y1 Y2 . . . Yq
⇓
y11 y12 . . . y1q Y1





yn1 yn2 . . . ynq ⇐ Yn
Here X1, ..., Xn
i.i.d∼ X = (x1, ..., xp) ∈ Rp, Y1, ..., Yn
i.i.d∼ Y = (y1, ..., yq) ∈ Rq are the random
samples of X and Y respectively; X1, ...,Xp, Y1, ...,Yp each consist of the component-wise samples.
Distance covariance is first introduced in Székely et al. (2007) to measure the dependence
between two random vectors. For two random vectors X ∈ Rp and Y ∈ Rq, the (squared) distance








where cp = π
(1+p)/2/Γ((1 + p)/2), | · | is the (complex) Euclidean norm defined as |x| =
√
x̄Tx for
any vector x in the complex vector space, φX and φY are the characteristic functions of X and Y ,
φX,Y is the joint characteristic function. According to Theorem 7 of Székely & Rizzo (2009), an
alternative definition of distance covariance is given by
dCov(X,Y )2 = E|X −X ′||Y − Y ′| − 2E|X −X ′||Y − Y ′′|+ E|X −X ′|E|Y − Y ′|
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where the primed symbol represent an independent copy of the unprimed random variable. It is
shown that dCov(X,Y )2 = 0 if and only if X and Y are independent. Therefore, it is able to
measure any type of dependence including non-linear and non-monotone dependence between X
and Y , whereas the commonly used Pearson correlation can only capture the linear dependence
and the rank correlation coefficients (Kendall’s τ and Spearman’s ρ) can only detect the monotone
dependence.
Notice that in the above definition, p, q are arbitrary positive integers. Therefore distance
covariance is applicable in the high dimensional setting, where we allow p, q → ∞. However, it is
unclear whether this metric can still retain the power to detect the nonlinear dependence or not
when the dimension is high.
Denote τ2X = E|X − X ′|2, τ2Y = E|Y − Y ′|2 and τ2 := τ2Xτ2Y = E|X − X ′|2E|Y − Y ′|2. We
introduce two moment conditions that will be used throughout the chapter.




















Our analysis is based on the approximations from the following Proposition.





















|X −X ′|2 − E|X −X ′|2
E|X −X ′|2
, LY (Y, Y
′) :=
|Y − Y ′|2 − E|Y − Y ′|2




′), RY (Y, Y
′) are the reminder terms.
If we further assume that as p ∧ q → ∞, LX(X,X ′) = op(1) and LY (Y, Y ′) = op(1), then
RX(X,X
′) = Op(LX(X,X
′)2), RY (Y, Y
′) = Op(LY (Y, Y
′)2).
Remark 3.2.1. Notice that by the Chebyshev’s inequality, a sufficient condition for LX(X,X
′) =
















where ΣX = cov(X). Therefore, it requires that the component-wise dependence within X is not
too strong. A special case, for example, is independent identically distributed components or m-
dependent structure, that is, xi ⊥ xj if |i− j| > m, where m is a bandwidth that satisfies m/p→ 0.
Equations (3.1) and (3.2) are essentially based on the Taylor’s expansion for f(x) =
√
















′) is the remainder term. For the ease of notation, the subscripts X and Y above
will be dropped hereafter without ambiguity.
Using Proposition 3.2.1, we can show the following decomposition. Detail calculation can be












{E[L(X,X ′)L(Y, Y ′)]− 2E[L(X,X ′)L(Y, Y ′′)]} (3.3)








E[L(Y, Y ′)R(X,X ′)]− E[L(Y, Y ′′)R(X,X ′)]



















The detail of the last equality can also be found in Section 3.7.1.
To our surprise, the leading term (3.3) captures only the component-wise linear dependence
between X and Y . Therefore we conjecture that as dimension grows, the sample distance covariace
can only measure the linear dependence, whereas it can detect any types of dependence including
non-linear dependence in the fixed dimensional case. This conjecture will be proved and made
rigorous in the next section.
3.3 Sample Distance Covariance
We now focus on the sample distance covariance. Suppose we have n i.i.d random samples (Xi, Yi) ∈
Rp+q, where Xi = (xi1, xi2, ..., xip)
T =d X = (x1, x2, ..., xp)
T ∈ Rp and Yi = (yi1, yi2, ..., yiq)T =d
Y = (y1, y2, ..., yq)
T ∈ Rq. Here we consider the HDLSS setting, where the dimensions p, q are
growing and the sample size n is fixed.





















s 6=t ast, k 6= l
0, k = l
and akl = |Xk − Xl| for k, l = 1, ..., n is the Euclidean distance between the two samples. The
B = (bkl)
n
k,l=1 and B̃ = (B̃kl)
n
k,l=1 matrices are defined in the same way for random vector Y ∈ Rq.
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LY (Yk, Yl) +RY (Yk, Yl)
where
LX(Xk, Xl) =
|Xk −Xl|2 − E|X −X ′|2
E|X −X ′|2
, LY (Yk, Yl) =
|Yk − Yl|2 − E|Y − Y ′|2
E|Y − Y ′|2
,
and RX , RY are the reminder terms from the approximation. Again the subscripts X and Y are
dropped hereafter for the ease of notation. We further introduce the equivalent order p such that
for sequences of random variables {Zk}k∈Z and sequences of numbers {ak}k∈Z, Zk p ak if and only
if Zkak = Op(1) and
ak
Zk
= Op(1) as k → ∞. More properties of the equivalent order is presented in
Lemma 3.7.1 in Section 3.7.3.2.
The following main theorem shows the decomposition for the unbiased sample distance covari-
ance under the HDLSS setting.

















h(xki, xli, xsi, xti; ykj , ylj , ysj , ytj)
and the kernel h is defined as







(xki − xli)(ykj − ylj)(xsi − xti)(ysj − ytj)
where the summation
∑(k,l,s,t)
∗ is over all permutations of the 4-tuples of indices (k, l, s, t). More-
over, cov2n(xi, yj) is a fourth-order U-statistic and is an unbiased estimator for the squared covari-
ance between two random variables, Rn is the reminder term.
(ii) If L(Xk, Xl) p ap, L(Yk, Yl) p bq for k 6= l ∈ {1, ..., n}, where ap and bq are sequences of
numbers converging to zero as p, q → ∞ respectively so that τa2pbq = o(1) and τapb2q = o(1), then
Rn is of smaller order compared to the leading term and therefore is negligible.
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Equation (3.4) in Theorem 3.3.1 shows that the leading term for sample distance covariance
is the sum of all component-wise squared sample cross-covariances scaled by τ , which depend on
the covariance matrix of X and Y . This theorem justifies our conjecture that as p ∧ q → ∞, the
sample distance covariance can only measure the component-wise linear dependence between the
two random vectors.
Remark 3.3.1. Under Assumption D1, we can show that for the following commonly seen data
generating processes, the approximation in (3.4) holds and Rn is negligible. More details are given
in Section 3.7.2
(a) Independent identical distributed components:
X = (x1, x2, ..., xp)
i.i.d∼ x, Y = (y1, y2, ..., yp)
i.i.d∼ y.
(b) Stationary time series model:
Here we assume (x1, ..., xp) is a stretch from a stationary process {xt}t∈Z and (y1, ..., yq) is a
stretch from another stationary process {yt}t∈Z. Further assume that the long run variance
of {xt}t∈Z, {x2t }t∈Z, {yt}t∈Z and {y2t }t∈Z are positive and absolutely summable. The long run
variance for time series {xt}t∈Z is defined as LRV(x) = var(x1) + 2
∑∞
t=2 cov(x1, xt).
(c) Factor model structure:
Xp×1 = Ap×s1Us1×1 + Φp×1, Yq×1 = Bq×s2Vs2×1 + Ψq×1, where A, B are constant matrices,
the components in U = (u1, ..., us1)
′ and V = (v1, ..., vs2)
′ are i.i.d, Φ = (ϕ1, ..., φp)
′ is
independent of U and Ψ = (ψ1, ...ψq)
′ is independent of V .
3.3.1 Asymptotic analysis under the null of independence
3.3.1.1 Independent and identically distributed components
In this subsection, we consider the asymptotic distribution of sample distance covariance under the
null of independence (H0). Similar to Székely & Rizzo (2013a), we assume the components of X
and Y are independent and identically distributed, that is, (x1, x2, ..., xp)
i.i.d∼ x, (y1, y2, ..., yp)
i.i.d∼ y,
where x and y are random variables generated from distribution F and G respectively.
Denote Xi = (x1i, ..., xni)
i.i.d∼ xi for i = 1, ..., p and Yj = (y1j , ..., ynj)
i.i.d∼ yj for j = 1, ..., q.
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(xki − xli)(ykj − ylj)(xsi − xti)(ysj − ytj)
















Here notice that, Tpq is a two sample U -statistic with kernel ϕ(Xi,Yj), which has expectation
θ := E[ϕ(Xi,Yj)] = cov2(x, y). An important tool for the analysis of U -statistics is Hoeffding’s
decomposition[see Hoeffding (1948a)], that is,
ϕ(x, y) = θ + ϕ1(x) + ϕ2(y) + γ(x, y)
where ϕ1(x) = E[ϕ(x,Y)]− θ, ϕ2(y) = E[ϕ(X , y)]− θ, γ(x, y) = ϕ(x, y)−ϕ1(x)−ϕ2(y)− θ. Under
the null of independence, it is straightforward to see that ϕ1(x) = ϕ2(y) = 0 for any x and y.
Therefore, Tpq is a degenerate U -statistic under H0, whose asymptotic distribution is well studied
in the literature using spectral decomposition of the square-integrable kernel [see Gregory (1977),
Eagleson (1979)].
If x and y have finite second moments, then E[ϕ(x, y)2] <∞ in a sense that ϕ(x, y) is a function
of two variables that is square-integrable. Then there exist systems of function fk(x) and gk(y)










k <∞. Here fk(x) and gk(y) are the orthonormal eigenfunctions and the λk are the
eigenvalues of ϕ, that is
∫
fk(x)ϕ(x, y)dF (x) = λkgk(y),∫
gk(y)ϕ(x, y)dG(y) = λkfk(x).
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The following theorem can be easily obtained by adapting the discussion in Section 3 of Eagleson
(1979).





where λk are constants depend on the distribution of (X,Y ), {Uk} and {Vk} are sequences of



















where {U ′k} and {V ′k} are sequences of independent standard normal random variables, independent
of each other and cov(Uk, U
′
l ) = E[fk(X )f ′l (X )], cov(Vk, V ′l ) = E[gk(Y)g′l(Y)], {fk, gk}, {f ′k}, {g′k}
are the eigenfunctions for the kernel ϕ(X ,Y), ϕ(X ,X ′), ϕ(Y,Y ′) respectively.
Further notice that under the null that X and Y are independent, we have
E[ϕ(Xi,Yj)ϕ(Xi,Xj)] = 0,
E[ϕ(Xi,Yj)ϕ(Yi,Yj)] = 0.
Therefore, the joint distribution of distance covariance and distance variance can be easily obtained
as in the following corollary.
Corollary 3.3.1. Under the conditions of Theorem 3.3.1 and null hypothesis, we have the joint
distribution 






















where ΣXY = cov(X,Y ), ΣX = cov(X,X), ΣY = cov(Y, Y ).
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In addition, tr(ΣXY Σ
T
XY ) = 0 under the null; τ
2
X = 2tr(ΣX) = 2p · var(x), τ2Y = 2tr(ΣY ) =
2q · var(y) and τ = τXτY = 2
√
tr(ΣX)tr(ΣY ) = 2
√
pqvar(x)var(y).
Remark 3.3.2. Note that the eigenvalues {λk}, {λXk }, {λ
Y
k } above are functions of n, since Xi,
Yj are n-dimensional vectors and their joint distribution depends on n. Later in Section 3.3.3
we present another approach to show the limiting distribution of sample distance covariance and
sample distance variance.
3.3.1.2 Weakly dependent time series
The results in Section 3.3.1.1 can be easily extended to weakly dependent time series case as long as
the central limit theorem holds. Eagleson (1979) established the weak convergence for one sample
U -statistics for a mixing, strictly stationary process; with some modification, we establish the weak
convergence for the two sample U -statistics.
Following the arguments in Eagleson (1979), denote Fba = σ{Xi, a ≤ i ≤ b} as the σ-fields
generated by the process {Xi}. Then the random process {Xi} is said to be uniformly strongly
mixing if
φX (t) = sup
A∈F1−∞,B∈F∞1+t
|P (B|A)− P (B)| → 0, as t→∞
This type of mixing condition is usually called φ-mixing in the time series literature. Similarly
define the uniformly strong mixing process {Yi} with mixing coefficient φY(t). The following
theorem shows the weak convergence of the two sample U -statistic.
Theorem 3.3.3. Suppose that {Xi} and {Yi} are strictly stationary and uniformly strongly mixing









Additionally, assume that under Assumption D1 the kernel ϕ admits the eigenfunction expansion










where Ũk and Ṽk are sequences of correlated jointly normal random variables, and independent with










where {fk} and {gk} are the eigenfunctions of the kernel.
Here Condition (3.6) on mixing coefficients is to guarantee that the Central Limit Theorem for
the weakly dependent time series still holds, which is commonly seen in the time series literature;
the technical Condition (3.7) that the absolute convergence of the eigenvalues is necessary for the
expansion (3.5) to be convergent, see Eagleson (1979).
Leucht (2012), Leucht & Neumann (2013) obtained the same weak convergence results with a
different type of weak dependence condition and the Lipschitz continuous condition on the kernel
ϕ. The proof can be easily obtained from the proof of Theorem 3.3.2 above and Theorem 5 in
Eagleson (1979). Similarly, the joint distribution can be established accordingly as in Corollary
3.3.1.
3.3.2 Asymptotic analysis under the alternative
Since the alternative class is huge, we mainly consider the following special alternative class
• Ha: assume that p = q, (xi, yi)pi=1
i.i.d∼ (x, y), where x and y are dependent but cov(x, y) = 0.
This immediately implies that (Xi,Yi)pi=1
i.i.d∼ (X ,Y) and θ = E[ϕ(Xi,Yj)] = cov2(xi, yj) = 0
for any i, j = 1, ..., p.
Therefore, by definition, we have
ϕ1(x) =
∫
ϕ(x, y)dG(y) = E[ϕ(x,Y)]− θ = 0
ϕ2(y) =
∫
ϕ(x, y)dF (x) = E[ϕ(X , y)]− θ = 0
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where x and y are used as dummy variables and the above expectations are taken with respect to
the marginal distributions of the random vector X and Y respectively. Therefore, the two sample
U-statistic Tpq is still degenerate.
The following theorem shows the asymptotic analysis under Ha using the orthogonal expansion
discussed in Section 3.1.
Theorem 3.3.4. Assume that {xi, yi}pi=1 are i.i.d random variables, where xi is dependent with yi
but cov(xi, yi) = 0 for i = 1, ..., p. Further under Assumption D2, let the kernel ϕ(X ,Y), ϕ(X ,X ′),




k }, orthonormal eigen-




k <∞. Then as p ∧ q →∞,
























where {Ŭk}, {V̆k}, {Ũk}, {Ṽk}are jointly normal with
cov(Ŭk, V̆l) = 1{k=l}, cov(V̆k, V̆l) = 1{k=l}, cov(Ŭk, V̆l) = E[f̆k(Xi)ğl(Yi)]1{k=l},
cov(Ũk, Ũl) = 1{k=l}, cov(Ṽk, Ṽl) = 1{k=l}, cov(Ũk, Ṽl) = E(f̃k(X )g̃l(Y)),
cov(Ŭk, Ũl) = E(f̆k(X )f̃l(X )), cov(Ŭk, Ṽl) = E(f̆k(X )g̃l(Y)),
cov(V̆k, Ũl) = E(ğk(X )f̃l(X )), cov(V̆k, Ṽl) = E(ğk(Y)g̃l(Y)).
We can further generalize the results in Theorem 3.3.4 to the following two alternative classes.
• Ha(i) : For some positive integer m, q = mp, X1, ...,Xp
iid∼ X , Y1, ...,Yq
iid∼ Y. Xi is dependent
with (Y(i−1)m+1, ...,Yim); θ = E[ϕ(Xi,Yj)] = cov2(xi, yj) = 0 for any i, j = 1, ..., p.
• Ha(ii) : p = q, {Xi} and {Yi} are two dependent jointly strictly stationary and uniformly
strong φ-mixing time series; θ = E[ϕ(Xi,Yj)] = cov2(xi, yj) = 0 for any i, j = 1, ..., p.
The following corollary summaries the asymptotic analysis of distance covariance under the two
alternative classes above.
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Corollary 3.3.2. Under Assumption D2, as p ∧ q →∞

































(ii) Under Ha(ii): Let the kernel ϕ(X ,Y) has a eigen-decomposition with eigenvalues {λ̇
XY
k } and




k | < ∞. Additionally,
assume that
∑∞

























3.3.3 Connection with Székely & Rizzo (2013a)
As the counterpart of our Theorem 3.3.2 and Corollary 3.3.1, in Lemma 3 of Székely & Rizzo
(2013a), they obtained that under the null of independence between X and Y , and the assumption
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2E|Y |2 , Ωk,l are i.i.d Normal(0, σ
2
x) and Ψk,l are i.i.d
Normal(0, σ2y). Denote that (x1, x2, ..., xp)
i.i.d∼ x, (y1, y2, ..., yp)
i.i.d∼ y, without loss of generality, let

















The goal of the subsection is to reveal the connection between (3.8) and Theorem 3.3.2, Corollary
3.3.1 in Section 3.3.1.1. Section 3.8.3 also provides a brief review on Lemma 3 in Székely & Rizzo
(2013a) and points out some inconsistent statements therein.
Notice that in our Theorem 3.3.2 and Corollary 3.3.1, the eigenvalues {λk}, {λXk } and {λ
Y
k } all
depend on n. We now use a slightly different approach to show the limiting distribution in some






























(xki − xli)(xsi − xti)
)2
+ op(1) (3.9)







(xki − xli)(xsi − xti)→d N(0, σ41)
for any 4-tuples of indices (k, l, s, t). Here the Cramer-Wold device can be applied to show that
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the joint limiting distribution is a multivariate Gaussian with a gigantic covariance matrix Σ of
dimension n!/(n− 4)!×n!/(n− 4)!. Therefore, (3.9) converge to a quadratic form of a multivariate
normal distributed random vector. We can apply the eigendecomposition on the covariance matrix
























where Zi’s are independent identical distributed standard normal random variables, λi’s are the
eigenvalues of the covariance matrix Σ. Notice that even though the covariance matrix is huge,
each of the elements can be explicitly calculated. The covariance matrix is given in Section 3.8.1
in detail.
Further from Lemma 3.8.1 in Section 3.8.2, we can show that the covariance matrix Σ only has
two distinct eigenvalues. One is 2(n− 1)(n− 2) with multiplicity N := n(n− 3)/2, another one is
zero with multiplicity n(n−1)(n−2)(n−3)−n(n−3)/2. Therefore the above limiting distribution















Hence we obtain the same limiting distribution in (3.11) and (3.8) as expected. Our approximation
(3.4) in Theorem 3.3.1 only assume that X and Y have finte component-wise second moments. In
Remark 3.3.1, we have shown that for several different data generating process, the approximation
can still be applied. When the components are not i.i.d, then the limiting distribution in (3.11) can
not be obtained. Since for the general case, the result for the unique nonzero eigenvalue in Lemma
3.8.1 is not true. Therefore, the limiting null distribution will be a weighted sum of chi-square
distribution as in (3.10).
3.4 Testing Independence in High Dimension
Székely & Rizzo (2013a) extended the distance covariance/correlation to the problem of testing
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independence of two random vectors in high dimension. They proposed the following test statistic
Tn =
√










n(X,X) and v =
n(n−3)
2 . In the HDLSS
setting, they showed that Tn converges to a t-distribution with degree of freedom v − 1 under the
null of independence and i.i.d components assumption. The following proposition obtain the same
results using the decomposition (3.4) in Theorem 3.3.1.
Proposition 3.4.1. Under D1 and additionally assume that (x1, x2, ..., xp)
i.i.d∼ x, (y1, y2, ..., yp)
i.i.d∼
y. As p ∧ q grows to infinity, under the null hypothesis of independence,






cov2n(xi, yj) + op(1),
where τ2 = E|X −X ′|2E|Y − Y ′|2, we have
Tn =
√





where tv−1 is the t-distribution with v − 1 degrees of freedom, and v = n(n− 3)/2.
However, notice that the t-distribution limit is derived under the i.i.d components assumption.
If we allow more general distributions for the underlying data generating processes other than
i.i.d components, the t-distribution limit may no longer hold. As we derived in (3.10), the distance
variance is a sum of weighted chi-square random variables and the weights depend on the underlying
data generating process. Below we examine the distribution of the statistic Tn numerically under
four different data generating processes.
(1) IID Model: X ∼ N(0, Ip), Y ∼ N(0, Iq)
(2) AR Model: X ∼ N(0,Σ), Y ∼ N(0,Σ), where (Σ)ij = 0.95|i−j|
(3) Compound Symmetric Model: X ∼ N(0,Σ), Y ∼ N(0,Σ), where σii = 1 and σij = 0.2 for
i 6= j
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(4) Factor Model: X = AU+Φ , Y = BV+Ψ, where Φ ∼ N(0, Ip), Ψ = N(0, Iq), U, V ∼ N(0, Ik),
(B)ij , (A)ij ∼ Uniform(2, 3)
Here we consider p = q = 100, 1000 and fix sample size n = 50. Figure 3.1 shows the kernel density
estimtor of the statistic Tn (black solid curve) based on 10000 repetitions. The red dashed curves
are the density curves of student-t distribution with degrees of freedom v − 1. As we can see from
Figure 3.1, the distribution of Tn is well approximated by the t distribution if the components are
indeed i.i.d, while the convergence is slower for the weakly dependent time series; for the remaining
two strongly dependent data generating processes, the distribution of Tn is far away from the t
distribution.







as p ∧ q → ∞. This implies that the (sample) distance covariance fails to measure any de-




i.i.d∼ (x, y) for i = 1, ..., p, x and y are dependent but cov(x, y) = 0. The following
theorem shows the power of the test statistic Tn is indeed trivial under this particular alternative
class.




(x, y) for i = 1, ..., p, where x and y are dependent but cov(x, y) = 0. As p = q →∞, we have
PHa(Tn > tv−1,α)→ α.
Remark 3.4.1. The above results can be generalized to the local alternative, H ′a : cov(x, y) = 4p,
where 4p = o(1). This implies that tr(ΣXY ΣTXY ) = p42p = o(p) and Tn will still have a trivial
power against H ′a asymptotically. For more general non-local alternatives, the asymptotic power
calculation will be more challenging. For example, let p−1tr(ΣXY Σ
T
XY )→ δp as p→∞. Following
from Theorem 3.3.4, denote






n(Y, Y )− tr(Σ2Y )]→ B3,
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Y ) = pσ
4





v − 1 B1 + δp√
(B2 + σ4x)(B3 + σ4y)− (B1 + δp)2
> tv−1,α
)






(B2 + σ4x)(B3 + σ4y)− (B1 + δp)
]
and the power will depend on the dependence between X and Y explicitly.
3.4.1 Marginal test of independence
















k<l Ãkl(i)B̃kl(j), Ãkl(i) and B̃kl(j) are defined similarly to Ãkl and































Here we measure the dependence pairwisely and cumulatively such that we circumvent the high-
dimensional problem and achieve the goal of measuring the overall dependence from a low/fixed-
dimensional point of view. The following theorem establishes the asymptotic distribution of the





i) = |xi − x′i| − Ex′i |xi − x
′





j) = |yj − y′j | − Ey′j |yj − y
′
j | − Eyj |yj − y′j |+ Eyj ,y′j |yj − y
′
j |.








j), where the primed symbol represent an independent
copy of the unprimed random variable. The tool we used here is the Hoeffding decomposition for
sample distance covariance developed in Yao et al. (2017) Proposition 2.1.
Define
V1 =E[H(Z,Z ′)2H(Z,Z ′′)2],
V2 =E[H(Z,Z ′)H(Z,Z ′′)H(Z ′′′, Z ′)H(Z ′′′, Z ′′)],
V3 =E[H(Z,Z ′)4].
Theorem 3.4.2. Given n i.i.d samples X1, ..., Xn ∼ X ∈ Rp and Y1, ..., Yn ∼ Y ∈ Rq, X and Y





















Remark 3.4.2. Notice that here we require that n→∞ instead of the HDLSS setting we considered
earlier. One technical reason is that the use of martingale central limit theorem requires n to
grow. For fixed n, the limit should depend on n and be the weighted sum of independent χ2 as the
numerator is a degenerate U-statistic under the null. However, from our simulation study, it seems
that sample size as small as 10 would be suffice to have a fairly good approximation to the sampling
distribution of the test statistic using standard normal.




In this section, we consider some numerical examples to compare the “joint” tests with the “marginal”
tests. As demonstrated in Theorem 3.3.1, the leading term in (3.4) can only measure the linear
dependence as p ∧ q → ∞, therefore we expect the “joint” test based on dCov2n(X,Y ) may fail
to capture the non-linear dependence in high dimension. On the other hand, we consider the
“marginal” test where we take the sum of pairwise sample distance covariance to measure the low
dimensional dependence for all the pairs as the test proposed in Section 3.4.1. The “marginal” test
statistic measures the dependence marginally in a low-dimensional fashion so that it can preserve
the ability to capture component-wise non-linear dependence.
Here we also consider another independence test statistic, the Hilbert-Schmidt independence
criterion (HSIC) proposed by Gretton et al. (2008). The HSIC between two random vectors is
defined as
HSIC(X,Y ) = E[k(X,X ′)l(Y, Y ′)] + E[k(X,X ′)]E[l(Y, Y ′)]− 2E[k(X,X ′)l(Y, Y ′′)]




















where inm denotes the set of all m-tuples drawn without replacement from {1, ..., n}, kij = k(Xi, Xj)
and lij = l(Yi, Yj). In Sejdinovic, Sriperumbudur, Gretton & Fukumizu (2013), the authors showed
the equivalence between Hilbert-Schmidt independence criterion and distance covariance in the
sense that the latter is a special case of the HSIC with the introduction of distance-induced kernel.
Therefore, we expect similar phenomenon being observed for both sample distance covariance and
sample HSIC. A more rigorous theoretical analysis is beyond the scope of the chapter.
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The goal is to compare the performance of the afore-mentioned “joint” tests with their “marginal”
counterparts. TdCov and THSIC are the two naive “joint” test statistics to measure the overall
dependence between X and Y , TmdCov and TmHSIC are the “marginal” test statistics, these four test
statistics are implemented as permutation tests; Tn from Székely & Rizzo (2013a) is the studentized
version of TdCov and is implemented using the t-distribution based critical value; Our proposed test
Dn is the studentized version of TmdCov, which is implemented with a standard z critical value.
For the permutation-based tests, we randomly shuffle the samples {X1, ..., Xn} each times and
get (Xπ(1), ..., Xπ(n)), where π is the permutation map from {1, ..., n} to {1, ..., n}. Then we calculate
the test statistic based on the permuted sample {(Xπ(1), ..., Xπ(n)), (Y1, ..., Yn)}. The p-value for
permutation-based test is defined as the proportion of times that the test statistic based on the
permuted samples is greater than the one based on the original sample. All the numerical results
from permutation-based tests are based on 200 permutations and the rejection rate of the tests
are from 1000 Monte Carlo repetitions. For HSIC-based tests, we choose the Gaussian kernel
k(Xi, Xj) = exp(− |Xi−Xj |
2
σ21




where σ2 = median(|Yi − Yj |, i 6= j)
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Example 3.5.1. Generate i.i.d samples from the following model for i = 1, ..., n
(i)
Xi = (xi1, ..., xip) ∼ N(0, Ip)
Yi = (yi1, ..., yip), where yij = x
2
ij for j = 1, ..., p.
(ii)
Xi = (xi1, ..., xip) ∼ N(0,Σ), where (Σ)ij = 0.7|i−j|
and Yi is generated the same way as in (i).
Notice in this example, cov(xi, yj) = 0 for all i, j ∈ {1, ..., p}, but dCov(xi, yi) 6= 0, that is, X
and Y are dependent but uncorrelated.
From Table 3.1 and Table 3.2 , we can observe that as we expected, the “joint” test, that is,
TdCov, THSIC, Tn suffer substantial power loss as dimension increases for fixed sample size. Notice
that the results from Tn and TdCov are very similar, since they are both based on dCov
2
n(X,Y ).
The power loss is less severe in case (ii) than the one in case (i), due to the dependence between
the components. On the other hand, the power from the marginal test statistics, namely TmdCov,
TmHSIC and Dn, consistently outperform the joint test statistics above with very little to none
power reduction as dimension increases.
To further demonstrate the intrinsic difficulty in measuring the dependence in high dimension
using the joint tests and show the advantages of marginal tests, we consider the following test statis-
tics TdCov, THSIC, Tn and Dn in the ultra-high dimension for example 3.5.1 with p = 500, 1000, 2000.
The other two permutation-based marginal tests, TmdCov are TmHSIC, are not considered here, since
they are too computational expansive. Table 3.3 shows that in the ultra-high dimension, the power
for TdCov, THSIC and Tn are barely above the nominal leverl 5% in case (i); whereas in case (ii)
the power from these tests bounced up to some extent due to the dependence structure. The
only marginal test we considered here Dn, again has consistent and favorable rejection rate as
dimension grows. This example demonstrates numerically that distance covariance and HSIC can
indeed measure the non-linear dependence under the low-dimensional setting, but not in the high
dimension.











Therefore, we expect dCov2n(X,Y ) ≈ 0 in this example. We conduct additional simulations to
verify the above approximation numerically. For the data generating process in Example 3.5.1 (i),
we choose sample size n = {2000, 5000, 10000}, and then calculate dCor2n(X,Y ) and dCov2n(X,Y )
based on 100 draws of different samples. Table 3.4 below provides the mean of the sample distance
covariance and correlation. As suggested by our main theorem, the sample distance covariance and
correlation both approach zero as dimension grows. Again it shows that distance covariance can
fail to measure the non-linear dependence in high dimension.
3.6 Conclusion
In this work, we study the behavior of distance covariance and its unbiased sample counterpart un-
der the HDLSS setting. Our analysis suggests that the leading term for sample distance covariance
is the sum of squared component-wise sample cross-covariance. Therefore, unlike the fixed dimen-
sional case where distance covariance is capable of capturing non-linear dependence, it can only
measure the linear dependence in the growing dimensional situation. This result is broadly applica-
ble to several commonly seen data generating processes. Besides, we show the limiting distribution
for sample distance covariance/variance under both the null and several specific alternative classes
using the theory for degenerate two/one sample U-statistics. We also briefly discuss the connection
between our asymptotic analysis and the one obtained in Székely & Rizzo (2013a).
Next, we study the distance covariance based “joint” test statistic proposed by Székely & Rizzo
(2013a) for the problem of testing independence of random vectors in high dimension. We show
that under both the null and the alternative where the data are dependent but component-wisely
uncorrelated, this test statistic has the same limiting distribution, which implies trivial power.
Hence, it provides first rigorous theoretical evidence that distance covariance can only measure the
linear relationship in the high dimension. All the above theoretical results are corroborated by
the simulation results as presented in Section 3.5. Furthermore, we investigate the kernel based
independence test (HSIC) in the simulation study and observe similar phenomenon as distance
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covariance based test. To alleviate the problem, we propose a new distance covariance based
marginal test of independence and obtain the limiting null distribution for the test statistic. We
also include another two marginal tests in the simulation comparison, which are implemented using
permutations. All these marginal tests demonstrate consistent higher power than the joint tests
for the case that the date are nonlinearly dependent but component-wisely uncorrelated .
To conclude, we want to point out some potential future research directions. (1) Since similar
phenomenon is observed for HSIC, more rigorous theoretical study shall be explored to explain
the power loss of the test in high dimension. (2) Even though the marginal test statistics in
fact measure the dependence in a low dimensional fashion, which circumvents the power loss with
the joint test, it comes with cost. The computational cost is enormous, especially if they are
implemented using permutation test. Therefore it helps to use normal approximation from the
computational perspective. (3) It is also interesting to investigate the behavior of the permutation
test in high dimension. More theoretical justification is needed to show the validity of its use in
high dimensional context.
3.7 Technical Results and Proofs
3.7.1 Decomposition of distance covariance


























L(X,X ′)L(Y, Y ′) +
1
2
L(X,X ′)R(Y, Y ′) +
1
2



























L(X,X ′)L(Y, Y ′′) +
1
2
L(X,X ′)R(Y, Y ′′) +
1
2




E|X −X ′|E|Y − Y ′′| =
[
1 + ER(X,X ′)
] [
1 + ER(Y, Y ′′)
]













{E[L(X,X ′)L(Y, Y ′)]− 2E[L(X,X ′)L(Y, Y ′′)]}
















{E[|X −X ′|2|Y − Y ′|2]− 2E[|X −X ′|2|Y − Y ′′|2] + E|X −X ′|2E|Y − Y ′|2}
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where
E[|X −X ′|2|Y − Y ′|2] =2E(XTXY TY ) + 2E(XTX)E(Y TY )− 4E(XTXY ′TY )
− 4E(XTX ′Y TY ) + 4E(XTX ′Y TY ′)
2E[|X −X ′|2|Y − Y ′′|2] =2E(XTXY TY ) + 6E(XTX)E(Y TY )− 4E(XTXY TY ′)
− 4E(XTX ′Y TY )− 4E(XTX ′)E(Y TY )− 4E(XTX)E(Y TY ′)
+ 8E(XTX ′Y TY ′′)
E|X −X ′|2E|Y − Y ′|2 =4[E(XTX)E(Y TY )− E(XTX)E(Y TY ′)− E(XTX ′)E(Y TY )












































3.7.2 More details on Remark 3.3.1
(1) Independent identical distributed components:
Here we have
τ2X = 2tr(ΣX)  p, τ2Y = 2tr(ΣY )  q, τ2 = τ2Xτ2Y  pq
and
L(Xk, Xl) =


















Hence ap  1√p and similarly bq 
1√
q . We can directly see that τa
2
pbq  1√p , τapb
2
q  1√q .
Therefore, Rn is negligible based on Theorem 3.3.1.
(2) Stationary time series model:
Similar to case (1), we have















p )cov[(xk1 − xl1)2, (xki − xli)2]
p
Here we can show that
var[(xk1 − xl1)2] + 2
∞∑
i=2


















Therefore we have ap  1√p and similarly bq 
1√
q . So τa
2
pbq  1√p , τapb
2
q  1√q and Rn is
negligible.
(3) Factor model structure:
Notice










var{[A(Uk − Ul) + (Φk − Φl)]T [A(Uk − Ul) + (Φk − Φl)]}
p2
Further assume that var(U) and var(V ) are uniformly lower and upper bounded and denote
M = ATA , we can obtain that
var{[A(Uk − Ul) + (Φk − Φl)]T [A(Uk − Ul) + (Φk − Φl)]}
=var
[







mij(uki − uli)(ukj − ulj) +
p∑
i=1





















a2jivar[(uki − uli)(φkj − φlj)]







. As long as s1 and s2 are O(1), we have
ap  1√p and similarly bq 
1√
q . We can see that τa
2
pbq  1√p , τapb
2
q  1√q . Therefore, Rn is
negligible.
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3.7.3 Proofs of the main results
3.7.3.1 Proof of Proposition 3.2.1
Proof. Denote f ′′(t) = 14(1+ t)
− 3
2 . By the definition of Lagrange’s form of the remainder term from






















1 + L(X,X ′) +
√
1 + L(X,X ′)
≤ L(X,X
′)2
2[1 + L(X,X ′)]
When L(X,X ′) ≥ 0, R(X,X ′) ≤ L(X,X ′)2; when L(X,X ′) < 0, R(X,X ′) = Op(L(X,X ′)2) as
long as L(X,X ′) = op(1).
Similar proof applies for R(Y, Y ′).
3.7.3.2 Lemma 3.7.1
Lemma 3.7.1. Let Xn, Yn be sequences of random variables; an, bn be sequences of numbers.




n→∞. Suppose Xn p an, Yn p bn and an = o(bn), then the following holds
(i) XnYn p anbn;
(ii) Xn + Yn p bn.
Notice that in the above lemma, with somewhat abuse of notation n is a dummy variable that
is allowed to grow to infinity, whereas in our context of HDLSS n is the sample size which is fixed
and the dimension p is growing.
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3.7.3.3 Proof of Theorem 3.3.1
Proof. (i) Direct calculation shows that
∑
k 6=l
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∗ denotes the summation over all permutations of the 3-tuples of indices (k, l, s) and
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∑(k,l,s,t)





















































































































































































































































































l Yl − 2XTk XkY Tk Yl
− 2XTk XlY Tk Yk + 4XTk XlY Tk Yl − 2XTk XlY Tl Yl
+XTl XlY
T


















s Ys − 2XTk XkY Tk Ys
− 2XTk XlY Tk Yk + 4XTk XlY Tk Ys − 2XTk XlY Ts Ys
+XTl XlY
T


















t Yt − 2XTk XkY Ts Yt
− 2XTk XlY Ts Ys + 4XTk XlY Ts Yt − 2XTk XlY Tt Yt
+XTl XlY
T























































































(xki − xli)(ykj − ylj)(xsi − xti)(ysj − xtj)
]
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Let’s define the unbiased estimator for the squared covariance of two random variables with random
samples (u1, ..., un)
i.i.d∼ U and (v1, ..., vn)
i.i.d∼ V






h(uk, ul, us, ut; vk, vl, vs, vt)
where the kernel is defined as







(uk − ul)(vk − vl)(us − ut)(vs − vt)
Notice cov2n(U, V ) is a fourth-order U-statistics, therefore it is an unbiased estimator for it’s expec-
tation. We can easily show that
E[cov2n(U, V )] = E(UV )E(UV ) + E(U)E(V )E(U)E(V )− 2E(UV )E(U)E(V )
= [E(UV )− E(U)E(V )]2
= cov2(U, V )


















and Rn = τRn.
(ii) Since L(Xk, Xl) p ap and ap → 0 as p→ 0, we have L(Xk, Xl) = op(1) for k 6= l ∈ {1, ..., n};
similarly, L(Yk, Yl) = op(1) for k 6= l ∈ {1, ..., n}. We can then apply Proposition 3.2.1, obtain that
R(Xk, Xl) = Op(a
2



































































∗ L(Xk, Xl)L(Ys, Yt)










Therefore the reminder terms are negligible.
3.7.3.4 Proof of Theorem 3.3.2





we have ∫ ∫





























































i,j=1 ϕ(Yi,Yj) are similar.
3.7.3.5 Proof of Theorem 3.3.4
Proof. Since under the Assumption D2, it is straightforward to verify that the kernel φ(X ,Y) is
square-integrable. Then there exist systems of function {f̆k(X )} and {ğk(Y)} which are complete











k′ E[f̆k(X )ğk(Y)f̆k′(X )ğk′(Y)] <∞ (3.12)





2 <∞ if further X and Y are independent.






we have ∫ ∫




































where {Ŭk}, {V̆k} are jointly normal and













































































































































































XY ) = 0.
Using the same arguments as in Theorem 3.3.2 (3.2) for distance variance, we have
ϕ(X ,X ′) =
∞∑
k=0
























cov(Ũk, Ṽl) = E(f̃k(X )g̃l(Y)), cov(Ũk, Ũl) = 0, cov(Ṽk, Ṽl) = 0,
cov(Ŭk, Ũl) = E(f̆k(X )f̃l(X )), cov(Ŭk, Ṽl) = E(f̆k(X )g̃l(Y)),
cov(V̆k, Ũl) = E(ğk(X )f̃l(X )), cov(V̆k, Ṽl) = E(ğk(Y)g̃l(Y)).
3.7.3.6 Proof of Corollary 3.3.2
Proof.
First Let’s consider Ha(i) :






























































where cov(U ′k, U
′








































































































































































































































































Next we shall consider Ha(ii) :
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Using the fact that {Xi} and {Yj} are jointly stationary processes such that cov(Xt,Yt+h) =





































k )E(V̇ 2k ))1/2 =
∞∑
k=K+1














3.7.3.7 Proof of Proposition 3.4.1












































(xki − xli)(xsi − xti)
p→∞−−−→ Uk,l,s,t, jointly for (k, l, s, t) ∈ Ω







(yki − yli)(ysi − yti)
p→∞−−−→ Vk,l,s,t, jointly for (k, l, s, t) ∈ Ω.






















For simplicity, we use
∑














∗ Uk,l,s,tCk,l,s,t. We have
∑
∗



























d 2(n − 1)(n − 2)σ41χ2n(n−3)/2 and similarly






(Vk,l,s,t − Ck,l,s,tz)2 + z2
Using Cochran’s theorem, we have that
∑
∗(Vk,l,s,t − Ck,l,s,tz)2 =d 2(n − 1)(n − 2)σ41χ2n(n−3)/2−1,
and z is independent of
∑
∗(Vk,l,s,t − Ck,l,s,tz)2. Also notice that,
Tn =
√




































Since z is independent of
∑
∗(Vk,l,s,t − Ck,l,s,tz)2, we obtain







< c | {Ck,l,s,t}(k,l,s,t)∈Ω

=P (tv−1 < c | {Ck,l,s,t}(k,l,s,t)∈Ω)
where tv−1 is a random variable with t-distribution of v−1 degrees of freedom and {Ck,l,s,t}(k,l,s,t)∈Ω
represent the collection of random variables Ck,l,s,t for all the 4-tuples of indices in Ω. Hence we
can obtained the results unconditionally by taking the expectation over {Ck,l,s,t}(k,l,s,t)∈Ω .
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3.7.3.8 Proof of Theorem 3.4.1
Proof. Here the fact that cov(x, y) = 0 is the key to show the power in the following proof.
Now we can use the same argument in equation (3.9) in Section 3.3.3 to obtain the following












































(xki − xli)(xsi − xti)
p→∞−−−→ Uk,l,s,t, jointly for (k, l, s, t) ∈ Ω







(yki − yli)(ysi − yti)
q→∞−−−→ Vk,l,s,t, jointly for (k, l, s, t) ∈ Ω.
The covariance matrix of {Uk,l,s,t} and {Vk,l,s,t} are given in Section 3.8.1, denoted as Σ̃X and
Σ̃Y respectively. These are the same results we obtained under the null, except that {Uk,l,s,t}
and {Vk,l,s,t} are dependent under the Ha. Now we want to show that they are asymptotically
independence based on the uncorrelatedness.
Under Ha we have, p = q, (xi, yi)
p
i=1
i.i.d∼ (x, y) for i = 1, ..., p, where x and y are dependent but
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(xki − xli)(xsi − xti),
q∑
j=1













xkixsiyk′iys′i − xkixsiyk′iyt′i − xkixsiyl′iys′i + xkixsiyl′iyt′i
− xkixtiyk′iys′i + xkixtiyk′iyt′i + xkixtiyl′iys′i − xkixtiyl′iyt′i
− xlixsiyk′iys′i + xlixsiyk′iyt′i + xlixsiyl′iys′i − xlixsiyl′iyt′i
+ xlixtiyk′iys′i − xlixtiyk′iyt′i − xlixtiyl′iys′i + xlixtiyl′iyt′i
)
Denote C = card({k, l, s, t} ∩ {k′, l′, s′, t′}), we have
• C = 0, 1
cov(Uk,l,s,t, Vk′,l′,s′,t′) = 0




















E(xkixsiykiysi + xkixtiykiyti + xlixsiyliysi + xlixtiyliyti)
= [E(xy)]2 = 0
Therefore, for any {k, l, s, t}, {k′, l′, s′, t′} ∈ Ω, cov(Uk,l,s,t, Vk′,l′,s′,t′) = 0.





















(yki − yli)(ysi − yti)
}
k<l<s<t
By the cramer-wald device, it is easy to see that for any vector c1, c2,
c1F p + c2Gp → c1U + c1V , as p→∞
and therefore (F p,Gp)
p→∞−→ (U ,V ) where (U ,V ) are jointly normal with covariance matrixΣX 0
0 ΣY
. Hence U are V are asymptotically independent and the limiting distribution is
exactly the same as the distribution derived under the null. Then we can follow the proof for
Proposition 4.1 and show that
PHa(Tn > tv−1,α)→ α.
3.8 More Discussion on Székely & Rizzo (2013a)
3.8.1 Covariance matrix calculation
Denote the limit of 12√p
∑p
i=1(xi1,i − xi2,i)(xi3,i − xi4,i) as d(i1, i2, i3, i4). Without loss of generality









have the following four cases:
• (i1, i2, i3, i4) and (i′1, i′2, i′3, i′4) have four elements in common


























4) = (i1, i2, i3, i4) or (i2, i1, i4, i3)









4) = (i1, i3, i2, i4) or (i1, i4, i3, i2)









4) = (i1, i3, i4, i2) or (i1, i4, i2, i3)
or (i2, i3, i1, i4) or (i3, i1, i2, i4)
(3.13)
123
• (i1, i2, i3, i4) and (i′1, i′2, i′3, i′4) have three elements in common





































4) = (i1, i2, i3, ·) or (i1, i2, ·, i4)









4) = (i1, i2, ·, i3) or (i1, i2, i4, ·)









4) = (i1, i3, i2, ·) or (i1, i3, ·, i4)
or (i1, i4, i3, ·) or (i1, i4, ·, i2)
or (i2, i3, i4, ·) or (i2, i3, ·, i1)









4) = (i1, i3, ·, i2) or (i1, i3, i4, ·)
or (i1, i4, ·, i3) or (i1, i4, i2, ·)
or (i2, i3, ·, i4) or (i2, i3, i1, ·)
or (i2, i4, ·, i1) or (i2, i4, i3, ·)
(3.14)







4) have only three elements in common.
• (i1, i2, i3, i4) and (i′1, i′2, i′3, i′4) have two elements in common




























4) = (i1, ·, i3, ·) or (i1, ·, ·, i4)
or (i2, ·, i4, ·) or (i2, ·, ·, i3)
or (·, i1, i4, ·) or (·, i1, ·, i3)









4) = (i1, ·, ·, i3) or (i1, ·, i4, ·)
or (i2, ·, ·, i4) or (i2, ·, i3, ·)
or (·, i1, ·, i4) or (·, i1, i3, ·)
or (·, i2, ·, i3) or (·, i2, i4, ·)
0 otherwise
(3.15)
• (i1, i2, i3, i4) and (i′1, i′2, i′3, i′4) have one or zero element in common










3.8.2 Lemma 3.8.1: Eigen-Decomposition
Lemma 3.8.1. Denote G4(n) the set of 4-tuples i = (i1, ..., i4) with 1 ≤ i1, ..., i4 ≤ n and ik 6= il if
k 6= l. The covariance matrix Σ = (σij)i,j∈G4(n), where σij = cov(d(i), d(j)) is given by equations
(3.13), (3.14) and (3.15), has rank n(n− 3)/2 and its only non-zero eigenvalue is 2(n− 1)(n− 2)
with multiplicity n(n− 3)/2.
Proof. For an index i ∈ G4(n), let σi· denote the row of Σ corresponding to the covariance between
d(i) and d(j) for any j ∈ G4(n). Without loss of generality, denote i = (i1, i2, i3, i4). Then we can
partition σi· into n blocks
σi· =
[
Ai1 , Ai2 , Ai3 , Ai4 , Ai5 , ..., Ain
]
where the block Aik has the elements σij = cov(d(i), d(j)) where j = (ik, ...) ∈ G4(n) with the first
element fixed as ik. For example, Ai1 is a vector contains all the covariance between d(i1, i2, i3, i4)
and d(i1, ...), where (i1, ...) is any index in G4(n) with its first element fixed as i1. Therefore, each
of the blocks is of length (n − 1)(n − 2)(n − 3). Since all the indices are exchangeable, we have
Ai1 = Ai2P2 = Ai3P3 = Ai4P4, where P2, P3 and P4 are some permutation matrices. Similarly,
the blocks Ai5 ,..., Ain will be some permutations of Ai5 . It suffices to only work on two blocks.
Without loss of generality, we continue our analysis with Ai1 and Ai5 .
For Ai1 , it contains the elements representing the covariance between d(i1, i2, i3, i4) and d(i1, ....),
where (i1, ...) denotes an index in G4(n) with the first element fixed as i1. Therefore based on
equations (3.13), (3.14) and (3.15), for σij ∈ Ai1 we have the following four cases:
• i = (i1, i2, i3, i4) and j = (i1, i′2, i′3, i′4) have four elements in common
σij =

1 if j = (i1, i2, i3, i4)
−1 if j = (i1, i2, i4, i3)
0.5 if j = (i1, i3, i2, i4) or (i1, i4, i3, i2)
−0.5 if j = (i1, i3, i4, i2) or (i1, i4, i2, i3)
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• i = (i1, i2, i3, i4) and j = (i1, i′2, i′3, i′4) have three elements in common
σij =

0.5 if j = (i1, i2, i3, ·) or (i1, i2, ·, i4) or (i1, ·, i3, i4)
−0.5 if j = (i1, i2, ·, i3) or (i1, i2, i4, ·) or (i1, ·, i4, i3)
0.25

if j = (i1, i3, i2, ·) or (i1, i3, ·, i4) or (i1, i4, i3, ·)
or (i1, i4, ·, i2) or (i1, ·, i2, i4) or (i1, ·, i3, i2)
−0.25

if j = (i1, i3, ·, i2) or (i1, i3, i4, ·) or (i1, i4, ·, i3)
or (i1, i4, i2, ·) or (i1, ·, i4, i2) or (i1, ·, i2, i3)
where “ · ” represents any index that is not included in set (i1, i2, i3, i4) such that i =






4) have only three elements in common. Notice that for
the first case where σij = 0.5, the cardinality of the set for such index j is 3(n− 4); similarly
the cardinalities for the set of indices are 3(n − 4), 6(n − 4) and 6(n − 4) for the remaining
three cases respectively.
• i = (i1, i2, i3, i4) and j = (i1, i′2, i′3, i′4) have two elements in common
σij =

0.25 if j = (i1, ·, i3, ·) or (i1, ·, ·, i4)
−0.25 if j = (i1, ·, ·, i3) or (i1, ·, i4, ·)
0 otherwise
The cardinalities of the set j for the above cases are 2(n − 4)(n − 5), 2(n − 4)(n − 5) and
5(n− 4)(n− 5) respectively.
• i = (i1, i2, i3, i4) and j = (i1, i′2, i′3, i′4) have one element in common
σij = 0
Similarly, we can work out the block Ai5 , where it contains the elements representing the covariance
between d(i1, i2, i3, i4) and d(i5, ....), where (i5, ...) denotes an index in G4(n) with the first element
fixed as i5. Again based on equations (3.13), (3.14) and (3.15), for σij ∈ Ai5 we have the following
126
four cases:
• i = (i1, i2, i3, i4) and j = (i5, i′2, i′3, i′4) have three elements in common
σij =

0.5 if j = (·, i3, i2, i1) or (·, i4, i1, i2) or (·, i1, i4, i3) or (·, i2, i3, i4)
−0.5 if j = (·, i3, i1, i2) or (·, i4, i2, i1) or (·, i1, i3, i4) or (·, i2, i4, i3)
0.25

if j = (·, i2, i3, i1) or (·, i4, i1, i3) or (·, i3, i4, i1) or (·, i2, i1, i4)
or (·, i4, i3, i2) or (·, i1, i2, i3) or (·, i1, i4, i2) or (·, i3, i2, i4)
−0.25

if j = (·, i2, i1, i3) or (·, i4, i3, i1) or (·, i3, i1, i4) or (·, i2, i4, i1)
or (·, i4, i2, i3) or (·, i1, i3, i2) or (·, i1, i2, i4) or (·, i3, i4, i2)





if j = (·, i1, i4, ·) or (·, i1, ·, i3) or (·, i2, i3, ·) or (·, i2, ·, i4)
or (·, i4, i1, ·) or (·, i3, ·, i1) or (·, i3, i2, ·) or (·, i4, ·, i2)
−0.25

if j = (·, i1, ·, i4) or (·, i1, i3, ·) or (·, i2, ·, i3) or (·, i2, i4, ·)
or (·, i4, ·, i1) or (·, i3, i1, ·) or (·, i3, ·, i2) or (·, i4, i2, ·)
0 otherwise
The cardinalities of the set j for the above cases are 8(n − 5), 8(n − 5) and 20(n − 5)
respectively.
• i = (i1, i2, i3, i4) and j = (i5, i′2, i′3, i′4) have one or zero element in common
σij = 0
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=[1 ∗ 2 + 0.52 ∗ (4 + 6(n− 4)) + 0.252 ∗ (12(n− 4) + 4(n− 4)(n− 5))] ∗ 4
+ [0.52 ∗ 8 + 0.252 ∗ (16 + 16(n− 5))] ∗ (n− 4)
=2(n− 1)(n− 2)
=2(n− 1)(n− 2)σii (3.16)
where i = (i1, i2, i3, i4) ∈ G4(n).
Next, we use the same idea to show that
σi·σ
T
j· = 2(n− 1)(n− 2)σij (3.17)
Without loss of generality, let i = (i1, i2, i3, i4), let j = (i1, i3, i2, i4). Equality (3.17) can be showed
for any index j′ ∈ G4(n) with the same tedious calculation as below. We consider the same partition
σi· =
[
Ai1 , Ai2 , Ai3 , Ai4 , Ai5 , ..., Ain
]
. It suffices to carry out the analysis for Ai1 and Ai5 . The idea
is that for any index k ∈ G4(n) such that σik ∈ Ai1 or Ai5 , we need to find pattern for the value
of σjk. First consider the block Ai1, we have the following three cases
• i = (i1, i2, i3, i4) and k = (i1, i′2, i′3, i′4) have four elements in common
σik =

1 if k = (i1, i2, i3, i4), σjk = 0.5
−1 if k = (i1, i2, i4, i3), σjk = −0.5
0.5

if k = (i1, i3, i2, i4), σjk = 1
if k = (i1, i4, i3, i2), σjk = −0.5
−0.5

if k = (i1, i3, i4, i2), σjk = −1
if k = (i1, i4, i2, i3), σjk = 0.5
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• i = (i1, i2, i3, i4) and k = (i1, i′2, i′3, i′4) have three elements in common
σik =

0.5 if k = (i1, i2, i3, ·) or (i1, i2, ·, i4) or (i1, ·, i3, i4), σjk = 0.25
−0.5 if k = (i1, i2, ·, i3) or (i1, i2, i4, ·) or (i1, ·, i4, i3), σjk = −0.25
0.25

if k = (i1, i3, i2, ·) or (i1, i3, ·, i4) or (i1, ·, i2, i4), σjk = 0.5
if k = (i1, i4, i3, ·) or (i1, i4, ·, i2) or (i1, ·, i3, i2), σjk = −0.25
−0.25

if k = (i1, i3, ·, i2) or (i1, i3, i4, ·) or (i1, ·, i4, i2), σjk = −0.5
if k = (i1, i4, ·, i3) or (i1, i4, i2, ·) or (i1, ·, i2, i3), σjk = 0.25
The cardinality of the set of index k such that we have the pair of covariances (σik, σjk)above
is 3(n− 4) for each of the cases above.





if k = (i1, ·, ·, i4), σjk = 0.25
if k = (i1, ·, i3, ·), σjk = 0
−0.25

if k = (i1, ·, i4, ·), σjk = −0.25
if k = (i1, ·, ·, i3), σjk = 0
0 otherwise
The cardinalities of the set k for the first four cases are all (n− 4)(n− 5).
Then let’s consider the block Ai5 , we have the following two cases






if k = (·, i3, i2, i1) or (·, i4, i1, i2)
or (·, i1, i4, i3) or (·, i2, i3, i4)
, σjk = 0.25
−0.5

if k = (·, i3, i1, i2) or (·, i4, i2, i1)
or (·, i1, i3, i4) or (·, i2, i4, i3)




if k = (·, i2, i3, i1) or (·, i4, i1, i3)
or (·, i1, i4, i2) or (·, i3, i2, i4)
, σjk = 0.5

if k = (·, i4, i3, i2) or (·, i1, i2, i3)
or (·, i3, i4, i1) or (·, i2, i1, i4)




if k = (·, i2, i1, i3) or (·, i4, i3, i1)
or (·, i1, i2, i4) or (·, i3, i4, i2)
, σjk = −0.5

if k = (·, i4, i2, i3) or (·, i1, i3, i2)
or (·, i3, i1, i4) or (·, i2, i4, i1)
, σjk = 0.25






if k = (·, i4, i1, ·) or (·, i1, i4, ·)
or (·, i3, i2, ·) or (·, i2, i3, ·)
, σjk = 0.25

if k = (·, i3, ·, i1) or (·, i1, ·, i3)
or (·, i4, ·, i2) or (·, i2, ·, i4)




if k = (·, i4, ·, i1) or (·, i1, ·, i4)
or (·, i3, ·, i2) or (·, i2, ·, i3)
, σjk = −0.25

if k = (·, i3, i1, ·) or (·, i1, i3, ·)
or (·, i4, i2, ·) or (·, i2, i4, ·)
, σjk = 0
0 otherwise









=[0.5 ∗ 4− 0.52 ∗ 2 + 0.5 ∗ 0.25 ∗ (12(n− 4)) + 0.252 ∗ (2(n− 4)(n− 5))
− 0.252 ∗ (6(n− 4))] ∗ 4 + [0.5 ∗ 0.25 ∗ 16 + 0.252 ∗ (8(n− 5)− 8)] ∗ (n− 4)
=(n− 1)(n− 2)
=2(n− 1)(n− 2)σij
Here σij = 0.5 as i = (i1, i2, i3, i4), j = (i1, i3, i2, i4). Hence combining equations (3.16) and (3.17),
we have that for λ = 2(n− 1)(n− 2) ,
Σ2 = λΣ
Denote λk the eigenvalues of Σ for k = 1, ..., n(n − 1)(n − 2)(n − 3). Based on the spectral
decomposition for the covariance matrix, we have λk(λk − λ) = 0 for any k. Therefore, λ =
2(n − 1)(n − 2) is the only non-zero eigenvalue of Σ with multiplicity N . To find N , notice that
tr(Σ) = n(n−1)(n−2)(n−3) = Nλ. Therefore, N = n(n−3)/2 and rank of Σ is also n(n−3)/2.
3.8.3 Review on Székely & Rizzo (2013a) Lemma 3
Lemma 3 of Székely & Rizzo (2013a) establish the asymptotic null distribution for distance covari-































































(C̄k − C̄)2 (3.18)
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where
























k 6=l Ckl. We noticed two statements that are not quite
accurate here:
• The author mentioned that Ωk,l are i.i.d Normal(0, σ2x);
• For the first term in (3.18), the authors concluded that 2
∑
k<l(Ckl − C̄)2 =d 2σ2χ2N where
N = n(n − 1)/2 and σ2 = E(C212), since Ckl are i.i.d Normal(0, σ2). Similar results are
obtained for the second term.
Notice that if Ωk,l are indeed i.i.d Normal(0, σ
2












n(n−3)/2. Therefore the result is inconsistent with the statement.














































s 6=t Cst, C34)



















(n− 1)(n− 2) 6= 0
Here we use the fact that Ckl and Ck′l′ are uncorrelated, since for k = k







cov(xkixli, xkixl′i) = 0
Furthermore, we need a Cramer-Wold device here to show that Ckl are i.i.d Normal. Denote
C(p) = [C12(p), ..., C1n(p), C23(p), ..., C(n−1)n(p)]
T , for every w = (w1, ...., wn(n−1)/2), we can show
that wTC(p) →d wTC, where C is multivariate normal with zero mean and covariance matrix
σ2In(n−1)/2. Then after some careful calculation, we can obtain the result in Lemma 3 of Székely
& Rizzo (2013a).
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3.9 Tables and Figures
Table 3.1: Rejection rate for Example 3.5.1 (i)
n p TdCov THSIC TmdCov TmHSIC Tn Dn
10 5 0.215 0.326 0.455 0.861 0.238 0.550
10 30 0.115 0.140 0.534 0.898 0.111 0.603
10 50 0.080 0.094 0.549 0.896 0.078 0.630
10 100 0.075 0.076 0.525 0.901 0.072 0.597
10 200 0.069 0.070 0.524 0.901 0.065 0.591
30 5 0.644 0.967 0.999 1.000 0.671 1.000
30 30 0.172 0.341 1.000 1.000 0.176 1.000
30 50 0.135 0.236 1.000 1.000 0.126 1.000
30 100 0.095 0.137 1.000 1.000 0.093 1.000
30 200 0.075 0.094 1.000 1.000 0.068 1.000
60 5 0.995 1.000 1.000 1.000 0.995 1.000
60 30 0.338 0.777 1.000 1.000 0.341 1.000
60 50 0.215 0.507 1.000 1.000 0.213 1.000
60 100 0.134 0.271 1.000 1.000 0.125 1.000
60 200 0.097 0.151 1.000 1.000 0.099 1.000
Table 3.2: Rejection rate for Example 3.5.1 (ii)
n p TdCov THSIC TmdCov TmHSIC Tn Dn
10 5 0.302 0.534 0.375 0.767 0.340 0.455
10 30 0.167 0.233 0.362 0.794 0.177 0.445
10 50 0.161 0.196 0.408 0.805 0.166 0.469
10 100 0.122 0.136 0.361 0.818 0.124 0.437
10 200 0.093 0.120 0.358 0.790 0.094 0.437
30 5 0.873 1.000 0.983 1.000 0.905 0.989
30 30 0.431 0.849 0.990 1.000 0.442 0.991
30 50 0.326 0.680 0.990 1.000 0.327 0.994
30 100 0.236 0.418 0.993 1.000 0.235 0.998
30 200 0.136 0.225 0.997 1.000 0.137 0.998
60 5 1.000 1.000 1.000 1.000 1.000 1.000
60 30 0.824 1.000 1.000 1.000 0.836 1.000
60 50 0.635 0.992 1.000 1.000 0.640 1.000
60 100 0.381 0.856 1.000 1.000 0.381 1.000
60 200 0.208 0.508 1.000 1.000 0.207 1.000
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Table 3.3: Additional results for ultra-high dimension for Example 3.5.1
(i) (ii)
n p TdCov THSIC Tn Dn TdCov THSIC Tn Dn
10 500 0.059 0.067 0.057 0.605 0.062 0.067 0.058 0.427
10 1000 0.051 0.052 0.048 0.610 0.064 0.069 0.057 0.436
10 2000 0.053 0.055 0.047 0.615 0.058 0.061 0.059 0.453
30 500 0.073 0.075 0.059 1.000 0.095 0.120 0.085 0.994
30 1000 0.058 0.065 0.057 1.000 0.066 0.085 0.066 0.998
30 2000 0.060 0.058 0.048 1.000 0.072 0.083 0.065 0.995
60 500 0.074 0.092 0.076 1.000 0.110 0.201 0.110 1.000
60 1000 0.068 0.076 0.064 1.000 0.084 0.115 0.073 1.000
60 2000 0.056 0.059 0.048 1.000 0.077 0.100 0.074 1.000
Table 3.4: Numerical approximation of distance covariance and distance correlation












5 0.12376 0.08389 0.12373 0.08424 0.12377 0.08410
50 0.01824 0.01308 0.01831 0.01314 0.01827 0.01311
150 0.00640 0.00456 0.00642 0.00457 0.00644 0.00458
500 0.00194 0.00138 0.00197 0.00140 0.00199 0.00141
1000 0.00102 0.00073 0.00099 0.00070 0.00099 0.00070
2000 0.00063 0.00045 0.00051 0.00036 0.00049 0.00035
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Figure 3.1: Distribution of Tn for different data generating processes
135
Bibliography
Adam, B.-L., Qu, Y., Davis, J. W., Ward, M. D., Clements, M. A., Cazares, L. H., Semmes, O. J.,
Schellhammer, P. F., Yasui, Y., Feng, Z. & Wright, G. L. J. (2002), ‘Serum protein fingerprinting
coupled with a pattern-matching algorithm distinguishes prostate cancer from benign prostate
hyperplasia and healthy men’, Cancer research 62(13), 3609–3614.
Ahn, J., Marron, J., Muller, K. M. & Chi, Y.-Y. (2007), ‘The high-dimension, low-sample-size
geometric representation holds under mild conditions’, Biometrika 94(3), 760–766.
Anderson, T. W. (1958), An introduction to multivariate statistical analysis, Vol. 2, Wiley New
York.
Bergsma, W. & Dassios, A. (2014), ‘A consistent test of independence based on a sign covariance
related to kendalls tau’, Bernoulli 20(2), 1006–1028.
Bickel, P. J. & Levina, E. (2008), ‘Regularized estimation of large covariance matrices’, The Annals
of Statistics pp. 199–227.
Blum, J. R., Kiefer, J. & Rosenblatt, M. (1961), ‘Distribution free tests of independence based on
the sample distribution function’, The Annals of Mathematical Statistics pp. 485–498.
Cai, T. T. & Jiang, T. (2011), ‘Limiting laws of coherence of random matrices with applications
to testing covariance structure and construction of compressed sensing matrices’, The Annals of
Statistics 39(3), 1496–1525.
Cai, T. T. & Ma, Z. (2013), ‘Optimal hypothesis testing for high-dimensional covariance matrices’,
Bernoulli 19, 2359–2388.
Chen, S. X., Zhang, L.-X. & Zhong, P.-S. (2010), ‘Tests for high-dimensional covariance matrices’,
Journal of the American Statistical Association 105(490).
Christensen, D. (2005), ‘Fast algorithms for the calculation of Kendalls τ ’, Computational Statistics
20(1), 51–62.
136
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