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Abstract
Our purpose of this paper is to study positive solutions of Lane-Emden equation
−∆u = V up in RN \ {0}
disturbing by a non-homogeneous potential V when p ∈ ( N
N−2
, pc), where pc is the Joseph-
Ludgren exponent. We construct a sequence of fast decaying solutions and slow decaying solu-
tions with appropriated restrictions for V .
1 Introduction
Our concern in this paper is to consider fast decaying solutions of weighted Lane-Emden equation
in punctured domain { −∆u = V up in RN \ {0},
u > 0 in RN \ {0},
(1.1)
where p > 1, N ≥ 3 and the potential V is a locally Ho¨lder continuous function in RN \ {0}.
When V = −1, the nonlinear term is known as an absorption and problem (1.1) admits a
positive solution cp|x|−
2
p−1 for any p ∈ (0, N
N−2) and Brezis-Veron in [6] showed that it has no
positive solution when p ≥ N
N−2 . This type of nonexistence in the super critical case could also
done in [25]. While the isolated singularities of this elliptic problems in punctured domain subject
to Dirichlet boundary condition are well studied in [24,26–29] and a survey in [30].
When V = 1, equation (1.1) is well known as Lane-Emden-Fowler equation
−∆u = up in RN \ {0}, (1.2)
which has been extensively studied in the last decades. When p ≤ N
N−2 , problem (1.2) has no
positive solution, see the reference [5] and for p > N
N−2 , problem (1.2) always has a singular
solution wp(x) = cp|x|−
2
p−1 with
cp =
(
2
p− 1(N − 2−
2
p− 1)
) 1
p−1
. (1.3)
When p ∈ ( N
N−2 ,
N+2
N−2), positive isolated singular solutions of the problem (1.2) have the following
structure:
1chenhuyuan@yeah.net
2xhuang1209@gmail.com
3 fzhou@math.ecnu.edu.cn
1
(i) a sequence k-fast decaying solutions wk with k > 0 such that
lim
|x|→0+
wk(x)|x|
2
p−1 = cp and lim
|x|→+∞
wk(x)|x|N−2 = k.
Here a solution is called k-fast decaying if lim
|x|→+∞
wk(x)|x|N−2 = k.
(ii)a slow decaying solution wp(x) = cp|x|−
2
p−1 and wp = lim
k→+∞
wk.
Furthermore, the fast decaying solution wk could be written by
wk(x) = |x|−
2
p−1 w¯p(− ln |x|+ b−1p (ln k − ln c)),
where bp = N−2− 2p−1 > 0, c > 0 is independent of k and w¯p(·) is a positive and bounded function
independently of k. Assume that t = − ln |x|+ b−1p (ln k − ln c), then the function w¯p satisfies
 w¯
′′
p −
(
N − 2− 4
p−1
)
w¯′p − cp−1p w¯p + w¯pp = 0 in R,
w¯p(−∞) = 0 and w¯p(+∞) = cp.
(1.4)
To be convenient for the analyze, let us denote
pc = 1 +
4
N − 4 + 2√N − 1 ∈
(
N
N − 2 ,
N + 2
N − 2
)
, (1.5)
which is the Joseph-Ludgren exponent, note that w¯p is increasing for p ∈ ( NN−2 , , pc] and for
p ∈ (pc, N+2N−2), w¯p is oscillating as t → +∞, more information could be seen in Section 2. For
the supercritical case that p ≥ N+2
N−2 , problem (1.2) has been studied [13, 14, 21]. In particular, the
authors in [13] obtained a sequence of fast decay solutions of (1.2) with p > N+2
N−2 in an exterior
domain.
During the last years there has been a renewed and increasing interest in the study of the
semilinear elliptic equations with potentials, motivated by great applications in mathematical fields
and physical fields, e.g. the well known scalar curvature equation in the study of Riemannian
geometry, the scalar field equation for standing wave of nonlinear Schro¨dinger and Klein-Go¨rden
equations, the Matukuma equation, see a survey [18,22] and more references on decaying solutions
at infinity see [7, 8, 12, 15]. For Lane-Emden equation (1.1) involving nonhomogeneous potential
V (x) = |x|α0(1 + |x|)β−α0 , the authors in [4, 5] showed the nonexistence provided β > −2 and
p ≤ N+β
N−2 , also see [1, Theorem 3.1]. In [10], the infinitely many positive solutions of problem (1.1)
are constructed for p ∈ (N+β
N−2 ,
N+α0
N−2 )∩ (0, +∞) with α0 ∈ (−N,+∞) and β ∈ (−∞, α0), by dealing
with the distributional solutions of
−∆u = V up + κδ0 in RN , (1.6)
where k > 0, δ0 is a Dirac mass at the origin and p =
N+α0
N−2 is the critical exponent named Serrin
exponent, the value for problem (1.6) with recoverable isolated singularities. Compared to the case
V ≡ 1, problem (1.1) would have totally different isolated singular solution structure for the super
critical case p ≥ N+α0
N−2 , due to the behavior of potential at infinity.
Our interest of this paper is to classify the fast decaying and slow decaying solutions of problem
(1.1) for the supercritical case and involving general potential V . Here, we say that u ∈ C2(RN\{0})
is a ν-fast decaying solution if u pointwisely verifies (1.1) in RN \ {0} and has the asymptotic
behavior at infinity
lim
|x|→+∞
u(x)|x|N−2 = ν for ν > 0.
Assume that the potential function V is Ho¨lder continuous and satisfies the following conditions:
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(V0) (i) near the origin,
|V (x)− 1| ≤ c0|x|τ0 for x ∈ B1(0), (1.7)
for some c0 > 0 and τ0 > 0;
(ii) global control,
0 ≤ V (x) ≤ c∞(1 + |x|)β for |x| > 0, (1.8)
where c∞ ≥ 1 and β ∈ R.
Our main result is the following, which states the existence of fast decaying solutions of (1.1).
Theorem 1.1 Assume that pc is given by (1.5), p ∈
(
N
N−2 , pc
)
, the potential function V verifies
(V0) with τ0 and β verifying
τ0 > τ
∗
p and β < (N − 2)p−N, (1.9)
where
τ∗p =
( 2
p− 1 −
N − 2
2
)
−
√( 2
p− 1 −
N − 2
2
)2
− 2
(
N − 2− 2
p− 1
)
. (1.10)
Then there exists ν0 > 0 such that for any ν ∈ (0, ν0], problem (1.1) has a ν-fast decaying
solution uν, which has singularity at the origin as
lim
|x|→0
uν(x)|x|
2
p−1 = cp, (1.11)
where cp is given in (1.3).
Furthermore, the mapping ν ∈ (0, ν0] 7→ uν is increasing, continuous and satisfies that
lim
ν→0
‖uν‖L∞loc(RN\{0}) = 0. (1.12)
We remark that τ∗p > 0 is well-defined due to (
2
p−1 − N−22 )2 > 2(N − 2− 2p−1) for p ∈ ( NN−2 , pc).
Theorem 1.1 constructs a parameterized fast decaying solutions uν of (1.1) with ν ∈ I being an
interval and more properties of the mapping ν 7→ uν are founded. Here the main difficulty is that
the potential V breaks the scaling invariance of the equation. Moreover, due to the potential V ,
we can not restrict to search the symmetric solutions by ODE’s tools such as the phase analysis,
the variational method fails to apply due to the singularity at origin,. First step of our method is
to use the Schauder fixed point theorem to construct a solution vk of the problem
−∆v = V (wk + v)p+ − wpk in RN \ {0}, (1.13)
for k > 0 sufficiently small and wk is the k-fast decaying solution of (1.2). And then a ν˜k-fast
decaying solution u˜νk := vk + wk of (1.1) is derived. However, the method of the Schauder fixed
point theorem fails to build the increasing mapping k 7→ ν˜k. When V is comparable to value 1, we
note that vk could be determined its sign, then motived by this observation, this solution could be
used as a barrier for the sequence vn = Γ ∗ (V vpn−1) with initial data v0 = wk, and its limit is our
desirable νk-fast decaying solution of (1.1) and more properties of the mapping k 7→ νk could be
built, even for general V by dividing it as V = (1 + (V − 1)+)(1− (V − 1)−).
Our another interest of this paper is whether the parameter ν0 can be taken +∞ in Theorem
1.1, that is, whether (1.1) has ν-fast decaying solution with ν ∈ (0, +∞). To this end, we propose
the following assumptions on the potential V .
(V1) (I) V ≥ 1 in RN \ {0} and there exist α1 ≥ 0, l1 > 1 such that
V (l−11 x) ≥ l−α11 V (x), ∀x ∈ RN \ {0}; (1.14)
(II) V ≤ 1 in RN \ {0} ( i.e. c∞ = 1, β = 0 in (V0)) and there exist α2 ≤ 0, l2 > 1 such that
V (l−12 x) ≤ l−α22 V (x), ∀x ∈ RN \ {0}. (1.15)
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Theorem 1.2 Assume that the potential function V verifies (V0) with τ0 > 0 and β verifying (1.9)
and p ∈
(
N
N−2 , pc
)
, where pc is given by (1.5).
If (V1) part (I) or part (II) holds, then for any ν ∈ (0, +∞), problem (1.1) has a ν-fast decaying
solution uν , which has singularity at the origin verifying (1.11) and the mapping ν ∈ (0, ∞) 7→ uν
is increasing, continuous and (1.12) holds true.
Finally, our interest is to study the limit of {uν}ν as ν → +∞ and we propose the following
conditions on potential V .
(V∞) Assume that V is radially symmetric, decreasing with respect to |x| and
1
γ
|x|α ≤ V (x) ≤ γ|x|α for |x| > 1, (1.16)
where γ > 1 and
(N − 2)pc −N − 2 < α ≤ 0. (1.17)
Theorem 1.3 Assume that pc is given by (1.5), p ∈
(
N
N−2 , pc
)
, V verifies (V0) part (i) with τ0 > 0,
(V1) part (II) and (V∞). Let uν be a ν-fast decaying solution of problem (1.1) with ν ∈ (0,+∞)
derived by Theorem 1.2. Then the limit of {uν}ν as ν → +∞ exists, denoting u∞ = lim
ν→+∞
uν, and
u∞ is a solution of (1.1) verifying (1.11) and
1
c1
≤ u∞(x)|x|
2+α
p−1 ≤ c1, |x| ≥ 1, (1.18)
where c1 > 1.
We see that the solution u∞ is no longer a fast decaying solution of (1.1) by the decay estimate
(1.18). Here the solution u∞ of (1.1) is called as slow decay solution. Observe that the limit of up =
limk→+∞wk, k-fast decay solution of (1.2), behaviors as cp|x|−
2
p−1 at infinity, and the fast decay
solution uν behaviors as (1.18), where − 2p−1 < −2+βp−1 . This means u∞ > up for |x| > r for some
r > 0, although for any ν > 0, uν is derived by iterating the decreasing sequence vn = G[V v
p
n−1]
with the initial data v0 = wk for some k and uν ≤ wk.
The rest of this paper is organized as follows. In section 2, we show qualitative properties of
the solutions to elliptic problem with homogeneous potential and some basic estimates. Section 3
is devoted to build fast decaying solutions of (1.1) by combining Schauder fixed point theorem and
iteration method. Section 4 is devoted to consider the slow decaying solution as the limit of fast
decaying solutions.
2 Preliminary
2.1 ODE analysis of Lane-Emden equation
In this subsection, we recall some results of Lane-Emden equation by ODE analysis. Denote a
new independent variable t = − ln |x| and set u(x) = |x|− 2p−1 w¯p(− ln |x|), then the function w¯p(t)
verifies
w¯′′p + aw¯
′
p − cp−1p w¯p + w¯pp = 0 in R, (2.1)
where a = 4
p−1 −N + 2.
Let X(t) = w¯(t) and Y (t) = w¯′(t), (2.1) can be rewritten as dynamic system{
X ′ = Y in R,
Y ′ = −aY + cp−1p X −Xp in R.
(2.2)
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We see that system (2.2) has two equilibrium points (0, 0) and (cp, 0). Our aim is to find a trajectory
(X,Y ) that starts from point (0, 0) as t→ −∞ and ends at point (cp, 0) as t→ +∞.
In fact, the trajectory (X,Y ) is contained within the homocyclic orbit of the Hamiltonian system
v′′ − cp−1p v + vp = 0 in R,
then we conclude that sup w¯p ≤ sup v. The conservation of Hamiltonian energy could be given as
following
E(t) :=
1
2
v′(t)2 − c
p−1
p
2
v(t)2 +
1
p+ 1
v(t)p+1 = 0.
Hence v attains its supremum when v′ = 0, we get the upper bound vp−1 < p+12 c
p−1
p .
On the other hand, the eigenvalues of linearizing system at (0, 0) to (2.2) are
λ1 := N − 2− 2
p− 1 > 0 > −
2
p− 1 =: λ2,
for t→ −∞, then we have that curve (X,Y ) goes out from point (0, 0) along the direction Y = λ1X
and then
w¯p(t) ∼ ceλ1t as t→ −∞.
Therefore, we have that
‖w¯p‖L∞(R) < (
p+ 1
2
)
1
p−1 cp. (2.3)
Observe that the eigenvalues at (cp, 0) are given by zero points of
H(µ) := µ2 + aµ+ (p − 1) cp−1p . (2.4)
When p ∈ ( N
N−2 , pc), where pc is given by (1.5), (2.4) has two negative zero points of H:
µ1 =
1
2
(
−a+
√
a2 − 4(p − 1) cp−1p
)
, µ2 =
1
2
(
−a−
√
a2 − 4(p − 1) cp−1p
)
,
then we have that
cp − w¯p(t) ∼ c1eµ1t + c2eµ2t as t→ +∞. (2.5)
For p = pc, H = 0 has two same roots µ1 = µ2 = −a2 , then cp − w¯p(t) ∼ (c1 + c2t)eµ1t as t→ +∞.
Note that for p ∈ ( N
N−2 , pc], w¯p is increasing and
sup
t∈R
w¯p−1p =
2
p− 1(N − 2−
2
p− 1) (2.6)
and then there exists c > 0 such that
0 < w¯′p ≤ cw¯p in R. (2.7)
Hence, the fast decaying solutions {wk}k of (1.2) have following properties:
0 < wk1 < wk2 < wp if 0 < k1 < k2 < +∞.
When p ∈ (pc, N+2N−2), H = 0 has two complex roots as
µ1 =
1
2
(
−a+ i
√
−a2 + 4(p − 1)cp−1p
)
and µ2 =
1
2
(
−a− i
√
−a2 + 4(p − 1)cp−1p
)
,
where i is the unit imaginary number. Then w¯ oscillates around cp and converges to cp with the
rate
lim sup
t→+∞
|w¯p(t)− cp|e
a
2
t = c0.
A crucial tool for the analysis is following.
5
Proposition 2.1 (i) For p ∈ ( N
N−2 , pc], we have that
p · sup
t∈R
w¯p−1p ≤
(N − 2)2
4
, (2.8)
where ′ =′ holds only for p = pc.
(ii) For p ∈ (pc, N+2N−2 ), we have that
p · sup
t∈R
w¯p−1p >
(N − 2)2
4
. (2.9)
Proof. One hand, when p ∈ ( N
N−2 ,
N+2
N−2), we have that
2
p−1 ∈ (N−22 , N − 2), then
2p
p− 1(N − 2−
2
p− 1) ≤ (
N − 2
2
)2 holds if and only if
N
N − 2 < p ≤ pc.
On the other hand for p ∈ (pc, N+2N−2), we have that
sup
t∈R
w¯p−1p >
2
p− 1(N − 2−
2
p− 1),
combining (2.6), the assertion holds and the proof is complete. 
Lemma 2.1 Let p ∈ ( N
N−2 , pc] and bp = N − 2− 2p−1 , then
wk(x) = |x|−
2
p−1 w¯p(− ln |x|+ b−1p (ln k − ln d0)), (2.10)
and for any r ∈ (0, 1], there exists kr = rbp such that for 0 < k ≤ kr,
wk(x) ≤ c1kr−
2
p−1 (1 + |x|)2−Nχ
RN\Br(0)
(x) + cp|x|−
2
p−1χ
Br(0)
(x) for ∀x ∈ RN \ {0}, (2.11)
where c1 > 0 is independent of k, r.
Proof. By above phase plane analysis, we have (2.10) just taking t = − ln |x| + b−1p (ln k − ln d0).
From (2.3), there exists c > 0 such that w¯p(t) ≤ c1ebpt for any t ≤ 0, then if − ln |x| + b−1p (ln k −
ln d0) ≤ 0, i.e. |x| ≥ (k/d0)b−1p , we have that
wk(x) ≤ c1kr−
2
p−1 (1 + |x|)2−N ∀x ∈ RN \Br(0).
For |x| < (k/d0)b−1p , we have w¯p ≤ cp and (2.11) follows. 
Remark 2.1 Let p ∈ (pc, N+2N−2 ) and bp = N − 2− 2p−1 , then for any r ∈ (0, 1], there exists kr = rbp
such that for 0 < k ≤ kr,
wk(x) ≤ c1kr−
2
p−1 (1 + |x|)2−Nχ
RN \Br(0)
(x) + ‖w¯p‖L∞ |x|−
2
p−1χ
Br(0)
(x), ∀x ∈ RN \ {0},
where ‖w¯p‖L∞ > cp.
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2.2 Basic estimate
In this subsection, some estimates are introduced, which play important roles in our construction
of fast-decaying solutions for problem (1.1). Denote
Γ(x) = cN |x|2−N , ∀x ∈ RN \ {0},
which is the fundamental solution of −∆Γ = δ0 in RN and cN > 0 is a normalized constant.
Lemma 2.2 Let
U1(x) = |x|−2−θχBr(0)(x), U2(x) = (1 + |x|)−τ and U3(x) = |x|−θ−2(1 + |x|)−τ+θ+2,
where r ∈ (0, 1/2) and τ > N > 2 + θ. Then there is r∗ > 0 small such that for r ∈ (0, r∗],
(Γ ∗ U1)(x) ≤ 1
θ(N − 2− θ) |x|
−θ(1 + |x|)2−N+θ for x ∈ RN (2.12)
and there exists c > 0 such that
(Γ ∗ U2)(x) ≤ c(1 + |x|)2−N for x ∈ RN (2.13)
and
(Γ ∗ U3)(x) ≤ c|x|−θ(1 + |x|)2−N+θ for x ∈ RN . (2.14)
Proof. By direct computation, we have that
(Γ ∗ U1)(x) = cN
∫
Br(0)
|y|−2−θ
|x− y|N−2 dy.
From the fact that −∆(|x|−θ) = θ(N − 2− θ)|x|−2−θ in RN \ {0}, we can deduce
cN
∫
RN
|y|−θ−2
|x− y|N−2 dy =
1
θ(N − 2− θ) |x|
−θ.
For x ∈ B1(0) \ {0}, we have that
(Γ ∗ U1)(x) ≤ cN
∫
RN
|y|−θ−2
|x− y|N−2 dz =
1
θ(N − 2− θ) |x|
−θ.
When x ∈ RN \B1(0),
(Γ ∗ U1)(x) ≤ cN (|x| − r)2−N
∫
Br(0)
|y|−θ−2dy ≤ cN2N−2|x|2−N
∫
Br(0)
|y|−θ−2dy, (2.15)
where ∫
Br(0)
|y|−θ−2dy = |SN−1|rN−2−θ → 0 as r → 0+.
Thus, (2.12) holds thanks to cN2
N−2|SN−1|rN−2−θ ≤ 1
θ(N−2−θ) when r ≤ r∗.
Next we show (2.13). Note that
(Γ ∗ U2)(x) = cN
∫
RN
(1 + |y|)−τ
|x− y|N−2 dy,
then (Γ ∗ U2)(x) is bounded locally in RN and so we only need to show the case |x| → +∞.
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In fact, for |x| > 4 large enough, there holds∫
RN
(1 + |y|)−τ
|x− y|N−2 dy ≤
∫
B|x|/2(0)
(1 + |y|)−τ
|x− y|N−2 dy +
1
2
∫
RN\B|x|/2(0)
|y|−τ
|x− y|N−2dy
≤
( |x|
2
)2−N ∫
B|x|/2(0)
(1 + |y|)−τdy + |x|2−τ
∫
RN\B1/2(0)
|z|−τ
|ex − z|N−2 dz
≤ c|x|2−N ,
where the last inequality holds thanks to the facts that τ > N ,∫
B|x|/2(0)
(1 + |y|)−τdy ≤
∫
RN
(1 + |y|)−τdy and
∫
RN\B 1
2
(0)
|z|−τ
|ex − z|N−2 dz < +∞.
Then (2.13) holds true.
Finally, we observe that
U3(x) ≤ 2|x|−2−θχB1(0)(x) + 2(1 + |x|)−τ , x ∈ RN \ {0},
then (2.14) follows by (2.15) with r = 1 and (2.13) directly. 
Corollary 2.1 Assume that α ∈ (0, N), f is a nonnegative function satisfying that
|f(x)| ≤ |x|−θ(1 + |x|)θ−τ for |x| > 0
with α < θ < N and τ > N . Then there exists c > 0 such that∫
RN
f(y)
|x− y|N−α ≤ c|x|
−θ+α(1 + |x|)−N+τ , ∀x ∈ RN \ {0}. (2.16)
Proof. The same as the proof of Lemma 2.2, we can obtain (2.16). 
Lemma 2.3 Suppose that f ∈ L1(RN ) is a nonnegative function satisfying |f(x)| ≤ c|x|−τ for
|x| > r, with τ > N and some r > 0, c > 0. Then
lim
x→+∞
(Γ ∗ f)(x)|x|N−2 = cN
∫
RN
f(x)dx. (2.17)
Proof. By the decay condition of f , we have that for any ǫ > 0, there exists R > r0 such that for
R large, ∫
BR(0)
f(x)dx ≥ (1− ǫ)‖f‖L1(RN ).
For |x| ≫ R, there holds (1− ǫ)|x|2−N ≤ |x− y|2−N ≤ (1 + ǫ)|x|2−N for y ∈ BR(0) and
(Γ ∗ f)(x) = cN
∫
BR(0)
f(y)
|x− y|N−2dy + cN
∫
RN\BR(0)
f(y)
|x− y|N−2 dy,
which yields that for |x| large,
(1− ǫ)‖f‖L1(RN ) ≤ |x|N−2
∫
BR(0)
f(y)
|x− y|N−2 dy ≤ (1 + ǫ)‖f‖L1(RN )
and ∫
RN\BR(0)
f(y)
|x− y|N−2 dy ≤ c
∫
RN\BR(0)
|y|−τ
|x− y|N−2dy
= c
∫
R≤|y|<2|x|
|y|−τ
|x− y|N−2 dy + c
∫
|y|≥2|x|
|y|−τ
|x− y|N−2dy
≤ cR2−N
∫ 2|x|
R
rN−1−τdr + c
∫ +∞
2|x|
r1−τdr
≤ c
N − τ R
2−N ((2|x|)N−τ −RN−τ )− c
2− τ (2|x|)
2−τ .
Passing to the limit as ǫ→ 0 and letting R→ +∞, we see that |x| → +∞ and then (2.17) holds.
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Corollary 2.2 Let wk be k-fast decaying solution of (1.2), then
cN
∫
RN
wk(x)
pdx = k.
Proof. Since lim
|x|→0+
wk(x)|x|
2
p−1 = cp and lim
|x|→+∞
wk(x)|x|(N−2) = k, then Lemma 2.3 implies that
for p(N − 2) > N , which implies that
k = lim
|x|→+∞
wk(x)|x|N−2 = cN
∫
RN
wk(x)
pdx,
which ends the proof. 
Lemma 2.4 Assume that a > 0, b ∈ R, then for p ∈ (1, 2],
(a+ b)p+ ≤ ap + pap−1|b|+ |b|p;
for p > 2,
(a+ b)p+ ≤ ap + pap−1|b|+ 2pp(p− 1)ap−2b2 + 2p|b|p.
These are basic inequalities, here we omit the proof.
Finally, we introduce a comparison principle for general Hardy operator.
Lemma 2.5 Let Ω be a bounded C2 domain containing the origin, W be Ho¨lder continuous locally
in Ω¯ \ {0} such that lim
|x|→0
W (x)|x|2 = µ with µ ∈
(
0, (N−2)
2
4
)
and W (x) ≤ (N−2)24 |x|−2 in Ω. Then
the operator
LWw := −∆w −Ww (2.18)
verifies the following comparison principle in Ω:
Assume that f1, f2 are two functions in C
γ(Ω \ {0}) with γ ∈ (0, 1), g1, g2 are two continuous
functions on ∂Ω,
f1 ≥ f2 in Ω \ {0} and g1 ≥ g2 on ∂Ω.
Let ui (i = 1, 2) be the classical solutions of{
LWu = fi in Ω \ {0},
u = gi on ∂Ω.
If lim inf
x→0
u1(x)|x|−τ−(µ) ≥ lim sup
x→0
u2(x)|x|−τ−(µ) holds, then u1 ≥ u2 in Ω \ {0}.
Proof. From [9, Theorem 1.1], we note that operator LW has a positive solution ΦW such that
lim
|x|→0
ΦW (x)
|x|τ−(µ) = 1.
Let w = u2 − u1 be a solution of 

LWu ≤ 0 in Ω \ {0},
u ≤ 0 on ∂Ω,
lim sup
x→0
u(x)|x|−τ−(µ) ≤ 0,
then for any ǫ > 0, there exists rǫ > 0 converging to zero as ǫ→ 0 such that w ≤ ǫΦW on ∂Brǫ(0).
Observe that w ≤ 0 < ǫΦW on ∂Ω, then from [11, Lemma 2.1], we have that w ≤ ǫΦW in Ω \ {0}.
By the arbitrary of ǫ > 0, we have that w ≤ 0 in Ω \ {0}. 
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3 Fast decaying solutions
3.1 Existence by Fixed point theory
In this subsection, we give the proof of Theorem 1.1. We are looking for a k-fast decaying solution
u of (1.1), with the division
u = wk + v,
where wk is the k fast decaying solution of (1.2) and v verifies that
−∆v = V (wk + v)p+ − wpk in RN \ {0}. (3.1)
We will employ the Schauder fixed point theorem to obtain a solution of (3.1). To this end, let us
clarify the key value τ∗p . In fact, the essential point in our following construction of fast decaying
solutions is to find a θ0 ∈ [N−22 , N − 2) such that
θ0(N − 2− θ0) > pcp−1p =
(
2 +
2
p− 1
)(
N − 2− 2
p− 1
)
, (3.2)
which is possible since
(
2 + 2
p−1
)(
N − 2− 2
p−1
)
< (N−2)
2
4 when p ∈ ( NN−2 , pc), and (N−2)
2
4 is
maximum of θ0(N − 2− θ0) which is achieved at θ0 = N−22 . Now the point is to find the smallest
τ > 0 such that( 2
p− 1 − τ
)(
N − 2 + τ − 2
p− 1
)
=
(
2 +
2
p− 1
)(
N − 2− 2
p− 1
)
. (3.3)
Direct computation shows that for p ∈ ( N
N−2 , pc), τ
∗
p > 0 defined in (1.10) is the smallest zero of
(3.2) and letting τ#p = (
2
p−1 − N−22 ) +
√
( 2
p−1 − N−22 )2 − 2(N − 2− 2p−1), for any τ ∈
(
τ∗p , τ
#
p
)
, we
have that ( 2
p− 1 − τ
)(
N − 2 + τ − 2
p− 1
)
>
(
2 +
2
p− 1
)(
N − 2− 2
p− 1
)
.
Now let us fix
τ1 = τ
∗
p +
1
2
min
{
τ0 − τ∗p ,
2
p− 1 −
N − 2
2
}
and θ0 =
2
p− 1 − τ1, (3.4)
then τ1 ∈
(
τ∗p , τ
#
p
)
∩ (0, τ0) and θ0 ∈
[
N−2
2 ,
2
p−1
)
verifying
θ0(N − 2− θ0) > 2p
p− 1(N − 2−
2
p− 1). (3.5)
Finally, we denote τ2 = τ0 − τ1 > 0.
Proposition 3.1 Assume that pc is given by (1.5), p ∈
(
N
N−2 , pc
)
, the potential function V verifies
(V0) with τ0, β verifying (1.9). Then there exist k∗ > 0 and c > 0 such that for any k ∈ (0, k∗),
problem (3.1) has a classical solution vk such that
|vk(x)| ≤ ck|x|−θ0(1 + |x|)2−N+θ0 , ∀x ∈ RN \ {0}. (3.6)
where θ0 is defined in (3.3).
Proof. Step 1: to show basic setting for applying the Schauder fixed point Theorem. Note that for
p ∈ ( N
N−2 , pc), there holds
θ0(N − 2− θ0) > 2p
p− 1(N − 2−
2
p− 1). (3.7)
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Let q0 ∈
(
N
N−1 ,
N
θ0+1
)
, we denote
Dǫ :=
{
v ∈ Lq0(RN ) : |v(x)| ≤ ǫ|x|−θ0(1 + |x|)2−N+θ0 , ∀x ∈ RN \ {0}
}
, (3.8)
and
T v := Γ ∗ (V (wk + v)p+ − wpk) , ∀ v ∈ Dǫ, (3.9)
where Γ is the fundamental solution of −∆ in RN .
Step 2: to prove T Dǫ ⊂ Dǫ for ǫ, k > 0 small suitably.
Case i: p ∈
(
N
N−2 , pc
)
∩ (1, 2] (this happens when N ≥ 5). For given ǫ > 0 small and v ∈ Dǫ,
we have that
|Γ ∗ (V (wk + v)p+ − wpk) | ≤ Γ ∗ (|V − 1|wpk + pV wp−1k |v|+ V |v|p) . (3.10)
As
pc
p−1
p
θ0(N−2−θ0)
< 1 by (3.5), then there exists r∗ ∈ (0, 1] such that pc
p−1
p
θ0(N−2−θ0)
maxBr∗(0) V < 1. and
we denote
ρ0 = 1− pc
p−1
p
θ0(N − 2− θ0) maxBr∗(0)
V > 0.
By (2.11) and Lemma 2.2, direct computation shows that
Γ ∗ (|V − 1|wpk)
≤ c0cpprτ2
∫
Br(0)
|y|τ1− 2p−1−2
|x− y|N−2 dy + c
p
1r
− 2p
p−1 c∞k
p
∫
RN
(1 + |y|)p(2−N)+β
|x− y|N−2 dy
≤ c2rτ2 |x|−θ0(1 + |x|)2−N+θ0 + c3r−
2p
p−1 kp(1 + |x|)2−N ,
where c2, c3 > 0 are independent of k, r. Now we fix r ∈ (0, r∗] such that c2rτ2 ≤ 18ρ0, then for
that r, there exists k∗1 > 0 such that for k ∈ (0, k∗1),
c3k
pr
− 2p
p−1 ≤ ρ0
8
ǫ. (3.11)
Therefore, we have that Γ ∗ (|V − 1|wpk)(x) ≤ ρ04 ǫ|x|−θ0(1 + |x|)2−N+θ0 . Moreover, we observe that
pΓ ∗ (V wp−1k |v|)
≤ ǫp
[
max
Br∗(0)
V cp−1p
∫
Br∗(0)
|y|−2−θ0
|x− y|N−2 dy + c∞c
p−1
1 k
p−1r−2
∫
RN
|y|−θ0(1 + |y|)p(2−N)+β+θ0
|x− y|N−2 dy
]
≤ ǫ
(
max
Br∗(0)
V
pcp−1p
θ0(N − 2− θ0) + c∞c
p−1
1 pk
p−1r−2
)
|x|−θ0(1 + |x|)2−N+θ0
≤ (1− ρ0
2
)ǫ|x|−θ0(1 + |x|)2−N+θ0 ,
where c∞, c1 > 0 are independent of r, k. Then for fixed r, there exists k
∗
1 > 0 such that for
k ∈ (0, k∗1),
c∞c
p−1
1 pk
p−1r−2 <
δ0
2
. (3.12)
Furthermore, we note that
Γ ∗ (V |v|p) ≤ c∞ǫp
∫
RN
|y|−θ0p(1 + |y|)p(2−N)+β+θ0p
|x− y|N−2 dy
≤ c4ǫp|x|−θ0(1 + |x|)2−N+θ0 ≤ ρ0
4
ǫ|x|−θ0(1 + |x|)2−N+θ0 ,
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where c4 > 0 is independent of k, we choose
c4ǫ
p−1 ≤ ρ0
4
. (3.13)
As a consequence, for ǫ, r, k verifying (3.12)-(3.13), we have that
|Γ ∗ (V (wk + v)p − wpk) | ≤ ǫ|x|−θ0(1 + |x|)2−N+θ0 ,
that is to say, T Dǫ ⊂ Dǫ.
Case ii: p ∈ ( N
N−2 , pc) ∩ (2,+∞). In this case, (3.10) should be replaced by
|Γ ∗ (V (wk + v)p+ − wpk) | ≤ Γ ∗ (|V − 1|wpk + pV wp−1k |v|+ 2pp(p− 1)wp−2k v2 + V |v|p) . (3.14)
Here we only need to do the estimate for Γ∗(V wp−2k v2) in addition. Indeed, as wk(x) ≤ cp|x|−
2
p−1 (1+
|x|) 2p−1+2−N for k ≤ k0, we have that
Γ ∗ (V wp−2k v2) ≤ c∞cp−2p ǫ2
∫
RN
|y|−
2(p−2)
p−1
−2θ0(1 + |y|)
2(p−2)
p−1
+p(2−N)+β+2θ0
|x− y|N−2 dy
≤ c5ǫ2|x|−θ0(1 + |x|)2−N+θ0 ≤ ρ0
4
ǫ|x|−θ0(1 + |x|)2−N+θ0 ,
where c5 > 0 is independent of ǫ, −2(p−2)p−1 −2θ0 > −θ0−2, and the last inequality holds if we choose
c5ǫ ≤ ρ0
4
. (3.15)
By our choice of ǫ, r and k, we have that LDǫ ⊂ Dǫ for p ∈ ( NN−2 , pc) ∩ (2,+∞).
Step 3: Applying Schauder fixed point theorem. Note that for x ∈ RN \ {0},
h(x) :=
∣∣V (wk(x) + v(x))p+ − wpk(x)∣∣ ≤ c|x|−θ0−2(1 + |x|)p(2−N)+β ,
and then by Step 2 and Corollary 2.1, we have that
|T v(x)| ≤ cN
∫
RN
h(y)
|x− y|N−2 dy ≤ ǫ|x|
−θ0(1 + |x|)2−N+θ0
and
|∇T v(x)| = |∇G [vk(V (wk + v)p − wpk)] (x)| ≤ cN (N − 2)
∫
RN
h(y)
|x− y|N−1dy
≤ c|x|−θ0−1(1 + |x|)2−N+θ0 ,
thus, |T v| ∈ Lq(RN ) for N
N−2 < q <
N
θ0
; and |∇T v| ∈ Lq(RN ) for N
N−1 < q <
N
θ0+1
, where
θ0 + 1 < N − 1.
For σ ≥ 1, denote W 1,σ(RN ) the Sobolev space with the norm
‖u‖W 1,σ =
(∫
RN
(|u|σ + |∇u|σ)dx
) 1
σ
.
Therefore, we see that T Dǫ ⊂W 1,q0(RN ) ∩ Dǫ.
We next show that the operator T is compact. To this end, we only have to prove that
W 1,q0(RN )∩Dǫ is compact in Lq0(RN ). Since the embeddingW 1,q0(RN ) →֒ Lq0(RN ) is locally com-
pact in RN , letting {ζj}j be a bounded functions inW 1,q0(RN )∩Dǫ with ε > 0 and ζ ∈ Lp(RN )∪Dǫ,
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then for any η > 0, there exist R > 0, jη ∈ N and a subsequence, still denote {ζj}j , such that for
j ≥ jη,
‖ζj − ζ‖Lp(BR(0)) ≤
η
2
and ‖ζj‖Lp(RN\BR(0)) + ‖ζ‖Lp(RN\BR(0)) ≤
η
2
,
therefore, we have that for j ≥ jη ,
‖ζj − ζ‖Lp(RN ) ≤ η.
By the arbitrarily of η, W 1,q0(RN )∩Dǫ →֒ Lq0(RN ) is compact and we derive that T is a compact
operator.
Observing that Dk is a closed and convex set in Lq0(RN ), we now can apply Schauder fixed
point theorem to derive that there exists vk ∈ Dǫ such that
T vk = vk.
Since |vk(x)| ≤ ǫ|x|−θ0(1 + |x|)2−N+θ0 , so vk is locally bounded in RN \ {0}, then vk satisfies (3.6)
by standard interior regularity results and vk is a classical solution of (3.1). 
Corollary 3.1 (i) From the proof of Proposition 3.1, the parameters ǫ, r could be fixed by
ǫ = cδ0k
p and r = cδ0k
2p
τ0 ,
where cδ0 > 0 is a constant depending on δ0.
(ii) Under the assumption of Proposition 3.1, if V ≤ 1, we can refine the solution vk of (3.1)
to be nonpositive, derived in
Dǫ,− :=
{
w ∈ Lq0(RN ) : −ǫ|x|−θ0(1 + |x|)2−N+θ0 ≤ w(x) ≤ 0, ∀x ∈ RN \ {0}
}
; (3.16)
if V ≥ 1, we can refine the solution vk of (3.1) to be nonnegative, derived in
Dǫ,+ :=
{
w ∈ Lq0(RN ) : 0 ≤ w(x) ≤ ǫ|x|−θ0(1 + |x|)2−N+θ0 , ∀x ∈ RN \ {0}
}
. (3.17)
Remark 3.1 In the critical case p = pc, our construction of fast decaying solution fails, due to
the estimate of pΓ ∗ (V wp−1k |v|) as the proof of Proposition 3.1, where pcc
pc−1
pc
θ0(N−2−θ0)
= 1 even with θ0
taking the optimal value N−22 for θ0(N − 2− θ0), so there is no space for perturbing V near origin.
3.2 Existence when V is comparable to 1
Theorem 3.1 Under assumptions of Theorem 1.1, we let V ≥ 1. Then there is ν0 ∈ (0, +∞] such
that for any ν ∈ (0, ν0), problem (1.1) has a ν-fast decaying solution uν, which has singularity at
the origin as (1.11) and the mapping ν ∈ (0, ν0) 7→ uν is increasing, continuous and (1.12) holds.
Moreover, if (1.14) holds for some α1 ≥ 0 and l1 > 1, then ν0 = +∞.
Proof. From Corollary 3.1, we take ǫ = cδ0k
p and let k ∈ (0, k∗), then Proposition 3.1 implies
that problem (3.1) has a nonnegative solution vk verifying (3.6). We denote
u˜νk = wk + vk ≥ wk and ν˜k = cN
∫
RN
V u˜pνkdx,
then u˜νk is a nonnegative classical solution of (1.1) such that
lim
|x|→0+
u˜νk(x)|x|
2
p−1 = cp and lim
|x|→+∞
u˜νk(x)|x|N−2 = ν˜k, (3.18)
where the second estimate is obtain by Lemma 2.3 and the fact that k ≤ ν˜k ≤ k + cδ0kp.
To complete the proof, we divide into four steps.
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Step 1. Existence by iteration method. We initiate from v0 := wk, denote by vn iteratively the
unique solution of
vn = Γ ∗ (V vpn−1) in RN \ {0}, (3.19)
that is, 

−∆vn = V vpn−1 in RN \ {0},
lim
|x|→0
vn(x)|x|N−2 = 0.
As −∆v0 = vp0 in RN \ {0} and lim
|x|→0
v0|x|
2
p−1 = cp, by the Comparison Principle, we have that
v1 ≥ v0 in RN \ {0}.
Inductively, we can deduce that vn ≥ vn−1 in RN \ {0}. Thus, the sequence {vn}n is increasing.
Now we show that u˜νk is an upper bound for {vn}n for k ∈ (0, k∗). We observe that u˜νk is a
solution of (1.1) and
V wpk ≤ V u˜pνk , in RN \ {0}.
Then Comparison Principle implies that
v1 ≤ u˜νk in RN \ {0}.
Inductively, we see that for any n ∈ N, we have that
vn ≤ u˜νk in RN \ {0},
so {vn}n has an upper barrier u˜νk . Therefore, the sequence {vn}n converges. Denote uνk := limn→∞ vn,
then for any compact set K in RN \ {0}, and then uνk verifies the equation
−∆u = V up in K
and then uνk is a classical solution of (1.1) verifying
wk ≤ uνk ≤ u˜νk in RN \ {0}. (3.20)
From the classification of isolated singularities of positive solutions to problem (1.1), we have that
lim
|x|→0
uνk(x)|x|
2
p−1 = cp.
Here we let
νk = cN
∫
RN
V upνkdx.
and then
k ≤ νk ≤ ν˜k ≤ k + cδ0kp and lim
|x|→+∞
uνk(x)|x|N−2 = νk
hold by Lemma 2.3.
Thus,
lim
k→0
νk = 0. (3.21)
Since uνk ≤ u˜νk ≤ wk + vk,
lim
k→0+
‖wk‖L∞loc(RN\{0}) = 0, limk→0+ ‖vk‖L∞loc(RN \{0}) = 0, (3.22)
so uνk verifies (1.12). Here and in what follows, we always denote uνk the νk-fast decaying solution
of (1.1) derived by the sequence vn defined in (3.19) with initial value wk.
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Step 2: the mapping k 7→ νk is increasing. For 0 < k1 < k2, by the increasing monotonicity of
wk, we have that wk1 < wk2 . Let {vn,ki} be sequence of (3.19) with the initial data v0 = wki , here
i = 1, 2.
Let
νn,i = lim
|x|→+∞
vn,ki(x)|x|N−2, i = 1, 2, n = 1, 2, 3, · · ·
We see that
ν1,1 = cN
∫
RN
V wpk1dx < cN
∫
RN
V wpk2dx = ν1,2
and
ν1,2 − ν1,1 = cN
∫
RN
V (wpk2 − w
p
k1
)dx ≥ cN
∫
RN
(wpk2 − w
p
k1
)dx = k2 − k1.
Inductively, we have that for any n ∈ N,
νn,2 − νn,1 ≥ k2 − k1,
which implies that the limit uνk1 of {vn,k1} and the limit uνk2 of {vn,k2} as n→ +∞ verifies that
lim
|x|→+∞
uνk2 (x)|x|
N−2 − lim
|x|→+∞
uνk1 (x)|x|
N−2 ≥ k2 − k1,
that is,
νk2 − νk1 ≥ k2 − k1.
As a conclusion, for any k ∈ (0, k∗), there exists a νk > 0 such that problem (1.1) has a solution
uνk such that
lim
|x|→+∞
uνk(x)|x|N−2 = νk.
For 0 < k2 ≤ k1 ≤ k0, then wk1,µ ≥ wk2,µ and vn,k1 ≥ vn,k2 in RN \ {0}, so we have that
uνk1 ≥ uνk2 in RN \ {0}. That is to say that the mapping k 7→ νk is increasing.
Step 3. we prove that the mapping k ∈ (0, k∗) 7→ νk is continuous. Fix k¯ ∈ (0, k∗) and
δ < 12 min{k¯, k0 − k¯}, then for k ∈ (k¯ − δ, k¯ + δ) and x ∈ RN \ {0}, we have that
|w¯0(− ln |x|+ b−10 ln(
k
d0
))− w¯0(− ln |x|+ b−10 ln(
k¯
d0
))|
≤ b−10 | ln k − ln k¯|w¯′0(− ln |x|+ b−10 ln(
k¯ + δ
d0
))
≤ cb−10 | ln k − ln k¯|w¯0(− ln |x|+ b−10 ln(
k¯ + δ
d0
)),
where the last inequality used (2.7).
For |k − k¯| < δ, we have that
b−10 | ln k − ln k¯| ≤ c¯|k − k¯|,
where c¯ = b−10 ln 2. So we have that
|v0,k − v0,k¯|(x) ≤ c|k − k¯|wk¯+δ(x) ≤ c|k − k¯|uνk¯+δ(x).
Then by the increasing monotonicity of the mapping k 7→ νk, we have that
|v1,k − v1,k¯| ≤ G[V |vp0,k − vp0,k¯|] ≤ pG[V v
p−1
0,k¯+δ
|v0,k − v0,k¯|]
≤ c|k − k¯|G[V upνk¯+δ ] = c|k − k¯|uνk¯+δ
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and since v1,k, v1,k¯ ≤ uνk¯+δ , it holds
|v2,k − v2,k¯| ≤ G[V |vp1,k − vp1,k¯|] ≤ cG[V up−1νk¯+δ |v1,k − v1,k¯|] = c|k − k¯|uνk¯+δ ,
inductively, we obtain that
|vn,k − vn,k¯| ≤ c|k − k¯|uνk¯+δ ,
so, the following holds
|uνk − uνk¯ | ≤ c3|k − k¯|uνk¯+δ in RN \ {0}.
Therefore, we have that
|νk − νk¯| ≤ cνk¯+δ|k − k¯|.
Let ν0 = lim
k→k∗
νk, then for any ν ∈ (0, ν0), problem (1.1) has a ν-fast decaying solution uν
verifying
lim
|x|→0
uν(x)|x|
2
p−1 = cp. (3.23)
Observe that for any ν¯ ≥ ν0, if there is an upper barrier for the sequence (3.19) with the initial
dada wk, all above properties could be extended into (0, ν¯).
Motivated by the fact that νk ≥ k when V ≥ 1, let us denote
ν∞ = sup {ν > 0, there is k ∈ (0, ν] problem (1.1) has solution uν ≥ wk
in RN \ {0} derived by the sequence (3.19) with the initial data wk
}
Note that using the above arguments, we can show that the mapping k ∈ (0, k∞) 7→ νk is increasing
and continuous, where k∞ = sup{k > 0 : νk < ν∞}.
Finally, we prove that ν∞ = +∞ if (1.14) holds for some l1 > 1 and α1 ≥ 0. By contradiction,
we may assume that
ν∞ < +∞. (3.24)
Now fix ν¯ ∈ (0, ν∞) such that for l1 > 1 and α1 ≥ 0 in (1.14) and ν¯l
N−2−
2+α1
p−1
1 > ν∞, where
N − 2− 2+α1
p−1 > 0 by our assumption (1.9). Denote
ψ1(x) = l
−
2+α1
p−1
1 uν¯(l
−1
1 x), ∀x ∈ RN \ {0}.
Let k¯ be the number such that νk¯ = ν¯. By direct computation, we have that
lim
|x|→+∞
ψ1(x)|x|N−2 = ν¯l
N−2−
2+α1
p−1
1
and −∆ψ1 = Vl1ψp1 in RN \ {0}, where Vl1(x) = lα11 V (l−11 x) ≥ V (x) by (1.14).
Note that w
l
N−2−
2+α1
p−1
1 k¯
(x) = l
−
2+α1
p−1
1 wk¯(l
−1
1 x) and then we may initiate the iteration (3.19) with
v0 = w
l
N−2−
2+α1
p−1
1 k¯
and ψ0 is an upper bound, so we have a solution uν
l
N−2−
2+α1
p−1
1
k¯
of (1.1) such that
uν
l
N−2−
2+α1
p−1
1
k¯
≥ w
l
N−2−
2+α1
p−1
1 k¯
that means
ν
l
N−2−
2+α1
p−1
1 k¯
> ν¯l
N−2−
2+α1
p−1
1 > ν∞,
which contradicts (3.24). So we have that ν∞ = +∞. The proof ends. 
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Theorem 3.2 Under assumptions of Thorem 1.1, we let V ≤ 1, i.e. β = 0 and c∞ = 1 in the
assumption V0 part (ii). Then there is ν0 ∈ (0,+∞] such that for any ν ∈ (0, ν0), problem (1.1) has
a ν-fast decaying solution uν , which has singularity at the origin verifying (1.11) and the mapping
ν ∈ (0, ν0) 7→ uν is increasing, continuous and (1.12) holds.
If (1.15) holds for some α2 ≤ 0 and l2 > 1, then ν0 = +∞.
Proof. From Corollary 3.1, we take ǫ = cδ0k
p, and let k ∈ (0, k∗), then Proposition 3.1 implies
that problem (3.1) has a nonpositive solution vk verifying (3.6). Denote
u˜νk = wk + vk ≤ wk and ν˜k =
∫
RN
V u˜pνkdx,
then u˜νk is a nonnegative classical solution of (1.1) such that
lim
|x|→0+
u˜νk(x)|x|
2
p−1 = cp and lim
|x|→+∞
u˜νk(x)|x|N−2 = ν˜k, (3.25)
where the second estimate is obtain by Lemma 2.3 and (k − cδ0kp)+ < ν˜k ≤ k.
Let v0 := wk and denote vn iteratively
vn = Γ ∗ (V vpn−1) in RN \ {0}, (3.26)
Since V ≤ 1, we have that the sequence {vn}n is a decreasing sequence of functions. When
k ∈ (0, k∗), we can show that u˜νk , obtained in Proposition 3.1, is a positive lower barrier for this
sequence and we derive a νk-fast decaying solution uνk of problem (1.1), which verifies (1.12), where
νk = cN
∫
RN
V upνkdx. When k ≥ k∗, u˜νk∗/2 is alway a lower bound for the sequence {vn}n and then
a solution uνk of problem (1.1).
We show that the mapping k ∈ (0,+∞) → νk is increasing and continuous. For 0 < k1 < k2,
we have that wk1 < wk2 . Let {vn,ki} be sequence of (3.26) with the initial data v0,i = wki , here
i = 1, 2.
Let
νn,i = lim
|x|→+∞
vn,ki(x)|x|N−2, i = 1, 2, n = 1, 2, 3, · · ·
We see that
ν1,1 = cN
∫
RN
V wpk1dx < cN
∫
RN
V wpk2dx = ν1,2
and
0 < ν1,2 − ν1,1 = cN
∫
RN
V (wpk2 − w
p
k1
)dx ≤ cN
∫
RN
(wpk2 − w
p
k1
)dx = k2 − k1.
Inductively, we have that for any n ∈ N,
0 ≤ νn,2 − νn,1 ≤ k2 − k1,
which implies that the limit uνk1 of {vn,k1} and the limit uνk2 of {vn,k2} as n→ +∞ verifies that
0 ≤ lim
|x|→+∞
uνk2 (x)|x|
N−2 − lim
|x|→+∞
uνk1 (x)|x|
N−2 ≤ k2 − k1,
that is,
0 ≤ νk2 − νk1 ≤ k2 − k1.
As a conclusion, k → νk is increasing and continuous.
Let
ν∞ = lim
k→+∞
νk,
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then we have that for any k ∈ (0,+∞), there exists νk ∈ (0, ν∞) such that problem (1.1) has a
solution uνk such that
lim
|x|→+∞
uνk(x)|x|N−2 = νk.
Finally, we prove that ν∞ = +∞. By contradiction, we may assume that
ν∞ < +∞. (3.27)
Now fix ν¯ ∈ (0, ν∞), then there exist α2 ≤ 0 and l2 > 1 such that
ν¯l
N−2−
2+α2
p−1
2 > ν∞
and denote
ψ2(x) = l
−
2+α2
p−1
2 uν¯(l
−1
2 x), ∀x ∈ RN \ {0}.
Let k¯ be the number such that νk¯ = ν¯. By direct computation, we have that
ψ2(x) ≤ l
−
2+α2
p−1
2 wk¯(l
−1
2 x)), ∀x ∈ RN \ {0}
and
−∆ψ2 = Vl2ψp2 in RN \ {0},
where Vl2(x) := l
α2
2 V (l
−1
2 x) ≤ V (x) by (1.15).
Note that w
l
N−2−
2+α2
p−1
2 k¯
(x) = l
−
2+α2
p−1
2 wk¯(l
−1
2 x) and then we may initiate the iteration (3.19) with
v0 = w
l
N−2−
2+α2
p−1
2 k¯
and ψ0 is a lower bound, so we have a solution uν
l
N−2−
2+α2
p−1
2
k¯
of (1.1) such that
ψ2 ≤ uν
l
N−2−
2+α2
p−1
2 k¯
≤ w
l
N−2−
2+α2
p−1
2 k¯
that means
ν
l
N−2−
2+α2
p−1
2 k¯
> ν¯l
N−2−
2+α2
p−1
2 > ν∞,
which contradicts (3.27). Thus, we have that ν∞ = +∞. 
3.3 Proof of main Theorems
Proof of Theorem 1.1. Step 1: Existence and the decay at infinity. Let
V1 = 1− (V − 1)− and V2 = 1 + (V − 1)+,
where a± = max{0, ±a}. Then V1, V2 are Ho¨lder continuous and V = V1V2 in RN \ {0}.
From Theorem 3.2, there is ν1 ∈ (0,+∞] such that for any ν ∈ (0, ν1), problem{ −∆u = V1up in RN \ {0},
u > 0 in RN \ {0},
(3.28)
has a ν-fast decaying solution uν,1, which has singularity at origin satisfying (1.11) and the mapping
ν ∈ (0, ν1) 7→ uν is increasing, continuous and (1.12) holds.
We remark that for any ν ∈ (0, ν1), there exists a unique k such that ν = νk and the solution
uν is derived as the limit of the sequence
vn = Γ ∗ (V1vpn−1) in RN \ {0},
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with the initial data v0 = wk. The mapping k 7→ νk is increasing, continuous and limk→0+ νk = 0.
As the proof of Theorem 3.1, there is a µ1 ∈ (0,+∞] such that for any µ ∈ (0, µ1), problem{ −∆u = V2V1up in RN \ {0},
u > 0 in RN \ {0}
(3.29)
has a µ-fast decaying solution uµ, which has singularity (1.11) at the origin and the mapping
µ ∈ (0, µ1) 7→ uµ is increasing, continuous and (1.12) holds.
We remark that for any µ ∈ (0, µ1), there exists a unique ν ∈ (0, ν1) such that µ = µν and the
solution uµ is derived as the limit of the sequence
vn = Γ ∗ (V2V1vpn−1) in RN \ {0}
with the initial data v0 := uν,1. The map ν 7→ µν is increasing and continuous and limk→0+ µν = 0.
As a consequence, for some k∗ ∈ (0,+∞], the map: k 7→ νk 7→ µνk , denoting µk = µνk , is
continuous and increasing, problem (1.1) has a µk-fast decaying solution uµk , which has singularity
at the origin
lim
|x|→0
uν(x)|x|
2
p−1 = cp,
where cp is given in (1.3). From Proposition 3.1 and Corollary 3.1, we have that
µk ≤ k + cδ0kp
which deduces (1.12). 
Proof of Theorem 1.2. Theorem 1.2 follows by Theorem 3.1 and Theorem 3.2 directly. 
4 Existence of slow decay solution
Under the assumption (V1) part (II), the mapping ν ∈ (0, ∞) 7→ uν is increasing, where uν is a
ν-fast decaying solution of problem (1.1), so our interest is to show the limit of {uν}ν as ν → +∞
exists, denoting u∞ = lim
ν→+∞
uν if the limit exists, which is a very weak solution of (1.1) in the
distributional sense that u∞ ∈ L1loc(RN ) ∩ Lploc(RN , V dx) satisfies the identity∫
RN
u∞(−∆)ξ dx =
∫
RN
V up∞ξ dx, ∀ ξ ∈ C∞c (RN ). (4.1)
Lemma 4.1 Let the hypotheses of Theorem 1.3 hold, then uν is radially symmetric and decreasing
with respective to |x|.
Proof. Since V is radially symmetric and decreasing with respect to |x| and uν decays as ν|x|2−N
at infinity, so it is available to apply the moving planes method, see [3,16] to obtain that uν is the
radially symmetric and decreasing with respect to |x|. 
Lemma 4.2 Let the hypotheses of Theorem 1.3 hold, then there exists c > 0 independent of ν such
that
‖uν‖L1loc(RN ) ≤ c and ‖uν‖Lploc(RN ,V dx) ≤ c.
Proof. Let
U0(x) =
cN
(1 + |x|2)N−22
,
then
−∆U0 = U2∗−10 in RN ,
where 2∗ = 2N
N−2 , cN = (N(N − 2))
N−2
4 .
19
For ǫ ∈ (0, 14), denote
ηǫ(x) = η0(ǫ|x|), x ∈ RN , (4.2)
where η0 : [0,+∞)→ [0, 1] is a smooth increasing function such that
η0(t) = 0, ∀ t ≥ 2 and η0(t) = 1, ∀ t ∈ [0, 1].
Take U0η
2
ǫ as a test function of (4.1), then by Ho¨lder inequality, we have that∫
RN
V upνU0η
2
ǫ dx =
∫
RN
uν(−∆)(U0η2ǫ )dx
=
∫
RN
uν(U
2∗−1
0 η
2
ǫ + 4ηǫ∇U0 · ∇ηǫ + U0(−∆)(η2ǫ ))dx
≤
(∫
RN
V upνU0η
2
ǫ dx
) 1
p

∫
B 2
ǫ
V 1−pU
1−p+(2∗−1) p
p−1
0 dx
+ǫ‖η0‖C1(R)
∫
B 2
ǫ
(0)\B 1
ǫ
(0)
V 1−pU
1−p+(2∗−1) p
p−1
0 |∇U0|p−1dx
+ǫ2‖η0‖C2(R)
∫
B 2
ǫ
(0)\B 1
ǫ
(0)
V 1−pUp−10 dx


1− 1
p
= c0
(∫
RN
V upνU0η
2
ǫ dx
) 1
p
,
where c0 > 0 is dependent on ǫ, V but it is independent of ν.
So we have that
cN (1 +
1
ǫ2
)−
N−2
2
∫
B 1
ǫ
(0)
V upνdx ≤
∫
B 1
ǫ
(0)
V upνU0dx ≤
∫
RN
V upνU0η
2
ǫ dx ≤ c
p
p−1
0 ,
that is,
‖uν‖Lploc(RN ,V dx) ≤ c
for some c > 0 independent of ν.
Furthermore, ∫
RN
uνU
2∗−1
0 η
2
ǫ dx ≤ c0
(∫
RN
V upνU0η
2
ǫ dx
) 1
p
≤ c
p
p−1
0
and
‖uν‖L1loc(RN ) ≤ c.
The proof ends. 
Proof of Theorem 1.3. From Theorem 1.2 and Lemma 4.2, the mapping ν ∈ (0, ∞) 7→ uν is
increasing and uniformly bounded in L1loc(R
N ) ∩ Lploc(RN , V dx), so there exists u∞ ∈ L1loc(RN ) ∩
Lploc(R
N , V dx) such that
uν → u∞ as ν → +∞ a.e. in Ω and in L1loc(RN ) ∩ Lploc(RN , V dx).
It is known in [19] that uν is also a weak solution of (1.1), i.e.∫
RN
uν(−∆)ξdx =
∫
RN
V upνξdx, ∀ ξ ∈ C∞c (RN ). (4.3)
Passing to the limit of (4.3), we obtain that u∞ is a weak solution of (1.1) in the sense of (4.1).
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Furthermore, by Lemma 4.1 we have that uν is radially symmetric and decreasing with respect
to |x|, so is u∞. So we have that u∞ ∈ L∞loc(RN \{0}), then V up∞ is in L∞loc(RN \{0}). By standard
regularity results, we have that u is a classical solution of (1.1).
Since uν verifies (1.11) at the origin for any ν > 0 and u∞ is the limit of an increasing sequence
{uν}ν , then we have that
lim inf
|x|→0
u∞(x)|x|
2
p−1 ≥ cp. (4.4)
Next we claim
lim sup
|x|→0
u∞(x)|x|
2
p−1 ≤ cp, (4.5)
From [23, Theorem 2.1], there exists c > 0 such that
u∞(x) ≤ c|x|−
2
p−1 , x ∈ B1(0) \ {0}.
And by [2, Theorem B], we have that (4.5) and (1.11) holds true for u∞.
Finally, we claim (1.18). Denote by
v(x) = u∞(
x
|x|2 ) for x ∈ R
N \ {0}.
By direct computation, we have that
∇v(x) = ∇u∞
(
x
|x|2
)
1
|x|2 − 2
(
∇u∞( x|x|2 ) · x
)
x
|x|4
and
∆v(x) =
1
|x|4∆u∞(
x
|x|2 ) +
2(2 −N)
|x|4
(
∇u∞( x|x|2 ) · x
)
.
Let u♯(x) = |x|2−Nv(x), then for x ∈ RN \ {0}, we get that
−∆u♯(x) = −∆v(x) |x|2−N − 2∇v(x) · (∇|x|2−N ) = |x|−2−N (−∆)u( x|x|2 ) = V
♯(x)u♯(x)p,
where
V ♯(x) = |x|−2−N+p(N−2)V ( x|x|2 ).
We see that
−∆u♯(x) = V ♯(x)u♯(x)p in RN \ {0},
where
V ♯(x) ∼ |x|̺ as |x| → 0 with ̺ = −α− 4 + (p− 1)(N − 2).
Note that it implies by (1.17) that ̺ ∈ (−2, 0).
Now claim that p ∈
(
N+̺
N−2 ,
N+2+̺
N−2
)
. Note that p > N+̺
N−2 follows by the fact p >
N
N−2 and
p < N+2+̺
N−2 is equivalent to (N − 2)p −N − 2 < −4 + (p − 1)(N − 2) − α, which is true thanks to
α ≤ 0.
Then by [23, Theorem 2.1] and [17, Theorem 3.3] we have that
1
c
|x|− 2+̺p−1 ≤ u♯(x) ≤ c|x|− 2+̺p−1 , ∀x ∈ B1(0) \ {0},
where c > 1 and
−2 + ̺
p− 1 = −(N − 2) +
2 + α
p− 1 .
By Kelvin transformation, we turn back that
1
c
|x|− 2+αp−1 ≤ u∞(x) ≤ c|x|−
2+α
p−1 , x ∈ RN \B1(0)
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for some c > 1. 
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