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Abstract
Thanks to the abundance of Web platforms and broadband
connections, HTTP Adaptive Streaming has become the de
facto choice for multimedia delivery nowadays. However,
the visual quality of adaptive video streaming may fluctu-
ate strongly during a session due to bandwidth fluctuations.
So, it is important to evaluate the quality of a streaming
session over time. In this paper, we propose a model to
estimate the cumulative quality for HTTP Adaptive Stream-
ing. In the model, a sliding window of video segments is
employed as the basic building block. Through statistical
analysis using a subjective dataset, we identify three impor-
tant components of the cumulative quality model, namely
the minimum window quality, the last window quality, and
the average window quality. Experiment results show that
the proposed model achieves high prediction performance
and outperforms related qualitymodels. In addition, another
advantage of the proposed model is its simplicity and effec-
tiveness for deployment in real-time estimation. The source
code of the proposed model has been made available to the
public at https://github.com/TranHuyen1191/CQM.
1 Introduction
HTTP Adaptive Streaming (HAS) has become the de facto
choice for multimedia delivery nowadays. In HAS, a video
is encoded into different quality versions [1]. Each version
is further divided into a series of segments. Depending
on throughput fluctuations, segments of appropriate quality
versions will be delivered from the server to the client, re-
sulting in quality variations during a session. Therefore, a
key challenge in HAS is how to evaluate the quality of a ses-
sion over time. The evaluation can provide service providers
with suggestions to enhance the quality of services [2]. Also,
some existing studies deploy the quality model to build and
evaluate effective adaptive streaming strategies [3, 4].
Here, we would like to differentiate three concepts of the
quality as follows.
• Overall qualitymeans the cumulative quality measured
at the end of the session. Obviously, this concept is a
special case of the cumulative quality.
• Continuous quality means the instantaneous quality
which is continuously perceived at any moment of the
session.
• Cumulative quality means the quality cumulated from
the beginning up to any moment of the session.
It should be noted that the concepts of continuous quality and
overall quality have been mentioned in Recommendation
ITU-R BT.500-13 and ITU-T P.880 [5, 6] and have been
investigated in a large number of previous studies.
To the best of our knowledge, however, few previous stud-
ies have actually considered the cumulative quality. In [7],
the cumulative qualitywas investigated in the context ofWeb
services. The work in [8] was the first study on the cumula-
tive quality of a video streaming session, where the authors
focused on the impact of quality variations. However, this
work employed very short sessions, only 5–15 seconds.
In this study, our goal is modeling the cumulative qual-
ity of HTTP adaptive video streaming. We first carry out
a subjective test to measure the cumulative quality of long
sessions of 6 minutes. Then, the impacts of quality varia-
tions, primacy, and recency are investigated. Based on the
obtained results, a cumulative quality model (called CQM)
is proposed. In the proposed model, a sliding window of
video segments is the basic unit of computation. It should
be noted that, in the following, the term "window" means ei-
ther the conceptual sliding window or a window at a certain
location. Experiment results show that the average window
quality, the minimum window quality, and the quality of the
last window are key components of the cumulative quality
model. Also, it is found that the proposed model outper-
forms six existing models. Moreover, the proposed model
is applicable to real-time quality monitoring thanks to its
low computation complexity. To the best of our knowledge,
the proposed model is the first cumulative quality model for
actual streaming sessions.
The remainder of this paper is organized as follows. Sec-
tion 2 discusses the related work. Because the proposed
model is based on an analysis of subjective results, the sub-
jective test is presented in Sect. 3. Then, Sect. 4 presents the
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proposed cumulative quality model. In Sect. 5, we evaluate
the performance and computation complexity of the pro-
posed model and compare it to six existing models. Finally,
conclusions are drawn in Sect. 6.
2 Related work
In this section, wewill discuss thework related to three types
of quality, namely, 1) overall quality, 2) continuous quality,
and 3) cumulative quality.
2.1 Overall quality
The overall video streaming experience of the end-users
can be quantified with the concept of Quality of Experi-
ence (QoE). In terms of video streaming, the QoE states to
what extent users are annoyed or delighted with the provided
streaming [9]. In [10, 11], it was found that the impact of
the initial delay of the video stream is not severe, whereas
the impact of stalling, i.e., playback interruptions, is signif-
icant. To model the impact of the interruptions, previous
studies generally used some statistics such as the number of
interruptions [12, 13], the average [12], the maximum [12],
the sum [13, 14], and the histogram [15] of interruption du-
rations. To ensure a smooth streaming when end-users face
throughput fluctuations, e.g., in mobile networks, HAS al-
lows to adapt the video bit rate to the network conditions.
Thereby, initial delay and stalling can be reduced, which
are severe QoE degradations of video streaming. However,
due to the bit rate adaptation, the visual quality of the video
might vary, which introduces an additional QoE factor [16].
Existing studies on overall visual quality were mostly lim-
ited to short sessions (about 1–3minutes) [17–21]. These
studies mainly focused on the impact of the quality vari-
ations. The impact of the quality variations is modeled
by some statistics of segment quality values and switching
amplitudes (i.e., differences between consecutive segment
quality values) such as average [17], standard deviation [17],
minimum [18], median [18], histogram [19], and time dura-
tion on different quality levels [20, 21].
For long sessions, the primacy and recency are also im-
portant factors to be considered. Here, the primacy (re-
cency) factor refers to the influences of quality degradations
near the beginning (end) of a session. The authors in [22]
found that the primacy and recency both have significant
impacts on the overall quality of a session. [23] studies dif-
ferent temporal pooling methods, which emphasize different
aspects (e.g., recency, lowest quality), for aggregating ob-
jective quality metrics into an overall quality score. In [14],
the authors proposed an overall quality model, taking into
account the impacts of the quality variations, primacy, and
recency. Specifically, a session is divided into three temporal
intervals. In each interval, the impact of quality variations
is modeled by the frequencies of switching types. Each
switching type is defined based on resolutions and frame
rates. To take into account the impact of the primacy and
recency, each interval is simply assigned a weight to rep-
resent its contribution to the overall quality of the session.
The experiment results then revealed that the first interval
has the highest weight, and so the largest contribution to the
overall quality.
In the latest stage of ITU-T P.1203 standardization for
quality assessment of streaming media, a model (called
P.1203) is recommended for predicting the overall quality,
where session durations are from 1 to 5 minutes [24]. The
P.1203 model also takes into account the impacts of qual-
ity variations, primacy, and recency. Then, to model the
impact of quality variations, the authors used the average
of the segment quality values in each temporal interval and
various statistics calculated over a whole session, such as the
total number of quality direction changes and the difference
between the maximum and minimum segment quality. To
take into account the impact of the primacy and recency, the
authors used a weighted sum of all segment quality values
in the session.
2.2 Continuous quality
The recommendation ITU-RBT.500-13 describes the Single
Stimulus Continuous Quality Evaluation (SSCQE) method
for subjective assessment of the continuous quality. In this
method, test sessions are displayed in a random order. Each
subject, while watching a video, is asked to continuously
move a slider along a continuous scale so that its position re-
flects his/her selection of quality at that instant. All subjects’
quality ratings at each instant of each video are averaged to
compute a mean opinion score (MOS) of that instant.
The work in [25] is the first study on the continuous
quality of a streaming session. Note that, in this paper,
the authors use the term "time-varying quality" to refer to
"continuous quality". Tomeasure the continuous quality, the
authors conducted a subjective test similar to the SSCQE
method. Then, a continuous quality model is proposed,
taking into account the impact of the recency. In particular,
a Hammerstein-Wiener model was employed to predict the
continuous quality of 5-minute long sessions. As this work
is focused on continuous quality, the model only depends on
the quality values of the last 15 seconds.
[26] uses machine learning to predict initial delay,
stalling, and video quality from the network traffic in win-
dows of 10 s. The considered features are derived from IP or
TCP/UDP headers only. ViCrypt [27] detects QoE degra-
dations on encrypted video streaming traffic in real-time
within 1 s by using a stream-like analysis approach with two
continuous sliding windows and a cumulative window. The
features are based on packet-level statistics of the network
traffic, and allow to accurately recognize initial delay and
stalling [27], as well as video resolution and the average
bitrate [28].
[29] presents a continuous-time QoE predictor using an
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ensemble of Hammerstein-Wiener models, while [30] de-
veloped a neural-network-based continuous quality model.
As discussed in Recommendation ITU-R BT.500-13 [6],
the continuous quality values of a session can be utilized to
obtain the overall quality. However, this issue is currently
under study [6, 31, 32].
2.3 Cumulative quality
To the best of our knowledge, the only previous study on the
cumulative quality of a streaming session is in [8], where
the authors presented some qualitative observations regard-
ing the impact of quality variations. However, the authors
employed simple simulated sessions of very short durations
(5–15 seconds) with only 1–3 segments. It is found that
when there is a small switching amplitude, the cumulative
quality is quite stable with a slight change. Meanwhile, a
large switching amplitude results in a significant change of
the cumulative quality. From these observations, the authors
proposed a cumulative quality model, in which a piecewise
linear function of switching amplitudes was used to quantify
the impact of the quality variations.
The preliminary work of our cumulative quality research
was presented in [33]. In this paper, the previous work is
extended significantly. First, we carried out more subjective
tests with new videos and so the dataset is now doubled.
Second, factors in the model are extensively studied with
one-way analysis of variance (ANOVA). In addition, the
impacts of window size and window quality model on the
model performance are explored in detail and the best set-
ting is recommended. Finally, the evaluation is extended
with more related models and in-depth analysis of models’
performances with respect to the length of sequences as well
as models’ computation complexity.
The contributions of our work have two general cate-
gories. First, we build a dataset that is specific to the cumu-
lative quality. Our dataset helps to investigate how existing
overall quality models perform cumulative quality predic-
tion. Second, we propose a new cumulative quality model
that can well predict the cumulative quality of streaming ses-
sions. In particular, the distinguished features of our study
are as follows.
• First, a subjective test was specifically designed for
measuring the cumulative quality of HAS sessions. In
our test, there are in total 72 test sequences gener-
ated from six 6-minute long videos. The total time
required for rating these sequences was approximately
160 hours.
• Second, through statistical analysis, insights into the
impacts of three factors of quality variations, primacy,
and recency are provided. In particular, it is found
that the impacts of the quality variations and recency
are significant. However, no significant impact of the
primacy is observed.
Table 1: Features of Source Videos
Video Content Type
Video #1 Slow movements of characters Animated video,
Movie
Video #2 A story about Sintel and her
friend, a dragon.
Animated video,
Movie
Video #3 Conversations of characters Natural video,
Movie
Video #4 A talk show host analyzing
news
Natural video,
News
Video #5 A documentary about the sci-
ence experiment
Natural video, Doc-
umentary
Video #6 A soccer match Natural video,
Sport
• Third, we proposed a new cumulative quality model
that takes into account the impacts of the quality vari-
ations and recency. Experiment results show that the
proposed model is able to predict well the cumulative
quality of streaming sessions.
• Fourth, a comparison of the proposed model with six
existing models was conducted. This is the first time a
large number of quality models have been investigated
for cumulative quality prediction. Experiment results
show that the proposed model outperforms the existing
models.
• Fifth, it was found that the proposedmodel is applicable
to real-time qualitymonitoring thanks to its low compu-
tation complexity. This feature is especially important
for cost-effective evaluation of streaming technologies.
3 Subjective Test for Cumulative
Quality
In this study, to measure the cumulative quality over time,
each streaming session was converted into test sequences of
different lengths. In the test, each subject viewed a random
sequence and then rated the quality of the whole sequence.
This approach is similar to that used in [8], where each 15-
second long session was divided into three sequences of 5,
10, and 15 (seconds).
There are in total six 6-minute long videos used in this
study, denoted by Video #1, Video #2, Video #3, Video #4,
Video #5, and Video #6, with features presented in Table 1.
These videoswere encoded usingH.264/AVC (libx264)with
a frame rate of 24 fps. In this study, we used two adapta-
tion sets, each consisted of 9 versions with different QP
values and/or resolutions. In particular, the 9 versions in the
first adaptation set have the same resolution of 1280×720
and 9 different QP values of 52, 48, 44, 40, 36, 32, 28,
24, and 20. The first adaptation set was used to generate
the streaming sessions of Video #1, Video #2, and Video
#3. The 9 versions in the second adaptation set are differ-
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Table 2: Average Bitrates of Versions
Version Average bitrate (kbps)Video #1 Video #2 Video #3 Video #4 Video #5 Video #6
1 146 187 187 179 455 570
2 196 239 244 310 794 1034
3 310 333 353 382 1010 1304
4 455 482 528 548 1397 1823
5 717 717 813 675 1764 2295
6 1118 1097 1263 791 2017 2647
7 1751 1743 2005 977 2549 3330
8 2802 2910 3362 1303 3209 4382
9 4538 4993 6089 1613 3930 5500
Figure 1: An example of version variations in a streaming
session.
ent in both resolution and QP. Specifically, the 9 versions
correspond to 9 combinations of QP values and resolutions
of {24, 256×144}, {26, 426×240}, {24, 426×240}, {26,
640×360}, {24, 640×360}, {26, 854×480}, {24, 854×480},
{26, 1280×720}, {24, 1280×720}. The second adaptation
set was used to generate the streaming sessions of Video #4,
Video #5, and Video #6. The average bitrates of the versions
are shown in Table 2. In this study, every version is divided
into short segments with the duration of 1 second.
For each video, two full-length sessions of 6minutes were
generated by using the adaptation method of [34] and two
bandwidth traces from a mobile network [35]. The dura-
tion of 6minutes was selected such that it is longer than
the average video duration watched on YouTube, which
is 5:01minutes [36]. The bandwidth traces have average
throughputs varying from 1484.87 kbps to 3432.33 kbps,
and standard deviations from 867.01 kbps to 1252.75 kbps.
An example of version variations in a 6-minute session is
provided in Fig. 1.
From each full-length session, six test sequences were ex-
tracted, from the time-stamp 0 to the 1st , 2nd , 3rd , 4th , 5th ,
and 6th minute. So, from the six original videos, there were
in total 72 test sequences, with durations from 1 minute to
6 minutes. The total duration of all the test sequences is
252minutes. Because a rating time which is longer than
1.5 hours may cause fatigue and boredom [37], the subjec-
tive test was divided into four parts that were conducted in
different days. The duration of each part was approximately
1.5 hours, of which about 1 hour was spent for rating the test
Figure 2: Confidence intervals of the MOSs.
sequences. In the rating process, every 20minutes, there
was a break of 10minutes. In order to avoid boredom, each
subject took part in at most two test parts.
The subjective test was conducted using the absolute
category rating (ACR) method. Test conditions were de-
signed following Recommendation ITU-T P.913 [37]. In the
subject-training stage, the subjects got used to the proce-
dure and the range of quality impairments. In the test, the
sequences were randomly displayed on a black background.
The screen has the size of 14 inches and a resolution of
1366×768. Given a sequence, each subject gave a score
at the end of the sequence with the value ranging from 1
(worst) to 5 (best), which reflects his/her option of quality
of the whole sequence.
There were in total 71 subjects taking part in the test. The
total time of the test was approximately 160 hours. Screen-
ing analysis of the test results was performed following Rec-
ommendation ITU-T P.913 [37], and two subjects were re-
jected. After discarding these subjects’ scores, each test
sequence was rated by 23 valid subjects. The MOS of each
sequence was computed as the average of the valid subjects’
scores.
The 95% confidence intervals of subjective scores are
shown in Fig. 2. In general, the confidence intervals are in
the range 0.08 to 0.35. Also, the subjective scores are in
the range from 2 to about 4.7. This means the cumulative
quality varies drastically during a session.
4 Cumulative Quality Model
4.1 Overview
To build a cumulative quality model taking into account the
impacts of multiple factors, the basic ideas of our solution
are as follows.
• Quality variations over a long session are divided into
long-term and short-term changes. Specifically, short-
term changes refer to quality variations of neighbor-
ing segments, while long-term changes refer to quality
variations between temporal intervals.
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Figure 3: An illustration of "sliding window" with size K=3
• To represent the impact of long-term changes, the con-
cept of "sliding window" is used. Specifically, a win-
dowofK segments ismoved along the session, segment
by segment as illustrated in Fig. 3. After each time, a
window quality value is computed.
• To represent the impact of short-term changes within a
window, an existing overall quality model is used. For
this purpose, such as model is called window quality
model.
• The cumulative quality value at any time point is com-
puted based on window quality values, taking into ac-
count the impacts of factors such as long-term changes
and recency. Note that, at the first time points, when the
watched video duration is (very) short (i.e., less than K
segments), the corresponding cumulative quality val-
ues are directly computed from the window quality
model.
In the next subsection, effect analysis of the quality vari-
ations, primacy, and recency will first be presented. Then,
based on the obtained results, a cumulative quality model
will be proposed.
4.2 Proposed quality model
As mentioned, to identify the key components of a cumu-
lative quality model, we carried out a statistic analysis of
some window quality values. In particular, the first window
quality value WQ f and the last window quality value WQl
were employed to represent the impacts of the primacy and
recency respectively. For the factor of long-term changes,
three parameters are considered, which are the average qual-
ity WQav , the minimum quality WQmi , and the maximum
qualityWQma of all windows until a given time point.
Suppose that the window is just moved to the N th segment
with N ≥ K . By using the window quality model, the
window quality value WQN−K+1 is calculated. After that,
Table 3: Results of Effect Analysis of Window Quality
Statistics
Window
size
(seconds)
Window
quality
statistics
WQ f WQl WQma WQmi WQav
30
F 0.01 13.53 3.70 45.87 70.12
p 0.94 <0.001 0.06 <0.001 <0.001
η2p 0.00 0.17 0.05 0.40 0.51
50
F 0.73 39.51 0.00 65.32 67.10
p 0.40 <0.001 0.97 <0.001 <0.001
η2p 0.01 0.37 0.00 0.49 0.50
70
F 1.20 41.18 0.39 52.34 64.83
p 0.28 <0.001 0.76 <0.001 <0.001
η2p 0.02 0.38 0.01 0.43 0.49
the statistics of WQ f , WQl , WQma, WQmi , and WQav are
updated by the following equations.
WQ f = WQ1. (1)
WQl = WQN−K+1. (2)
WQma =
{
WQ1, if N = K
max{WQma,WQN−K+1}, otherwise.
(3)
WQmi =
{
WQ1, if N = K
min{WQmi,WQN−K+1}, otherwise.
(4)
WQav =
{
WQ1, if N = K
WQav×(N−K)+WQN−K+1
N−K+1 , otherwise.
(5)
Table 3 shows the obtained results from one-way analysis
of variance (ANOVA). To assess the effect size, partial Eta-
squared values (η2p) are also reported in Table 3. Here, the
window quality model is the model proposed in [15] (called
Tran’s), and the window size is set to 30, 50, and 70 seconds.
The p values in Table 3 indicate that, for all the considered
window sizes, no significant effect was observed for WQ f
(i.e., p > 0.05). In contrast, significant results with large
effects were obtained for WQl (i.e., p < 0.001 and η2p >
0.14). This implies that the impact of the primacy on the
cumulative quality can be neglected, while the impact of the
recency has to be considered.
With regard to long-term changes, no significant effect
was found forWQma (i.e., p > 0.05), yet significant effects
with large sizes were observed for WQmi and WQav (i.e.,
p < 0.001 and η2p > 0.14). This implies that only the
minimal and average quality have to be considered.
To sum up, the results suggest that WQl , WQmi , and
WQav should be key components of a cumulative quality
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model. Based on these observations, we propose a cumula-
tive quality model which is given by
CQM = w1 ·WQmi + w2 ·WQl + w3 ·WQav, (6)
where w1, w2, and w3 are the corresponding weights of
WQmi ,WQl , andWQav components.
It is interesting to note that the proposed model is in
agreement with the peak-end rule [38]. The peak-end rule
says that users judge an experience largely at its peak and
at its end. Here the peak of a session is the most severe
quality impairment WQmi , and the end is the significance
of the recency effectWQl shown in our model. In the case
of speech quality, a large impact of the minimum quality on
QoE was also shown [39]. For HTTP adaptive streaming, it
is found in [20,21] that the number of quality switches is not
statistically significant, but the time the video is played out
on each quality level. Also [23] showed that a good temporal
pooling method is taking the average over the whole session,
implying that WQav is a key influence factor. Thus all the
key factors of the proposedmodel are inlinewith the findings
in previous studies. Yet, the CQM model is the first one that
integrates these factors into a single model for predicting the
cumulative quality of HAS sessions.
In the next section, we will investigate the performance
of the proposed model and some existing models.
5 Model Evaluation and Analysis
5.1 Evaluation Methodology
This section is divided in two evaluations, each aiming at
an important question. In the first evaluation, we will inves-
tigate what is the best setting (e.g., window quality model
and window size) for the proposed model. The second eval-
uation is carried out to see if existing overall quality models
can predict cumulative quality, especially in long sessions.
There are in total six existing models employed in this
study, which are denoted by Tran’s [15], Guo’s [18],
Vriendt’s [17], Yin’s [40], P.1203 [24, 41–43], and
Rehman’s [8]. Among these models, only the Rehman’s
model was proposed for cumulative quality prediction, the
other models were originally proposed for overall quality
prediction.
Similar to [44, 45], to evaluate the performance of exist-
ingmodels, we implemented themodels using the parameter
settings stated in the original papers. In addition, following
Recommendation ITU-T P.1401 [46], a first order linear re-
gression between predicted scores andMOSswas performed
for each model to compensate for the possible variances be-
tween subjective tests. The obtained coefficients of slope
and intercept will be stated in the following subsections.
For the evaluations, the 72 sequences in our dataset were
randomly divided into two sets, namely a training set of 36
sequences and a test set of 36 remaining sequences. The
Table 4: Performance of CQM Model using Different Win-
dow Quality Models
Model
Performance
Training set Test set
PCC RMSE PCC RMSE
CQM+Tran’s 0.94 0.26 0.93 0.27
CQM+Guo’s 0.91 0.31 0.89 0.34
CQM+Vriendt’s 0.93 0.29 0.92 0.31
CQM+Yin’s 0.92 0.31 0.91 0.33
CQM+P.1203 0.94 0.26 0.92 0.28
training set was used to obtain the model parameters by
curve fitting. The test set was to evaluate the performance
of the models. We randomly selected 50 training sets. For
each training set, the remaining sequences were used for the
corresponding test set.
In order to measure the performance of the models,
we used two metrics of Pearson Correlation Coefficient
(PCC) and Root-Mean-Squared Error (RMSE). The PCC
and RMSE values reported below were averaged over the 50
test sets. Since the capability of real-time processing is an
especially important feature for cumulative quality models,
we also measured computation complexity of the models. In
this study, the computation complexity was measured as the
average time required to obtain a cumulative quality value
per 1-second long segment. The measurement was con-
ducted on a computer with Intel Core i3-2120 processor at
3.30GHz and 8GB RAM.
5.2 Performance Analysis of CQM Model
In this subsection, we investigate the performance of the
proposed model under different settings. Our goal is to find
the best settings of 1) window quality model and 2) window
size of the proposed model.
For this purpose, we first present results using some differ-
ent window quality models. Then, various window sizes are
investigated. Finally, the model parameters are determined
based on result analysis.
5.2.1 Window quality model
In this part, the five overall quality models of Tran’s, Guo’s,
Vriendt’s, Yin’s, and P.1203 are employed to obtain win-
dow quality values. Note that these models all take into
account the impact of short-term changes. Further, note that
Rehman’s is a cumulative model, which was not used here,
but is only used later for comparison purpose.
Table 4 shows the performance of the CQM model using
the different window quality models with the window size
of 50 seconds. It can be seen that the performance of the
CQM model is generally good with all the window quality
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models. Especially, the combination CQM+Tran’s provides
the best prediction performance. Specifically, the values
of PCC and RMSE are 0.94 and 0.26 for the training set,
and 0.93 and 0.27 for the test set. The main reason is
that Tran’smodel utilizes the histograms of segment quality
values and switching amplitudeswhich are shown to bemore
effective in modeling the impact of short-term changes than
the statistics used in the other models [19].
Since the combination CQM+Tran’s provides the best
performance, Tran’s model is used as the window quality
model in the rest of this paper.
5.2.2 Window size
In this part, the performance of the CQM model is evaluated
using different window sizes. Asmentioned, Tran’smodel is
employed to obtain window quality values. Fig. 4 shows the
performance of the proposed model with different window
sizes ranging from 2 to 90 seconds with the step size of
2 seconds. It is clear that, given a window size, the training
set always achieves higher PCC values and lower RMSE
values than that of the test set. In general, the behaviors of
the PCC and RMSE curves for the training and test sets are
similar. In particular, the prediction performance improves
quickly (i.e., PCC value increases quickly while the RMSE
value drops quickly) when thewindow size is increased to 14
seconds. When the window size is from 14 to 50 seconds,
some small improvements are observed for the PCC and
RMSE. The best prediction performance for the test set is
achieved with the window size of 50 seconds. Specifically,
the PCC and RMSE values are 0.94 and 0.26 for the training
set, and 0.93 and 0.27 for the test set. When the window size
increases beyond 50 seconds, the PCC falls sharply and the
RMSE rises dramatically. Therefore, to achieve the highest
performance, the window size should be 50 seconds. In the
rest of this paper, this value of the window size will be used.
5.2.3 Model parameters
Similar to [13], in order to obtain the model parameters, we
pick the (best) training set, which provides the highest PCC
for the corresponding test set. The best performance is given
by
CQM = w1 ·WQmi + w2 ·WQl + w3 ·WQav (7)
= 0.29 ·WQmi + 0.31 ·WQl + 0.40 ·WQav .
(8)
The high numerical values of the weights w1, w2, and w3
reconfirm the observations in Sect. 4 thatWQl ,WQmi , and
WQav are key components of the cumulative quality model.
Also, the impacts of the quality variations and recency are
significant on the cumulative quality of a session. In addi-
tion, it can be seen that w3 is highest while w1 is lowest. So
the impact of the average window quality is strongest, and
the impact of the minimum window quality is weakest.
Figure 4: Performance of CQM model using different win-
dow sizes
Figure 5: Performance of models with different sequence
lengths
5.3 Model Comparison
In this subsection, we compare the CQM model and the six
existing models in terms of the prediction performance and
the computation complexity.
Fig. 5 shows the PCC values of the models with different
sequence lengths. We can see that, when the sequence length
is 1 minute, the PCC values of Tran’s, Guo’s, Vriendt’s,
Yin’s, and P.1203 models are high (i.e., PCC ≥ 0.92). This
suggests that thesemodels can predictwell the overall quality
of a short session, and thus each of them can be used as a
window quality model with good performance as discussed
in Subsect. 5.2.1.
However, when the sequence length increases, the PCC
values of the models decrease. Among the models, the
PCC of the CQM model is highest for all the sequence
lengths. Meanwhile, the performance of Rehman’s model
is lowest. A possible explanation is that Rehman’s model
is designed using very short sessions with a duration of 5–
15 seconds. Thus it is not really suitable for longer sessions
(i.e., 1–6minutes). In addition, there is no consideration for
long-term changes and recency in Rehman’s, Tran’s, Guo’s,
Vriendt’s, and Yin’s models, so the performances of these
models are all lower than that of the CQM model.
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Table 5: Performance of Models in Predicting Cumulative
Quality
Model Coefficients
Performance
(Test set)
Computation
Comlexity
(ms)Slope Intercept PCC RMSE
Tran’s 1.24 -1.27 0.89 0.31 0.22
Guo’s 1.01 -0.25 0.72 0.49 0.02
Vriendt’s 1.02 -0.41 0.85 0.37 0.05
Yin’s 1.07 -0.79 0.80 0.42 0.06
P.1203 1.04 -0.93 0.89 0.32 1682.82
Rehman’s 3.00 -0.42 0.62 0.67 0.05
CQM — — 0.93 0.27 0.20
Figure 6: An example of the cumulative quality values of a
streaming session.
Table 5 summarizes the performances and the computa-
tion complexity of themodels. Here, the PCC andRMSE are
averaged over the 50 test sets containing sequences of differ-
ent lengths. We can see that the results of performances are
similar to those in Fig. 5. In particular, the performance of
theCQM model is highest and the performance of Rehman’s
model is lowest.
Regarding the computation complexity, it can be seen that
the CQM model takes less than 1ms to obtain a cumulative
quality value, and so the cumulative quality can be updated
after every segment as the window slides forward. In other
words, the CQM model is applicable to real-time quality
monitoring.
For the P.1203model, its computation complexity is con-
siderably higher than the others. In particular, the P.1203
model takes an average of 1.68s to calculate a cumulative
quality value. Meanwhile, the remaining models have an av-
erage processing time less than 1ms per cumulative quality
value.
To better understand the cumulative quality, Fig. 6 shows
the MOSs and the predicted scores by the CQM model cor-
responding to the adaptation result in Fig. 1. We can see
that the predicted scores closely follow to the MOSs. In
addition, the cumulative quality fluctuates strongly during
the session. This means that evaluating the overall quality
at the end of a streaming session is obviously not enough to
fully understand the quality of the video streaming service.
So, cumulative quality over time is of crucial importance in
adaptive streaming.
6 Conclusions and Future Work
In this paper, we have presented a model for predicting
the cumulative quality of adaptive video streaming. The
proposed model was developed based on the concept of
a "sliding window" over a streaming session, where each
window is characterized by a quality value.
First, a subjective test was specifically designed and
conducted for measuring the cumulative quality. Second,
through statistical analysis, it was found that the impacts of
the quality variations and recency are significant. We inte-
grated the significant key components, namely, the average
window quality, the minimum window quality, and the last
window quality, into a new cumulative quality model CQM,
which is able to accurately predict the cumulative quality of
streaming sessions. The advantage of the proposed CQM
model is its simplicity, while being inline with other well
known effects from literature, namely, the applicability of
simple temporal pooling plus the peak-end rule.
The CQM model was compared with six existing models,
where it could outperform the other models in predicting
the cumulative quality. Moreover, the proposed model is
applicable to real-time quality monitoring thanks to its low
computation complexity. This feature is especially impor-
tant for cost-effective evaluation of streaming technologies,
e.g., for real-time quality monitoring of video streams. In
the future, the model will be used to assess the quality of
different adaptive streaming techniques. Also, we will de-
velop novel quality adaptation strategies, which are based
on the CQM model.
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