We introduced an algorithm for unconstrained optimization based on the reduction of the modified Newton method with line search into a gradient descent method. Main idea used in the algorithm construction is approximation of Hessian by a diagonal matrix. The step length calculation algorithm is based on the Taylor's development in two successive iterative points and the backtracking line search procedure.
Introduction
We consider the problem min f (x), x ∈ R n , (
where R n denotes the set of n-tuples with elements from R and f : R n → R is the objective function. It is assumed that the function f : R n → R is uniformly convex and twice continuously differentiable. The most frequently used general iterative scheme aimed to solve the problem (1.1) is given by
where x k+1 is new iterative point, x k is previous iterative point, t k > 0 is a steplength, and d k is an appropriate search direction. The key problem is to find the descent direction vector d k and a suitable step size t k .
As usual, we use the following notations:
where ∇f (x) denotes the gradient of f and ∇ 2 f (x) denotes the Hessian of f . For x ∈ R n , x T denotes the transpose of x.
The search direction d k is generally required to satisfy the descent condition
For the choice of the search direction there are several procedures [13, 20] . In the Newton method with line search the descent direction d k is generated by solving the system G k d = −g k . In the gradient descent method d k is defined by d k = −g k . Different choices of step-sizes lead to various gradient algorithms. The line search algorithms determine the step size t k such that the objective function value decreases, i.e. f (x k + t k d k ) < f (x k ). Two main algorithms have been proposed: exact line search and inexact line search. In the exact line search there is the well-known formula (see, for example [17] , [20] )
In practice the most frequently used is the inexact line search which try to minimize f along the ray x k + td k , t ≥ 0, or to sufficiently decrease the value of f .
The general iterative scheme for the realization of the line search methods is given as follows [20] : Algorithm 1.1 General scheme for line search methods. Require: Objective function f (x), initial point x 0 ∈ R n and tolerance 0 ≤ ε 1. 1: k = 0. 2: (Verify termination criterion) If ||g k || ≤ ε then return x k and f (x k ) and stop the algorithm; else continue by the next step. 3: (Finding the direction) Find the vector d k which is a descent direction. 4: (Finding the stepsize) Find the stepsize t k such that
For the sake of completeness, we describe the inexact line search known as the backtracking, introduced in [4] . Algorithm 1.2 The backtracking line search. Require: Objective function f (x), the direction d k of the search at the point x k and numbers 0 < σ < 0.5 and β ∈ (0, 1).
The standard values of the parameters are σ = 0.0001 and β = 0.8.
The paper is organized as follows. In the second section we describe motivation and main directives used in the present article. In the third section we introduce several variants of a gradient descent method arising from the modified Newton method with line search, developed after the reduction of the Hessian by an appropriately generated diagonal matrix and using the backtracking line search for the step length calculation. Linear convergence of the algorithm is proved in Section 4. Numerical results obtained applying the implementation of the method in the programming language MATHEMATICA are presented in the last section.
Motivation
We briefly describe our idea used in the present paper. The Newton's method with the line search is defined by the iterative scheme
However, for various practical problems, the efforts for computing the Hessian matrices and their inverses are very expensive, or the Hessian is not available analytically. These difficulties initiate a class of methods that only uses the function values and the gradients of the objective function and that is closely related to the Newton's method. Modified Newton methods do not need to compute the Hessian, but generates a series of Hessian approximations, and at the same time maintains a fast rate of convergence. This can be accomplished by constructing approximations to the inverse Hessian based on information gathered during the descent process [13, 20] . In this way, the general iterative scheme for modified Newton methods is
where, in general, S k is selected as an approximation to the inverse of the Hessian. If we take the following diagonal approximation to the inverse of the Hessian
the modified Newton method (2.1) reduces to the iterative scheme
which is essentially a technique for the step length calculation in the frame of the gradient descent general iterative scheme. Our general decision to approximate the Hessian by a diagonal matrix was used by Barzilai and Borwein in [5] . They suggested an algorithm (called as BB algorithm) which essentially is a gradient one, where the choice of the step size along the negative gradient is derived from a two-point approximation to the secant equation underlying quasi-Newton methods:
. Considering S k = γ k I as an approximation to the Hessian of f at x k , in order to make the matrix S k have quasi-Newton property, Barzilai and Borwein chose γ k according to the rule
yielding the following iterative scheme:
In the recent years lots of researches have been done on how to choose the step size for the gradient method, following the amazing result by Barzilai and Borwein; for example, see [6, 7, 8, 9, 10, 11, 12, 14, 15, 18, 19] . Our diagonal matrix is computed without using the secant equation from quasiNewton methods. Therefore, our method starts from the modified Newton methods with line search.
On the other hand, we observed that the iterative scheme (2.3) possesses the general form of the accelerated gradient descent methods from [2] , which is defined as the gradient descent iterative scheme
where θ k > 0 is the acceleration parameter which improves the behavior of the gradient descent algorithm. In this way, our approach is between the ideas used in [1] , [2] and [5] . Formal comparison of the iterative schemes (2.3) and (2.5) consists of the computation of the real number γ k in (2.3) with respect to the construction of the modification parameter θ k in (2.5). The step length t k is a common scalar which appears in both iterative processes (2.3) and (2.5). Following essential ideas in these iterative schemes, we observed that (2.5) tends to accelerate the basic gradient descent algorithm, while the iterations (2.3) become from a modification of the Newton method given by the general form (2.1).
Gradient descent method
Main idea used in the algorithm construction is approximation of the Hessian in the modified Newton method by a diagonal matrix using (2.2), where
is appropriately selected real number on the basis of Taylor's approximation in the point x k+1 , computed by means of (2.3). In order to select an appropriately real number γ k we extend the idea for the step length selection in the frame of gradient descent method from [1] . In the (k + 1)-th iteration of the iterative scheme (2.3) we have from the Taylors theorem
If x k and x k+1 are close enough, it is reasonable take α = 1 and obtain the approximation ξ = x k+1 . Besides, we take the approximation (2.2) of the Hessian and obtain
where
is defined appropriately in (k + 1)-th iteration. Now, from (3.1) and (3.3) it is not difficult to verify
and later
It is clear that the condition γ k > 0 is indispensable. We propose three solutions for the situation γ k+1 < 0.
(I) In the case γ k+1 < 0 simply take γ k+1 = 1. Motivation for such solution is: when G k is not positive definite, the gradient descent direction −g k with the step size t k = 1 is used.
(II) This solution is a generalization of the idea used in [1] . From (3.5) we obtain (assuming that in the previous iterative step γ k > 0 is satisfied)
Let a real value η k be chosen such that the following inequality holds:
We compute η k as a real number satisfying
It follows that
Hence, we can take
where δ > 0 is a chosen positive real number. So, we obtain
(3.7)
(III) The third idea is to use γ k+1 = α k+1 + γ k+1 = δ > 0. Motivation arises from the following approach: to avoid the case when G k+1 is not positive definite it is possible to change the Hessian G k+1 to G k+1 + α k+1 I, where α k+1 ≥ 0 is chosen such that G k+1 + α k+1 I is positive definite and well-conditioned. This can be regarded as a kind of compromise between steepest descent (α k very large) and Newtons method (α k = 0). Ideally, α k is not much larger than the smallest that makes G k+1 + α k+1 I positive definite and well-conditioned.
In our implementation we used the solution (I), since the solution (II) requires relatively complicated computations and implies greater CPU times in initiated iterative scheme. After the parameter γ k+1 > 0 is found, we need to compute to find the parameter t k+1 to determine the next iterative estimation
where ξ ∈ [x k+1 , x k+2 ], t ≥ 0 and γ k+1 > 0. In the case, when the approximation ξ ≈ x k+1 is applied, we obtain
It is obvious that Φ k+1 (0) = f (x k+1 ) and
In the case γ k+1 > 0 the function Φ is convex for every t ≥ 0. We have 8) and the minimal value for Φ k+1 (t) is equal to
It is clear that f is reduced if γ k+1 > 0. In accordance with (3.8), we can take
using the backtracking line search procedure.
Since the search direction and the step size are found, we are in a position to introduce the following algorithm: If test criteria is fulfilled, then stop the iteration; otherwise, go to the next step.
k g k ) using the backtracking line search procedure. 4 :
Compute the scalar approximation γ k+1 of the Hessian of f at the point x k+1 using (3.5). If γ k+1 > 0 go to Step 7, otherwise go to the next step. 6: If γ k+1 < 0, then apply one of the following two solutions:
(1) Use γ k+1 = 1.
(2) Use η k as it is defined in (3.6) and later take the positive value of γ k+1 as in (3.7). (3) Select α k+1 ≥ 0 such that α k+1 + γ k+1 > 0 and set γ k+1 = α k+1 + γ k+1 . 7: Using the backtracking procedure, compute the length of the t k+1 of the step as
k+1 g k+1 , set k := k + 1, and go to Step 2. 9: Return x k+1 and f (x k+1 ).
In the rest of this section we introduce another variant of Algorithm GDQN. Starting from (3.2), instead of (3.3) and (3.5) we use
For example, we can use
In view of (3.11) and (3.5) we derive the following heuristic for computing γ k+1 :
(3.12)
In this way, we introduce the following algorithm, which differs from Algorithm 3 in Step 5, which is now defined as in the following:
5: Compute the scalar approximation γ k+1 of the Hessian of f at the point x k+1 using (3.12). If γ k+1 > 0 go to Step 7, otherwise go to the next step. 
Convergence of algorithm GDQN

1) the function f has a lower bound on
3) f (x) has a unique minimizer x * , and there exist real numbers m, M satisfying
The proof can be found in [16] . If we put x * = y in the last inequality, and apply mean value Theorem as well as the Cauchy-Schwartz inequality we get 
Proof. Let us observe the following sets
from Algorithm 3. Using the backtracking scheme from Algorithm 1.2 we have the following two inequalities:
(4.8)
Now, applying the mean value Theorem on the left hand side of the above inequality, we have that ∃θ k ∈ (0, 1) such that
and hence
If we subtract g T k d k from both hand sides of the above inequality, and apply CauchySchwartz inequality as well as the statement 2) from Lemma 4.1 we have
which implies
After the substitution
k g k we obtain from the last inequality
Applying (4.10) into the (4.8) we get
On the other hand, using the fact that γ k < M (follows from (4.1)) in the case k ∈ K 1 we have
Finally from the last two inequalities the proof follows immediately. and converges to x * at least linearly.
Proof. Starting from the inequality (4.5), after applying (4.4) and (4.2) we have
Since the objective f is bounded below and f (x k ) decreases, it follows that f (x k ) → f (x k+1 ). Therefore we proved lim In the case µ = σ/M we have
Similarly, in the case
Lemma 4.1 and Theorem 4.1 are derived using analogous results from [17] . In the following theorem we introduce some additional results about the behavior of GDQN algorithm.
Theorem 4.2. Values of the goal function f decrease during the iterative steps of Algorithm GDQN inside the closed interval
Proof. From (3.4) we have
For every k = 0, 1, . . . we have that the values γ k , generated by Algorithm GDQN, are bounded away from zero, so that that the minimum of the function
is achieved at the point
and it is equal to
So, the following holds
On the other hand, using (4.5) and (4.6), we obtain
which means, in conjunction with (4.13) that values of the goal function f decrease during the iterative steps and the decreasing is bounded inside the closed interval (4.12).
Numerical results
Implementation of considered algorithms is performed in package MATHEMATICA. In Table 1 . are compared results obtained applying the gradient descent (GD) method, AGD method from [2] and our method, denoted as GDQN using dimensions n = 30 for test functions from [3] . Numerical results corresponding to Algorithm GDQN are derived using solution (1) In Table 2 are compared results obtained applying the methods GDQN with the results obtained applying the Barzilai and Borwein from [5] , (denoted by BB), as well as with the results obtained using the method called as N A in [1] . Comparison is performed using dimensions n = 100 for test functions from [3] . Summarized results are presented in the last row of the Table 2 . Numerical results derived comparing GD, AGD and GDQN
Conclusion
If we approximate the Hessian of the objective function by an appropriate diagonal matrix we derive an accelerated gradient descent method (2.3) from the modified Newton method (2.1). Value lying on the main diagonal of the diagonal matrix becomes he acceleration parameter. In this way, our investigations continue results of articles [1] , [2] and [5] .
Linear convergence is proved using the general principles from [17] about the convergence of line search techniques.
Implementation of the GDQN methods as well as related methods AGD, N A and BB is performed in the package MATHEMATICA. Comparative criteria between these methods are both number of iterative steps and the CPU time. From Table  1 we conclude that our method GDQN produces better results with respect to the gradient descent method and the AGD method from [2] . From Table 2 we conclude that the average CPU time as well as the average number of iterations is slightly smaller in the N A method with respect to GDQN method. But, there are several test functions when the method GDQN produces better results. The best performances shows BB method. Let us mention that the comparison of methods GDQN , AGD and N A with BB is relative, since GDQN , AGD and N A are based on the usage of the line search procedures in each iterative step, while BB uses the line search only in the initial step.
