Abstract. Let f be a transcendental entire function. By a result of Rippon and Stallard, there exist points whose orbit escapes arbitrarily slowly. By using a range of techniques to prove new covering results, we extend their theorem to prove the existence of points which escape arbitrarily slowly within logarithmic tracts and tracts with certain boundary properties. We then give examples to illustrate our results in a variety of tracts.
Introduction
Let f : C → C be a transcendental entire function and denote the nth iterate of f by f n , for n = 0, 1, 2, . . .. The Fatou set, F (f ), is defined to be the subset of C where the iterates (f n ) of f form a normal family, and its complement is the Julia set J(f ). An introduction to properties of these sets can be found in a survey article of Bergweiler [2] .
The escaping set I(f ) is I(f ) = {z : f n (z) → ∞ as n → ∞}, and it is a result of Eremenko in [8] that ∂I(f ) = J(f ), I(f )∩J(f ) = ∅, and I(f ) has no bounded components. Further, Eremenko conjectured that all components of I(f ) are unbounded. While this conjecture is still open, progress has been made by showing that I(f ) has at least one unbounded component [13] . This was shown by considering the fast escaping set A(f ). This set was first introduced by Bergweiler and Hinkkanen in [4] and can be defined by A(f ) = {z : there exists L ∈ N such that |f n+L (z)| ≥ M n (r) for n ∈ N} as in [16] , where M (r) = max |z|=r |f (z)| for r > 0 and r is such that M (r) > r for r ≥ R. Note M n (r) denotes iteration of M (r) and N denotes the non-negative integers. The set A(f ) is independent of R and has similar properties to I(f ) in that ∂A(f ) = J(f ) and A(f ) ∩ J(f ) = ∅. Importantly, all components of A(f ) are unbounded by a result of Rippon and Stallard [13] . Further, Bergweiler, Rippon, and Stallard [5] In [15, Theorem 1], Rippon and Stallard showed there are always escaping points that are not fast escaping. In fact, they showed that there exist points in J(f ) that escape arbitrarily slowly. They further proved a two-sided slow escape result [15, Theorem 2] , showing that, for many entire functions, the orbit of a slow escaping point can be controlled to lie between two constant multiples of a specified sequence.
The aim of this paper is to generalize these two results to prove the existence of points which escape arbitrarily slowly within certain tracts. We begin by proving the existence of points which escape arbitrarily slowly within any prescribed logarithmic tract. If there is only one tract, then this result follows directly from Rippon and Stallard's theorem. However, if there is more than one tract, then all we know from their theorem is that there is a point which escapes suitably slowly within the union of these tracts. Theorem 1.1. Let f be a transcendental entire function with a logarithmic tract D. Then, given any positive sequence (a n ) such that a n → ∞ as n → ∞, there exists
and |f n (ζ)| ≤ a n , for n ≥ N.
We also prove a two-sided slow escape result for logarithmic tracts. Note that this result is stronger than Rippon and Stallard's two-sided slow escape result in that the modulus of the iterates can be controlled to both lie between a given sequence and any given constant multiple of that sequence, and further converge to the given sequence. Theorem 1.2. Let f be a transcendental entire function with a logarithmic tract D. Then, given any positive sequence (a n ) such that a n → ∞ as n → ∞ and satisfying
Note that both Theorem 1.1 and Theorem 1.2 readily generalize to a prescribed orbit through a finite number of tracts. More care must be taken with an infinite number of tracts. However, with a few minor restrictions on the growth of the given sequence compared to the location of the tracts, these two results still follow from the proofs of Theorem 1.1 and Theorem 1.2.
The proofs in [15] rely on certain annulus covering results. However, the techniques used to prove these results do not readily generalize to the case of a tract. The proofs of Theorem 1.1 and Theorem 1.2 instead rely on an annulus covering result obtained by using a derivative estimate within a logarithmic tract due to Eremenko and Lyubich [9] . In the case where a tract is not logarithmic, this derivative estimate need not hold and in Section 4 we show that if the boundary of the tract is suitably well behaved in a certain precise sense, then we can prove a covering result by using the harmonic measure of a component of the boundary. We say that such tracts have 'bounded geometry with respect to harmonic measure' and the covering result enables us to prove the following. Theorem 1.3. Let f be a transcendental entire function and let D be a tract of f with bounded geometry with respect to harmonic measure. Then, given any positive sequence (a n ) such that a n → ∞ as n → ∞, there exists
The organization of this paper is the following. Section 2 is devoted to introducing tracts and giving a preliminary result on constructing slow escaping points in general. Section 3 focuses on proving Theorem 1.1 and Theorem 1.2. Section 4 focuses on proving Theorem 1.3. Finally, Section 5 gives two examples of tracts to which our results can be applied.
Tracts and constructing slow escaping points
We recall the classification of the singularities of the inverse function due to Iversen [11] as well as the definition of a tract, following terminology found in [5] . Let f be an entire function and consider a ∈ C. For R > 0, let U R be a component of f −1 (D(a, R)) (where D(a, R) is the open disc centered at a with radius R with respect to the spherical metric) chosen so that R 1 < R 2 implies that U R1 ⊂ U R2 . Then either R U R = {z} for some unique z ∈ C or R U R = ∅.
In the first case, a = f (z) and a is an ordinary point if f (z) = 0, or a is a critical value if f (z) = 0. In the second case, f has a transcendental singularity over a. The transcendental singularity is called direct if f (z) = a for all z ∈ U R , for some R > 0. Otherwise it is indirect. Further, a direct singularity is called logarithmic if f : U R → D(a, R) \ {a} is a universal covering. These U R are called tracts for f . Note that the structure of these tracts depends on R. We will mainly restrict f to a specific tract, which motivates the following definition. For transcendental entire functions, all tracts are direct tracts, and so we will take a tract to mean a direct tract. For simplicity, in proving the main results of this paper, we assume that the tract D is a component of {z : |f (z)| > 1}. The proof of the general case is similar. Note, a tract is logarithmic if it contains no critical points and the restriction of the function to the tract has no finite asymptotic values.
In order to prove our results on slow escaping points, the following topological lemma (see, for example, [15, Lemma 1] ) is used to obtain an orbit passing through a sequence of specified compact sets.
Lemma 2.2. Let E n , n ≥ 0, be a sequence of nonempty compact sets in C and f : C →Ĉ be a continuous function such that
Then there exists ζ such that f n (ζ) ∈ E n , for n ≥ 0.
This lemma enables us to give the following general recipe for constructing slow escaping points. Note that we will only apply Theorem 2.3 with m j = n j = j for j ∈ N. Theorem 2.3. Let f be a transcendental entire function and D be an unbounded domain. Suppose there exists a sequence of distinct bounded open sets Σ n ⊂ D such that min{|z| : z ∈ Σ n } → ∞ as n → ∞ and, for each n ∈ N,
Further suppose that there exist increasing sequences (n j ) and (m j ) such that,
with 0 ≤ m j ≤ n j , j ∈ N, and m j → ∞ as j → ∞. Then, given any positive sequence (a n ) such that a n → ∞ as n → ∞, there exists
Proof. We will choose a new sequence of open sets from (Σ n ) where we repeat some blocks of the sequence of sets Σ n suitably often in order to hold up the rate of escape of an orbit that passes through each of these sets in turn. The jth block is illustrated in the following figure, where the cycle Σ nj , Σ mj , . . . , Σ nj −1 is repeated q j times.
Now, consider the sequence (Q j ) with Q 0 = 0 and Q j = q 1 p 1 + . . . + q j p j , for j ≥ 1. Here p j = n j − m j + 1 is the length of the jth repeated block we will use and q j , the number of repeats of the jth block, will be chosen to give a desired rate of escape. Next, define
Therefore, by (1) and (2), f (E k ) ⊃ E k+1 for k ≥ 0. So, by Lemma 2.2 there exists ζ ∈ E 0 such that
and hence
Now, note that we can assume (a n ) is an increasing sequence. Choose a sequence N j → ∞ such that max{|z| : z ∈ Σ n , n ≤ n j } ≤ a Nj , for j ∈ N. Further, choose (q j ) such that n j−1 + Q j−1 ≥ N j for j sufficiently large. Then, by (3) and (4),
for n j−1 + Q j−1 ≤ k < n j + Q j , and j sufficiently large. Finally, we show that we can ensure that ζ ∈ J(f ). Suppose that E n ⊂ F (f ) for some n ∈ N. Then E n ⊂ I(f ) by normality, since there exists a point ζ ∈ E n ∩I(f ). However, by using a repeated block and Lemma 2.2, there also exists a point whose orbit remains bounded, which gives a contradiction. Hence E n meets J(f ) for all n. Further, since J(f ) is completely invariant,
Hence, by Lemma 2.2 we can choose a point ζ ∈ I(f )∩J(f )∩D for which f n (ζ) ∈ D, for n ≥ 1, and |f n (ζ)| ≤ a n , for n sufficiently large.
Slow escape in logarithmic tracts
In this section, we first prove an annulus covering result based on a derivative estimate due to Eremenko and Lyubich [9] in a logarithmic tract. This then allows us to prove our result on slow escaping points in a logarithmic tract, Theorem 1.1, and our two-sided slow escape result, Theorem 1.2, by constructing a sequence of compact sets and applying Theorem 2.3.
Let D be a logarithmic tract of f and suppose that f (D) = C \ D with f (0) ∈ D. We consider a logarithmic transform F of f defined by the following commutative diagram,
where exp(F (t)) = f (exp(t)) for t ∈ log D, F is a conformal isomorphism on each component of log D, and H = {z : Re(z) > 0}. Eremenko and Lyubich [9] used this logarithmic transform in order to get the following useful expansion estimate.
Lemma 3.1. For z ∈ D as above, we have
We now use this estimate in order to calculate the length of the image of sections of level curves of f and so obtain an annulus covering result. We denote the open annulus by A(r, R) = {z : r < |z| < R}.
Proof. Consider a level curve, that is a connected component of |f (z)| = R, and choose a segment σ = σ(R) of the level curve such that σ ⊂ Σ, and σ meets both {z : |z| = r 0 } and {z : |z| = cr 0 }. We will have level curves that fulfill this for all
Further, denote by l(σ) the length of the curve σ and consider the image of σ under f . Then, by Lemma 3.1,
Since f has no critical points on σ, we deduce that f (σ) covers a circle of radius R provided that 1 4π R cr0 (cr 0 − r 0 ) log R ≥ 2πR. This holds if we take R ≥ exp(
as required.
We are now ready to prove our slow escaping result within a logarithmic tract of a transcendental entire function, Theorem 1.1. We will use a version of Lemma 3.2 with c = 2 in order to construct a sequence of annuli intersected with our tract and then apply Theorem 2.3 in order to obtain an orbit that escapes suitably slowly.
Proof of Theorem 1.1. Take r 0 > e 
Repeating this process we obtain a sequence r n → ∞ and a sequence of open sets, Σ n , such that f (Σ n ) ⊃ Σ n ∪ Σ n+1 , for n ≥ 0. Applying Theorem 2.3, we obtain the desired result.
We can also use Lemma 3.2 to prove Theorem 1.2, our two-sided slow escape result. To accomplish this, we use the following consequence of a convexity property of log M D (r). 
and thus, for C > 1,
The proof is similar to that of [14, Lemma 2.2] using the convexity of log M D (r) with respect to log r and that
Proof of Theorem 1.2. Let C > 1 and let (a n ) be the given positive sequence which satisfies a n → ∞ as n → ∞ and (5) a n+1 ≤ KM D (a n ), for n ≥ 0, and for some constant K > 0. Take c ∈ (1, C) and choose N ∈ N so large that (6) a n > exp( 8π
This is possible since
M D (r) r → ∞, and
→ ∞ as r → ∞ by Lemma 3.3. These conditions will allow us to apply Lemma 3.2.
Define Σ 0 = A C c a N , Ca N ∩ D. Note we may assume that A(a n , Ca n ) ∩ D = ∅ for n ≥ N . Applying Lemma 3.2 with r 0 = C c a N , we obtain, by (6),
where Σ 1 = A C c a N , Ca N ∩ D = Σ 0 . Let Σ n = Σ 0 for n = 2, . . . , N, so that f (Σ n ) ⊃ Σ n+1 for n < N , as in (7) . By Lemma 3.2, (7), and (5),
We now apply this argument repeatedly for all n ≥ N to obtain a sequence of sets Σ n = A(
By Lemma 2.2 there exists a point ζ ∈ Σ 0 such that
Therefore, there exists a point ζ ∈ D such that a n ≤ |f n (ζ)| ≤ Ca n , for all n ≥ N . Next, we show that we can also choose ζ ∈ J(f ). Since f is bounded on a curve going to ∞, f has no unbounded, multiply connected Fatou components (by [1] ), so all the components of J(f ) are unbounded (see, for example, [ 
12, Theorem 1]).
The image of D contains an unbounded connected set in J(f ) and so, by complete invariance, J(f ) will meet any annulus with sufficiently large radius intersected with D. Therefore, Σ n meets J(f ) for all n sufficiently large and so we can choose ζ ∈ D ∩ J(f ) such that a n ≤ |f n (ζ)| ≤ Ca n , for all n sufficiently large. Finally, we can infer Theorem 1.2 by modifying the above proof slightly, choosing Σ n = A( Cj cj a n , C j a n ) ∩ D for N j−1 < a n ≤ N j , where C j → 1 as N j → ∞, and c j ∈ (1, C j ), for j ≥ 1.
Slow escape in more general tracts
In Section 3 we showed that we can obtain points that escape arbitrarily slowly in a logarithmic tract. We can construct points that escape arbitrarily slowly within a more general direct tract, provided that the boundary of the tract is sufficiently well behaved. First, we prove an annulus covering result based on the hyperbolic metric and then we use this to obtain another annulus covering lemma giving conditions on the harmonic measure and function value. Finally, we apply this covering by estimating some function values of points in the tract compared to the hyperbolic distance between them.
The proof of this first lemma uses the contraction property of the hyperbolic metric. We denote the hyperbolic density at a point z in a domain, or more generally a hyperbolic Riemann surface, Σ by ρ Σ (z) and the hyperbolic distance between two points z 1 and z 2 on Σ by ρ Σ (z 1 , z 2 ). This is a more general version of a theorem of Bergweiler, Rippon, and Stallard [6, Theorem 3.3].
Lemma 4.1. Let Σ be a hyperbolic Riemann surface. For a given K > 1, if f : Σ → C \ {0} is holomorphic, then for all z 1 , z 2 ∈ Σ such that
Proof. Suppose that ρ Σ (z 1 , z 2 ) < λ and |f (z 2 )| ≥ K|f (z 1 )| for some value of λ to be chosen. Suppose also for a contradiction that there exists some point
Let γ be a hyperbolic geodesic in C \ {0, 1} from
There exists a segment γ of γ joining the point t 1 to t 2 , where |t 2 | = K|t 1 | and 1 ∈ A(|t 1 |, |t 2 |). This choice is possible since |f (z 2 )| ≥ K|f (z 1 )|. Hence we have,
From [10, Theorem 9.13], the density of the hyperbolic metric on C \ {0, 1} is bounded below by 1/(2|w|(| log |w|| + 10π)). Hence,
So, if we set λ = 1 2 log 1 + log K 10π , then we reach a contradiction to our initial assumption that ρ Σ (z 1 , z 2 ) < λ. Now, we apply Lemma 4.1 to an annulus or bounded domain intersected with a tract for which we can continue applying Lemma 4.1 to obtain a slow escape result. This leads us to impose a few extra conditions on the tracts we consider, which we now define. Definition 4.2. Let D be a direct tract of a function f , where |f (z)| = 1 on ∂D, for which there exists a sequence Σ n of quadrilaterals in D tending to ∞ each of which contains a point z n such that |f (z n )| > max{|z| : z ∈ Σ n+1 } and the harmonic measure in Σ n at z n of some connected component of ∂Σ n ∩ ∂D, σ n say, is uniformly bounded from below by some positive value. Then, D is said to have bounded geometry with respect to harmonic measure.
Using the assumptions of Definition 4.2, consider a general quadrilateral Σ n , called Σ for simplicity, with its associated point z ∈ Σ and the associated set σ ⊂ ∂Σ ∩ ∂D. Then there exists a hyperbolic geodesic γ joining z to σ so that σ is invariant under hyperbolic reflection in γ. Consider the Riemann map φ : Σ → D such that φ(z) = 0 and φ(γ) is the interval [0, 1). Then 1 is the midpoint of the arc φ(σ). Let θ ∈ (0, π) be the infimal angle of θ ∈ (0, π) for which |f (φ −1 (e iθ ))| = 1 and take η ∈ (cos θ , 1).
denotes the Poisson kernel of D with singularity at e iθ .
Lemma 4.3. Let f , Σ, σ, φ, θ , and η ∈ (cos θ , 1) be as above and such that
Proof. Consider u(z) = log |f (φ −1 (z))|. We estimate the value of the function u at η. Since u is harmonic in D and vanishes on φ(σ),
by the definition of θ and the mean value theorem. Hence,
Now we let log K = (1 − P θ (η))u(0). Then K > 1 since P θ (η) < 1. Therefore, by the formula for the hyperbolic distance in [10, page 688],
Hence, by (8) , the conditions of Lemma 4.1 are satisfied and the result follows.
We now apply the previous lemmas in order to prove Theorem 1.3. We first estimate the function value inside the tract compared to the hyperbolic distance. We then apply Lemma 4.3 and construct a sequence of domains to which we can apply Theorem 2.3.
Proof of Theorem 1.3. Without loss of generality we can let a n be any increasing positive sequence such that a n → ∞ as n → ∞. Let D be a direct tract of f with bounded geometry with respect to harmonic measure. Consider a quadrilateral Σ n and the point z n ∈ Σ n as in Definition 4.2. Then by Definition 4.2 there exists ε independent of n, σ n , and θ n such that θ n ≥ ε > 0 for all n ≥ 0. Let η n ∈ (cos θ n , 1) be chosen so that
where C(ε) is a constant, to be chosen, that depends solely on ε. To apply Lemma 4.3, we further need to choose η n such that
So, we are choosing η n very close to 1 and P θ n (η n ) close to 0 for sufficiently large |f (z n )|. We want (9) and (10) not to conflict.
We have by definition that P θ n (η n ) = (1 − η 2 n )/|η n − e iθ n | 2 , so we want both
from (9) and (10), to be true. First, since cos θ n < η n < 1, we can observe that
So, it is sufficient to choose η n ∈ (cos θ n , 1) such that
This choice is possible if C(ε) = 160π/ sin 2 ε and log |f (z n )| ≥ 40π/(1 − cos ε), for n ≥ N say, (for example, take η n = 1 − 40π/ log |f (z n )|).
Hence, by Lemma 4.3 and Definition 4.2,
Further, we may assume that
since we have log |f (φ −1 (η n ))| ≤ P θ n (η n ) log |f (z n )| < C(ε), by (9) and the reasoning at the start of the proof of Lemma 4.3.
Relabeling, we obtain a sequence of domains of the form Σ n , such that
Applying Theorem 2.3, we obtain the desired result.
Examples
In this section, we give two concrete examples which demonstrate both the kinds of tracts that exist and some methods with which to construct points that escape arbitrarily slowly in these tracts. First, we give an example of a function to which we can apply Lemma 4.1 to construct slow escaping points in a direct tract with no logarithmic singularities. In forthcoming work, we will show this function is in the class B, thus giving an example of a function in the class B with no logarithmic singularity over any finite value. This example is the reciprocal of the entire function studied in [3] ; for an illustration of the tracts of this function, see [3, Figure 1 ].
Example 5.1. Consider the entire function
(1) no direct tract D of f contains any logarithmic tracts, and (2) there exists z ∈ D such that f n (z) → ∞ arbitrarily slowly to any given direct singularity of f . First, we recall from Bergweiler and Eremenko [3, Section 6 ] that exp(g(z)) has uncountably many direct singularities over 0, but no logarithmic singularity over any finite value. So, f has infinitely many direct singularities over ∞, but no logarithmic singularity over ∞, and hence no tract of f contains any logarithmic tracts. In order to prove that exp(g(z)) has infinitely many direct singularities over 0, but no logarithmic singularity over any finite value, they show that there is an infinite binary tree in C for which every unbounded path on the tree is an asymptotic path along which Re g(z) → −∞ as z → ∞. The direct singularities correspond to different branches of this infinite tree. We shall use the estimates they give in obtaining this result in order to prove (2) .
We now introduce the following notation and results from [3, Section 6] . We fix an ε with 0 < ε ≤ 1 8 and set r n = (1 + ε)2 n+1 and r n = (1 − 2ε)2 n+2 for n ∈ N. Then for j ∈ {0, 1, · · · , 2 n − 1} we define the sets A j,n = r exp 2πij 2 n : r ≥ r n and B j,n = r exp πi 2 n + 2πij 2 n : r n ≤ r ≤ r n .
From [3] , we have that Re g(z) > 2 2 n for z ∈ A j,n and Re g(z) < −2 2 n for z ∈ B j,n .
Further, arg g(re iθ ) is an increasing function of θ, for r n ≤ r ≤ r n , and it increases by 2 n 2π as θ increases by 2π. We show we have slow escaping points in the tracts of this function and can control the orbits of these points as they escape. To do this we need to further estimate the function in order to apply Lemma 4.1.
Fix j and n as above, and consider the annular sector, Σ j,n , about B j,n , bounded on the sides by A j,n to A j+1,n and from r n to r n . That is, Σ j,n = re iθ : r n ≤ r ≤ r n and 2πj 2 n ≤ θ ≤ 2π(j + 1) 2 n .
This domain will meet exactly one connected component of the tract intersected with A(r n , r n ), by a counting argument, since arg g(re iθ ) is an increasing function of θ, and it increases by 2 n 2π as θ increases by 2π. Let z = r exp . So, we have that, for z as above and where C is some absolute constant, |f (z)| ≤ exp s / √ 2 − C much faster than cos |z|, it is natural to assume the shape of the tract of f will be similar away from the zeros of cos(z). In fact, it is easy to check that ∂D consists of a Jordan curve passing through ∞ and lying in {x + iy : x ≥ 0, x ≥ |y|} together with infinitely many bounded Jordan curves surrounding the zeros at (2n + 1) π
