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1. Introduction
In deterministic dynamical systems, the thermodynamic formalism based
on the notions of pressure, of Gibbs and equilibrium states plays a fun-
damental role in statistic mechanics, ergodic theory and dimension theory
[3, 13, 18, 23]. The background for the study of equilibrium states is an
appropriate form of the variational principle. Its first version was formulated
by Ruelle [2]. In random dynamical systems (RDS), the thermodynamic
formalism is also important in the study of chaotic properties of random
transformations [5, 8, 20, 25]. The first version of the variational princi-
ple for random transformations was given by Ledrappier and Walters in the
framework of the relativized ergodic theory [6], and it was extended by Bo-
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genschu¨tz [17] to random transformations acting on one place. Later Kifer
[26] gave the variational principle for random bundle transformations.
In recent years, the pre-image structure of a map has also been studied
by many authors [4, 11, 14, 15, 21, 22, 28]. In deterministic dynamical sys-
tems, Fiebig [4] studied the relation between the classical topological entropy
and the dispersion of pre-images. Cheng and Newhouse [21] introduced the
notions of the pre-image entropies and obtained a variational principle which
is similar to the standard one. Zeng [7] defined the notion of the pre-image
pressure and investigated its relationship with invariant measures. He also
established a variational principle for the pre-image pressure, which was a
generalization of Cheng’s result for the pre-image entropy. In random dy-
namical systems, Zhu [27] introduced the analogous notions as that in the
deterministic case and gave the analogs of many known results for entropies,
such as Shannon-McMillan-Breiman Theorem, the Kolmogorov-Sinai Theo-
rem, the Abromov-Rokhlin formula and the variational principle.
In this paper, we present the notion of the pre-image topological pressure
and derive the corresponding variational principle for bundle random dynam-
ical systems. In fact, we formulate a random variational principle between
the pre-image topological pressure, the pre-image measure-theoretic entropy
and some functions of the invariant measure. We also introduce a revised
definition of the random pre-image topological entropy without any addi-
tional assumptions, while the original notion defined in [27] need a strong
measurability condition. All results in [27] still hold for our new notion. For
the probability space consisting of a single point, we establish the pre-image
variational principle on any compact invariant subset for deterministic dy-
namical systems, which is a generalization of Zeng’s result [7] for the whole
space. The method we use is in the framework of Misiurewicz’s elegant proof
[10]. Kifer’s method [24] and Cheng’s technique [21] are also adopted in the
argument of our theorem. In fact, our proof generalizes Kifer’s proof of the
standard variational principle for random bundle transformations.
This paper is organized as follows. In Section 2, we define the pre-image
measure-theoretic entropy as a conditional entropy of the induced skew prod-
uct transformation and give another fiberwise expression for bundle random
dynamical systems. In Section 3, we define the pre-image topological pres-
sure for bundle random dynamical systems and give the power rule for this
pressure. In Section 4, we state and prove the pre-image variational principle.
2
2. Pre-image measure-theoretic entropy for bundle RDS
Let (Ω,F ,P) be a probability space together with an invertible P-preserving
transformation ϑ, where F is complete, countably generated and separated
points. Let (X, d) be a compact metric space together with the Borel σ-
algebra B. Let E ⊂ Ω × X be measurable with respect to the product σ-
algebra F × B and the fibers Eω = {x ∈ X : (ω, x) ∈ E}, ω ∈ Ω be compact.
A continuous bundle random dynamical system (RDS) T over (Ω,F ,P, ϑ) is
generated by map Tω : Eω → Eϑω with iterates T
n
ω = Tϑn−1ω · · ·TϑωTω, n ≥ 1,
and T 0ω = id, so that the map (ω, x) → Tωx is measurable and the map
x→ Tωx is continuous for P-almost all (a.a) ω. The map Θ : E → E defined
by Θ(ω, x) = (ϑω, Tωx) is called the skew product transformation.
Let PP(E) = {µ ∈ PP(Ω×X) : µ(E) = 1}, where PP(Ω×X) is the space
of probability measures on Ω×X with the marginal P on Ω. Any µ ∈ PP(E)
on E can be disintegrated as dµ(ω, x) = dµω(x) dP(ω) (See [16]), where µω
are regular conditional probabilities with respect to the σ-algebra FE formed
by all sets (A×X)∩E with A ∈ F . Let M1
P
(E , T ) be the set of Θ-invariant
measures µ ∈ PP(E). µ is Θ-invariant if and only if the disintegrations µω
of µ satisfy Tωµω = µϑω P-a.s. [9]. Let Q = {Qi} be a finite measurable
partition of E , and Q(ω) = {Qi(ω)}, where Qi(ω) = {x ∈ Eω : (ω, x) ∈ Qi}
is a partition of Eω. For each ω ∈ Ω, let Bω = {B ∩ Eω : B ∈ B} and
B−ω =
⋂
n≥0(T
n
ω )
−1Bϑnω. Similarly, let (F × B)E = {C ∩ E : C ∈ F × B} and
(F × B)−E =
⋂
n≥0Θ
−n(F × B)E .
For µ ∈ PP(E), the conditional entropy of Q given by the σ-algebra of
FE ∨ (F × B)
−
E ⊂ (F × B)E is defined as usual (See Kifer [24]) by
Hµ(Q | FE ∨ (F × B)
−
E )
=−
∫ ∑
i
µ(Qi | FE ∨ (F × B)
−
E ) logµ(Qi | FE ∨ (F × B)
−
E ) dµ.
The pre-image measure-theoretic entropy h
(r)
pre, µ(T ) of bundle RDS T with
respect to µ is defined by the formula
h(r)pre, µ(T ) = sup
Q
h(r)pre, µ(T,Q),
where
h(r)pre, µ(T,Q) = lim
n→∞
1
n
Hµ
(n−1∨
i=0
Θ−iQ|FE ∨ (F × B)
−
E
)
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and the supremum is taken over all finite or countable measurable partitions
Q = {Qi} of E with finite conditional entropy Hµ(Q | FE) < ∞. The
existence of the limit follows from the formula Θ−1(FE ∨ (F × B)
−
E ) ⊂ FE ∨
(F × B)−E and the standard subadditive argument (cf. Kifer [24, Theorem
II.1.1]). The resulting entropy remains the same by taking the supremum
only over partitions Q of E into sets Qi of the form Qi = (Ω×Pi)∩E , where
P = {Pi} is a partition of X into measurable sets, so that Qi(ω) = Pi ∩ Eω
(See [17, 19, 24] for detail).
Compared with Zhu [27], we define the pre-image measure-theoretic en-
tropy on the measurable subset E instead of on the whole space Ω×X . More-
over, if E = Ω × X , then the above definition is just the measure-theoretic
pre-image entropy in [27]. In this sense, the definition is a generalization of
Zhu’s.
In [27], Zhu gave another fiberwise expression for his defined measure-
theoretic pre-image entropy, which can be seen as a generalization of Kifer’s
discussion on the standard measure-theoretic entropy for random bundle
transformations [26]. In a similar way, we can give a fiberwise expression
for the above definition. For completeness of this paper, we state this propo-
sition and give the proof.
Proposition 1. Let Q be a finite measurable partition of E . Then
h(r)pre, µ(T,Q) = lim
n→∞
1
n
∫
Hµω
(n−1∨
i=0
(T iω)
−1Q(ϑiω)|B−ω
)
dP(ω). (1)
Proof. Note that for any f ∈ L1(Ω×X, µ) and
⋃
ω∈F{ω}×Bω ∈ FE∨(F×B)
−
E
where F ∈ PrΩFE and Bω ∈ B
−
ω , PrΩFE is the projection of FE into Ω, we
have ∫
F
∫
Bω
E(f |FE ∨ (F × B)
−
E )(ω, x) dµω(x) dP(ω)
=
∫
S
ω∈F {ω}×Bω
f(ω, x) dµ(ω, x)
=
∫
F
∫
Bω
fω(x) dµω(x) dP(ω)
=
∫
F
∫
Bω
E(fω|B
−
ω ) dµω(x) dP(ω)
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where fω(x) = f(ω, x). Therefore,
E(f |FE ∨ (F × B)
−
E )(ω, x) = E(fω|B
−
ω )(x) µ− a.e.
Hence for any finite measurable partition Q of E , we have
Iµ(Q|FE ∨ (F × B)
−
E )(ω, x) = Iµω(Q(ω)|B
−
ω )(x) µ− a.e.
where I·(·|·) denotes the standard conditional information function. Thus
Hµ(Q|FE ∨ (F × B)
−
E ) =
∫
Iµω(Q(ω)|B
−
ω )P(ω).
Since (Θ−iQ)(ω) = (T iω)
−1Q(ϑiω) for any i ∈ N, then
Hµ(
n−1∨
i=0
Θ−iQ|FE ∨ (F × B)
−
E ) =
∫
Hµω(
n−1∨
i=0
(T iω)
−1Q(ϑiω)|B−ω ) dP(ω).
Dividing by n and letting n→∞, we obtain the equality (1).
Moreover, if we use Zhu’s methods and restrict the whole space Ω×X to
the measurable subset E in [27], then all results with respect to the pre-image
measure-theoretic entropy defined by Zhu also hold for the above definition.
Then, we can use those results directly without giving any proof whenever
we consider the pre-image measure-theoretic entropy.
3. Pre-image topological pressure for bundle RDS
Let XE = {x ∈ X : (ω, x) ∈ E , ω ∈ Ω}. For each x ∈ XE , by the
measurability of bundle RDS T , E(x) = {(ω, y) : ω ∈ Ω, y ∈ T−1ω x} is
measurable with respect to the product σ-algebra F × B. For each k ∈ N,
let E(x, k) = {(ω, y) : ω ∈ Ω, y ∈ (T kω )
−1x}. By the continuity of bundle
RDS T and [1, Theorem III.30], it is not hard to see that E(x, k) is also
measurable. Since for each k ∈ N, (T kω )
−1x is compact in Eω, then the
mapping ω :→ (T kω )
−1x is measurable (See[1, Chaper III]) with respect to
the Borel σ-algebra induced by the Hausdorff topology on the space K(X),
and the distance function d(z, (T kω )
−1x) is measurable in ω ∈ Ω for each
z ∈ X .
For each n ∈ N, a family of metrics dωn on Eω is defined as
dωn(y, z) = max
0≤i<n
(d(T iωy, T
i
ωz)), y, z ∈ Eω.
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It is not hard to see that for each k ∈ N and x ∈ XE , the set E
(2)(x, k) =
{(ω, y, z) : y, z ∈ (T kω )
−1x} belongs to the product σ-algebra F × B2 (See [1,
Proporsition III.13]). Since for eachm ∈ N, ǫ > 0 and a real number a the set
{(ω, y, z) ∈ E (2)(x, k) : d(Tmω y, T
m
ω z) ≤ aǫ} is measurable with respect to this
product σ-algebra, then dωn(y, z) depends measurably on (ω, y, z) ∈ E
(2)(x, k).
For each n ∈ N and ǫ > 0, a set F ⊂ Eω is said to be (ω, n, ǫ)-separated if
for any y, z ∈ F , y 6= z implies dωn(y, z) > ǫ. Similarly, for a compact subset
K ⊂ Eω, F ⊂ K is said to be (ω, n, ǫ)-separated for K if for any y, z ∈ F ,
y 6= z implies dωn(y, z) > ǫ.
Due to the compactness, there exists a smallest natural number sn(ω, ǫ)
such that card(F ) ≤ sn(ω, ǫ) <∞ for every (ω, n, ǫ)-separated F . Moreover,
there always exists a maximal (ω, n, ǫ)-separated set F in the sense that for
every y ∈ Eω with y 6∈ F the set F ∪{y} is not (ω, n, ǫ)-separated anymore. In
particular, this is also true for any compact subset K of Eω. Let sn(ω, ǫ,K)
be the smallest natural number such that card(F ) ≤ sn(ω, ǫ,K) < ∞ for
every (ω, n, ǫ)-separated set F of K.
For each function f on E , which is measurable in (ω, x) and continuous
in x ∈ Eω, let
‖f‖ =
∫
‖f(ω)‖∞ dP, where ‖f(ω)‖∞ = sup
x∈Eω
| f(ω, x) | .
Let L1E(Ω, C(X)) be the space of such functions f with ‖f‖ < ∞. If we
identify f and g for f, g ∈ L1E(Ω, C(X)) with ‖f − g‖ = 0, then L
1
E(Ω, C(X))
is a Banach space with the norm ‖ · ‖.
For any δ > 0, let
κ
(f)
δ (ω) = sup{|f(ω, x)− f(ω, y)| : x, y ∈ Eω, d(x, y) ≤ δ}.
For f ∈ L1E(Ω, C(X)), k, n ∈ N with k ≥ n, ǫ > 0, x ∈ XE with (T
k
ω )
−1x 6=
∅, and an (ω, n, ǫ)-separated set E of (T kω )
−1x such that E ⊂ (T kω )
−1x ⊂ Eω,
set
Snf(ω, y) =
n−1∑
i=0
f(ϑiω, T iωy) =
n−1∑
i=0
f ◦Θi(ω, y),
and denote
Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) = sup
E
∑
y∈E
expSnf(ω, y),
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where the supremum is taken over all (ω, n, ǫ)-separated sets of (T kω )
−1x in
Eω. Based on the foregoing analysis, clearly, any (ω, n, ǫ)-separated set can be
completed to a maximal one. Then, the supremum can be taken only over all
maximal (ω, n, ǫ)-separated sets. For (T kω )
−1x = ∅, let Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) =
0 for all n and ǫ, then the function Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) is well-defined. In
this paper, we always assume that for each k ∈ N and x ∈ XE , (T
k
ω )
−1x 6= ∅.
Alternatively, we can also assume that for each ω the mapping Tω is surjec-
tive.
The following auxiliary result, which relies on Kifer’s work [26] and re-
stricts his result to the family of compact subsets (T kω )
−1x of Eω for nonran-
dom positive number ǫ, provides the basic properties of measurability needed
in what follows. We make a little adjustment to Kifer’s proof for the purpose
of defining the pre-image topological pressure.
Lemma 2. For each x ∈ XE , k, n ∈ N with k ≥ n, and a nonrandom small
positive number ǫ, the function Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) is measurable in ω,
and for any δ > 0, there exists a family of maximal (ω, n, ǫ)-separated sets
Gω ⊂ (T
k
ω )
−1x ⊂ Eω satisfying∑
y∈Gω
expSnf(ω, y) ≥ (1− δ)Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) (2)
and depending measurably on ω in the sense that G = {(ω, x) : x ∈ Gω} ∈
F × B, which also means that the mapping ω → Gω is measurable with
respect to the Borel σ-algebra induced by the Hausdorff topology on the K(X)
of compact subsets of X. In particular, the supremum in the definition of
Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) can be taken only over families of (ω, n, ǫ)-separated
sets, which are measurable in ω.
Proof. Fix x ∈ XE . For q, n ∈ N+, let
Dq = {(ω, x1, . . . , xq) : ω ∈ ω, xi ∈ (T
k
ω )
−1x, ∀i},
Enq = {(ω, x1, . . . , xq) ∈ Dq : d
ω
n(xi, xj) > ǫ, ∀i 6= j},
En,lq = {(ω, x1, . . . , xq) ∈ Dq : d
ω
n(xi, xj) ≥ ǫ+ 1/l, ∀i 6= j},
Enq (ω) = {(x1, . . . , xq) : (ω, x1, . . . , xq) ∈ E
n
q }
En,lq (ω) = {(x1, . . . , xq) : (ω, x1, . . . , xq) ∈ E
n,l
q }.
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Observe that Dq ∈ F×B
q, where Bq is the product σ-algebra on the product
of q copies of X . This follows from [1, Theorem III.30] since
dq((x1, . . . , xq), (y1, . . . , yq)) =
q∑
i=1
d(xi, yi)
is the distance function on Xq; and if E
(q)
ω (x, k) denotes the product of q
copies of Eω(x, k) = {y : (ω, y) ∈ E(x, k)}, then
dq((x1, . . . , xq), E
(q)
ω (x, k)) =
q∑
i=1
d(xi, Eω(x, k))
is measurable in ω for each (x1, . . . , xq) ∈ X
q. Next we define q(q − 1)/2
measurable functions ψij , 1 ≤ i < j ≤ q, on Dq by ψij(ω, x1, . . . , xq) =
dωn(xi, xj). Then
En,lq =
⋂
1≤i<j≤q
ψ−1ij [ǫ+ 1/l,∞) ∈ F × B
q.
By the continuity of the RDS T , each En,lq (ω) is a closed subset of E
(q)
ω (x, k),
thus it is compact. Clearly, En,lq ↑ E
n
q and E
n,l
q (ω) ↑ E
n
q (ω) as l → ∞. In
particular, Enq ∈ F × B
q.
Let sn(ω, ǫ) be the largest cardinality of all (ω, n, ǫ)-separated set in
Eω(x, k) and tn,l(ω, ǫ) = max{q : E
n,l
q (ω) 6= ∅}. Then by [1, Theorem III.23],
we have
{ω : tn,l(ω, ǫ) ≥ q} = {ω : E
n,l
q (ω) 6= ∅} = PrΩE
n,l
q ∈ F ,
where PrΩ is the projection of Ω×X
q to Ω. Thus tn,l(ω, ǫ) is measurable in
ω. Now we get
{ω : sn(ω, ǫ) ≥ q} = {ω : E
n
q (ω) 6= ∅} =
∞⋃
m=1
∞⋂
l=m
{ω : En,lq (ω) 6= ∅} ∈ F .
Then sn(ω, ǫ) is measurable in ω as well. Since sn(ω, ǫ) ≥ tn,l(ω, ǫ) for all
l ≥ 1, then tn,l(ω, ǫ) ↑ sn(ω, ǫ) as l → ∞, thus tn,l(ω, ǫ) = sn(ω, ǫ) for all l
large enough (depending on n and ω). By [1, Lemma III.39], each function
gq,l = sup
{ q∑
i=1
exp(Snf(ω, xi)) : (x1, . . . , xq) ∈ E
n,l
q (ω)
}
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is measurable. Thus the functions gq = supl≥1 gq,l and Ppre, n, ω(T, f, ǫ, (T
k
ω )
−1x) =
max1≤q≤sn(ω,ǫ) gq(ω) are both measurable.
For each constant δ > 0, the set
F nq,δ =
{
(ω, x1, . . . , xq) ∈ Dq :
q∑
i=1
exp(Snf(ω, xi)) ≥ (1− δ)gq(ω)
}
belongs to F × Bq. Hence
Gnq,δ = F
n
q,δ ∩ E
n
q ∈ F × B
q and Gn,lq,δ = F
n
q,δ ∩ E
n,l
q ∈ F × B
q.
Let
Gnq,δ(ω) = {(x1, . . . , xq) : (ω, x1, . . . , xq) ∈ G
n
q,δ},
Gn,lq,δ(ω) = {(x1, . . . , xq) : (ω, x1, . . . , xq) ∈ G
n,l
q,δ}.
Observe that Gn,lq,δ(ω) are compact sets and G
n,l
q,δ(ω) ↑ G
n
q,δ(ω) as l →∞. The
sets
Ω˜q,l = {ω : tn,l(ω, ǫ) = sn(ω, ǫ) = q} ∩ {ω : G
n,l
q,δ(ω) 6= ∅}
are, clearly, measurable, and the sets Ωq,l = Ω˜q,l\Ω˜q,l−1, l = 1, 2, . . ., with
Ω˜q,0 = ∅ are measurable, disjoint and
⋃
q,l≥1Ωq,l = Ω. Thus (See [1, Theorem
III.30]), the multifunction Ψq,l,δ defined by Ψq,l,δ(ω) = G
n,l
q,δ(ω) for ω ∈ Ωq,l is
measurable, and it admits a measurable selection σq,l,δ which is measurable
map σq,l,δ : Ωq,l → X
q such that σq,l,δ(ω) ∈ G
n,l
q,δ(ω) for all ω ∈ Ωq,l. Let ζq be
the multifunction fromXq to q-point subsets ofX defined by ζq(x1, . . . , xq) =
{x1, . . . , xq} ⊂ X . Then ζq◦σq,l,δ is a multifunction assigning to each ω ∈ Ωq,l
a maximal (ω, n, ǫ)-separated set Gω ⊂ (T
k
ω )
−1x in Eω for which (2) holds true.
For any open set U ⊂ X , let V qU(i) = {(x1, . . . , xq) ∈ X
q : xi ∈ U}, which
is an open set of Xq. Then, clearly,
{ω ∈ Ωq,l : ζq ◦ σq,l,δ(ω) ∩ U 6= ∅} =
q⋃
i=1
σ−1q,l,δV
q
U(i) ∈ F .
Now we define the random variable mq by mq(ω) = l for all ω ∈ Ωq,l. Let
Φδ(ω) = ζsn(ω,ǫ) ◦ σsn(ω,ǫ),mq(ω),δ(ω); then
{ω : Φδ(ω) ∩ U 6= ∅} =
∞⋃
q,l=1
{ω ∈ Ωq,l : ζq ◦ σq,l,δ(ω) ∩ U 6= ∅} ∈ F .
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Hence Φδ is a measurable multifunction which assigns to each ω ∈ Ω a
maximal (ω, n, ǫ)-separated set Gω for which (2) holds and Lemma 2 follows
since δ > 0 is arbitrary.
In view of this assertion, for each f ∈ L1E(Ω, C(X)) and any positive
number ǫ we can introduce the function
Ppre(T, f, ǫ) = lim sup
n→∞
1
n
sup
k≥n
sup
x∈XE
∫
logPpre, n, ω(T, f, ǫ, (T
k
ω )
−1x) dP(ω). (3)
Note that though we set x ∈ XE , only those points such that x ∈ Eϑkω act in
the function Ppre(T, f, ǫ).
Definition 3. The pre-image topological pressure of a function f ∈ L1E(Ω, C(X))
for bundle RDS T is the map
Ppre(T, ·) : L
1
E(Ω, C(X))→ R ∪ {∞}, where Ppre(T, f) = lim
ǫ→0
Ppre(T, f, ǫ).
The limit exists since Ppre(T, f, ǫ) is monotone in ǫ and, in fact, limǫ→0 above
equals supǫ>0.
Definition 4. The pre-image topological entropy for bundle RDS T is defined
as
h(r)
pre
(T ) = Ppre(T, 0) = lim
ǫ→0
lim sup
n→∞
1
n
sup
k≥n
sup
x∈XE
∫
log sn(ω, ǫ, (T
k
ω )
−1x) dP(ω),
where sn(ω, ǫ, (T
k
ω )
−1x) is the largest cardinality of an (ω, n, ǫ)-separated set
of (T kω )
−1x.
Remark 5. Definition 4 is different from the random pre-image topological
entropy defined by Zhu [27], which in our terminology can be expressed as
h(r)
pre
(T ) = lim
ǫ→0
lim sup
n→∞
1
n
sup
k≥n
∫
log sup
x∈XE
sn(ω, ǫ, (T
k
ω )
−1x) dP(ω).
The measurability of the function supx∈XE sn(ω, ǫ, (T
k
ω)
−1x) can not been guar-
anteed in most cases. In Definition 4, based on Lemma 2, sn(ω, ǫ, (T
k
ω)
−1x)
is always measurable. On the other hand, through a rigorous investigation,
it is not hard to see that if we replace Zhu’ definition by Definition 4 and
make a little change to Zhu’s argument, then the variational principle for
the pre-image entropy for bundle RDS T still holds, namely, h
(r)
pre(T ) =
sup{h
(r)
pre, µ(T ) : µ ∈ M1P(E , T )}. In fact, we just need to make some ad-
justment to the order of the supremum and the logarithm and restrict the
whole space Ω×X to the measurable subset E in his proof.
10
Remark 6. If the measure space Ω consists of a single point, i.e., Ω = {ω},
then bundle RDS T reduces to a deterministic dynamical system (Eω, d, T ),
where T : Eω → Eω is continuous. Furthermore, if Eω = X, then Definition 3
is just the pre-image topological pressure defined by Zeng [7] for deterministic
dynamical systems except for the order of the supremum and the logarithm,
and the difference between the two kinds of order does not affect the varia-
tional principle and the method of the argument.
For a given m ∈ N+, if we replace ϑ by ϑ
m and consider bundle RDS
Tm defined by (Tm)nω = T
m
ϑ(n−1)mω
· · ·TmϑmωT
m
ω , i.e., (T
m)nω = T
mn
ω , then the
pre-image topological pressure has the following power rule.
Proposition 7. For any m > 0, Ppre(T
m, Smf) = mPpre(T, f).
Proof. Fix m ∈ N. Let n ∈ N, k ≥ n and x ∈ XE . If E is an (ω, n, ǫ)-
separated set of ((Tm)kω)
−1x for Tm, then E is also an (ω,mn, ǫ)-separated
set of (Tmkω )
−1x for T . Since (Tm)nω = T
mn
ω , so
Ppre, n, ω(T
m, Smf, ǫ, ((T
m)kω)
−1x) ≤ Ppre,mn, ω(T, f, ǫ, (T
mk
ω )
−1x)
Hence
Ppre(T
m, Smf, ǫ)
= lim sup
n→∞
1
n
sup
k≥n
sup
x∈XE
∫
logPpre, n, ω(T
m, Smf, ǫ, ((T
m)kω)
−1x) dP(ω)
≤ lim sup
n→∞
1
n
sup
k≥n
sup
x∈XE
∫
logPpre,mn, ω(T, f, ǫ, (T
mk
ω )
−1x)dP(ω)
≤m lim sup
n→∞
1
mn
sup
k≥mn
sup
x∈XE
∫
logPpre, mn, ω(T, f, ǫ, (T
k
ω )
−1x)dP(ω)
≤m lim sup
n→∞
1
n
sup
k≥n
sup
x∈XE
∫
logPpre, n, ω(T, f, ǫ, (T
k
ω )
−1x)dP(ω)
≤mPpre(T, f, ǫ).
Therefore, Ppre(T
m, Smf) ≤ mPpre(T, f).
For any ǫ > 0, by the continuity of Tm, there exists some small enough
δ > 0 such that if d(y, z) ≤ δ, y, z ∈ Eω, then d
m
ω (y, z) ≤ ǫ. For any pos-
itive integer n, there exists some integer l such that mn ≤ l < m(n + 1).
It is easy to see that any (ω, l, ǫ)-separated set of (T kω )
−1x for T is also an
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(ω, n, δ)-separated set of (T kω )
−1x for Tm. For k ≥ l, let k = k1m + q,
where k1, q ∈ N, 0 ≤ q < m, then k1 ≥ n. Let x
′ = Tϑk+m−q−1ω · · ·Tϑkωx,
then x ∈ (Tϑk+m−q−1ω · · ·Tϑkω)
−1x′, and then (T kω )
−1x = (T k1m+qω )
−1x ⊂
(T
(k1+1)m
ω )−1x′ = ((Tm)k
′
ω )
−1x′, where k′ = k1 + 1. Hence, any (ω, n, δ)-
separated set of (T kω )
−1x for Tm is also an (ω, n, δ)-separated set of ((Tm)k
′
ω )
−1x′
for Tm. Therefore, for k ≥ l,
Ppre, l, ω(T, f, ǫ, (T
k
ω )
−1x)
= sup
{∑
y∈E
expSlf(ω, y) : E is an (ω, l, ǫ) -separated set of (T
k
ω )
−1x for T
}
= sup
{∑
y∈E
exp(
n−1∑
i=0
Smf(ϑ
miω, Tmiω y) +
l−1∑
j=mn
f(ϑjω, T jωy)) :
E is an (ω, l, ǫ) -separated set of (T kω )
−1x for T
}
≤ exp
l−1∑
j=mn
‖f(ϑjω)‖∞ sup
{∑
y∈E
exp
n−1∑
i=0
Smf((ϑ
m)iω, (Tm)iωy) :
E is an (ω, n, δ) -separated set of (T kω )
−1x for Tm
}
≤ exp
l−1∑
j=mn
‖f(ϑjω)‖∞ sup
{∑
y∈E
exp
n−1∑
i=0
Smf((ϑ
m)iω, (Tm)iωy) :
E is an (ω, n, δ) -separated set of ((Tm)k
′
ω )
−1x′ for Tm
}
= exp
l−1∑
j=mn
‖f(ϑjω)‖∞Ppre, n, ω(T
m, Smf, δ, ((T
m)k
′
ω )
−1x′).
Since f ∈ L1E(Ω, C(X)), so
∫ ∑l−1
j=mn ‖f(ϑ
jω)‖∞ dP(ω) ≤ m‖f‖ < ∞. Then
by the definition of Ppre(T, f, ǫ), we have
Ppre(T, f, ǫ)
= lim sup
l→∞
1
l
sup
k≥l
sup
x∈XE
∫
logPpre, l, ω(T, f, ǫ, (T
k
ω )
−1x) dP(ω)
≤ lim sup
n→∞
1
mn
sup
k′≥n
sup
x′∈XE
∫ ( l−1∑
j=mn
‖f(ϑjω)‖∞
+ logPpre, n, ω(T
m, Smf, δ, ((T
m)k
′
ω )
−1x′)
)
dP(ω)
=
1
m
lim sup
n→∞
1
n
sup
k′≥n
sup
x′∈XE
∫
logPpre, n, ω(T
m, Smf, δ, ((T
m)k
′
ω )
−1x′) dP(ω)
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=
1
m
Ppre(T
m, Smf, δ).
Hence,
mPpre(T, f, ǫ) ≤ Ppre(T
m, Smf, δ).
If ǫ → 0, then δ → 0. Hence we obtain mPpre(T, f) ≤ Ppre(T
m, Smf) and
complete the proof.
4. Pre-image variational principle for bundle RDS
Theorem 8. If T is a continuous bundle RDS on E and f ∈ L1E(Ω, C(X)),
then
Ppre(T, f) = sup{h
(r)
pre, µ(T ) +
∫
f dµ : µ ∈M1
P
(E , T )}.
Proof. (1) Let µ ∈ M1
P
(E , T ), P = {P1, · · · , Pk} be a finite measurable
partition of X , and ǫ be a positive number with ǫk log k < 1. Let P(ω) =
{P1(ω), · · · , Pk(ω)} be the corresponding partition of Eω, where Pi(ω) =
Pi ∩ Eω, i = 1, · · · , k. By the regularity of µ, we can find compact sets
Qi ⊂ Pi, 1 ≤ i ≤ k, such that∫
µω(Pi(ω)\Qi(ω)) dP(ω) < ǫ,
where Qi(ω) = Qi ∩ Eω. Let Q(ω) = {Q0(ω), · · · , Qk(ω)} be the partition
of Eω, where Q0(ω) = Eω\
⋃k
i=1Qi(ω). Then by the proof of [27, Theorem 4]
and [24, Lemma II. 1.3], the following inequality holds (See [27] for details),
h(r)pre, µ(T,Ω× P) ≤ h
(r)
pre, µ(T,Ω×Q) + 1, (4)
where Ω×P (respectively by Ω×Q) is the partition of Ω×X into sets Ω×Pi
(respectively by Ω×Qi).
Let
Qn(ω) =
n−1∨
i=0
(T iω)
−1Q(ϑiω).
For each k, we choose a non-decreasing sequence of finite partitions βk1 ≤
βk2 ≤ · · · with diameters tending to zero for which Bϑkω =
∨∞
j=1 β
k
j up to set
of measure 0, and satisfying
Hµω(Qn(ω)|(T
k
ω)
−1Bϑkω) = lim
j→∞
Hµω(Qn(ω)|(T
k
ω)
−1βkj ).
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Let η = {Q0∪Q1, · · · , Q0∪Qk}, and τ be the Lebesgue number of η. We
pick a small nonrandom δ with 0 < 4δ < τ . Let ǫ1 := ǫ1(ω, n, ǫ) > 0 for each
ω ∈ Ω, such that if d(x, y) < ǫ1, x, y ∈ Eω, then d
ω
n(x, y) < δ.
For each ω ∈ Ω, {(T kω )
−1x : x ∈ Eϑkω} is an upper semi-continuous
decomposition of Eω. Thus for each x ∈ Eϑkω, there is an ǫ2 := ǫ2(ω, x, k, ǫ1)
such that if d(x, y) < ǫ2, y ∈ Eϑkω and y1 ∈ (T
k
ω )
−1y, then there is an
x1 ∈ (T
k
ω )
−1x such that d(x1, y1) < ǫ1. Let Uk be the collection of open ǫ2
balls in Eϑkω as x varies in Eϑkω and ǫ3 be the Lebesgue number for Uk.
Since diam(βkj )→ 0 as j →∞, we can choose large enough j such that for
each B ∈ βkj , diamB < ǫ3. For each A ∈ (T
k
ω )
−1βkj , let µω,A be the conditional
measure of µω restricted to A, Qn(ω,A) = {A∩C : C ∈ Qn(ω), A∩C 6= ∅},
S∗nf(ω,A∩C) = sup{Snf(ω, x) : x ∈ A∩C}. Then by the standard inequality
m∑
i=1
pi(ai − log pi) ≤ log
m∑
i=1
exp ai,
for any probability vector (p1, · · · , pm), we have
Hµω(Qn(ω)|(T
k
ω)
−1βkj ) +
∫
Eω
Snf dµω
=
∑
A∈(T kω )
−1βkj
(
µω(A)Hµω,A(Qn(ω,A)) +
∫
A
Snf dµω
)
≤
∑
A∈(T kω )
−1βkj
µω(A)
∑
A∩C∈Qn(ω,A)
µω,A(A ∩ C)
(
− logµω,A(A ∩ C) + S
∗
nf(ω,A ∩ C)
)
≤ max
A∈(T kω )
−1βkj
log
∑
A∩C∈Qn(ω,A)
expS∗nf(ω,A ∩ C).
(5)
In the sequel, let A be the maximal one satisfying the above inequality
and B ∈ βkj with A = (T
k
ω )
−1B. For each A∩C ∈ Qn(ω,A), we choose some
point xC ∈ A ∩ C such that Snf(ω, xC) = S
∗
nf(ω,A ∩ C).
Since T kω (xC) ∈ B, and diamB < ǫ3, there is an uB ∈ Eϑkω such that
d(uB, T
k
ω (xC)) < ǫ2. Hence there is y1 ∈ (T
k
ω )
−1uB such that d(xC , y1) < ǫ1
and then dωn(xC , y1) < δ.
Let EωA be a maximal (ω, n, δ)-separated set in (T
k
ω )
−1uB. Since E
ω
A is
also a spanning set, there is a point z(xC) ∈ E
ω
A such that d
ω
n(y1, z(xC)) ≤ δ,
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then dωn(xC , z(xC)) ≤ 2δ and hence
S∗nf(ω,A ∩ C) ≤ Snf(ω, z(xC)) +
n−1∑
i=0
κ
(f)
2δ (ϑ
iω). (6)
We now show that if y ∈ EωA, then
card{A ∩ C ∈ Qn(ω,A) : z(xC) = y} ≤ 2
n. (7)
Suppose z(xC) = z(x eC). There exist xC ∈ A ∩ C and x eC ∈ A ∩ C˜ so that
dωn(xC , z(xC)) < 2δ and d
ω
n(x eC , z(x eC)) < 2δ. Therefore d
ω
n(xC , x eC) < 4δ; so
T iω(xC) and T
i
ω(x eC) are in the same element of η, say Q0 ∪ Qji , 0 ≤ i < n.
Hence there are at most 2n elements A ∩ C of Qn(ω,A) equal to a fixed
member of EωA.
Combining (6) and (7), we get
∑
A∩C∈Qn(ω,A)
expS∗nf(ω,A ∩ C) ≤ 2
n
∑
y∈Eω
A
exp
(
Snf(ω, y) +
n−1∑
i=0
κ
(f)
2δ (ϑ
iω)
)
.
Taking the logarithm of both parts and using the resulting inequality in order
to estimate the righthand side of (5), we obtain
Hµω(Qn(ω)|(T
k
ω )
−1βkj ) +
∫
Eω
Snf dµω
≤n log 2 + log
∑
y∈Eω
A
expSnf(ω, y) +
n−1∑
i=0
κ
(f)
2δ (ϑ
iω)
≤n log 2 + logPpre,n,ω(T, f, δ, (T
k
ω )
−1uB) +
n−1∑
i=0
κ
(f)
2δ (ϑ
iω).
Integrating this with respect to P and letting j →∞, we have∫
Hµω(Qn(ω)|(T
k
ω)
−1Bϑkω)dP(ω) +
∫
Snf dµ
≤n log 2 +
∫
logPpre,n,ω(T, f, δ, (T
k
ω )
−1uB)dP(ω) +
∫ n−1∑
i=0
κ
(f)
2δ (ϑ
iω)dP(ω)
≤n log 2 + sup
x∈E
ϑkω
∫
logPpre,n,ω(T, f, δ, (T
k
ω )
−1x)dP(ω) +
∫ n−1∑
i=0
κ
(f)
2δ (ϑ
iω)dP(ω).
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Letting k →∞, dividing by n and letting n→∞, by Proposition 1 and the
equality (3), we have
h(r)pre, µ(T,Ω×Q) +
∫
f dµ ≤ log 2 + Ppre(T, f, δ) +
∫
κ
(f)
2δ dP(ω).
Using (4), we derive the inequality
h(r)pre, µ(T,Ω× P) +
∫
f dµ ≤ log 2 + 1 + Ppre(T, f, δ) +
∫
κ
(f)
2δ dP(ω).
Since this is true for all finite partitions P of X and all positive δ, we have
h(r)pre, µ(T ) +
∫
f dµ ≤ log 2 + 1 + Ppre(T, f).
Since h
(r)
pre, µ(Tm) = mh
(r)
pre,µ(T ) (See [27, Proposition 4] ), the same arguments
as above applied to T n and to Snf yield
n(h(r)pre, µ(T ) +
∫
f dµ) ≤ log 2 + 1 + Ppre(T
n, Snf).
Taking into account Proposition 7, dividing by n and letting n → ∞, we
conclude that
h(r)pre, µ(T ) +
∫
f dµ ≤ Ppre(T, f).
(2) By the equality 3, we can choose a sequence ni → ∞, ki ≥ ni, and
points xϑkiω ∈ Eϑkiω for each ω ∈ Ω such that
Ppre(T, f, ǫ) = lim
i→∞
1
ni
∫
logPpre, ni, ω(T, f, ǫ, (T
ki
ω )
−1xϑkiω) dP(ω).
For a small nonrandom ǫ > 0, by Lemma 2, we can choose a family of
maximal (ω, ni, ǫ)-separated sets G(ω, ni, ǫ) ⊂ (T
ki
ω )
−1xϑkiω ⊂ Eω, which are
measurable in ω, such that
∑
x∈G(ω,ni,ǫ)
expSnif(ω, x) ≥
1
e
Ppre, ni, ω(T, f, ǫ, (T
ki
ω )
−1xϑkiω). (8)
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Next, we define probability measures ν(i) on E via their measurable disinte-
grations
ν(i)ω =
∑
x∈G(ω,ni,ǫ)
expSnif(ω, x)δx∑
x∈G(ω,ni,ǫ)
expSnif(ω, x)
so that dν(i)(ω, x) = dν
(i)
ω (x) dP(ω).
Let
µ(i) =
1
ni
ni−1∑
j=0
Θjν(i).
Then, by Lemma 2.1 (i)–(ii) of [26], we can choose a subsequence nil of
{ni} such that liml→∞ µ
(il) = µ for some µ ∈ M1
P
(E , T ). Without loss of
generality, we still assume that limi→∞ µ
(i) = µ.
Next, we choose a partition P = {P1, · · · , Pk} of X with diamP ≤ ǫ,
which satisfies
∫
µω(∂Pi) dP(ω) = 0 for all 1 ≤ i ≤ k, where ∂ denotes the
boundary. Let P(ω) = {P1(ω), · · · , Pk(ω)}, Pi(ω) = Pi ∩ Eω. Since each
element of
∨ni−1
l=0 (T
l
ω)
−1P(ϑlω) contains at most one element of G(ω, ni, ǫ),
then by the inequality (8), we have
H
ν
(i)
ω
(ni−1∨
l=0
(T lω)
−1P(ϑlω)|
(T
ki
ω )−1x
ϑkiω
)
+
∫
Snif(ω) dν
(i)
ω
=
∑
x∈G(ω,ni,ǫ)
ν(i)ω ({x})(− log ν
(i)
ω ({x}) + Snif(ω, x))
= log
∑
x∈G(ω,ni,ǫ)
expSnif(ω, x)
≥ logPpre, ni, ω(T, f, ǫ, (T
ki
ω )
−1xϑkiω)− 1.
(9)
For ω ∈ Ω, let Cω be the subcollection of B
−
ω consisting of µω-null sets.
For any σ-algebra A of subsets of Eω, there is an enlarged σ-algebra ACω
defined by A ∈ ACω if and only if there are sets B,M,N such that A =
B ∪ M,B ∈ A, N ∈ Cω and M ⊂ N . The σ-algebra B
−
Cω
is simply the
standard µω-completion of B
−
ω . Let B
k
ω = ((T
k
ω )
−1Bϑkω)Cω for all k ≥ 1. Since
T−1ω Cϑω ⊂ Cω for each ω, we have that B
1
ω ⊃ B
2
ω ⊃ · · · . Let B
∞
ω =
⋂
k≥1 B
k
ω,
then B−ω ⊂ B
−
Cω
⊂ B∞ω and (T
l
ω)
−1Bk
ϑlω
⊂ Bl+kω for all l ≥ 1.
Similarly, let CE be the subcollection of (F × B)
−
E consisting of µ-null
sets, (F ×B)kE = (Θ
−k(F ×B)E)CE and (F × B)
∞
E =
⋂
k≥1(F ×B)
k
E . Clearly,
(F × B)1E ⊃ (F × B)
2
E ⊃ · · · , (F × B)
−
E ⊂ (F × B)
∞
E ⊂ (F × B)
k
E and
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Θ−l(FE ∨ (F × B)
k
E) ⊂ FE ∨ (F × B)
l+k
E for all l ≥ 1. Similar to the proof of
Proposition 1, we conclude that for each k and any finite partition O = {Oi}
of E ,
Hν(i)(O|FE ∨ (F × B)
k
E) =
∫
H
ν
(i)
ω
(O(ω)|Bkω) dP(ω), (10)
where O(ω) = {Oi(ω)}, Oi(ω) = {x ∈ Eω : (ω, x) ∈ Oi}.
Note that ν
(i)
ω is supported on (T kiω )
−1xϑkiω, the canonical system of con-
ditional measures induced by ν
(i)
ω on the measurable partition {(T kiω )
−1x|x ∈
Eϑkiω} reduces to a single measure on the set (T
ki
ω )
−1xϑkiω, which may be
identified with ν
(i)
ω . Now, each element A ∈ Bkiω can be expressed as the
disjoint union A = B ∪ C with B ∈ (T kiω )
−1Bϑkiω and C ∈ Cω. Since ν
(i)
ω is
supported on elements of (T kiω )
−1xϑkiω, we have ν
(i)
ω (C) = 0. Hence for any
finite partition γ of Eω, we have
H
ν
(i)
ω
(γ|Bkiω ) = Hν(i)ω (γ|(T kiω )−1x
ϑkiω
). (11)
Let Q = {Q1, · · · , Qk}, where Qi = (Ω × Pi) ∩ E , then Q is a partition
of E and Qi(ω) = {x ∈ Eω : (ω, x) ∈ Qi} = Pi(ω). Integrating in (9) with
respect to P, then by (10), (11) and
∫
Snif dν
(i) = ni
∫
f dµ(i), we obtain the
inequality
Hν(i)
(ni−1∨
l=0
(Θl)−1Q|FE ∨ (F × B)
ki
E
)
+ ni
∫
f dµ(i)
≥
∫
logPpre, ni, ω(T, f, ǫ, (T
ki
ω )
−1xϑkiω) dP(ω)− 1.
(12)
For q, ni ∈ N with 1 < q < ni, let a(s) denote the integer part of (ni − s)q
−1
for all 0 ≤ s < q. Then, clearly, for each s, we have
ni−1∨
l=0
(Θl)−1Q =
a(s)−1∨
r=0
(Θrq+s)−1
q−1∨
t=0
(Θt)−1Q ∨
∨
l∈S
(Θl)−1Q,
where cardS ≤ 2q.
Since cardQ = k, by the subadditivity of conditional entropy (See [24,
Section 2.1]), we have
Hν(i)
(ni−1∨
l=0
(Θl)−1Q|FE ∨ (F × B)
ki
E
)
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≤a(s)−1∑
r=0
Hν(i)
(
(Θrq+s)−1
q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
ki
E
)
+ 2q log k
≤
a(s)−1∑
r=0
Hν(i)
(
(Θrq+s)−1
q−1∨
t=0
(Θt)−1Q|(Θrq+s)−1(FE ∨ (F × B)
ki
E )
)
+ 2q log k
=
a(s)−1∑
r=0
HΘrq+sν(i)
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
ki
E
)
+ 2q log k.
Summing this inequality over s ∈ {0, 1, · · · , q − 1}, we get
qHν(i)
(ni−1∨
l=0
(Θl)−1Q|FE ∨ (F × B)
ki
E
)
≤
ni−1∑
l=0
HΘlν(i)|
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
ki
E
)
+ 2q2 log k
≤niHµ(i)
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
ki
E
)
+ 2q2 log k
≤niHµ(i)
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
∞
E
)
+ 2q2 log k,
where the second inequality, as in Kifer’s works [26], relies on the general
property of conditional entropy of partition
∑
i piHηi(ξ|A) ≤ H
P
i piηi
(ξ|A)
which holds for any finite partition ξ, σ-algebra A, probability measures ηi,
and probability vector (pi), i = 1, . . . , n, in view of the convexity of t log t in
the same way as that in the unconditional case (cf. [12, pp.183 and 188 ] ).
This together with (12) yields
q
∫
logPpre, ni, ω(T, f, ǫ, (T
ki
ω )
−1xϑkiω) dP(ω)− q
≤niHµ(i)
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
∞
E
)
+ 2q2 log k + qni
∫
f dµ(i).
Diving by ni, passing to the lim supi→∞ and using the inequality 10 in [27],
i.e.,
Hµ
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
−
E
)
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≥ lim sup
n→∞
Hµ(i)
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
∞
E
)
,
we get
qPpre(T, f, ǫ) ≤ Hµ
(q−1∨
t=0
(Θt)−1Q|FE ∨ (F × B)
−
E
)
+ q
∫
f dµ.
Dividing by q and letting q →∞, we have
Ppre(T, f, ǫ) ≤ h
(r)
pre, µ(T,Q) +
∫
f dµ ≤ h(r)pre, µ(T ) +
∫
f dµ
Let ǫ → 0, then we have Ppre(T, f) ≤ h
(r)
pre, µ(T ) +
∫
f dµ and complete the
proof of Theorem 8.
Remark 9. If f = 0, then, without any additional assumption, Theorem 8
can be expressed as h
(r)
pre(T ) = sup{h
(r)
pre, µ(T ) : µ ∈ M1P(E , T )}. In [27], the
variational principle for the pre-image topological entropy needs a measura-
bility condition which in most cases cannot be satisfied. Thus Theorem 8 can
be regarded as a revised version of Zhu’s. On the other hand, if Ω consists of
only one point, that is, Ω = {ω}, then by Remark 6, Theorem 8 generalizes
Zeng’s deterministic variational principle on the whole space X [7] to any
compact invariant subset E.
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