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Abstract
Rosenfeld (A. Rosenfeld, A note on matrix quadratic residues, Amer. Math.
Monthly 74 (1967) 804–811) considered the problem of how many solutions do there
exist for 2 2 matrix equation: X 2  A, over the prime fields of finite fields of char-
acteristic dierent from 2. In this paper we will determine the square problem of 2 2
matrices and further we will find the number of solutions of 2 2 matrix equations:
a1X 21  a2X 22      amX 2m  O, over finite fields of characteristic dierent
from 2. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
Let F  Fq be a finite field of order q and of characteristic p 6 2. In [3]
Rosenfeld considered that how many solutions do there exist for matrix
equation:
X 2  A; A 2 M2F : 1:1
He obtained the following results.
Rosenfeld’s result. Let F be a finite prime field of order p 6 2 and tA the number
of solutions of (1.1) and v the quadratic character on F. Then we have:
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1. tdiag0; 0  p2:
2. tdiagk; k  p2  vkp  1 vk for k 2 F .
3. For non-scalar diagonalizable matrix A which is similar (over F) to diag (h,k)
in M2F , Eq. (1.1) has four solutions if h, k are both squares, two solutions if
one of them is equal to zero and the other a square, and no solutions otherwise.
He also showed that for non-scalar matrix A, Eq. (1.1) has at most four
solutions and hence if Eq. (1.1) has solutions the number of them must be 2 or
4. (1) and (2) of Rosenfeld’s result hold for finite fields of order q (and of
characteristic dierent from 2) since now we have Proposition 7 in [2]. And for
non-scalar matrix A in M2Fq we have
tA  vÿ1rA  vD  vT 2 ÿ 4D2; 1:2
where
T  trA; D  detA and rA 
X
k 2 F
k2kTD0
vk
(see [2]). Hence if non-scalar matrix A is given we can find the number of so-
lutions of (1.1) and we also have tA6 4. In Section 2 we will determine for
which matrices tA  0; 2; 4.
Correction. The author carelessly misprinted the signature of the second term
q3mÿ4 of (3) in Proposition 7 in [2]. The correct formula is
q4mÿ4 ÿ q3mÿ4    
2. Result
First, we state our result.
Theorem 1. Let M denote the set of all non-scalar matrices of M2F . For
A 2M, tA is equal to 4 if and only if two distinct eigenvalues of A are in F and
squares, 0 if and only if there exists a non-square eigenvalue of A in F , or A is
similar to the nilpotent matrix of index 2, or the eigenvalues of A are not in F and
the product of them is a non-square in F , and 2 otherwise.
To show theorem and for later use we will find the number of matrices A
with vT 2 ÿ 4D; rA; vD  a; b; c for a; b; c 2 f0;1;2g. We denote byP
a;b;c 1 the number of matrices A in M with
vT 2 ÿ 4D; rA; vD  a; b; c:
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Lemma 1. Let Ci 2M i  1; 2 with C1  kC2 k 2 F ; Ti  trCi, and
Di  detCi. Then we have vD1  vD2; vT 21 ÿ 4D1  vT 22 ÿ 4D2; and
rC1  vkrC2.
Lemma 2. Let a; b; c 2 f0;1;2g. Then we haveX
a;b;c
1 
X
a;ÿb;c
1:
Proof. By Lemma 1 and the fact that exactly half elements of F  are squares
and the other half are non-squares, we deduce the above equality. 
By
P
a;b 1 we denote the number of matrices in M with
vT 2 ÿ 4D; vD  a; b. Some tedious computations lead us to the
following.
Lemma 3. The numbers of matrices A in M with vT 2 ÿ 4D; vD  a; b are
as follows.
1.
P
0;0 1  q2 ÿ 1:
2.
P
0;1 1  qÿ 12q 1:
3.
P
0;ÿ1 1 
P
ÿ1;0 1  0:
4.
P
1;0 1  qq2 ÿ 1:
5.
P
1;1 1  14 qqÿ 1q 1qÿ 3:
6.
P
1;ÿ1 1 
P
ÿ1;ÿ1 1  14 qqÿ 12q 1:
7.
P
ÿ1;ÿ1 1  14 qqÿ 13:
Table 1
The number of solutions of X 2  A over Fq
t3 t1 vT 2 ÿ 4D;
rA; vD
#
0 0 0; 0; 0 q2 ÿ 1
0 0 1; 0;ÿ1 qqÿ 12q 1=4
0 0 ÿ1; 0;ÿ1 qqÿ 12q 1=4
0 2 1; 1; 0 qq2 ÿ 1=2
0 2 0; 1; 1 qÿ 12q 1=2
0 4 1; 2; 1 qq2 ÿ 1qÿ 3=8
2 2 ÿ1; 0; 1 qqÿ 13=4
2 0 1;ÿ1; 0 qq2 ÿ 1=2
2 0 0;ÿ1; 1 qÿ 12q 1=2
4 0 1;ÿ2; 1 qq2 ÿ 1qÿ 3=8
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By Lemmas 2 and 3 we can count the number of matrices
P
a;b;c 1. By (1.2) we
obtain Table 1. Let t1 denote the number of solutions of (1.1) for q  1mod 4
and t3 denote that for q  3mod 4, that is t1  t1A  tA if the order of F is
congruent to 1 modulo 4 and t3  t3A  tA if the order of F is congruent to
3 modulo 4.
In Table 1, # means the number of matrices A in M which satisfy the
conditions vT 2 ÿ 4D; rA; vD  a; b; c. Note that all other sumsP
a;b;c 1 except the above are equal to zero. By considering Jordan canonical
forms of A for vT 2 ÿ 4D; rA; vD  a; b; c, we obtain Theorem 1.
3. On the matrix equation: a1X
2
1      amX2m  O
In [2] the problem of finding the number of solutions of the following matrix
equation over F was considered:
X 21  X 22      X 2m  B for B 2 MnF ; 3:1
and in the case of n  2 it was settled. In this section we consider the number of
solutions of the matrix equation:
a1X 21  a2X 22      amX 2m  B; 3:2
where ai’s are the elements in F . If all ai’s are squares or non-squares in F 
then the problem of finding the number of solutions of Eq. (3.2) is reduced to
the case of (3.1). And hence we suppose that a1; . . . ; al (16 l < m) in (3.2) are
square and al1; . . . ; am are non-square. Let tB;m; n be the number of solu-
tions of Eq. (3.1). d denotes a non-square element in F . Since regular binary
quadratic forms over (any) finite fields are universal [1] we can find a; b 2 F 
such that a2  b2  d. By the equation
aX  bY 2  bX ÿ aY 2  dX 2  Y 2; X ; Y 2 MnF ;
we see that the number of solutions of Eq. (3.2) is equal to tB;m; n if mÿ l is
even and tdB;m; n if l is even. Hence we further suppose that l is odd and m is
even. We denote by t0B;m; n the number of solutions of Eq. (3.2) with
l  1mod 2 and m  0mod 2. We will evaluate t0O;m; 2, where O denotes
the (2 2) zero matrix, by using the result (Table 1) in Section 2.
Proposition 1. Let t0O;m; 2 be as above. Then we have
t0O;m; 2  tO;m; 2 ÿ 2vÿ1m=2q2 ÿ 1q5=2mÿ3:
Proof. To show the assertion, we compute tO;m; 2 ÿ t0O;m; 2. Put
C  al1X 2l1      amX 2m in Eq. (3.2). Then we have
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tO;m; 2 ÿ t0O;m; 2

X
C2M2F 
tÿC; l; 2ftC;mÿ l; 2 ÿ tdC;mÿ l; 2g:
We, now divide the above sum into three partial sums:
tO;m; 2 ÿ t0O;m; 2 
X
CO

X
CkE
k2F

X
C2M

X
CkE
k2F

X
C2M
; 3:3
where E denotes the identity matrix. By using (2) of Proposition 7 in [2] the first
sum of (3.3) can be evaluated as follows. Recall that l and mÿ l are odd and m
is even.X
CkE
k2F
tÿC; l; 2ftC;mÿ l; 2 ÿ tdC;mÿ l; 2g
 qÿ 1
2
ftÿE; l; 2tE;mÿ l; 2 ÿ tdE;mÿ l; 2
 tÿdE; l; 2tdE;mÿ l; 2 ÿ tE;mÿ l; 2g
 2qÿ 1vÿ1emÿ lel;
where ex  vÿ1xÿ1=2q 1q5xÿ5=2. Next, we compute the second sum of
(3.3). Let gx;R  vÿ1x1=2q5xÿ5=2R, then by (3) of Proposition 7 in [2] and
Lemma 1 we haveX
C2M
tÿC; l; 2ftC;mÿ l; 2 ÿ tdC;mÿ l; 2g
 1
2
X
R2f0;1;2g
X
rCR
C2M
ftÿC; l; 2tC;mÿ l; 2 ÿ tdC;mÿ l; 2
 tÿdC; l; 2tdC;mÿ l; 2 ÿ tC;mÿ l; 2g
since X
rC1
C2M
1 
X
rCÿ1
C2M
1  1
2
q2 ÿ 12qÿ 1;
X
rC2
C2M
1 
X
rCÿ2
C2M
1  1
8
qq2 ÿ 1qÿ 3
by virtue of Table 1 in Section 2,
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 2q2 ÿ 12qÿ 1vÿ1gl; 1gmÿ l; 1
 1
2
qq2 ÿ 1qÿ 3vÿ1gl; 2gmÿ l; 2:
Hence we have
t0O;m; 2  tO;m; 2 ÿ 2vÿ1m=2q2 ÿ 1q5=2mÿ3: 
The above proposition can also be shown by direct calculation of
t0O;m; 2 
X
C
tdC;mÿ l; 2tÿC; l; 2:
Appendix A
It was shown in [2] that for given B 2 MnFq finding the number of solutions
of matrix equation (3.1) was reduced to evaluating
GB;m; n 
X
i
gnAim
X
A2Ci
eh
(
ÿ trABi
)
;
where gnA 
P
X2MnFq ehtrAX 2i, ehai  exp2pip trFq=Fpa for a 2 Fq, Ci are
all distinct equivalence classes of MnFq with the equivalence relation: for
A;A0 2 MnFq, A is equivalent to A0 if trAX 2  trA0X 2 (consequently, if
gnA  gnA0 by Corollary A.1 and Proposition A.1 below), and Ai are the
representatives of Ci. In this appendix we consider a relation between gnA and
quadratic forms tr(AX 2) and follow the notations and terminology on qua-
dratic forms in [1]. Let us call gnA a Gauss sum associated with A 2 MnFq or
shortly for A. Consider the following sum:
SB;m; n 
X
A;Xi2MnFq
ehtrAX 21  X 22      X 2m ÿ Bi; B 2 MnFq:
We obtained the relation between tB;m; n and GB;m; n by evaluating
SB;m; n in two ways. And the relation is SB;m; n  GB;m; n 
qn
2
tB;m; n. When we obtained the first equality we used the fact that if two
quadratic forms trAX2 and trA0X 2 are equivalent then gnA  gnA0 [2].
Here we show that there is a one-to-one correspondence between a Gauss sum
for A and a quadratic form QA  tr(AX 2).
Lemma A.1. Let G Px2Fq ehx2i Px2Fq vxehxi be a quadratic Gauss sum,
VA the quadratic space corresponding to QA, H a hyperbolic plane and i  0 or 1.
Then, for non-zero A 2 MnFq we can express VA  H r ? h1ii ? hdAi ? h0is for
some dA 2 F q =F q 2 and gnA  qrsvdAGi1:
Proof. The first part is well-known and the second part is clear. 
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Proposition A.1. For f 2 N and non-zero A 2 MnFq,
1. if gnA  qf G then VA  H n2ÿ1ÿf ? h1i ? h0i2f1ÿn
2
.
2. if gnA  ÿqf G then VA  Hn2ÿ1ÿf ? hdi ? h0i2f1ÿn
2
.
3. if gnA  qf then VA  H n2ÿf ? h0i2fÿn
2
.
4. if gnA  ÿqf then VA  H n2ÿfÿ1 ? h1i ? hÿdi ? h0i2fÿn
2
.
Proof. We consider two cases: (i) gnA=Gj j  qf for some f 2 N and (ii)
j gnA j qf for some f 2 N. In the case of (i) if we consider QA  trAX2 for
A then VA must be of the shape: VA  H r ? hdAi ? h0is and in the case of (ii) we
must have VA  H r ? h1i ? hdAi ? h0is. Solving the simultaneous equation
about the power of q and the dimension of VA by using Lemma A.1 completes
the proof. 
Corollary A.1. If gnA  gnB for A; B 2 MnFq then we have VA  VB.
Remark. We can also show the above corollary directly without the use of
Proposition A.1. Lemma A.1 and Proposition A.1 give the explicit relation
between gnA and tr(AX 2) for given A.
Finally, we note that g2A is directly computable without the use of qua-
dratic forms QA [4].
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