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a b s t r a c t
A system of coupled singularly perturbed initial value problemswith two small parameters
is considered. The leading termof each equation ismultiplied by a small positive parameter,
but these parameters may have different magnitudes. The solution of the system has
boundary layers that overlap and interact. The structure of these layers is analyzed, and this
leads to the construction of a piecewise-uniformmesh that is a variant of the usual Shishkin
mesh. On this mesh a hybrid finite difference scheme is proved to be almost second-order
accurate, uniformly in both small parameters. Numerical results supporting the theory are
presented.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Singular perturbation problems arise in several branches of engineering and applied mathematics, including fluid
dynamics, quantum mechanics, elasticity, chemical reactor, gas porous electrodes theory, etc. The presence of small
parameter(s) in these problems prevents us from obtaining satisfactory numerical solutions. It is a well-known fact that the
solutions of singular perturbation problems have a multi-scale character. That is, there are thin layer(s) where the solution
varies very rapidly, while away from the layer(s) the solution behaves regularly and varies slowly. For the past two decades
an extensive research has been made on numerical methods for the singularly perturbed differential equations; see [1–4]
and the references therein. Robust numerical techniques have been developed for singularly perturbed problems with one
perturbation parameter, but for system of equations only few results are reported in the literature.
In this paper we focus on a system of singularly perturbed initial value problem with two small parameters
ε1u′1(x)+ f1(x, u1, u2) = 0, x ∈ (0, 1], (1.1)
ε2u′2(x)+ f2(x, u1, u2) = 0, x ∈ (0, 1], (1.2)
u1(0) = A, u2(0) = B, (1.3)
where the parameters ε1, ε2 ∈ (0, 1] are small positive constants. Without loss of generality we shall assume that
0 < ε1 ≤ ε2  1. (1.4)
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We also assume that f1(x, u1, u2) and f2(x, u1, u2) are sufficiently smooth functions satisfying certain regularity conditions.
These conditions will be specified whenever necessarily. Furthermore, we assume
∂ fk
∂uk
≥ β > 0, ∂ fk
∂u3−k
≤ 0, k = 1, 2, in [0, 1] × R2, (1.5)
min
{
∂ f1
∂u1
+ ∂ f1
∂u2
,
∂ f2
∂u2
+ ∂ f2
∂u1
}
≥ α > 0, in [0, 1] × R2. (1.6)
These conditions and the implicit function theorem ensure that there exists a unique solution u(x) = (u1(x), u2(x)) ∈
(C3([0, 1]))2 of problem (1.1)–(1.3). And the solution u(x) has overlapping boundary layers of width O(ε1| ln ε1|) and
O(ε2| ln ε2|) at x = 0.
A few results for systems of singularly perturbed second-order linear differential equations are available in the literature:
Bellew and O’Riordan [5], Cen [6], Gracia et al. [7,8], Linß and Madden [9], Madden and Stynes [10], Shishkin [11] and
Tamilselvan et al. [12]. In [13] Amiraliyev considers a singularly perturbed system with the leading term of one equation
multiplied by a small parameter.
This present study is devoted to a hybrid finite difference scheme for the coupled initial value equations (1.1)–(1.3). We
first prove that the solution of the system has boundary layers that overlap and interact. The structure of these layers is
analyzed, and this leads to the construction of a piecewise-uniform mesh that is a variant of the usual Shishkin mesh. On
this mesh we propose a hybrid finite difference scheme. The scheme uses a midpoint upwind difference method whenever
the local mesh size allows us to do this without losing stability, but employs an upwind difference method away from
the boundary layer. Then we show that the scheme is almost second-order convergent, in the discrete maximum norm,
independently of singular perturbation parameters ε1 and ε2.
A hybrid difference scheme which combines a standard central difference scheme on the fine mesh with the midpoint
upwind scheme on the coarse mesh was first used in [14] for a second-order linear singularly perturbed convection–
diffusion problem. A similar hybrid difference scheme was studied in [15] when applied to a second-order quasilinear
convection–diffusion problem. Our hybrid difference scheme for the system of singularly perturbed initial value problems
with two small parameters is a modification of the difference scheme in [15,14].
An outline of the paper is as follows. In the next section we state some important properties of the exact solution. In
Section 3 we describe the hybrid finite difference scheme and introduce a Shishkin-type mesh. In Section 4 we analyze the
convergence properties of the scheme. Numerical example is presented in Section 5. Finally discussion on results as well as
further research plans are indicated in Section 6.
Notation. Throughout the paper, C will denote a generic positive constant that is independent of ε1, ε2 and of themesh. Note
that C is not necessarily the same at each occurrence. To simplify the notationwe set gi = g(xi) and gi−1/2 = g((xi−1+xi)/2)
for any function g(x), while gNi denotes an approximation of g(x) at xi. We also define
y(x) = (y1(x), y2(x)), ‖y‖ = max{|y1(x)|, |y2(x)|}.
Assumption 1. Throughout the paper we assume that ε1 ≤ CN−1 and ε2 ≤ CN−1 as is generally the case in practice.
2. Some analytical results
Conditions (1.5) and (1.6) and the implicit function theorem ensure that the corresponding reduced problem
f1(x, r1, r2) = 0, x ∈ [0, 1], (2.1)
f2(x, r1, r2) = 0, x ∈ [0, 1] (2.2)
exists a unique solution r(x) = (r1(x), r2(x)) ∈ (C3([0, 1]))2. Note that r1, r2 and their derivatives are independent of ε1
and ε2. Hence we have
|r (k)1 (x)| ≤ C, |r (k)2 (x)| ≤ C, k = 0, 1, 2, 3, x ∈ [0, 1].
To deduce the asymptotic behavior of the exact solution for constructing layer-adapted meshes correctly, we consider
the following decomposition
u(x) = v(x)+w(x), (2.3)
where the weak singular component v(x) is the solution of problem
ε1v
′
1 + f1(x, v1, v2) = 0, x ∈ (0, 1], (2.4)
ε2v
′
2 + f2(x, v1, v2) = 0, x ∈ (0, 1], (2.5)
v1(0) = r1(0), v2(0) = r2(0) (2.6)
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and the singular componentw(x) satisfies
ε1w
′
1 + f1(x, v1 + w1, v2 + w2)− f1(x, v1, v2) = 0, x ∈ (0, 1], (2.7)
ε2w
′
2 + f2(x, v1 + w1, v2 + w2)− f2(x, v1, v2) = 0, x ∈ (0, 1], (2.8)
w1(0) = u1(0)− v1(0), w2(0) = u2(0)− v2(0). (2.9)
Lemma 1. The weak singular component v(x) satisfies
|v(i)k (x)| ≤ C, k = 1, 2, i = 0, 1,
|v′′k (x)| ≤ C(1+ ε−12 e−αx/ε2), k = 1, 2,
|v′′′1 (x)| ≤ Cε−11 (1+ ε−12 e−αx/ε2),
|v′′′2 (x)| ≤ Cε−12 (1+ ε−12 e−αx/ε2).
Proof. We apply the technique of [8] to prove this lemma. Consider the secondary decomposition of v = q[1] + q[2], where
f1(x, q
[2]
1 , q
[2]
2 ) = 0, (2.10)
ε2
dq[2]2
dx
+ f2(x, q[2]1 , q[2]2 ) = 0, (2.11)
q[2]2 (0) = v2(0) (2.12)
and
ε1
dq[1]1
dx
+ f1(x, q[1]1 + q[2]1 , q[1]2 + q[2]2 ) = −ε1
dq[2]1
dx
, (2.13)
ε2
dq[1]2
dx
+ f2(x, q[1]1 + q[2]1 , q[1]2 + q[2]2 )− f2(x, q[2]1 , q[2]2 ) = 0, (2.14)
q[1]1 (0) = q[1]2 (0) = 0. (2.15)
Conditions (1.5) and (1.6) imply that q[2]1 (0) = v1(0).
Combining Eqs. (2.10) and (2.11) with (2.1) and (2.2), we obtain
a11(x)(q
[2]
1 − r1)+ b11(x)(q[2]2 − r2) = 0, (2.16)
ε2
d
dx
(q[2]2 − r2)+ a12(x)(q[2]2 − r2)+ b12(x)(q[2]1 − r1) = −ε2
dr2
dx
, (2.17)
(q[2]1 − r1)(0) = 0, (q[2]2 − r2)(0) = 0, (2.18)
where
a1k(x) = ∂ fk
∂uk
(x, ξ1k(x), η1k(x)), b1k = ∂ fk
∂u3−k
(x, ξ1k(x), η1k(x)),
k = 1, 2, and ξ1k(x), η1k(x) are intermediate values. Conditions (1.5) and (1.6) ensure that the maximum principle holds for
the differential operator
l1z ≡ ε2z ′ +
(
a12 − b12b11a11
)
z.
Thus
|q[2]k − rk| ≤ Cε2, k = 1, 2
and ∣∣∣∣∣d(q[2]2 − r2)dx
∣∣∣∣∣ ≤ C .
Hence we have∣∣∣∣∣dkq[2]2dxk
∣∣∣∣∣ ≤ C, k = 0, 1, and |q[2]1 | ≤ C . (2.19)
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In addition, differentiating the nonlinear equation (2.10) we have∣∣∣∣∣dq[2]1dx
∣∣∣∣∣ ≤ C . (2.20)
Differentiating Eq. (2.11) and using the above estimates we obtain∣∣∣∣∣d2q[2]2dx2 (0)
∣∣∣∣∣ ≤ Cε−12 .
Differentiating Eqs. (2.10) and (2.11) twice we have
a21(x)
d2q[2]1
dx2
+ b21(x)d
2q[2]2
dx2
= g1(x), (2.21)
ε2
d
dx
(
d2q[2]2
dx2
)
+ a22(x)d
2q[2]2
dx2
+ b22(x)d
2q[2]1
dx2
= g2(x), (2.22)
where
a2k(x) = ∂
2fk
∂u2k
(x, ξ2k(x), η2k(x)), b2k = ∂
2fk
∂u23−k
(x, ξ2k(x), η2k(x)),
k = 1, 2, and ξ2k(x), η2k(x) are intermediate values, g(x) depends on q[2](x) and its first-order derivative. Applying the
maximum principle to the differential operator
l2z ≡ ε2z ′ +
(
a22 − b21b22a21
)
z
we obtain∣∣∣∣∣d2q[2]kdx2
∣∣∣∣∣ ≤ C(1+ ε−12 e−αx/ε2), k = 1, 2. (2.23)
Applying the above estimates, we obtain, from Eqs. (2.21) and (2.22),∣∣∣∣∣d3q[2]kdx3
∣∣∣∣∣ ≤ Cε−12 (1+ ε−12 e−αx/ε2), k = 1, 2. (2.24)
In order to get the estimates for q[1] we combine Eqs. (2.13)–(2.15) with (2.10) to obtain
ε1
dq[1]1
dx
+ a31(x)q[1]1 + b31(x)q[1]2 = −ε1
dq[2]1
dx
,
ε2
dq[1]2
dx
+ a32(x)q[1]2 + b32(x)q[1]1 = 0,
q[1]1 (0) = q[1]2 (0) = 0,
where
a3k(x) = ∂ fk
∂uk
(x, ξ3k(x), η3k(x)), b3k = ∂ fk
∂u3−k
(x, ξ3k(x), η3k(x)),
k = 1, 2, and ξ3k(x), η3k(x) are intermediate values. The conditions (1.5) and (1.6) ensure that the maximum principle holds
for this system. Hence we have
|q[1]k | ≤ Cε1 and
∣∣∣∣∣dq[1]kdx
∣∣∣∣∣ ≤ C, k = 1, 2, (2.25)
where we have used the estimate (2.20) and the assumption ε1 ≤ ε2.
Differentiating Eqs. (2.13) and (2.14) and using the above estimates we obtain∣∣∣∣∣d2q[1]kdx2 (0)
∣∣∣∣∣ ≤ Cε−1k , k = 1, 2.
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Differentiating Eqs. (2.13) and (2.14) twice we have
ε1
d
dx
(
d2q[1]1
dx2
)
+ a41(x)d
2q[1]1
dx2
+ b41(x)d
2q[1]2
dx2
= −ε1 d
3q[2]1
dx3
+ h1(x), (2.26)
ε2
d
dx
(
d2q[1]2
dx2
)
+ a42(x)d
2q[1]2
dx2
+ b42(x)d
2q[1]1
dx2
= h2(x), (2.27)
where
a4k(x) = ∂
2fk
∂u2k
(x, ξ4k(x), η4k(x)), b4k = ∂
2fk
∂u23−k
(x, ξ4k(x), η4k(x)),
k = 1, 2, and ξ4k(x), η4k(x) are intermediate values, h(x) depends on q[1](x) and its first-order derivative, and q[2](x) and its
first-order and second-order derivatives. Using the above estimates we have
|hk(x)| ≤ C(1+ ε−12 e−αx/ε2), k = 1, 2, (2.28)∣∣∣∣∣ε1 d3q[2]1dx3
∣∣∣∣∣ ≤ C(1+ ε−12 e−αx/ε2). (2.29)
Applying the maximum principle to the system (2.26) and (2.27) we obtain∣∣∣∣∣d2q[1]kdx2
∣∣∣∣∣ ≤ C(1+ ε−12 e−αx/ε2), k = 1, 2. (2.30)
Applying the estimates (2.28)–(2.30) we obtain, from Eqs. (2.26) and (2.27),∣∣∣∣∣d3q[1]1dx3
∣∣∣∣∣ ≤ Cε−11 (1+ ε−12 e−αx/ε2), (2.31)∣∣∣∣∣d3q[1]2dx3
∣∣∣∣∣ ≤ Cε−12 (1+ ε−12 e−αx/ε2). (2.32)
Finally, from estimates (2.19) and (2.20), (2.23)–(2.25) and estimates (2.30)–(2.32) the estimates of v(x) are obtained,
which complete the proof. 
Now we give estimates on the layer componentw(x) of the decomposition of u(x).
Lemma 2. The singular component w(x) satisfies, for any x ∈ [0, 1],
|w1(x)| ≤ Ce−αx/ε2 , |w2(x)| ≤ Ce−αx/ε2 , (2.33)
|w′1(x)| ≤ C(ε−11 e−αx/ε1 + ε−12 e−αx/ε2), |w′2(x)| ≤ Cε−12 e−αx/ε2 , (2.34)
|w′′1(x)| ≤ C(ε−21 e−αx/ε1 + ε−22 e−αx/ε2), (2.35)
|w′′2(x)| ≤ Cε−12 (ε−11 e−αx/ε1 + ε−12 e−αx/ε2), (2.36)
|w′′′1 (x)| ≤ Cε−11 (ε−21 e−αx/ε1 + ε−22 e−αx/ε2), (2.37)
|w′′′2 (x)| ≤ Cε−22 (ε−11 e−αx/ε1 + ε−12 e−αx/ε2). (2.38)
Proof. From the Eqs. (2.7)–(2.9) we have
ε1w
′
1(x)+ a51(x)w1(x)+ b51(x)w2(x) = 0, (2.39)
ε2w
′
2(x)+ a52(x)w2(x)+ b52(x)w1(x) = 0, (2.40)
w1(0) = u1(0)− v1(0), w2(0) = u2(0)− v2(0), (2.41)
where
a5k(x) = ∂ fk
∂uk
(x, ξ5k(x), η5k(x)), b5k(x) = ∂ fk
∂u3−k
(x, ξ5k(x), η5k(x)),
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k = 1, 2, and ξ5k(x), η5k(x) are intermediate values. Applying the maximum principle to the system (2.39)–(2.41) we have
|wk(x)| ≤ Ce−αx/ε2 , k = 1, 2, (2.42)
which gives the estimates (2.33). Moreover, from Eqs. (2.39) and (2.40) we have
|w′1(x)| ≤ Cε−11 e−αx/ε2 , |w′2(x)| ≤ Cε−12 e−αx/ε2 . (2.43)
This bound of |w′1(x)| is satisfactory on x = 0 but is not sharp enough inside (0, 1), because e−αx/ε2 decays much more
slowly than e−αx/ε1 if ε1  ε2. To improve it, we differentiate the Eq. (2.7), which yields
l3w′1(x) ≡ ε1(w′1(x))′ +
∂ f1
∂u1
(x, v1 + w1, v2 + w2)w′1(x) = s(x), (2.44)
where
s(x) = −
[
∂ f1
∂x
(x, v1 + w1, v2 + w2)− ∂ f1
∂x
(x, v1, v2)
]
−
[
∂ f1
∂u1
(x, v1 + w1, v2 + w2)− ∂ f1
∂u1
(x, v1, v2)
]
v′1
−
[
∂ f1
∂u2
(x, v1 + w1, v2 + w2)− ∂ f1
∂u2
(x, v1, v2)
]
v′2 −
∂ f1
∂u2
(x, v1 + w1, v2 + w2)w′2
= −
[
∂2f1
∂x∂u1
(x, ξ61(x), η61(x))w1(x)+ ∂
2f1
∂x∂u2
(x, ξ61(x), η61(x))w2(x)
]
−
[
∂2f1
∂u21
(x, ξ71(x), η71(x))w1(x)+ ∂
2f1
∂u1∂u2
(x, ξ71(x), η71(x))w2(x)
]
v′1
−
[
∂2f1
∂u1∂u2
(x, ξ81(x), η81(x))w1(x)+ ∂
2f1
∂u22
(x, ξ81(x), η81(x))w2(x)
]
v′2 −
∂ f1
∂u2
(x, v1 + w1, v2 + w2)w′2,
ξk1(x), ηk1(x), k = 6, 7, 8, are intermediate values. Using the above estimates we have
|s(x)| ≤ Cε−12 e−αx/ε2 . (2.45)
It is clear that differential operator l3 satisfies the maximum principle. Therefore, applying the maximum principle with the
barrier function
G(x) = C(ε−11 e−αx/ε1 + ε−12 e−αx/ε2),
for sufficiently large C , we have
|w′1(x)| ≤ C(ε−11 e−αx/ε1 + ε−12 e−αx/ε2), x ∈ [0, 1]. (2.46)
This inequality and the estimates (2.43) show that the estimates (2.34) hold true.
Differentiating Eq. (2.8) and using the previous estimates we obtain
|w′′2(x)| ≤ Cε−12 (ε−11 e−αx/ε1 + ε−12 e−αx/ε2), x ∈ [0, 1], (2.47)
which complete the proof of (2.36).
Differentiating Eq. (2.7) twice we obtain
l4w′′1(x) ≡ ε1(w′′1(x))′ +
∂2f1
∂u21
(x, v1 + w1, v2 + w2)w′′1(x) = d(x), (2.48)
where d(x) depends on w2(x), v1(x), v2(x), f1(x, u1, u2) and their first-order and second-order derivatives, w1(x) and its
first-order derivative. Using the previous estimates, we have
|d(x)| ≤ C(ε−21 e−αx/ε1 + ε−22 e−αx/ε2).
Therefore, applying the maximum principle with the barrier function
Φ(x) = C(ε−21 e−αx/ε1 + ε−22 e−αx/ε2),
for sufficiently large constant C , we get the desired result (2.35).
From Eq. (2.48) and the previous estimates we have
|w′′′1 (x)| ≤ Cε−11 (ε−21 e−αx/ε1 + ε−22 e−αx/ε2). (2.49)
Now once again imitate the derivation of the estimate for |w′′′1 (x)|; this leads to the estimate for |w′′′2 (x)| in (2.38) and
completes the proof. 
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3. Mesh and scheme
We shall consider a hybrid finite difference scheme on a Shishkin-type mesh. The Shishkin mesh for a single boundary
layer divide the interval [0, 1] into two subintervals, on each of them the mesh is uniform. When 0 < ε1 < ε2  1, the
solution (1.1)–(1.3) has a overlapping boundary layer at x = 0. This necessitates the construction of a mesh that is uniform
on each of three subintervals. On the main subinterval, where the solution behaves regularly, the mesh is coarse; on the
other two subintervals it is very fine.
Let N , our discretization parameter, can be divisible by 4. Define mesh transition parameters τε2 and τε1 as
τε2 = min
{
1
2
,
2ε2
α
lnN
}
and τε1 = min
{
1
4
,
τε2
2
,
2ε1
α
lnN
}
.
When τε1 = τε2/2 then ε2 = O(ε1), and the result can be easily obtained. Therefore we only consider the case τε1 < τε2/2.
Wenowmake themild assumption that τε2 = 2ε2α lnN and τε1 = 2ε1α lnN , as otherwiseN−1 is exponentially small compared
with ε2 and ε1, respectively. A piecewise-uniform mesh Ω¯N is constructed by dividing [0, 1] into three subintervals
[0, τε1 ], [τε1 , τε2 ], [τε2 , 1]. Then subdivide [τε2 , 1] intoN/2mesh intervals, and subdivide each of the other two subintervals
into N/4 mesh intervals. Then the mesh widths are
hi =

H1 = 4τε1N , 1 ≤ i ≤
N
4
,
H2 = 4(τε2 − τε1)N ,
N
4
< i ≤ N
2
,
H3 = 2(1− τε2)N ,
N
2
< i ≤ N.
On the Shishkin-type mesh ΩN we propose the following hybrid finite difference scheme for approximating problem
(1.1)–(1.3):
TN1 Ui = 0, TN2 Ui = 0 for i = 1, 2, . . . ,N, (3.1)
U1,0 = A, U2,0 = B, (3.2)
where
TN1 Ui ≡

ε1
U1,i − U1,i−1
hi
+ f1
(
xi−1/2,
U1,i−1 + U1,i
2
,
U2,i−1 + U2,i
2
)
, i = 1, 2, . . . ,N/4,
ε1
U1,i − U1,i−1
hi
+ f1(xi,U1,i,U2,i), i = N/4+ 1, . . . ,N
and
TN2 Ui ≡

ε2
U2,i − U2,i−1
hi
+ f2
(
xi−1/2,
U1,i−1 + U1,i
2
,
U2,i−1 + U2,i
2
)
, i = 1, 2, . . . ,N/2,
ε2
U2,i − U2,i−1
hi
+ f2(xi,U1,i,U2,i), i = N/2+ 1, . . . ,N.
4. Analysis of the scheme
To investigate the convergence of the method, note that the error functions z = U − u are the solutions of the discrete
problems
ε1
z1,i − z1,i−1
hi
+ f1
(
xi−1/2,
U1,i−1 + U1,i
2
,
U2,i−1 + U2,i
2
)
− f1(xi−1/2, u1,i−1/2, u2,i−1/2)
= ε1
(
u′1,i−1/2 −
u1,i − u1,i−1
hi
)
, 1 ≤ i ≤ N/4, (4.1)
ε1
z1,i − z1,i−1
hi
+ f1(xi,U1,i,U2,i)− f1(xi, u1,i, u2,i) = ε1
(
u′1,i −
u1,i − u1,i−1
hi
)
, N/4 < i ≤ N, (4.2)
z1,0 = 0. (4.3)
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and
ε2
z2,i − z2,i−1
hi
+ f2
(
xi−1/2,
U1,i−1 + U1,i
2
,
U2,i−1 + U2,i
2
)
− f2(xi−1/2, u1,i−1/2, u2,i−1/2)
= ε2
(
u′2,i−1/2 −
u2,i − u2,i−1
hi
)
, 1 ≤ i ≤ N/2, (4.4)
ε2
z2,i − z2,i−1
hi
+ f2(xi,U1,i,U2,i)− f2(xi, u1,i, u2,i) = ε2
(
u′2,i −
u2,i − u2,i−1
hi
)
, N/2 < i ≤ N, (4.5)
z2,0 = 0. (4.6)
For 1 ≤ i ≤ N/4 we use Taylor expansion for f1 about (xi−1/2, u1,i−1/2, u2,i−1/2) to obtain
ε1
z1,i − z1,i−1
hi
+ p1,i z1,i−1 + z1,i2 + q1,i
z2,i−1 + z2,i
2
= R1,i, (4.7)
where
p1,i = ∂
∂u1
f1(xi−1/2, δ1,i, ζ1,i), q1,i = ∂
∂u2
f1(xi−1/2, δ1,i, ζ1,i),
R1,i = ε1
(
u′1,i−1/2 −
u1,i − u1,i−1
hi
)
+ p1,i
(
u1,i−1/2 − u1,i−1 + u1,i2
)
+ q1,i
(
u2,i−1/2 − u2,i−1 + u2,i2
)
, (4.8)
δ1,i, ζ1,i are intermediate values. For N/4 < i ≤ N we also use Taylor expansion for f1 about (xi, u1,i, u2,i) to obtain
ε1
z1,i − z1,i−1
hi
+ p1,iz1,i + q1,iz2,i = R1,i, (4.9)
where
p1,i = ∂
∂u1
f1(xi, δ1,i, ζ1,i), q1,i = ∂
∂u2
f1(xi, δ1,i, ζ1,i),
R1,i = ε1
(
u′1,i −
u1,i − u1,i−1
hi
)
, (4.10)
δ1,i, ζ1,i are intermediate values.
Similarly, we have
ε2
z2,i − z2,i−1
hi
+ p2,i z2,i−1 + z2,i2 + q2,i
z1,i−1 + z1,i
2
= R2,i, 1 ≤ i ≤ N/2, (4.11)
ε2
z2,i − z2,i−1
hi
+ p2,iz2,i + q2,iz1,i = R2,i, N/2 < i ≤ N, (4.12)
where
p2,i = ∂
∂u2
f2(xi−1/2, δ2,i, ζ2,i), q2,i = ∂
∂u1
f2(xi−1/2, δ2,i, ζ2,i),
R2,i = ε2
(
u′2,i−1/2 −
u2,i − u2,i−1
hi
)
+ p2,i
(
u2,i−1/2 − u2,i−1 + u2,i2
)
+ q2,i
(
u1,i−1/2 − u1,i−1 + u1,i2
)
, 1 ≤ i ≤ N/2, (4.13)
and
p2,i = ∂
∂u2
f2(xi, δ2,i, ζ2,i), q2,i = ∂
∂u1
f2(xi, δ2,i, ζ2,i),
R2,i = ε2
(
u′2,i −
u2,i − u2,i−1
hi
)
, N/2 < i ≤ N, (4.14)
δ2,i, ζ2,i are intermediate values.
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Lemma 3. The error functions zk satisfy the following inequalities
‖zk‖∞ ≤ C(‖R1‖∞ + ‖R2‖∞), k = 1, 2,
where ‖ · ‖∞ denote the discrete maximum norm:
‖y‖∞ ≡ max
0≤i≤N
|yi|.
Proof. Define the difference operators
LN1 z1,i ≡

ε1
z1,i − z1,i−1
hi
+ p1,i z1,i−1 + z1,i2 , 1 ≤ i ≤ N/4,
ε1
z1,i − z1,i−1
hi
+ p1,iz1,i, N/4 < i ≤ N
and
LN2 z2,i =

ε2
z2,i − z2,i−1
hi
+ p2,i z2,i−1 + z2,i2 , 1 ≤ i ≤ N/2,
ε2
z2,i − z2,i−1
hi
+ p2,iz2,i, N/2 < i ≤ N.
It is easy to verify that the matrices associated with LN1 and L
N
2 are M-matrices. Hence the difference operators L
N
1 and L
N
2
satisfy the maximum principle, respectively.
Applying the discrete maximum principle for the difference operator LN1 to Eqs. (4.7) and (4.9), we obtain
‖z1‖∞ ≤ α−1‖R1‖∞ +
∥∥∥∥q1p1
∥∥∥∥∞ ‖z2‖∞. (4.15)
Using the discrete maximum principle for the difference operator LN2 to Eqs. (4.11) and (4.12), we also can obtain
‖z2‖∞ ≤ α−1‖R2‖∞ +
∥∥∥∥q2p2
∥∥∥∥∞ ‖z1‖∞. (4.16)
From (4.15) and (4.16) we get the following stability bounds
‖zk‖∞ ≤ C(‖R1‖∞ + ‖R2‖∞), k = 1, 2,
where we have used the conditions (1.5) and (1.6). 
Next lemma gives the truncation error estimates.
Lemma 4. The truncation errors R1 and R2 of the difference scheme satisfy
‖R1‖∞ ≤ CN−2 ln2 N, ‖R2‖∞ ≤ CN−2 ln2 N.
Proof. From explicit expression (4.8) for R1,i we use Taylor expansion for u1, u2 and u′1 about xi to obtain
|R1,i| ≤ ε1
∣∣∣∣u′1,i−1/2 − u1,i − u1,i−1hi
∣∣∣∣+ ∣∣∣∣p1,i (u1,i−1/2 − u1,i−1 + u1,i2
)∣∣∣∣+ ∣∣∣∣q1,i (u2,i−1/2 − u2,i−1 + u2,i2
)∣∣∣∣
≤ 3ε1
2
∫ xi
xi−1
|u′′′1 (x)|(x− xi−1)dx+ C
∫ xi
xi−1
|u′′1(x)|(x− xi−1)dx+ C
∫ xi
xi−1
|u′′2(x)|(x− xi−1)dx
≤ C
∫ xi
xi−1
3ε1
2
[1+ ε−11 (ε−21 e−αx/ε1 + ε−22 e−αx/ε2)](x− xi−1)dx
+ C
∫ xi
xi−1
(1+ ε−21 e−αx/ε1 + ε−22 e−αx/ε2)(x− xi−1)dx+ C
∫ xi
xi−1
(1+ ε−11 ε−12 e−αx/ε1 + ε−22 e−αx/ε2)(x− xi−1)dx
≤ C
∫ xi
xi−1
(1+ ε−21 e−αx/ε1 + ε−22 e−αx/ε2)(x− xi−1)dx (4.17)
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for 1 ≤ i ≤ N/4, where we have used Lemmas 1 and 2 and the assumption (1.4). Similarly, we have
|R2,i| ≤ ε2
∣∣∣∣u′2,i−1/2 − u2,i − u2,i−1hi
∣∣∣∣+ ∣∣∣∣p2,i (u2,i−1/2 − u2,i−1 + u2,i2
)∣∣∣∣+ ∣∣∣∣q2,i (u1,i−1/2 − u1,i−1 + u1,i2
)∣∣∣∣
≤ 3ε2
2
∫ xi
xi−1
|u′′′2 (x)|(x− xi−1)dx+ C
∫ xi
xi−1
|u′′2(x)|(x− xi−1)dx+ C
∫ xi
xi−1
|u′′1(x)|(x− xi−1)dx
≤ C
∫ xi
xi−1
3ε2
2
[1+ ε−22 (ε−11 e−αx/ε1 + ε−12 e−αx/ε2)](x− xi−1)dx
+ C
∫ xi
xi−1
(1+ ε−11 ε−12 e−αx/ε1 + ε−22 e−αx/ε2)(x− xi−1)dx+ C
∫ xi
xi−1
(1+ ε−21 e−αx/ε1 + ε−22 e−αx/ε2)(x− xi−1)dx
≤ C
∫ xi
xi−1
(1+ ε−21 e−αx/ε1 + ε−22 e−αx/ε2)(x− xi−1)dx (4.18)
for 1 ≤ i ≤ N/2, where we also have used Lemmas 1 and 2 and the assumption (1.4).
To bound the right-hand sides of (4.17) and (4.18) we use the inequality∫ d
c
y(x)(x− c)(k−1)dx ≤ 1
k
{∫ d
c
y(x)1/kdx
}k
which holds true for any positive monotonically decreasing function y(x) on [c, d] and for arbitrary k ∈ N+; see [16]. Then
we have
|R1,i| ≤ C
[∫ xi
xi−1
(1+ ε−11 e−αx/(2ε1) + ε−12 e−αx/(2ε2))dx
]2
, 1 ≤ i ≤ N/4,
|R2,i| ≤ C
[∫ xi
xi−1
(1+ ε−11 e−αx/(2ε1) + ε−12 e−αx/(2ε2))dx
]2
, 1 ≤ i ≤ N/2.
Therefore, we obtain
|Rk,i| ≤ C
[∫ xi
xi−1
(1+ ε−11 e−αx/(2ε1) + ε−12 e−αx/(2ε2))dx
]2
= C
[
hi − 2
α
e−αx/(2ε1) |xixi−1 −
2
α
e−αx/(2ε2) |xixi−1
]2
= C
[
hi − 2
α
e−αxi/(2ε1)(1− eαhi/(2ε1))− 2
α
e−αxi/(2ε2)(1− eαhi/(2ε2))
]2
≤ CN−2 ln2 N (4.19)
for 1 ≤ i ≤ N/4, k = 1, 2, where we have used the mesh width estimates.
Using the inequality
ε−m1 e
−αx/(2ε1) ≤ ε−m2 e−αx/(2ε2) for x >
2ε1
α
, m = 1, 2, (4.20)
we have
|R2,i| ≤ C
[∫ xi
xi−1
(1+ ε−11 e−αx/(2ε1) + ε−12 e−αx/(2ε2))dx
]2
≤ C
[∫ xi
xi−1
(1+ ε−12 e−αx/(2ε2))dx
]2
= C
[
hi − 2
α
e−αx/(2ε2) |xixi−1
]2
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= C
[
hi − 2
α
e−αxi/(2ε2)(1− eαhi/(2ε2))
]2
≤ CN−2 ln2 N (4.21)
for N/4 < i ≤ N/2, where we also have used the mesh width estimates.
From explicit expression (4.10) and (4.12) for Rk,i we also use Taylor expansion for uk about xi to obtain
|Rk,i| ≤ εk
∣∣∣∣u′k,i − uk,i − uk,i−1hi
∣∣∣∣ ≤ 3εk2
∫ xi
xi−1
|u′′k (x)|dx, k = 1, 2.
Hence we have
|R1,i| ≤ C
∫ xi
xi−1
ε1(1+ ε−21 e−αx/ε1 + ε−22 e−αx/ε2)dx
≤ C
∫ xi
xi−1
(ε1 + ε−12 e−αx/ε2)dx ≤ C
(
ε1hi − 1
α
e−αx/ε2 |xixi−1
)
= C
[
ε1hi − 1
α
(
e−αxi/ε2 − e−αxi−1/ε2)]
≤ C
(
ε1N−1 + 1
α
e−αxN/4/ε2
)
≤ CN−2 (4.22)
for N/4 < i ≤ N , where we have used the mesh width estimates, Assumption 1 and the inequality (4.20). Similarly, we
have
|R2,i| ≤ C
∫ xi
xi−1
ε2[1+ ε−12 (ε−11 e−αx/ε1 + ε−12 e−αx/ε2)]dx
≤ C
∫ xi
xi−1
(ε2 + ε−12 e−αx/ε2)dx ≤ C
(
ε2hi − 1
α
e−αx/ε2 |xixi−1
)
= C
[
ε2hi − 1
α
(
e−αxi/ε2 − e−αxi−1/ε2)]
≤ C
(
ε2N−1 + 1
α
e−αxN/2/ε2
)
≤ CN−2 (4.23)
for N/2 < i ≤ N .
Combine (4.19) with (4.21)–(4.23) to complete the proof. 
From the two previous lemmas we immediately obtain the main results.
Theorem 1. Let u = (u1, u2) be the solution of problem (1.1)–(1.3) and U = (U1,U2) be the solution of finite difference scheme
(3.1) and (3.2) on the Shishkin-type mesh. Then we have the following error estimate
|uk(xi)− Uk,i| ≤ CN−2 ln2 N for i = 0, 1, . . . ,N, k = 1, 2.
5. Numerical experiments
In this sectionwe verify experimentally the theoretical results obtained in the preceding section. Errors and convergence
rates for the hybrid finite difference scheme are presented for the following test problem.
Example. Consider the problem
ε1u′1(x)+ 3u1(x)−
1
4
e−u
2
1(x) − u2(x) = x2 − 1, x ∈ (0, 1],
ε2u′2(x)+ 4u2(x)− cos u2(x)− u1(x) = ex, x ∈ (0, 1],
u1(0) = 0, u2(0) = 0.
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Table 1
Error estimates, convergence rates and numbers of iterations for various ε1 and N with fixed ε2 = 10−4 for Example.
Number of mesh points N
ε1 32 64 128 256 512 1024
2−15 1.5245e−2 4.9294e−3 1.5822e−3 5.0147e−4 1.5853e−4 4.8851e−5
2−19 2.7981e−2 8.9233e−3 2.5483e−3 7.6878e−4 2.2369e−4 6.2944e−5
2−23 3.6703e−2 1.2232e−2 3.6960e−3 1.1790e−3 3.6642e−4 1.1253e−4
2−27 3.7322e−2 1.2470e−2 3.7812e−3 1.2101e−3 3.7757e−4 1.1655e−4
2−31 3.7361e−2 1.2485e−2 3.7866e−3 1.2121e−3 3.7828e−4 1.1680e−4
2−35 3.7364e−2 1.2486e−2 3.7870e−3 1.2122e−3 3.7832e−4 1.1682e−4
2−39 3.7364e−2 1.2486e−2 3.7870e−3 1.2123e−3 3.7832e−4 1.1682e−4
DN 3.7364e−2 1.2486e−2 3.7870e−3 1.2123e−3 3.7832e−4 1.1682e−4
rN 1.581 1.721 1.643 1.680 1.695 –
KN 7 7 7 7 7 7
Table 2
Error estimates, convergence rates and numbers of iterations for various ε1 and N with fixed ε2 = 10−6 for Example.
Number of mesh points N
ε1 32 64 128 256 512 1024
2−23 1.2867e−2 4.0779e−3 1.3306e−3 4.2678e−4 1.3429e−4 4.1379e−5
2−27 3.3401e−2 1.0968e−2 3.2490e−3 1.0169e−3 3.0899e−4 9.2073e−5
2−31 3.7102e−2 1.2385e−2 3.7506e−3 1.1988e−3 3.7345e−4 1.1502e−4
2−35 3.7345e−2 1.2479e−2 3.7841e−3 1.2111e−3 3.7784e−4 1.1660e−4
2−39 3.7360e−2 1.2485e−2 3.7862e−3 1.2119e−3 3.7812e−4 1.1670e−4
2−43 3.7361e−2 1.2485e−2 3.7863e−3 1.2119e−3 3.7814e−4 1.1671e−4
DN 3.7361e−2 1.2485e−2 3.7863e−3 1.2119e−3 3.7814e−4 1.1671e−4
rN 1.581 1.721 1.644 1.680 1.696 –
KN 7 7 7 7 7 7
For our experiments we take various values of ε1 (ε1 < ε2) and fixed values of ε2 = 10−4 and ε2 = 10−6, respectively,
which are sufficiently small choices to bring out the singularly perturbed nature of the problem. The nonlinear problem
(3.1) and (3.2) is solved by using Newton’s method with U (0)1,i = U (0)2,i = 0.5 (i = 1, . . . ,N) as an initial guess. We iteratively
compute U(k) until
max{‖U (k)1 − U (k−1)1 ‖∞, ‖U (k)2 − U (k−1)2 ‖∞} ≤ 10−7.
The exact solution of the test problem is not available. Therefore, we use the doublemesh principle to estimate the errors
and compute the experiment convergence rates in our computed solution. Because mesh points for N and 2N do not match,
we use the linear interpolation to get the solution for 2N . That is, U¯2N is a linear interpolation of the approximated solution
U2N . We measure the accuracy in the discrete maximum norm
eNε1 = max{‖UN1,i − U¯2N1 (xi)‖∞, ‖UN2,i − U¯2N2 (xi)‖∞}, DN = maxε1 e
N
ε1
,
the convergence rate
rN = log2
(
DN
D2N
)
and the numbers of iterations KN of the Newton’s method used to solve the nonlinear systems.
The error estimates, convergence rates and numbers of iterations in our computed solutions of Example are listed in
Tables 1 and 2, respectively. The number of iterations is independent of singular perturbation parameters. From Tables 1
and 2 we see that DN/D2N is above 3 and close to 4 for sufficiently large N , which supports the convergence estimate of
Theorem 1. They indicate that the theoretical results are fairly sharp.
6. Conclusion and discussion
This present study is devoted to a hybrid finite difference scheme for a system of singularly perturbed initial value
problems with two small parameters. The solution of the system has boundary layers that overlap and interact, which
leads to the construction of a piecewise-uniformmesh that is a variant of the usual Shishkin mesh. The key to the success of
difference scheme is discretizing the systemof singularly perturbed initial value problemsby ahybrid difference schemeon a
Shishkin-typemesh. It uses amidpoint upwind difference schemewhenever the local mesh size allows us to do this without
losing stability, but employs an upwind difference scheme away from the boundary layer. Our hybrid difference scheme for
the first-order system of singular perturbation problem is a modification of the difference scheme used in [14,15], where
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they combined the central difference scheme and themidpoint difference scheme for the second-order singularly perturbed
problems. In future we extend this technique to construct high order compact monotone finite difference schemes, defined
on Shishkin-type meshes, which have order three and four.
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