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An asymptotic analytic expression for the two-time free energy distribution function in (1+1)
random directed polymers is derived in the limit when the two times are close to each other.
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In this paper we consider (1+1) directed polymers model in terms of a scalar field φ(τ) within an interval 0 ≤ τ ≤ t
defined by the Hamiltonian
H [φ(τ), V ] =
∫ t
0
dτ
{1
2
[
∂τφ(τ)
]2
+ V [φ(τ), τ ]
}
; (1)
where V (φ, τ) is the Gaussian distributed random potential with a zero mean, V (φ, τ) = 0, and δ-correlations,
V (φ, τ)V (φ′, τ ′) = uδ(τ − τ ′)δ(φ − φ′). The parameter u is the strength of the disorder. This problem, which
is equivalent to the one of the KPZ-equation [1] describing the time evolution of an interface in the presence of
noise, has been the focus of intense studies during past three decades [2–26]. At present it is well established that
the fluctuations of the free energy of the model defined by the Hamiltonian (1) are described by the Tracy-Widom
distribution [27]. The two-point free energy distribution function which describes joint statistics of the free energies
of the directed polymers coming to two different endpoints has been derived in [28–30]. The generalization for the
corresponding N -point distribution has been obtained in [31, 32].
All the above studies were devoted to the so called ”one-time” situation. The joint probability distribution function
at two different times has been studied in the paper [33, 34] (in terms of non-rigorous replica Bethe ansatz approach)
and in the paper [35] (mathematically rigorous derivation). Unfortunately, the results obtained in these papers are
expressed in terms rather complicated mathematical objects whose analytic properties are not clear. Quite recently
the time correlations of the KPZ interface growth has been studied both theoretically, in terms of the variational
problem involving two independent Airy processes [36], and experimentally [37].
In this paper I am going to consider the two-time free energy distribution functions of the directed polymers
defined by the Hamiltonian (1) in the limit when the two times are getting close to each other. For the fixed boundary
conditions the partition function of this model is
Z(x; t) =
∫ φ(t)=x
φ(0)=0
Dφ(τ) e−βH[φ] = exp
{
−βF (x; t)
}
(2)
where β is the inverse temperature and F (x, t) is the free energy. In the limit t→∞ the free energy scales as
βF (x, t) = βf0t+ βx
2/2t+ λ(t)f(x) , (3)
where f0 is a non-random free energy density,
λ(t) =
1
2
(β5u2t)1/3 ∝ t1/3 (4)
and f(x) is a random quantity described by the Tracy-Widom distribution. As the first two trivial terms of the free
energy, eq.(3), can be easily eliminated by simple redefinition of the partition function, they will be omitted in the
further calculations, in other words,
Z(x; t) = exp
{
−λ(t)f(x)
}
. (5)
Let us consider two directed polymer trajectories with the fixed boundary conditions at two different times: φ1(0) =
φ1(t) = 0 and φ2(0) = φ2
[
(1 −∆)t
]
= 0 having the free energies f1 and f2 correspondingly. By definition
exp
{
−λ(t)f1
}
= Z(0; t) (6)
and
exp
{
−λ
[
(1−∆)t
]
f2
}
= Z(0; t−∆t) (7)
2where the partition function Z(x; t) is defined in eq.(2). We are going to study the properties of the joint probability
distribution function, W (f1, f2,∆), the limit t→∞ when the parameter 0 < ∆ < 1 remains finite.
By definition, the probability distribution functionW (f1, f2,∆) is related with the corresponding probability density
Pt,∆(f1, f2) as
W (f1, f2,∆) = lim
t→∞
∫ +∞
f1
df ′1
∫ +∞
f2
df ′2 Pt,∆(f
′
1, f
′
2) =
∫ +∞
f1
df ′1
∫ +∞
f2
df ′2 P∆(f
′
1, f
′
2) (8)
where
P∆(f1, f2) = lim
t→∞
Pt,∆(f1, f2) . (9)
In terms of the above partition functions (6)-(7) the probability distribution function W (f1, f2,∆) can be defined as
follows:
W (f1, f2,∆) = lim
t→∞
∞∑
N,K=0
(−1)N+K
N ! K!
exp
(
λtNf1 + λtKf2
)
ZN (0; t)ZK(0; t−∆t) (10)
where (...) denotes the disorder averaging and the parameter λ(t) is defined in eq.(4). Indeed, substituting here eqs.(6)
and (7) we get
W (f1, f2,∆) = lim
t→∞
∞∑
N,K=0
(−1)N+K
N ! K!
∫ +∞
−∞
df ′1
∫ +∞
−∞
df ′2 Pt,∆(f
′
1, f
′
2) exp
{
λ(t)N(f1 − f
′
1) + λ[(1 −∆)t]K(f2 − f
′
2)
}
= lim
t→∞
∫ +∞
−∞
df ′1
∫ +∞
−∞
df ′2 Pt,∆(f
′
1, f
′
2) exp
{
− exp
{
λ(t)(f1 − f
′
1)
}
− exp
{
λ[(1 −∆)t](f2 − f
′
2)
}}
=
∫ +∞
−∞
df ′1
∫ +∞
−∞
df ′2 P∆(f
′
1, f
′
2) θ
(
f ′1 − f1
)
θ
(
f ′2 − f2
)
(11)
which coincides with the definition, eq.(8).
According to the definition of the partition function, eq.(2),
Z(0; t) =
∫ +∞
−∞
dx Z(x; t−∆t)Z∗(x; ∆t) (12)
where Z∗(x; ∆t) is the partition function of the directed polymer system in which time goes backwards, from t to
(t−∆t). Substituting eq.(12) into eq.(10) we get
W (f1, f2,∆) = lim
t→∞
∞∑
N,K=0
(−1)N+K
N !K!
exp
[
λ(t)Nf1 + λ(t−∆t)Kf2
]
×
×
∫ +∞
−∞
dx1 ... dxN
[ N∏
a=1
Z(xa; t−∆t)
]
ZK(0; t−∆t)
[ N∏
a=1
Z∗(xa; ∆t)
]
(13)
or
W (f1, f2,∆) = lim
t→∞
∞∑
N,K=0
(−1)N+K
N !K!
exp
[
λ(t)Nf1 + λ(t−∆t)Kf2
]
×
×
∫ +∞
−∞
dx1...dxNΨ
(
x1, ..., xN , 0, ..., 0︸ ︷︷ ︸
K
; (t−∆t)
)
Ψ∗
(
x1, ..., xN ; ∆t
)
(14)
where
Ψ(x1, ..., xN ; t) ≡ Z(x1; t)Z(x2 t) ... Z(xN t) (15)
3One can easily show that Ψ(x; t) is the wave function of N -particle quantum boson system with attractive δ-
interaction:
β ∂tΨ(x; t) =
1
2
N∑
a=1
∂2xaΨ(x; t) +
1
2
β3u
N∑
a 6=b
δ(xa − xb) Ψ(x; t) (16)
with the initial condition Ψ(x; 0) = ΠNa=1δ(xa). The time dependent wave function Ψ(x; t) of this quantum problem
can be represented in terms of the linear combination of the Bethe ansatz eigenfunctions of eq.(16) which are well
known since long time ago (for details see e.g.[38–42])
Using this representation the general (rather cumbersome) result for W (f1, f2,∆), eq.(14) (for an arbitrary ∆) has
been derived in [33] (see eqs(73), (76) and (79)-(82)). In this paper we would like to study the limit ∆→ 0 which is
somewhat tricky as it is considered after the limit t→∞ is already taken.
It is clear that at ∆ = 0 the two free energies f1 and f2 must coincide, so that P∆=0(f1; f2) = δ(f1−f2) PGUE(f1),
and W (f1, f2,∆ = 0) = F2(−max{f1, f2}) where F2(−f) is the GUE Tracy-Widom distribution. However, when
∆ ≪ 1 but not zero, the situation becomes much less trivial. In this case the distribution density P∆(f1; f2) have
a shape of a narrow ”δ-like” peak with a width ∼ ∆1/3 around f1 − f2. Then, if |f1 − f2| ≫ ∆
1/3, the ”δ-like”
distribution P∆(f1; f2) can be treated as the δ-function, so that one would get W (f1, f2,∆) ≃ F2(−max{f1, f2})
again. However, if |f1 − f2| ∼ ∆
1/3 the situation becomes much more complicated.
Let us introduce a new scaling variable
ξ =
f1 − f2
∆1/3 22/3
(17)
where the factor 22/3 is introduced just to simplify the final formula. Substituting f2 = 2
2/3 f and f1 = 2
2/3 f +
∆1/3 22/3 ξ into W (f1, f2,∆) and taking the limit ∆ → 0 (so that ξ remains finite) we define a new probability
distribution function
W (f, ξ) ≡ lim
∆→0
W
(
22/3f + 22/3∆1/3 ξ, 22/3f ; ∆
)
(18)
which describe the ”detailed shape” of the distribution W (f1, f2,∆) in the limit ∆ → 0 when the two free energies
f1 and f2 are close to each other (f1 − f2) ∼ ∆
1/3.
It can be shown (see Appendix) that the result forW (f, ξ) can be represented in terms of two Fredholm determinants
in the form of the following rather compact analytic formula:
W (f, ξ) =
1
2pii
∫
|z|=1
dz
z
det
[
1ˆ − (1− z)Kˆ−f
]
det
[
1ˆ + z−1Kˆ−ξ
]
(19)
where the integration over z goes in the complex plane around zero and Kˆ−f is the integral operator with the usual
Airy kernel K(u− f ;u′ − f) (with (u, u′) ≥ 0 ):
K(u− f ;u′ − f) =
∫ +∞
0
dy Ai(y + u− f) Ai(y + u′ − f) (20)
Following the standard transformations of the Fredholm determinant with the Airy kernel [27] the distribution func-
tion, eq.(19), can equivalently be represented as
W (f, ξ) =
1
2pii
∫
|z|=1
dz
z
exp
{
−
∫ ∞
−f
dt (t+ f) q21(t) −
∫ ∞
−ξ
dt (t+ ξ) q22(t)
}
(21)
where q1(t) and q2(t) are the solutions of the Panleve´ II equation
q′′(t) = tq(t) + 2q3(t) (22)
with the boundary conditions, q1(t → +∞) ∼ (1 − z)
1/2 Ai(t) and q2(t → +∞) ∼ (−z)
−1/2 Ai(t) correspondingly.
Eqs.(19)-(22) constitute the main result of the present paper. The analytic properties of the function W (f, ξ) given
by the above formulas are still to be investigated.
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Appendix
In the notations of the present paper the general result of the paper [33], (eqs(73), (76) and (79)-(82)) for the
probability distribution function, eq.(14), is given by
W (f1, f2,∆) =
∞∑
M1=0
(−1)M1
(M1!)2
∞∑
M2=0
(−1)M2
M2!
M1+M2∏
α=1
[∫ ∞
0
duα
]
M1∏
β=1
[∫ ∞
0
dvβ
]
× (A.1)
×
∑
P∈SM1+M2
(−1)
[
P
] ∑
P˜∈SM1
(−1)
[
P˜
] M1∏
β=1
[
G
(
uβ, vβ ; uPβ , vP˜β
)]
×
×
M2∏
γ=1
[
21/3K
[
21/3uM1+γ − f˜2; 2
1/3uPM1+γ − f˜2
]]
where P and P˜ denote the permutations of (M1 + M2) variables {uα} and M1 variables {vβ} correspondingly,
K(u;u′) =
∫ +∞
0
dy Ai(y + u) Ai(y + u′) is the Airy kernel and
G
(
u, u′; v, v′
)
=
4∑
i=1
Gi
(
u, u′; v, v′
)
(A.2)
with
G1
(
u, u′; v, v′
)
= 22/3
(
1−∆
)2/3
Ai
[
21/3
(
1−∆
)1/3
(u + v′)− f˜1
]
Ai
[
21/3
(
1−∆
)1/3
(u′ + v)− f˜1
]
(A.3)
G2
(
u, u′; v, v′
)
= −22/3
(1−∆
∆
)1/3
K
[
21/3u− f˜2; 2
1/3u′ − f˜2
]
×
× K
[
21/3
(1−∆
∆
)1/3
v −
f˜1 − (1−∆)
1/3f˜2
∆1/3
; 21/3
(1−∆
∆
)1/3
v′ −
f˜1 − (1−∆)
1/3f˜2
∆1/3
]
(A.4)
G3
(
u, u′; v, v′
)
= −2
(1−∆
∆
)1/3 ∫ +∞
−∞
dp
2pi
∫ +∞
0
dy ×
× Ai
[
−
(1−∆
∆
)1/3
y +
(1−∆
∆
)−2/3
p2 −
f1 − (1−∆)
1/3f2
∆1/3
+
(1−∆
∆
)1/3
(v + v′)
]
×
× Ai
(
y + p2 − f2 + u+ u
′
)
exp{ip (u− u′ − v + v′)} (A.5)
5G4
(
u, u′; v, v′
)
= −4
(1−∆
∆
)1/3 ∫ ∫ +∞
−∞
dp dq
(2pi)2
∫ +∞
0
dy ×
× Ai
[
−
(1−∆
∆
)1/3
y +
(1−∆
∆
)−2/3
p2 −
f1 − (1−∆)
1/3f2
∆1/3
+
(1−∆
∆
)1/3
(v + v′)
]
×
× Ai
(
y + q2 − f2 + u+ u
′
) sin[(q − p) y]
(q − p)
exp{iq(u− u′)− ip(v − v′)} (A.6)
where f˜1,2 ≡ 2
−2/3 f1,2
Introducing the new scaling parameter ξ, eq.(17), and taking the limit ∆→ 0 (such that the parameter ξ remains
finite) we get:
G1
(
u, u′; v, v′
)∣∣∣
∆→0
≃ 22/3Ai
[
21/3(u+ v′)− f˜1
]
Ai
[
21/3(u′ + v)− f˜1
]
(A.7)
G2
(
u, u′; v, v′
)∣∣∣
∆→0
≃ −
22/3
∆1/3
K
[
21/3u− f˜2; 2
1/3u′ − f˜2
]
K
[
21/3v
∆1/3
− ξ ;
21/3v′
∆1/3
− ξ
]
(A.8)
Redefining y → ∆1/3y in eq.(A.5) and taking the limit ∆→ 0 we obtain
G3
(
u, u′; v, v′
)∣∣∣
∆→0
≃ −2
∫ +∞
−∞
dp
2pi
∫ +∞
0
dy ×
× Ai
(
−y − ξ˜ +
v + v′
∆1/3
)
Ai
(
p2 − f2 + u+ u
′
)
exp{ip (u− u′ − v + v′)} (A.9)
Finally, redefining y → ∆1/3y, p→ ∆−1/3p in eq.(A.6) and taking the limit ∆→ 0 we find
G4
(
u, u′; v, v′
)∣∣∣
∆→0
≃ −4
∫ ∫ +∞
−∞
dp dq
(2pi)2
∫ +∞
0
dy
sin
(
p y
)
p
×
× Ai
(
−y + p2 − ξ˜ +
v + v′
∆1/3
)
Ai
(
q2 − f2 + u+ u
′
)
exp{iq(u− u′)− ip(v − v′)} (A.10)
Redefining vβ → ∆
1/3 2−1/3 vβ and uα → 2
−1/3 uα in eq.(A.1) we find that the kernel G
(
u, u′; v, v′
)
=∑4
i=1Gi
(
u, u′; v, v′
)
gets the multiplicative factor ∆1/3. According to eqs.(A.7), (A.9) and (A.10), we find that
∆1/3G1,3,4
(
u, u′; v, v′
)∣∣
∆→0
→ 0 (A.11)
According to eq.(A.8), the only contribution which remains finite in the limit ∆ → 0 is:
∆1/3G2
(
u, u′; v, v′
)
→ −K
(
u− f˜2; u
′ − f˜2
)
K
(
v − ξ ; v′ − ξ
)
(A.12)
Thus, substituting f˜2 = f , f˜1 = f + ∆
1/3ξ, vβ → ∆
1/3 2−1/3 vβ and uα → 2
−1/3 uα in eq.(A.1), in the limit
∆ → 0 we get
6W (f, ξ) ≡ lim
∆→0
W
(
22/3f + 22/3∆1/3 ξ, 22/3f ; ∆
)
=
∞∑
M1=0
(−1)M1
(M1!)2
∞∑
M2=0
(−1)M2
M2!
M1+M2∏
α=1
[∫ ∞
0
duα
]
M1∏
β=1
[∫ ∞
0
dvβ
] ∑
P∈SM1+M2
(−1)
[
P
] ∑
P˜∈SM1
(−1)
[
P˜
]
×
×
M1∏
β=1
[
−K
(
uβ − f ; uPβ − f
)
K
(
vβ − ξ ; vP˜β − ξ
)] M2∏
γ=1
[
K
(
uM1+γ − f ; uPM1+γ − f
)]
=
∞∑
M1=0
1
(M1!)2
∞∑
M2=0
(−1)M2
M2!
M1+M2∏
α=1
[∫ ∞
0
duα
]
M1∏
β=1
[∫ ∞
0
dvβ
]
×
×
∑
P∈SM1+M2
(−1)
[
P
]M1+M2∏
α=1
[
K
(
uα − f ; uPα − f
)] ∑
P˜∈SM1
(−1)
[
P˜
] M1∏
β=1
[
K
(
vβ − ξ ; vP˜β − ξ
)]
(A.13)
or
W (f, ξ) =
∞∑
M=0
(−1)M
M !
M∏
α=1
[∫ ∞
0
duα
]
det
(
K
[
uα − f ; uα′ − f
])∣∣∣
(α,α′)=1,...,M
×
×
M∑
M1=0
(−1)M1M !
(M1!)2(M −M1)!
M1∏
β=1
[∫ ∞
0
dvβ
]
det
(
K
[
vβ − ξ; vβ′ − ξ
])∣∣∣
(β,β′)=1,...,M1
(A.14)
It can be easily shown (see below) that the above formula can be represented in the compact form in terms of the
product of two Fredholm determinants [45]
W (f, ξ) =
1
2pii
∫
|z|=1
dz
z
det
[
1ˆ − (1− z)Kˆ−f
]
det
[
1ˆ + z−1Kˆ−ξ
]
(A.15)
where the integration over z goes in the complex plane around zero and Kˆ−f is the integral operator with the usual
Airy kernel K(u− f ;u′− f) (with (u, u′) ≥ 0). Indeed, expanding the Fredholm determinants in eq.(A.15), one gets
W (f, ξ) =
1
2pii
∫
|z|=1
dz
z
∞∑
M=0
(−1)M
M !
(1− z)MDM (−f)
∞∑
M1=0
1
M1!
z−M1DM1(−ξ) (A.16)
where
DM (s) ≡
M∏
α=1
[∫ ∞
0
duα
]
det
(
K
[
uα + s; uα′ + s
])∣∣∣
(α,α′)=1,...,M
(A.17)
Simple algebra yields:
W (f, ξ) =
∞∑
M=0
(−1)M
M !
DM (−f)
∞∑
M1=0
1
M1!
DM1(−ξ)
M∑
L=0
(−1)LM !
L!(M − L)!
1
2pii
∫
|z|=1
dz
z
zL−M1
=
∞∑
M=0
(−1)M
M !
DM (−f)
∞∑
M1=0
1
M1!
DM1(−ξ)
M∑
L=0
(−1)LM !
L!(M − L)!
δL,M1 (A.18)
which coinsides with eq.(A.14).
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