We show that distinguishing 1 2 -satisfiable Unique-Games instances from ( 3 8 + )-satisfiable instances is NP-hard (for all > 0). A consequence is that we match or improve the best known c vs. s NP-hardness result for Unique-Games for all values of c (except for c very close to 0). For these c, ours is the first hardness result showing that it helps to take the alphabet size larger than 2. Our NP-hardness reductions are quasilinear-size and thus show nearly full exponential time is required, assuming the ETH.
INTRODUCTION
Thanks largely to the groundbreaking work of Håstad [Hås01] , we have optimal NP-hardness of approximation results for several constraint satisfaction problems (CSPs), including 3Lin(Z2) and 3Sat. But for many others -including most interesting CSPs with 2-variable constraints -we lack matching algorithmic and NP-hardness results. Take the 2Lin(Z2) problem for example, in which there are Boolean variables with constraints of the form "xi = xj" and "xi = xj".
≈ .917 is NPhard [Hås01, TSSW00] . Which of these two results can be improved?
In the early 2000s there was some sentiment that the .878-ratio approximation algorithm could be improved [Fei99, Fei02] . However this began to change after Khot's introduction of the Unique-Games (UG) Conjecture [Kho02] . In that paper, Khot showed that (1 − , 1 − 1/2+o(1) )-approximating 2Lin(Z2) is "UG-hard" for all > 0. Assuming the UG Conjecture this would be essentially optimal because the GoemansWilliamson algorithm [GW95] efficiently (1 − , 1 − O( 1/2 ))-approximates 2Lin(Z2). Here we are using the following terminology: Definition 1.1. A (c, s)-approximation algorithm for a maximization CSP is one which satisfies at least an s-fraction of the constraints on any instance where the optimal solution satisfies at least a c-fraction of the constraints.
This was subsequently extended [KKMO07, KO09, OW08] to give matching (c, s(c))-approximation algorithms and UGhardness results for 2Lin(Z2) for every c ∈ [ 1 2 , 0)-approximate Unique-Games (this follows [Ste11] from [Ste10, BRS11] ). There is also now speculation that approximating Max-Cut or 2Lin(Z2) to factor .879 may be possible in subexponential time. Yet all of these problems are predicted to NP-hard by the UG Conjecture.
This raises the question of what meaning an NP-hardness result actually has. For example, approximating Max-Clique to factor 1/n .999 is known to be NP-hard [Hås99] , yet it's trivially solvable in n for Unique-Games similarly practical, one might argue that this "morally" disproves the conjecture that (1− , )-approximating UG is hard for every > 0. In any case, these theoretical results correspond well with the observation that "in practice", decently approximating Unique-Games does not seem to be very hard. In particular, there is no known family of very "hard-seeming" instances for the UG Conjecture, as there is for, say, the 3Sat decision problem.
On the other hand, we do have evidence of extreme hardness for at least some gapped approximation version of UniqueGames. For example, Håstad's 1997 work [Hås97] ). The proof is a local gadget reduction from his result on NP-hardness of (1 − , 1/2 + )-approximating 3Lin(Z2). Furthermore, Moshkovitz and Raz [MR10] have shown that the 3Lin(Z2) result holds under a quasilinearsize reduction from 3Sat. Thus assuming the Exponential Time Hypothesis (ETH) [IP01] that deciding 3Sat requires 2 Ω(n) time, it follows that ( 1 2
, .459)-approximating Unique-Games is truly hard, requiring essentially full exponential time 2 . Even if we don't assume the ETH, (1 − , 1 2 + )-approximating 3Lin(Z2) is a problem for which we can easily generate very hard-in-practice instances (as cryptographic research on the Learning Parity with Noise problem has shown). Applying the local gadget reduction to these instances shows that the same is true of ( 1 2 , .459)-approximating Unique-Games.
Our main result
To recap, for instances of the Unique-Games problem in which the optimal solution satisfies 1 2 of the constraints, we know that satisfying a certain constant 0 fraction of the constraints is relatively "easy" (time 2 O(n .001 ) ), whereas satisfying the larger constant .459 fraction is "hard" (time 2 assuming ETH). Thus, as is often the case in the field of approximation algorithms, we are faced with the task of pinning down the truth between two constants. The main theorem of this paper is some progress on the hardness side: Theorem 1.2 (Main Theorem). For any constant label size q, ( (In fact, our theorem holds for 2Lin(Zq), q ≤ poly(log log log n).)
Although we would certainly not want to conjecture it, we have to at least raise the possibility that the optimal subexponential-time algorithm for 1 2 -satisfiable Unique-Games instances satisfies 3 8 of the constraints. Considerations of subexponential time vs. full exponential time aside, our result is just the second improved NPhardness result for Unique-Games since 1997. Via trivial reductions, our Main Theorem extends to give NP-hardness of (c, (1 − c) + o(1))-approximating UniqueGames (for c ≥
2
). For all but very small c ∈ (0, 1) this subsumes or improves the best previous result, due to Hås-tad in 1997 [Hås97] . This best previous result involved taking q = 2; our result shows that hardness increases as q increases.
For c ≤ κ, where κ is a small (inexplicit) positive constant, Feige-Reichman 2004 [FR04] has the best (c, s)-inapproximability result for Unique-Games. See Section 2.1 for more detailed comparison with prior work.
Our approach, and other contributions
More broadly, this paper focuses on trying to obtain unconditional NP-hardness of approximation results for 2-variable CSPs such as Unique-Games. With a few exceptions, the best such results known are derived by gadget reductions from Håstad's (1 − , 1 2 + )-approximation NP-hardness for 3Lin(Z2). Indeed, for the well-known Boolean 2-CSPs Max-Cut, 2Lin(Z2), 2Sat, and 2And, the best gadgets were found via computer solution of large linear programs [TSSW00] . This state of affairs is unsatisfactory for a few reasons. First, there is almost no intuition for these computer-generated gadgets. Second, the doubly-exponential size of the linear programs involved makes it infeasible to use the computersearch approach even for 2-CSPs over a ternary domain. Third, since the (1 − , 1 2 + )-hardness for 3Lin(Z2) is itself a (highly sophisticated) gadget reduction from Label-Cover, these kinds of results are arguably using an artificial "middleman" that could be cut out.
It makes sense then to seek direct reductions from LabelCover to approximation of 2-CSPs. This has never been done in the "Håstad style" (Long Codes and Fourier analysis) with 2-CSPs before since it's unclear how to "get a square into the Fourier analysis". In fact we managed to reproduce the ( + )-NP-hardness result for 2Lin(Z2) via a Håstad-style analysis (see the full version of the paper for details), but for the Unique-Games problem we required a more conceptual approach.
This new conceptual approach for reducing Label-Cover to 2-CSPs has three components:
1. Given a Label-Cover instance (V, E), the usual Hås-tad reduction methodology introduces a "prover" fu for each vertex u ∈ V (also known as a table, function, or collection of auxiliary variables), and replaces each constraint on (u, v) ∈ E with a distribution on "questions" (constraints) for fu and fv. In our approach we also introduce a prover huv for each constraint (u, v) ∈ E.
1 From this constraint we propose generating 2-CSP questions as follows: First, generate question pairs (x, y) from a product distribution. Next, "corrupt" x to x and y to y in some correlated random way. Finally, send prover huv the pair ( x, y), and test its answer against a random choice of fu(x) or fv(y). Invariance Principle technology [MOO10, DMR09, Mos10, Rag09] to show that if the "Håstad decoding procedure" applied to fu and fv fails, then the analysis surrounding fu, fv, and huv can be performed as though the corruptions x → x and y → y were independent. This seems to be the first published example of using Invariance to analyze reductions from LabelCover, as opposed to from Unique-Games or the d-to-1 Conjecture.
We next develop the
3. Given the Invariance result, all concerns involving Fourier analysis and computational complexity are eliminated. Analyzing any proposed "test" reduces to analyzing a purely information-theoretic problem of non-interactive correlation distillation (NICD) type (see, e.g., [Yan07] ). Such a task can still be difficult; e.g., to obtain the best known NP-hardness even for 2Lin(Z2) we needed to resolve a 2004 NICD conjecture of Yang [Yan04] . Still, the fact that we are reduced to information-theoretic problems makes things clean enough that we can obtain the Main Theorem for Unique-Games.
Our new approach lets us recover in a conceptual way the best known NP-hardness results [Hås97, TSSW00] for Max-Cut, 2Lin(Z2), 2Sat, and 2And.
PRELIMINARIES
We consider weighted CSPs. An instance I consists of a set of variables over a finite domain (of "labels"), along with a weighted list of constraints on these variables. We assume the weights are nonnegative rationals summing to 1, so we can also think of the instance as a probability distribution on constraints. We usually write n for the number of variables. The size of an instance is the total number of bits needed to specify the constraint relations and the weights; we will only consider instances which have size n 1+o(1) .
3 Given an assignment F to the variables we write ValI(F ) for the total weight of the constraints it satisfies; we also write Opt(I) = maxF {ValI(F )}. The hardness of approximation results we prove in this paper will hold even for the problem of (c, s)-deciding the CSP; i.e., outputting 'YES' when Opt(I) ≥ c and outputting 'NO' when Opt(I) < s.
CSPs are distinguished by the domain of the variables and the kinds of constraints allowed. We mostly consider the case when the domain is Zq, the additive group of integers modulo q, for some q.
Definition 2.1. Let φ be a predicate on Z k q . Then Max-φ denotes the CSP where the variables have domain Zq and the constraints are φ applied to various k-tuples of variables. Max-φ + denotes the generalization where φ is applied to ktuples of literals; by a literal we mean x + c (mod q) where x is a variable and c is a constant. We also extend the notation to allow collections Φ of predicates.
For q = 2, the familiar CSPs 2Lin(Z2), 2Sat, 2And, Max-Cut are equivalent to Max-=
A related problem is 2Lin(Fq) for q a prime power, in which general 2-variable linear equations over Fq are allowed. The "Unique-Games" 2-CSP UGq has variable domain Zq, with any bijective constraint being allowed. We remark that 2Lin(Zq) is a special case of UGq, and for q = 2 the problems are in fact identical. The UniqueGames Conjecture of Khot [Kho02] states that for all > 0 there exists q such that (1 − , )-deciding UGq is NP-hard. In [KKMO07] it is shown that the UG Conjecture implies the stronger statement that (1 − , q − /(2− ) )-deciding 2Lin(Zq) is NP-hard for all > 0 and sufficiently large q.
Finally, we define a (generalization) of the "Label Cover" 
The more usual definition of Label Cover is the special case of LC K,dK (i.e., d1 = 1). Hardness results for LC K,dK immediately extend to LC d 1 K,dK by duplication of labels for the U vertices.
Feige-Kilian [FK94] and Raz [Raz95] first proved that for all > 0 there exists K and d such that (1, )-deciding LC K,dK is NP-hard. We will use the following strong form of this result from [MR10] (see also [DH09] ):
such that the problem of deciding a 3Sat instance of size n can be Karpreduced in poly(n) time to the problem of (1, )-deciding a LC K,dK instance of size n 1+o(1) .
For brevity, we say that (1, )-deciding LC K,dK is NP-hard under quasilinear-size reductions. Chlebík and Chlebíková [CC04] have also shown that (1 − δ, 1 − 2.889δ)-deciding 2Sat (and even "Non-Mixed-2Sat") is NP-hard for all 0 < δ < δ0, where δ0 is an unspecified positive constant. Their reduction is not quasilinear-size, relying as it does on the alternative PCP constructions of Dinur and Safra [DS05] .
Comparison with prior work

Padding.
Given a point of NP-hardness (c, s) for some CSP, one can trivially obtain some other points of NP-hardness by what we'll call "padding" (see the full version of the paper for details). Specifically, one can obtain any point (c , s ) on the line segments (in R 2 ) joining (c, s) to (1, 1) and to (c0, c0). Here c0 is a CSP-specific constant equal to the infimum of Opt(I) over all instances I. E.g., c0 = 
Unique-Games.
We now discuss the previous best NP-hardness of approximation for the Unique-Games problem UGq. For q = 2 we have the ( ) point of NP-hardness from Theorem 2.5, since 2Lin(Z2) and UG2 are identical. For larger q we still have the point ( ) for UGq (at least if q is even), since 2Lin(Z2) can be considered a subproblem of UGq by duplicating labels. By padding this result we get the points of NP-hardness (1 − δ, 1 − ) for 0 < λ < 1. Rather surprisingly, no stronger result was previously known (except for tiny c, as we will describe shortly); in particular, the explicit hardness results in [AEH01, FR04] for 2Lin(Fq) for small q are inferior. In other words, the best known NP-hardness for UGq involved taking q = 2! We now state our Main Theorem precisely:
Theorem 2.6 (Main Theorem, precise statement.). There exists = (n) = Θ(1/ log log log n) such that for each integer 2 ≤ q ≤ (log log log n) 3 , there is a quasilinear-size reduction from size-n instances of 3Sat to the problem of ( (We believe that one can take s(q) = for all q but we haven't proved this; see Section 5.) For q = 2 our theorem matches the previous result; we improve upon the prior work by taking q → ∞, getting a point of NP-hardness for UGq tending to ( ) for 0 < λ < 1. As mentioned, there is one more known NP-hardness result for UGq, due to Feige and Reichman [FR04] . For any sufficiently large prime power q they establish a point of NPhardness for 2Lin(Fq) at (q −1+η , Θ(q −1 )); here η > 0 is an unspecified universal constant. The hardness holds under quasilinear-size reductions, using [MR10] .
We illustrate the new state of (in)approximability for UGq in Figure 1 (with q fixed slightly superconstant, for simplicity). ) (from [Hås01] ) is drawn to scale; the bump near c = 0 (from [FR04] ) is an "artistic impression". Our new hardness result is the red-striped region implied by the point of hardness at ( 
2Lin(Z2) PROOF OUTLINE
In this section we introduce our method by showing how we can use it to recover Håstad's hardness result for 2Lin(Z2) [Hås01] . As a starting point, consider the hard instances of 2Lin(Z2) produced by Håstad: they begin by taking a d-to-1 Label Cover instance and replacing each vertex with its corresponding Long Code. Then, 3Lin(Z2) tests are placed between appropriately chosen Long Code vertices to produce a hard instance of the 3Lin(Z2) problem. Finally, the gadget from [TSSW00] is applied to the 3Lin(Z2) instance, resulting in a 2Lin(Z2) instance. The gadget works locally: given a 3Lin(Z2) test, it adds new vertices which are not part of any Long Code and puts in place a set of 2Lin(Z2) tests, each of which is performed exclusively between one vertex in the original 3Lin(Z2) test-a Long Code vertex-and one of the newly added vertices. We stress that the newly added vertices are unique to each 3Lin(Z2) test in the original 3Lin(Z2) instance. The result is that the final 2Lin(Z2) instance has groups of Long Code vertices along with clouds of vertices which sit between pairs of Long Codes and to which these Long Code pairs are compared.
Thus, it is sensible for a direct reduction from Label Cover to 2Lin(Z2) to take the following form: given u and v which are adjacent in the original Label Cover instance and whose Long Codes are f and g, respectively, there is a "cloud" of vertices which sits between u and v to which f and g may be compared. We think of this cloud of vertices as being labeled by some function h and indexed into by strings z from some set. A typical test will select an x for the u side, a y for the v side, and then to use the chosen x and y to select an appropriate z from the cloud. At this point, either the test f (x) = h(z) is performed, or the test g(y) = h(z) is performed, each with some probability. Thus, given an x and a y, the test will select a z and ask that h(z) "predict" the value of f (x) and g(y). To help it do this, we will choose a z that contains some information about the strings x and y.
The test. Now, we give a (mostly) complete description of our hard 2Lin(Z2) instance. We begin with a d-to-1 Label Cover instance over the graph G = (U ∪ V, E). For each u ∈ U and each v ∈ V , introduce the Long Codes fu : {−1, 1} K → {−1, 1} and gv : {−1, 1} dK → {−1, 1}, respectively. For each edge (u, v) ∈ E, introduce the function huv : {−1, 1, * } K × {−1, 1, * } dK → {−1, 1}. We think of strings y ∈ {−1, 1} dK as being formed of K "blocks" of size d each, so that y1 through y d is the first block, y d+1 through y 2d is the second block, and so forth. Denote the ith length-d block of
. Now, pick an edge (u, v) ∈ E uniformly at random, and perform the following test on fu, gv, and huv:
• Draw x ∈ {−1, 1} K and y ∈ {−1, 1} dK independently and uniformly at random.
• Form "corrupted" versions of x and y as follows: for each block i ∈ [K], with probability 1/2 replace xi with a * and keep y[i] the same, and with probability 1/2 replace y[i] with * d and keep xi the same. Call the corrupted versions x and y, respectively.
with equal probability.
Note that this actually produces a 2Lin(Z2) hardness instance, as equality tests are 2Lin(Z2) tests. We think of the * 's as the gaps in knowledge h has about x and y. The string x contains about half of x, and the string y contains about half of y. Moreover this (lack of) information is correlated: the part of x missing from x is exactly the part of y not missing from y, and vice versa.
It is useful to talk about the probability that f and g pass the test without reference to h. Since in the 2Lin(Z2) hardness instance, huv is only ever referenced when tests corresponding to the edge (u, v) are performed, we may as well assume that huv is selected to perform optimally with fu and gv. Thus, by "the probability that f and g pass the test" (and similar phrases) we mean the probability that f , g, and an optimal h pass the test.
Analyzing the test.
The correlation in what information is present or missing is extremely helpful in the "matching dictators" case, i.e. when f (x) = xi and g(y) = (
In this case, h is always given full information about either f (x) or g(y), because exactly one of xi or y[i] is always kept when forming x and y. As a result, h can always predict one of f (x) or g(y) with perfect accuracy, whereas against the other one its success is just an unbiased coin flip. Thus, f and g pass the test with (1 + 1/2)/2 = 3/4 probability. Interestingly, when f and g are dictators, even if h were to be given complete information about f (x) and g(y) (i.e., nothing was erased when forming x or y), the test could still only be passed with probability at most 3/4. This is because f and g are balanced (+1 and -1 with equal probability), and thus are opposites of each other with probability exactly 1/2. When f and g are opposites, no matter what h( x, y) outputs, it will equal only one of f (x) and g(y). Since this happens half of the time, 1/4 of the tests must be failed, upper bounding the success probability by 3/4.
The other important case is when f and g are "nonmatching dictators", i.e. when f (x) = xi and g(y) = (y[i ])j, for
This case is useless when decoding to a satisfying assignment to the original Label Cover instance, and so we hope that they succeed less than 3/4 of the time. In this case, whether h receives full information of f (x) is completely independent of whether it receives full information of g(y), as the indices the two depend on sit in entirely different blocks. Indeed, the correlation in the erasures has no effect; the corresponding blocks of x and y could be erased with half probability independently of each other, and this would not help nor hinder h. A large fraction of the time (1/4, to be exact), h receives no information about either f (x) or g(y), as both xi and y[i] are erased when forming x and y with probability 1/4. Thus, h can do nothing but guess randomly when this happens, which is again a coin flip. When this does not happen, then as argued earlier, f and g can pass the test with probability no more than 3/4 because they are balanced. The result is that the success probability in this case is 3/4 * 3/4 + 1/4 * 1/2 = 11/16, which is less than 12/16 = 3/4.
The intuition behind the performance of matching dictators carries over to more general functions: if f and g are functions which do not share matching "influential coordinates", then the fact that the erasures are correlated in the 2Lin(Z2)-Test doesn't matter. Indeed, we develop an Invariance Principle in the full version of the paper that shows that when f and g do not share matching influential coordinates, then the probability they pass the 2Lin(Z2)-Test is the same as the probability they pass a modified version of the test where the erasures of x and y are performed independently of each other. In fact, this Invariance Principle can be applied to any "function-in-the-middle" test in the above mold, meaning any test in which f and g are only every compared to an intermediary function h.
The next step is to upper bound the success probability of any pair of functions in the uncorrelated version of the 2Lin(Z2)-Test. This is a problem in non-interactive correlation distillation (NICD), a subject which is previewed in Section 4.1 and given full treatment in Section 6. The particular result that applies to this test is Theorem 6.6, which shows that the uncorrelated version of the test cannot be passed with probability more than 11/16. Thus, nonmatching dictators are basically optimal among functions f and g which do not share matching influential coordinates.
Encoding and decoding.
It remains to translate these results on the performance of the test to results on the hardness of the 2Lin(Z2) instance we've generated. This part is entirely standard and follows the basic methodology of Håstad [Hås01] . We have shown above that matching dictators pass the test with probability 3/4. This means that if the starting Label Cover instance was fully satisfiable, then the 2Lin(Z2) instance is 3/4-satisfiable. On the other hand, if on a significant fraction of the edges (u, v), the Long Codes fu and gv pass the 2Lin(Z2)-Test with probability greater than 11/16, then our Invariance Principle tells us that they must share matching influential coordinates. Thus, we can decode the Long Codes to an assignment which satisfies a constant fraction of the Label Cover edges, which concludes our soundness proof. This final part of the hardness result we present for general function-in-the-middle tests in Section 4. Therein we also show that the resulting 2Lin(Z2) instance is of quasilinear size, implying that under the Exponential Time Hypothesis, nearly exponential time is needed to (3/4, 11/16 + )-approximate 2Lin(Z2). One question remains: why does this exactly match Håstad's hardness result? We answer this in the full version of the paper.
Hardness for other CSPs.
A general definition of a function-in-the-middle test is given in Definition 4.6. If such a test T performs its checks using predicates from the set Φ, then Theorem 4.18 automatically implies (c, s)-approximating the Max-Φ problem under quasilinear reductions, where c is the probability matching dictators pass T and s is the highest probability with which any functions can pass test T , the version of test T for which erasures are uncorrelated. The remainder of the paper constructs tests T using various sets of predicates Φ. Our main result, for 2Lin(Zq), is presented first in Section 5. (The description of the 2Lin(Zq) test is simple: take the above 2Lin(Z2)-Test and replace all instances of the set {−1, 1} with Zq.) Next, in Section 6, we analyze the 2Lin(Z2)-Test (an alternative analysis, using the Fourier transform method, is presented in the full version of the paper). Finally, in Section 7, we give our Max-Cut, 2And, and 2Sat tests.
Fixing the 2Lin(Z2)-Test.
There are a couple of technical details which we omitted in the above description of the 2Lin(Z2)-Test for sake of exposition. As it turns out, we can assume that the initial Label Cover instance is d-to-d rather than d-to-1, and we need not assume it is necessarily bipartite. This is the version we choose to present in full in Section 6.3. In addition, when constructing the actual hardness instance, for technical reasons we need to slightly perturb x and y after forming x and y and use these perturbed versions as the inputs to f and g. These noisy versions of x and y are referred to aṡ x andẏ, respectively. Details about this are presented in Section 4. Finally, we will often reverse the order the strings are selected, as the following is equivalent method of selecting x, y, x, and y: first select x and y so that they are distributed as in the 2Lin(Z2)-Test. Then, "fill in" their * 's with uniformly random elements of {−1, 1} to form x and y.
INAPPROXIMABILITY FROM NICD
In this section we describe our method for proving 2-CSP inapproximability results by reduction from Label Cover. It is somewhat similar the standard LC-and UG-based approaches ("Long Codes", "dictator tests", etc.) but has some twists. We prefer to think of it as reducing inapproximability to problems in non-interactive correlation distillation (NICD).
An example NICD problem
Before stating formal definitions, we give an example which illustrates the flavor of the NICD problems we'll encounter. Let f be a party who receives a uniformly random q-ary string x ∈ Z n q . The string x is sent to a "middleman" h along an erasure channel which erases each symbol independently with probability 1/2; thus h receives some x ∈ (Zq ∪ { * })
n . Now f and h have some correlated information, but they are not allowed to interact further. Nevertheless, they would like to agree on a common symbol ∈ Zq. (This setup explains the name "non-interactive correlation distillation".) The "strategy" of f is just a function f : Z n q → Zq, and similarly the strategy of h is a function h : (Zq ∪ { * }) n → Zq. Thus the party and middleman together succeed with probability
The NICD problem here is to find f and h which maximize this success probability. Of course, if f and h are (matching) constant functions then the success probability is 1. However such trivial solutions are disallowed by insisting the function f be (at least) balanced, meaning Prx[f (x) = ] = 1 q for all ∈ Zq. This erasure-channel NICD problem was first proposed by Yang [Yan04] in the boolean (q = 2) case. He showed that the success probability is at most
≈ .85; he also conjectured that the best upper bound is in fact 3 4
, the success probability achieved when f is a dictator (i.e. f (x) = xi for some i) and h plays optimally for this dictator. More generally, for the binary erasure channel with erasure probability 1 − ρ, Yang bounded the success probability by ). In Section 6 we prove this conjecture. Furthermore, in Section 5 we prove an analogous conjecture for the q-ary erasure channel with erasure probability 1 2 . It is by designing and analyzing NICD problems of this basic flavor that we prove NP-hardness of approximability for various 2-CSPs.
NICD tests
It is natural to allow the functions in NICD problems to be "randomized". We formalize this as follows:
Definition 4.1. Let q denote the set of probability distributions over Zq. Equivalently, q = {(p0, . . . , pq−1) ∈ R q ≥0 | p0 + · · · + pq−1 = 1}. We often identify an element ∈ Zq with the constant probability distribution e = (0, . . . , 0, 1, 0, . . . , 0) ∈ q (with the 1 in coordinate ). We may think of a function f with range q as being a "randomized function" with range Zq.
We will not use the notion of a "randomized function" until Section 5, but it is convenient to point out that "nonrandomized functions"-those whose range is Zq-may be equivalently written as having domain q . Such non-randomized functions only ever map to e , for ∈ Zq. We now give the definitions which let us rule out "trivial" solutions to NICD problems:
). Here and throughout, x ∼ Z m q means that x is uniformly distributed.
Definition 4.3. The function f : Z m q → q is folded (a stronger condition than being balanced) if f (x + ) = rot (f (x)) for all x ∈ Z m q and ∈ Zq. Here x + is shorthand for x + ( , , . . . , ), and rot (ν) ∈ q is the "cyclic rotation of ν by places"; i.e., rot (ν)i = ν (i− mod q) . When f : Z m q → Zq is "non-randomized", this simply means that
We require a few more definitions:
Definition 4.4. We write µ Definition 4.5. Given a string x ∈ Z m q , an η-noisy copy is defined to be the randomly chosen stringẋ in which for each i ∈ [m] independently,ẋi = xi with probability 1 − η andẋi is set uniformly at random with probability η. We also define the operator Tη on functions f :
We may denote this byẋ ∼ρ x.
We are now able to define the general class of NICD "tests" which will be useful for our inapproximability results. Because we are working with Label Cover our tests need to operate on "blocked" functions; i.e., functions over domains
Aside from this generality, we have chosen to make our definition rather narrow for the sake of simplicity. To attack inapproximability for more CSPs, one might wish to generalize this definition in several directions; however, such generalizations would require proving more complicated "Invariance" theorems.
Definition 4.6. A 2-party, q-ary, Φ-based, (d1, d2)-blocked, η-noise correlated test Test consists of two probability distributions:
• A "test distribution" T on Φ × {1, 2}, where Φ is a fixed collection of predicates φ : Zq × Zq → {0, 1}.
is formed by randomly "filling in" x; i.e., replacing each * by an independent uniformly random symbol from Zq. Similarly y ∈ Z d 2 K q is (independently) formed by randomly filling in y.
Stringẋ
is set to be an η-noisy copy of x, and similarly forẏ.
4. Finally, (φ, j) is chosen from T. If j = 1 then one "tests" φ(f (ẋ), h( x, y)); if j = 2 then one "tests" φ(g(ẏ), h( x, y)).
Definition 4.7. The success probability or value of f, g, h on Test, denoted ValTest(f, g, h), is simply the probability that the test is satisfied.
Remark 4.8. Given Test and functions f , g, the optimal choice (or choices) for h is determined. We will often just consider varying f and g, and choosing the best h to go along with them. We therefore introduce the notation ValTest(f, g) = max h {ValTest(f, g, h)}.
Definition 4.9. The optimal success probability or optimal value of Test, denoted Opt(Test), is max f,g {ValTest(f, g)}.
We also define Opt folded (Test) for when the maximization is only over folded f and g, and also Opt balanced (Test) for when the maximization is only over balanced f and g. Proof. This is because ValTest η (f, g) = ValTest(Tηf, Tηg), and Tηf , Tηg are folded if f , g are. However, we must account for the fact that Tηf and Tηg do not necessarily have the domain Zq, even if f and g do. Consider selecting z (respectively, w) from a distribution on strings in Z
) for which each coordinate is independently 0 with probability η and uniform on Zq otherwise. Then given
As mentioned, our 2-party NICD tests operate on "blocked" functions; e.g., f : Z
In fact, for reductions from LC d 1 K,d 2 K the "blocks" will not necessarily be contiguous. Rather, the "blocks" for f will be π
and similarly for g with a d2-to-1 map πv.
Definition 4.11. Given a 2-party (d1, d2)-blocked test Test, we introduce the natural notion of applying it to f , g, h under the "blocking maps" πu and πv. Notice that for this to make sense, it is crucial that our definition of 2-party tests is insensitive to permutations of coordinates within blocks and also to permutations of blocks. (Briefly this is because the distributions µ d q,ρ j are permutation-invariant, the test uses product distributions across the K blocks, and because making η-noisy copies acts independently on coordinates.)
Often the optimal choice of f and g for a given 2-party NICD test is "matching dictators" (note that dictators are folded):
→ Zq are dictator functions, meaning that f (x) = xi for some i ∈ [d1K] and g(y) = yj for some j ∈ [d2K]. We say they are matching dictators (under the blocking maps πu, πv) if πu(i) = πv(j); otherwise we say they are nonmatching dictators.
As is common in inapproximability, we will be concerned with functions which are "far from" being dictators in the sense of having "small noisy-influences". To make this notion precise we recall the Hoeffding orthogonal decomposition (or Efron-Stein decomposition) for functions f : Σ m → R q : and, E[ f S (x), f S (x) ] = 0 for any S = S , where x is uniformly distributed on Σ m and ·, · denotes the usual inner product on R q . As a consequence,
We prove Theorem 4.17 in the full version of the paper. Mostly, our proof follows the general outline of Mossel's Invariance theorem [Mos10] , with a few differences. In the terminology of [Mos10] , we have a sequence of K orthonormal ensembles, each of which corresponds to a certain block of x and y. Mossel's Invariance theorem uses as a parameter for an application of hypercontractivity the least nonzero probability of an assignment, which in our case is
. This is too small for us. Instead, we are able to maneuver it so that we only need to worry about the hypercontractivity of Zq.
The hardness of approximation reduction
The following theorem shows how to convert a 2-party correlation test to a hardness of approximation result. The proof is quite standard, and largely follows of Håstad's methods [Hås01] .
Theorem 4.18. Let Test be a 2-party, q-ary, Φ-based, (d1, d2)-blocked, 0-noise correlated test.
Let Test be its uncorrelated version. Suppose that matching dictators achieve success probability at least c for Test.
Suppose also that Opt(Test ) ≤ s. Let η, ∈ Q + and assume δ ≤ · η 2 · κ(η, , q) 2 , where κ is as in Theorem 4.17.
Then there is a reduction from (1, δ)-deciding
If instead we assume Opt folded (Test ) ≤ s then we get the result for Max-Φ + . The reduction maps size-n instances to size-q O(d 1 K+d 2 K) n instances and runs in time polynomial in the size of its output.
Proof. Let ((U, V ), E, (πe,u, πe,v) ) be a given size-n instance of LC d 1 K,d 2 K . For each u ∈ U (respectively, v ∈ V ) the reduction introduces a collection of Max-Φ variables identified with Z
; we think of an assignment to these variables as a function fu :
. Furthermore, for each edge (u, v) ∈ E the reduction introduces a collection of Max-Φ variables identified with (Z
we think of an assignment to these variables as a function huv with range Zq.
Let Testη denote the η-noisy version of the test Test (and Test η its uncorrelated version). For each edge e = (u, v) ∈ E the reduction introduces a collection of Φ-constraints on the assignments fu, gv, and huv. These constraints are precisely those given by applying Testη under the blocking maps πe,u, πe,v (with weights/probabilities scaled down by a factor of |E|). This completes the description of the reduction.
Completeness.
is an assignment satisfying all constraints of the
Consider the assignment to the Max-Φ instance in which for each u ∈ U and v ∈ V we take fu(x) = x F (u) , gv(y) = y F (v) . For e = (u, v) ∈ E, these are matching dictators with respect to πe,u and πe,v, since F satisfies the constraint on e. Therefore there exists a choice for huv such that ValTest(fu, gv, huv) ≥ c. Since fu and gv are dictators it is easy to see that ValTest η (fu, gv, huv) is still at least c−η. Since this holds for each edge (u, v) ∈ E, it follows that our assignment achieves value at least c − η on the Max-Φ instance.
Soundness.
We prove the contrapositive. Suppose there are assignments (fu)u∈U , (gv)v∈V , (huv) (u,v)∈E for the Max-Φ which collectively achieve value exceeding s + 2 . Then for at least an fraction of edges e = (u, v) ∈ E -call them "good" edges -we have ValTest η (fu, gv, huv) > s + ≥ Opt(Test η ) + , the second inequality being Fact 4.10. We may therefore apply Theorem 4.17 to deduce that for each good (u, v),
[gv] ≥ κ = κ(η, , q).
(1) Consider now the following randomized procedure for generating an assignment F for the LC instance. For each u ∈ U , the procedure first chooses S ⊆ [d1K] with probability f S u 2 2 . (From Definition 4.13 these numbers sum to at most 1; for any remaining probability, S can be chosen arbitrarily.) Then F (u) is set to be a uniformly random element of S (or an arbitrary label if S = ∅). An identical procedure is used to assign F (v) for v ∈ V , based on gv.
Observe that for any set B ⊆ [d1K] and u ∈ U ,
where the second inequality follows since r ≥ η(1 − η) 1/r , for all r > 0, η ∈ [0, 1]. The same holds for v ∈ V . Now for a good edge e = (u, v), let us estimate the probability (over F ) that F (u) and F (v) satisfy the constraint associated with e. It is
where we used (2) and then (1). It follows that expected fraction of constraints in the LC instance that F satisfies is at least · η 2 κ 2 ≥ δ; hence the optimal value of the LC instance is at least δ.
This completes the proof except for the statement about Opt folded (Test ) and Max-Φ + . For this we the standard folding trick: Instead of having the reduction introduce a collection of variables corresponding to Z d 1 K q for each u ∈ U , we only introduce variables for Z
. We think of an assignment for these variables as the restriction of a function fu :
. We extend fu to a folded function via fu( , x ) = fu(0, x − ( , . . . , )) + . Is this way, any Max-Φ constraint involving fu(x) can be replaced with a Max-Φ + constraint involving fu(0, x ). We similarly arrange for folded functions gv. We now proceed through the above proof: for the completeness we use the fact that dictators are folded; for the soundness we use the folded versions of Fact 4.10 and Theorem 4.17.
Corollary 4.19. Let 2 ≤ q = q(n) ≤ (log log log n) 3 . Assume that for all d2, K ∈ N + there is a q O(d 2 K) -time algorithm for generating (the description of ) a (d1, d2)-blocked Test satisfying the hypotheses of Theorem 4.18, for some d1 ≤ d2. Assume that c < 1. Then for a certain = (n) = Θ(1/ log log log n), there is a quasilinear-size reduction from size-n instances of 3Sat to the problem of (c, s + )-deciding Max-Φ (or Max-Φ + , under the assumption Opt folded (Test ) ≤ s).
Proof. (Sketch.) This follows by combining the MoshkovitzRaz Theorem with Theorem 4.18. One takes δ = (log log n) −c for a sufficiently small constant c and η = . With these choices the conditions of Theorem 4.18 are satisfied and the overall size of the Max-Φ instance produced is still n 1+o(1) . Using c < 1, we can convert the resulting (c − , s + 2 )-hardness into (c, s + O( ))-hardness using padding.
A TEST FOR 2Lin(ZQ)
In this section we state and analyze the test which yields our Main Theorem on the inapproximability of 2Lin(Zq). We will be restricting attention to folded functions, and thus we can get a hardness result for 2Lin(Zq) by designing a q-ary =-based test. In fact, our test is just the 2-party, blocked version of NICD over the q-ary 1 2 -erasure channel; i.e., the example NICD problem discussed at the beginning of Section 4.
is defined as follows:
• The test distribution is: with probability 1 2 test f (x) = h( x, y); with probability 1 2 test g(y) = h( x, y).
Remark 5.1. For this test, the block sizes are unimportant so we have chosen d1 = d2 = d for simplicity. Thus our NP-hardness result for Unique-Games does not even need to reduce from Label-Cover with "projection constraints"; any each. For each block t we think of h as "knowing" either x[t] or y[t], and "knowing that it doesn't know" the other one.
For the "completeness" part of our hardness result, we compute the success probability of matching dictators:
Proposition 5.4. Matching dictators achieve success probability
Proof. Suppose f, g : Z dK q → Zq are of the form f (x) = xi, g(y) = yj, where i, j are both in the tth block (i.e., (t − 1)d < i, j ≤ td). Let h( x, y) be the following (optimal) function: if
Half of the time h is tested against the function (f or g) whose output it "knows"; then it succeeds with probability 1. The other half of the time h is tested against the function whose output it doesn't know; in this case it succeeds with probability Pr[xi = y j ] = 1 q . Thus the overall success probability is
We are able to show that matching dictators constitute an optimal folded solution for 2Lin(Zq)-Test d . This is an immediate consequence of the following statement about the "1-party" version of the test:
Theorem 5.5. Let q-NICD-Test denote the "1-party" version of 2Lin(Zq)-Test d , where we test h against f with probability 1 rather than probability . We will prove Theorem 5.5 later in this section; we actually require it for the soundness part of our hardness result.
As discussed in Section 4.1, Theorem 5.5 resolves the qary (folded) generalization of Yang's conjecture on ρ-erasure NICD for ρ = 1 2 . For q > 2 we were unable to generalize Theorem 5.5 to any other value of ρ ∈ (0, 1). A potentially complicating factor is the surprising fact that even for d = 1, there are folded functions f : Z dK q → Zq which depend on more than one coordinate yet achieve Valq-NICD-Test(f ) = defined by f (a, a) = a,  f (a, a − 1) = a, f (a, a + 1) = a + 1 is folded and it is easy to check that it succeeds (using optimal h) with probability ). Let's now move on to the "soundness" part of our hardness result. For this Theorem 4.18 tells us we need to analyze the optimal success probability in the uncorrelated version of 2Lin(Zq)-Test d . But before we do this, let's informally think about how well functions f and g with "no influential coordinates in common" can pass 2Lin(Zq)-Test d . The usual candidates to consider are non-matching dictators and f = g = Plurality. The latter case actually has very low success probability, roughly q −3+2 √ 2 . As for the former case:
Fact 5.6. Non-matching dictators achieve success probability
Proof. Suppose now that f (x) = xi, g(y) = yj where i and j are in different blocks. In this case the optimal h acts as follows: If it knows either xi or yj, it outputs that value. (If it knows both, it can output either.) This happens with probability , and when it happens the success probability is again . But when h knows neither xi or yj, h can only guess a label. This happens with probability , and when it happens the success probability is only 1 q . Thus the overall success probability is These observations "suggest" that the hardness reduction for 2Lin(Zq) will achieve soundness , and y is formed from y analogously. These erasures are done independently.
The goal for the remainder of this section is to upperbound Opt folded (2Lin(Zq)-Test d ). We believe that matching dictators are the folded functions with highest success probability for 2Lin(Zq)-Test d . An almost identical analysis to Fact 5.8 gives:
Fact 5.8. Matching dictators achieve success probability Unfortunately, we are only able to prove that matching dictators are optimal for q < 7. The q = 2 is Theorem 6.6; the cases 3 ≤ q ≤ 6 require computer assistance, see the full version of the paper for details. We would not be surprised if there was a short proof giving the result for all q; however for q ≥ 7 we have only proved an upper bound of Note that we can think of x = x + λ, where λ is drawn uniformly at random from {0, * } K ; similarly we can think of y = y + λ for an independent λ ∼ {0, * } K . Finally note that for a ∼ Z
for some fixed values x, y ∈ Z dK q . But this last quantity is precisely the probability that f (x + ·), g(y + ·) : Z K q → Zq pass 2Lin(Zq)-d-to-d-Test with middleman h(x + ·, y + ·). It remains to observe that f (x + ·) and g(y + ·) are folded since f and g are.
Rather surprisingly, Proposition 5.9 is false if we try to replace Opt folded with Opt balanced ; see Section 6.2.
The second step is to prove Theorem 5.5; i.e., obtain the optimal bound for the 1-party version of 2Lin(Zq)-
Proof Proof of Theorem 5.5. We may reduce bounding Opt folded (q-NICD-Test) to the case of d = 1 using (a simplification of) the proof of Proposition 5.9. We will now bound Valq-NICD-Test(f ) ≤ for folded f , even in the case when f and h are allowed to be randomized (i.e., map into q ). The proof is actually somewhat simpler if we disallow randomized f and h, but we will need the generalization later.
So let f : Z K q → q be folded. It's easy to see that it is optimal for h : (Zq ∪ { * })
K → q to work as follows: on input x it computes
and then outputs a uniformly random coordinate ∈ Zq from among those which maximize ν . Let us henceforth fix this optimal h, and also observe that it is "folded" in the sense that h( x + (c, . . . , c)) = rotc(h( x)) (where as before * + c = * ).
Let us make an aside which will be useful for a future proof. Introducing the short-form notation f ( x) = E[f (x) | x = x], we have that the success probability conditioned on
This proof shows that the above quantity is at most
. Let us return to the original formulation of value:
the latter equality because f and h are in fact randomized ( q -valued) functions. We now employ the following trick. Let ( z, z ) ∈ (Zq ∪ { * }) K × (Zq ∪ { * }) K be generated according to π ⊗K , where π is defined as in (3) (with d = 1). I.e., for each coordinate t ∈ [K], one of zt, z t is * and the other is random from Zq. Define the "composite string" denoted z = z • z ∈ Z K q , meaning that zt equals the non- * value among zt, z t , for each t ∈ [K]. The key observation is that the pair (z, z) has the same distribution as (x, x) and that (z, z ) also has the same distribution as (x, x). Thus upon inserting either pair into (6) we get the same number, and hence the average of the two numbers is again the same:
Here the last step uses the fact that α, β ≤ α 1 β ∞ = β ∞ for α, β ∈ q . Suppose that in addition to z, z we also choose ∼ Zq uniformly at random. Even conditioned on z , the distributions of z and z + ( , . . . , ) are the same. Hence (7) equals
using the foldedness of h. We will bound this by
for every pair of outcomes h( z) = γ, h( z ) = γ in q . The quantity to bound, E [ (rot (γ)+γ )/2 ∞], is a (separately) convex function of both γ and γ (since · ∞ is a norm). Hence the quantity is maximized when γ and γ are extreme points of q . But for γ = e , γ = e , say, one immediately
. This completes the proof.
Finally, we are able to give the crucial NICD bound which will let us complete the proof of the Main Theorem:
Proof. Again, we prove this even when f and g are allowed to be randomized. So let f, g : Z K q → q be optimal folded functions for 2Lin(Zq)-Test . As before it's easy to see that the optimal h : (Zq ∪ { * }) K → q works as follows: on input ( x, y) it computes
and then outputs a uniformly random coordinate ∈ Zq from among those which maximize ν . With this h the success probability conditioned on x = x, y = y is precisely
Note that f ( x) and g( y) are independent q -valued random variables. Further, by virtue of the fact that f is folded, f ( x) is "cyclically symmetric" in the sense that rot (f ( x)) has the same distribution for each ∈ Zq. (The same is true of g( y) but we won't need this.) Thus we may also write
(8) Define m(s, t) = s+t−st. The key to our proof is showing that
holds for every σ, τ ∈ q . From this we can easily complete the proof: applying it to (8) gives
where we were able to pass the expectations inside the m(·, ·) using the fact that f ( x) and g( y) are independent. But by virtue of (5) in the proof of Theorem 5.5, and by the theorem's result itself, we have
. Since m(s, t) is an increasing function of s, t ∈ [0, 1], we deduce that
It remains then to prove (9). Let q,s denote the convex set q ∩ {σ : σ ∞ ≤ s}. We will in fact show
for all σ ∈ q,s, τ ∈ q,t; this is stronger since max(s, t) ≤ m(s, t) for s, t ∈ [0, 1]. Inequality (10) is obvious if either s or t is at most 1 q 1/3 ; thus we need only be concerned with the case s, t ≥ 1 q 1/3 . As in the previous proof we observe that avg ∈Zq { 1 2 rot (σ)+ τ ∞} is convex in σ and in τ ; hence it suffices to prove (10) when σ and τ are extreme points of q,s and q,t, respectively. Note that an extreme point for q,s has exactly 1/s nonzero coordinates, of which 1/s equal s; similarly for q,t. For fixed extreme σ and τ , a simple union-bound argument shows that the fraction of ∈ Zq for which rot (σ) and τ have a nonzero coordinate in common is at most 1/s 1/t /q. This is at most 4/(stq) ≤ O( max(s, t). Together these facts justify (10), completing the proof.
We may now plug our completeness result (Proposition 5.4) and our soundness result (Theorem 5.10 combined with Proposition 5.9) for 2Lin(Zq)-Test d into our hardness reduction (Corollary 4.19) to obtain our Main Theorem on the NPhardness of Unique-Games (in its precise form, Theorem 2.6).
A TEST FOR 2Lin(Z2)
In this section, we prove our target hardness of approximation result of 2Lin(Z2). The analysis necessary to carry out Theorem 5.10 is complicated, and we believe it can be improved to yield the value 3/8 + 5/8q. Theorem ?? shows this to be true when q < 7, but it uses a computer-assisted proof. On the other hand, when q = 2, we can actually prove this directly without the aid of a computer, matching the gadget-based hardness result of [Hs01, T SSW 00]. Along the way to proving this, we develop an approach to solving NICD problems that will be useful not only for our 2Lin(Z2) result, but also for the hardness of approximation results for the remaining binary CSPs presented in Section 7. In some sense, our 2Lin(Z2) test and a natural 1-party version of it form the foundation of all our binary correlation tests.
Binary NICD
We begin with the model of NICD over the erasure channel, which considers the following test, for 0 < ρ < 1:
• Given functions f : {−1, 1} n → {−1, 1} and h : {−1, 1, * } n → {−1, 1}:
• Draw x ∈ {−1, 1, * } n so that each coordinate is independently a * with probability 1 − ρ and a uniformly random element of {−1, 1} otherwise.
• Form x ∈ {−1, 1} n by replacing each * in x with an independent uniformly random element from {−1, 1}.
• Test f (x) = h( x).
We call the pair (f, h) a strategy. This is only a 1-party test, but many of the notions we used for 2-party tests transfer over naturally. In particular, if T is a 1-party test, we may write ValT (f, h) for the probability the test is satisfied, ValT (f ) for max h {ValT (f, h)}, and Opt(T ) for max f {ValT (f )}.
It is easy to see that given f , an optimal h is
where we define sign(0) = 1. It is also easy to see that this test can be passed always if f and h are constant; henceforth, we will only consider balanced f . Perhaps the most obvious strategy is for f to be a dictator. In this case, the success probability of f is 1/2 + ρ/2. Ke Yang [Yan07] conjectured that this was optimal (we assume his conjecture was for ρ ≥ 1/2 only), and indeed our Theorem 6.1 confirms this.
Theorem 6.1. For ρ ≥ 1/2, Opt balanced (NICD-Test(ρ)) = 1/2 + ρ/2. When ρ > 1/2, dictators and negated dictators uniquely achieve this value.
Which function is best for ρ < 1/2 is less clear, however, but what is clear is that dictators are no longer optimal.
In fact, what is perhaps the only other obvious strategy for NICD-majority-outperforms dictators for these values of ρ. For n odd, we define the majority function to be
It is clear that if f is MAJn(x), then the optimal strategy for h is
which is simply the majority over the unerased bits. The exact success probability of MAJn for a specific n is tedious to compute and rather unilluminating, but fortunately one can compute the limiting success probability as n approaches ∞. Using the 2-dimensional Central Limit Theorem, it can be shown that the success probability is 1/2 + arcsin( √ ρ)/π (see, for example, the analysis in [?]). For ρ > 1/2, this is strictly worse than the dictator strategy, but it is better for ρ < 1/2 and is exactly equal for ρ = 1/2. In fact, the case of ρ = 1/2 is especially nice, and the entire class of linear threshold functions succeeds here with probability exactly 3/4. In contrast to ρ ≥ 1/2, what we know about NICD over the erasure channel when ρ < 1/2 is fairly limited. What we do know comes mainly from the following theorem of [?, Yan07] (see also [Mos10] ):
The success probability of the best strategy is clearly an increasing function of ρ, so combining Theorem 6.1 with Theorem 6.2 gives the best upper bound for Opt balanced (NICD-Test(ρ)) as min(3/4, 1/2 + √ ρ/2), when ρ < 1/2. This bound is tight to within a constant as ρ approaches zero, because the success probability of majority is 1/2+ √ ρ/π +Θ(ρ 3/2 ). Indeed, we believe that majority is the best strategy for ρ < 1/2 but are unable to prove it. One piece of evidence for this is the "Majority is Most Predictable" theorem of Mossel [Mos10] , which states, roughly, that among "low-influence" functions, the success probability of majority is optimal. It seems reasonable that the best strategy for ρ < 1/2 would be a lowinfluence function, as any function which relies heavily on specific coordinates would be difficult to predict when the values of those coordinates are erased.
We now begin proving our results. First, we give a simple proof of Theorem 6.1 in the case where ρ = 1/2. The technique we use here will be reused in several of the later NICD proofs.
Proof. Let (f, h) be a strategy where f is balanced. Consider selecting two strings y, y ∈ {−1, 1} n independently and uniformly at random, and forming y as follows:
Then clearly y is distributed as x is in the test, and y and y are both randomly "filled-in" versions of it. Thus,
where M outputs the number of input bits in the majority. This is because whatever f (y) and f (y ) turn out to be, h( y) can only agree with at most M (f (y), f (y )) of them. Because y and y are independent and f is balanced, f (y) and f (y ) are distributed as independent, uniformly-random ±1 bits, so M (f (y), f (y )) is either 1 or 2, each with probability 1/2. Thus, E[M (f (y), f (y ))] = 3/2, and the success probability of f and h is at most 3/4.
We will extend this proof technique to prove Theorem 6.1 in its entirety. First, we need the following well-known fact about the noise stability of balanced functions.
Proposition 6.3. For 0 < η < 1 and a function f :
Equality holds if and only if f is a dictator or a negated dictator.
Proof. We assume familiarity with Fourier analysis on the Boolean hypercube. Define λ ∈ {−1, 1} n to be distributed so that each coordinate λi is independently random subject to E[λi] = η. Then y ∼η x is identically distributed to λ · x, using coordinate-wise multiplication. Thus,
As χT (x · λ) = χT (x)χT (λ), we have that
Substituting this into Equation (11) yields a simple formula for the noise sensitivity of f :
when f is {−1, 1}-valued. Furthermore, it is easy to see that if f is balanced, thenf (∅) = 0. Thus, for a balanced f , Sη(f ) ≤ η, with equality in the case that all of f 's Fourier mass is on sets of size. The only such functions are dictators and antidictators, which concludes the proof.
We can now use this to prove Theorem 6.1.
Proof Proof of Theorem 6.1. Let (f, h) be a strategy where f is balanced. Consider selecting two strings y, y ∈ {−1, 1} n , where y is uniformly random and y is a (2ρ − 1)-correlated copy of y. Form y as above:
Clearly, y is distributed as x is in the test, and y and y are distributed like randomly "filled-in" versions of it. Thus,
where M outputs the number of input bits in the majority. This is because whatever f (y) and f (y ) turn out to be, h( y) can only agree with at most M (f (y), f (y )) of them. Unfortunately, y and y are not independent, so we need a different way of analyzing the expected size of this majority.
We can write out M as M (u1, u2) = 3/2 + u1u2/2. Then
The final equality holds because y is a (2ρ − 1)-correlated version of y. By Proposition 6.3, so long as 2ρ − 1 ≥ 0, the noise stability term in equation (12) is maximized when f is a dictator, in which case its noise stability is (2ρ − 1). This means that Pr[f (x) = h( x)] ≤ 1/2 + ρ/2, which is the upper bound we wanted. Furthermore, by Proposition 6.3, when 1/2 < ρ < 1, this value is attained only by dictators and negated dictators, because they uniquely maximize the noise stability term.
NICD with blocks
In the last section, we talked about the natural NICD test in which the functions do not have blocks. Unfortunately, due to the hardness of approximation setting, when constructing tests, we often have no choice but to ensure that the functions and strings used are blocked. This is somewhat of a pain for the analysis, and it would be nice if we could just ignore the blocks and have our results go through anyway. Indeed, Proposition 5.9 showed a method for removing blocks from tests, provided those tests involve folded functions. This leaves open the case of tests involving balanced functions, such as the NICD-Test(ρ). Let NICD-Test(ρ) d be the "blocked" version of NICD-Test(ρ), in which f has domain {−1, 1} dK (and is still balanced), h has domain {−1, 1, * } dK , and x ∈ (Zq ∪ { * }) dK is drawn so that each block is independently * d with probabiltiy (1 − ρ) and a uniformly random element of {−1, 1} d otherwise. (One could further consider the q-ary version of the test, but for our purposes the binary case is sufficient).
As in Proposition 5.9, we may show
crucially, when we end up with f (x + ·), as in the proof of Proposition 5.9, we know that it is folded since f is folded. However, this fails when trying to prove a similar result for Opt balanced , because f (x + ·) is not necessarily balanced, even if f is. Somewhat unexpectedly, this fails for a more fundamental reason, which is that the statement
is simply false. There are balanced protocols which pass the NICD-Test(ρ) d test with much higher probability than even the best balanced protocol passes the q-NICD-Test with.
The example we have of this is the "tribes" function f : {0, 1} dK → {0, 1} of Ben-Or and Linial [BOL90] . For a given block size of d, let K be the nearest integer to (ln 2)2 d , so that the expectation of tribes is approximately 1/2. The tribes function is defined so that f (x) is 1 whenever at least one of x's blocks is all 1's, and otherwise f (x) is 0. The optimal predictor h : {0, 1, * } dK → {0, 1} does the same thing: on input z, if one of z's blocks is all 1's, then f (x) is certainly 1, so h(z) outputs 1 as well. Otherwise, it outputs 0. (Strictly speaking, the tribes function as defined here is not balanced, but it can be made so by changing its values on some o d (1) fraction of inputs; this only changes the success probability by at most o d (1).)
The analysis of the tribes protocol is relatively simple: when f (x) = 0, which happens with probability 1/2, there are no blocks of 1's for h to receive, so h( x) will be 0 as well, and the two will equal. On the other hand, when f (x) = 1, there are some blocks in x which are all 1's, and h receives each one independently with probability ρ. When there's only 1, it outputs h(x) = 1 with probability ρ, but when there are more than 1, which happens with nonzero probability, it outputs 1 with probability strictly greater than ρ. Thus, the total success probability is strictly greater than 1/2 + ρ/2, which is the success probability of the dictator strategy, which is optimal for NICD-Test(ρ). Indeed, it is easy to calculate the exact success probability of tribes.
Proposition 6.4. The NICD-Test(ρ) d is passed by the tribes strategy with probability
As K ≈ (ln 2)2 d , the success probability of tribes in the limit as d approaches infinity is 3/2 − 1/2 ρ .
At ρ = 1/2, the success probability of tribes is about 79.3%. In contrast, dictators succeed at ρ = 1/2 with probability exactly 75%. It is interesting to consider whether tribes is optimal in this setting, or if there is a protocol which does better.
2Lin(Z2) hardness
In this section, we give our hardness of approximation result for 2Lin(Z2). The test we analyze is exactly the 2Lin(Zq)-Test when q = 2, except we can pin down the soundness in this special case. Let µ d be the distribution on {−1, 1} d × { * } d which is * d with probability 1/2 and a uniformly random element of {−1, 1} d otherwise. Let π be as in Equation 3 in the case of q = 2. Then π's marginals are both µ d , however correlated. The test is:
• Draw ( x, y) ∼ π ⊗K .
• Form x ∈ {−1, 1} dK by replacing each * of x with a uniformly random element of {−1, 1}. Form y ∈ {−1, 1} dK from y similarly.
• Test either f (x) = h( x, y) or g(y) = h( x, y), each with equal probability.
We will be interested only in folded functions. The following fact is a special case of Proposition 5.4: Fact 6.5. Let f and g be matching dictators. Then Val 2Lin(Z 2 )-Test (f, g) = . Our next theorem shows that this is optimal.
Theorem 6.6. Opt folded (2Lin(Z2)-Test ) = 11 16 . Proof. By Proposition 5.9, it suffices to consider the case when d = 1. Let (f, g, h) be any strategy where f and g are folded. Consider selecting two strings x, x ∈ {−1, 1} n independently and uniformly at random, and forming x as follows:
Then clearly x is distributed according to (µ1) ⊗n , and both x and x are distributed as random "filled-in" versions of x. In addition, consider selecting two more strings y, y ∈ {−1, 1} n independently and uniformly at random, and forming y analogously to x. It is also clear that y is distributed according to (µ1) ⊗n , and both y and y are distributed as random "filled-in" versions of w. where M outputs the number of input bits in the majority. This is because whatever f (x), f (x ), g(y), and g(y ) turn out to be, h( x, y) can only agree with at most M (f (x), f (x ), g(y), g(y )) of them. By construction, x, x , y, and y are all independent of each other. We require f and g to be folded, so in particular both are balanced. As a result, f (x), f (x ), g(y), and g(y ) are distributed as independent uniformly random ±1 bits. The question remains to find the expected size of the majority of four random ±1 bits, and it is easily verified that this is . Thus, the probability that (f, g, h) passes the test is no greater than 11 16
. We invite the reader to compare this proof with the proof of Theorem 6.1 in the case of ρ = 1/2. By using Fact 6.5 and Theorem 6.6 together with Corollary 4.19, we obtain the q = 2 case of our Main Theorem (Theorem 2.6); in other words, NP-hardness of ( 
OTHER BINARY CSPS
In this section, we design and analyze binary 2-party tests which allow us to recover the best known NP-hardness results for Max-Cut, 2Sat, and 2And.
Max-Cut hardness
Our Max-Cut-Test is similar to our 2Lin(Z2)-Test, except it can no longer guarantee that the functions involved are folded. This presents a problem, as without this guarantee, f and g could both, for example, be constantly 1, in which case the 2Lin(Z2)-Test could be passed with probability 1. To handle this, our Max-Cut-Test devotes a certain fraction of its tests to ensuring that f and g "look" folded. This certain fraction is chosen so that the constantly 1 protocol is no better than the dictator protocol, and it turns out that this is sufficient for making the dictator protocol optimal. Let π be as in the 2Lin(Z2)-Test. The test is:
Max-Cut-Test
• Given functions f : {−1, 1} dK → {−1, 1}, g : {−1, 1} dK → {−1, 1}, and h : {−1, 1, * } dK ×{−1, 1, * } dK → {−1, 1}, in which f and g are folded:
• With probability 16/21, test either f (x) = h( x, y) or g(y) = h( x, y), each with equal probability.
• With the remaining 5/21 probability, test either that f (x) = f (−x) or g(y) = g(−y), each with equal probability.
In other words, the Max-Cut-Test runs the 2Lin(Z2)-Test (with inequalities) with probability 16/21, and tests folding with the remaining probability. The Max-Cut-Test doesn't fit tidily in the 2-party correlated test framework we developed in previous sections, because such tests must only test constraints which involve h. However, a natural modification to this framework, which we omit for simplicity, does cover the Max-Cut-Test. Intuitively, the "folding tests" that the Max-Cut-Test performs with probability 5/21 don't involve h or the correlated distribution π; thus, when decoupling the correlation in π, we may simply ignore these folding tests. As a result, Theorem 4.17 still holds for the Max-Cut-Test.
The following fact is easy to check:
Fact 7.1. Let f and g be matching dictators. Then Val Max-Cut-Test (f, g) = 17/21. This follows from Fact 6.5: since dictators always pass the folding test, their overall success probability is 16/21·12/16+ 5/21 · 1 = 17/21.
Consider Max-Cut-Test , the uncorrelated version of the Max-Cut-Test. In Max-Cut-Test , ( x, y) is sampled from (µ d × µ d ) ⊗K rather than π ⊗K . If f and g are dictators, they are accepted by T with probability 16/21. Our next theorem shows that this is optimal.
Theorem 7.2. Let Max-Cut-Test be the uncorrelated version of the Max-Cut-Test. Then we have Opt(Max-CutTest') = 16/21.
Proof. By an argument similar to Proposition 5.9, it suffices to consider the case when d = 1. Let (f, g, h) be any strategy. Say that θ = E[f (x)] and ν = E[g(y)]. Consider selecting two strings x, x ∈ {−1, 1} n independently and uniformly at random, and forming x as follows:
Then clearly x is distributed according to (µ1) ⊗n , and both x and x are distributed as random "filled-in" versions of x. In addition, consider selecting two more strings y, y ∈ {−1, 1} n independently and uniformly at random, and forming y analogously to x. It is also clear that y is distributed according to (µ1) ⊗n , and both y and y are distributed as random "filled-in" versions of w. Thus 
where M outputs the number of input bits in the majority. This is because whatever f (x), f (x ), g(y), and g(y ) turn out to be, h( x, y) can only disagree with at most M (f (x), f (x ), g(y), g(y )) of them. By construction, x, x , y, and y are all independent of each other. Thus, f (x) and f (x ) are distributed as mean-θ ±1 bits, g(y) and g(y ) are distributed as mean-ν ±1 bits, and all four are independent of each other. The function M can be written as original test at 4/5 and the probability of performing the
