Introduction
In Britain, in common with most Western societies, there is an increase in the number of elderly people and the structure and demands of society make it difficult for the children to look after their parents when they need care. Consequently the elderly are often sent to care homes where they are looked after by other people, or cared by their family who give up their work. In either case the cost is considerable, currently estimated as £17billion in the U.K for Alzheimer's disease alone. The introduction of smart homes is slowly becoming a promising solution for the elderly, extending the time that people can still lead an independent life. However, a majority of smart homes are reliant on humans to monitor the old people. If the monitoring is extensive it then tends to be intrusive, particularly if there were to be a reliance on visual monitoring. A possible solution is to introduce more automation and to develop intelligent algorithms to determine the intentions of old people as they carry out everyday Activities of Daily Life (ADL). This can be a complex process as people can often do more than one thing at once, for example, a person can make tea as well as make toast at the same time.
There has been substantial amount of research on smart homes and identification of ADLs, and most of the research conducted to date has mostly focused on how to find out what low level activity the elderly person is currently carrying out [1] . Some of the research conducted has focussed on using 'dense sensing' [2] , rather than relying on vision based systems. This is based on the observations that image analysis for the determination of complex behaviour can be difficult and also that vision systems can be very intrusive. In dense sensing, many individual objects (e.g. kettle, toaster) that are used in the every day activities to be monitored are tagged with wireless sensors or transponders, which transmit information to a computer via an RFID reader when the object is being used or touched. With this type of approach activities are generally represented by sequential models which consist of individual objects orders they would be used while the activity is being conducted by a user. This approach tends to work well for simple activities that follow a standard path of execution. However, the approach is not as successful in detecting activities that have more than one way of being carried out, or when the sensor readings unknown to the model for a particular activity arise. Approaches that discover models using data mining techniques [3] and use ontologies [4] In Figure 1 Whichever model has the highest probability given the observations is chosen.
One of the advantages of this approach is that even if the elderly person has not finished completing the task it is still possible for the MBHMM to determine which task is currently active. This is because the probability of being in the final state of the model is computed as each sensor reading is read. Sensor events are mapped onto a trellis (See Figure 4) where each column (TI, T2, T3... Tn) corresponds to an incoming observation and gives the probability of being in each state (step) given the incoming observation. different variations of the multiple models for Make Tea have the same emission probabilities.
5. Computing the probability of being at a particular state given the events The probability calculations are illustrated by using one of the variations of Make Tea shown in Figure 5 . After the second observation second observation 02 the conditional probability of being in a particular state given both observations can be computed recursively using:
where a2 (j, k) = bik E a,ia' (j) i p~~~= Similar formulae apply for the probability of being in each state after 3, 4,.... events. The MBHMM approach is derived from an approach that was developed by Veloso [7] . The aim of the approach developed by Veloso was automated recognition of robot behaviour. The experiments to compare the models took place in a kitchen, with non-intrusive RFID transponders being installed around the kitchen and on its cupboards and utensils, such as the kettle, dishwasher, and toaster. The data generated from the transponders was collected by a RFID reader that is the size of match box and is worn on the finger of the subject conducting the experiment. The experiment design was the same for both sets of the experiments, with the kind of HMM being the only difference. For these experiments 10 adult volunteers had been recruited from the student community to carry out the tasks. The tasks ranged from making tea to putting dishes into the dishwasher. 10 subjects were chosen as people have different ways of carrying out a particular task as so there will be variability in the sensor stream. The experiment was split into two parts. In the first part the subjects carried out each task in a prescribed order, while in the second part the subjects were asked to carry out each task in any order that they wished, and to record this order. The data was then analysed separately with the two types of HMM.
Episode Recovery Experiments

Results
The accuracy for the episode recovery experiment results was determined by a percentage of false positives and false negatives while identifying a task. Each task was performed once by each person. The left hand model in figure 6 , the states correspond to the possible tasks, and after each transition (and so observation) the system can stay in the same state (task) or move to any other task. There is only one model.
The right hand in figure 6 shows one of the many models used in the MBHMM approach. Here the states correspond to steps in a task. The Viterbi-based episode recovery experiment results (Table 1) show that a majority of tasks like "Make Tea", "Make Toast" and "Make Coffee" were correctly determined when the subjects carried out the tasks in the prescribed order. In contrast, when the subjects carried the task in the order chosen by the student then this had led to significant downfall in terms of accurately determining the task.
In the predefined order of tasks experiment, the accuracy rate for "Wash/Dry dishes" and "Have Cold Glass Water" was very low in comparison to the other tasks. This was because these tasks did not have a sensor reading which was exclusive to that task. For example, the dishwasher has a sensor that is only triggered when undertaking a dishwashing task and not for any other task. So triggering the dishwasher sensor leads to a high probability that a dishwashing task is taking place. However, the task of having a cold glass of water needed a water dispenser/cooler sensor to be triggered. This sensor event is mutually exclusive from sensors associated with all other tasks but still the accuracy rate was only 10%. This is because the other states (steps) of this task were very similar to the states of having a glass of water from the tap. Therefore, whenever the glass of water task was identified then this lead to the having cold glass of water task going unnoticed. The results from the MBHMM episode recovery experiment (Table 2 ) and Figure 6 show an improved level of accuracy for task recognition that is conducted in any state order and the results are more encouraging than the results gathered with the Viterbi based approach. 
