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ABSTRACT 
A considerable  volume of large computational computer codes 
have been developed f o r  NASA over t h e  pas t  twenty-five 
y e a r s .  
machines of an earlier generat ion.  With the emergence of the 
vec to r  supercomputer as a v i ab le ,  commercially a v a i l a b l e  
machine, an opportuni ty  e x i s t s  t o  eva lua te  opt imizat ion 
strategies t o  improve the e f f i c i e n c y  of e x i s t i n g  sof tware .  
T h i s  r e s u l t  i s  p r imar i ly  due t o  a r c h i t e c t u r a l  d i f f e r e n c e s  i n  
the la tes t  gene ra t ion  of "large-scale'' machines and the  
earlier, m o s t l y  un iprocessor ,  machines. T h i s  r e p o r t  
describes a software package being used by NASA t o  perform 
computations on large ma,trices, and describes a s t r a t e g y  f o r  
conversion t o  the Cray X-MP vector  supercomputer. 
T h i s  code rep resen t s  a lgori thms developed f o r  
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XHTEQDPCTIQE 
The FORMA (For t ran  Matrix Analysis) sof tware  package was 
developed by Martin-Marietta approximately twenty yea r s  ago. 
T h i s  package has been adapted by NASA f o r  u s e  by the F l i g h t  
Dynamics Laboratory a t  MSFC i n  solving l a r g e  s t r u c t u r e s  
response equat ions  : 
-WtM + S@= 0 I . . . . . . . . . . . . . . . . . . . . . . . .  
Where t$l = Mode 
M = Mass Matrix 
S = S t i f f n e s s  Matrix 
W = System Eigenvalues 
Where L = Load Matrix 
A ,  . . . ,  E = Constant 
T = Time  
X = Pos i t ion  
F = Forcing Function 
Maximum Dimensions = (12,000 and x 12,000) 
Typical Matrix Dimensions = (500 X 500) 
Atypical Matrix Dimensions = (5 ,000 X 5,000) 
Orig ina l  FORMA codes were adapted f o r  execut ion on t h e  
MSFC UNIVAC 1106Mul t iprocessor .  These codes have been 
"ported" t o  a next-generation UNIVAC machine, t h e n  the IBM 
3084, and  now the  Cray X-MP. Conversions were accomplished 
in a minimum of t i m e ,  but, without a t t e n t i o n  t o  optimization 
strategies regarding the h o s t  machines. T h e  Cray is 
p a r t i c u l a r l y  s e n s i t i v e  t o  v e c t o r  cons t ruc t s  w i t h i n  programs. 
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Develop and adapt specialized mathematical/engineering 
techniques or methodologies to the solution of scientific/ 
engineering problems utilizing supercomputer technology. 
Mathematical analyses and modeling of large computerized 
programs will be performed and recommendations for optimizing 
the solutions will be formulated. Oral and written reports 
will be presented/developed on research activities and 
results. 
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The Engineering Analysis and Data System (EADS) provides 
the Cray user at MSFC with a front-end to the supercomputer 
mainframe. Jobs submitted to the Cray are submitted through 
EADS. Figure 1 shows the system configuration for EADS. 
The portion of EADS which is important to Cray/FORMA 
users is shown in Figure 2. Also included as part of this 
figure are the three general areas of concern i n  optimization 


















ORIGlNAL PAGE IS 





























w i =  
































The FORMA ( F o r t r a n  Matrix Analys is )  software package 
c o n s i s t s  of t h e  fo l lowing:  
105 MATRIX ANALYSIS SUBPROGRAMS: 
o 42 A r i t h m e t i c  Subprograms 
o 45  Matrix Manipulation Subprograms 
o 12 1/0 U t i l i t y  Subprograms 
o 6 System U t i l i t y  Subprograms 
The FORMA subrou t ines  are c h a r a c t e r i z e d  by the  
a t t r i b u t e s  listed here: 
o MODULAR FORTRAN STRUCTURE 
The  average arithmetic r o u t i n e  i s  180 s t a t emen t s  
The  average matr ix  manimulation r o u t i n e  is  80 
statements 
The average 1/0 u t i l i t y  r o u t i n e  i s  30 s t a t emen t s  
The  average system u t i l i t y  r o u t i n e  i s  10 s t a t emen t s  
o ARITHMETIC STRUCTURE 
Matrices as large as 12,000 X 12,000 are processed 
by using submatr ices  of dimension 60 X 60, p l u s  
r e s idues  
o SUBPROGRAM DEPENDENCIES 
The average subprogram r e q u i r e s  5 arguments i n  call  




A l l  v e c t o r i z a t i o n  i s  p r e s e n t l y  t he  r e s u l t  of 
compiler-generated codes.  The average subprogram 
c o n t a i n s  approximately 2 v e c t o r  l oops  set up i n  t h i s  
f a s h i o n .  
The op t imiza t ion  f o r  v e c t o r  process ing  w i l l  by very 
The 
s e n s i t i v e  t o  the e x i s t i n g  FORMA subprograms; however, the  
Cray X-MP a r c h i t e c t u r e  i s  e q u a l l y  impor t an t .  F igu re  3 shows 
the basic register c o n f i g u r a t i o n  f o r  the  Cray X-MP. 
r e f e r e n c e s  a t  the conclus ion  of t h i s  r e p o r t  provide detailed 
s p e c i f i c a t i o n s  on t h e  a r c h i t e c t u r e  and COS ope ra t ing  system. 
Of  p a r t i c u l a r  importance i n  the o p t i m i z a t i o n  p rocess  i s  
the o r g a n i z a t i o n  of the 8 64-word v e c t o r  registers and 
a s s o c i a t e d  v e c t o r  f u n c t i o n a l  u n i t s .  T h e  peak computing 
speeds  achievable by the Cray are p r i n c i p a l l y  a t t r i b u t a b l e  t o  
s u s t a i n e d  v e c t o r  computations.  
The e x i s t i n g  FORMA subprograms should be analyzed f o r  
the fo l lowing  op t imiza t ion  f a c t o r s :  
o Subrou t ine / func t ion  cal ls  
o Loop i n d i c e s  and address ing  of a r r a y s  
o Order dependencies and r e c u r s i o n s  
o use of scalars i n  do  loops  
o Decis ion processed 
o Res t ruc tu r ing  do loops  
o General r u l e s  
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Each of the  opt imizat ion f a c t o r s  i s  now broken down i n t o  
a more detailed list of d o ' s  and d o n ' t s  r e l a t i v e  t o  
v e c t o r i z a t i o n :  
CHECK GENERAL RULES 
o Avoid double p rec i s ion ;  
o u se  memory i n t e r l e a v i n g ;  
o Avoid in t ege r  d i v i d e s ;  
o U s e  parentheses;  
o Avoid mixed mode express ions .  
CHECK SUBROUTINE/FUNCTION CALLS 
o I s o l a t e  non-vectorizable funct ion CALLS: 
o Separate  D) loops f o r  non-vector func t ions ;  
o Remove (nonrecursive) SUBR CALLs from DO loops; 
o U s e  s ta tement  func t ions ;  
o Convert funct ion CALLs t o  user  vec tor  func t ions .  
CHECK ORDER DEPENDENCIES-RECURSIONS: 
o Simple subsc r ip t s  h e l p  compiler t o  recognize 
vec to r i zab le  loops ;  
o Vectorize code on non-recursive loop  i n d i c e s ;  
o Recognize order--dependencies--these are recurs ions  
which can be reordered t o  remove the  dependence 
on order :  
o Truly recurs ive  ope ra t ions  should be placed i n  
s epa ra t e  DO loops ;  
o Optimize when v e c t o r i z e  i s  not poss ib l e .  
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CHECK DECISION PROCESSES: 
o Remove loop-independent I F  s t a t emen t s  from DO loop;  
o Remove I F  tests on loop i n d i c e s  and a d j u s t  l oop  bounds 
acco rd ing ly ;  
o Create s e p a r a t e  loops f o r  " low-probabi l i ty"  d e c i s i o n  
s t a t emen t s  involving l o o p  i n d i c e s ;  
o U s e  temporary v a r i a b l e  o u t s i d e  DO loop range f o r  
" low-probabi l i ty :  d e c i s i o n  s t a t emen t s ;  
o Avoid the  computed GOTO; 
o IF-THEN-ELSE i s  not v e c t o r i z a b l e ;  
o R e s t r u c t u r e  c o n d i t i o n a l  s t a t emen t s  according t o  
" d e n s i t y  of the d e c i s i o n  process"  ; 
o Perform both  ha lves  o f  c o n d i t i o n  and then  select 
proper  results (mask undesirable o n e s ) ; .  
CHECK RESTRUCTURING DO LOOPS: 
o Even i f  a d d i t i o n a l  c a l c u l a t i o n s  r e q u i r e d ,  remove 
scalar s t a t emen t s  f r o m  DO l o o p s ;  
o U s e  v e c t o r  l e n g t h  of 64 whenever p o s s i b l e ;  
o Make l o n g e r  loops  the innermost  l oops ;  
o If p o s s i b l e ,  convert  n e s t e d  DO loops  i n t o  a s i n g l e  DO 
loop;  
o Always combine DO loops  of equa l  l e n g t h ;  
o "Unro l l :  small ou te r  l o o p s ;  
o "Expand" small i n n e r  l o o p s .  
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CHECK THE USE OF SCALARS I N  DO LOOPS: 
o Check reduc t ion  f u n c t i o n s ,  which r e s u l t  i n  s c a l a r s ;  
o u s e  M I N ,  MAX, I M I N ,  IMAX f u n c t i o n s ;  
o Check do t  p roduc t s ,  which r e s u l t  i n  scalars; 
o U s e  t he  SDOT f u n c t i o n s ;  
o Check mat r ix  m u l t i p l i c a t i o n ,  whihc r e s u l t s  i n  a 
r educ t ion  from 2 matrices t o  a s i n g l e  ma t r ix ;  
o U s e  mat r ix  m u l t i p l i c a t i o n  k e r n e l  which l lows  maximum 
v e c t o r i z a t i o n  (see example); 
o Convert scalar r e c u r s i o n s  t o  v e c t o r  a r r a y s ;  
o Do not use loop  i n d i c e s  i n  loop c a l c u l a t i o n s .  
CHECK LOOP INDICES AND ADDRESSING OF ARRAYS: 
o Check i n d i r e c t  addres s ing ;  
o Avoid use of indirect address ing  i n  genera t ing  more 
compact codes ; 
o U s e  GATHERISCATTER f u n c t i o n s ;  
o Sparse matrices are except ion;  
o Whenever p o s s i b l e ,  repea ted  i n d i c e s  should have 
cons t an t  "stride" ; 
o No complicated expres s ions  for l o o p  i n d i c e s ;  
o Repeated memory r e f e r e n c e s  which differ by 8 o r  16 
l o c a t i o n s  can cause  memory bank c o n f l i c t s .  
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There a r e  seve ra l  approaches t o  accomplishing the 
conversion o f  e x i s t i n g ,  non-vectorized computer codes t o  
o b t a i n  more e f f i c i e n t  Cray X-MP programs. In t h i s  s e c t i o n ,  a 
short-term s t r a t e g y  w i l l  be suggested and an example ana lys i s  
w i l l  be discussed.  In a d d i t i o n ,  a long-term conversion 
s t r a t e g y  w i l l  be ou t l ined ,  along w i t h  a general  opt imizat ion 
procedure. 
followed 
r e s u l t s  : 
1. 
2 .  
3. 
Figure 4 i s  a flowchart of a short-term opt imizat ion 
procedure which addresses the conversion of more c r i t i ca l  
subprograms on a p r i o r i t y  basis. 
t o  t h e  FORMA sof tware package, and when the procedure i s  
T h i s  flowchart is s p e c i f i c  
f o r  a t y p i c a l  job  stream, w e  obtain the following 
FORMA routines have been classified one time (this 
s t e p  not  p a r t  of a loop)  and documented, not ing 
s e v e r a l  key parameters and b r i e f l y  descr ib ing  
func t ion .  
Typical  j ob  stream o b t a i n e d  from System Response 
Branch (ED22). T h i s  program c a l c u l a t e s  a response 
matr ix  and r equ i r e s  approximately 25 CPU-SEC t o  
execute .  
F low trace u t i l i t y  provides  
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4 .75  
the following 
Main Program 
1/0 U t i l i t y  
110 U t i l i t y  
110 U t i l i t y  
110 U t i l i t y  
[ Z I  = [ A I  * [BI + [ZJ 
[ Z I  = [ A I  * [BI 
rmax  = max [Rl 
A&+ B& + CX = 0 
47- 




1. CLASSIFY & DOCUMENT 
FORMA 
ROUTINES 
2. OBTAIN r-lTYPICAL JOB STREAM  
3. ISOLATE HIGH RUN-TIME 
PERCENTAGE SUBPROGRAMS 
I - 1  
OPTIMIZATION TECHNIQUES 
SELECTED SUBPROGRAM 
FIGURE 4. SHORT-TERM OPTIMIZATION STRATEGY 
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4. ZMULX1, ZMULT Optimization: 
Since these are similar r o u t i n e s ,  op t imiza t ion  
methods w i l l  be similar;  
Res t ruc tu re  vec tor  loops :  one i n  each;  
I s o l a t e  subrout ine calls ,  e s p e c i a l l y  110; 
U s e  of scalars i n  DO loops ;  
Vector ize  dec i s ion  p rocesses ,  i f  app ropr i a t e ;  
General  r u l e s .  
5. We s h a l l  treat t h e  d i s c u s s i o n  of block number 5 i n  
t he  opt imiza t ion  s t r a t e g y  by showing a t y p i c a l  
a n a l y s i s  process  involv ing  matrix m u l t i p l i c a t i o n .  
F i r s t ,  cons ider  t h e  "normal" matrix m u l t i p l i c a t i o n  
program segment : 
DO 10 I= l,N 
DO 10 J= l,N 
A (1,J) = 0.0 
DO 10 K= l,N 
10 A (1,J) = A(1,J) + B(1,K) * C (K,J) 
Then cons ide r  a " b e t t e r  mul t ip ly  kerne l  which al lows t h e  
Cray compiler t o  set up more e f f i c i e n t  vec tor  c a l c u l a t i o n s :  
DO 9 J=l,N 
DO 9 I-l,N 
A (I,J)=O.O 
DO 10 K=l,N 
DO 10 J=l,N 
DO 10 I=l,N 
A(I,J)=A(I,J) + B(1,K) * C(K,J) 
9 CONTINUE 
10 CONTINUE 
Notice t h a t  the vec to r i zed  code i s  not  as compact, but 
i t  al lows the Cray t o  perform two vec tor  c a l c u l a t i o n s  at  the 
innermost l o o p  of both nested-Do's.  
were found t o  be the highest-run-time subprograms i n  our 
t y p i c a l  run stream. 
s t r u c t u r e  d i scussed  above with these f i g u r e s .  
Figures  5 and 6 show the  ZMULT and ZMULXl r o u t i n e s  which 
The reader  should compare t h e  DO loop 
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c THIS I T  A SPECIAL M U L T I P L I C A T T U R S U U A O U ~ ? ~ ~ ~ D - - -  
C B Y  ZTRIE. IT PERFORMS THE OPERATION: 
C r A J * r m  = ( z l  
C T H I S  R O t J T I t I E  ALLOWS T H E  NUMBER OF ROWS I N  (6) TO BE LESS 
C THAN THF NLlMBER OF CclCUMKS I N  (A) .  
C CALLS FURKA SUBROUTINES: C H K Z E R ~ D Z E R O ~ Z B E G I N ~ Z C L E A N v Z R E D I ~ Z R E O R ,  
. __ - - - _ _ _  
. - - . . _- __ - 
7-. - _ _ _ _  -c-- __ 
C DEVELOPFD UY JOHN ADMIRE. MAY 1981. 
C IMPLEMENTED Ot4 I B M  3084 B Y  D A V I D  S. MCGHEE. MARCH 1986. 
C SUHROUTINF 4RCUMENTS (ALL I N P U T )  
C-  NMSA- - P A R T I T I O N ~ L O G T ~ ~  MATRIX  C A I -  
C NMSR - P A ~ T [ T I O N - C O G I C  I D E N T  FOR MATRIX (B). 
T-=-RJT- U A I m  tL8. 
C L I J T F Y T U "  A U N l R t -  J A N  1YU4* L L t W L b  L K A r j  
- - .- 
7 -_ __.____-_ 
- ________ .--. -
L 
C NERRDR-EX P L-A NTIU N-- 
C 1 = NUMBER OF CIILUHNS I N  ( A )  LESS THAN NUMBER OF ROWS IN ( 8 ) .  
C 3 = NUMBER OF COLUMNS I N  (81 NOT EQUAL TO NUMBER OF-COLUMNS I N  (2)- 
L 
__- - 
~ T I U M E F R Q F - K O W ~ ~ L  IU  P i -  ___ 
7. C A L L  ZREtIN(NHSArNRAtNCA~NRPA~NCPA~NRLAvNCLA~INDAvMHA) 
9. CALL  ZBEGIN(NMSZrNRZtNCZvNRPZvNCPZvNRLZvNCLZv1NDZ~nHZ) 
M. c ~ E E f T N t K f l S B W 0 3 r N L U  9 - p -  
10. ---"m z=T----- 
11. I F ( N C A  .LT. N R D )  GO TO 999 
13 IFCNRA .NE. NRZ) GO TO 999 
C .  N t- 
42. . .  CALL CHKI'ERC S Z t  NRSAv NCSB v IFZEROvKRCPRT) I 
--IFCIFZERC)-. LET-0 -;AND. INDR Pmm . GT . o  1 a7- : : 
K -  : : 
- -  . .  





50. E N D  
. .  *INDRPZ(JCPb)=-INDRPZ(JCPR) 
I F ( R T L 1  .GI. OJ 
*CALL ZWR 1 R ( SZ r KR CP3 ToKRCPRTt  INDRPZ(  JCPB 1 )  . - 
143 CONTINUE 
:----------------- 1 5 0  CALL 7 W ~ T I ( I N D R P Z ~ 2 O O v I N O Z ( I R P A ) )  
CALL ZCLt  AN(NMSZ tTNDZ;MHTI-p- 
. . -  - -_ - 
RETUt N 
-9 W ~ P t l l l R P - T H U L X l  ' r F K K K U R 1  -- 
IINF LINE-DO-LOOP-REPLACED 4 T  S i Q .  NO. 3 9 i  P=-'--mb 
F I G U R E  5 .  ZMULXl SOURCE CODE 
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1. SUI IHOI IT INF  LMULT ( N H S A t N H S D v N H S Z )  . . - __, - ._ 
4. c0-4)~ I N D ~ ~ ~ O ,  r se ibor  M)) 
2. DOUBLE P R E C I S  I O N  SA, SB t S Z t  5 t 55 
3 .  Cn'4MflN /LZ1/ INDA( 2 0 4 )  9 INDRPA(200)~MHA(lO)rSA(6~t 60) 
5. COMMON / L Z 3 /  INDZ(204)rINDRPZ(ZOO)rMHZ(lO)rSZ(6Ot6O) 
7. OATA K R C P R T / 6 0 /  
DIHFNS I O N  X(60;601-- . __ - - - __ 
I - --__ 
C 
C M A T R I X  M U L T I P L I C A T I O N  FOR P A R T I T I O N - L O G I C .  ( A )  * ( 6 )  ( 2 ) .  
c - r m r m m u ~ v  
. - - - - - .- C Z R E D R ~ Z W R T I ~ Z U R T R ~ Z Z B O M ~ O  - 
C DEVELOPED BY RL dOHLEN. AU-77. 
C L A S T  R E V I S I O N  B Y  JOHN ADMIRE. F E B  1982. 
C 
C NMSA = P A R T I T I O N - L O G I C  NAME FOR M A T R I X  ( A ) *  
- - - T W M S B  = PXRTTTTO- FOK KATRTX 1 B ) o  
C N f l S Z  = P A R T I T I O N - L O G I C  NAME FOR M A T R I X  (Z). 
C P T I E N F N T E ~ ~  3 0 ~ 4  B Y  s. m L m t t .  MARCK-TPB~. __-___ -- 
L bUU-5 [ALL I m l l  
- _ _  _- -_-___ 
~- r- __ - - __ _-_ -_ __  __ -- 
The  reader should a l s o  note t h a t  t h e  Cray compiler has 
provided p r i n t o u t  information showing a l l  program loops,  
which are very important i.n the  v e c t o r i z a t i o n  process .  The 
compiler a l so  marks each 7 . 0 0 ~  t o  inform t h e  user  of the 
v e c t o r i z a t i o n  which can be obtained,  i . e . ,  f u l l y  vec to r i zed ,  
cond i t iona l ly  vec to r i zed ,  sho r t  vector l oop ,  or  a vector  loop 
replaced by a subrout ine ca l l .  
even f o r  h ighly  modular programs, the a p p l i c a t i o n  of a11 
v e c t o r i z a t i o n  r u l e s  which have been pointed out i s  a very 
t ed ious  process .  The vec to r i z ing  compiler provided by Cray, 
CFT o r  CFT77,  performs w e l l  i n  f inding v e c t o r  cons t ruc t s ;  
however, it cannot perform as w e l l  as t h e  vec tor  programmer 
who c a r e f u l l y  examines and optimizes codes t o  f u l l y  e x p l o i t  
the  X-MP a r c h i t e c t u r e .  The following estimates conclude t h i s  
example by ca l cu la t ing  o v e r a l l  run-time improvement f o r  
RESPONS i f  the stated l e v e l s  of improvement are achieved f o r  
subprograms: 
I n  examining F i g u r e s  5 and 6 ,  it should be noted t h a t ,  
E s t i m a t e  25% improvement i n  ZMULXl 
E s t i m a t e  25% improvement i n  ZMULT 
E s t i m a t e  improvement i n  the  other  s i x  
predominant subrout ines  
T h i s  y i e l d s  and estimated ove ra l l  improvement of 
(0.25) (0.64) + (0.15) (0.29) : 0.20, 
o r  2QS improvement in a t y p i c a l  run stream. 
Figure  7 shows a long-term strategy which could be 
employed i f  a complete conversion t o  vec to r i zed  code i s  
j u s t i f i a b l e  f o r  t h e  FORMA package. T h i s  flow chart 
r e p r e s e n t s  a procedure which would be a greater expense and 
r e q u i r e s  more time, bu t  which would y i e l d  a thorough redes ign  
of t h e  s o f t w a r e .  
A gene ra l  opt imizat ion s t r a t e g y  is shown by t h e  flow 
chart of Figure 8 .  T h i s  procedure i s  independent of t h e  
s p e c i f i c  sof tware package under cons ide ra t ion .  Note t h a t  t h e  
procedure would requi re  t h e  implmentation of general  purpose 
test  and data generat ion programs t o  thoroughly test 
v e c t o r i z a t i o n  s t r a t e g i e s .  
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Optimizat ion of computer programs t o  achieve h i g h l y  
v e c t o r i z e d  codes is a ve ry  exac t ing  and time-consuming 
p r o c e s s .  It is  very much l a b o r - i n t e n s i v e  and it r e q u i r e s  
h i g h l y  s k i l l e d  personnel .  On t h e  o t h e r  hand, these are 
rather c o s t l y  a t t r ibutes  tha t  must be balanced a g a i n s t  the  
fact that  sof tware such as the FORMA r o u t i n e s  are long-term 
inves tments .  There are high i n i t i a l  c o s t s  a s soc ia t ed  w i t h  
the op t imiza t ion  p r o c e s s ,  bu t  t h e r e  are long-term advantages 
t o  reducing  CPU-minutes f o r  f r e q u e n t l y  used programs. 
T h e  FORMA sof tware  package would be an e x c e l l e n t  
c a n d i d a t e  f o r  long-term op t imiza t ion  procedures .  I f  t h i s  is  
done,  s e v e r a l  key areas would need t o  be addressed. These 
are : 
o The CFT77 compiler  should be used i n  gene ra t ing  
o b j e c t  code. In doing t h i s ,  complied codes shou ld  
be compared with previous  compi la t ions  t o  e n s u r e  the 
i n t e g r i t y  of  the  compile p rocess .  
cand ida te s  f o r  op t imiza t ion .  However, these are 
f r e q u e n t l y  used r o u t i n e s  and unique 110 speed-up 
f e a t u r e s  on t h e  Cray should be i n v e s t i g a t e d .  These 
would i n c l u d e  BUFFER IN/BUFFER OUT and unformatted 
I / O .  
o 1/0 u t i l i t y  r o u t i n e s  are not p a r t i c u l a r l y  good 
o Custom performance monitor ing r o u t i n e s  should be 
implemented. These could p rov ide  u s e r s  w i t h  a means 
t o  eas i ly  monitor  performance enhancements and t o  
monitor any d i f f e r e n c e  i n  r e s u l t s  obtained.  
o The op t imiza t ion  techniques  which are effect ive tend  
t o  be reusable; t ha t  i s ,  once l ea rned  o r  recognized ,  
t h e  same t echn iques  can g e n e r a l l y  be app l i ed  a 
number of times i n  a given so f tware  package. 
Therefore ,  the  more effective v e c t o r i z a t i o n  
techniques should  be well documented, i nc lud ing  
app l i cab le  performance s t a t i s t i c s .  
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The  Cray X-MP at NASA/MSFC r ep resen t s  a s i g n i f i c a n t  
investment i n  high-performance computing technology. As 
such, resources  t o  support  t h i s  machine are c r i t i ca l .  Those 
personnel  wr i t i ng  new programs f o r  t h e  Cray X-MP should be 
well-versed i n  good v e c t o r i z a t i o n  techniques.  
permanent staff with in-depth knowledge of vec to r i za t ion  
t o o l s  and techniques i s  important t o  the e f f e c t i v e  use of the 
present  machine, as well as f u t u r e  upgrades and 
next-generat ion machines. 
I n  a d d i t i o n ,  
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