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(Communicated by Prof. W. L. VAN DER POEL at the meeting of September 27,197s) 
In this paper we study a sequence to sequence, row finite, matrix 
method of summation. The summation method, called (L, p), is shown 
to be strongly regular in the sense of LORENTZ [3, 41. It is intimately 
related to the well known generalized Jackson operetors Lnpvp [ 131. 
Utilizing this relrttionship, we investigate the (L, p)-summability of a 
multiply (term by term) differentiated Fourier series and establish an 
asymptotic formula, giving a precise rate of convergence of this summation 
process. The results can also be interpreted in terms of simultaneous 
approximation of functions by the operators Lnpmp. 
Let p be a positive integer and let a(p)= (G,(~))~~-o be the matrix 
with the entries a,@,) defined as follows. For n= 0, we put m@) = 1 
and a&0)=0, v>l. For n>l and ~20 we define 
where 
and 
with the usual convention that 
0 ; 
=0 if a<b. Thus for v>wp-p, 
1) Except for the laet theorem, this work was done at the Department of 
Mathematics, Teohnische Hogeschool Delft, The Netherlands. 
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G”(P) = 0. The numbers ,up9), n> 1 are non-zero and in fact there exists 
a positive constant A,, independent of n, such that 
(4) p&Y”aApn’@-l, n> 1. 
This assertion will be substantiated in the next section. 
Let {s*)E0 be a sequence of real numbers. The n-th (L, p) transform 
of {a,} is defined by 
Ga,p = 2 sv h(p), n> 0. 
v-0 
A matrix method is called regular if it sums every convergent sequence 
to its limit [l, 41. A sequence {G} is said to be almost convergent if there 
exists a number s such that 
(6) tpv = &J+sv+1+ 
. ..+ev+p-l+ s 
P 
for p + 00, uniformly in Y. The number 8 is known as the generalized 
limit of {s,}. A method is defined to be strongly regular if it sums every 
almost convergent sequence to its generalized limit [3, 41. 
THEOREM 1. The method (L, p) (r, > 1) is strongly regular. 
PROOF. In (2) the largest exponent of n does not exceed 2~ - 2 and 
hence there exists a positive constant BP, independent of v and n, such 
that 
(7) IC,(p)l <BP n2p-2, n> 1, v>O. 
It follows that 
(8) ,zo laP)l~ p2 ? 
and 
(9) lim acu@)=O, v>O. 
o-+-J 
A simple rearrangement shows that 
Applying Toeplitz theorem it follows from (8)-(10) that (L, p) is a 
regular method. 
Now, as in (7), there exists a positive constant CP, independent of v 
and n, such that 
(11) 1) - 
1 
=Icw(p,)-Ga v+1(p)l 
gCpn2p-3, npl, 1~20. G pn2p-3, l ~20. 
np$p-nj-v-3 
2p-3 
Hence 
(12) vt I&W@)-%v+l(P)l< p$$+ 0, 
as n -+ co, and by the theorem of LORENTZ [4, p. 381 it follows that 
(L, p) is strongly regular. 
LEMMA 1. Let sV, v 2 0, denote the v-th partial sum of a series r’0 a, 
and let cn,P be the n-th (L, p) transform of (G}. Then 
(13) 
where 
9-l 
(14) pfcn.P)= iz (-1)’ 7 
( )( 
np+p--nj-k-l 
2p-1 > 
, n>l, k>O. 
PROOF. We have 
(15) 
e&P-9 
8v%zv@‘) = 2 8v an9@,) 
v-o v-0 
=~o(a,o~)+~nl(p)+...+annp-p~)) 
+(~i-~o)(~~i(P)+...+~n.,-,~)) 
+ (82 -&)(%2(P) + *. . + am w-dP)) 
+ . . . 
+ (&p-p - &p-p-l)% np-p(P). 
But, for k>O 
pk9’ (&k(l)) + . . . + a% np-p(p)) 
Combining (15) and (16) we obtain (13). 
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2. The operators LmP-P 
For n, p positive integers and x E R, the real line, the operators Lnpwp 
are defined by 
(17) LP-df ; 4 = -& w P 
where 
&w-p = s” 
sin 4 nt ( > 2p & --n -zig 
sin * nt 
1 f(x+t) sin 
( > 
2P 
& 
and f is a real or complex valued function integrable on the interval 
[z-n, x+z]. If f is Sn-periodic and integrable on [-n, n], Lnpep(f ; 2) 
reduces to a trigonometric polynomial of degree atmost np-p. 
With ,I.&‘~‘, n>l, k>O, as given by (14), SCHURER and STEUTEL [13, 
pp. 12-131 proved the following identity (using which (4) follows from 
a corresponding inequality for the constants Anpmp, proved by SCHURER 
[12, p. 511): 
2p (I9-9 
=pp)+2 2 pp9’ co8 kt, n, p > 1. 
k-1 
The relation between the matrix ‘3(p) and the operators Lnp-p is given 
by the following 
THEOREM 2. Let 8,(z), V> 0, denote the y-th partial sum of the 
Fourier series S(z) of a 2n-periodic integrable function f. Let a,&?(z)) 
denote the n-th (L,p) transform of {S,(z)>. Then 
The proof of Theorem 2 is a direct consequence of the identity (18) 
and Lemma 1. 
3. Borne basic results 
This section contains a few results which we shall require in the proofs 
of our main theorems. 
For positive integer values of A, we define 
(20) 
sh$nt 1 &(A; t)= - I I sin * t , n>l, tER, 
where for t = 2kn, k an integer, (20) is to be understood in a limiting sense. 
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LEMMA 2. Let A> 1 snd n>l. Then 
(21) --& 1 K,(A; t)dt< fq . * 
PROOF. We have 
s” K,(3,; t)dt 
--n 
from which (21) follows. 
LEMMA 3. Let 6 -=c n be a positive number and p, L > 1. If f is a 27~ 
periodic integrable function and x E R, then there exists a, positive number 
A, independent of n, 8, 3, and x, such that 
PROOF. We have 
j &a@; t)If(x+Wt 
-JG+l>d 
A8 n g sin- 2 J f(t)dt. 
n 
Putting A = (27cA,)-1 ye, 1 f (t)ldt, (22) follows from (4). 
The next two theorems give the basic approximation properties of the 
operators Lnpmp. These theorems are essentially obtained in [9, pp. 141-1421 
and hence their proofs are omitted. Originally, for bounded functions, 
these results are due to SCHURER [12]. 
THEOREM 3. Let f be a 2n-periodic integrable function and let z E R. 
If at the point x both the limits f(x+ ) and f(x- ) exist, then, with p> 1, 
(23) lim Lnp-p(f; cc)= f(r+)if(z-). 
n-r02 
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Further, if f is continuous at each x E [a, b] C R, then 
(24) nl;t Lw-df ; 4 = f(x) 
uniformly in x 15 [a, b]. 
THEOREM 4. Let f be a Sn-periodic integrable function and let 2 E R. 
If at the point x both the right and the left derivatives f!$~) and f!!‘(x) 
exist, then, with p> 2, 
Lnp-p (f; 4 - f(x) = 1 - 
(25) 
( Pv)fW:t”‘@, 
1 
+o 
0 2 
, n-too. 
Further, if the derivative f@(x) exists in an open interval containing the 
interval [a, b] C R and is continuous at each x E [a, b] then 
(26) Lap-p(f; x)-f(x)= 1 - ( $$)fVx)+o($ n--+w, 
uniformly in 2 E [a, b]. 
4. Summation of multiply diflerentiated Fourier series 
Let S(r)(x) denote the (term by term) r-times differentiated Fourier 
series S(x) of a Sn-periodic integrable function f. Let S!‘(x), v > 0, denote 
the v-th partial sum of S@)(x). By cn,&!Y@)(X)) we denote the n-th (L,p) 
transform of the sequence {S!‘)(x))%,, Following is our main result on 
the (L,p) summability of S(r)(x). 
THEOREM 5. Let r, and r be positive integers such that r< 2~- 2. 
Let f be a Sn-periodic integrable function. If at a point x E R both the 
right and the left derivatives f’;‘(x) and f!(x) exist, then 
(27) 
Further, if f is such that the derivative f”)(x) exists in an open interval 
containing an interval [a, b] C R and is continuous at each 2 E [a, b], then 
(28) lim ala,lp (S(r) (x)) = f(r) (x), 
11-)03 
uniformly in x E [a, a]. 
PROOF. We shall make use of the fact that an,p (S(r) (x)) = L$, (f; x). 
To prove the first part of the theorem, consider the one-sided operators 
LA-, and L;-= defined by 
(2% -G-P (f, 4 = A +p [ (ff)2’ f(x + tpt _ 
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and 
(30) 
Obviously, for an arbitrary x E R, 
(31) L&&; 5)= 1. 
Also, for each positive integer k 
(32) 1 L$& (sin kt; x) =L&+ (sin@) kt; x) -3 sin@) lcx, n -+ 00, 
by Theorem 4. Similarly 
(33) L&j?, (~0s kt; x) -+ c0dr) kx, n + 60. 
Further, the convergence in (32) and (33) is uniform with respect to 
2 E R. Results similar to (32) and (33) also hold for the operators L,&. 
From the extended Tchebycheff property of the system (1, sin t, cos t, 
sin 2t, cos 2t, . . . } it follows that there exists a trigonometric polynomial 
P,(t), depending on x, such that given an arbitrary E > 0, we oan choose 
a 6>0 (8gn) such that 
(34) 
and 
If(t)-Pr(t)I <& ShlrtT 9 X<t<x+d, 
I I 
(35) Pt” [X) = j’;’ (2). 
Hence by (32) and (33) we have 
(36) lim I&I.‘, (Pr(t); 2) = j’; (X). 
o-+00 
Similarly, there exists a trigonometric polynomial Q?(t) depending on x, 
such that given an arbitrary E > 0, we can choose a 6 > 0 (6 <n) such that 
there hold 
(37) If(t)-Qr(t)I<& SiIlry , X-d<t<X, 
I I 
(33) 
and consequently 
Q:’ (x) = j’r’ (x), 
(39) lim Li”) (QJt) ; X) = j’! (z). 
n-+00 
224 
It is clear that the two 6’s in (34) and (37) can be chosen to be the same. 
Consider the identity 
i 
(40) i 
K32p; t)=p(!!)@-ln (siny ,,; 
( 
-P(~)yfkl~)-lcos;. 
The right hand side of this identity consists of two terms. Let, in any 
term, the exponents of 
be denoted by 011, pi, and yi, respectively. Then 
(41) oL1+/%+y1<2p+1; f%,y1<1; ar1>2p-1. 
Rest of the factors of these terms are uniformly bounded with respect 
to n and t. Consider the similar expression for Kk,)(21, ; t) (nz < 2~ - 2). 
Let the corresponding exponents in any term, in this case, be denoted 
bY OLD, p,,, and y,,,, respectively. It is clear from the process of successive 
differentiation of (40) that 
(42) a,+&+ym62p+m; Pm, ym6m; h>2p--m 
and also that the rest of the factors in these terms are uniformly bounded 
with respect to n and t. 
Now, for any Sn-periodic integrable function g we have 
(43) 
Thus, in the context of (42), we can write 
i (44) I 
I 
az-,(g;4= t: -g-P j hwn(t - 2) x 
n stiW--2) g, 
2 
( > n m 
B 
( 
&.z.. -ym - 
t-x 
2 
1 
g(t)dt, m < 21, 2, 
. sm- 
2 
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where on the right hand side of (44) the sum extends over a finite number 
of terms and the functions h,,,(t -x) are uniformly bounded with respect 
to t, x and n. 
Let X+(t) and X-(t) denote the characteristic functions of the intervals 
(2, z+@ and (z-6, x), respectively. In the context of (34)-(35) and 
(37)-(38) we can write 
(45) 
and 
f(t)=P~(t)+Rl(t)X+(t)+Rz(t)(l-X+(t)), x<t<x+n, 
(46) f(t)=&r(t)+R3(t)X-(t)+R4(t)(l---(t)), x---7d<t<x, 
where each of the functions l&(t), i= 1, 2, 3,4 is supposed to vanish at 
every point where (45) or (46) does not constrain it otherwise. 
By virtue of (34) and (37) we have 
(47) I&(t)l, I&(t)1 G E sinry ,I I 
valid for all values of t. 
In the light of (44), there exists a positive number Ml, independent 
of E, such that 
i IGI$-, (wt)X+(t) +Wk(t); XI 
1 n 
jI 
t-x 
GE MI 2 Anp-p --n sinr - . 2 
, j ,  n ( t  - x )  
2 
5 
nflq sin t-x -‘I 
I I 2 
at. 
. t-x sin - 
2 
If *> r- ~/r+ 1, applying Lemma 2 and (a), we have 
= 0 
( 
n@r - &-r+Y,-l 
nW.-1 > 
= O(na,+f%+Yv2p-r) 
=0(l), by (42). 
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Otherwise, when oc,gr--yr+ 1, we have 
=0(-g log,) 
=o (1). 
Hence for some positive constant M, independent of E, we have 
(49) IL&L, (Rl(t)X+(t) +R3X-V); 41 GM&* 
Applying Lemma 3 and (44), it is easily seen that 
(50) fim Lj$-, (Rz(t)(l -X+(t))+R4(t)(l-X-(t)); x)=o’ 
9&-+00 
Now, since E>O could be chosen arbitrarily small, (27) follows from (36), 
(39), (49) and (50). 
To deduce the second part of Theorem 5, we observe that when f(r)(z) 
exists in an open interval containing the interval [a, b] and f@‘)(x) is 
continuous at each x E [a, b], the numbers 6 and M in the above proof 
can be chosen independently of x E [a, b]. Also, then (50) holds uniformly 
in x E [a, b]. Finally, as in this case the polynomials P,.(t) and &(t) can 
be chosen to be identical and to depend linearly on the values 
f(x), f’(x), - * -, /(‘-i)(x) and f@)(x), 
the uniform convergence of (28) follows. 
This completes the proof of Theorem 5. 
5. Asymptotic convergence 
Assuming that at a point x, the right and the left derivatives f’;+“‘(x) 
and f !!+2’ (x) exist, in this section we determine a precise rate of convergence 
of a,,#W(x)) to f”‘(X). 
THEOREM 6. Let p and r be positive integers with r < Zp- 4. Let f 
be a 2n-periodic integrable function. If at a point x E R, the derivatives 
f:‘“‘(x) and f(1+2) (CC) exist, then 
1 an,p (S@) (4) - f tr) (4 (51) = (l PPJ f(;+PW;f~+% +o(&), nap. 
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Further, if /(‘+2)(z) exists in an open interval containing 
[a, b] C R and is continuous at each x E [a, b] then 
(52) 
$&,p (W) (x)) -f(r) w) = ( l - !f&) f(r+2) (2) 
+o f 
0 
, n+w 
uniformly in x E [a, b]. 
PROOF. Under the assumptions of the first assertion of 
we have 
an interval 
Theorem 6, 
(53) 
and 
r+1 
f(t) = & (t - z)k f7 + (t - Lx)‘+2 m 
+o(lt-x/r+q, t -+ x+, 
1 
r+1 
f(t)= & (t-ayf? f ‘L+z’ (x) + (t - x),+2 -
(54) p+2)! +o(lt-xlr+2), t-+ -. 
For each positive integer value of k, 1~ k G r + 2, let hk(t) be a n-periodic 
r-times continuously differentiable function, coinciding with the function 
tk in a neighbourhood of the point t = 0. Then (53) and (54) remain valid 
with the functions (t -x)k, 1~ lc< r+ 2, being replaced by the functions 
&(t -x), 1 < k < r + 2, respectively. 
Integrating by parts, we obtain 
(55) \ 
=i!Y$?.!(l-5)+0(i), n-too, 
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by Theorem 4. Similarly 
and 
=y(l-5) +0(i), n+co, 
s j ~  n ( t  - x )  2 p  
2 
(  ) I  
. t - x  
hk(t - x)dt 
sin - 
2 
, n+co, k#r, l<k<r+2 
= 
r!+o 
1 
0 
;2 ' 
n+co, k=r. 
Let g(t) be the function defined by 
\ x-nC<t<x, 
and extended 2n-periodically on the whole real line. 
In view of (55)-(57), to prove (51) it is sufficient to show that 
(59) LfA-, (g(t); x)=0 5 
0 
, n+m. 
From (53) and (54) it follows that given an arbitrary E > 0, we can choose 
a sufficiently small 6> 0, such that 
Is(t)/ < E sin ‘q r+2, 
I I 
lt-xl<d. 
Hence by (44), we can find a positive number Mz, independent of E, 
(60) 
Put 
such that 
&y--s) ( 
2 
. t-x- 
sin - 
2 
dr sin - 
I I 
t -x r+2-Yr at 
2 
If h>r-yyr+3, by (4) and Lemma 2, 
sin n(t -‘) 
2 
*ink.? 
2 
01 
. t-x 
sin - 
2 
sin n(t -x) 
2 
r+2-r, 
at. 
031) 
f =O(n-2), by (42). 
If or,<r-7++3, by (4) 
(62) =O(n-3), by (42). 
If ar,=r--y,+3, by (4) 
(63) I”=,(& logn) =0 CT), by (42). 
Also, by Lemma 3, there exists a positive number Ad, not depending on n, 
such that 
i 
nA 
sin n(t -x) Or 
- s 
2 
AW-‘-P n>lt-zl>d 
x .&-x -yr 
(64) Sk t-2 
I I 2 
g(t) at 
I 
2 
< Ads1 = O(n-3). 
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From (60)-(64), since E>O is arbitrary, (59) follows. This completes the 
proof of the first assertion of Theorem 6. 
The proof of the uniformity of (52) follows from the above proof by 
similar arguments as made in the proof of the second assertion of 
Theorem 5. 
This completes the proof of Theorem 6. 
Noting that 
1 - ‘y N n-2@ > 2), n + co, &.“’ 
it follows from Theorem 6 that the rate of convergence of am),&‘) 
to f(r)(x) cannot, in general, be faster than n-s, howsoever smooth the 
tunction f may be. However, more involved considerations show that 
the technique of linear combinations [7] is applicable here. By employing 
the linear combinations of the operators Lap+, obtained in [S], the con- 
vergence to the value f(r)(z) can be substantially accelerated for sufficiently 
smooth functions. 
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