We study the localization properties of eigenvectors of the Google matrix, generated both from the World Wide Web and from the Albert-Barabási model of networks. We establish the emergence of a delocalization phase for the PageRank vector when network parameters are changed. In the phase of localized PageRank, a delocalization takes place in the complex plane of eigenvalues of the matrix, leading to delocalized relaxation modes. We argue that the efficiency of information retrieval by Google-type search is strongly affected in the phase of delocalized PageRank.
The matrix S is constructed from the adjacency matrix of the network. For a directed network of N nodes, the N × N adjacency matrix A is defined by A ij = 1 if there is a link from node j to node i, and A ij = 0 otherwise. For networks with undirected links, A is a real symmetric matrix. However, the WWW corresponds to a network with directed links and here A is not symmetric. Matrix S ij is built from A by normalizing each nonzero column through S ij = A ij / k A kj and replacing by 1/N the elements of columns with only zero elements. The matrix S can be viewed as the mathematical description of a surfer on the network. At each iteration he leaves a node by randomly choosing an outgoing link with equal probability, and in the absence of such links he goes to an arbitrary node at random. The Google matrix G defined by Eq.
(1) (with matrix E such that all E ij = 1) can be interpreted as a modification of S where with finite probability 1 − α the surfer might jump to another node at random. Usually the PRA uses α = 0.85 and we concentrate our studies on this case. The matrix G has only one maximal eigenvalue λ = 1. The corresponding PageRank eigenvector with components p j gives the stationary distribution of the random surfer over the network. All p j are positive real numbers normalized by p j = 1. All nodes in the WWW can be ordered by decreasing p j values and thus this PageRank vector is of primary importance for ordering of websites and information retrieval. The vector can be found by iterative applications of G on an initial random vector.
This PRA works efficiently due to the relatively small average number of links in the WWW. The WWW is indeed described by a very sparse adjacency matrix A, with only about ten nonzero entries per column.
Numerical studies of the PageRank vector for large subsets of the WWW have shown that it is satisfactorily described by an algebraic decay p j ∼ 1/j β where j is the ordered index, and thus the number of nodes N n with PageRank p scales as N n ∼ 1/p ν with numerical values ν = 1 + 1/β ≈ 2.1 and β ≈ 0.9 [3] . This implies that the PageRank vector is not ergodic, displaying certain localization properties over specific sites of the network. The localization properties of eigenvectors of real symmetric matrices describing various complex networks have been studied recently. For systems of small-world type it was shown that eigenvectors display a transition from localized to delocalized states when the density of long-range links is changed [4, 5] . Such delocalization transition has certain similarities with the Anderson transition for waves in systems with disorder [6] . More specific studies were performed for the symmetric adjacency matrix of the Internet network, showing that the localization of eigenvectors strongly depends on the eigenvalue location in the spectrum, and allows to identify isolated communities [7] . The global localization properties averaged over the spectrum were also recently considered in [8] for various undirected networks. The studies above were performed for symmetric adjacency matrices of undirected networks, characterized by real eigenvalues. In contrast, the Google matrix is constructed on the basis of directed links, and thus its spectrum is generally complex. We note that the case of complex spectra in quantum mechanics was studied in relation to poles of scattering problems (see e.g. [9] ) but it remains less explored than the case of real spectra.
In this Letter, we study the localization properties of the Google matrix G for models of realistic directed networks and actual subsets of the WWW. We characterize the properties of right eigenstates ψ i (Gψ i = λ i ψ i ) as a function of the complex eigenvalue λ. Special emphasis is given to the properties of the PageRank vector, which is of great importance for the Google search. Our findings show that eigenstates with complex λ are generally delocalized over the whole network. At the same time, the PageRank vector may be localized or delocalized depending on the properties of the network. Such delocalization may seriously affect the efficiency of the ranking through the PRA. We note that the PRA has recently found new types of applications e.g. for academic ranking from citation networks [10] . It is rather probable that the PRA will find broad application for classification in various types of complex networks [11] and hence, the understanding of global properties of the Google matrix becomes very important. To generate Google matrices G we use data from real subsets of the WWW, namely University networks taken from [12] . In addition, we generate networks with directed links using the Albert-Barabasi (AB) procedure [13] to construct the associated G matrix. AB networks are built by an iterative process. Starting from m nodes, at each step m links are added to the existing network with probability p, or m links are rewired with probability q, or a new node with m links is added with probability 1 − p − q. In each case the end node of new links is chosen with preferential attachment, i.e. with probability (k i + 1)/ j (k j + 1) where k i is the total number of incoming and outgoing links of node i. This mechanism generates directed networks having the small-world and scale-free properties, depending on the values of p and q. The results we display are averaged over N r random realizations of the network to improve the statistics. In our studies we chose m = 5, p = 0.2 and two values of q corresponding to scale-free (q = 0.1) and exponential (q = 0.7) regimes of link distributions (see Fig. 1 in [13] for undirected networks). For our directed networks at q = 0.1, we find properties close to the behavior for the WWW with the cumulative distribution of ingoing links showing algebraic decay P To characterize localization properties of eigenvectors ψ i , we use the Inverse Participation Ratio (IPR) defined
It gives the effective number of nodes on which an eigenstate is localized. In Fig. 1 we show the distribution of eigenvalues together with the IPR for the AB model and the WWW. In the latter case, to improve the statistics we randomize the links, keeping fixed the number of links at any given node as proposed in [14] . In all cases the spectrum consists of an isolated eigenvalue λ = 1 together with an approximately circular distribution centered at λ = 0 (a significant fraction of about 30-50% states has λ = 0). In all three cases there are circular rings of states with high IPR indicating that in this region the states become delocalized in the limit of large matrix sizes. The delocalized domain is largest for AB model at q = 0.7, where almost all states have high IPR, including the PageRank vector. By contrast, at q = 0.1 the PageRank has small IPR while large IPR appear only in a ring centered at λ = 0. We observe a similar behavior for the WWW data where the ring of delocalized states is narrower and the PageRank has even smaller IPR.
In Figs. 2-3 we study the dependence on system size N . We computed the normalized density of states W (γ) ( in both cases the density W (γ) is independent of system size, showing that we have reached the asymptotic regime of large networks. The characteristic features of the density are the appearance of a gap between γ = 0 and γ = γ c ≈ 2 − 3, followed by a sharp increase with a maximum around γ ≈ 3 − 4 and a slow decrease for larger γ. The three models have a similar structure of W (γ), with γ c being not very sensitive to the value of α. We note that the presence of α in Eq. (1) ensures that γ c ≥ γ α = 2| ln α| [2] . For α = 0.85 this gives γ α ≈ 0.33, that is significantly smaller than the numerical value of γ c . This means that all three models have an intrinsic gap that explains the stability of γ c to variations of α. It is known that for WWW networks usually γ c = γ α . Indeed, we found that for University networks taken by us from [12] most often this relation was approximately satisfied (including for LJMU). However, randomization of links following the procedure of [14] generally increases the size of the gap (see Fig. 1 ). In order to test the effect of a smaller gap on our results, we also considered a modification of the AB model where nodes are labeled by an additional "color" index, which leads to appearance of additional eigenvalues in the gap. This model gives qualitatively similar results to the models presented here and will be discussed elsewhere.
While in Figs A detailed analysis of dependence of IPR on N is shown in Fig. 4 , for PageRank and bulk states with γ > γ c . For bulk states we find that IPR grows with N as ξ ∼ N µ with µ ≈ 0.9 (AB model) and µ ≈ 0.5 (WWW data). WWW data in Fig. 4 are taken from actual links of various University networks without any randomization, which explains a stronger dispersion of data (largest not randomized case N = 13578 corresponds to the network LJMU used in Figs. 1-2) . The data definitely show that delocalization takes place in the bulk states. By contrast, the PageRank remains localized for WWW data (µ = 0.01 ≪ 1) and for AB model at q = 0.1 (µ = 0.1 ≪ 1), while for q = 0.7 the PageRank is clearly delocalized (µ = 0.8).
The distribution of the eigenvector components is shown in Fig. 5 for AB model. For q = 0.1 the PageRank is only slightly modified when N is increased by a factor of 32 showing a decay ψ 1 (j) ∼ j −β with fitted value β = 0.8, close to the WWW value β = 0.9 [3] . The cumulative PageRank distribution P c (p j ) displayed in the inset also shows a good agreement with WWW data. By contrast, for q = 0.7, the PageRank shows a flat distribution over a number of nodes which increases with system size, corresponding to a delocalization regime. The states in the bulk are delocalized for both values of q.
The obtained results show that localization properties of the PageRank vector depend on the type of networks. Even rather similar networks described by the same AB model with just one parameter changed show two qualitatively different behaviors. In one case, which is closer to scale-free networks, the localized PageRank is distributed essentially on a finite number of nodes (finite IPR) while in the other case, closer to small-world type, the delocalized PageRank is spread over a number of nodes which grows indefinitely with system size. The transition between the two regimes can be viewed as a delocalization transition in the Google matrix. Our studies show that actual WWW networks are located in the localized phase. The transition to the delocalized phase can drastically affect the efficiency of the Google search. Indeed, in the delocalized phase the PRA still efficiently converges to a well-defined PageRank vector, which is however homogeneously spread practically over the whole network. In such a situation the classification of nodes by PageRank values remains possible but gives almost no significant information. We note that this delocalization transition can take place even in presence of a large gap in the spectrum of the Google matrix. The above transition takes place for the PageRank when changing parameters of the network. For fixed parameters, we also observe a delocalization transition in the complex plane of eigenvalues λ. This means that the modes which describe relaxation to the PageRank are generally delocalized over the whole network for a broad range of relaxation rates γ. This transition is reminiscent of the Anderson transition near the mobility edge in energy eigenvalues. Further studies are required in order to fully understand the physical origins of these transitions and their dependence on the characteristics of the networks. 18 and Nr = 5) at q = 0.1 (full black) and q = 0.7 (dashed red/grey), and for LJMU non-randomized data (full red/grey). Dashed straight line indicates slope 1 − ν = −1. Logarithms are decimal.
