Let (G, H) be a symmetric pair over a p-adic field and π a discrete series representation of G. In this paper, for some type of symmetric pairs (G, H), we show that local periods in HomH(π, C) can be constructed by integrating the matrix coefficients of π over H.
Introduction
Let F be a non-archimedean local field of characteristic 0. Let G be a connected reductive group over F and H a unimodular spherical subgroup of G, which means that X = H\G is a spherical variety. Write G = G(F ) and H = H(F ).
Let π be a unitary irreducible admissible representation of G and V π the space of π. We say that π is H-distinguished if the space Hom H (π, C) is nonzero. We call elements of Hom H (π, C) local periods. If π is H-distinguished, how to explicitly construct nonzero local periods is an important question. This is part of the local theory of automorphic periods.
A natural way to construct local periods is to consider the integration of the matrix coefficients of π over H. More precisely, let Z be the split component of the center of G and Z H = Z ∩ H. Write Z H = Z H (F ). Note that if π is Hdistinguished then the restriction of the central character of π to Z H is trivial. Fix a G-invariant hermitian inner product ·, · on V π . We formally define a pairing L on V π × V π by
Note that if L is well defined then it is bi-H-invariant and the map L u given by
belongs to Hom H (π, C). If L is well defined, we denote by H (π) = {L u } u∈Vπ the subspace of Hom H (π, C). Then two natural questions arise:
1. whether L is well defined;
2. if L is well defined, whether we have H (π) = Hom H (π, C).
In this paper, we restrict ourselves to the following situations:
• either X is a symmetric space and π is a discrete series representation; Remark 1.8. When X is a strongly tempered spherical variety (cf. [SV12, §6.2] for the definition) and π is a tempered representation, the pairing L is well defined by the definition. In this case, Sakellaridis and Venkatesh [SV12, Theorem 6.4.1] showed that Hom H (π, C) is nonzero if and only if L is nonzero, by using the Plancherel decomposition of L 2 (X) with X = H\G. When (G, H) = (SO n × SO n+1 , SO n ) is in the setting of Gan-Gross-Prasad conjecture for special orthogonal groups, Ichino and Ikeda [II10, Proposition 1.1] showed that X is strongly tempered; Waldspurger [Wal12b, Théorèm 1] showed that Hom H (π, C) ≤ 1 (basing on the method of [AGRS10] ) and [Wal12a, Proposition 5.6] also proved that Hom H (π, C) is nonzero if and only if L is nonzero by a different method from that of [SV12] . Thus, in this case, H (π) = Hom H (π, C). As a consequence, under the same assumption in Theorem 1.4 or Theorem 1.5, we have the following expression (Corollary 1.11) for the spherical character Φ π,ℓ associated to ℓ ∈ Hom H (π, C). Recall that, for ℓ ∈ Hom H (π, C), the spherical character Φ π,ℓ is defined to be the distribution on G given by 
Remark 1.12. Combined with other inputs, Corollary 1.11 can be used to study the supports of spherical characters, which has potential applications in simple relative trace formula. The rest of the paper is organized as follows. In §2, some basic notions and properties that will be used in the paper are recalled. In §3, we study the very strongly discrete symmetric spaces. Some aspects of Gurevich-Offen's work will be briefly reviewed there. In order to prove Theorem 1.5, we also recall a property of supercuspidal representation (see Lemma 3.1). In §4, we prove Theorem 1.4. Our proof is motivated by those of [Wal12a, Proposition 5.6] and [BP15, Theorem 8.4 .1]. The proof of Theorem 1.5 is the same but much more easier. We leave it to the reader.
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Notations and preliminaries
Estimates Let S be a set. If f 1 and f 2 are positive functions on S, we write f 1 ≺ f 2 if there exists c > 0 such that f 1 (s) ≤ cf 2 (s) for all s ∈ S; we write f 1 ≍ f 2 if both f 1 ≺ f 2 and f 2 ≺ f 1 .
Fields Let F be a non-archimedean local field of characteristic 0. Denote by |·| F the normalized absolute value of F , and by o F the ring of integers of F .
Groups All the algebraic groups mentioned in the paper are defined over F . We use boldface letter to denote an algebraic group, and use the corresponding nonbold letter to denote the associated group of F -rational points. For an algebraic variety X over F , X = X(F ) is equipped with the natural topology induced from F , which is a locally compact totally disconnected topological space.
For a connected reductive group G, we denote by a G the real vector space
is the group of rational characters of G. We have the Harish-Chandra map
Let A 0 be a maximal split torus of G and P 0 = M 0 U 0 a minimal parabolic subgroup such that A 0 ⊂ M 0 where U 0 is the unipotent radical of P 0 and M 0 is the Levi subgroup. There is a canonical identification a 0 := a A0 ≃ a M0 . Denote H 0 = H M0 for short. Let ∆(A 0 , P 0 ) be the set of simple roots of A 0 in the Lie algebra of P 0 . Set
as functions on M KacK.
Some functions on G Let G be a connected reductive group and keep the notations as before. Fix an algebraic embedding τ : G → GL n over F . We can and do assume that K ⊂ GL n (o F ). Then a norm function · on G is given by
Set σ(g) = log g to be the log-norm function on G. We refer to [Wal03, §I.1] for the properties of σ. Especially, fixing a W G -invariant norm |·| on a 0 , where
as functions on M 0 . Also, for a compact subset ω of G, we have
as functions on G. For an algebraic (affine) variety X over F , there is a general notion of norms on X. We refer to [Kot05, §18] for the precise definitions and some important properties of norms. Let Ξ(g) be the Harish-Chandra function of G given by
( 
as functions on G.
We denote by C (G) the Schwartz-Harish-Chandra space of G, which is the space of bi-J-invariant continuous functions f on G for some open compact subgroup J of G such that for each r ∈ R
as functions on G. The space C (G) is a locally convex and compact topological vector space. We refer to [Wal03, §II.1] for the precise description of the topology on C (G).
Symmetric spaces Let G be a connected reductive group and θ a rational involution of G defined over F . Let G θ be the group of the fixed points of θ and (G θ ) 0 be the connected component of G θ containing the identity. Let H be the subgroup of G such that (
is called a symmetric pair and the geometric quotient X = H\G is called a symmetric space.
A split torus A of G is called θ-split if θ(a) = a −1 for any a ∈ A. A parabolic subgroup P of G is called a θ-parabolic subgroup if P and θ(P) are opposite parabolic subgroups. In such a case, we always take M = P ∩ θ(P) for a Levi subgroup of P, which is θ-stable. It is known that HP is open in G when P is a θ-parabolic subgroup. Let P = MU be a θ-parabolic of G and A P,θ the maximal θ-split torus of the center of M. Denote by ∆(A P,θ , P ) the set of simple roots of A P,θ in the Lie algebra of P and set
We have the relative Cartan decomposition for symmetric spaces (cf. [BO07, Theorem 1.1]): there exists a compact subset Ω of G and a finite set P of minimal θ-parabolic subgroups of G such that
Some functions on H\G Let (G, H) be a symmetric pair. We recall some functions on H\G introduced in [Lag08, §3] and their basic properties. Consider the symmetric map s : H\G → G given by s(g) = θ(g −1 )g. The following functions on H\G are all defined by the pullback of some functions on G via s.
for Hg ∈ H\G. We denote N = N 1 for short. Let P = MU be a minimal θ-parabolic subgroup of G and ω a compact subset of G. Choose a norm on |·| on a M . Then, as functions on A P,θ , we have
Also, as functions on 
as functions on H\G.
Representations Let G be a connected reductive group and Z the split component of the center of G. Let (π, V π ) be an irreducible admissible representation. The functions φ(g) = π(g)v, u on G for some v, u ∈ V π are called matrix coefficients of π. Recall that π is called supercuspidal if its matrix coefficients are compactly supported modulo Z, and π is called discrete series if it is unitary and its matrix coefficients are square-integrable on G/Z. It is known that if π is discrete series then the absolute values of all its matrix coefficients belong to the Schwartz-Harish-Chandra space C (G/Z). Now let (G, H) be a symmetric pair. For ℓ ∈ Hom H (π, C) and v ∈ V π , the generalized matrix coefficient of ℓ associated to v is defined by
which is a continuous function on H\G.
We say that π is relatively supercuspidal if its generalized matrix coefficients ϕ ℓ,v are compactly supported modulo ZH for all ℓ ∈ Hom H (π, C) and v ∈ V π . It is known that if π is supercuspidal then it is relatively supercuspidal (cf.
]).
We say that π is a relatively discrete series representation if π is unitary and 3 H-integrability and very strongly discreteness
Supercuspidal representations
Now let π be a supercuspidal representation of G. As mentioned in the introduction, in such a case, we allow X = H\G to be a wavefront spherical variety but require that G is split. If this is the case, the definition of relatively supercuspidal is the same as the case of symmetric space. Since π is supercuspidal, the matrix coefficients of π are compactly supported modulo Z and thus belong to L 1 (H/Z H ). Therefore the pairing L is well defined. To prove Theorem 1.5, we need the following lemma, which is more or less well known. We present a proof for completeness.
Lemma 3.1. If π is supercuspidal, it is relatively supercuspidal.
Proof. When X is a symmetric space, it is proved by Kato and Takano [KT08, Proposition 8.1].
When G is split and X is wavefront, the lemma follows from [SV12, Theorem 5.1.2] on asympotics of the generalized matrix coefficients. We briefly explain the reason. Given ℓ ∈ Hom H (π, C) and v ∈ V π , we simply denote f = ϕ ℓ,v . Suppose that v is in V 
Very strongly discrete symmetric spaces
Let H\G be a symmetric space. Since the absolute values of matrix coefficients of discrete series representations belong to C (G/Z), the symmetric space H\G is strongly discrete if it is very strongly discrete. As shown in the proof of [Clo89, Lemma 1], H\G is very strongly discrete if and only if the following condition is satisfied: (⋆) there exists a natural number N such that
As mentioned in Remark 1.10, a sufficient condition for strongly discreteness is obtained by Gurevich-Offen in [GO15, Corollary 5.4]. We will show that this condition is sufficient and necessary for very strongly discreteness (see Proposition 3.3). Before we explain the reason, we show some examples to illustrate the idea.
Galois pairs
Let H be a connected reductive group over F and E a quadratic separable extension of F . Let G = Res E/F (H E ) be the Weil restriction of the base change of H to E, and θ the involution on G defined by the nontrivial Galois conjugation in Gal(E/F ). Then H = G θ . We say that (G, H) is a Galois pair with respect to E/F . The global theory of automorphic period on Galois pairs were studied in [LR03] .
Proposition 3.2. Let (G, H) be a Galois pair. Then the symmetric space H\G is very strongly discrete.
Proof. The proof is analogous to that of [II10, Proposition 1.1]. For simplicity, without loss of generality, we assume that the center of H is anisotropic.
Let A 0,H be a maximal split torus of H and P 0,H a minimal parabolic subgroup of H containing A 0,H . Then there exists a maximal split torus A 0 of G which is θ-stable such that A 0,H ⊂ A 0 and a θ-stable parabolic subgroup P 1 of G such that P 0,H = P θ 1 . Let P 0 be a minimal parabolic subgroup P 0 such that A 0 ⊂ P 0 ⊂ P 1 . Let A + 0,H and A + be the subsets defined with respect to P 0,H and P 0 respectively as in §2.
As explained in [GO15, §5.1], we have the relation
Let δ 0,H , δ 0 and δ 1 be the modular characters of P 0,H , P 0 and P 1 respectively. Then we have the relation (cf. [LR03, Lemma 2.5.1])
Now let Ξ be the Harish-Chandra function of G defined with respect to P 0 and A 0 -good maximal compact subgroup K. Fix an A 0,H -good maximal compact subgroup K H of H. Then by Cartan decomposition (4) and relations (3), (5) and (7), to show (⋆), it suffices to show that there exists a natural number N such that the following series is convergent:
By the relation (15), such N does exist.
Other cases
For a general symmetric space H\G, it is known that we can always find such a data: a maximal split torus A 0,H of H, a minimal parabolic subgroup
, and a minimal parabolic subgroup P 0 such that A 0 ⊂ P 0 ⊂ P 1 .
Suppose that the symmetric space H\G satisfies the following assumption 
Then, by the same arguments as in the case of Galois pairs, we can show that H\G is very strongly discrete. For example, the reader can check that the symmetric pair (GL 2n (F ), GL n (E)) satisfies the assumption (17).
General cases
In general the condition (17) is not always satisfied. Now we review some part of Gurevich-Offen's work [GO15] . Then, also by the same arguments as in the case of Galois pairs, we can show that the condition (⋆) holds if and only if there exists N ∈ N such that the following series is convergent for each n ∈ N H\G :
which is equivalent to 
Proof of Theorem 1.4
From now on, let H\G be a very strongly discrete symmetric space. For simplicity but without loss of generality, we assume that the center of G is anisotropic.
Lemma 4.1. Let A be a θ-split torus of G. Then as functions on H × A, we have 1 + σ(ha) ≍ 1 + σ(h) + σ(a).
Proof. Consider the natural map
Let T = H ∩ A, which is a finite group. Then p is a composition of the quotient map
where the action of T on H × A is t · (h, a) = (ht, t −1 a). Since τ is a finite morphism, the map p is also a finite morphism. Note that σ(h) + σ(a) is a log-norm on H × A and σ(ha) is the pullback by p of the log-norm σ on G. Therefore, by [Kot05, Proposition 18 .1], as functions on H × A, 1 + σ(ha) and 1 + σ(h) + σ(a) are equivalent. Proof. By Lemma 4.1, we have for any d ∈ N
(1 + σ(ha))
LetP be the opposite of P . Let C 1 ⊂ H, C 2 ⊂P be some compact neighborhoods of the identity.
Since HP is open in G, there exists a compact neighborhood of the identity
Note that there is a compact set C such that a −1 C 2 a ⊂ C for any a ∈ A + . Therefore there exists d ∈ N big enough such that for any k = c 1 c 2 ∈ C K with c 1 ∈ C 1 , c 2 ∈ C 2 , we have
Therefore, by (6), we have
which completes the proof.
Lemma 4.3. Let π be a discrete series representation of G. Then for any generalized matrix coefficient ϕ and matrix coefficient φ of π, the integral
is absolutely convergent.
Proof. We have to show that the integral
is absolutely convergent. Consider the relative Cartan decomposition (9). Let P ∈ P and A = A P,θ . Choose a maximal split torus A 0 of G and a minimal parabolic subgroup P 0 of G such that A ⊂ A 0 ⊂ P 0 ⊂ P. It suffices to show that
is absolutely convergent. Since π is discrete series, it is also relatively discrete series. Therefore the generalized matrix coefficient ϕ belongs to C (H\G). Thus, for any d ∈ N, we have
Since H\G is very strongly discrete and π is discrete series, by Lemma 4.2, for the inner integral we have
Hence it suffices to show that, for some d ∈ N big enough, the integral
According to (5) and (11), there exists
The rest of the proof is the same as that of [DH14, Lemma 2.1].
Let π be a discrete series representation of G. Now we define an hermitian inner product (·, ·) on Hom H (π, C). Denote byπ the complex conjugate of π. For ℓ 1 , ℓ 2 ∈ Hom H (π, C) and v, v ′ ∈ V π , the following integral is well defined:
v, v 
It is obvious that (·, ·) is an hermitian inner product on Hom H (π, C).
Proof of Theorem 1.4. Let H (π) ⊥ be the orthogonal complement of H (π) in Hom H (π, C) with respect to the inner product (·, ·) defined as (18). By [Del10, Theorem 4.5] we have dim Hom H (π, C) < ∞ for any irreducible admissible representation π. Hence, to show H (π) = Hom H (π, C), it suffices to show that H (π) ⊥ is zero. Suppose that H (π)
⊥ is nonzero and choose a nonzero element ℓ of H (π) ⊥ . We will show that there exists a vector v 0 in V π so that (ℓ, L v0 ) = 0, which is a contradiction. For u, v ∈ V π , set φ(g) = π(g)v, u for the matrix coefficient associated to u, v. Therefore, (L v0 , ℓ) = 0, which completes the proof.
