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DEPTH REDUCTIONS FOR ASSOCIATORS
DAVID JAROSSAY
Abstract. We prove that certain coefficients of associators can be expressed in terms of coefficients of
lower depth, with applications to real and p-adic multiple zeta values.
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0. Introduction
The notion of associator has been defined in [Dr], in relation to the notion of a quasi-triangular quasi-
Hopf algebra. For K a field of characteristic 0, and µ ∈ K, one has an affine scheme Mµ of associators
with parameter µ. One also has an algebraic group GRT1, such that Mµ is a torsor under that group,
and one has GRT1 =M0.
Associators have different incarnations and interpretations. The one which motivates this paper is the
associator whose coefficients are multiple zeta values, and its p-adic analogues.
Multiple zeta values (MZV’s) are the following real numbers : for any positive integers d and ni
(1 ≤ i ≤ d) such that nd ≥ 2,
(0.1) ζ(n1, . . . , nd) =
∑
0<m1<···<md
1
mn11 · · ·m
nd
d
.
One says that (n1, . . . , nd) has weight n = n1 + · · · + nd and depth d. Denoting by (ǫn, . . . , ǫ1) =
(0, . . . , 0︸ ︷︷ ︸
nd−1
, 1, . . . , 0, . . . , 0︸ ︷︷ ︸
n1−1
, 1), we have
1
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(0.2) ζ(n1, . . . , nd) = (−1)
d
∫ 1
tn=0
dtn
tn − ǫn
· · ·
∫ t2
t1=0
dt1
t1 − ǫ1
.
The integral expression in (0.1) shows that MZV’s are Betti - De Rham periods of the pro-unipotent
fundamental groupoid (πun1 ) of M0,4 = P
1 \ {0, 1,∞}, [DG] §5.16.
p-adic multiple zeta values (pMZV’s) are numbers ζp,α(n1, . . . , nd) ∈ Qp (α ∈ (Z∪{±∞})\{0}) defined
as certain p-adic analogues of the integrals (0.1) ([F1], [F2], [DG], [U1], [J1] [J3]). They are reductions
of p-adic periods of πun1 (P
1 \ {0, 1,∞}) [Yam].
According to the conjecture of periods, the structure of the Q-algebra generated by MZV’s resp.
pMZV’s is encoded in the motivic nature of πun1 (P
1 \ {0, 1,∞}) in the sense of [DG], and the polynomial
equations over Q satisfied by pMZV’s are those satisfied by MZV’s modulo the ideal (ζ(2)).
For any ring R, let R〈〈e0, e1〉〉 be the R-algebra of formal power series on the non-commuting variables
e0, e1 with coefficients in R. For any f ∈ R〈〈e0, e1〉〉, and any word w on {e0, e1}, we denote by f [w]
the coefficient of w in f , i.e. we have f =
∑
w word
f [w]w. We have an associator ΦKZ ∈ M2pii(R) ⊂
R〈〈e0, e1〉〉 ([Dr] §2, [DG], §5.16) such that for all integers d and ni (1 ≤ i ≤ d) we have ζ(n1, . . . , nd) =
(−1)dΦKZ[e
nd−1
0 e1 · · · e
n1−1
0 e1]. Similarly, for each α ∈ (Z∪{±∞})\{0}, we have a degenerated associator
Φp,α ∈ GRT1(Qp) ⊂ Qp〈〈e0, e1〉〉, such that ζp,α(n1, . . . , nd) = (−1)
dΦp,α[e
nd−1
0 e1 · · · e
n1−1
0 e1]. The fact
that Φp,α ∈ GRT1(Qp) follows from [U2] and [F2], Proposition 3.1.
The fact that ΦKZ is in M2pii(R), resp. Φp,α is in GRT1(Qp) amounts to polynomial equations over
Q satisfied by MZV’s resp. pMZV’s, and it is conjectured that they generate the ideal of all polynomial
equations over Q satisfied by MZV’s resp. pMZV’s.
We say that a Q-linear combination of MZV’s of depth d has a depth reduction if it is in the Q[2πi]-
algebra generated by MZV’s of depth < d. The simplest example is the following famous formula due to
Euler :
(0.3) ∀n ≥ 1, ζ(2n) =
(−1)n+1B2n(2π)
2n
2(2n)!
.
The p-adic analogue of (0.3) is that ∀n ≥ 1, ζp,α(2n) = 0. Given a general associator Φ ∈ Mµ(K), the
notion of depth reduction for the coefficients of Φ is defined in the same way with µ instead of 2πi.
To our knowledge, associator equations are generally not used to deal with depth reductions because
it is considered that the associator equations are not adapted to the depth filtration. In this paper, we
reformulate part of the associator equations in a way which is inspired by computations on p-adic MZV’s
and which is adapted to the depth filtration in a certain sense. As a consequence, we prove two families
of depth reductions :
Theorem. Let Φ be an associator and let any positive integers d and ni (1 ≤ i ≤ d). We have :
(i) Φ[end−10 e1 · · · e
n1−1
0 e1] + (−1)
nd+···+n1Φ[en1−10 e1 · · · e
nd−1
0 e1] admits a depth reduction.
(ii) If n1 + · · ·+ nd − d is odd, then Φ[e
n1−1
0 e1 · · · e
nd−1
0 e1] admits a depth reduction.
This theorem can also be obtained by combining the fact that these depth reductions hold for solu-
tions to the double shuffle equations [IKZ] [Y], and the fact that associator satisfy the double shuffle
relations [F3]. The present proof is more direct. Moreover, we provide information on the rational co-
efficients in these depth reductions : they are compatible with the integral structure on the crystalline
realization of πun1 (P
1 \ {0, 1,∞}). The d = 1 case of (ii) is Euler’s formula (0.3). The (i) can be written
in terms of adjoint multiple zeta values in the sense of [J4], and has an application to the problem of
writing the reduction modulo large primes of p-adic multiple zeta values in terms of finite multiple zeta
values (see §4.1). We call (i) the adjoint depth reduction and (ii) is the parity depth reduction. We review
definitions in §1, we write preliminary computations in §2, we treat the case of GRT1 = M0 in §3 and
applications to pMZV’s in §4, and we treat the case of Mµ with µ 6= 0 in §5.
Acknowledgments. I thank Benjamin Enriquez and Erik Panzer for discussions. This work has been
done at Université Paris Diderot with support of ERC grant n◦257638, at Université de Strasbourg with
support of Labex IRMIA, and at Université de Genève with support of NCCR SwissMAP.
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1. Definitions and notations
For convenience, we will write our computations on associators in terms of the De Rham pro-unipotent
fundamental groupoid (πun,DR1 ) of P
1 \ {0, 1,∞} at the canonical base-point.
1.1. The De Rham pro-unipotent fundamental groupoid of M0,4 and M0,5.
1.1.1. Generalities. Let a smooth algebraic variety X = X \D over a field K of characteristic 0, where X
is projective and smooth and D is a normal crossings divisor ; πun,DR1 (X) is the groupoid in affine schemes
over X defined as the fundamental groupoid associated with the Tannakian category of vector bundles
with integrable connection with logarithmic singularity at D and which are unipotent ([D], §10.27, §10.30
(ii)).
Let M0,4 = P
1 \ {0, 1,∞}, and M0,5 = {(y1, y2) ∈ (P
1 \ {0, 1,∞})2 | y1 6= y2}. For X = M0,4 or
X =M0,5, let ωDR be the canonical base-point of π
un,DR
1 (X), in the sense of [D], §12.4, which is defined by
[D], §12.1. For any base-points x,y, we have an isomorphism of schemes πun,DR1 (X,x, y) ≃ π
un,DR
1 (X,ωDR)
and these isomorphisms are compatible with the groupoid structure.
By [D], §12.8, πun,DR1 (M0,4, ωDR) is the exponential of the pro-nilpotent Lie algebra over Q defined
by the generators e0, e1, e∞ and the relation e0 + e1 + e∞ = 0, i.e. freely generated by e0, e1 ; and the
group scheme πun,DR1 (M0,5, ωDR) is the exponential of the pro-nilpotent Lie algebra over Q defined by
the generators ei,j , 1 ≤ i, j ≤ 4, and the relations eii = 0, eji = eij , [ejk+ejl, ekl] = 0 if j, k, l are pairwise
distinct, and [eij , ekl] = 0 if i, j, k, l are pairwise distinct.
1.1.2. More details on πun,DR1 (M0,4, ωDR). Following [DG], §5, we denote by Π = π
un,DR
1 (M0,4, ωDR).
We will do most of our computations in terms of Π.
We have Π = Spec(Ox) where Ox is the shuffle Hopf algebra on the alphabet {e0, e1}. As a vector
space, Ox admits as a basis the set of words on {e0, e1}. We denote the empty word by 1. We take
the convention to read words from the right to the left. The number of letters of the words on {e0, e1}
is called their weight ; it defines a grading on Ox . The product x is the shuffle product, defined by
ein+n′ · · · ein+1 x ein · · · ei1 =
∑
σ eiσ−1(n+n′) · · · eiσ−1(1) where the sum is over the permutations σ such
that σ(1) < · · · < σ(n) and σ(n+ 1) < · · · < σ(n+ n′) ; the coproduct is defined by the deconcatenation
of words ; the antipode is defined by S : ein · · · ei1 7→ (−1)
nei1 · · · ein ; the counit is the augmentation
map. We have :
(1.1) Π(K) = {f ∈ K〈〈e0, e1〉〉 | for all words w,w
′, f [w x w′] = f [w]f [w′], and f [1] = 1},
(1.2) LieΠ(K) = {f ∈ K〈〈e0, e1〉〉 | for all non-empty words w,w
′, f [w x w′] = 0}.
The equation on f in (1.1) resp. (1.2) is called the shuffle equation, resp. the shuffle equation modulo
products.
We usually write a word on {e0, e1} in the form e
nd−1
0 e1 · · · e
n1−1
0 e1e
n0−1
0 ; for most computations
we can consider only words such that n0 = 1 and nd ≥ 2. For short we will often denote a word
end−10 e1 · · · e
n1−1
0 e1e
n0−1
0 by e
nd−1,...,n0−1.
We denote by Π˜ the subgroup scheme of Π defined by the equations f [e0] = f [e1] = 0.
1.2. Associators. We review a few definitions and properties from [Dr]. LetK be a field of characteristic
0 and µ ∈ K.
1.2.1. Mµ. ([Dr], beginning of §5 and just after (5.3)) The scheme of associators with parameter µ is the
subscheme Mµ of Π˜ whose points are elements Φ satisfying the following equations in π
un,DR
1 (M0,5, ωDR)
:
(1.3) Φ(e12, e23 + e24)Φ(e13 + e23, e34) = Φ(e23, e34)Φ(e12 + e13, e24 + e34)Φ(e12, e23),
(1.4) e
µe13
2 Φ(e13, e12)e
µe12
2 Φ(e31, e12)e
µe13
2 Φ(e23, e31) = e
µ(e12+e23+e31)
2 ,
(1.5) Φ(e12, e23)Φ(e23, e12) = 1.
Equations (1.3), (1.4) and (1.5) are called, respectively, the pentagon, hexagon and duality equations.
We have, if µ 6= 0, Φ(e0, e1) ∈Mµ(K)⇔ Φ(
1
µ
e0,
1
µ
e1) ∈M1(K).
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1.2.2. GRT1. ([Dr], (5.12) to (5.15)) The graded Grothendieck-Teichmüller group is the subscheme GRT1
of Π˜ whose points are elements Φ satisfying the following equations in Π, resp. πun,DR1 (M0,5, ωDR) :
(1.6) Φ(e0, e1)Φ(e1, e0) = 1,
(1.7) Φ(e∞, e0)Φ(e1, e∞)Φ(e0, e1) = 1,
(1.8) Φ(e12, e23 + e24)Φ(e13 + e23, e34) = Φ(e23, e34)Φ(e12 + e13, e24 + e34)Φ(e12, e23),
(1.9) e0 +Φ
−1(e0, e1)e1Φ(e0, e1) + Φ(e0, e∞)
−1e∞Φ(e0, e∞) = 0.
Equations (1.6), (1.7), (1.8), (1.9) are called, respectively the 2-cycle or duality, 3-cycle, 5-cycle or
pentagon equation, and the equation of special automorphisms.
1.2.3. Torsor structure. Equations (1.6), (1.7) and (1.8) imply (1.9), and GRT1 =M0 ([Dr], Proposition
5.9). GRT1 is a group scheme with the Ihara product defined by (g2◦g1)(e0, e1) = g2(e0, e1)g1(e0, g
−1
2 e1g2)
([Dr], equation (5.16)), and the multiplication by the Ihara product defines an action of GRT1 on Mµ
which makes Mµ into a GRT1-torsor ([Dr], Proposition 5.5). For each µ ∈ K, an associator with
parameter µ satisfies ([AET], §5.2) :
(1.10) − Φ−1(e0, e1)e
−µe1Φ(e0, e1)e
−µe0 = e
µ
2 e0Φ(e0, e∞)
−1eµe∞Φ(e0, e∞)e
−
µ
2 e0 .
Equation (1.9) is the coefficient of degree 1 with respect to µ of equation (1.10). We take the convention
that µ has depth 0 and weight 1.
1.2.4. Equations fromM0,4. We will consider in the next parts equations expressible in terms of π
un
1 (M0,4).
In the case of GRT1, these are equations (1.6), (1.7) and (1.9). In the case of Mµ, with µ 6= 0, these are
equations (1.4) (1.5), modulo the Lie ideal generated by e12 + e23 + e31, and equation (1.10). Modulo
this ideal we will identify e12, e23, e31 to e0, e1, e∞ respectively.
2. Preliminaries
We write the compatibility between various operations on Π = Spec(Ox) and the depth filtration.
2.1. Shuffle algebra, weight and depth.
2.1.1. Around the depth filtration and the weight. Let Ox[0,d] be the vector subspace of O
x generated by
shuffle products of words of depth ≤ d. Let Ox
n,[0,d] ⊂ O
x
[0,d] the subspace of elements of weight n.
We say that a linear map f : Ox → Ox preserves the depth filtration if we have f(Ox[0,d]) ⊂ O
x
[0,d] for
any d. For such an f , we denote by grD(f) the map which associates to a word w of depth d the terms
of depth d in f(w).
On the other hand, Ox is the graded algebra ⊕
n≥0
Oxn where O
x
n is the subspace of elements of weight
n. Thus, let R = (Rn)n≥0 be an increasing ring filtration on Q. We denote by RO
x the restriction of
scalars of Ox to R, i.e. for any n ≥ 0, we allow scalars in Rn for terms in O
x
n . We will denote by Z the
constant ring filtration defined by Rn = Z for all n.
Let R such a filtration, f ∈ Π˜(K), and w ∈ Ox . We say that w admits a depth reduction for f
with coefficients in R if f [w] is in the R-algebra in the above sense generated by coefficients f [w′] with
depth(w′) < d.
2.1.2. A few consequences of the shuffle equations. Let f ∈ K〈〈e0, e1〉〉.
If for all words w, f [w x e0] = 0, then, for any positive integers d, ni (1 ≤ i ≤ d) and l, we have :
(2.1) f [end−10 e1 · · · e
n1−1
0 e1e
l
0] =
∑
l1,...,ld≥0
l1+···+ld=l
d∏
i=1
(
−ni
li
)
f [end+ld−10 e1 · · · e
n1+l1−1
0 e1].
If, for any word w, f [w x e1] = 0, then, for any word w and any positive integer l, we have :
(2.2) lf [el1e0w] + f [e
l−1
1 e0(e1 x w)] = 0.
It follows from (2.1) and (2.2) that the vector space f(Ox
n,[0,d]) is generated by the coefficients of the
form f [end−10 e1 · · · e
n1−1
0 e1] with n1 + · · ·+ nd = n and nd ≥ 2. This holds in particular for the elements
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f ∈ Π˜(K) (they satisfy (1.1)) and for the elements g−1exg with g ∈ Π(K) and x ∈ {0, 1,∞} (they satisfy
(1.2)).
2.1.3. Derivations and the shuffle product. One has derivations ∂e0 , ∂e1 , ∂˜e0 , ∂˜e1 , ∂, ∂˜ : O
x → Ox with
respect to the shuffle product, defined by
∀ words w, ∂ei(eiw) = w, ∂ei(e1−iw) = 0, ∂ei(1) = 0,
∀ words w, ∂˜ei(wei) = w, ∂˜ei(we1−i) = 0, ∂˜ei(1) = 0,
∂ = ∂e0 + ∂e1 ,
∂˜ = ∂e0 + ∂˜e1 .
The shuffle product is actually characterized by the fact that ∂e0 and ∂e1 (resp. ∂˜e0 and ∂˜e1) are deriva-
tions.
2.2. A few operations.
2.2.1. Inversion.
Lemma 2.1. The dual of the map f 7→ f−1 of Π˜(K) preserves the depth filtration and we have, for any
word w of depth > 0,
grD(f 7→ f
−1)∨(w) ≡ −w.
Proof. By (1.1), we view Π˜(K) as included in K〈〈e0, e1〉〉, in which the inversion is the one of non-
commutative power series, and the invertible elements are those of the form c(1 + ǫ), where c ∈ K \ {0}
and ǫ is in the augmentation ideal of K〈〈e0, e1〉〉. We have f [1] = 1 thus, writing f = 1− (1− f), for any
word w, we have f−1[w] =
∑
l≥1
(−1)l(1 − f)l[w] and this sum is finite. By f ∈ Π˜(K), we have f [en0 ] = 0
for any n ≥ 1, and any contribution to f−1[w] arising from (1− f)l[w] with l ≥ 2 is a shuffle polynomial
of words of depth strictly lower than the depth of w, and does not appear in grD(f 7→ f
−1)∨(w). 
2.2.2. Adjoint action. Let x ∈ {0, 1,∞} and µ ∈ K \ {0}. Consider the maps K〈〈e0, e1〉〉 → K〈〈e0, e1〉〉
defined as Ad(ei) : u 7→ u
−1eiu and Ad(e
µei ) : u 7→ u−1eµeiu. (This notation comes from our convention
to read the groupoid multiplication in πun,DR1 (P
1 \ {0, 1,∞}) from the right to the left.)
Lemma 2.2. The restrictions of Ad(ei) and Ad(e
µei) to the Π˜(K) are injective.
Proof. It is sufficient to treat for example the case where x = 1. The cases x = 0 and x =∞ are similar
and can be deduced by applying the natural isomorphisms K〈〈e1, e0〉〉 ≃ K〈〈e0, e1〉〉 and K〈〈e0, e1〉〉 ≃
K〈〈e0, e∞〉〉.
(i) Let u ∈ K〈〈e0, e1〉〉 such that u commutes to e1. Let w a word which is not of the form e
n
1 ,
n ≥ 1. It can be written in a unique way in the form e
a(w)
1 e0z, with a(w) ≥ 0 and z a word. We have
f [w] = (ue1)[we1] = (e1u)[we1] = u(∂e1(w)e1). By induction on a(w), this shows that f [w] = 0 for all
words w containing at least one letter e0. Thus u ∈ K〈〈e1〉〉. (See also [U1], §5.3).
(ii) Let u ∈ K〈〈e0, e1〉〉 such that u commutes to e
µe1 . Let a word w which contains at least one letter
e0. It can be written in a unique way in the form e
a(w)
1 ze
b(w)
1 with a(w), b(w) ≥ 0 and z a word such that
∂e1(z) = ∂˜e1(z) = 0 (i.e. z = e0 or z is of the form e0 · · · e0). We have (e
µe1 − 1)u = u(eµe1 − 1), whence
a(w)∑
l=1
µl
l! f [e
a(w)−l
1 ze
b(w)
1 ] =
b(w)∑
l′=1
µl
′
l′! f [e
a(w)
1 ze
b(w)−l′
1 ]. By induction on (a(w), b(w)) with the lexicographical
order, this shows that f [w] = 0 for all words w containing at least one letter e0, and the end of the proof
is similar to 1). Thus u ∈ K〈〈e1〉〉.
(iii) The elements of K〈〈e1〉〉 which satisfy the shuffle equation are those of the form exp(λe1) with
λ ∈ K. The only element of that type in Π˜(K) is 1. 
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2.2.3. Automorphisms induced by homographies of P1\{0, 1,∞}. The group Aut(P1\{0, 1,∞}) is isomor-
phic to S3 viewed as the group of permutations of {0, 1,∞}. Each of its elements induces, by functoriality
of πun,DR1 , an automorphism of π
un,DR
1 (P
1 \ {0, 1,∞}), and thus an automorphism of Π. We consider one
example below.
Lemma 2.3. The map (z 7→ 1
z
)∨∗ preserves the depth filtration and we have, for any word w,
grD
(
z 7→
1
z
)∨
∗
: w 7→ (−1)weight(w)−depth(w)w.
Proof. The automorphism z 7→ 1
z
of P1 \ {0, 1,∞} induces the automorphism f(e0, e1) 7→ f(e∞, e1) of Π.
The dual of f(e0, e1) 7→ f(e∞, e1) is the map w(e0, e1) 7→ w(−e0,−e0 + e1). 
The homography z 7→ z
z−1 induces the automorphism f(e0, e1) 7→ f(e0, e∞) of Π.
Notation 2.4. For any f = f(e0, e1) ∈ Π˜(K), we denote by f∞ = f(e0, e∞).
In the next sections, the idea of the proof is to reformulate certain associator equations as an equality
between modules of coefficients of Φ and of Φ∞. These are the “redundancies” in this equality which will
give the depth reductions.
3. The case of GRT1
We prove the theorem stated in the introduction for points of GRT1 =M0, which is a special case.
3.1. Elimination of the duality equation. In the one-dimensional equations of GRT1 in the sense of
§1.2.4, we eliminate equation (1.6).
Lemma 3.1. An element f ∈ Π˜(K) satisfies equations (1.6), (1.7) and (1.9) if and only if :
(3.1) f(e0, e∞) = f(e∞, e1)
−1f(e0, e1),
(3.2) − e0 − f
−1(e0, e1)e1f(e0, e1) = f(e0, e∞)
−1e∞f(e0, e∞).
Proof. Let us apply to (1.9), on the one hand, the conjugation by f−1, and, on the other hand, the
change of variables (e0, e1)→ (e1, e0). We obtain the following system of two equations
f(e0, e1)e0f(e0, e1)
−1 + e1 + f(e0, e1)f(e0, e∞)
−1e∞f(e0, e∞)f(e0, e1)
−1 = 0,
e1 + f(e1, e0)e0f(e1, e0)
−1 + f(e1, e∞)
−1e∞f(e1, e∞) = 0.
On the other hand, by Lemma 2.2, f satisfies (1.5) if and only if (f−1e1f)(e1, e0) = fe0f
−1. Moreover,
by Lemma 2.2, the map g 7→ g−1e∞g is injective. This proves that, assuming equation (1.9), f satisfies
the duality equation (1.6) if and only if f satisfies the 3-cycle equation (1.7). 
We define
l0 =
(
f(e0, e1) 7→ −f(e∞, e1)
−1f(e0, e1)
)∨
,
l˜0 =
(
f(e0, e1) 7→ −f(e0, e1)
−1e1f(e0, e1)− e0
)∨
,
l˜∞0 =
(
g(e0, e1) 7→ g(e0, e1)
−1e∞g(e0, e1)
)∨
.
With these definitions, and viewing f, f∞ as maps O
x → K, equations (3.2) and (3.1) are respectively
equivalent to
(3.3) f ◦ l˜ = f∞ ◦ l˜∞,
(3.4) f ◦ l = f∞.
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3.2. A relation between Φ and Φ∞. We now reformulate equations (3.3) and (3.4) as an equality
between modules of coefficients of Φ and Φ∞, compatible with the depth filtration, and with coefficients
in Z.
Proposition 3.2. Let Φ ∈ Π˜(K) satisfying (3.3) and (3.4). Then we have, for any non-negative integer
d :
(3.5) Φ
(
ZO
x
[0,d]
)
= Φ∞
(
ZO
x
[0,d+1]
)
.
More precisely, for any positive integers d and ni (1 ≤ i ≤ d) such that nd ≥ 2, resp. d and ni
(1 ≤ i ≤ d+ 1) such that nd+1 ≥ 2, one has the following congruences :
(3.6) Φ[end−1,...,n1−1,0] ≡ Φ∞[e
nd−2,...,n1−1,0,0] mod Φ(ZO
x
[0,d−1]),
(3.7) Φ∞[e
nd+1−2,...,n1−1,0] ≡ −Φ[end+1−1,...,n1−1] mod Φ(ZO
x
[0,d−1]).
Furthermore,
(3.8) (1 − (−1)
∑
d
i=1
ni−d)Φ[end−1,...,n1−1,0] ≡ Φ∞[e
nd−1,...,n1−1,0] mod Φ(ZO
x
[0,d−2]).
Proof. (i) By Lemma 2.1, l˜ preserves the depth filtration and we have grD l˜(w) = 0. Let us assume that
w = end−1,...,n2−1,0,0 with nd ≥ 2 ; then, more precisely, we have, l˜(w) ≡ −∂˜w mod ZO
x
[0,d−2].
(ii) By Lemma 2.1, l˜∞0 preserves the depth filtration and we have (with w = e
nd−1,...,n1−1,n0−1) :
grD l˜
∞
0 (w) = −1nd≥2∂w + 1n0≥2∂˜w. In particular, if nd ≥ 2 and n0 = 1 we have : grD l˜
∞
0 (w) = −∂w.
(iii) Let us prove the equality of modules (3.5) and the congruences (3.6) and (3.7) by induction on d.
We first prove the result for d = 0. By Φ ∈ Π˜(K) we have Φ[e0] = Φ[e1] = 0. By the definition
of Φ∞ (Notation 2.4), this implies Φ∞[e0] = Φ∞[e1] = 0. By the shuffle equation (1.1), we deduce
Φ[en0 ] = Φ∞[e
n
0 ] = 0 for any positive integer n. We apply equation (3.3) to the word e
n−1,0 with n ≥ 2.
We have (Φ−1∞ e∞Φ∞)[e
n−1,0] = −Φ∞[e
n−2,0] and (e0 +Φ
−1e1Φ)[e
n−1,0] = 0, whence Φ∞[e
n−2,0] = 0. By
the shuffle equation (1.1), we deduce Φ∞(ZO
x
[0,1]) = Φ(ZO
x
[0,0]) = 0.
Let us assume the result for d− 1. Equation (3.3) applied to a word end+1−1,...,n2−1,0,0 with nd+1 ≥ 2,
gives, by (i) and (ii),
Φ[end+1−1,...,n2−1,0] ∈ Φ∞[e
nd+1−2,...,n2−1,0,0] + Φ∞(ZO
x
[0,d]) + Φ(ZO
x
[0,d−1]);
by the induction hypothesis, Φ(ZO
x
[0,d−1]) ⊂ Φ∞(ZO
x
[0,d]) ; by definition Φ∞(ZO
x
[0,d]) ⊂ Φ∞(ZO
x
[0,d+1]) ;
whence Φ[end−1,...,n2−1,00 ] ∈ Φ∞(ZO
x
[0,d+1]) ; by §2.1.2, this implies the inclusion Φ(ZO
x
[0,d]) ⊂ Φ∞(ZO
x
[0,d+1]);
this also implies the congruence (3.6).
By equation (3.3) applied to a word end−1,...,n1−1,0 with nd ≥ 2 and (i) and (ii), we have
Φ∞
[
end+1−2,nd−1,...,n1−1,0
]
∈ −Φ[end+1−1,...,n1−1] + Φ∞(ZO
x
[0,d]) + Φ(ZO
x
[0,d−1]);
by the induction hypothesis Φ∞(ZO
x
[0,d]) ⊂ Φ(ZO
x
[0,d−1]) ; by definition, Φ(ZO
x
[0,d−1]) ⊂ Φ(ZO
x
[0,d]), whence
Φ∞
[
end−1,nd−1−1,...,n1−1,0
]
∈ Φ(ZO
x
[0,d]) ; by §2.1.2, this implies the converse inclusion Φ∞(ZO
x
[0,d+1]) ⊂
Φ(ZO
x
[0,d]) ; this also implies equation (3.7).
(iv) By Lemma 2.1 and Lemma 2.3, l0 preserves the depth filtration and we have grD l0(w) = (1 −
(−1)weight(w)−depth(w))w
(v) By (ii), (iv) and (3.5), equation (3.8) is the depth-graded version of equation (3.4). 
Remark 3.3. By the above proof, one has full equalities beyond the congruences (3.6) (3.7) (3.8) which
imply equations (3.4) and (3.3). By Lemma 3.1, they imply the one-dimensional part of the equations
of GRT1. Thus we have reformulated the one-dimensional equations of GRT1 as an equality between
modules of coefficients of Φ and Φ∞.
3.3. The adjoint depth reduction. We deduce from Proposition 3.2 the depth reduction (i) of the
Theorem for GRT1.
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Corollary 3.4. Assume that Φ satisfies equations (3.3), (3.4). Then (nd, . . . , n1)+(−1)
nd+···+n1(n1, . . . , nd)
admits a depth reduction for Φ with coefficients in Z. More precisely :
(3.9) Φ[end−1,...,n1−1,0] + (−1)nd+···+n1Φ[en1−1,...,nd−1,0]
≡ (−1)
d∑
i=1
ni ∑
l1,...,ld−1≥0
l1+···+ld−1=nd
d∏
i=1
(
−ni
li
)
Φ[en1+l1−1,...,nd−1+ld−1−1,0]
+
∑
l′2,...,l
′
d≥0
l′2+···+l
′
d=n1
d∏
i=2
(
−ni
li
)
Φ[end+ld−1,...,n2+l2−1,0] mod Φ(ZO
x
[0,d−2]).
Denoting by z = end−1,...,n1−1, the right-hand side in (3.9) is also equal to Φ[ze0]+Φ
−1[e0z] mod Φ(ZO
x
[0,d−2])
and to Φ[ze0]− Φ[e0z] mod Φ(ZO
x
[0,d−2]).
Proof. We specialize equation (3.3) to the coefficients of the form e0,nd−1,...,n1−1,0. We obtain
(Φ−1e1Φ)[e
0,nd−1,...,n1−1,0] ∈ Φ−1∞ [e
0,nd−1,...,n1−1] + Φ∞[e
nd−1,...,n1−1,0] + Φ∞(ZO
x
[0,d−1]).
Moreover, we have Φ−1∞ [e
0,nd−1,...,n1−1] = (−1)
∑
d
i=1
niΦ∞[e
n1−1,...,nd−1,0] by the formula for the antipode
of Ox (§1.1.2) and, on the other hand,
(Φ−1e1Φ)[e
0,nd−1,...,n1−1,0] ∈ Φ[end−1,...,n1−1,0] + (−1)nd+···+n1Φ[en1−1,...,nd−1,0] + Φ(ZO
x
[0,d−1]);
we express Φ∞[e
nd−1,...,n1−1,0] + (−1)
∑
d
i=1
niΦ∞[e
n1−1,...,nd−1,0] in terms of Φ in depth ≤ d− 1 by using
(3.7) and then equation (2.1). 
In the case where Φ is the generating series of pMZV’s, the numbers (Φ−1e1Φ)[e
0,nd−1,...,n1−1,0] are a
particular case of adjoint pMZV’s in the sense of [J4], Definition 1.2.1, whence our terminology adjoint
depth reduction.
3.4. The parity depth reduction. We deduce from Proposition 5.1 the depth reduction (ii) of the
Theorem for GRT1.
Corollary 3.5. Let Φ ∈ Π˜(K) satisfying equations (3.3), (3.4). Then, if n1 + · · · + nd − d is odd,
(n1, . . . , nd) admits a depth reduction for Φ, with coefficients in Z.
Proof. This is a consequence of the congruence (3.8) and the equality of modules (3.5). 
By combining the adjoint depth reduction and the parity depth reduction, we deduce :
Corollary 3.6. Let Φ ∈ Π˜(K) satisfying equations (3.3), (3.4). Then, if n1 + · · · + nd − d is odd,
(nd, . . . , n1) + (−1)
nd+···+n1(n1, . . . , nd) admits a depth reduction down to d − 2 for Φ with coefficients
in Z.
Proof. This is a consequence of Corollary 3.4 and Corollary 3.5. 
Example 3.7. In depth one and two : for any positive integers n, n1, n2,
(3.10) (Φ−1e1Φ)[e
0,n−1,0] = 0,
(3.11) (Φ−1e1Φ)[e
0,n2−1,n1−1,0] ≡ (−1)n1
(
n1 + n2
n1
)
Φ[en1+n2−1,0].
and if n1 + n2 is even then Φ[e
n1+n2−1,0] = 0.
4. Consequences on p-adic multiple zeta values
The results of §3 apply in particular when K = Qp and Φ is the generating series of p-adic multiple
zeta values. We explain two consequences of the results of §3 on p-adic multiple zeta values.
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4.1. p-adic multiple zeta values modulo p for p large and finite multiple zeta values. Let P be
the set of prime numbers. The following ring is called the ring of integers modulo infinitely large primes
[Ko]
A =
( ∏
p∈P
Z/pZ
)/(⊕
p∈P
Z/pZ
)
.
According to Kaneko and Zagier, finite multiple zeta values (fMZV’s) are the following elements of A :
for any positive integers d and ni (1 ≤ i ≤ d),
ζA(n1, . . . , nd) =
( ∑
0<m1<···<md<p
1
mn11 · · ·m
nd
d
mod p
)
p∈P
Kaneko and Zagier conjecture that the following formula defines an isomorphism between the Q-algebra
generated by finite MZV’s and the Q-algebra of generated by MZV’s moded out by the ideal (ζ(2)) :
(4.1) ζA(n1, . . . , nd) 7→
d∑
d′=0
(−1)nd′+1+···+ndζ(n1, . . . , nd′)ζ(nd, . . . , nd′+1) mod ζ(2).
Let us note that the right-hand side in (4.1) is also
(4.2) (Φ−1KZe1ΦKZ)[e
0,nd−1,...,n1−1,0] mod ζ(2).
Moreover, modulo the conjectures of periods, one can replace, in the above conjecture, MZV’s modulo
ζ(2) by p-adic MZV’s in (4.1). Akagi, Hirose and Yasuda [AHY] have proved an integrality property
of pMZV’s using the interpretation of the crystalline realization of πun1 (P
1 \ {0, 1,∞}) in terms of log-
crystalline cohomology (see also [Cha]) ; combining it with a result of [J2] they have deduced that
fMZV’s are equal to the reduction modulo large primes of a certain p-adic analogue of (4.2). This reduces
Kaneko-Zagier’s conjecture to the usual conjectures of periods for complex and p-adic MZV’s combined
to a conjecture of injectivity of the map of reduction of p-adic MZV’s “modulo infinitely large primes”.
By the main result of [Y], the numbers (4.2) generate the Q-vector space of pMZV’s. The adjoint
depth reduction of Corollary 3.4 is an alternative to Proposition 3.3 of [Y] which is the main step of the
proof in [Y]. If one is able to write algorithmically that the numbers (4.2) generate the space of pMZV’s,
then, one has an algorithm to write the reduction of pMZV’s modulo all large p’s, in terms of fMZV’s.
Example 4.1. (i) If p− 1 divides n, then
∑
0<m<p
1
mn
≡ −1 mod p and otherwise
∑
0<m<p
1
mn
≡ 0 mod p.
In particular, for any n we have ζA(n) = 0.
(ii) ([H], theorem 6.1) If p > n1 + n2, then
∑
0<m1<m2<p
1
m
n1
1 m
n2
2
≡ (−1)n2−1
(
n1+n2
n1
)Bp−n1−n2
n1+n2
mod p ≡
−1
n1+n2
(
n1+n2
n1
) ∑
0<m1<m2<p
1
m
n1+n2−1
1 m2
mod p. In particular, for any n1, n2, we have ζA(n1, n2) =
(−1)n2−1
(
n1+n2
n1
)
ζA(1, n1 + n2 − 1), and ζA(n1, n2) = 0 if n1 + n2 is even.
For p > n, by the above discussion and (3.11) the p-adic zeta value ζp,1(n) = −Φp,1[e
n−1,0] is in pnZp
and is congruent to pn
Bp−n
p−n
modulo pn+1. With our notation, for any word w, ζp,1(w) means Deligne’s
p-adic multiple zeta value ζp(w) defined in [DG], §5.28 multiplied by p
weight(w).
This can be compared to Example 3.7, with ζA(n1, . . . , nd) instead of (Φ
−1e1Φ)[e
0,nd−1,...,n1−1,0].
4.2. An algebraic property related to the pole of the Kubota-Leopoldt p-adic zeta function.
Let Lp(s, χ) be the p-adic zeta function of Kubota and Leopoldt. It is defined by a p-adic interpolations of
desingularized values of the Riemann zeta function at negative integers, which are rational numbers. By
a result of Coleman ([Co], equation (4) p. 173), we have, for all n ≥ 2, denoting Teichmüller’s character
by ω :
ζp,1(n) = p
nLp(n, ω
1−n).
Lp has a simple pole at s = 1. We are going to see that this fact has a natural expression coming from
computations on GRT1 and depth reductions. To this end, let us write the analogue of the adjoint depth
reduction (Corollary 3.4) for Φ∞ :
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Proposition 4.2. Let Φ ∈ Π˜(K) which satisfies equations (3.2) and (3.1). For any positive integers d
and ni (0 ≤ i ≤ d) and any non-negative integers rd, r0,
(4.3)
(
n0 + nd + r0 + rd − 1
n0 + nd − 1
)
Φ∞[e
nd−1+rd;nd−1−1,...,n1−1;n0−1+r0 ]
−
∑
u1,...,ud−1
ud−1+···+u1=rd+r0
d−1∏
d′=1
(
−nd′
ud′
)
Φ∞[e
nd−1;nd−1−1+ud−1,...,n1−1+u1;n0−1]
admits a depth reduction for Φ∞.
Proof. Let A˜d(Φ)(e1) = Φ
−1e1Φ− e1. Equation (3.2) can be rewritten as
(4.4) e0Φ∞ − Φ∞e0 = −(e1Φ∞ − Φ∞e1) + Φ∞A˜d(Φ)(e1).
We note that, since Φ[e0] = 0, A˜d(Φ)(e1) vanishes in depth 0 and 1. This and the equation (3.5) imply
that we have
(4.5) Φ∞A˜d(Φ)(e1)(O
x
[d]) ⊂ Φ∞(O
x
[0,d−2]).
Let a positive integer d and non-negative integers ti (1 ≤ i ≤ d). By considering the coefficient of
etd+1,td−1,...,t1,t0+1 in (4.4), we obtain
(4.6) Φ∞[e
td,td−1,...,t1,t0+1]− Φ∞[e
td+1,td−1,...,t1,t0 ] = (Φ∞A˜d(Φ)(e1))[e
td+1,td−1,...,t1,t0+1].
On the other hand, the shuffle relation Φ∞[e0 x e
td,td−1,...,t1,t0 ] = 0 gives
(4.7)
(td+1)Φ∞[e
td+1,td−1,...,t1,t0 ]+(t0+1)Φ∞[e
td,td−1,...,t1,t0+1] = −
d−1∑
d′=1
(td′+1)Φ∞[e
td,td−1,...,td′+1,...,t1,t0 ].
The linear system formed by (4.6) and (4.7) can be inverted as follows, after the change of notation which
replaces t0 by t0 − 1, resp. td by td − 1 :
(4.8)
Φ∞[e
td,...,t1,t0 ] =
d−1∑
d′=1
−(td′ + 1)
td + t0 + 1
Φ∞[e
td,...,td′+1,...,t0−1]+
td + 1
td + t0 + 1
(Φ∞A˜d(Φ)(e1))[e
td+1,td−1,...,t1,t0−1],
(4.9)
Φ∞[e
td,td−1,...,t0 ] =
d−1∑
d′=1
−(td′ + 1)
td + t0 + 1
Φ∞[e
td−1,...,td′+1,...,t0 ]−
t0 + 1
td + t0 + 1
(Φ∞A˜d(Φ)(e1))[e
td−1,td−1,...,t1,t0+1].
Let (ad,i, a0,i)0≤i≤rd+r0 be any sequence of elements of {0, . . . , rd} × {0, . . . , r0}, satisfying :{
(ad,0, a0,0) = (rd, r0) and (ad,rd+r0 , a0,rd+r0) = (0, 0)
∀i ∈ {0, . . . , rd + r0 − 1}, (ad,i+1, a0,i+1) ∈ {(ad,i − 1, a0,i), (ad,i, a0,i − 1)}
The proof follows by induction on (rd, r0) for the lexicographical order, using the the linear system
formed by (4.8), (4.9), and equation (4.5) : we apply (4.8), resp. (4.9) inductively to (td, . . . , t0) =
(nd − 1 + ad,i, nd−1 − 1, . . . , n1 − 1, n0 − 1 + ad,i) if a0,i+1 = a0,i − 1, resp. ad,i+1 = ad,i − 1. 
We can deduce from Proposition (4.2) a variant of equation (3.6) :
Corollary 4.3. Let Φ ∈ Π˜(K) which satisfies equations (3.1) and (3.2). For any positive integers d and
ni (1 ≤ i ≤ d) such that nd ≥ 2, we have
(4.10)
Φ[end−1,...,n1−1,00 ]+
1
nd − 1
∑
u1,...,ud≥0
ud+···+u1=nd−2
d∏
d′=1
(
−nd′
ud′
)
Φ∞[e
nd−2;nd−1−1+ud,...,n1−1+u2,u1,0] ∈ Φ(Ox[0,d−1]).
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Proof. Proposition 4.2, applied to nd = n0 = 1, r0 = 0 implies, after renaming rd as nd − 1:
(4.11) Φ∞[e
nd−2;nd−1−1,...,n1−1e1]
−
1
nd − 1
∑
u1,...,ud−1≥0
ud−1+···+u1=nd−2
d−1∏
d′=1
(
−nd′
ud′
)
Φ∞[e
nd−2;nd−1−1+ud−1,...,n1−1+u1;n0−1] ∈ DRedd→d−1(Φ∞).
On the other hand, by equation (3.3) and equation (3.5), we have
Φ[end−1,...,n1−1,0] + Φ(Ox[0,d−1]) = −Φ∞[e
nd−2,...,n1−1,0,0] + Φ∞(O
x
[0,d]).
Whence the result. 
Example 4.4. (i) For any integer n1 ≥ 2,
Φ[en1−1,0] =
(−1)n1−1
n1 − 1
Φ∞[e
0,n1−1,0].
(ii) For any positive integers n1, n2 such that n2 ≥ 2 and n2 + n1 is odd, we have :
Φ[en2−1,n1−1,0] =
(−1)n2−1
n2 − 1
n2−2∑
l=0
(
n− 1 + l
l
)
Φ∞[e
0,n1−1+l,n2−2+l,0] + Φ∞[e
n2−1,n1−1,0].
In the case where Φ is the non-commutative generating series Φp,−1 of pMZV’s (here the subscript −1
means that the crystalline Frobenius of πun1 (P
1\{0, 1,∞}) is replaced by its inverse), (i) and (ii) above are
written in [U1], respectively, §5.11 and §5.14 ; in (i) one can see the polar factor of the Kubota-Leopoldt
p-adic L-function, and the regular factor written in terms of Φ∞.
Applying Proposition 4.2 with nd = n0 = 1, to the right-hand side in Corollary 4.3, we can make the
formula of Corollary 4.3 more canonical : all coefficients Φ[end−10 · · · e1] with nd ≥ 2 can be written as
linear combinations of coefficients of the form Φ∞[e1 · · · e1] with some rational coefficients having “poles”
attained for certain tuples (n1, . . . , nd) satisfying nd = 1 and other conditions, and coefficients of Φ
at words of lower depth. This may be useful for studying p-adic multiple zeta values as functions of
(n1, . . . , nd) viewed as a tuple of p-adic integers.
5. The case of Mµ with µ 6= 0
We prove an analogue of the results of §3 to the scheme of associators Mµ with µ 6= 0. This finishes
the proof of the Theorem and allows to apply the results to real MZV’s.
5.1. Preliminaries. We start with the following one-dimensional associator equations, in the sense of
§1.2.4 :
(5.1) f−1(e0, e1)e
−µe1f(e0, e1)e
−µe0 = e
µ
2 e0f(e0, e∞)
−1eµe∞f(e0, e∞)e
−
µ
2 e0 ;
(5.2) f(e∞, e1)
−1e
µ
2 e1f(e0, e1)e
µ
2 e0 = e
µ
2 e∞f(e0, e∞).
We define
lµ,=
(
f(e0, e1) 7→ f(e∞, e1)
−1e
µ
2 e1f(e0, e1)e
µ
2 e0
)∨
,
l∞µ :
(
g(e0, e1) 7→ e
µ
2 e∞g(e0, e1)
)∨
,
l˜µ =
(
f(e0, e1) 7→ f
−1(e0, e1)e
−µe1f(e0, e1)e
−µe0
)∨
,
l˜∞µ =
(
g(e0, e1) 7→ e
µ
2 e0g(e0, e1)
−1eµe∞g(e0, e1)e
−
µ
2 e0
)∨
.
With these definitions, and viewing f, f∞ as maps O
x → K, equations (5.1) and (5.2) are respectively
equivalent to
(5.3) f ◦ l˜µ = f∞ ◦ l˜
∞
µ ,
(5.4) f ◦ lµ = f∞ ◦ l
∞
µ .
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5.2. A relation between Φ and Φ∞. We reformulate equations (5.3) and (5.4) as a comparison between
the modules of coefficients of Φ and Φ∞, compatible with the depth filtration.
In order to keep track of the denominators of the rational coefficients, let the ring filtration R = (Rn)n≥0
on Q[µ] defined by Rn =
∑
n1+n2≥0
n1+n2=n
1
n1!
(
µ
2
)n2
Z.
Proposition 5.1. Let Φ ∈ Π˜(K) satisfying equations (5.3), (5.4). Then we have, for any non-negative
integer d :
(5.5) Φ
(
RO
x
[0,d]
)
= Φ∞
(
RO
x
[0,d+1]
)
.
More precisely, for any positive integers d and ni (1 ≤ i ≤ d) such that nd ≥ 2, resp. ni (1 ≤ i ≤ d + 1)
such that nd+1 ≥ 2, one has the following congruences :
(5.6) − Φ[end−1,...,n1−1,0] ≡
∑
0≤n′
d
≤nd−1
1
n′d!
(
µ
2
)n′d( ∑
1≤l≤nd−1−n′d
µl−1
l!
Φ∞[e
nd−1−l−n
′
d,...,n1−1,0,0]−Φ∞[e
nd−1−n
′
d,...,n1−1,0,0]
)
mod Φ(RO
x
[0,d−1]),
(5.7) ∑
0≤n′d+1≤nd+1−1
1≤l≤nd+1−1−n
′
d+1
1
n′d+1!
(
µ
2
)n′d+1 µl−1
l!
Φ∞[e
nd+1−1−l−n
′
d+1,...,n1−1,0] ≡ −Φ[end+1−1,...,n1−1] mod Φ(RO
x
[0,d−1]).
Furthermore,
(5.8)
(1 − (−1)
∑
d
i=1
ni−d)Φ[end−1,...,n1−1,0] ≡
nd−1∑
n′=0
1
n′!
(
µ
2
)n′
Φ∞[e
nd−1−n
′,...,n1−1,0] mod Φ(RO
x
[0,d−2]).
Proof. (i) By Lemma 2.1, l˜µ preserves the depth filtration and we have grD l˜µ(w) = 0. More precisely, if
w = end−1,...,n2−1,0,0 with nd ≥ 2, we have : l˜µ(w) ≡ −µ∂˜w mod RO
x
[0,d−2],
(ii) l˜∞µ preserves the depth filtration and we have :
grD l˜
∞
µ (w) =
∑
0≤n′0≤n0−1
0≤n′d≤nd−1
(−1)n
′
0
n′
d
!n′0!
(
µ
2
)n′d+n′0( ∑
0≤l≤nd−1−n′d
µl
l! ∂
l+n′d ∂˜n
′
0w −
∑
0≤l≤n0−1−n′0
µl∂n
′
d ∂˜n
′
0+lw
)
. In
particular, if w = end−1,...,n1−1,0 with nd ≥ 2, we have :
grD l˜
∞
µ (w) =
∑
0≤n′
d
≤nd−1
1
n′
d
!
(
µ
2
)n′d( ∑
0≤l≤nd−1−n′d
µl
l! ∂
l+n′dw − ∂n
′
dw
)
(iii) Let us prove the equality of modules (5.5) by induction on d.
We prove first the result for d = 1. By the proof of Proposition 3.2, (iii), we have Φ[en0 ] = Φ∞[e
n
0 ] = 0
for any positive integer n, and Φ[e1] = Φ∞[e1] = 0. We specialize equation (5.3) to e
n−1,0 with n ≥ 2.
We obtain : 0 =
∑
l1,l2≥0
l1+l2≤n
e
µ
2 e0 [el1 ]eµe∞ [el2 ]f∞[e
n−l1−l2,0] =
∑
l1,l2≥0
l1+l2≤n
µl1+l2
2l1 l1!l2!
f∞[e
n−l1−l2,0]. Whence, by
induction on n, f∞[e
n−1,0] = 0. By §2.1.2 this implies that f∞(O
x
[0,1]) = 0.
Let us now assume the result for d− 1.
By (i), equation (5.3) specified to a word of the form end−1,...,n1−1,0,0 with nd ≥ 2 gives
Φ[end−1,...,n1−1,0] ∈
∑
0≤n′
d
≤nd−1
1
n′d!
(
µ
2
)n′d( ∑
1≤l≤nd−1−n′d
µl−1
l!
Φ∞[e
nd−1−l−n
′
d,...,n1−1,0,0]− Φ∞[e
nd−1−n
′
d,...,n1−1,0,0]
)
+Φ∞(RO
x
[0,d]) + Φ(RO
x
[0,d−1]);
the induction hypothesis implies Φ(RO
x
[0,d−1]) ⊂ Φ∞(RO
x
[0,d]) ; by definition Φ∞(RO
x
[0,d]) ⊂ Φ∞(RO
x
[0,d+1]),
whence Φ[end−1,...,n1−1,0] ∈ Φ∞(RO
x
[0,d+1]) ; by §2.1.2, this last equality implies the inclusion Φ(RO
x
[0,d]) ⊂
DEPTH REDUCTIONS FOR ASSOCIATORS 13
Φ∞(RO
x
[0,d+1]) ; and this implies the congruence (5.6).
By (ii), equation (5.3) specified to a word of the form end+1−1,...,n1−1,0 with nd+1 ≥ 2 gives
Φ∞
[ ∑
n′d+1≥0, l≥1
0≤n′d+1+l≤nd+1−1
µn
′
d+1+l
n′d!l!2
n′
d+1
end+1−1−n
′
d+1−l,nd−1,...,n1−1,0
]
∈ Φ[end+1−1,...,n1−1] + Φ∞(RO
x
[0,d]) + Φ(RO
x
[0,d−1]);
the induction hypothesis implies Φ∞(RO
x
[0,d]) ⊂ Φ(RO
x
[0,d−1]) ; by definition, Φ(RO
x
[0,d−1]) ⊂ Φ(RO
x
[0,d]),
whence Φ∞
[ ∑
n′d+1≥0, l≥1
0≤n′d+1+l≤nd+1−1
µ
n′
d+1
+l
n′
d+1
!l!2
n′
d+1
e
nd+1−1−n
′
d+1−l
0 e1e
nd−1
0 e1 · · · e
n1−1
0 e1
]
∈ Φ(RO
x
[0,d]) ; by §2.1.2,
and an induction on nd+1, this implies the converse inclusion Φ∞(RO
x
[0,d+1]) ⊂ Φ(RO
x
[0,d]) and the con-
gruence (5.7).
(iv) By Lemma 2.1 and Lemma 2.3, lµ preserves the depth filtration and we have grD lµ(w) =
n0−1∑
n′=0
(1 − (−1)weight(w)−depth(w)−n
′
) 1
n′! (
µ
2 )
n′ ∂˜n
′
w In particular, if w = end−1,...,n1−1,0 with nd ≥ 2, we
have : grD lµ(w) = (1 − (−1)
depth(w)−weight(w))w.
(v) l∞µ preserves the depth filtration and we have grD l
∞
µ (w) =
nd−1∑
n′=0
1
n′!
(
µ
2
)n′
∂n
′
w.
(vi) By (iv), (v) and the equality of modules (5.5), the congruence (5.8) is the depth-graded version
of equation (3.4). 
5.3. The adjoint depth reduction. We deduce from Proposition 5.1 the depth reduction (i) of the
Theorem for Mµ.
Corollary 5.2. Let Φ ∈ Π˜(K) satisfying equations (3.3) and (3.4). For any positive integers d and ni
(1 ≤ i ≤ d), (n1, . . . , nd) + (−1)
n1+···+nd(nd, . . . , n1) admits a depth reduction for Φ with coefficients in
R.
Proof. We specialize the equation (3.3) to the coefficients of the form e0,nd−1,...,n1−1,0. We obtain a
formula for (Φ−1e1Φ)[e
0,nd−1,...,n1−1,0] in Φ∞(O
x
[0,d]). Applying the expression of Φ∞ in depth d in terms
of Φ in depth ≤ d− 1 given by Φ ◦ l˜µ = Φ∞ ◦ l˜
∞
µ gives the result. 
5.4. The parity depth reduction. We deduce from Proposition 5.1 the depth reduction (ii) of the
Theorem for Mµ.
Corollary 5.3. Let Φ ∈ Π˜(K) satisfying equations (3.3) and (3.4). For any positive integers d and ni
(1 ≤ i ≤ d) such that n1+ · · ·+nd−d is odd, (n1, . . . , nd) admits a depth reduction for Φ, with coefficients
in R.
Proof. This follows from the equality of modules (5.5) and the congruence (5.8). 
Remark 5.4. The analogue of the parity depth reduction for Φ∞ is that, if nd + · · · + n1 − d is odd,
nd−1∑
l=0
1
l!
(
µ
2
)l
(n1, . . . , nd−1, nd − l) admits a depth reduction for Φ∞ with coefficients in R. This follows
again from equations (5.5) and (5.8).
We can combine the adjoint depth reduction and the parity depth reduction.
Corollary 5.5. Let Φ ∈ Π˜(K) satisfying equations (3.3) and (3.4). For any positive integers d and ni
(1 ≤ i ≤ d) such that (n1 + · · · + nd) − d is even, (n1, . . . , nd) + (−1)
n1+···+nd(nd, . . . , n1) has a depth
reduction down to d− 2 for Φ with coefficients in R.
Proof. Follows from Corollary 5.2 and Corollary 5.3. 
The results of §5 apply in particular when K = C, Φ is the non-commutative generating series of
multiple zeta values and µ = 2πi. The parity depth reduction for MZV’s has been proved in [Ts], §1. As
mentioned in the introduction, it was first in depth 1 and 2 by Euler. The first example in depth two is
the equality ζ(1, 2) = ζ(3). The parity depth reduction has been proved for multiple polylogarithms in
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[P]. For solutions to the double shuffle relations, the parity depth reduction was proved in [IKZ], §8, and
the adjoint depth reduction in [Y], Proposition 3.3.
One can also choose K to be the fraction field BdR of Fontaine’s ring of p-adic periods B
+
dR in which
there exists a lift of p-adic multiple zeta values by [Yam], and in which the p-adic analogue of 2πi is
non-zero and is a uniformizer ; and one takes µ to be this p-adic analogue of 2πi.
Remark 5.6. The equations obtained in §3 and §5 are compatible with the integral structure on the
log-crystalline cohomology group corresponding to πun,crys1 (P
1 \ {0, 1,∞},~11,~10), in the following sense.
By [AHY], [Cha], any p-adic multiple zeta value of weight n is in
∑
n′≥n
pn
′
n′! Zp ; assuming K = Qp in §3,
resp. K = BdR and µ equal to Fontaine’s 2πi in §5 (and p 6= 2), we see that the terms of our formulas
have the same integrality property.
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