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ABSTRACT 
Two partial orderings in the set of complex matrices are introduced by combining 
each of the conditions A*A = A*B and AA* = BA*, which define the star partial 
ordering, with one of the conditions d(A)&&(B) and &A*)&d(B*), which 
define the space preordering. Several properties of these orderings are examined, 
with main emphasis on comparing the new orderings with the star ordering, the 
minus ordering, and other related partial orderings. Moreover, some further charac- 
terizations of partial orderings in terms of inclusions of appropriate classes of 
generalized inverses are derived, with the main emphasis on characterizations involv- 
ing reflexive generalized inverses. 
1. INTRODUCTION AND PRELIMINARIES 
Let C,,,, stand for the set of m X n complex matrices. For A E C,,,,,, the 
symbols A* and &((A) denote the conjugate transpose and column span, 
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respectively, of A. Further, {A-) denotes the set of all generalized inverses of 
A, i.e., (A-} ={G EC,,,,,: AGA = A}. Generalized inverses and sets of them 
are subscripted by r if they are rejexive, i.e., satisfy GAG = G; are sub- 
scripted by I if they have the least-squares property, i.e., satisfy AC = (AG)*; 
and are subscripted by m if they have the minimum-norm property, i.e., 
satisfy GA = (GA)*. The unique member of {A,,,,} is the Moore-Penrose 
inverse of A, denoted by A+. For more details on generalized inverses see, 
e.g., Rao and Mitra (1971). 
The star partial ordering 2 , the minus partial ordering ,< , and the 
s 
space preordering (quasiordering) -C are defined as follows: 
A,;B e A*A = A*B and AA* = BA*, (1.1) 
A,<B * A-A=A-BandAA-=BA- 
for some A-,A” E {A-}, (1.2) 
A:B e &(A) &A(B) and &(A*) c&(B*). (1.3) 
The star ordering (1.1) is due to Drazin (1978). Matrices A and B 
satisfying (1.1) were, however, also considered earlier by Hestenes (1961, 
Lemma 3.3). It was pointed out by Drazin (1978) that 
A:B e A’A=A+B and AA+=AB+, (1.4) 
as well as 
A:B ti A+A = B+A and AA+ = ABf. (1.5) 
The minus partial ordering was introduced by Hartwig (1980) and 
independently by Nambooripad (1980). Actually, Hartwig (1980) proved that 
(1.2) defines a partial ordering in the situation where both A- and A” are 
replaced by one and the same reflexive generalized inverse, and called it 
“plus ordering.” Hartwig and Styan (1986) noted that the reflexiveness and 
identity of generalized inverses in the two equalities in (1.2) are immaterial 
and adopted the term “minus ordering.” Moreover, Hartwig (1980) showed 
that 
A;B e rank(B) = rank(A) + rank( B -A), (1.6) 
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or, according to the terminology of Mitra (1972), A and B -A are disjoint. In 
view of Marsaglia and Styan (1972) and Mitra (1972, Lemma 2.1) this is the 
case if and only if 
J(A) n JZ(B-A) = [O) and &(A*) n &(B* -A*) = {0} 
Also notice that, in view of Marsaglia and Styan (1974, p. 288) and Cline and 
Funderlic (1979, p. 1951, the condition (1.6) may alternatively be expressed 
as 
AZB = BB-A=AB-B=AB=A=A 
for some B-,B” ,B= E {B-}. 
It is well known that 
(1.7) 
s 
A<B e BB-A=AB”B=A forsome B-,B”E(B-}. (1.8) 
Moreover, it may be pointed out that the space preordering A : B entails the 
invariance of AB-A with respect to the choice of B- E {B-l and that the 
reverse implication holds when both A and B are nonzero; cf. Rao and Mitra 
(1971, pp. 21 and 43). See also Hartwig (1975) and recent considerations 
of invariance properties by Baksalary and Kala (19831, Carlson (1987), 
Baksalary and Mathew (19901, and Baksalary and Puntanen (1990). In view 
of these remarks, when both A and B are nonzero, then A s: B if and only if 
A and B -A are parallel summable, and A 2 B if and only if, in addition, the 
parallel sum of A and B -A is the null matrix; cf. Mitra (1986, Theorem 2.1). 
In this paper, two new partial orderings are introduced by combining 
each of the two equations that define the star ordering in (1.1) with one of 
the conditions that define the space preordering in (1.31. Several properties 
of these orderings are examined, with main emphasis on comparing the new 
orderings with the star ordering, the minus ordering, and other related 
partial orderings. In particular, the sequence of implications 
A:B ti AZB 3 A:B, (1.9) 
which follows straightforwardly from (1.41, (1.21, (1.71, and (1.8), is supple- 
mented by showing that the new orderings lie between the star ordering and 
the minus ordering. Moreover, some further characterizations of the partial 
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orderings discussed in this paper are derived in terms of the inclusions of 
appropriate classes of generalized inverses, with main emphasis on character- 
izations involving reflexive generalized inverses. 
2. BASIC PROPERTIES OF THE LEFT-STAR AND RIGHT-STAR 
ORDERINGS 
The new partial orderings are formally introduced by the following. 
DEFINITIOIG 1. For A,B E C,,,,,), we say that A is below B with respect 
to the left-star partial ordering and write A*< B when A*A = A*B and 
/(A> c k(B), and we say that A is below B with respect to the right-star 
partial ordering and write A <*B when AA* = BA” and &A*) 2 .k(B*). 
To show that the relation *< is indeed a partial ordering, observe (1) 
that A *< A holds trivially, (2) that if A*A = A*B and .&B) c k(A), then 
and (3) that if A*A = A*B and B*B = B*C hold along with ./(A) C k(B) 
and k(B) c J(C), then 
A*A = A*B = A*B + *B*B = A*B+ *B*C = (BB +A) “c = A*C 
and k(A) c k(C). Similar arguments show that also the relation =G* is a 
partial ordering. 
Notice that the relation specified by the equation A*A = A*B alone (and 
also that specified by AA* = BA* alone) is reflexive and antisymmetric but 
not transitive. For instance, the matrices 
A=(i), B=(i), and C=(l) 
satisfy A*A = A*B and B*B = B*C, but not A*A = A*C. 
With the use of the new partial orderings, the first implication in (1.9) 
may be strengthened to the following. 
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Proof. The equivalence of the star ordering A 2 B to the conjunction of 
A *< B and A <* B is clear. It is also clear that A *< B entails A + B, and thus 
postmultiplying A”A = A”B by BfA yields A*ABfA = A*A, or, equivalently, 
AB+A = A. This establishes that A*< B implies A < B. The corresponding 
implication for the right-star ordering follows similarly. n 
Mitra (1986, Theorems 2.2 and 2.3) showed that the minus and star 
orderings admit natural representations in terms of the inclusions of sets of 
generalized inverses, viz. 
A;B = {B-) c_{A-} (2.1) 
and 
A:B e {B;}c{A;) and {B,JG{A,}. (2.2) 
It appears that the characterization (2.2) is just the juxtaposition of the 
corresponding characterizations of the left-star and right-star orderings. 
TIIEOKELI 2.2. For any A, B E C,,,,,,, 
and 
A<*B 0 {B,) c {A,} 
(2.3) 
(2.4) 
Proof. A general representation of B; is 
B;=B++(I/B+B)W+Z(I,,,-BB+), (2.5) 
where 1, is the identity matrix of order n, W is arbitrary, and Z is any matrix 
satisfying the condition BZ(I,,, - BB+ ) = (I,, - BB+)Z*B*. Consequently, 
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since (A;} = IG E c,,,,,: A*AG = A*} [cf. Rao and Mitra (1971, p. 4811, it 
follows that {B, 1 c (A; 1 is equivalent to 
A”AB+ = A* and A(I,i -B+B) = 0. (2.6) 
The former of these conditions entails k(A) c JZ(R+ *> = k(B) and, with 
the use of the latter condition, A*B = A*AB+ B = A*A. Conversely, from 
Definition 1 it is clear that A *< B implies A* = (BB+A)* = A*BB+ = A”AB+ 
and &A*) &k(B*), i.e., the two conditions in (2.6). This completes the 
proof of (2.3). The proof of (2.4) follows similarly. n 
Mitra (1990) defined two partial orderings stronger than the minus 
ordering by replacing in (1.2) arbitrary generalized inverses of A with 
least-squares or minimum-norm generalized inverses, respectively. The fol- 
lowing definition is a minor modification of the original one allowing for two 
different generalized inverses in two equations, as in (1.2). 
DEFINTTION 2. For A, B E C,,,,,, we say that A is below B with respect 
to the minus-k ordering, where k = 1 or m, and write A ,< B, when 
k 
A,A = A,B and AA; = BA, for some Ak,A; E {A;}. (2.7) 
The equivalence of Definition 2 to the original definition of Mitra (1990), 
as well as to two further alternative versions, is established in the following. 
THEOREM 2.3. For my A, B E C,,,,,, the following statements are eyuiou- 
lent (k = 1 or m): 
(a> A 3 B, 
(b) AfrA = Ak,B and AA;,. = BAk, for some Akr,Akr E {A,,}, 
CC> Ak,A = Ai,.B and AA,,= BA,, for some A~,.E (Air}, 
(d) A,A = A,B and AA, = BA, fm some Ak E{A~}. 
Proof. Premultiplying the former equation in (2.7) by ALA and postmul- 
tiplying the latter equation in (2.7) by AA;, where A; E {A;}, shows that (a) 
implies (b). Further, premultiplying the former condition in (b) by A,,.A and 
postmultiplying the latter condition in (b) by AA,, shows that (b) implies (c). 
Since the part (c) * (d) * (a> is obvious, the proof is complete. n 
It is interesting that although the concepts of the minus-l ordering and 
minus-m ordering and the concepts of the left-star ordering and right-star 
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ordering were introduced in two different ways, with main emphasis on 
strengthening the conditions (1.2) in the first case and on splitting the two 
conditions in (1.1) in the second case, they are actually pairwise equivalent. 
TIIEOREM 2.4. For my AB E @,,,,,,, 
A<B - A*<B (2.8) 
und 
AZB - A<*B. (2.9) 
,,l 
Proof. If A;A = AL B and AA; = BAT, then k(A) G d(B) is a direct 
consequence of the latter condition, while the former leads to the equality 
A*A = A*AArA = A*AAI B = A*B. Conversely, from Theorem 2.1 and (1.7) 
it follows that 
A*<B * AtA=AtB and BB+AA+=AB+AA+. 
Noting that At E {Af ) and that A *< B implies B+AA+ E {A;) concludes the 
proof of (2.8). The proof of (2.9) is similar. n 
Combining Theorem 2.4 with Theorem 2.2 shows that both the minus-l 
ordering and the minus-m ordering admit natural representations in terms of 
the inclusions of sets of least-squares and minimum-norm generalized in- 
verses, respectively, which were originally established by Mitra (1990, 
Theorem 4.1) using different arguments. 
Drazin (1978, Corollary 1) pointed out that 
A:B - A+ :B+, (2.10) 
i.e., the Moore-Penrose inverse is isotonic with respect to the star ordering. A 
similar property for the minus ordering is not true in general, and the 
problem of characterizing the cases in which it holds was considered by 
Hartwig and Styan (1986, Theorem 3). For the left-star and right-star 
orderings, however, the isotonicity property is again valid without any 
additional condition whatsoever. 
80 JERZY K. BAKSALARY AND SUJIT KUMAR MITRA 
THEOREM 2.5. For any A, B E C,,,, ,,, 
A*,<B - A+*,<B+ (2.11) 
and 
A <*B - A+,<*B+. (2.12) 
Proof. According to Definition 1, 
A+ *<B+ e A+*A+=A+*B+ and AB+B=A. (2.13) 
Observe that the former equality entails &(A) G d(B) and that premultiply- 
ing and postmultiplying it by A*AA* and B, respectively, yields an equiva- 
lent relation A*B = A*A. This establishes (2.11). The equivalence (2.12) 
follows similarly. n 
It is clear that the left-star and right-star partial orderings may alterna- 
tively be characterized as 
A*,<B o A+A= A+B and d(A) s&(B) (2.14) 
and 
A<*B e AA+=BA+ and &(A*) EJZ(B*). (2.15) 
These representations correspond to the characterization of the star ordering 
given in (1.4). Applying Theorem 2.5 to (2.14) and (2.15) yields the represen- 
tations 
A*,<B CJ AA’=AB+ and JZ( A*) c d( B*) (2.16) 
and 
A<*B - A+A = BCA and J(A) C k(B), (2.17) 
corresponding to the characterization of the star ordering in (1.5). 
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Baksalary and Hauke (1987, p. 21) [ see also Baksalary, Pukelsheim, and 
Styan (1989, Theorem 2.2)] pointed out that for any A, B E C,,,,., 
A:B a 
i 
B*A i B*B and AB* i BB*, 
B+A < B+B and AB+ i BB+, 
where 2 stands for 2 or 2 or ; , However, not all such properties are 
valid for the left-star and right-star orderings. Actually, it can be verified that 
A*<B =a 
AB* *< BB*, 
AB+ *< BB+ 
and 
A<*B =+ B*A <* B*B, 
B+A <*B+ B. 
Moreover, the left-star and right-star orderings cannot be interchanged in 
any of these four implications. Counterexamples that A*< B does not imply 
B*A*< B*B and BCA *< B+ B are provided by 
and B= 
The same matrices show that also the implications A*< B +. A”A <* B*B 
and A*< B 3 AA* *f BB* are not in general valid. 
Mitra (1988, Section 5) pointed out that the star ordering has the 
property that if C 2 A and C 2 B, then 2C z A+ B, and considered the 
problem of when such a property holds for the minus ordering. A solution to 
the same problem in the context of the left-star and right-star orderings is 
given in the following. 
THEOREM 2.6. For any A,B,C EC,,,,. such that C *< A and C *< B, 
the ordering 2C *< A + B holds if and only if A?(C) c &(A + B), and for any 
A,B,C E C,, ,j such that C <*A and C <* B, the ordering 2C <* A + B holds 
if and only if &CC*) c k(A* + B*). 
Proof. The proof is trivial and therefore omitted. n 
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Parenthetically, it may be noticed that an obvious necessary condition for 
the orderings C ,< A and C 3 B to imply 2C ,< A + B is that &Cl L &(A + 
B) and .&(C*) c &(A* + B*). In the counterexample given by Mitra (1988, 
p. 180), the latter inclusion is not satisfied. However, the matrices 
A=(; i), B=(: (I)), and C=(i 0) 
constitute a counterexample in which the two inclusions hold. In view of 
Theorem 2.6, it would be interesting to know how can the condition of the 
type .&CC) z d(A + B) be weakened when it is known that k(C) c J(A) 
and J(C) c J(B). 
3. CHARACTERIZATIONS UTILIZING REFLEXIVE GENERALIZED 
INVERSES 
Sambamurty (1987, Theorem 1) proved that the inclusion (A-) c{B-) is 
equivalent to the seemingly weaker inclusion (AJ) &(B-}. In view of Mitra’s 
(1986) Theorem 2.2 quoted in (2.D this leads to a modified characterization 
of the minus ordering as 
A<B e {B;) c{A-1; (3.11 
cf. Baksalary, Pukelsheim, and Styan (1989, p. 601. It turns out that similar 
modifications are valid regarding the characterizations of the left-star and 
right-star orderings in Theorem 2.2. 
THEOREM 3.1. For any A, B E C,,,,., 
(3.2) 
and 
A<*B * {B,,) c (A,). (3.3) 
Proof. In view of Theorem 2.2, the “ 3 parts” are trivial. For the proof 
of the converse implication in (3.2) observe that 
B,+(I,-B,B)WB,+,} 
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for any fixed B, and an arbitrary W. Consequently, {B,} ~{A71 implies that 
AB,A = A, AB, B = A, and (AB,) * = AB;. (3.4) 
Notice that in the general representation of Bi given in (2.51, the Moore- 
Penrose inverse B+ may be replaced by B,. Then, in view of the properties 
(3.41, 
AB,=A[B,+(I,,-B,B)W+Z(I,,,-BBC)] 
= AB, +AB,(I,,, -BBI,)Z*B* = AB,, 
and hence A*ABI = A*, thus showing that {B;} c{A,}. The proof of the 
“ = part” of (3.3) is similar. n 
In view of Theorems 2.1 and 3.1, the characterization (2.2) of the star 
ordering has an alternative representation of the form 
A:B = {BL) c(Ai) and (B,,l G(A,}. (3.5) 
Two other representations are given in the following. 
TISEOREM 3.2. For any A, B E C,,,,“, the following statements are equiva- 
lent: 
(a) A 2 B, 
(b) {B,,] c (A,,,}, 
Cc) B+ E (A,,}. 
Proof. First notice that the part (b) j (c) is trivial. For the proof of the 
converse implication observe that a general representation of B,, is 
BI,=B++(I,-B+B)W+Z(I,,-BB+), (3.6) 
where W and Z are any matrices satisfying (I,, - B + B)WB = B*W*(I. - 
B+ B) and BZ(I,, - BBf ) = (I,,, - BBf )Z*B*. Moreover, 
B+ E {A,,,} 0 AB+A=A, AB+=B+*A*, 
and BfA = A*B+*. (3.7) 
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Postmultiplying the second equality in (3.7) by A shows that &(A> c J(B), 
while postmultiplying the third equality in (3.7) by A* shows that &A*) c 
k(B*). Under these conditions, every matrix specified by (3.6) satisfies 
AB,,A = AB+A = A, 
AB,,= AB+ +AZ(I,,, -BB+) 
= AB+ +AB+(I,,, -BB+)Z*B* = AB+, 
which is Hermitian, and 
B,,A = B+A+(I, -B+B)WA 
= B+A+B*W*(I,, -B+B)B+A = B+A, 
which is also Hermitian. 
NOW notice that the part (a> j(c) is an immediate consequence of (1.5) 
and (3.6). For the proof of the converse implication observe that if the 
conditions (3.7) hold, then 
A+A = A+AB+A = A+u*B+ * = A*B+ % = B+A 
and 
AA+ = m+u+ = B+ *A”u+ = B+ *A* = AB+. 
In view of (1.5), this concludes the proof. n 
To summarize this section notice that now there are available characteri- 
zations of the minus ordering, left-star ordering (i.e., minus-l ordering), 
right-star ordering (i.e., minus-m ordering), and star ordering as the inclu- 
sions of single sets of appropriate generalized inverses; cf. (2.1), (2.31, (2.41, 
and Theorem 3.2(b). [A similar characterization is also valid for the sharp 
ordering; cf. Mitra (1987, Theorem 2.1(c).] Moreover, each of these charac- 
terizations has its counterpart, in which the corresponding class of general- 
ized inverses of A is reduced by imposing the reflexiveness condition; cf. 
(3.1), (3.2), (3.31, and Theorem 3.2(c). 
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4. CHARACTERIZATIONS REFERRING TO SPACE PREORDERING 
AND MINUS ORDERING 
According to (1.101, the minus ordering A 2 B (and consequently each of 
the orderings A*< B, A <*B, and A 2 B) entails the space preordering 
$ 
A i B, i.e., 
A=KB=BL (4.1) 
for some m X m matrix K and some n X n matrix L. The following theorem 
reveals how the partial orderings discussed in this paper may be character- 
ized by appropriately restricting the freedom of a choice of K and/or L in 
the representation (4.1). 
TIIEC)HEM 4.1. For any A, B E C,,,,., the following characterizations hold: 
(a) A 3 B $ and only $ A = KB = BL with K and/or L idempotent, 
(b,) A*< B (A <*B, respectively) if and only if A = KB = BL with K 
CL, respectively) being the orthogonal projector on &A) (k(A*), respec- 
tively), 
(b,) A*< B (A <* B, respectively) if and only if A = KB = BL with K 
(L, respectively) Hermitian and idempotent, i.e., an orthogonal projector, 
(b,) A*< B (A Q* B, respectively) if and only if A = KB (A = BL, re- 
spectively) with K (L, respectively) being the orthogonal projector on a 
subspace of J(B) (J&B*), respectively), 
(c,) AzB$andonlyifA=AA+B=BA+A, 
cc,) A 2 B if and only if A = KB = BL with both K and L Hermitian 
and idempotent, i.e., orthogonal projectors. 
Proof. The characterization (a), essentially due to Sambamurty (1987, 
Theorem 2) follows straightforwardly from (1.7). The characterization (b, ) is 
established by observing that 
A*A= A*B e A= AA+B and AA* = BA* ts A =BAtA. (4.2) 
Further, the necessity part of (b,) follows immediately from (b,), while the 
sufficiency part follows by noting that if A = KB = BL, where K = KK* 
(L = LL*), then 
A*A = B*K*KB = B*K*B = A*B (AA* = BLL*B* = BA”). (4.3) 
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In view of Theorem 2.4, the characterizations (b,) follow from Mitra (1990, 
Theorems 4.2 and 4.3). Their necessity parts are clear from (4.21, while the 
sufficiency parts follow as in (4.3) and from the specification of K (L, 
respectively). In view of Theorem 2.1, the characterizations Cc,> and Cc,), the 
former being due to Hartwig (1978), are direct consequences of (b,) and 
(b,), respectively. n 
Hartwig and Styan (1986, Th eorem 21, Baksalary (1986), and Mitra [ 1986, 
Theorems 2.5(a) and 2.61 considered the problem of characterizing A 2 B via _ 
supplementing A Q B by suitable extra conditions. The following theorem 
shows that in each case where the extra conditions were formulated, one of 
them is actually related to the left-star ordering while the other is related to 
the right-star ordering. 
THEOREM 4.2. For any A, B E C,,,,,, the following statements are equiva- 
lent: 
(al A*5 B (A <*B, respectively), 
(b) A < B and A*B CAB*, respectively) is Hermitian, 
(c) A 2 B und AB + (B +A, respectively) is Hermitian, 
(dl A 2 B and A+ B CBA+, respectively) is Hermitian. 
Proof. The proof is given for the unparenthesized conditions only; that 
for the other conditions is similar. The part (a) 3 (b) is clear from Definition 
1 and Theorem 4.1. If A*B = B*A and A = ABf B, then 
AB+ = BB+AB+ = B+*(B*A)B+, 
thus showing that (b) * (cl. If th e conditions (cl hold, then &A) c k(B) is 
a direct consequence of (I.91 and, moreover, 
A*A = (AB+ B)*A = B*AB+A = B*A. 
Finally, in view of (2.14), the necessity part of (d) is clear, and if A+ B = 
B*A+ * holds along with BB+A = A = AB+A, then 
i.e., A *< B. 
A+A = A+ BB+A = B*A+ *B+A = B*A+ * = A+ B, 
n 
LEFT- AND RIGHT-STAR ORDERINGS 87 
5. LEFT AND RIGHT VERSIONS OF OTHER ORDERINGS 
The idea of splitting the star ordering into the left-star and right-star 
orderings could be adopted with regard to other partial orderings as well. For 
instance, one could define the left-minus ordering -< and the right-minus 
ordering <- by the following: 
A-<B e A-A = A-B for some APE {A-) 
and k(A) CL(B), (5.1) 
A<--B a AK = BA- for some A- E (A-} 
and J(A*) cJ(B*). (5.2) 
However, contrary to the star ordering, whose splitting leads to two new 
partial orderings, the relations defined by (5.1) and (5.2) are indistinguish- 
able from the “parental” minus ordering (1.2). In the case of the relation 
-< , this follows from (1.7) by observing that if A-A = A- B and BB-A = A, 
then 
AB-B=AAAB-B=AKBB-B=AAB=A 
and 
AB-A=AAAB-A=AKBB-A=Ai-A=A. 
Notice, in addition, that the condition “A-A = A- B for some A- E (A-1” 
alone (and similarly the condition “AA = BA- for some A- E {A-}” alone) 
does not define a partial ordering. For instance, for 
and B=B-= 
we have A-A = A- B and B- B = B-A, but A # B. 
We have investigated analogous splittings of the conditions defining 
partial orderings also with regard to the minus-l ordering and minus-m 
ordering for any A, B E C,,, “, and to the sharp ordering, minus-p ordering, 
and minus-x ordering for matrices of index one. The sharp ordering was 
originally considered by Mitra (1988, p. 164), and the minus-p ordering and 
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TABLE 1 
“Parental” ordering Left ordering 
Star ordering Minus-l ordering 
Minus ordering Minus ordering 
Sharp ordering Minus-p ordering 
Minus-m ordering Minus ordering 
Minus-l ordering Minus-l ordering 
Minus-p ordering Minus-p ordering 
Minus-x ordering Minus ordering 
Right ordering 
Minus-m ordering 
Minus ordering 
Minus-x ordering 
Minus-m ordering 
Minus ordering 
Minus ordering 
Minus-x ordering 
minus-,y ordering were introduced by Mitra (1990, Section 5). The results of 
our investigations are summarized in Table 1. 
This research was begun while the first author was visiting the Indian 
Statistical Institute and completed while he was a Visiting Professor of the 
Academy of Finland. The grants from the Institute and the Academy are 
gratefully acknowledged. 
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