Our aim in this project was to quantify a kilovoltage beam phase space for use in dose calculations. The phase space was modeled by incorporating the following analytically derived x-ray beam production properties: the intensity variation due to the heel effect, the energy variation due to the differing amount of target material traversed by the photons, and the finite source size. The initial energy spectrum used was generated using a computer program. A Monte Carlo code was adapted in order to examine the validity of the calculated phase space. Dose distributions calculated using the modeled phase space for 10ϫ10 and 20ϫ20 cm 2 fields show agreement with experimental values to within 2% and 4%, respectively, for the central 80% of the field size. Within the field but outside this range a maximum of 6% difference ͑for the 20ϫ20 cm 2 field͒ was observed, however, these values were in a region of sharp gradient and hence small geometric shift. The ''tails'' of the profiles were underpredicted by up to 6%. Due to uncertainties in experiment ͑3%͒ and Monte Carlo ͑1.5%͒, the modeled phase space is deemed acceptable for phantom and in-vivo dosimetric calculations within the field boundaries.
I. INTRODUCTION
Kilovoltage x-ray beams have been employed in radiotherapy for many years, and have recently regained popularity with the introduction of intraoperative radiotherapy, and an increased need for superficial radiotherapy in the management of Kaposi's sarcoma and related malignant skin conditions. 1 Knowledge of the dose distribution characteristics of a radiotherapy kilovoltage unit is important for treatment planning, and also intercomparisons between experimental measurements and dose calculations. An accurate phase space input for the dose calculation is necessary to reproduce experimental measurements
In this article the spatial, angular, and energy distributions of the phase space, ⌿(x,y,z,,,E), of a kilovoltage x-ray beam, are derived. These features are incorporated into the source specification of a Monte Carlo code. Simulation results are compared with experimental results.
Another method to obtain the phase space of the beam could involve a full simulation of the x-ray unit geometry and transport, using, for example, the Monte Carlo codes EGS4 2 with user code BEAM 3 or MCNP. 4 These codes would be useful for modeling filtration and secondary collimation devices, however, due to limitations in the transport of lowenergy electrons in high atomic number media 5 in EGS4, the characteristic radiation production in default EGS4 2 and energy indexing in MCNP, 5 an analytically determined phase space is desirable.
II. METHODS AND MATERIAL

A. Measurements
All measurements were performed using a kilovoltage x-ray machine ͑Pantak Therapax DXT300͒ with well-studied dose characteristics [6] [7] [8] with a tube potential of 300 kV. The tube has a 5 mm beryllium exit window and a transmission ionization chamber dosimetry system. The tungsten target is angled at ⌰ϭ30°͑refer to Fig. 1͒ and the effective source size ͑as indicated on the tube͒ is 5ϫ5 mm 2 . The measurements were performed using a variable applicator with a 25 cm source to collimator distance ͑SCD͒ and a 50 cm source to surface distance ͑SSD͒. The applicator has adjustable jaws to define a rectangular field size ͑up to 20ϫ20 cm 2 ͒. The filter used ͑number 8͒ consists of 0.8 mm Sn, 0.25 mm Cu, and 1.5 mm Al, corresponding to a first half-value layer of 3.8 mm Cu. 6, 8 A parallel-plate ion chamber ͑Scanditronix NACP͒ was used to measure the percentage depth dose data in a water phantom. Although this chamber is suitable for depth dose measurements, with a maximum uncertainty of 3% for depthsϾ1.0 cm, 9 it has limitations near the surface. A recent study 10 has shown that a perturbation correction of up to 1.5% for depthsϾ1.0 cm improves accuracy, however, this correction is not included here. To achieve accurate measurements near the surface ͑needed for normalization of the Monte Carlo simulation results͒, a Markus chamber ͑PTW Freiburg͒, as recommended by Li et al. 9 was used in Plastic
Water ͑Nuclear Associates͒. The Markus chamber has an error of Ͻ2%. 9 Similar perturbation corrections as mentioned above may improve the accuracy of the Markus chamber results. The relative properties of Plastic Water to water for 2-1000 keV are shown in Meigooni et al.
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Dose profile measurements were performed using an RK ion chamber ͑Scanditronix RK 83-05͒ which has, due to its small chamber size ͑4 mm diam, 10 mm length͒, a high spatial resolution compared to the NACP, and so enables the measurement of the tail and the rounded edge of a profile. The dose profile measurements were normalized with respect to the measured depth dose curves.
B. XRAYBEAM-A spectrum generation program
XRAYBEAM is an empirical spectrum generation program written by Ma. Derived from programs/routines written by Birch and Marshall 12 and extended to 300 keV by Knight and Nahum 13 XRAYBEAM is briefly described in Ma and Seuntjens. 14 The program can calculate the central axis spectrum, I(E), as well as the first and second half-value layers of a kilovoltage beam. Input requirements for the program are the target material, the tube potential, the target angle, and the composition and thickness of the exit window and filter.
The program assumes photon production at a point source, P, at a calculated depth ␦ ͑refer to Fig. 1͒ in the target. The initial spectrum including characteristic photons is attenuated, depending on the angulation of the target ͑i.e., the pathlength of the photons through the target͒, and subsequently through the x-ray tube exit window and added filters. Hence, a change in target angle, ⌰, is geometrically equivalent to moving along the x axis. x is related to ⌰ for an angle of ⌰ 0 at xϭ0 by ⌰ϭ⌰ 0 ϩarctan(x/SSD). Note that throughout this text the x direction refers to the inplane ͑cathode-anode͒ direction, and y to the cross-plane direction, as shown in Fig. 1 . Hence we can calculate I(x,E), the spectrum including energy variation due to beam hardening. Spectra for different x positions are represented in Fig. 2 . Energy variation in x is discussed further in Sec. II F.
C. Monte Carlo simulations
EGS4
2 Monte Carlo calculations were performed in a water phantom, simulating a 50 cm SSD incident kilovoltage x-ray beam. If not explicitly mentioned, the following parameters were used in the EGS4 simulations. The energy cutoff parameters were set to AEϭECUTϭ0.521 MeV, AP ϭPCUTϭ0.010 MeV. The user code was an adapted version of RTPCART. 15 The voxel size used was 0.50ϫ3.00 ϫ0.75 cm 3 , unless otherwise specified. The number of incident photons wasу10 8 . The uncertainty for the simulations with these settings wasр1.5% ͑1 s.d.͒ in the highest dose voxels.
Depending on the correlations between position, angle, and energy, the incident phase space can be separated into spatial, angular, and energy distribution functions, p, l, and I, respectively. Setting zϭ0 at the phantom surface, we obtain ⌿͑x,y,,,E ͒ zϭ0 ϭ p͑x,y ͒l͑ , ͒I͑ x,E ͒, ͑1͒
where and are polar and azimuthal angle of the particles, respectively. This formalism will be used throughout this article. All simulations were performed on an SGI power challenge system ͑MIPS R10000 processor͒. A simulation with the above settings for a 30ϫ30ϫ20 cm 3 phantom with a 20 ϫ20 cm 2 field takes 15 h of CPU time.
The XRAYBEAM calculated spectrum was used as input to the Monte Carlo code, which was then used to calculate a central axis depth dose curve for a 10ϫ10 cm 2 field. For this case, a point source at ͑0,0,ϪSSD͒ with no spatial intensity or energy variation across the beam was assumed. Hence, the phase space was
where p(x,y)ϭ1Ϫ5рx, yр5, otherwise 0, tan (x,y) ϭͱx 2 ϩy 2 /SSD, tan (x,y)ϭy/x and I(E) is the XRAYBEAM calculated spectrum. Note the validity of the separation of the spatial, angular, and energy phase space components if the above beam geometry is assumed.
The simulation results using the above phase space are shown in Fig. 3 . The voxel size used for this simulation was 1.0ϫ1.0ϫ0.05 cm 3 to obtain sufficient spatial resolution in the depth direction.
For both ionization chambers, agreement with Monte Carlo to within 2% was obtained for depths Ͼ1 cm. For depths Ͻ1 cm, the NACP ion chamber shows poor agreement with Monte Carlo ͑difference up to ϳ5%͒, whereas the Markus chamber ͑in plastic water͒ shows better agreement ͑difference Ͻ1%͒. Considering the 3% uncertainty in experiment reported by Li et al. 9 and 1.5% uncertainty in Monte Carlo, the result shows that the energy spectrum obtained with XRAYBEAM is suitable for depth dose calculations of 300 kV p x rays using filter 8 and a field size of 10 ϫ10 cm 2 . This result is important for normalization of the Monte Carlo simulation results. The Monte Carlo depth dose curve represented in Fig. 3 shows values between 96.4% and 100% in the first 0.75 cm. ͑This decrease in dose near the surface for kilovoltage beams is discussed by Hill et al. 16 ͒ Since the z-voxel dimension is 0.75 cm ͑refer to Sec. II C͒, it would not be valid to normalize the surface profile curves or depth dose curves to 100% for the central surface voxel. Therefore a mean value has been calculated using the higher-resolution Monte Carlo depth dose curve as well as the Markus chamber derived experimental depth dose curve, both represented in Fig. 3 ͑inset͒. This approach produces a mean value of 99.2 in the z interval ͓0,0.75͔ cm, hence all Monte Carlo results using the lower resolution were normalized to 99.2% at 0.375 cm depth.
D. Spatial intensity variation modeling
The spatial intensity change, due to different pathlengths of the photons through the target, is the most important factor responsible for the heel effect 17 in the x direction and contributes to the overall ''rounded'' shape of dose profile curves in the x and y directions. As a first approximation to quantify the intensity variation, we assumed that the surface dose, D(x,y,0), is proportional to the spatial distribution of the incident beam, q(x,y) zϭ0 .
A second-order polynomial, q(x)ϭAx 2 ϩBxϩC/2, was calculated to optimally fit the x-direction surface dose profile curve D(x,0,0) over the interval ͓Ϫ0.45ϫfield size, ϩ0.45 ϫfield size͔, for a 20ϫ20 cm 2 field. The reason for choosing 90% of the field size is that the definitions of the field symmetry, v, and the field uniformity, , are 6 ⌿ zϭ0 ϭq͑x,y ͒p͑ x,y ͒l͑ , ͒I͑ E ͒.
͑3͒
There are physical and statistical reasons to use a second order regression rather than a higher-order approach. First, the idea of a linear correction for the heel effect and a quadratic correction for the rounded shape of the profile curves is a simple and logical approach. Also, for the 20ϫ20 cm 
E. Finite source modeling
The change from a point source to a finite source is expected to broaden the beam and lead to a wider penumbra. 17, 18 For the DXT300, Pantak states an effective source size of 0.5ϫ0.5 cm 2 . A finite source can be analytically modeled by convolving the spatial distribution to account for the geometric broadening, and the angular distribution to account for the nonpoint source. The function s(x,y) is used to account for the effective source size on the spatial distribution. s(x,y) is a step function of width 0.5 cm ͑which equals the effective source size as SCDϭSSDϪSCD͒. Hence, ⌿ zϭ0 ϭ͓q͑x,y ͒p͑ x,y ͒ s͑x,y ͔͒l͑ ͑x,y ͒,͑ x,y ͒͒I͑ E ͒. ͑4͒
Now (x,y) and (x,y) are from a finite rather than a point source. If the effective source size is 2 ⌬xϫ2 ⌬y, then (x,y) and (x,y) are approximately defined by
yϪ⌬y xϩ⌬x рtan ͑x,y ͒ р yϩ⌬y xϪ⌬x . ͑6͒
This source was implemented into the Monte Carlo calculations by originating each photon from a random point on the finite source surface. A point is then randomly chosen at the collimator face from which the projection to the surface ͑x,y͒ and the incident angles are calculated.
F. Energy variation modeling
Because of the angulated target, photons produced within the target can travel through different target material thicknesses for different x positions ͑see Fig. 1͒ . As the photon beam travels through more target material, the lower-energy components are preferentially attenuated, and hence the beam is hardest at the anode end and softest at the cathode end, as shown in Fig. 2 . In previous sections, only a single spectrum, calculated for the central axis has been used.
The assumption used for the intensity variation was D(x,y,0)ϰI(x,y,0), which does not take beam hardening into account. The energy hardening in the x direction is much greater than in the y direction, hence, we are only interested in hardening in the x direction. As a first approximation and because the influence of this energy variation is expected to be small compared to the intensity variation, the energy variation in the y direction has been neglected. In this section we discuss how the assumption D(x,0)ϰq(x,0) can be improved by replacing it with the assumption D(x,0) ϰK c (x,0), where K c is the collision kerma, and hence spectrally dependent.
Let the pathlengths the photons have to travel through the target material on the lines PA, PB, and PC in Fig. 1 be ␣, ␤ and ␥ respectively. Simple calculations show that 0.67•␣ Ϸ␤Ϸ1.31•␥ if the distances ABϭBCϭ10 cm and PB ϭ50 cm.
The effect of the beam hardening on the dose is assumed to be proportional to the hardening effect on the collision kerma. For the energy spectrum calculated with XRAYBEAM, the kerma can be calculated for different x positions, where
where E max is the maximum energy and en / is the mass energy absorption coefficient. The mean energy can be calculated for different x, as shown in Table I . This mean energy shows a difference of 3.1% over the interval ͓Ϫ9, 9͔ cm. A second-order polynomial has been fitted through the mean energies calculated at 0.5 cm intervals in the x direction. This leads to a polynomial that shifts the energy spectrum depending on the x value of the incident photon. To incorporate the spatial intensity variation as well as the energy variation, new polynomial coefficients were calculated for the x direction. Since the energy variation in the y direction is not taken into account, the coefficients of q(y) remain the same. By calculating a function g(x) that gives the required intensity for the kermaϭdose assumption,
the new intensity correction coefficients for q(x) can be found. The phase space including the energy and intensity variation of the beam and the finite source size is ⌿ zϭ0 ϭ͓q͑x,y ͒p͑ x,y ͒ s͑x,y ͔͒l͑ ͑x,y ͒,͑ x,y ͒͒I͑ x,E ͒. ͑9͒
III. RESULTS
A. Spatial intensity variation
The experimentally calculated second-order polynomial correction has been incorporated into the EGS4 user code and simulations have been performed to verify whether the changes agree with experimentally measured data. Figure 4 shows improved agreement of the intensity modulated Monte Carlo results over results with no variation when compared to experiment for both field sizes investigated. The improvement can be quantified by calculating the field uniformity, v, and the field symmetry, , and are given in Table II. For both field sizes an improvement in x and v x can be observed, however, both the linear and quadratic terms of the polynomial curve fit, which influences x and v x , respec- tively, underestimate the heel effect and the ''rounded'' shape of the dose profile curve. For the 10ϫ10 cm 2 field, the difference between experiment and Monte Carlo simulations is within 2% in the interval ͓Ϫ4, 4͔ cm off axis for the x direction surface profile curve. This difference is satisfactory, considering that the curve fit covered the interval ͓Ϫ4.5, 4.5͔ cm and the maximum experimental uncertainties are 3% 9 and Monte Carlo uncertainties of Ϯ1.5% ͑1 s.d.͒. At 4 cm depth, the Monte Carlo results are expected to be 2% too high because of the depth dose curve comparison represented in Fig. 3 .
x direction
For the surface profile ͑4 mm depth͒ v 10 x shows an improvement of ϳ5%. The difference between experiment and Monte Carlo decreased from ͑9.5Ϯ1.0͒% before the changes to ͑4.3Ϯ1.0͒% after the changes. For 10 x the difference decreased from ͑4.2Ϯ1.0͒% to ͑1.0Ϯ1.0͒% at 4 mm depth.
The result for the 20ϫ20 cm 2 field surface dose profile ͑4 mm depth͒ shows an improvement when the intensity modulated phase space is used for Monte Carlo simulations. For xϽϪ60 mm in Fig. 4 , the difference between experimental results and intensity modulated Monte Carlo results show differences as large as 4.5% at xϭϪ85 mm. For xϽϪ85 mm, less accurate results were expected because of limitations of the curve fit. For xϾϪ50 mm, the results show agreement with less than 3% difference up to xϭ100 mm. The profiles at depth show similar properties to those of the 10ϫ10 cm 2 field results. For the surface profile symmetry, the difference between experiment and Monte Carlo results decreased from ͑12.5 Ϯ1.0͒% to ͑10.2Ϯ1.0͒% for 20
x and from ͑17.9Ϯ1.0͒% to ͑7.3Ϯ1.0͒% for v 20 x . At 40 mm depth a 3% difference is observed on the central axis between experiment and Monte Carlo simulation results.
The ''tail'' of the profile is underpredicted in the Monte Carlo simulations. This underprediction is due to the influence of scattered photons that increase the dose at the field edges.
y direction
The Monte Carlo simulation results are represented in Fig. 5 as dose profile curves and are compared with experiment. The improvement before and after the phase space intensity correction is clearly visible. As stated earlier in Sec. III C 1, the difference at 50 mm is expected due to depth dose differences.
For the 10ϫ10 cm 2 field the agreement between the intensity modulated Monte Carlo depth dose profile and the experimental dose profile is within 1.5% in the interval ͓Ϫ4.5, 4.5͔ for the profile at 4 mm depth.
For 20ϫ20 cm 2 field size the Monte Carlo surface profile ͑4 mm depth͒ agrees with experiment to within 2.5% in the interval ͓Ϫ9, 9͔. An underprediction of the curvature ͑qua-dratic term͒ can be noted for the surface profile as before in Sec. III A 1. An improvement in uniformity was found after the intensity variation was included.
B. Finite source
Running the same simulations using the settings described in Sec. II C and the 0.5ϫ0.5 cm 2 field size leads to a negligible difference compared to a point source profile curve. Figure 6 shows the difference between two off-axis depth dose curves before and after applying the energy correction, D before (Ϫ9,0,z) and D after (Ϫ9,0,z) respectively. The linear regression shows values between 1.4% close to the surface and decreases to 0.2% at 16 cm depth. Because the Monte Carlo uncertainty of ϳ1.5 ͑1 s.d.͒% is large compared to the effect of the energy variation, the 95% confidence interval is also plotted in Fig. 6 .
C. Energy variation
The same comparison was performed for the D after (9,0,z) and D before (9,0,z) off-axis depth dose curves. The result is slightly less statistically significant than the results represented in Fig. 6 . This difference is due to the mean energy at point ͑9, 0, 0͒ being 1% lower than the mean energy at point ͑0, 0, 0͒, whereas the difference between ͑0, 0, 0͒ and ͑Ϫ9, 0, 0͒ is 2%, as shown in Table I .
IV. CONCLUSIONS
The phase space of the Pantak 300 DXT kilovoltage therapy unit has been modeled by changing the spatial intensity and photon energy according to the off-axis distance of the incident particle, and by incorporating a finite source to account for the geometric penumbra. The program XRAY-BEAM gave a realistic spectrum that, when used as an input for Monte Carlo dose calculations, produced central axis depth dose calculations that agreed with experimental results to within the known uncertainties.
The inclusion of the calculated intensity variation, energy variation, and finite source values into the Monte Carlo calculations significantly improved the agreement between simulation and experimental results, especially off axis, where the differences were reduced by up to 6%. A detailed analysis showed the intensity variation to be the most important effect modeled, with the energy variation and finite source, while improving agreement, less significant.
Simulation results performed using the calculated phase space showed a maximum of 4% deviation from experimental values over ͓Ϫ0.4,0.4͔ϫfield size. Larger differences ͑up to 6%͒ observed within the field but outside this range were in a region of sharp gradient. The tails of the Monte Carlo calculated profile were underpredicted by up to 6%. Due to the uncertainties in experiment ͑3%͒ and our Monte Carlo results ͑1.5%͒, the modeled phase space is deemed acceptable for phantom and in-vivo dosimetric calculations.
For this investigation, only 300 kVp photons using the filter number 8 and the variable collimator were considered. An investigation of wider scope based on the main ideas presented in this study would be useful for further kilovoltage beam phase space characterization. Monte Carlo codes such as EGS4 2 with user code BEAM 3 or MCNP 4 would be useful in incorporating the effect of filtration and collimation devices on the dose distribution.
