Abstract-We investigate the problem of estimating the average speeds of vehicles traveling in different types of lanes, e.g., express lanes and local lanes, without knowing which lanes individual vehicles were traveling in. In our study, we use the recordings at two spatially separated Bluetooth sensors, which contain the globally unique Bluetooth device addresses of Bluetooth-enabled devices inside vehicles. These recordings are used to compute the vehicle speeds. Unfortunately, these recordings do not tell us which lanes the vehicles were traveling in and hence do not allow us to directly estimate the separate average speeds of vehicles, for example, in express lanes and local lanes or in high occupancy vehicle (HOV) lanes and regular lanes. We propose a novel estimation scheme that can provide separate average speeds of the vehicles in different types of lanes. We demonstrate the feasibility and accuracy of our proposed scheme, using real data collected by Bluetooth sensors alongside highways.
I. INTRODUCTION
Traffic congestion, especially in and around major cities and their surrounding areas, has experienced a significant increase over the past decade or two. This increase in congestion has placed considerable strain on the transportation infrastructure and results in many lost hours for commuters. Regrettably, increasing the capacity of the transportation system, while it sounds attractive, is expensive and, in some cases, may not even be feasible due to lack of available land. For these reasons, there has been a growing interest in making use of advanced information technologies in order to improve the efficiency of the existing transportation system.
Effective management of a transportation system often demands accurate travel time information or average speeds of vehicles over different (segments of) roads in the system, which reflect real-time traffic conditions or a current state of the system. There are several existing approaches to estimating the average speeds of vehicles traveling on certain roads. These include use of GPS data [10] , cameras [3] , [6] , loop detectors [11] , Bluetooth sensors that record Bluetooth device addresses [2] , [8] and received signal strength from cell phones [4] , [5] .
In this paper, we focus on the approach that utilizes Bluetooth sensors deployed alongside roads [2] , [8] . Bluetooth is a wireless technology developed for short to medium range, low rate communication between wireless devices, such as cellular phones and other portable electronic devices [9] . A Bluetooth device has a globally unique 48-bit Bluetooth device or medium access control (MAC) address, which is electronically engraved on the device. The Bluetooth sensors deployed in the field wake up periodically and scan the wireless medium to pick up broadcast messages from which they extract the MAC addresses of Bluetooth devices in the vicinity.
A. Current limitation of Bluetooth sensor-based approach and motivation for our study
Many parts of the highways in the U.S. have two or more separate sets of lanes. For instance, in many urban and suburban areas surrounding metropolitan areas (e.g., the Washington D.C. metropolitan area), some of the lanes are dedicated for high occupancy vehicles, which are called HOV lanes, during peak hours. In some other parts, the lanes are divided into express lanes and local lanes (e.g., New Jersey Turnpike). The (average) speed of the vehicles will likely be different in express lanes and local lanes (or regular lanes and HOV lanes). Hence, the average speed of all vehicles may not be a good estimate of the average speed on either type of lanes when the average speeds differ significantly, for example, after an accident or construction on local lanes.
Unfortunately, when the Bluetooth sensors are deployed in the field along the highways to record the MAC addresses of Bluetooth devices in vehicles that pass by the sensors [8] , e.g., GPS devices or cellular phones, it is difficult, if possible at all, to determine which lane each vehicle was traveling in from sensor recordings. Even if one could estimate the distance of the vehicle from the sensor using received signal strength, which is a challenging task, this does not provide enough information to determine the lane of the vehicle without knowing the angle of arrival of the received signal.
This provides a motivation for our study. More specifically, we are interested in the problem of estimating the average speeds of the vehicles on different types of lanes (e.g., regular lanes vs. HOV lanes or express lanes vs. local lanes) without knowing which lanes vehicles were traveling in beforehand. There are several possible approaches one can employ to tackle this problem. For example, a reasonable first approach is to attempt to identify the lanes in which the vehicles are traveling and then estimate the average speed in each type of lanes. This essentially reduces to a classification problem. In order for this approach to work well, vehicles in different types of lanes should travel at different speeds so that we can classify the vehicles effectively, based on the speeds of individual vehicles. However, in general it is difficult to classify a vehicle based on its speed. The reason for this is that a vehicle moving at some speed could be either in, for example, a regular lane or an express lane. Therefore, if there is no simple way to classify the vehicles based on their speeds, this approach is unlikely to perform well in practice.
II. DESCRIPTION OF OUR APPROACH
In this paper, we take the viewpoint that the speeds of individual vehicles recorded in the collected data sets come from one or more distinct distributions. In other words, we assume that the speeds of the vehicles are random variables (rvs) generated according to a mixture distribution, 1 and our goal is to determine (i) the number of mixture components, (ii) the mixture weights and (iii) the means of mixture components. In particular, we use Gaussian mixture distributions to estimate the average speeds and mixture weights.
a) Selection of the number of mixture components: First, in order to determine the number of mixture components, we make use of Akaike information criterion (AIC) [1] . Although there are many measures for assessing the "goodness" of a fitting distribution for a given data set, we use the AIC to carry out a trade-off between complexity and accuracy of the fitting distribution. In our problem, the complexity is proportional to the number of mixture components. Taking into account the complexity of the fitting distribution is important when the data set is limited, as they are in our problem over a short interval, and we are interested in identifying only the principal mixture components.
The aforementioned trade-off between complexity and accuracy is carried out through the expression
where K is the number of parameters in the distribution and L is the maximized likelihood for the given parameters. Thus, while the second term prefers a more accurate distribution, the first term penalizes the distribution with a larger number of parameters to be estimated. From (1), we are interested in finding a fitting distribution with the smallest value of AIC.
b) Parameter estimation and expectation-maximization (EM) algorithm:
Once the number of mixture components is determined, we use the estimated means of the mixture components and the mixture weights to approximate the average speeds of the vehicles and the percentage of vehicles traveling in different types of lanes, respectively. This step can be formulated as an estimation problem in which the parameters to be estimated are the means and weights of the mixture components. While there are several well known estimators, our study reveals that the EM algorithm [7] performs better than many popular estimators, such as maximum likelihood estimators (Section IV).
The EM algorithm is an iterative statistical estimation procedure in which each iteration consists of two processes -an 1 Here, we allow a mixture distribution to have a single component. expectation step and a maximization step. The EM algorithm is often employed for parameter estimation when, besides observable variables X, there are hidden or latent variables Z that cannot be observed directly: suppose that we are interested in estimating parameters Θ ∈ S Θ . The estimate of the parameters at the n-th iteration, n = 1, 2, . . ., is denoted by θ n . 1) Expectation step: At the (n + 1)-th iteration, along with the observed value X = x, the estimate θ n is used as the true value of Θ to compute the conditional distribution of Z. This conditional distribution of Z is in turn employed to compute the expected value of the log-likelihood E Z [ln (P [x, Z | θ])], θ ∈ S Θ , where the expectation is taken with respect to the conditional distribution of Z given {X = x, Θ = θ n }. 2) Maximization step: In the maximization step, the new estimate of Θ at the (n + 1)-th iteration is set to
If there is more than one solution to the maximization problem in (2), one of them is chosen arbitrarily.
In our problem, there is a latent variable associated with each pair of a sample point, i.e., a vehicle speed, and a mixture component. These latent variables determine which mixture component is responsible for generating the sample point. Hence, rather than classifying the sample points first, the EM algorithm will make use of conditional probabilities of these latent variables to determine how well the current estimate of the parameters fits the given sample points.
III. NUMERICAL RESULTS
In this section we present the numerical results from the experiments we conduct using the real measurements collected along several different segments of the interstate I-95 highways in the U.S. First, we explain how the measurements are collected and how we use the measurements to compute the (average) speeds of vehicles. Then, we provide the numerical results we obtain using our proposed scheme.
A. Bluetooth sensor measurements
The overall experimental setup is illustrated in Fig. 1 . In our setup, two Bluetooth detectors or sensors are placed along a road that is at least 1 mile long. The sensors wake up every 5 seconds to scan the wireless medium. As vehicles equipped with Bluetooth devices pass by the sensors, the scanned MAC addresses and the time of scanning are recorded by the sensors. A typical sensor can have a scanning radius of up to 300 feet. When the same MAC address is recorded by both sensors, using the known distance between the two sensors and the recorded times of scanning, we calculate the average speed of the vehicle between the sensors by dividing the distance by the travel time. Throughout the rest of the section, we refer to these average speeds of individual vehicles simply as speeds, in order to distinguish them from the average speeds of more than one vehicle. 
B. Experimental Results
We examine three different scenarios in order to evaluate the performance of our proposed scheme. The first two are based on the Bluetooth sensor measurements on two distinct segments of the I-95 corridor without any modification to the data sets. The last scenario represents a controlled experiment, which is used to validate the accuracy of our scheme. In all cases, a file that contains the speeds of recorded vehicles is given to our proposed scheme as input. Our scheme then produces i) the number of mixture components with the corresponding value of AIC, ii) the means of mixture components, and iii) the mixture weights for Gaussian mixture distributions with the three smallest values of AIC (as the number of mixture components is varied).
1) Experiment #1 -Express and Local Lanes:
In the first experiment, we consider a segment of New Jersey Turnpike with both express lanes and local lanes in Ridgefield Park, NJ. The measurements were taken on the 21st of April, 2011 from 6:00 AM to 7:00 AM. Fig. 2 plots the speeds of the vehicles we computed (as described in Section III-A) using the recordings by the sensors. There are a total of 107 sample points. Clearly, it would be difficult, if possible at all, to classify the vehicles into express lane vehicles and local lane vehicles based solely on their speeds plotted in the figure. These values of AIC are also provided in the figure. In addition, we plot the smoothed histogram we obtain by taking the average of three consecutive histogram points -the original value and the two nearest neighbors in the histogram with equal weights of 1/3 (green *). As evident from Fig. 3 As one can see from Fig. 3 , the Gaussian mixture distribution with two mixture components has the smallest value of AIC. The estimated means of the two mixture components are 52.5 miles per hour (mph) and 59.9 mph with the mixture weights of 0.443 and 0.557, respectively. Hence, according to our proposed scheme, approximately 44.3 percent of the recorded vehicles were traveling in the local lanes with the average speed of 52.5 mph, while 55.7 percent of recorded vehicles were in the express lanes with the average speed of 59.9 mph. Unfortunately, while these estimates appear reasonable, we cannot verify their accuracy because we do not know which lane each vehicle was in. This issue will be addressed in the last scenario (Experiment #3).
It is obvious from Fig. 3 that the histogram of the vehicle speeds is quite noisy and it is hard to determine the distribution of the speeds directly from the histogram. However, our fitting Gaussian mixture distribution with two mixture components closely resembles the smoothed histogram of the speeds.
2) Experiment #2 -Toll Plaza: In the second scenario, we examine the measurements obtained on a segment of I-95 highways that includes a toll plaza in Iron Hill Park, DE, near the border between Delaware and Maryland. The measurements were taken on the 1st of July, 2011 between 5:30 PM and 6:00 PM. There are a total of 93 samples in this scenario.
The reason we are interested in studying this data set is as follows: the toll plaza has separate lanes for E-ZPass holders different from cash lanes. Since E-ZPass holders do not have to stop to pay the toll, one expects them to travel at higher speeds over the segment than the vehicles that go through the cash lanes, which often have lines of vehicles waiting to pay the toll. Hence, we expect to see noticeable differences in the (average) speeds of the vehicles going through the E-ZPass lanes and the cash lanes. We show that indeed this is true and our proposed scheme can easily recognize this fact and offers two separate estimates -one for the vehicles through the E-ZPass lanes and the other for the vehicles through the cash lanes. We plot the samples, i.e., vehicle speeds, in Fig. 4 . One can easily see from the figure that indeed there are two groups of vehicles traveling at different speeds, one concentrated around 60 mph and the other around 30 mph. Both the histograms and the fitting distributions are shown in Fig. 5 . Once again, the Gaussian mixture distribution with two mixture components has the smallest value of AIC and appears to approximate the smoothed histogram of the speeds reasonably well, although even the smoothed histogram seems somewhat noisy in this case, in part due to a smaller sample size. The estimated means of the mixture components are 61.7 mph and 29.9 mph with the mixture weights 0.546 and 0.454, respectively. Hence, roughly 55 percent of the recorded vehicles used the E-ZPass lanes according to our estimate.
Note that there is an outlier in the histogram around 63 mph, which can distort the average value if one tries to estimate the average speed of the vehicles using the sample average. Our proposed scheme, however, is not affected by this outlier significantly because it recognizes such outliers that occur with small probability.
3) Experiment #3: Controlled Experiment: In the final scenario, instead of taking a single set of measurements collected by the sensors over a single period, we merge two sets of measurements taken over two disjoint periods into one. Both sets of measurements were taken from the same segment of I-95 in New Jersey, on two different dates. The first measurement set was gathered between 4 PM and 5 PM on the 20th of April, 2011, and the second measurement set was collected between 5:30 PM and 6 PM on the 21st of April, 2011. The first set contains 72 samples and the second set has 22 samples. We merge these two measurement sets into one data set and use it as an input file to our proposed scheme. Thus, the first data set and the second data set account for 76.6 percent and 23.4 percent, respectively, of all samples.
The goal of this exercise is to create a controlled experiment for which we know the answers and investigate how accurately our proposed scheme can estimate the average speeds when vehicles travel in two different types of lanes, in particular, an HOV lane and regular lanes, where a smaller number of vehicles are expected to use an HOV lane. The first data set (with 72 samples) serves as the set of samples that come from the regular lanes in our controlled experiment, while the second data set (with 22 samples) provides the samples that (we pretend) come from an HOV lane.
Since we expect the vehicles in an HOV lane to move faster during rush hours than the vehicles in regular lanes, which tend to be more congested, we add a fixed constant to all the samples in the second data set to mimic the higher anticipated speeds of vehicles in an HOV lane during rush hours. After this modification to the samples, the average speed of the vehicles in the second data set is 72.6 mph, and that of the vehicles in the first data set is 58.0 mph. In Fig. 6 , we plot the Gaussian mixture distributions with the three smallest values of AIC. As shown in the figure, the Gaussian mixture distribution with two mixture components has the smallest value of AIC. Fig. 6 also shows the histogram of the vehicle speeds. The means of the two mixture components estimated by our proposed scheme are 57.7 mph and 72.6 mph with mixture weights [0.747 0.253]. Clearly, these estimates are close to the true values that we use in this controlled experiment, demonstrating the accuracy of our proposed scheme.
IV. COMPARISON AGAINST OTHER MAXIMUM LIKELIHOOD ESTIMATORS
Our proposed scheme is based on the EM algorithm, which is well suited for our purpose and has a provable convergence property [7] . However, there are other estimators, including the popular maximum likelihood estimator (MLE), and other mixture distributions one can employ to fit the measurements. In this section, due to the space constraint, we briefly discuss their performance and mention some problems one may encounter with the MLE utilizing different mixture distributions.
First, for a given mixture distribution whose parameters need to be estimated, the MLE simply chooses the parameters that are most likely to generate the observed measurements. Hence, when the measurements are noisy due to the limited sample size, the MLE often believes that there is a single mixture component even when there is more than one mixture component.
Second, the output of the MLE tends to be sensitive to the initial starting point. More specifically, when the overall sample mean and variance of the vehicle speeds are used as the initial means and variances of mixture components with evenly distributed initial mixture weights, the MLE does not always produce (close to) correct values. These are illustrated in Table I . In this example, we use the same controlled experiment in the previous subsection, i.e, experiment #3 with average speeds of 58.0 mph and 72.6 mph. We use the MLE to find the parameters of different mixture distributions with two mixture components. As shown in the table, except for two cases (Weib-Weib and GaussWeib), the MLE puts a mixture weight of one on a single mixture component and outputs the overall average speed of the vehicles as its mean. In addition, an (almost) arbitrary number is chosen as the mean of the second mixture component with zero mixture weight, as it has no meaning. The mixture distributions for the two cases that produce two mixture components (i.e., Weib-Weib and Gauss-Weib) are plotted in Fig. 7 along with the fitting Gaussian mixture distribution selected by our proposed algorithm. As we can see from Fig. 7 and Table I , while they are relatively close, our proposed scheme provides more accurate estimates.
V. CONCLUSION We studied the problem of estimating the average speeds of vehicles traveling on different types of lanes. The problem is formulated as one of finding the parameters of mixture distributions (and corresponding mixture weights). We proposed a novel estimation scheme based on the well known expectationmaximization (EM) algorithm, which estimates the means of mixture components and the mixture weights. We conducted experiments using real measurements and demonstrated the accuracy of our proposed scheme.
