We show how optical flow estimates can be combined with boundary estimation to improve estimates of motion. The improvement is associated with blending of estimates from complementary bases of operation. The paper combines a phase-based method for optical flow with a time extended version of the phase congruency operator. By evaluation on synthetic and real image sequences, the combination of the two techniques is shown to improve motion estimation with particular advantages at motion boundaries, regions which have posed considerable difficulty for previous motion estimation techniques. The advantage is derived using the moving feature information in an extended phase congruency operator to constrain correct data in the optical flow field.
Introduction
Motion blur is a real problem for optical flow calculation. Most optical flow techniques use operations on groups of pixels to calculate the optical flow at a particular point. To justify this, an assumption of a single motion field, (or a smoothly varying motion field) model is used. If, however, within a group of pixels there is a motion boundary, or multiple motions violate this assumption, then the resulting field will be biased or erroneous. We show that it is possible to use motion boundary information to separate motion fields and reduce or remove blurring across such boundaries.
Knowing that both optical flow and motion boundary estimation can be computationally expensive, two techniques that are phase-based have been chosen as a basis for this work. The first is phase-based optical flow developed by Fleet and Jepson [4] . It provides dense flow fields and sub-pixel accuracy. In a review by Barron [2] it was shown to produce good results in comparison to a number of other techniques. The second is a robust feature detector which uses phase congruency, developed by Kovesi [6] . This technique is designed for image feature detection, but has been extended here to detect features that persist over time.
Phase-based Optical Flow
Fleet and Jepson [4] propose that the flow of the phase values of an image sequence's component frequencies is synonymous with the optical flow of the sequence. The first step of the technique is the convolution of a series of Gabor filters, N´x y t ω x i ω y i ω t i µ, 
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and β is a measure of the bandwidth the filter has one σ from its centre. 
The results are also thresholded dependent upon conditions that eliminate phase singularities [5] and points where the response to the Gabor filter is too small and possibly dominated by noise. A final step of applying a least squares operation on a local neighbourhood of component velocities produces full 2D velocity estimates.
Phase Congruency
Phase congruency is a robust feature detector. It detects not only step and line responses, but also a broader set of features [1] . Its attributes include a high degree of invariance to lighting variation within images. This paper extends the phase congruency technique to work with image sequences. The technique's first step is to convolve the image with a set of log-Gabor filters at 'l' different orientations and 'm' different scales. Log-Gabor filters are chosen because they have zero DC response, and in cosine and sine based pairs they have a quasi-quadrature relationship. At each orientation a measure of the spread of energy amongst the different scales, w n´x yµ, is calculated.
w n´x yµ
A n´x yµ m´A max´x yµ · εµ (7) where A n´x yµ is the amplitude of the response to the quadrature pair of filters at scale n and A max´x yµ is the maximum amplitude response for the set of log-Gabor filters at all orientations. ε is a small constant avoiding division by zero which ensures that if the amplitude at a pixel becomes too small it is masked out. This is then mapped through a sigmoid function to produce W n´x yµ W n´x yµ 1 1 · e´c w n´x yµµg (8) where c and g control the mapping of w n´x yµ to W n´x yµ. Also an estimate of the level of noise at the different scales, T , is calculated [6] . Then phase congruency, PC, at each orientation, PC l , is calculated from the vector sum of the log-Gabor filter responses, R i .
where φ n´x yµ is the phase at point´x yµ for scale n andφ´x yµ is the mean phase across all scales at that point. The use of depict that if the quantity between is negative it is set to zero. The vector sum is thresholded by the noise level estimate, T , and scaled by the measure of the spread of the energy mapped through a sigmoid function, W n´x yµ. This is then divided by the total energy at the chosen orientation to produce a measure of phase congruency, PC l , for that orientation. Repeating and summing of the results for the 'l' orientations gives the phase congruency measure for the image, PC´x yµ.
Method

Temporal Phase Congruency
We now extend phase congruency to use inter-frame data to enable estimation of moving features with resilience to noise. The original technique looked for features in a twodimensional image and used filters that were built from a one-dimensional signal, the log Gabor function. This was convolved with an orthogonal spreading function, in this instance the Gaussian function. An additional spreading function (orthogonal to the two original functions) can be used to create a three-dimensional (2D+T) filter to enable the detection of moving features. The measures for the estimation of noise, and energy spread are also extensible to image sequences. The original log Gabor function is
where ω is frequency, and ω i is the tuning frequency of the filter. σ controls the spread of the filter.
This filter is convolved in the time domain ( multiplied in the frequency domain) as in equation 13 for 2D filtering and as in equation 14 for 2D+T filtering. The filters are based upon a polar co-ordinate method for making log-Gabor filters, with the two orthogonal Gaussian spreading functions operating in the angular axes, and the log-Gabor filter about the radius or magnitude of frequency axis.
where ω represents the spatial or spatio-temporal frequency, θ represents the spatial angle of that frequency and ψ represents the temporal angle in frequency space. θ i and ψ i are the angles the filters are focused upon, and again σ controls the spread of the filters.
This extension to phase congruency has two main advantages. The first advantage is found in the orientation at which phase congruency is detected at a particular pixel. This describes not only its spatial, but also its temporal orientation. This is the same as describing its velocity. Therefore all features extracted with the extended method have this additional attribute already defined.
Secondly the technique should be more robust to noise. This gain in robustness is justified by examining the feature that the filters respond to. In the one-dimensional case the filters are responding at a point. In the two-dimensional case the filters are responding at a point, which if part of a feature will likely be surrounded by valid feature points in a line on either side, that by themselves would cause a minor response to the filter due to the Gaussian spreading function. This improves the signal-to-noise ratio when processing an image. Therefore when considering a point in 2D+T space, the supporting responses of a point's neighbours in both spatial and temporal directions should increase the robustness.
Guiding Optical Flow Estimation
Optical flow operators suffer from motion blurring since at a boundary the estimates for motion can become mixed between one moving object and another. This is because optical flow operators typically use neighbourhood operations to compute velocity estimates or in filtering stages. Both of these occur in Fleet's technique. An example of motion blurring can be seen in figure 1 where it is possible to see that the estimates for motion in the image blur across the boundary of the circle onto the stationary (smoothly varying) background. With a moving feature detector, it should be possible to define where the motion boundary is. With this information it is then possible to erode the motion field back towards the motion boundary, reducing errors in the motion field produced.
The erosion process uses the current velocity estimates, v, the original velocity esti- Co-ordinates´x yµ are those of the current point being considered,´a bµ are the nearest points to´x yµ in direction of the motion at that point. Points´c dµ are the points 'north', 'south', 'east' and 'west' of the current. λ 1 controls variation in the velocities. Previous values that have been deemed incorrect are always 'different' from another velocity estimate. λ 2 controls how significant a feature needs to be before it stops the erosion process. In our studies, phase congruency values greater than 0.33 are significant. Testing the original velocities means that the erosion having started from a motion boundary only creeps in one direction, that of the faster moving region. This is prescribed because faster moving regions should have a larger motion blur. Future work needs to examine more complex motion boundaries to ensure this is a valid and useful assumption.
Results
Temporal Phase Congruency
The new temporal phase congruency has been tested against the original phase congruency technique on a synthetic sequence of moving circles. The first test has been using a simple visual comparison. Both techniques extracted the edges of this simple image sequence very well. To gain a deeper insight, salt and pepper noise was added to the sequence in increments of 10%. At 50% salt and pepper noise, half of the pixels are set arbitrarily to black or white. Examples of the middle frame of the sequence with different noise levels are shown in figure 2 . The resulting 'feature' maps are then passed through a velocity Hough transform [7] , which is a robust moving circle detector. In the results shown in figure 3 only the highest point in the accumulator for that sequence was a correct identification of the circle's velocity, and position. Anything different was considered a fail, a harsh judgement, but illustration enough of the performance possible here.
The result shows that the thresholded variant of the new temporal phase congruency operator improves results. This is because the number of sequences for which a correct result obtained is more for the new technique and all except one exceed that of the original version. The lower results at 60% noise for the temporal phase congruency method when compared to the image based method could be attributed to too small a test set, but merits further investigation.
Guided Optical Flow
To test the new guided optical flow two sequences were used. The first was of a generated disc with a fixed random texture moving on a linearly varying background or 'slope'. The second was from the Southampton Gait Database [8] , and involved a person walking on a green background. This sequence was processed three times using the separate red, green and blue channels, with the final flow fields being assimilated to produce a more dense flow field, than if either a grayscale sequence or a single colour channel was used. The densities of the flow fields even after combining the three channels were still too low. This is because Fleet's technique can only detect motion up to 2 pixels per frame without sub-sampling the images. Accordingly, another optical flow technique by Bulthoff [3] was used to buttress the density of the optical flow estimates. Differences in the density of results can be seen in figure 4 .
It was assumed that within the circumference of the circle and the person were the only pixels that should contain any movement. In this way the results for this test were in four categories:
-Correct results, non-zero velocity estimates only within the 'shapes'.
-False zero velocity estimates where velocity estimates should be higher than zero -False non-zero velocity estimates where background estimates should be shown -Unclassified results, pixels for which the velocity is indeterminable by the optical flow techniques, or is eroded. Table 2 : Results from the central frame of the walking person sequence.
In both table 1 and table 2 the errors produced by the initial optical flow techniques are reclassified as 'unclassified'. This removes false confidences in the original data. The number of reclassifications is higher in the first few iterations, but the process stabilises and areas of blur are reduced to phase congruency boundaries. Both figure 5 and figure 6 show that there is motion blur after the original optical flow techniques. After twelve iterations the flow field in figure 5 has stopped receding and stabilised closer to the circle's boundary. Figure 6 shows the Bulthoff optical flow operator's broad flow fields can be guided in their reduction. In this instance the erosion has eroded some valid flow vectors, but results in table 2 show the invalid vectors are more greatly reduced.
Results from a moving feature extraction technique can be used to guide selection of correct optical flow estimates thus improving the quality of motion extraction. The tests shown are currently single objects moving on a stationary background and reclassification of velocity vectors removes erroneous vectors. Future work should include multiple objects passing behind and in front of each other, as well as more complex motion junctions.
In developing this combination of motion detection, an enhanced form of the phase congruency operator has been developed. This shows improvements over the original operator in noisy conditions, although further work to remove some anomalies may be necessary. It also provides velocity information for the moving features detected. Inclusion of this motion information in the combined algorithm should also be a future work.
Preliminary studies on real image data were hampered by the sparsity of flow estimates, in part due to the large motions in the test sequences. Currently fast motion causes problems in obtaining sufficiently dense optical flow fields. This may be over come by pyramid decomposition of the image sequence, along with a method for recombining multiple scales of velocity estimates. This and other aspects merit future investigation.
