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We present atomistic computations within an empirical pseudopotential framework for the elec-
tron s-shell ground state g-tensor of embedded InGaAs quantum dots (QDs). A large structural
set consisting of geometry, size, molar fraction and strain variations is worked out. The tensor
components are observed to show insignificant discrepancies even for the highly anisotropic shapes.
The family of g-factor curves associated with these parameter combinations coalesce to a single
universal one when plotted as a function of the gap energy, thus confirming a recent assertion us-
ing a completely different electronic structure. Moreover, our work extends its validity to alloy
QDs with various shapes and finite confinement that allows for penetration to the host matrix as
in actual samples. Our set of results for practically relevant InGaAs QDs can help to accomplish
through structural control, g-near-zero, or other targeted g values for spintronic or electron spin
resonance-based direct quantum logic applications.
I. INTRODUCTION
A single parameter, namely the g-factor, succinctly
provides a measure of how strongly a charge in an elec-
tronic structure couples to an external magnetic field.
Compared to its free-electron Dirac equation value of
g0 = 2, it can be significantly renormalized in solids,
denoted by g∗, as a result of the spin-orbit interaction
[1, 2]. Likewise, in semiconductor nanostructures such as
quantum dots (QDs), yet another level of renormaliza-
tion becomes operational by confining the carrier wave
function around a heterogeneous region which accord-
ingly tailors the orbital contribution [3], besides offering
electrical tunability [4–8]. Among these structures, the
self-assembled InGaAs QDs particularly stand out where
a number of critical quantum technological milestones
have been demonstrated, like indistinguishable single-
photon sources [9], and on demand [10], spin-resolved
resonance flourescence [11], spin-photon interface [12],
entangled photon pairs [13], entanglement swapping [14],
as well as simultaneous antibunching and squeezing [15].
Interestingly, the electron spin resonance (ESR) in em-
bedded InGaAs QDs has so far been elusive, with the
exception of one group which awaits to be reproduced
for more than a decade [16]. As a matter of fact, ESR
would be highly welcomed in embedded QDs for the di-
rect magnetic field control of the electron spin over the
full Bloch sphere, which was unambiguously showcased
much earlier in electrostatically defined gated QDs [17].
An intriguing region that also merits attention is where
the QD g-factor changes sign, which is of relevance to g-
near-zero QDs (g∗ ∼ 0). There are a number of reasons
why this can bring interesting physics. In general the
background nuclear spins interact with external magnetic
field with a coupling constant about three orders of mag-
nitude smaller than those of free electrons, originating
∗ bulutay@fen.bilkent.edu.tr
from their Lande´ factor ratio [18]. Consequently, nuclear
magnetic resonance (NMR) and ESR frequencies are off
by again a factor of thousand. g-near-zero QDs miti-
gate the ESR and NMR mismatch so that the electron-
nucleus counter spin flips become energetically more af-
fordable. This can be utilized to achieve a strong cou-
pling between electron and the nuclear spin bath, similar
to the Hartmann-Hahn double resonance [19–21]. From
a basic science point of view, g-near-zero can promote
spin-density wave state where the spins are oriented per-
pendicular to the magnetic field [22], and a spin texture
of skyrmionic excitations [23]. As to some practical ex-
amples, it can facilitate controlled spin rotation by g∗-
tunability provided that it changes sign via electric gat-
ing [4, 24], or the quantum state transfer between a flying
photon qubit and a resident electron spin qubit in a QD
[25]. Thus, a deeper understanding of the elements that
govern the g-factor, especially in InGaAs QDs, is quite
valuable for several research directions.
Over the years there has been a number of experimen-
tal efforts to better characterize the g-factor of InGaAs
QDs [26–36]. A complication that arises in most of these
magnetoluminescence-based measurements is the extrac-
tion from the excitonic g-factor that of the electronic con-
tribution [6, 8, 27, 28, 31, 32, 34, 35], which hinders its
sign, a concern also shared by the magnetocapacitance
[29], and photocurrent spectroscopy experiments [36].
Naturally, they need to be supplemented by an electronic
structure theory, which has been routinely a variant of
the k · p model [37–41], even though more sophisticated
alternatives are being developed [42–45]. Another diffi-
culty that virtually affects all experimental studies stems
from not knowing the precise structural information such
as the alloy composition, geometry and hence the strain
profile of the probed single QD. Hitherto, what is avail-
able at best is a statistical data for the whole sample.
Notwithstanding, according to some of these works, this
lack of knowledge may not be so critical as it is primarily
the gap energy that is directly linked with the g-factor
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2[5, 31], thereby substantiating the celebrated so-called
Roth-Lax-Zwerdling expression that was originally de-
rived for bulk [46]. A recent tight-binding analysis quali-
tatively supported this by concluding that the dominant
contribution to the g-factor of nanostructures comes from
the bulk term, considering only the compound QDs [47].
Undoubtedly, these assertions merit further theoretical
investigation, preferably by an atomistic electronic struc-
ture technique that can provide quantitative insights into
alloy InGaAs QDs as it is predominantly for the so far
studied ones [4, 6, 7, 26–28, 31, 32].
In this work, we consider InxGa1−xAs QDs embedded
in a host matrix and under a homogeneous compressive
hydrostatic strain which is typical for the inner cores of
the relaxed structures [48–50]. The studied geometries
range from full spherical down to a lens shape as well as
various cuts in between with respect to [111] axis. Inde-
pendently, the indium fraction is also varied giving rise
to a uniform alloy profile inside the QD. These struc-
tures embody on the order of 10 million atoms including
the matrix material which makes it imperative to use an
efficient atomistic electronic structure tool. In our case
we employ the so-called linear combination of bulk bands
(LCBB) which handles such atomic numbers with reason-
able computational budget [51]. In the past, we used it
in nanocrystals for the linear optical response [52], third-
order nonlinear optics [53], electroabsorption [54], and
coherent population transfer [55], and in nanowire struc-
tures for electronic structure [56] and ballistic transport
[57]. To the best of our knowledge this is the first appli-
cation of the LCBB method to the study of g-factor in
semiconductors.
Most importantly, among other findings, our work sub-
stantiates the conclusion of the aforementioned tight-
binding study which reported a universal behavior for g∗
when plotted with respect to the gap energy [47]. Fur-
thermore, we extend its validity to alloy QDs of various
shapes and finite confinement that allows for penetration
to the matrix as in realistic samples.
The organization of the paper is as follows: in Sec-
tion II we describe the LCBB technique as it is not widely
known, and the g-factor expressions. Section III presents
our results for a rich variety of QD structures, and reveal
the underlying universal behavior followed by our con-
clusions in Section IV. Some computational details are
spared for the Appendix.
II. THEORY
A. LCBB Electronic Structure Technique
A general necessity in atomistic electronic structure
techniques is a large basis set, as in the form of extended
plane waves or localized Gaussian orbitals, so as not to
compromise accuracy, which inevitably inflates the com-
putational budget. Yet, when a restricted energy window
is of interest, a specialized basis set of modest size se-
lected with physical insight becomes viable, forming the
premise of the LCBB method [51]. Here, the basis set
is formed by the bulk Bloch functions of the underlying
materials within the desired energy range. Hence, the
jth stationary state wave function of a nanostructure is
approximated by the expansion
ψj(r) =
1√
N
∑
n,k,µ
Cµ,jnk u
µ
nk(r)e
ik·r, (1)
where N is the number of bulk primitive unit cells inside
the large supercell of the nanostructure, n is the bulk
band index, k is the wave vector within the first Bril-
louin zone of the underlying lattice, and µ designates the
materials in the set, usually the core and the embedding
media. In this expression the cell-periodic part uµnk(r) of
the bulk Bloch functions of each material has the Fourier
series representation
uµnk(r) =
1√
Ω0
∑
G
Bµnk(G)e
iG·r ,
where the summation is over the reciprocal lattice vec-
tors G, inside an energy cut-off, and Ω0 is the volume of
the primitive cell [2]. The Fourier coefficients Bµnk(G) are
presumably available by diagonalizing the bulk Hamilto-
nian of material µ at each k point.
The single-particle Hamiltonian of a nanostructure
constitutes the kinetic energy and the crystal potential
parts. For the latter we employ the empirical pseudopo-
tentials [58] to describe the atomistic environment
H = T + Vxtal
= −~
2∇2
2m0
+
∑
µ,Rl,α
Wµα (Rl) υ
µ
α(r−Rl − dµα) ,
where m0 is the free electron mass, the direct lattice
vector Rl indicates the origin for the primitive cell, and
dµα specifies the relative coordinate of the basis atom α
within the primitive cell. The weight function Wµα (Rl)
keeps the information about the atomistic composition
of the nanostructure by taking values 0 or 1 depending
on the type of the atom located at the position Rl +d
µ
α.
υµα is the local screened spherical atomic pseudopotential
of atom α of the material µ [58].
Hamiltonian matrix elements are evaluated with re-
spect to the LCBB basis states, {|nkµ〉} which can be
cast into a generalized eigenvalue problem∑
n,k,µ
〈n′k′µ′|T +Vxtal|nkµ〉Cµ,jnk =Ej
∑
n,k,µ
Cµ,jnk 〈n′k′µ′|nkµ〉 ,
which yields the energy Ej and the expansion coefficients
Cµ,jnk . The explicit forms of these matrix elements are
〈n′k′µ′|nkµ〉 = δk,k′
∑
G
[
Bµ
′
n′k(G)
]∗
Bµnk(G) ,
〈n′k′µ′|T |nkµ〉 = δk,k′
∑
G
~2|k+G|2
2m0
[
Bµ
′
n′k(G)
]∗
Bµnk(G) ,
3〈n′k′µ′|Vxtal|nkµ〉 =
∑
G,G′
[
Bµ
′
n′k′(G
′)
]∗
Bµnk(G)
×∑µ′′,α Vµ′′α (|k+G− k′ −G′|)
×Wµ′′α (k− k′)e−i(k+G−k
′−G′)·dµ′′α .
Here, Vµ′′α andWµ
′′
α are the Fourier transforms of atomic
pseudopotentials and the weight functions
Vµ′′α (|k+G− k′ −G′|) =
1
Ω0∫
υµ
′′
α (r) e
i(k+G−k′−G′)·rd3r, (2)
Wµα(k− k′) =
∑
j
Wµ
′′
α (Rj)e
i(k−k′)·Rj .(3)
B. Spin-orbit interaction
So far, only the spin independent part of the Hamilto-
nian is considered. Following Hybertsen and Louie [59],
the spin-orbit interaction can be incorporated as
HSO =
∞∑
`=1
|`〉V SO` (r)` · σ 〈`| , (4)
where, ` is the orbital angular momentum label, σ
is the Pauli spin matrix, and V SO` (r) is the angular-
momentum-dependent (i.e., nonlocal) radial spin-orbit
potential. To simplify, we restrict to the dominant ` = 1,
i.e., p component, and the spin-orbit matrix elements be-
come
〈s,K|HSO |s′,K′〉 = −i 〈s|σ |s′〉 ·
[
12pi
K×K′
KK ′
V SO`=1(K,K
′)
]
×S(K′ −K) , (5)
where K = k+G, K′ = k+G′, |s〉 denotes a spinor state,
S(K′−K) is the bulk static structure factor. V SO` (K,K ′)
is given by the integral
V SO` (K,K
′) =
∫ ∞
0
dr
Ω0
r2j`(Kr) V
SO
` (r) j`(K
′r) , (6)
with j` being the spherical Bessel function of the first
kind and V SO` (r) is chosen as a Gaussian function [60]
with a width of 2.25 Bohr radius and its amplitude be-
ing a fit parameter as described below. V SO` (K,K
′) is
computed once, and invoked from a look-up table.
C. g-factor
Unlike a free electron, the charge of a nanostructure
experiences an anisotropic coupling to an external mag-
netic field B so that its g-factor becomes a rank-2 sym-
metric tensor
↔
g , which becomes diagonal when expressed
in its principal axes; it is described through the Zeeman
Hamiltonian
HZ = 1
2
µB σ · ↔g ·B, (7)
where µB is the Bohr magneton [37]. The celebrated
↔
g expression follows from a spinless electronic structure
calculation when the spin-orbit interaction is included as
a first-order perturbation [2, 61]. This bulk formulation
can be extended to QDs in terms of the matrix elements
between two confined states n and j as
pnj =
(2pi)3
ΩSC
∫
SC
ψ∗n(r) p ψj(r) d
3r , (8)
hnj =
(2pi)3
ΩSC
∫
SC
ψ∗n(r) h ψj(r) d
3r , (9)
where the integrals are over the supercell volume ΩSC, p
is the momentum operator, and h is the spin-orbit related
operator defined through HSO = h ·σ; see, Eq. (4). This
yields
↔
gn = 2
↔
I +
2
i~2m0
∑
jl
1
ωnj
{
(hjl − hlj)(pnj × pln)
ωjl
+
(hln − hnl)(pnj × pjl)
ωnl
}
,
(10)
where
↔
I is the 3×3 identity matrix, and ωnj = (En −
Ej)/~, and etc. With some manipulations, it can be
shown to be equivalent to the Roth’s bulk expression [61]
↔
gn = 2
↔
I +
2
i~2m0
∑
jl
′ 1
ωnjωnl
{hnjpjl × pln
+ hjlpnj × pln + hlnpnj × pjl}. (11)
but now the matrix elements are worked out using nanos-
tructure states as given by Eqs. (8), (9).
III. RESULTS
A. Cuts from a sphere
We start with the compound InAs spherical QD of
45 nm diameter embedded in a host matrix, where the
QD is under a 2% compressive strain, corresponding to
a hydrostatic strain of H = −0.06. In Fig. 1 we see how↔
g varies along its principal directions when the sphere
is successively cut by a (111) oriented plane, produc-
ing in addition to a sphere, a hydrophobic-contact-angle-
, hemispherical-, and lens-shaped QDs. As expected,
the increasing confinement gradually modifies g∗ from
-2.47 to 0.21 so that g∗ ∼ 0 would be attained for a
lens shaped QD with a bigger diameter than the one in
Fig. 1. The three principal values of
↔
g marginally deviate
from each other even though they become exceedingly of
anisotropic shapes toward the lens QD. The largest dif-
ference is about 0.03 that occurs for the spherical QD
which indicates the numerical accuracy of our calcula-
tions. This lack of anisotropy in
↔
g is ubiquitous for all
the structures studied in this work. Therefore, for the
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FIG. 1. The three principal
↔
g values of embedded InAs QDs
under 2% homogeneous compressive strain. The four geome-
tries originate from a sphere by cutting with a (111) plane
producing lens, hemisphere, and hydrophobic-contact-angle
spherical domes.
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FIG. 2. Variation of the g-factor of the spherical-,
hemispherical- and lens-shaped InxGa1−xAs QDs under −2%
homogeneous strain as a function of the indium mole fraction.
All of them have the same diameter of 46 nm, and the lens
QDs have a height about 11-12 nm. Lines are to guide the
eye.
sake of clarity, we shall display its major principal com-
ponent in the plots to follow.
Next, choosing the spherical, hemispherical, and lens
geometries from Fig. 1, we consider how g-factor evolves
with the indium mole fraction, for alloy InxGa1−xAs QDs
with a diameter around 45 nm, and for the lens ones of
height about 11-12 nm. Fig. 2 illustrates the family of
curves belonging to each shape for the QD strain value
of -2%, i.e., xx = yy = zz = −0.02. The geomet-
ric sensitivity only reveals itself toward the indium-rich
composition, where the sign change in g∗ also takes effect.
Stated differently, indium-poor QDs offer very limited g-
tunability.
B. Dimensional dependence in lens QDs
In the remaining sections we concentrate on the more
prevailing lens-shaped QDs. First, we present in Fig. 3
the set of curves for a wide range of indium mole frac-
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FIG. 3. Variation of g-factor with the diameter of the lens
QD. The family of curves are all at a fixed aspect ratio of
h/D = 0.2 for different indium mole fraction, and strain val-
ues. Dashed lines are to guide the eye.
tions, and for two different strains, all at a fixed aspect
ratio (height over diameter), h/D = 0.2. Most notably,
g-factor is seen to raise with compressive strain. Among
possible reasonings, it is the orbital momentum quench-
ing through enhanced electron confinement under strain
that is responsible here [35, 38]. To quote some typical
values in our case, due to larger hydrostatic deformation
potential of the conduction band edge of the matrix ma-
terial with respect to InxGa1−xAs, for x = 0.3 the con-
duction band offset between core and matrix materials
increases from 269 meV to 366 meV as the core mate-
rial strain changes from -1% to -2%. Like Fig. 2, the
geometric g-factor variation under strain gets diminished
with the decreasing molar fraction, x. Therefore, for low
indium concentration and higher strain, g∗ approaches
to free-electron value and becomes largely QD size inde-
pendent. As the indium content increases, so does the
contribution of spin-orbit interaction that lowers g∗ and
instates its size dependence.
Another set of curves follows from, this time varying
the QD height, keeping the lens basal diameter fixed at
35 nm as shown in Fig. 4. The general trends are similar
to Fig. 3, but display a wider change under height, and
in turn aspect ratio. For the considered lens diameter,
g∗ ∼ 0 ensues very close to InAs composition and for low
strain values. An intriguing observation is that different
mole fraction and strain curves can perfectly overlap as
in (x = 0.5,  = −0.01) and (x = 0.8,  = −0.03), which
indicates that, as far as g-factor is concerned, the effect
of one can be undone with the other physical parameter.
This suggests a universal dependence under a decisive
parameter, as we discuss next.
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FIG. 4. Variation of g-factor with the height of the lens QD
for a fixed basal diameter of 35 nm. The family of curves are
for different indium mole fraction, and strain values. Dashed
lines are to guide the eye.
C. Universality with respect to gap energy
Finally, we now recast all the various QD g-factor re-
sults above as function of the single-particle gap energy,
Eg that separates conduction and valence states for each
case. If need be, it can be readily extended to include
the excitonic binding energy [54], in connection to low-
temperature magnetoluminescence experiments. When
we replot the data in Figs. 2, 3 and 4 in this manner we
observe that all the distinct family of curves for various
mole fractions, strains, aspect ratios and heights coalesce
to a universal curve as presented in Figs. 5 (a)-(c), re-
spectively. This not only supports the earlier finding of
Ref. [47], but also extends it to alloys while allowing for
penetration into surrounding matrix material. All these
data can be faithfully represented, especially from free-
electron value to where g∗ changes sign, by a curve of the
form g∗(Eg) = 2 − (E0/Eg)2 involving only a single fit
parameter E0 = 1.5665, making it even simpler than that
of Ref. [47]. Two other data from the literature [27, 31]
as shown in Fig. 5 (a), also fall close to this curve. In
the pursuit of g-factor engineering, this universality war-
rants a recipe by merely tuning the gap energy through
any means [28, 62].
IV. CONCLUSIONS
Using an empirical pseudopotential atomistic elec-
tronic structure theory, g-tensors of a large number of
embedded InGaAs QDs with different shape, size, in-
dium fraction and strain combinations are computed.
This analysis provides the general traits of g-factor vari-
ation. For specific applications, when taken into account
in their growth control or post-selection, it can be benefi-
2
1
0
−1
−2
g
∗
a)
x
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Geometries
Lens
Hemisphere
Sphere
Fit
2.0
1.7
1.4
1.1
0.8
g
∗
b)
x
0.3
0.5
0.7
0.8
0.9
1.0
ϵ
−1%
−2%
Fit
1 2 3 4 5
Eg (eV)
2.0
1.5
1.0
0.5
0.0
g
∗
c)
x
0.3
0.5
0.8
1.0
ϵ
−1%
−2%
−3%
Fit
FIG. 5. Universal g-factor behavior obtained when the data
for (a) different geometries in Fig. 2, (b) D series in Fig. 3,
and (c) h series at D = 35 nm in Fig. 4, are redrawn with
respect to Eg. Two other literature data are shown in (a),
as pink [31] and magenta [27] symbols. All fitted curves have
the same equation, g∗(Eg) = 2− (1.5665/Eg)2.
cial for achieving g-near zero InGaAs QDs, or entitle ESR
as a reliable tool for direct quantum logic operations.
Our study also validates a recent report based on tight-
binding electronic structure for compound QDs that the
g-factor acquires a universal behavior with respect to the
gap energy of the QD regardless of its structural details
[47]. We additionally exhibit that this applies to alloy
InGaAs QDs of various shapes and finite confinement al-
lowing for penetration to the matrix. It remains to be
examined whether these conclusions will be affected by
an inhomogeneous atomic scale strain distribution within
the QD.
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APPENDIX: COMPUTATIONAL DETAILS
In this Appendix, we would like to give some further
details about the computational implementation. We
utilize our recently fitted empirical pseudopotentials for
InAs and GaAs under various strain conditions to hy-
brid density functional theory band structures [63]. In
anticipation to reduce matrix sizes, the fit was achieved
with about 120 reciprocal lattice vectors within the en-
ergy cut-off. For the current work involving QDs having
the InxGa1−xAs alloy core, we use the Vegard’s law in
mixing the compound InAs and GaAs pseudopotentials.
As mentioned above the spin-orbit interaction over the
p-states brings a further symmetric spin-orbit coupling
parameter λS fitted to experimental spin-orbit splittings
for bulk InAs and GaAs [63].
In the studied QDs, we exert strain to both matrix
and the core material such that the same lattice constant
uniformly applies over the full supercell. This greatly
simplifies the computational tasks like the choice of the
basis sets, and allows the use of the standard fast Fourier
transform in Eq. (3). For the latter, we utilize the FFTW
library [64]. The non-self-consistent nature of the empir-
ical pseudopotentials [58] necessitates an additional pa-
rameter to have a desirable band alignment under strain.
Following Williamson et al, this is implemented as a hy-
drostatic strain-dependent pseudopotential formed as
V (q; ) = [1 + γ H ] V (q) , (12)
where γ is the accompanying fitting parameter and H =
xx + yy + zz refers to hydrostatic strain [60]. Within
this scheme, we embed the QDs into an artificial matrix
material of same FCC crystal structure that provides
a conduction state core material confinement of about
300 meV, and much higher for the valence band up to
about 3% uniform compressive strain.
The g-tensor expression in Eq. (11) requires, in prin-
ciple, all of the QD states, but especially those ener-
getically close to the state n under investigation. This
demands well characterization of a large number of elec-
tronic states which hinges upon the strength of the LCBB
basis set. We employ the bulk bands of the spinless top
four (four) valence and the lowest four (one) conduction
bands of the strained core (matrix) material. For ei-
ther case, basis sets are formed from a three-dimensional
5×5×5 grid in the reciprocal space centered around the
Γ-point. Its convergence is checked for the supercell size
we adopted for calculations in this work. The final LCBB
basis sets typically contain some two thousand elements.
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