
















































































































































































































































WILLIAMS, ROBERT M. B.S. HAMPTON INSTITUTE, 1984
THE MOMENTS FORMULATION FOR DETERMINING EIGENVALUES OF
PHYSICALLY IMPORTANT SYSTEMS
Advisor: Dr. Carlos R. Handy, Ph.D.
Thesis dated December, 1986
A fundamentally new method for determininc’ eigenvalues
of linear differential operators is presented. The method
involves the application of moments analysis and offers a
fast and precise numerical alqorithm for eigenvalue computa
tion, particularly in the strong and intermediate coupling
reqimes. The most remarkable feature of this approach is
that it provides exponentially converging lower and upper
bounds to the eigenvalues. The effectiveness of this method
is demonstrated by applyinq it to three important problems:
the simple harmonic oscillator potential problem, the quan
turn potential x2 + 1 )~x2 (studied by Lai and Lin in 1982),
and the simplified ideal magnetohydrodynamic (MHD) problem
recently studied by Paris et el in 1986. Through the very
precise lower and upper bounds obtained, this method of ap
proach gives full support to the analysis of the authors
mentioned above.
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I. Introduction
In earlier works Handy and Bessis ,~ Handy, 2 and Bessis
et a13 showed that the traditional ‘moment problem’4 could
be used to quantize various physically important systems.
These were achieved throuqh the oeneration of exponentially
convergent lower and upper bounds to the physical eigenval
ues. The utilization of a moments equation together with
nonneqativity properties of the solution allow for a precise
numerical eiqenvalue alaorithm.
The principal reasons for applying the moment formula
tion to physical systems are: firstly, the method yields
narrow lower and upper bounds to the physical eigenvalues.57
Secondly, this approach is simple and readily implementable
numerically. Thirdly, few researchers are aware of the gen
erality of this technique. Its dissemination in the context
of physically important problems motivates this work in part.
The moment formulation is applied to three examples:
the simple harmonic oscillator potential,1 the quantum po
tential x2 + ~~2/(~+qx2),6 and the simplified ideal mapnetb
hydrodynamic (MHD) ballooning equation.7
1
II. Relevant Theorems
The principal result of concern to one from the ‘mo
ments problem’8 is the Hamburger moments theorem.
Let ‘P(x) be a function on the real axis and p(p) be
the pth Hamburger moment, v~ x~W(x). The nec
essary and sufficient conditions that ‘Y(x) ~ 0 (nonnegative)
for all x ~ (_co,co) are
/ \ (1)
fii(m=0) ~i(m+1) ... ~i(m+n) I
= Det ‘~i(m+1) ~(m+2) . . . p(m+n+1) ) > 0,
\ i.i(m~n) ~j(m-i-n+1) ... p(m+2n) /
for all n ~ 0. These relations are called the Hankel-Hada
mard inequalities. Note that m=O!
From the above equation a variety of alternate formula
tions are possible. Assume one is interested in ‘1’(x) con
fined to the interval ~ . Let V(x) be an extension of
~‘(x) from [a,i~1 to all of (_co,~). Accordingly, one may ap
ply equation (1) to three related functions: ~(x), ~(x)
i~i
(x-a)~Y(x), and Q(x)=(b-X)’P(x). It would then follow that
each function must be nonnegative along the real axis. This




The necessary and sufficient conditions for ~P(x) to be
nonnegative on [a,~J and zero elsewhere are:
> O~ > 0.. and Ao,n(~~c~ > 0, (2)
for a11 n >= 0. The various moments, pf(for f ip,4,Q), cor
respond to the Hamburger moments over the entire real axis,
= 5 dx x~F(x). Because ‘~(x) is zero on the complement
of the closed interval [a,tj , if follows that these Hambur
ger moments are equivalent to the moments of ‘1’(x) restricted
to the closed interval [~.,b] . Therefore,
p =S dx x13’P(x) Ep(p) (3)
= p(p+1) - a p(p)
= b p(p) - p(p+1)
If a=0 and b=cx, then upon ignoring the moments, one
obtains the Stieltjes moment problem formulation.8
4
111. A Simple Example: The Simple Harmonic Oscillator
Potential
In order to demonstrate this approach, consider the
harmonic oscillator potential problem:1
(4)
-y” + ¼ x2’V =
The ground state eigenvalue, Eq~ will be analyzed throuch a
fundamentally new method using a moments equation together
with nonnegativity properties of the solution. The problem
is defined on the interval (_x~,oo) and is nonsingular on the
x-axis. The physical ‘bound’ state solution must decrease
to zero rapidly at infinity such that the physical moments
exit and the moments analysis converge exponentially.2
Let the wavefunctjon, ‘I’, be defined as follows by the
W. K.B. representation:
‘V = exp( S(x) ) . (5)
Thus, equation (4) becomes
-{ S”(x) + ( S’(x))2} + V(x) = E (6)
where V(x) = ¼ x2. From zeroeth order W.K.B. theory9 S’(x)
is very small and equation (6) reduces to
S(x) = ± 5dx C V(x) - E )½ (7)
5
The asymptotic behavior of ‘P(x) is given by S0(x) as x +co.
Accordingly, the physical wavefunction is
‘f(x) = exp(-~ x ) . (8)
IxI+co
The moments of the physical solution, m(p) ,must exist
and be finite
m(p) =Sco~ x~ (x) . (9)
Upon multiplying equation (4) by x~ and intergratinq by
parts over the domain (_cx,co), one finds the moments recur
sion relation to be
m(p+2) = 4{ Eni(p) + p(p-1)m(p-2) } (10)
where
lb b b





S:dx x~(x) = x~(x)~ - pm~1) (12)
= -pm(p-1)
from intergration by parts. No endpoint contributions exist
because of the asymptotic exponentially decreasinq behavior
of the wavefunction.
It is known that for systems of this type, the lowest
eiqenvalue solution (ground state) corresponds to a nonnega
6
tive configuration.1 Because of parity invariance, the so
lutuion is symmetric in ‘x’. This observation allows a fur
ther simplification of equation (10) through a change of
variables:
m(2p) =Sdx x2~’Y0(x) = 2 Sdx X2P~g(X) (13)
= dt t~f(t) = u(p)
JO 2 1
t=x f(t) = w0(ti)/t2
In terms of the Stieltjes moment formulation above, the
recursion relation (equation (10)) becomes
u(p+1) = 4 { Eu(p) + 2o(2p-1)u(p-1) } . (14)
The Stieltjes moment theorem, first posed in 1985,
says: given an infinite set of mom~nts u(p) ~dt t2f(t),
0
the necessary and sufficient conditions such that f(t) ~ 0
are:
7u(O) u(1) ... u(n) (15)
AOn = Det ( u(~) u(~) ... u(n~1) ) > ~ and
\u(n) u(n+i) ... u(2n) /
/u(1) u(2) ... u(n+1)
A1 = Det ( u(2) u(3) . . . u(n+2) ) > o
\u(n+i) u?n+2) . . .u(2~+1)/
for n = 0,1,2,3,... The above Hankel—Hadamard determinant
inequalities define polynomials in E. These inequalities
also define constraints on E which are numerically computed
7
as follows. An arbitrary interval is defined {a,~} and at
each E-point the determinants are evaluated after a narrow
partitioning is defined. The location of the real u-roots
are determined. In this manner, the u-space subregions that
exist and satisfy the Hankel-Hadamard determinant inequali
ties are assessed. If such u-space subregions exist, then
the associated partition point is a possible physical value.
Lower and upper bounds are obtained in the above manner.
It follows from equation (14)
u(0) = 1 (normalized) (16)
u(1) = 4E
u(2) = (4E)2 + 8
u(3) = (4E)3 + 56(4E)
u(4) = (4E)4 + 176(4E)2 + 960
where u(0)=1 comes from the arbitrariness of normalization.
The first nontrivial Hankel-Hadamard inequality is A10 > 0,
or E > 0. It follows that A11 = (40)(4E)2 - 64 and A0,2
-1024( (4E)2 - 7). The inequalities A11 >0 and A02 > 0
yield the bounds 0.3162 < Eq < 0.6615 for the ground state.
The higher order determinants are numerically computed and
restricted to the above interval. It is known that this
particular system has a ground state eigenvalue of 0.5.10
The results are given in Table I.
8
TABLE I. Lower and upper bounds for ground state energy
V(x) = -~ x





- 14 0.4999 0.50001
IV. Moments Analysis of Quantum Potential: x2 + 1~gx2
Consider the quantum system
-~ + { x2 + 1+gx2~ E~ . (17)
If one transforms into the function space 4 = exp(-½ x2)’Y,
then a simple recursion relation for the ~ space Hamburger
moments ensues C ~i(p) = Sdx x~ ~ )
~(p+2) = E) + g(p+2)(p+1) - 2(p+1) (18)
+ p(p-1)~(p-2) J.
2g(p+3) + A - g(1+E)
Equation (18) involves only one undetermined parameter, E,
after normalizing by ~p(O) = 1. This was not the case for
the ~‘ space moments; this motivates the above transforma
tion.
Because a positive solution is known to exist,’ and
the moments must be finite and positive, an examination of
the zero’s of p(2)’s denominator leads to the expression
= 1 - 2g if and only if A = -4q -2ci2. This result for
the ground state is derived by Lai and Lin throuah a slight
ly more complex analysis.
A similar argument holds for the first excited state.
It is known from quantum mechanics that the nth excited
state’s eigenfunction has ‘n’ zeros. It is simple to con-
9
10
dude that the form of the first excited state must be ‘Y~ =
xN1-, where N1 is a positive and symmetric confiauration.
Using the moments for the first excited state, x2exp(-½x2)N1,
one obtains E1 = 3(1-2g) if and only if X = -4q - 6q2.
A more effective representation in which to implement
a Hankel-Hadamard determinant analysis is in the function
space F(x) = exp(-½x2)~(x)/(1+gx2). The ground and first
excited states are denoted by ‘Y.~= x1N~(x), for i=O,1, respec
tively. The N~ are positive. The moments recursion relation
of x21exp(~~x2)N~(x)/(1+gx2) is
~1fi~+2) = 1Jf~(p) { E—1-2(i+p) + gp(p-1+2i) } (19.)
+ p(P-1+2i)~if~(p-2)
{ ~X + g(1+2i-E) + 2gp }
The imposition of the bounds 0 < vfi(2) < ~, required for
physical moments, leads to the bounds 1+2i < < 1+2i+)~/~
upon solving the inequalities of the numerator and the denom
inator such that both are greater than zero.
Usina the Stieltjes moment theory of Hankel-Hadamard
determinant analysis (a special case of the Hamburcier moment
theory), the E dependent polynomial determinants define con
straints on E~. The bounds are evaluated numerically for
particular choices of A and q in Tables II, III, and IV.
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TABLE II. Ground and first excited enerqy bounds from Hankel
Hadamard analysis. )~=O.1, g=2, and N is the moment order.
N ~ ~ ~
ON iN IN
1 1.012 1.026 3.0001 3.0501
2 1.0153 1.0200 3.0291 3.0351
3 1.0163 1.0184 3.0315 3.0337
4 1.0163 1.0178 3.03210 3.03320
5 1.0169 1.0175 3.03245 3.03300
6 1.0170 1.0174 3.03259 3.03290
7 1.0171 1.0173 3.03266 3.03285
8 1.01713 1.01725 3.03270 3.03282
9 1.01715 i.01722 3.03272 3.03280
10 1.01716 1.01721 3.03274 3.03279
11 1.017167 1.017196 3.03275 3.03278
12 1.017171 1.017191 3.032755 3.032775
13 1.017174 1.017188 3.032758 3.O32772~
14 1.017176 1.017185
~Estimated values by Lai and Lin E0 1.01728160, and
E1= 3.03295727.
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TABLE III. Ground and first excited enerqy bounds from
Hankel-Hadamard analysis. )~=O.1, g=0.1, and N is the
moment order.
N ~ ~ ~ ~ON ON iN iN
1 1.041 1.051 3.1 3.2
2 1.0431 1.0433 3.12 3.13
3 1.0431 1.04318 3.120 3.121
4 1.043173 1.043174 3.120 3.1201
5 1.0431737 1.0411738 3.12008 3.12009






































TABLE IV. Ground and first excited energy bounds from
Hankel—Hadamard anlysis. ~= 100, q=2, and N is the mo-
ment order.
N ~ ~ ~ON ON iN iN
3- +
3 8.0’ 10.0 20.0 28.0
4 8.4 9.3 21.0 26.0
5 8.6 9.0 22.7 24.8
6 8.67 8.88 23.1 24.3
7 8.71 8.83 23.3 24.1
8 8.73 8.80 23.51 23.95
9 8.74 8.78 23.60 23.87
10 8.747 8.78 23.65 23.84
11 8.751 8.767 23.68 23.84
12 8.754 8.764 23.70 23.78
13 8.755 8.762 23.71 23.77
14 8.756 8.761 23.72 23.76
15 8.756 8.760 23.73 23.75
16 8.7572 8.7594
~-Resu1ts from Hankel-Hadamard analysis for representation
in equation (18).
V. The Simplified Ideal Magnetohydrodynamic Ballooning
Equation: A Moment Formulation
The ideal magnetohydrodynamic (MHD) ballooning insta
bility is an important interchanoe mode for many toroidal’2
thermonuclear plasma confinement systems. This mode adapts
itself to fit the chanqino curvature of the maqnetic field
lines and can cause a serious limitation on the amount of
plasma that can be stabily confined in a toroidal device.
The interaction of the plasma pressure oradient with local
areas of unfavorable maqnetic curvature causes the plasma
to protrude, or balloon in these regions. This is analo
gous to an anuerysm that develops at a weak spot.
In a recent work Paris et al7 presented a thorouqh
analysis of the simplified ideal MI-ID ballooning equation
ciiven below:
- { A + y2(1+x2) - } y 0 . (20)x x 1+x
This A-eiqenvalue equation will be analyzed through a mo
ments analysis. Throuqh the use of the moments theorem it
will be seen that a hiohly effective, simple and precise
numerical algorithm for determining the A-eigenvalues of
equation (20) is possible. For simplicity, bounds for the
two lowest A = —A-¼ eioenvalues are computed.
Equation (20) has reqular singular points in the corn
14
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plex x-plane at x = ±i, even though it is nonsinqular along
the x—axis. In addition, the equation is defined on the
interval (_co,co). At the endpoints, the physical solution
must exhibit rapid zero decrease. In general, on the basis
of accumulated empirical data, 1-3 the implementation of a
moments analysis appears to be numerically more effective
in a representation space in which the number of non-end
point singular points is reduced or completely eliminated.
Thus, with respects to equation (20) consider the transfor
mati on
z = x/(1+x2)½ , (21)
or
= z/(1~z2)½ . (22)
Note that the transformation is invertible and endpoints
map onto endpoints. Using = (1—z2)3”2 ~ , the orici
nal MHD problem can be transformed to
2 (23)
(1-z2)3 ~ - z(1-z2)2 ~ - { ~(1~z2)+y2 - p2(1z2)2}yo
dz
Clearly, the new problem is defined on the interval (-1,1).
Irregular singular points appear at the endpoints at a=-1
and b=1 (while singular points at ±i have been mapped to
infinity). As will be seen below, because the physical
solution decreases to zero rapidly at the transformed end
points, the new irreciular singular points at z = ±i will
not effect the exponential converGence of the moments pro
blem analysis.
16
A simple asymptotic analysis of equation (20) shows
the physical solution behaving as (see appendix A)
(exP(-~ lxi) , y > 0 (24)
~
IxH~ , y = 0, n =
Accordingly,
Cexp{~YIz/(1~z2)½} ‘ y > 0 (25)
y(z)—* 4
[IZ/(lZ)21n , ~ = 0.
The moments of the physical solutions, m(p), must exist
and be finite.
Cl
m(p) =\ dz z~y(z) . (26)
‘i-i
A moment recursion relation can be derived from equation
(23) upon multiplying by z~ and intergratinq by parts over
the domain (-1,1). One finds for all y2
-, (2;)












\ dz z~y’(z) = z~y(z) - pm(p-1) = -pm(p-i)
~Ja a
from interoration by parts. No endpoint contributions from
y(±1) and y~(±1) appear because y(z)’s endpoint behavior in
sures that expressions of the form z~(i - ~2)~~(~) and
z~(1 - ~2)~~1(~) (where q ~ 1) vanish at z ±1. This holds
for all values of y2, including -y = 0!
In the work by Paris et al7 it is shown how equations
(20) and (23) can be transformed into a Schrödincier equation
given by the system
2~
+ q(t) = A’!’ (30)
d~ -
where x = sinh(~), ~k) = (cosh~)y(x), q(~) = Y2COSh2(C) -
(p2 - ¼)sech2~, and A = -~ - ¼. It is known that for sys
tems of this type, the lowest eiaenvalue corresponds to a
positive solution.’ Accordinoly, one also has y0(z)=S0(z)
is positive. Because of parity invariance, the next excit
ed state (or next hicihest eiqenvalue) must be a solution
with only one zero situated at the origin, y1(z)=zS1(z).
Also, it follows that S~(z) (i=0,1) are symmetric in ‘z’.
This observation allows a further simplification of equa
tion (26) throuqh a chanqe of variables:
‘ 2 (31)
m (2p) = dz z ~S0(z)
5dw wPs0(w½),w½ , z2= w
u0(p)
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Note that in equation (31), all the odd order moments are
zero.
For the first excited state one obtains:
m1(2p+1) =~dz PlzS1~z) (32)
=\ dw w w S1(w )
‘i-i
= u1(p)
Again note that the even order moments are zero for m1(p).
In terms of the u1(p), i=O,1, the moment recursion re
lation for the ground and first excited states becomes:
{ -~2~i~+)~ + (2p+3+i)(6p+1O+3j) }u~(p+i) (33)
u~(~+2) = + { -A-y2+p2 - (2p+1+i)(6p+5+3i) }u~(~)
+ 2p(2p-1+2i)u.(p~1)
(2p+5+i)2 - p2
u~(O) = 1. (34)
Equation (34) follows from the arbitrariness of normaliza
tion and S~(z)’s positivity. Notice that the u-moments are
moments of a positive function measure (S0/w½, w½s1).
Equation (33) defines a finite difference equation.
Once u1(1) and A are specified (for fixed p2 and y2 values)
all the moments are readily obtainable. This is called a
‘1-missing moment problem’.’ Therefore, for this 1-missing
moment problem u~(I) is not a known function of A. However,
unlike other systems that have been examined,’3 for partic
19
ular choices of ~2, equation (33) actually defines a zero
missing moment problem (where the only parameter to be de
termined is A).
Consider the p2 values for which the denominator in
equation (33) vanish (p = 2q+5+i for some integer q and i=
0,1). Since S~(w½) is known to exist and have finite non
zero moments, the expression of the numerator for u.(q-f2)
must also be zero. Hence, if p= 2q+5+i then
0 = { -2~i2+A+ (2q+3+i)(6q+1o+3i) }u~(q+1) (35)
+ { -Ay2+p2 (2q+1+i)(6q+5+3j) }u~(q)
+ 2q(2q-1+2i )u~ (q-1)
if and only if the above is satisfied (0 < u~(2q+1) < co).
Therefore, an additional constraint is imposed on the mo
ments. For a given A, u~(1) is fixed, and the problem be
comes a 0-missing moment problem.
For example, let j.i = 5 (q = i = 0). Then
u0(1) = (A + - 20)/(A-20) . (36)
A second application of the above philosophy manifests an
important result. If a ground state is to exist for A=20,
hen from equation (36) teh finiteness and positivity of
u0(1) require that A+y2-20 = 0, or ~ This is the same
result. quoted by Paris et al.7
For both the ground and first excited states (i0,1,
respectively) one chooses fixed values for ~2 and y2• The
first P moments, u~(p) (1~p~P), can be readily generated
20
from the moments recursion relation in equation (33). They
will be polynomial functions of A and u~(1)=u. Also, the
appropriate Hankel-Hadamard determinants below will also be
polynomials in A and u.
D~( u(p) ) > 0~ D~( u(p+1) — au(p) ) > 0, and (37)
D~( bu(p) - u(p+1) ) > 0, for all n >= 0.
Notice from the w-interqratjons in equations (31) and (32),
the appropriate choices for the limits of interciration are
a=0 and b=1. Thus,
(n+i_~~ ) Ii ~,
D~( u~(p) ) = L’~n C~’(A)u~ (38)
k=0
n+1 ~
D ( u.(p+1) ) = ~ c(k)(A)uk
fl 1 k=0 i,n
n+1 ~“k~ k
D (u~(p)-u~(p+i)) = z C~
k=0 1.
The specific numerical computer algorithm for the MHD
system proceeds as follows. An arbitrary interval is speci
fied {a,S}. At each A-point the polynomial determinants
above are determined after a sufficiently narrow partition
inq is defined. The location of the real u-roots are deter
mined. In this manner, the u-space subreciioris that exist
and satisfy the Hankel—Hadaniard inequalities can be assess
ed. Only the determinants involvinc~ moments at most order
P are considered. If such u-space reqions exist, then the
associated partition point is a possible physical value. If
21
no u-space subregions exist, the 2k-partition point is not a
physical value. In the above manner, both lower and upper
bounds to ~physical are evaluated. The results are given
in Tables V,VI, and VII for particular values of ~i2 and y2.
22









































































Table VI. Bounds for £~HD ground state eicienvalue
Moment Lower A Upper A
order, P bound bound
1 50 3 -57.3 -55.9
7 —56.87 —56.85
9 -56.8592 -56.8568














Table VII. Bounds for MHD first excited state eiqenvalue
Moment Lower A Upper .X
~2 order, P bound bound
0 50 3 -75.0 -71.1
7 -72.90 -72.84
9 -72.858 -72.854
0 5 12 -13.21 -13.18
17 —13.2043 -13.2027
0 1 15 -5.46 -5.32
18 -5.38 -5.33
22 -5.350 -5.340
0 .5 15 -4.2 -3.8
24 -3.92 -3.88
1 50 3 -74.0 -70.0
7 -72.06 -72.01
9 —72.017 —72.013
1 5 13 -12.652 -12.530
17 —12.5414 —12.5400
1 1 10 —5.5 -4.7
18 -4.83 -4.82
22 -4.836 -4.827
1 .5 15 —3.8 —3.4
24 -3.46 -3.43
VI. Conclusion
A simple and numerically effective technique for eigen
value computation of linear differential systems has been
presented. For specific parameter values quoted in the ta
bles, the results confirm the analysis of Lai and Lin6 and
Paris et al.7 These suggest that the overall analysis of the
authors mentioned above are reliable. The approach yields
narrow bounds for •the physical eiqenvalues. As noted else
where,’~3’11 a moments analysis is specially designed to
handle intermediate and strong coupling problems. This is
apparent from the results of the tables. Also note in the
method for the ballooning equation, which parameters are
fixed, and which are varied is inconsequential. The point
of view of Paris et al is adopted, treating X as the undeter
mined parameter. The oarameter, A, could have been kept fix
ed and y could have been varied
25
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Appendix A: A Simple Asymptotic Analysis
A simple asymptotic analysis of the MHD equation is
presented. The equation is given below:
.~-~-{ (1+x2)~ } - { A + y2(1+x2) - 1+x2 }y = 0. (1)
Let the function y be defined as follows by the W.K.B.
representation for y > 0
y = exp( S(x) ) . (2)
Upon differentiatino and substituting into equation (1) one
obtains
(3)
(1+x2){ 5~~+(5~)2} + 2xS’ - { A + y2(1+x2) - p2/(1+x2)} = 0.
From zeroeth order W.K.B. theory S”(x) is very small and
equation (3) reduces to
(1+x2)(S’)2 + 2xS’ - { A + y2(1+x2) - u2/(1÷x2) } = 0. (4)
The quadratic equation ensues that
S’(x) ~ -2x ± 21y1x2 =
IxI÷co 2(1+x2) — (5)
or
S(x) = ±IyIx . (6)
Therefore the asymptotic behavior of the physical solution
27
when -~‘ > 0 is given by the following equation:
y(x) —~ exp(-yIxJ) , y > 0 (7)
x
If y = 0 as ~ the MHD equation reduces to
x2y” + 2xy’ - Ày = 0. (8)
The qeneral solution for the above differential equation is,
y = x”. After the appropriate substitutions and the use of
the quadratic equation one obtains:
n -1 ± (1+4x)½ (9)2
Therefore the physical solution must behave as
y(x) -~- , n = -1 + (1÷4À)½ and y0 . (10)
x~’~ 2
28
Appendix B: Numerical Algorithm Description
After all the basic components of the qeneral moments’
approach have been defined, one can numerically implement
the analysis. Thus, for a zero missinq moment problem one
chooses fixed values for the constant Darameters of the
particular problem in question. From the appropriate mo
ment recursion relation the first P moments, u~(p) such
that 1 >= p ~ P. can be readily generated. They will be
polynomial functions of the eicenvalue. Accordingly, the
corresponding Hankel-Hadamard determinants will also be
polynomial functions of the eiqenvalue.
The numerical algorithm for a zero missing moment prob
lem proceeds as follows. An arbitrary ei~envalue interval
is specified {a,~}. A sufFiciently narrow partitioning is
defined. At each eigenvalue point the polynomial determi
nants are evaluated, and assessed whether or not they satis
fy the appropriate Hankel-Hadamard inequalities. In this
manner both lower and upper bounds to the physical eiqenval
ue are numerically determined.
For the MHD problem one chooses fixed values for ~i2
and y2. From the corresponding moment recursion relation
the first P moments, u~(~) (1 ~ p >= P), can be generated.
They will be poijnomi.31 fu~ction~ of A and u~(1) u. From
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the w—inteqrations in equations (31) and (32) the approori
ate choices for the ‘a’ and ‘b’ parameters are a~O and b=1.
Therefore,
(n+1-~0~)
o( u1(p) ) = C~~(A) ~k (1)
k=O
iJ~( u1(p+i) ) = ~ k~ ~k , (2)
n+1.
D~(u~(p) - u~(p+1)) EC(k~) ~k (3)
The specific numerical algorithm proceeds as follows.
An arbitrary ~ interval is specilied ~ct,B}. At each point
the polynomial determinants defined above are determined
after a sufficiently narrow partitioning is defined. That
is, the ‘C’ coefficients are numerically evaluated. The
location of the real u-roots are determined. In this man
ner one can assess if any u-space subregions exist and sat
isfy the correspondjna Hankel-Hadamard inequalities of equa
tion (3) (only those determinants involving moments of order
at most Pare considered). If such u-space subreQions exist,
then the associated partition point is a possible physical
value. If no u-space subregions exist, then for that s~eci
fic partition point one can say that it is not a possible
physical value. In this manner both lower and upper bounds
to Aphysical are determined.
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