In this paper we present explicit bounds for optimal control in a Lagrange problem without end-point constraints. The approach we use is due to Gamkrelidze and is based on the equivalence of the Lagrange problem and a time-optimal problem for differential inclusions.
Introduction
The first works concerning regularity of solutions to basic problem in calculus of variations appeared more than a century ago [1, 13] . In the last 30 years, regularity of solution to problems of calculus of variations and optimal control has been a subject of intensive studies (see, e.g., [6, 7, 8, 3, 4, 2, 16] ). However, at least to our knowledge, there are no explicit bounds for optimal control in Lagrange problems. In this paper, we obtain such bounds. This is done under rather strong conditions. The approach we use is very close to the one from [10, 14] and is based on the equivalence between the Lagrange problem and a time-optimal control problem. The time-optimal control problem is reduced to a time-optimal problem for a differential inclusion. Application of necessary conditions of optimality to this problem allows us to deduce explicit bounds for the control in the original Lagrange problem.
We consider the following Lagrange problem 1 0 L(t, x(t), u(t))dt → inf,
x(t) = g(t, x(t))u(t),
where L : R n × R m → R and g is an n × m-matrix, and obtain explicit bounds for the optimal control in two special cases:
The case with g = g(t).
Problem (1) is equivalent to the time optimal control problem T → inf, d(t, y)(τ ) dτ = (1, g(t(τ ), y(τ ))w(τ )) L(t(τ ), y(τ ), w(τ )) ,
(t, y)(0) = (0, 0), t(T ) = 1.
The equivalence of (1) and (2) has been discussed by Gamkrelidze [9] in the case of the basic problem of calculus of variations and by Sarychev and Torres in the optimal control framework [10] . We denote the norm of the vector x ∈ R n by |x|. The closed unit ball in R n is denoted by B n . The distance between x ∈ R n and C ⊂ R n is denoted by d(x, C). The tangent cone to C at x ∈ C is defined as
Main results
Assume that L(·, ·, ·) and g(·, ·) are continuously differentiable functions satisfying the following conditions:
(C1) There exists a function θ : r → R satisfying L(t, x, u) ≥ θ(|u|) > 0, for all t, x, u, and lim r→∞ r/θ(r) = 0.
(C2) Function L(t, x, ·) is strictly convex, i.e., there exists a constant µ > 0 such that
(C3) The following growth condition is satisfied:
where ξ > 0 and δ > 0 are some constants. (C4) There exist constants c g > 0 and c ∇g > 0 such that
Obviously we have θ(r)/r ≥ 1, whenever r ≥ r 0 , if r 0 > 0 is big enough. Set
be the solution to Lagrange problem (1). Denote by M the set of points t ∈ [0, 1] where the inequality |û(t)| ≤ θ(|û(t)|) holds. Since
we have |x(t)| ≤ c g c,
The following Lemma is an immediate consequence of (C2).
Lemma 1.
The following inequality holds:
The function σ(r) tends to infinity as r → ∞.
Proof. The inequality is a consequence of the following:
Next, from condition (C2) we have
From this lemma we see that there exists 0
Autonomous case
Assume that L and g do not depend on t.
Theorem 2. The following inequality holds
Nonautonomous case
Now assume that g does not depend on x. Set η = sup r≥0 r θ(r) + β and γ = c ∇g + c g ξ c g ξ e cgηξ(Λ 0 +β) .
Theorem 3. The following inequality holds
|û(t)| ≤ ℓ = max 2 µ (Λ 0 + β)(1 + γξ), Λ 1 + Λ 2 1 + 4µΛ 0 2
Background notes
We shall use the following proposition (cf. [9, 10] ).
Proposition 4.
The following assertions hold:
For any admissible control process (u(·), x(·)) of problem (1) there exists a trajectory
, and
For any trajectory
(t, y) = (0, 0) almost everywhere, there exists a control process (u(·), x(·)) of problem (1) such that x(t(0)) = y(0), x(t(T )) = y(T ), and
Proof. Let (u(·), x(·)) be an admissible control process of problem (1) and
is bounded, strictly monotonous and absolutely continuous. Its inverse, t = t(τ ) is also strictly monotonous and absolutely continuous. Therefore the function y(τ ) = x(t(τ )) is absolutely continuous and the function w(τ ) = u(t(τ )) is measurable. Moreover the equalities
and (4) hold. Now, let us consider a trajectory (t, y)(τ ), τ ∈ [0, T ] of control system (2) such that d dτ (t, y) = (0, 0) almost everywhere. Since the function t = t(τ ) is strictly monotonous and absolutely continuous, the inverse function τ = τ (t) is strictly monotonous and absolutely continuous. Hence the function x(t) = y(τ (t)) is absolutely continuous and the function u(t) = w(τ (t)) is measurable. Differentiating x(t), we obtaiṅ
Since dτ /dt = L, we get (5).
Let F : R n → R n be a Lipschitzian set-valued map with compact values. Consider the following time-optimal problem
There exist many necessary conditions of optimality for time-optimal problems with differential inclusions (see e.g. [5, 15] ). For our considerations the most suitable formulation is contained in the following proposition which is a consequence of [11, Theorem 5].
Proposition 5. There exists a function
In the case of a smooth control system, the Yorke approximation can be chosen as the cone K(t). Let U ⊂ R k , and let f :
Proposition 6. The following inclusion holds:
Recall also the following useful formula [12, p. 50 ].
Proposition 7. Let C : R n → R n be a linear operator, and let K ⊂ R n be a convex cone. Then the following equality holds:
Auxiliary propositions
Let us consider the set-valued map
Lemma 8. The set-valued map G has convex compact values and is Lipschitzian in (t, y)
in the set Ω.
There exist ρ i ∈ [0, 1] and w i ∈ U, i = 1, 2, such that
Then we obtain
i.e., ρ ∈ [0, 1]. Therefore G(t, y) is convex. From (C1) we have
where w k ∈ R n and ρ k ∈ [0, 1], be a sequence converging to a point (v 0 0 , v 0 ). If the sequence w k is bounded, then, without loss of generality, the sequence (w k , ρ k ) converges. Passing to the limit we get (v 0 0 , v 0 ) ∈ G(t, y). If the sequence w k is unbounded, then there exists a subsequence converging to infinity. Without loss of generality w k goes to infinity. From inequalities (6) we obtain (w 0 k , w k ) → (0, 0). Hence (w 0 0 , w 0 ) = (0, 0) ∈ G(t, y). Thus G(t, y) is a closed set. From (6) we see that it is bounded. Let (t 1 , y 1 ) and (t 2 , y 2 ) be two points in Ω. Let
Consider the point
Since β > δ/ξ, from (C3) we have
and
i.e. G is Lipschitzian in y in the set Ω.
Let (û(·),x(·)) be a solution to problem (1) . By the first part of Proposition 4 there exists a trajectory (t,ŷ)(τ ), τ ∈ [0,T ] of control system
such that (t,ŷ)(0) = (0, 0),t(T ) = 1, and
The control corresponding toŷ(·) is denoted byŵ(·).
Lemma 9. There exists a nonzero function
Proof. From the second part of Proposition 4 we see that (t,ŷ)(τ ), τ ∈ [0,T ] is a solution to the problem
The time-optimal problem
(t, y)(0) = (0, 0), t(T ) = 1, also has a solution (t,ỹ)(τ ), τ ∈ [0,T ]. By the Filippov lemma there exists a measurable function (ρ,w)(τ ), τ ∈ [0,T ], such that
at almost all points where d(t,ỹ)/dτ = (0, 0). Applying Propositions 5-7, we see that there exist (q, p)(·) ∈ AC([0,τ ], R × R n ), a nonzero function, and a constant h ≥ 0 such
at almost all points such that d(t,ỹ)/dτ = (0, 0). Let us show that d(t,ỹ)/dτ = (0, 0) almost everywhere. If d(t,ỹ)/dτ = (0, 0) on a set of positive measure, then h = 0. At points whereρ(τ ) > 0, from maximum condition (18) we haveρ (τ )g
Since q(τ ) + g(t(τ ),ỹ(τ ))w(τ ), p(τ ) = 0, from (16) and (17) we get p = 0 and, hence, q = 0, a contradiction. Thusρ(τ ) = 0 almost everywhere. This is impossible. Hence d(t,ỹ)/dτ = (0, 0) at almost all points τ ∈ [0,T ]. Therefore conditions (15)- (18) are satisfied almost everywhere andρ(τ ) > 0 at almost all points τ ∈ [0,T ]. Thus h > 0, because the equality h = 0 implies, as above, that (q, p)(τ ) ≡ 0. From (18) we obtainρ(τ ) = 1. Thus we can identify the trajectories (t,ŷ)(·) and (t,ỹ)(·). Both of them are solutions to time-optimal problem (14) and satisfy necessary conditions of optimality (15), (16) , and (19) withρ = 1.
Denote byτ (·) the function inverse tot(·). Then we haveû(·) =ŵ(τ (·)). Therefore it suffices to obtain the bounds forŵ(·). We shall use the notationsL(τ ) for L(t(τ ),ŷ(τ ),ŵ(τ )) andĝ(τ ) for g(t(τ ),ŷ(τ )).
Proof. Multiplying (11) byŵ(τ ), we obtain
Since q(τ ) ≤ 0, we have g(t(τ ))ŵ(τ ), p(τ ) > 0. From (20) we get
From this we obtain
Hence, we have
Proof of Theorem 2
If L and g do not depend on t, then from (8) we have dq/dτ = 0. Combining Lemma 10 with (3), we see that q is a positive constant. From condition (C2) we havê
From this and (20) we obtain
If p(τ ),ŵ(τ ) ≤ 0, then from Lemma 1 we get
Thus we obtain
If q(τ ) ≥ 0, then as in the proof of Theorem 2 we get
Show that if q(τ 1 ) = 0 and q(τ
From (8), (9), and condition (C3) we get 
Observe that (t,ȳ)(·) wheret(·) is the solution to the differential equation Hence from (C2) we have
Thus for τ ∈ [τ 1 , τ 2 ] we get
To evaluate |p(τ )|/h, observe that (9) and (C3) imply
Since p(T ) = 0, we obtain |p(τ )|/h ≤T ξ ≤ (Λ 0 + β)ξ. This ends the proof.
