The quantum Markov semigroup of the two-photon absorption and emission process has two extremal normal invariant states. Starting from an arbitrary initial state it converges toward some convex combination of these states as time goes to infinity ͑approach to equilibrium͒. We compute the exact exponential rate of this convergence showing that it depends only on the emission rates. Moreover, we show that off-diagonal matrix elements of any initial state go to zero with an exponential rate which is smaller than the exponential rate of convergence of the diagonal part. In other words quantum features of a state survive longer than the relaxation time of its classical part.
where a , a + are the usual annihilation and creation operators, is a real constant, and 2 ͑ 2 ͒ is the absorption ͑emission͒ rate. The analysis of the full ͑system and reservoir͒ model reveals that these rates are related to the inverse temperature ␤, up to the same positive constant, by 2 = e ␤ e ␤ − 1 , 2 = 1 e ␤ − 1 , where Ͼ 0 is a characteristic constant and ͑consequently͒ 0 Ͻ 2 Ͻ 2 . This process is called the two-photon absorption and emission process. We refer to Ref. 6 for the construction of the quantum Markov semigroup T associated with the formal generator ͑1͒ by the minimal semigroup method, the characterization of invariant states and the convergence toward invariant states.
Note that, for ␤ → + ϱ, → 0 and we recover the two-photon absorption process. The one-mode EM field Hilbert space can be realized as ᐉ 2 ͑N͒, the space of complex-valued square summable sequences, with canonical orthonormal basis ͑e n ͒ nജ0 . The annihilation and creation operators a , a + act as ae 0 =0, ae n = ͱ ne n−1 for n ജ 1, a + e n = ͱ n +1e n+1 . It was shown in Refs.
6, 8, and 14 that invariant states of the two-photon absorption process are of the form = ␣͉e 0 ͗͘e 0 ͉ + z͉e 1 ͗͘e 0 ͉ + z͉e 0 ͗͘e 1 ͉ + ͑1 − ␣͉͒e 1 ͗͘e 1 ͉, ͑2͒
with ␣ ͓0,1͔ and ͉z͉ 2 ഛ ␣͑1−␣͒, while, at positive temperature, nonclassical ͑i.e., nondiagonal͒ stationary states disappear. Indeed, there exist infinitely many commuting invariant states ␣ , ␣ ͓0,1͔, which are convex combinations ␣ = ␣ e + ͑1−␣͒ o of the even and odd extremal invariant states,
2k ͉e 2k ͗͘e 2k ͉, o = ͑1 − 2 ͒ ͚ kജ0 2k ͉e 2k+1 ͗͘e 2k+1 ͉, = /.
All these states are equilibrium ͑detailed balance͒ states and any initial state 0 converges to an invariant state as time goes to infinity. Thus the system exhibits approach to equilibrium and decoherence destroying quantum features of states. We prove here, however, that the off-diagonal elements ͑coherences͒ of a state ͑in the given basis͒ decay with an exponential rate smaller than that of convergence of diagonal matrix elements. Thus coherences survive for a long time. More precisely, we show that, for every initial state 0 such that −1/4 0 −1/4 is a Hilbert-Schmidt operator, the state t at time t converges to an invariant state = ϱ and the following inequalities hold: ͉͗e j , t e k ͉͘ ഛ e − 2 t c 1 ͑j,k, 0 ͒ j k, ͉͗e j , t e j ͘ − ͗e j ,e j ͉͘ ഛ e −gt c 2 ͑j, 0 ͒, ͑3͒
and c 1 ͑j , k , 0 ͒ , c 2 ͑j , 0 ͒, two positive constants independent of t ͓see relations ͑13͒ and ͑24͒, and Theorem 10͔. One could also say that the off-diagonal part of t vanishes with an exponential rate 2 in the weak topology and the diagonal part converges faster toward an invariant state with a bigger exponential rate g ͓see relations ͑24͒, from which are derived͔.
The inequalities ͑3͒, which are optimal in some sense that we shall clarify later ͑remark 3 at the end of the paper͒, show that coherences survive for a time longer than the relaxation time of the classical part of the system: the smallest is the temperature, the longest is the survival.
The above results do not follow from ͑almost͒ explicit computations as for the zerotemperature case, where the only allowed transitions are from a level to the next lower level with the same parity, and one can easily solve a system of first order difference-differential equations. In the positive temperature case, the matrix elements ͗e j , t e k ͘ satisfy systems of second order difference-differential equations.
We overcome this difficulty investigating the spectral gap of the quantum Markov semigroup generated by ͑1͒ following the approach of Ref. 3 and the spectral gap of the classical birth-anddeath generator obtained by restriction of ͑1͒ to diagonal matrices using a variational formula due to Liggett. 13 We show that the first is equal to 2 and we prove the estimate ͑4͒ for the second ͓Theorem ͑10͔͒. We do not know the exact value of the classical spectral gap g although it can be characterized by several variational formulas ͑see, e.g., Ref. 5͒. The plot in Fig. 1 shows that our estimate ͑4͒ of g is quite close the unknown value. Indeed, the graph of g as a function of lies between the two curves ͑see Sec. VI͒.
Surprisingly the spectral gap 2 of the two-photon absorption and emission process depends only on the emission rates in contrast with the one-photon absorption and emission process where it depends on both ͑see Ref. 2͒ .
The paper is organized as follows. In Sec. II we define an embedding of the von Neumann algebra B͑h͒ into the Hilbert space L 2 ͑h͒ of Hilbert-Schmidt operators on h, compute the embedded Lindblad generator and its corresponding Dirichlet form. In Sec. III we describe an orthogonal decomposition of L 2 ͑h͒ into a family of invariant subspaces and state our main Theorem 3, whose proof is developed in the next two sections. The minima of the Dirichlet form restricted to the off-diagonal invariant subspaces are computed in Sec. IV, and in Section V we deduce a sharp estimate of the minima of the Dirichlet form when restricted to the diagonal subspaces.
II. L 2 NORMS AND DIRICHLET FORM
Let h denote the Hilbert space l 2 ͑N͒ and B͑h͒ the space of bounded operators on h. Let M denote the dense linear subspace of B͑h͒ whose elements x are the operators which can be expressed by x = ͚ j,kജ0 x j,k ͉e j ͗͘e k ͉ with only a finite number of summands, where x j,k is the ͑j , k͒ matrix element of x, i.e., x j,k = ͗e j , xe k ͘.
The Lindblad generator £ of the model can be formally described as an operator on B͑h͒, and by ͑1͒ we can write 
for some fixed ͓0,1͔ ͓we remember L 2 ͑h͒ is a Hilbert space with scalar product induced by the trace͔. The map is an injective contraction with a dense range and it is a completely positive map for =1/ 2. We call T the semigroup generated by £ and define T t ␣ ͑͑x͒͒ = ͑T t ͑x͒͒ for every t ജ 0 and x B͑h͒. The operators T t ␣ can be extended to the whole L 2 ͑h͒ and they define a unique strongly continuous contraction semigroup
Notice that we can define the map also for ␣ =0,1, but it will not be injective in these cases, so it will not define an embedding of the semigroup because the information about a part of the semigroup will be erased.
We should remember also the dependence of T on in the notations, but we will see in a while that it is not necessary because the generator L does not really depend on ␣ and .
For x in M, we can easily compute, remembering the exponential form of the invariant state ␣ ,
So the expression of the generators L ␣ is the same on M and also the domain is the same, since M is a core for L ␣ by Proposition 5.1 in Ref. 6 . Hence we can drop the ␣ in the notation since it is clear that the embedded generator L does not depend on the choice of ␣ and .
Remark: We underline that embedding the minimal semigroup in L 2 ͑h͒ is completely equivalent to considering the norms of the original semigroup in the space L 2 ͑h , ͒, where we define as usual ʈxʈ L 2 ͑h,͒ =tr͑͑x * ͒͑x͒͒.
The Dirichlet form, defined for D͑L͒, is the quadratic form E E͑͒ = − Re͗,L͑͒͘.
Obviously, also the Dirichlet form will not depend on ␣ and and we find the exlicit expression in the following.
͉ ͱ ͑j + 1͒͑j + 2͒ j+2,k+2
In particular, E͑͒ = E͑ * ͒, where * is the adjoint operator of . Proof: Relation ͑7͒, for in M, leads to
and expression ͑8͒ immediately follows from a rearrangement of these terms. Now, for = ͚ i,j ij ͉e i ͗͘e j ͉ D͑L͒, M, it is sufficient to consider the sequence of truncated elements n ,
Then, since L is a closed operator and M is a core for L, L͑ n ͒ → L͑͒ in L 2 ͑h͒ and
So the series in ͑8͒ converges and its limit is E͑͒. The second part of the thesis easily follows from ͑8͒, but it can also be deduced independently since we can notice that L͑x͒ * = L͑x * ͒ for all x in M. ᮀ The following proposition characterizes the kernel of the generator L of the embedded semigroup. 
where = / and
This implies that, for all j , k ജ 0,
Thus, is diagonal and, by ͑8Ј͒, k+2,k+2 = kk . Hence, for all k ജ 0, 2k,2k = k 00 , and 2k+1,2k+1 = k 11 .
In other words, each in W can be written
This finishes the proof. ᮀ
III. THE SPECTRAL GAP
We now concentrate on the spectral gap. We first remember the definition: the spectral gap of the operator L is the non-negative real number,
When gap L is positive, it represents the rate of uniform exponential convergence to the invariant vectors of the generated semigroup. Indeed, if we denote by P the projection on Ker L, Px The particular structure of the two-photon absorption and emission semigroup allows us to use a particular orthogonal decomposition of the domain in invariant subspaces. This technique is similar to the one used in Ref. 3, but this semigroup has some distinguishing features which make it different from the class of semigroups studied in Ref. 3: for instance, the invariant state is not unique here and the diagonal restriction is the semigroup of a stochastic process which can be seen as two "orthogonal" birth and death semigroups with quadratic rates.
Our procedure will take to the following conclusion. Theorem 3: Gap L = 2 for any value of the parameters 0 Ͻഛ. The proof of this result will follow in this and in the next two sections. An orthogonal decomposition. Let m Z and define the sets ͓closures will be taken with respect to the L 2 ͑h͒ norm͔,
If we identify an element x in L 2 ͑h͒ with its matrix representation, G m e ͑G m o ͒ is the space of matrices whose elements are zero except for the components on the mth diagonal with even ͑odd͒ first index.
Some properties, all trivial to verify the following. Then we have,
where in ‫͒ء͑‬ inequality follows from the elementary relation We can write then
We have reduced the computation of the quantum spectral gap to a sequence of minimum problems on l 2 ͑N͒ ͑with constraints only when m =0͒, which will be faced in the next two sections. For m = 0, we will see that the minimum problems are the computation of the spectral gaps for two classical birth and death processes.
IV. OFF-DIAGONAL MINIMUM PROBLEMS
First we give an estimate of the minima outside the diagonal ͑m Ͼ 0͒, and we obtain the exact value of these minima for m = 1. We will see this is all we need in this case to get the exact value of the spectral gap.
Fix m Ͼ 0. For in G m e , we can write, for some sequence y = ͑y j ͒ jജ0 in l 2 ͑N͒ ͓remember ͓k͔ 2 = k͑k −1͔͒, = ͚ j y j ͉e 2j ͗͘e 2j+m ͉, where y j = 2j,2j+m , and
where y j = 2j+1,2j+1+m , and 
. ͑17͒
But the map j ‫ۋ‬ ͑1−m 2 ͒ / ͓8j 2 + ͑m −1͒͑4j + m͔͒ attains its global minimum at j = 1, hence by ͑17͒, we have E͑͒ ജ These estimates show that A m e ജ ͑ 2 / 2͒m 2 ͑2+͑1−m 2 ͒ / ͑3m +4+m 2 ͒͒. To prove that equality holds for m = 1, let us notice that, in this case, inequality ͑16͒ is equality if and only if, for all j ജ 1, ͓͑2j + 1͔ 2 + ͓2j͔ 2 ͒y j = 2 ͱ ͓2j͔ 2 ͓2j + 1͔ 2 y j−1 ⇔ y j = ͱ ͑2j + 1͒͑2j − 1͒ 2j y j−1 , which is equivalent to one ͑and only one͒ of the following conditions:
For all j ജ 0, y j 0, and = ª ͚ j j 2 −j ͱ 2j +1͑2j −1͒!! / j!͉e 2j ͗͘e 2j+1 ͉.
Notice that, in this case, lim j y j / y j−1 Ͻ 1, so ͚ jജ0 y j 2 Ͻϱ and G 1 e . Moreover, E͑͒ = 2 ʈʈ 2 , so the infimum is attained. These estimates show that A m o ജ ͓m͑m +1͒ / 2͔ 2 . To prove that equality holds for m = 1, let us notice that, in this case, inequality ͑18͒ is equality if and only if, for all j ജ 0, 
V. DIAGONAL MINIMA AND BIRTH AND DEATH PROCESSES
In this section we will deduce an estimate for the constants A 0 p , in order to conclude the computation of the quantum spectral gap. Indeed, Propositions 4 ͓relation ͑10͔͒ and 5 guarantee that
It is important to underline that A 0 e ∧ A 0 o is the spectral gap of the diagonal restriction of the semigroup, which is a classical Markov process. This classical process is given by the restriction of the semigroup generated by £ to the subalgebra of multiplication operators and it can be described by introducing its infinitesimal generator, say A, acting on the space l ϱ ͑N͒ of bounded sequences.
For any f in l ϱ ͑N͒, let us denote by M f B͑h͒ the multiplication operator by f, M f = ͚ j f͑j͉͒e j ͗͘e j ͉, then the classical generator A is the ͑unique͒ operator satisfying
Then we can write a formal explicit expression for A,
Following the same ideas of the previous sections, we can distinguish the action of the generator on even and odd indices. For f in l ϱ ͑N͒, we denote by f e and f o the bounded sequences containing, respectively, the even and odd components of f, i.e., with components
We also introduce the operators A e and A o , formally defined on a dense subspace of l ϱ ͑N͒ by
Then a straightforward computation shows that A e and A o describe the action of A on even and odd indices, respectively, in the sense that
A e and A o are the generators of two birth and death processes with quadratic rates. In the following table we write, in the first two columns, the birth and death rates of these two generators and a third one with linear rates, for which the spectral gap is known and that we will use for comparison. By standard well-known results, see Ref. 5 or, 13 we know that, for a birth and death process with strictly positive rates b j and d j , we can immediately write the following.
Notice that the three generators described in Table I have the same invariant probability measure,
Proposition 6: A 0 p = gap A p ͑p = e , o͒. Proof: By restricting T to the subalgebra of diagonal operators, the invariant state p can be identified with the invariant measure p , p ͕e , o͖, where e and o are mutually singular and e ͑2j͒ = o ͑2j +1͒ = ͑1− 2 ͒ 2j . Take the case of even indices, so p = e ͑for p = o it will be the same͒. It is sufficient to use the definitions of A o e ͑Proposition 4͒ of gap A e ͑in the Table II͒ and observe that they are infima of the same quantities. 
Indeed, denote by E e the quadratic form on l 2 ͑N͒ associated with A e , take f in l ϱ ͑N͒, and introduce f ª ͚ jജ0 j f j ͉e 2j ͗͘e 2j ͉ G 0 e ; then notice that
By the previous Table II ,
where E is as usual the quadratic form associated with L and we have written the explicit expression of E͑ f ͒ given by ͑14͒ with m =0. ᮀ Remark: Comparison with the linear birth and death process. We recall that, for a birth and death generator A with birth rates b j = 2 ͑j +1͒ and death rates d j = 2 j, we have called it linear in Table I Now, using the relations written before for the birth and death generators, we have that the spectral gaps of the three generators we have considered are the minimum of their quadratic forms on the same set of functions because they have the same invariant measure. So, since, with obvious notations,
then the same inequalities hold for the spectral gaps
This comparison, relation ͑19͒ and the previous proposition together imply
So we conclude the following.
͑1͒ At least in the case when 2 Ͻ 2͑ 2 − 2 ͒ ͑i.e., when 2 Ͻ 2 / 3͒ gap L = 2 . ͑2͒ In order to get the same conclusion in the general case, it will be enough to prove that gap͑A e ͒ is always bigger than 2 . This will be our next step; better, we shall prove that gap͑A e ͒ ജ 2 ജ 2 .
Since we cannot achieve the desired estimate by the usual well-known methods, we recover a technique used by Liggett ͑see Ref. 13 , proof of Proposition 3.5͒ introducing a slight variation and trying to make the computations optimal for the generator A e ; we deduce the estimate written in the following proposition, which is essentially obtained by an elementary Schwarz inequality and by using the exponential form of the invariant measure.
Proposition 7: For any positive sequence ͑a n ͒ n , define the (strictly positive) constant
Then gap͑A e ͒ ജ ͑B͑͒͒ −1 . Proof: We recall that the quadratic form, for f in D͑A e ͒ ʚ l ϱ ͑N͒, can be written
For any positive sequence ͑a n ͒ n we have
So, rearranging the proof of Proposition 3.5 in Ref. 13 , Proof: Just note that the sums appearing in the definition of B͑͒ can be written in the following form:
ᮀ So we have to find a "good" sequence ͑a n ͒ and appropriately estimate the related constant B͑͒. But how to choose the good ͑a n ͒? The estimate of Proposition 7 is obtained by applying a Schwarz inequality in relation ͑20͒. At least when the spectral gap is an eigenvalue of the operator, we get the optimal estimate when the sequence f is an eigenvector related to this eigenvalue of the generator and relation ͑20͒ is true with identity, so ͉f k+1 − f k ͉ = a k . Obviously, we do not know such a function f, this is, in general, more difficult than computing the spectral gap, however, we can guess a good sequence considering the behavior of the limit case for → 1 − , i.e., solving the equation Lf =−f. This is how we could get it, but it is not necessary to write down all the computations since they would be quite long and the proof of our result is anyway complete also without them.
Lemma 9: Choose a n = ͑2n −1͒!! / ͑2n +2͒!!, n ജ 0. Then ͑a n ͒ nജ0 is a positive summable sequence and (i) A k = ͚ nജk a n ͑2k −1͒!! / ͑2k͒!! = ͑2k +2͒a k , and
and so
Then it is obvious that a k = ͓͑2k −1͒!! / ͑2k͒!!͔͑2k +2͒ −1 is the term of a summable sequence. To verify that ͑͑2k −1͒!! / ͑2k͒!!͒ k is indeed the tail sequence of ͑a k ͒ k , it is enough to notice that ͑2k −1͒!! / ͑2k͒!! − ͑2k +1͒!! / ͑2k +2͒!! = a k and take into account that the series −͚ j=2
The relation can be easily verified by induction. ͑iii͒ We denote by T the time of first return in 0 for a symmetric random walk on the integers.
The distribution of T is described by
͑so ͚ nജ0 a n =1͒, and its moment generating function is given by ͑s͒ = E͓s
. ᮀ Theorem 10: For the spectral gap of the diagonal restriction gap͑A͒ = gap͑A e ͒, we have
Moreover the bound is optimal for close to 0 and 1. Proof: The lower bound follows by using Proposition 7 with a k = ͑2k −1͒!! / ͑2k +2͒!!. We are going to prove that, with this choice, we have B͑͒ =1/ We introduce the map V : N → ͓0, +ϱ͒, V͑u͒ ª ͑2u͒!! / ͑2u +1͒!!͚ kജ0 2k ͑A k − A k+u+1 ͒, so that 2 B͑͒ = sup uജ0 V͑u͒ ͑by Lemma 8͒. We want to prove that V is a nonincreasing function for all ͑0,1͔, so the maximum is obtained for u = 0 and can be explicitly computed since
where the sum follows from the previous Lemma. So we just have to prove that the increments of function V,
are negative. This will be enough to conclude. where we used Lemma 9 ͑ii͒ to obtain the last equality ͑one could also compute the series lim n s n = 0 similarly͒. Now define s −1 = 0 and introduce weights depending on , then we have Letting n tend to infinity, we deduce V͑u +1͒ − V͑u͒ ഛ 0 for any u ͓remember ͑22͔͒.
The upper bound. By definition of spectral gap, for any bounded sequence h such that ͚ j j h j = 0, we have gap͑A e ͒ ഛ E e ͑ 1/2 h͒ / ʈhʈ 2 . Take the sequence ͑a k ͒ k ͑and consequently A k ͒ as before and choose the sequence h as 
VI. CONCLUSIONS AND REMARKS
We point out that the diagonal gap, gap͑A e ͒, cannot be equal to the bounds found in Theorem 10 for ͑0,1͒; but the estimates seem good, as the plot in Fig. 1 shows, it represents the upper and lower bounds as functions of , with unit= 2 in the vertical axis. We also underline again that the estimate we obtain for the diagonal gap allows us to compute anyway the exact value of the spectral gap for the quantum model we are interested in. Notice that is the only possible eigenvector, up to multiplication by scalar numbers, associated with − 2 , since, if x is such an eigenvector ͑Lx =− 2 x͒, then E͑x͒ = 2 ʈxʈ 2 and so, by the proof of
