Reformulation techniques are commonly used to transform 0-1 quadratic problems into equivalent, mixed 0-1 linear programs. A classical strategy is to replace each quadratic term with a continuous variable and to enforce, for each such product, four linear inequalities that ensure the continuous variable equals the associated product. By employing a transformation of variables, we show how such inequalities give rise to a network structure, so that the continuous relaxations can be readily solved. This work unifies and extends related results for the vertex packing problem and relatives, and roof duality.
Introduction
Solution methods for 0-1 quadratic programs typically involve a reformulation step that transforms the nonlinear problems into equivalent mixed 0-1 linear programs. A classical approach introduced by Fortet [11, 12] and Glover and Woolsey [14] substitutes a continuous variable for each distinct quadratic term, and enforces four linear inequalities to ensure that the continuous variable equals the product at all binary solutions. The purpose of this paper is to show that these inequalities possess a special structure which gives rise to a network in a transformed-variable space, and to relate the posed network transformation to published works. It turns out that these inequalities appear in various contexts, including recent reformulation strategies for linear and nonlinear binary and continuous programs, and (in equality form) in models of certain 0-1 linear programs. Indeed, this study was motivated by the development of effective means for solving the level-1 rlt formulations of Sherali and Adams [28, 29] , and the earlier representations of Adams and Sherali [3, 4] . The results also relate to various advances on roof duality.
The linearization method of Fortet [11, 12] and Glover and Woolsey [14] can be generally applied to 0-1 quadratic programming problems of the form QP: minimize x i C ij x j subject to x ∈ X, x binary, where the set X is defined by quadratic (possibly linear) restrictions in the n binary decision variables x. We assume without loss of generality that C ij = 0 ∀(i, j ), i j . The procedure is accomplished by substituting for each product term x i x j with i < j, a continuous variable w ij , and then restricting w ij = x i x j for all binary realizations of x i and x j through the introduction of four inequalities, as demonstrated in the linearization of Problem QP to LP:
C ij w ij subject to (x, w) ∈ Z ≡ {(x, w):
x j − w ij 0 ∀(i, j ), i < j ;
x i − w ij 0 ∀(i, j ), i < j ; and
x binary.
Here, X L is obtained by substituting for each (i, j ) with i < j, the variable w ij for every occurrence of the product x i x j (or equivalently x j x i ) appearing in X.
The equivalence between the quadratic 0-1 program QP and the mixed 0-1 linear program LP is evident. Given any binary realization of x, restrictions (2) defining Z enforce that w ij = x i x j for all (i, j ), i < j , so that a point x is feasible to QP if and only if (x, w) with w ij = x i x j ∀(i, j ), i < j , is feasible to LP with the same objective value.
The utility behind reformulating Problem QP as Problem LP is that linear programming methods can be applied to the latter to obtain information relative to the former. Most notably, the continuous relaxation of LP obtained by deleting the x binary restrictions in (4), denoted as Problem CLP, produces a lower bound on the optimal objective value to QP. (Here, 0 x 1 is implied in CLP by (2) .) Our concern in this paper is with developing efficient methods for solving linear programs over the set Z. For future reference, we denote the unconstrained version of Problem QP where X ≡ R n in (1) as Problem UQP. For such a problem, restrictions (3) do not arise in Problem LP so that the feasible region is the set Z, together with the binary restrictions on x in (4).
Since being introduced in Fortet [11, 12] and Glover and Woolsey [14] , the inequalities defining the polytope Z in (2) have arisen in various contexts. The Boolean quadric and max cut polytopes (see Padberg [25] and De Simone [9] , respectively) give rise to such inequalities. In addition, reformulation methods for mixed 0-1 linear and quadratic programs due to Adams and Sherali [3, 4] , Lovasz and Schrijver [22] and Sherali and Adams [28, 29] , that produce partial convex hull characterizations of discrete sets by strategically defining the set X L in (3), use such restrictions within their constraint sets. Moreover, as demonstrated in Adams et al. [2] and Lassiter [21] , the vertex packing polytope in Nemhauser and Trotter [24] and a generalization thereof considered by Hochbaum et al. [20] and Bourjolly [8] , are faces of the polytope conv{Z ∩ x binary}.
Network transformations for 0-1 linear and unconstrained 0-1 quadratic programs have been considered by various authors. Given a vertex packing problem on a graph having n nodes and m arcs, Nemhauser and Trotter [24] provide an equivalent packing problem on a bipartite graph having 2n nodes and 2m arcs. The continuous relaxation can then be solved as a network flow through the introduction of two additional nodes and 2n additional arcs. Edelsbrunner et al. [10] extended this line of thought by posing a method for solving linear programs having two nonzero entries (of value 1 or −1) per row as network flows; these authors use a variable redefinition that doubles the number of variables and constraints. Hochbaum et al. [20] used this latter result to obtain tight linear programming relaxations of 0-1 problems that have at most two nonzero entries per inequality. Their approach is to first rewrite the problem so that all constraints are of the form x i x j , x i + x j 1, and x i + x j 1, and then to apply the same variable redefinition. Hammer et al. [17] convert the unconstrained 0-1 quadratic program to a vertex packing problem, and obtain a network flow problem with 4n + 2m + 2 nodes and at least 2n + 4m directed arcs that yields a cleverly devised "roof dual" value, assuming full density of the quadratic coefficients. Later, Boros and Hammer [5] and Sun [31] each revisited the unconstrained 0-1 quadratic program in light of roof duality. Boros and Hammer [5] was able to find a network consisting of 2n + 2 nodes and 2n + 4m arcs. Sun [31] improved upon this work by requiring only 2n + 2m directed arcs. The first set of authors use "rooted-nooses" defined in terms of a specially constructed "bi-form" graph of binary variables and their complements to obtain the roof dual bound via a network flow. The second author gives a new interpretation of the roof dual bound as a network flow through "posiform" representations of the objective function.
Our network strategy provides a unifying perspective for these related works. Given any instance of Problem UQP, Adams and Dearing [1] showed that the roof dual bound is precisely the value obtained when solving Problem CLP. Consequently, this study examines the results of Boros and Hammer [5] and Sun [31] in a new light. Indeed, the network we obtain will be no larger in terms of the number of nodes and arcs than that of Sun [31] , with our purely algebraic motivation in contrast to the roof duality approach. And, as pointed out in Section 3.3, we are able to recognize problem instances for which smaller networks can be formed. Furthermore, it turns out that the constraints x i x j , x i + x j 1, and x i + x j 1 considered by Hochbaum et al. [20] come about as projections of faces of the set Z onto the x variable space (see [2] ), so that our results are directly applicable to linear problems having these type constraints. Our variable transformation is related to that of Edelsbrunner et al. [10] for special 0-1 linear programs, and we explain how their method can be viewed in terms of our construction. As a consequence, we are able to extend their result to accommodate the set Z. Finally, we show how our method can handle certain linear reformulations of 0-1 polynomial programs seen in Lu and Williams [23] , as well as continuous quadratic programs.
The paper proceeds as follows. In the next section we obtain a more concise representation of Problem CLP (less restrictions (3)) by identifying constraints that can be deemed redundant at optimality. This reduction will lead in Section 3 to a smaller network representation. Within Section 3, we first provide the algebraic motivation and then show how Problem CLP can be solved as a bounded-variable network flow, and subsequently as a maximum flow problem. Specially constrained cases of linear and quadratic programs are considered in Section 4. Finally, in Section 5, we compare our results to related works and pose extensions.
Problem statement and reduction
We direct attention to that instance of Problem CLP in which the restrictions (x, w) ∈ X L are not present in (3), so that our focus is directly on the set Z. Such a formulation will naturally arise from Fortet [11, 12] and Glover and Woolsey [14] when Problem QP is an unconstrained 0-1 quadratic program having X ≡ R n in (1) or can result, for example, when solving Problem CLP via a Lagrangian dual procedure where (3) is placed into the objective function. For our purposes, we adopt the notation that
As shown explicitly in Adams and Dearing [1] and alternately obtainable via Fourier-Motzkin elimination, at least half the constraints in (2) are redundant at optimality, provided that the restrictions 0 x i 1 ∀i = 1, . . . , n are explicitly enforced. Upon discarding the redundant restrictions, the resulting formulation follows:
Of course, we can assume within Problem LP1 that there exists no index i having C ij = 0 ∀j > i and C ji = 0 ∀j < i since then an optimal value of x i can be trivially computed in terms of the c i coefficient.
The structure of Problem LP1 permits us to identify at least n of the 2n inequalities in (10) as redundant at optimality. To see this, observe that for any givenx satisfying (10), inequalities (6)- (9) dictate that an optimal w, sayŵ, to that linear program obtained by fixing x ≡x in LP1 must satisfŷ
Now let us define sets S + and S − in terms of the objective function coefficients c i ∀i and C ij ∀(i, j ) ∈ N as
and denote Problem LP2 as Problem LP1 with the 2n inequalities in (10) replaced by the |S + ∪ S − | restrictions
Then we have that Problems LP1 and LP2 are equivalent in the following sense.
Lemma 1.
Every optimal solution to Problem LP1 is also an optimal solution to Problem LP2. Moreover, for any optimal solution (x,ŵ) to LP2, the solution (x,w) with
andw defined in terms ofx as in (11) , is optimal to LP1 with the same objective function value.
Proof. To begin, LP2 cannot be unbounded since the objective value is no less than i∈S − (c i + j :(i,j )∈N C ij ). Thus, since the feasible region to LP2 contains that to LP1, the proof is to show that, given any optimal (x,ŵ) to LP2 with objective valueẑ, the solution (x,w) defined in the lemma yields an objective function value to LP1 no greater thanẑ. This line of thought follows since (x,w) is clearly feasible to LP1. Toward this end, since inequalities (6)-(9) definê w in terms ofx in LP2 as in LP1, we have by (11) that the objective function value to LP2 at (x,ŵ) must equal
where for each i = 1, . . . , n,
Thus, to complete the proof it is sufficient to show that
where by (11) , the sum over i = 1, . . . , n of the left-hand side of (16) is the optimal objective function value to LP1 for x ≡x, with K i (x) as defined in (15) . Now, observe that for each i = 1, . . . , n, since max{0,
thus establishing (16) and completing the proof. Here, sincex i > 1 implies that i / ∈ S − andx i < 0 implies that i / ∈ S + , the first inequality follows from (12) . The second inequality follows from the observations that for each (i, j ) ∈ N , we have C ij < 0 and min{x i ,x j } +x i −x i min{x i ,x j }.
Observe that for any given (x,ŵ) optimal to Problem LP2, the lemma recognizes this solution as being optimal to LP1 if and only if 0 x i 1 ∀i = 1, . . . , n, and otherwise defines an alternate optimal solution (x,w) to LP2 which is also optimal to LP1. Two remarks are warranted. First, it is instructive to note that the first inequality in (17) ensures that an optimal solution (x,ŵ) to Problem LP2 can have a variablex i / ∈ [0, 1] only if c i + j :(i,j )∈N C ij = 0. In other words, if for each i = 1, . . . , n we have that c i + j :(i,j )∈N C ij = 0, then an (x,ŵ) is optimal to LP2 if and only if it is optimal to LP1. This follows since (x,w) is feasible to LP2 and since (x,ŵ) is by assumption optimal to LP2, so that the inequalities in (17) must be satisfied with equality. Second, the lemma continues to hold if any subset of the inequalities (6)-(9) are restricted to equalities to obtain, using obvious notation (employed later in Section 4), Problems RLP1 and RLP2. In this case, (11) remains true for all (x,ŵ) optimal to either Problem RLP1 or RLP2 and, moreover, given any (x,ŵ) feasible to RLP2, (x,w) defined in terms of (x,ŵ) as prescribed in the lemma must be feasible to RLP1. As a result, given any (x,ŵ) that is optimal to RLP2 and not feasible to RLP1, the lemma defines (x,w) as an alternate optimal solution to RLP2 which is also optimal to RLP1. In fact, as an interesting case addressed in Section 4, various 0-1 linear programs whose continuous relaxations have feasible regions that consist of faces of the set Z projected onto the x-variable space (see [2] ) can be analogously reduced in size, with the sets S + and S − defined in (12) simplifying to S + ≡ {i : c i > 0} and S − ≡ {i : c i < 0}.
Finally, we note that Problem LP2 has 2(|P ∪ N |) + |S + ∪ S − | constraints and |P ∪ N | + n variables; these values are bounded above by n 2 and n(n + 1)/2, respectively. The dual to a transformed version of this linear program will give rise to our network formulation in the following section.
Network reformulation and max flow representation
In this section, we show how to express the dual of a transformed version of Problem LP2 as a network flow, and then how to convert this network into a maximum flow problem. We begin with an observation in Section 3.1 which allows for the decomposition of a structured linear inequality, and subsequently use this observation in Section 3.2 to rewrite the constraints of LP2 so that the dual gives rise to a network. In Section 3.3 we derive our max flow.
Algebraic motivation
Our network transformation is based on a simple algebraic observation that permits us to decompose a special linear inequality into two sparser inequalities. This observation is presented formally in Lemma 2.
Lemma 2. Any real numbers A, B, C, D, and E that satisfy (A − D)(C − B) 0 and
must also satisfy
and where k is any scalar in the interval [0, 1].
Proof. Given any A through E that satisfy the conditions of the lemma, the restriction (A − D)(C − B) 0 ensures that 0 1 and that
Individually multiply (18) by the nonnegative quantities and (1 − ) to obtain the two inequalities in (19) , respectively.
The specific form of Lemma 2 was motivated by the upcoming arguments in Section 3.2. As A through E are without sign restrictions, we could have expressed the left-hand side of (18) as the sum of these five variables by substituting B = −B and D = −D throughout the lemma. However, our choice of signs, as well as our grouping of differences within (18), will lead to a reformulation of LP2 having a natural dual-network structure. Furthermore, the lemma continues to hold true if (18) and the two restrictions in (19) are all equalities.
An interesting consequence of Lemma 2 arises if we further restrict
. In this case, and by assuming that k = 1 2 within the lemma, we obtain the following corollary.
Corollary 1. Any real numbers A, B, C, D and E that satisfy (A − D) = (C − B) and
Proof. Follows directly from Lemma 2 by setting k = 
Network transformation
Our network transformation is applied to Problem LP2. We first make the substitutions
(Such an exists as we can select i = 1 2 ∀i.) For each i we then define decision variables a i and b i , and let
so that the variables x can be substituted from the problem. Upon making these adjustments to LP2, we obtain Problem LP3( ).
At this point we invoke Lemma 2 to motivate a reformulation of LP3( ). We begin by decomposing inequalities (25) and (26); here, each (i, j ) ∈ P ∪ N can potentially give rise to a different value, say ij . As will become evident in the proof of Theorem 1, the lemma is applicable in this context since we can assume without loss of generality for each i that the variables a i and b i of LP3( ) are nonnegative and satisfy a i b i = 0, so that for each (i, j ) ∈ P we have 
We also decompose inequalities (27) and (28) using, for each (i, j ) pair, the same ij -value as the corresponding inequality present in either (25) or (26) since for each inequality of (27) and (28) we have that A=B =C =D =0, with k in the lemma allowed to realize any value in the interval [0, 1]. As a result, (27) and (28) 
Our transformation of Problem LP2 into LP4( ) suggests an equivalence between these two formulations in the sense that there exist mappings between the feasible regions that preserve the objective function values at each point. LP3( ) was derived from LP2 by Eqs. (22)- (24), while LP4( ) emerged from LP3( ) via Lemma 2. Consequently, the desired mappings should be obtainable by combining these two steps. We establish these mappings and the formal equivalence between Problems LP2 and LP4( ) in the theorem and proof below. Proof. Given any (x,ŵ) feasible to Problem LP2 and any satisfying (23), define for each i the variablesã i andb i as
and subsequently define for each (i, j ) ∈ P ∪ N the variablesṽ ij 1 andṽ ij 2 as
where
To show that this computed solution is feasible to LP4( ), we begin by observing that (36) dictates
so that restrictions (13) in LP2 ensure that (34) and (35) are satisfied by the givenã i andb i values. Next, in light of (41) and the definition of in (23), we have from (6)- (9), respectively, that (x,ŵ), together with the variablesã i ,b i ∀i defined in (36), must satisfy the following inequalities:
Sinceã ibi = 0 withã i andb i nonnegative ∀i by (36), we have for each
and ≡ ij as defined in (39) can be applied to the associated inequality in (42). By (37) we then have that (31) is satisfied. Similarly, we have for each
and ≡ ij as defined in (39) can be applied to the associated inequality in (43). By (38) we then have that (32) is satisfied. Finally, for each (i, j ) ∈ N we apply Lemma 2 with (A, B, C, D, E) = (0, 0, 0, 0,x i −ŵ ij ) and ≡ ij as defined in (39) to the associated inequality in (44), and for each (i, j ) ∈ P we apply Lemma 2 with (A, B, C, D, E) = (0, 0, 0, 0,ŵ ij ) and ≡ ij as defined in (39) to the associated inequality in (45) to obtain, via (38) and (37) respectively, that inequalities (33) are satisfied at the computed solution.
Relative to the objective function values, since i +ã i −b i =x i ∀i by (41), sinceṽ ij 1 +ṽ ij 2 =ŵ ij ∀(i, j ) ∈ P by (37), and since (38) and (41), we have that
Conversely, given any satisfying (23) and
Restrictions (34) and (35) enforce that (13) is satisfied at (x,ŵ). Moreover, given any (i, j ) ∈ P , each inequality in (6) is satisfied at (x,ŵ), as seen by summing the two associated constraints in (31) . Similarly, given any (i, j ) ∈ N , each inequality in (7) is also satisfied at (x,ŵ), as seen by summing the two associated constraints in (32). Finally, inequalities (8) and (9) are implied by (33), so that the computed (x,ŵ) must be feasible to LP2. As the objective function values to Problems LP2 and LP4( ) obviously equal at the prescribed solutions, the proof is complete.
Given any satisfying (23), Lemma 1 and Theorem 1 can be combined to establish an equivalence between Problems LP1 and LP4( ). As the argument follows directly from these two earlier results, the formal statement is presented in the corollary below without proof. For simplicity, we adopt the notation that a and b are the n-component vectors a i , i = 1, . . . , n and b i , i = 1, . . . , n, respectively, and that v 1 and v 2 are the |P ∪ N |-component vectors whose entries are v ij 1 and v ij 2 ∀(i, j ) ∈ P ∪ N , respectively. (23) , Problems LP1 and LP4( ) are equivalent in the following sense. Given any (40) is optimal to LP4( ) with the same objective function value. Conversely, given any (ã,b,ṽ 1 ,ṽ 2 ) optimal to LP4( ), the point (x,ŵ) witĥ
Corollary 2. For any satisfying
∈ N is optimal to LP1 with the same objective function value.
The above corollary meets our original intent to reformulate Problem LP1 as a network. The dual to Problem LP4( ) is clearly a bounded-variable network-flow problem, where each a i and each b i variable gives rise to a node, each inequality in (31) and (32), and each inequality in (34) and (35) promotes an arc, and where for each (i, j ) ∈ P ∪ N , the v ij 1 and v ij 2 variables establish arc lower and upper bounds of 0 and |C ij |, respectively. Based on the above corollary, an optimal solution to Problem LP1 is readily available in terms of an optimal dual solution to this network having 2n nodes and 2(|P ∪ N |) + |S + ∪ S − | arcs; this latter parameter is bounded above by n 2 . Looking back, the net effect of Lemma 1 is to reduce the network size by 2n − |S + ∪ S − | arcs.
We mention here that, depending on the objective coefficients C ij in Problem QP, the dual to Problem LP4( ) can potentially reduce to a collection of disjoint networks. This will occur if Problem QP itself can be partitioned into disjoint quadratic programs, with each network corresponding to one such program.
Interestingly, while the selection of the vector does not affect the stated equivalence between Problems LP1 and LP4( ), the proof of Theorem 1 suggests methods for further economizing on the network size, based on the specific component values of . Given a vector satisfying (23) , observe that the mappings between the sets of optimal solutions to Problems LP1 and LP4( ) provided in Corollary 2 continue to hold true if we restrict the variables a i and b i in LP4( ) so that a i = 0 ∀i having i 1 and b i = 0 ∀i having i 0. This follows from (36) since every (x,ŵ) feasible to LP1 must satisfy (10) . Defining the four sets P − , P + , N − , and N + as
we then have by (23) 
As a result, the left-hand inequalities in (31) and (32) are unnecessary for those (i, j ) ∈ P − and for those (i, j ) ∈ N − , respectively, while the right-hand inequalities in (31) and (32) are unnecessary for those (i, j ) ∈ P + , and for those (i, j ) ∈ N + , respectively. Here, the variables v ij 1 having (i, j ) ∈ P − ∪ N − and v ij 2 having (i, j ) ∈ P + ∪ N + are necessarily 0 at optimality to LP4( ), so that they can be removed from the problem. Finally, for those i ∈ S + ∪ S − having i / ∈ (0, 1), a single "dummy variable" d can replace each occurrence of every variable a i or b i that was fixed to 0 in inequalities (34) and (35), so that a dual network is preserved. The objective coefficient of d will be equal to the sum of the objective coefficients of all the a i and b i variables fixed to 0. The resulting network will have |P − ∪ P + ∪ N − ∪ N + | fewer arcs and fewer nodes, where
and where I ≡ {i : i / ∈ (0, 1)}. (We later show that the i 0 restrictions used to define the sets P − and N − in (48) can be relaxed to i < 1 2 and that the i 1 restrictions used to define the sets P + and N + can be relaxed to i > 1 2 .) We now present two simple examples to illustrate the overall network conversion, and to demonstrate how the network size can be reduced by strategically defining the vector. Example 1. Consider the following 0-1 quadratic program in n = 5 binary variables.
The sets S + and S − defined in (12) are given by S + = {5} and S − = {1, 2, 4}, whereas the sets N and P defined in (5) are given by
, we obtain from (48) that P − = P + = N − = N + = ∅. Hence, the dual to Problem LP4( ) is the network of Fig. 1a (plus the constant −1). Each node is labelled to reflect the associated variable in LP4( ), with the supply (demand) recording the objective function coefficient. Here, the nodes are arranged in two columns so that each node in the first column has a nonnegative supply and each node in the second column has a nonpositive supply. The arcs are drawn as dashed and solid to help reflect the costs and capacities; each dashed arc corresponds to an inequality in (34) or (35) and therefore has a per-unit cost of − 1 2 with infinite upper capacity while each solid arc corresponds to an inequality in (31) or (32) and therefore has a cost of 0 with upper capacity as indicated. All arc lower bounds are 0. An optimal set of flows and (partial) optimal dual solution to this maximization network flow is given in Fig. 1b 
Example 2. Reconsider the 0-1 quadratic program in n = 5 binary variables from Example 1, but define the vector as ( 1 , 2 , 3 , 4 , 5 ) = (0, 1, 1, 0, 0), once again ensuring that (23) is satisfied. Here, the sets S + , S − , N, and P remain unchanged, but the sets P − , P + , N − , and N + become P − = {(1, 3)}, P + = {(3, 4)}, N − = {(1, 5), (4, 5)}, and N + = {(2, 3)}. The dual to the reduced version of Problem LP4( ) is given in Fig. 2a (plus the constant −2), with dummy node d as indicated having supply of −2. As in Fig. 1a , the dashed arcs each have infinite capacity while the solid arcs have capacities as marked. Once again, all arcs lower bounds are 0. However, as dictated by (34) and (35), only two arcs have nonzero costs; the arc from node d to node a 1 and the arc from node d to node a 4 each have per-unit costs of −1. The network has five fewer arcs and four fewer nodes than Fig. 1a . An optimal primal and (partial) dual solution to this network flow is given in Fig. 2b . The optimal objective function value is −2 − 2 = −4, with a 1 = b 2 = b 3 = 1 and a 4 = a 5 = 0 (a 2 , a 3 , b 1 , b 4 , and b 5 were previously set to 0). By Corollary 2, an optimal solution (x * , w * ) to Problem LP1 computed in terms of these values for a and b is x * = (1, 0, 0, 0, 0) and w * ij = 0 ∀(i, j ) ∈ P ∪ N . Again, as the vector x * is binary, x * solves the 0-1 quadratic program.
Given any instance of Problem UQP, our study on the selection of an -vector leads to a strategy for identifying an (partial) optimal binary solution to this discrete program in terms of an optimal solution to the linear program LP4( ). Recall from Section 1 that Problem UQP is the unconstrained version of Problem QP where X ≡ R n in (1). Observe that (23) restricts the vector so that for each i, every j = i having either (i, j ) ∈ P or (j, i) ∈ P must satisfy i + j = 1, and every j = i having either (i, j ) ∈ N or (j, i) ∈ N must satisfy i = j . Bearing this in mind, suppose that for an arbitrary t ∈ {1, . . . , n}, sets R and S are defined in terms of a given -vector as R ≡ {j : j = or j = } and S ≡ {j : j = and j = }, where = t and = 1 − t . Then there cannot exist an arc in the dual to LP4( ) with an incident node in each of the sets R and S (i.e. if p ∈ R and q ∈ S, then no arc incident with a p or b p can also be (23) does not realize one of at most two values or , where + = 1, then the graph can be partitioned into disjoint networks (equivalently, Problem UQP can be partitioned into separate quadratic programs). This partitioning observation, along with an exploitation of the structure of Problem LP4( ), allows us to conclude that, given any instance of Problem UQP and an -vector satisfying (23) , for each i such that i = 1 2 , the dual network to Problem LP4( ) will prescribe an optimal binary value for the variable x i in Problem UQP. To see this, suppose that such an -vector has some component not equal to , and continue to satisfy (23) . That portion of Problem LP4( ) dealing with those variables x i having i binary will then have all-integer right-hand sides (implying the network has all integer costs) so that the dual (sub)network will provide an integer a and b that is part of an optimal solution to LP4( ). The transformation of Corollary 2 then gives an optimal (binary) solution to the associated portion of Problem LP1, and consequently to the same portion of Problem UQP. Of course, if the second set of nodes is empty, then a complete optimal integer solution to Problem UQP will be defined. This result is presented formally in the lemma below, where we have used in the second statement that a i = 0 ∀i having i = 1 and b i = 0 ∀i having i = 0 to obtain a reduced number of nodes, and where we have used from (48) that for any such , P − ∩ P + = ∅, P − ∪ P + = P , N − ∩ N + = ∅, N − ∪ N + = N to obtain a reduced number of arcs. (Observe that we have in effect generalized (48) by relaxing the i 0 restrictions used to define the sets P − and N − to i < The second statement within the lemma is a generalization of a result due to Rhys [27] , who essentially showed that any instance of Problem UQP wherein all quadratic objective function coefficients C ij are nonpositive can be solved as a network flow. In this case, our set P would be empty so that i = 0 ∀i = 1, . . . , n would satisfy restrictions (23) . Moreover, as opposed to having (n(n + 1)/2) + 2 nodes and n(3n − 1)/2 arcs as in Rhys [27] , we would have at most n(n + 1)/2 arcs in n + 1 nodes. Lemma 3 may prove useful in guiding enumerative search strategies over the binary x-variables of Problem UQP. The idea would be to select incrementing variables in such a manner as to reduce the problem so that an can be obtained with i = 1 2 for (a subset of) the free variables. Each such variable x i can be then effectively dropped from the problem.
It is important to distinguish between Lemma 3 and known persistency results for mixed 0-1 programs. Relative to persistency, the paper [2] provides the following definitions. "An optimal solution to the continuous relaxation of a mixed-integer 0-1 linear programming problem is defined to be persistent if the set of 0-1 variables realizing binary values retains those same binary values in at least one integer optimum. A mixed-integer 0-1 linear program is said to possess the persistency property, or equivalently to be persistent, if every optimal solution to the continuous relaxation is a persistent solution." Various works [2, 7, 16, [19] [20] [21] 23, 24, 26] have collectively shown Problem LP1, and constrained versions considered in Section 4, to be persistent (as well as to have obtained related persistency results). Consequently, we can invoke these results to remark that any (x,ŵ) computed via Lemma 2 in terms of an optimal solution to our network flow problems will be persistent.
Lemma 3, on the other hand, gives a set of sufficient conditions on which ensure, before solving the network, that either all the variables will be integer or that Problem UQP can be partitioned into separable unconstrained 0-1 quadratic programs, with at least one partition realizing all integer values. These conditions, however, are not necessary. It is possible for our network to yield an optimal (ã,b,ṽ 1 ,ṽ 2 ) that translates via Corollary 2 to binary values ofx, with the only -vector satisfying (23) 
From (5), we have N =∅ and P ={ (1, 2), (1, 3), (2, 3) }, so that the only satisfying (23) 
This gives P − = P + = N − = N + = ∅ from (48). Also, S + = ∅ and S − = {1, 2, 3} from (12) . The dual to Problem LP4( ) is the network of Fig. 3a (plus the constant 
Maximum flow equivalence
The dual network of Problem LP4( ) has a special structure which allows us to reformulate it as a maximum flow. It turns out, though, that the reformulation process depends on the particular -vector employed. To address this dependency, we begin by recalling from the previous section that an -vector defining LP4( ) can be assumed without loss of generality to have either (1) i = 1 2 ∀i = 1, . . . , n or (2) i binary ∀i = 1, . . . , n. We consider these two cases separately. For Case 1 detailed in Section 3.3.1, the reformulation relies on the algebraic identity of Lemma 2, and requires two additional nodes and |S + ∪ S − | + 1 additional arcs. Case 2, explained in Section 3.3.2, depends on a simple substitution of variables, and defines only one additional node and one additional arc.
Case 1:
Thereafter, add to the left-hand side of each inequality in (34) and (35), the expression t − s − 
respectively. Essentially, Problem LP4( ) has been equivalently rewritten with the 2|S + ∪ S − | + 1 restrictions in (49)-(51) replacing the |S + ∪ S − | inequalities in (34) and (35). In terms of the dual network, two new nodes s and t with supplies of 0 have been added, together with a net increase of |S + ∪ S − | + 1 arcs. Here, for each i ∈ S − , the arc from node b i to a i has been replaced with two arcs having nonnegative flows and 0 costs: an arc from t to a i and an arc from b i to s. Similarly, for each i ∈ S + , the arc from node a i to b i has been replaced with two arcs having nonnegative flows and 0 costs: an arc from a i to s and an arc from t to b i . Finally, the arc associated with (49) has no lower bound and a cost of − 1 2 . This new network has a special structure that allows us to impose upper bounds on flows along certain arcs. To see this, let us partition the nodes a i and b i ∀i ∈ S + ∪ S − into two sets T 1 and T 2 so that T 1 ≡ {nodes a i with i ∈ S + and b i with i ∈ S − (i.e. those nodes having positive supply)} and T 2 ≡ {nodes a i with i ∈ S − and b i with i ∈ S + (i.e. those nodes having negative supply)}. Observe that at an optimal solution to the network, there cannot exist a circuit of positive flow containing the arc from node s to t, since a flow adjustment opposite the direction of this circuit would yield a preferred solution. Consequently, since only that arc associated with (49) can remove supply from node s and since only those nodes in T 1 have positive supplies, we have that an arc from any chosen node a p or b p in T 1 , say node n 1 , to node s can have a flow exceeding |c p + j :(p,j )∈N C pj | in an optimal solution only if there exists a second node a r or b r in T 1 , say node n 2 = n 1 , with a path of positive flow from node n 2 to n 1 , this path exclusive of the arc from node s to t, and with the flow along the arc from node n 2 to s less than |c r + j :(r,j )∈N C rj |.By decreasing the flow along this path from node n 2 to n 1 as well as the flow along the arc from node n 1 to s, and accordingly increasing the flow from node n 2 to s, each by the same maximum amount subject to arc lower bounds of 0 and upper bound along the arc from n 2 to s of |c r + j :(r,j )∈N C rj |, the flow conservation equations are maintained and the objective value preserved. Repeating this argument if necessary on the adjusted flows, we get that there will always exist an optimal solution with the flow along the arc from each node a p or b p in T 1 to node s bounded above by |c p + j :(p,j )∈N C pj |. Using an analogous argument (while maintaining these upper-bounding restrictions), since only those nodes in T 2 have negative supplies, there will always exist an optimal solution for which the flow along the arc from node t to each node a p or b p in T 2 is bounded above by |c p + j :(p,j )∈N C pj |.
Explicitly enforcing these arc upper bounds, our max flow formulation is precisely the problem over the residual network computed in terms of the following feasible flow. Define the flow along the arc from each node in T 1 to node s, and from node t to each node in T 2 , at its computed upper bound. Then define the flow along the arc from node s to t as i∈T 2 |c i + j :(i,j )∈N C ij |, with all other arc flows set to 0. The residual network is a max flow problem from node s to t. (Here, since at optimality the flow along the arc from s to t will not exceed the current flow of i∈T 2 |c i + j :(i,j )∈N C ij |, this value serves as an upper bound on the arc capacity.) We illustrate this max flow derivation in the example below. Fig. 4a , where all arc lower bounds and costs are 0 except for the arc from node s to t having no lower bound and a cost of − 1 2 . Initializing with the feasible flow defined above in terms of the nodes s and t and the sets T 1 and T 2 , we get the residual max flow network of Fig. 4b , with arc lower bounds of 0 and upper bounds as cited (and all node supplies 0), where the cost of shipment along the arc from node t to s is 1 2 and where all other costs are 0. Here, no upper bound on flow along the arc from node t to s is enforced.
Case 2: i binary ∀i = 1, . . . , n
Recall from the previous subsection that, given a binary vector , Eq. (36) in the proof of Theorem 1 allow us to restrict, without loss of generality, the variables a i and b i found in LP4( ) to be nonnegative. Consequently, by (10) we have that a i = 0 ∀i such that i = 1 and b i = 0 ∀i such that i = 0. Further recall that by partitioning the set P ∪ N into the sets P − , P + , N − , and N + as prescribed in (48), we have that the left-hand inequalities in (31) and (32) are unnecessary for those (i, j ) ∈ P − and for those (i, j ) ∈ N − , respectively, while the right-hand inequalities in (31) and (32) are unnecessary for those (i, j ) ∈ P + and for those (i, j ) ∈ N + , respectively. Here, the associated v ij 1 and v ij 2 variables can be fixed to 0, and the corresponding inequality restrictions in (33) eliminated. Lastly, a "dummy variable" d was used to replace each occurrence of every variable a i or b i that was fixed to 0 in inequalities (34) 
respectively. Throughout this condensed version of Problem LP4( ), we now rename the dummy variable d as s, introduce a new variable t and explicitly enforce the constraint s − t = −1, and then substitute s = t − 1 throughout the second family of restrictions in (52) and the first family of restrictions in (53). Inequalities (52) and (53) are thus replaced in LP4( ) by the following three constraint sets:
t − b i 0 ∀i ∈ S + with i = 1 and a i − s 0 ∀i ∈ S + with i = 0,
and
The dual to this revised version of LP4( ) gives rise, in an identical fashion as Case 1, to a max flow problem. Here, we partition the nodes a i ∀i ∈ S + ∪S − with i =0 and the nodes b i ∀i ∈ S + ∪S − with i =1 into two sets T 1 and T 2 so that T 1 ≡ {nodes a i with i ∈ S + and i = 0 and nodes b i with i ∈ S − and i = 1} and T 2 ≡ {nodes a i with i ∈ S − and i = 0 and nodes b i with i ∈ S + and i = 1}. Using the same logic as in Case 1, there cannot exist an optimal solution to this network with a circuit of positive flow containing the arc from node s to t, since a flow adjustment opposite the direction of this circuit would yield a preferred solution. Consequently, and again invoking the logic of Case 1, since only that arc associated with (56) can remove supply from node s or add supply to node t, and since a node is in the set T 1 if and only if it has positive supply while a node is in the set T 2 if and only if it has negative supply, we have that there will always exist an optimal solution with the flow along the arc from each node a p or b p in T 1 to node s, and with the flow along the arc from node t to each node a p or b p in T 2 , bounded above by |c p + j :(p,j )∈N C pj |.
Enforcing these derived upper bounds, we obtain the max flow formulation as the residual network computed in terms of the following feasible flow. Define the flow along the arc from each node in T 1 to node s, and from node t to each node in T 2 , at its computed upper bound. Then define the flow along the arc from node s to t as i∈T 2 |c i + j :(i,j )∈N C ij |, with all other arc flows set to 0. The residual network is a max flow problem from node s to t. (At optimality, since the flow along the arc from s to t will not exceed the current flow of i∈T 2 |c i + j :(i,j )∈N C ij |, this value serves as an upper bound on the arc capacity.)
This max flow transformation is illustrated in the example below. Fig. 5a , where all arc lower bounds and costs are 0 except for the arc from node s to t, which has no lower bound and a cost of −1. Initializing with the feasible flow defined above in terms of the nodes s and t and the sets T 1 and T 2 , we get the residual max flow network of Fig. 5b , with arc lower bounds of 0 and upper bounds as indicated. Here, all node supplies and costs are 0 with the single exception of the cost of 1 along the arc from node t to s. It is instructive to note that the network of Fig. 5a is precisely that of Fig. 2a with the dummy node d suitably decomposed into the nodes s and t.
Before proceeding into the following section, we take time to compare the networks of Section 3.3.1 where i = 1 2 ∀i = 1, . . . , n with those of [31] , also found in [6] . Recall from Section 1 that our network takes the same form as [6, 31] , but is motivated differently. The works [6, 31] begin by equivalently reformulating the objective of Problem UQP as a quadratic "posiform;" that is, in terms of literals of the binary variables x i and their complementsx i ≡ 1 − x i , in such a manner that every coefficient is nonnegative. This is accomplished by complementing the first term in each quadratic expression having a negative coefficient, suitably adjusting the linear terms, and subsequently complementing every linear term with a resulting negative coefficient. Their network has 2n + 2 nodes, labelled (where x 0 = 1), so that the objective consists exclusively of quadratic terms. They then associate with each quadratic term, say c uv uv, an arc from node u tov, and an arc from node v toū, each having lower bound of 0 and upper capacity of c u /2. The objective is to determine the maximum flow from node x 0 tox 0 . Our network relates to that of [6, 31] . Suppose these other authors instead obtain their posiform by complementing the second term in each quadratic expression, as opposed to the first. (Alternately, we can let v ij = x j − w ij in lieu of the substitutions given in (22) for (i, j ) ∈ N .) Then, for i = 1, . . . , n, our nodes a i and b i can be viewed as their nodes x i and x i , respectively, and our nodes s and t as their nodes x 0 andx 0 . The arcs in the two networks match exactly, with two minor differences. First, the upper capacities on each of our arcs is half of theirs and, second, our "return flow" arc from node t to s has a cost of 1 2 , while theirs can be considered to have a cost of 1. The first difference does not affect the dual solution to the network, so that by Corollary 2, it does not affect the optimal solution to Problem LP1. The second difference motivates an interesting interpretation. Suppose we relabel the nodes in [6, 31] so that the names x i andx i are interchanged for each i = 0, . . . , n, leaving everything else the same. This makes, for each i, our nodes a i and b i correspond to x i andx i , respectively. Since our duals are 
Constrained 0-1 linear and quadratic programs
The network transformation of Section 3 can be applied, with minor modifications, to faces of the set Z defined in (2) obtained by restricting arbitrary subsets of the inequalities to be satisfied with equality. Recalling from Section 1 that the vertex packing and related polytopes constitute faces of conv{Z ∩ x binary}, we will obtain that certain polyhedral relaxations of these discrete sets can be solved as networks.
To begin, let us consider a restricted version of Problem LP, say Problem RLP, where the restrictions (3) are once again not explicitly present, but where certain predesignated inequalities in the set Z are restricted to be satisfied at equality. Define the sets I 1 , I 2 , I 3 , and I 4 in terms of the ordered pairs (i, j ) with i < j corresponding to these inequalities as I 1 = {(i, j ), i < j : −x i − x j + w ij = −1}, I 2 = {(i, j ), i < j : x j − w ij = 0}, I 3 = {(i, j ), i < j : x i − w ij = 0}, and I 4 = {(i, j ), i < j : w ij = 0} to denote such restrictions. We assume without loss of generality that the sets I 1 , I 2 , I 3 , and I 4 are mutually disjoint since otherwise logical tests can reduce the problem size. For example, if there exists an (i, j ) ∈ I 1 ∩ I 2 , then −x i − x j + w ij = −1 and x j − w ij = 0 give x i = 1. The five other possible pairings of I j ∩ I k with j < k yield similar simplifications, as explained in [15] .
Our reformulation of Problem RLP proceeds as follows. Given the sets I 1 , I 2 , I 3 , and I 4 , for each (i, j ) ∈ I 1 ∪ I 2 ∪ I 3 ∪ I 4 , the variable w ij is defined in terms of the variables x i and x j and a scalar (possibly 0) by the associated equation in (2) , and therefore can be substituted from the problem. Subsequently, for each (i, j ) with i < j having
eliminate, in the same manner as performed on (2) to obtain (6)- (9), two inequalities as being redundant at optimality, based on the sign of the objective function coefficient C ij . Problem RLP1 results:
Here, the sets N and P are defined in terms of N and P , introduced in (5), to reflect the absence of those (i, j ) ∈ I 1 ∪ I 2 ∪ I 3 ∪ I 4 corresponding to the variables w ij that were substituted from the problem so that
As such a substitution can alter the objective function, we let the scalar denote the associated change in constant value, and for each i = 1, . . . , n, the scalar c i denote the modified coefficient on the variable x i . In the same manner that Problem LP1 was reduced to Problem LP2, we can eliminate at least n of the restrictions found in (61). Recalling from Section 2 that Lemma 1 is applicable to RLP1, we replace (61) with the inequalities
and denote the resulting formulation as Problem RLP2. At this point, we mention that Problem RLP2 can be potentially reduced in size for two reasons. First, standard preprocessing steps can lead to a reduction in the numbers of variables and constraints. As an example, if there exist i, j, and k, i < j < k with (i, j ) ∈ I 2 , (j, k) ∈ I 2 , and (i, k) ∈ I 3 , then x i = x j = x k so that two such variables can be eliminated. Alternately, if there exist i, j, and k, i < j < k with (i, j ) ∈ I 2 and (j, k) ∈ I 2 , then x i x k is implied, so that the ordered pair (i, k) need not be included in I 2 . Second, certain inequalities in (67) can be implied by (62)-(65), together with other inequalities in (67). For example, given an (i, j ) ∈ I 1 having i ∈ S + and j ∈ S − , the restriction x i 0 of (67) is implied by x i + x j 1 and x j 1 found in (62) and (67), respectively. We leave it to the reader to determine the reduction strategies to employ, based on I 1 , I 2 , I 3 , and I 4 , and the sets S + and S − computed in (68).
The network transformation applied to Problem RLP2 follows the same steps as applied to Problem LP2. First, we eliminate the variables w ij ∀(i, j ) ∈ P ∪ N using (22) , this time concerning ourselves with the sets N and P , as opposed to N and P. Next, we define an ≡ ( 1 , 2 , . . . n ) in the same spirit of (23), but require that
Once again, such an exists as we can use i = 1 2 ∀i. As before, for each i we then define decision variables a i and b i , and substitute the variables x from the problem using (24) . A similar form to Problem LP3( ), say Problem RLP3( ), results. Thereafter, we use Lemma 2 to reformulate Problem LP3( ) into Problem RLP4( ). (More details can be found in [15] .)
The same equivalences between Problem LP4( ) and Problems LP2 and LP1 established in Theorem 1 and Corollary 2 of Section 3.2 hold relative to Problem RLP4( ) and Problems RLP2 and RLP1. Given any feasible solution to either Problem RLP4( ) or RLP2, there exists a feasible solution to the other problem with the same objective function value. Relative to Problems RLP4( ) and RLP1, given any optimal solution to either problem, there exists an optimal solution to the other problem with the same objective function value. These two results are presented formally below in Theorem 2 and Corollary 3. The proof of Theorem 2 is similar to that of Theorem 1, so we suppress it, referring the reader to [15] . Corollary 3 directly results from applying Lemma 1 to Problems RLP1 and RLP2 (as noted in the second remark following the proof of this lemma), and Theorem 2. Consequently, no additional argument is needed. For convenience in presenting Corollary 3, and in the same spirit as the notation used in Corollary 2, we let a and b be the n-component vectors a i , i = 1, . . . , n and b i , i = 1, . . . , n respectively. Here, however, we let v 1 and v 2 denote the |P ∪ N |-component vectors whose entries are v ij 1 and v ij 2 ∀(i, j ) ∈ P ∪ N , respectively, to reflect the adjustments made to the sets P and N in (66).
Corollary 3.
For any satisfying (69), Problems RLP1 and RLP4( ) are equivalent in the following sense. Given any (x,ŵ) optimal to RLP1, the point (ã,b,ṽ 1 ,ṽ 2 ) defined in terms of (x,ŵ) as in (36)-(40) (but only for those v ij 1 and v ij 2 with (i, j ) ∈ P ∪ N ) is optimal to RLP4( ) with the same objective function value. Conversely, given any (ã,b,ṽ 1 ,ṽ 2 ) optimal to RLP4( ), the point (x,ŵ) witĥ
∈ N is optimal to RLP1 with the same objective function value.
Corollary 3 shows that Problem RLP1 can be equivalently reformulated as Problem RLP4( ), whose linear programming dual is a network flow problem. Following the logic of Section 3.2, we can assume without loss of generality that each component of the vector used to define Problem RLP4( ) and the resulting dual network takes on at most one of the two values or where + = 1, since otherwise the network can be partitioned into disjoint networks (so that the motivating binary optimization problem RLP can be partitioned into smaller, separate mixed 0-1 programs). To see this, given a vector and any t ∈ {1, . . . , n}, as before we can define the sets R and S in terms of as R ≡ {j : j = or j = } and S ≡ {j : j = and j = }, where = t and = 1 − t . Then by (69) there cannot exist an arc in the dual to RLP4( ) with an incident node in each of the sets R and S.
Upon extending our analysis of Section 3 to this section, it turns out that three important contributions of Sections 3.2 and 3.3 for Problem LP4( ) generalize to Problem RLP4( ). First, more concise network formulations of Problem RLP1 than the dual of RLP4( ) can be potentially obtained via a strategic selection of the vector . Second, the result of Lemma 3 for identifying a partial optimal binary solution to Problem UQP is applicable to a constrained version of this problem having restrictions of the form (62)-(65). Finally, regardless of the chosen vector, the structure of RLP4( ) permits this problem's reformulation as a maximum flow problem. We briefly discuss each of these three points below.
Consider the issue of network conciseness. Given an optimal (x,ŵ) to Problem RLP1, as Corollary 3 invokes ( The argument of Lemma 3 identifying a partial optimal binary solution to Problem UQP in terms of an optimal solution to Problem LP4( ) extends to Problem QP in terms of RLP4( ) when the restrictions found in x ∈ X of (1) are of the form (62)-(65). Let us refer to such a constrained instance of Problem QP as Problem CQP. In particular, given an -vector satisfying (69), the dual network to the resulting formulation RLP4( ) will provide an optimal set of binary values to Problem CQP for those variables x i having i = 1 2 . To see this, suppose we are given such an -vector with i = 1 2 for at least one i. Then by the earlier partitioning argument, we can separate the network into at most two node-induced subnetworks; the first subnetwork containing those nodes a i and b i for which i = 1 2 and the second containing the remaining a i and b i nodes. As noted above, restrictions (69) permit us to redefine the i values corresponding to the nodes in the first network so that each such value is binary. Thus, the dual network over these nodes will have all-integer objective coefficients, ensuring that the associated optimal dual variables a and b will all be integer. The transformation of Corollary 3 then provides an optimal binary solution to the associated portion of Problem CQP. The result is stated formally below, where the second statement uses the conciseness argument for As with Problem LP4( ), the dual network to Problem RLP4( ) can be reformulated as a max flow problem. Paralleling the development in Section 3.3, the reformulation depends on the chosen -vector, as to whether (1) i = 1 2 ∀i = 1, . . . , n or (2) i is binary ∀i = 1, . . . , n. For Case 1, we follow the development in Section 3.3.1 by explicitly enforcing inequality (49) within RLP4( ) and by adding the expression t − s − 1 2 to the left-hand side of each inequality in (73) and (74). Here, Corollary 3 and (36) allow us to assume at optimality that for each i, a i b i = 0 with a i and b i nonnegative in RLP4( ). Moreover, we can also assume that st = 0 with s and t nonnegative in this modification to RLP4( ) so that we can apply Lemma 2 to transform the revised versions of (73) and (74) Two additional nodes corresponding to the primal variables s and t also emerge. As in Section 3.3.1, only the arc from node s to t has nonzero cost, being − Continuing with the max flow transformation for Case 1, we define the sets T 1 ≡ {nodes a i with i ∈ S + and b i with i ∈ S − } and T 2 ≡ {nodes a i with i ∈ S − and b i with i ∈ S + } and follow exactly the same logic as in Section 3.3.1 to obtain that there will always exist an optimal solution to this max cost network with the flow along the arc from each node a p or b p in T 1 to node s, and with the flow along the arc from node t to each node a p or b p in T 2 , bounded above by |c p + j :(p,j )∈N C pj |. Now, let us enforce these upper bounds and construct, as in Section 3.3.1, an initial feasible flow with the flow along the arc from each node in T 1 to node s and from node t to each node in T 2 at its computed upper bound, with the flow along the arc from node s to t at i∈T 2 | c i + j :(i,j )∈N C ij | (this arc's upper bound), and with all other arc flows of 0. The residual network is a max flow from node s to t.
Relative to the max flow transformation for Case 2 where i is binary ∀i = 1, . . . , n, recall that we can restrict a i = 0 ∀i having i = 1 and that we can restrict b i = 0 ∀i having i = 0 so that half the restrictions in (70)- (72) and (75)- (78) 
2 ), the dual network to Problem RLP4( ) is given in Fig. 6a , plus the constant − 
Extensions and alternate network representations
The network transformations of Sections 3 and 4 are applicable to certain nonlinear continuous and mixed 0-1 polynomial programs, and the algebraic motivation provided in Lemma 2 of Section 3.1 suggests alternate network constructions. Section 3 showed how the solving of a linear program over the polytope Z given in (2) can be formulated as a max cost network flow, and then converted to a max flow problem. Section 4 extended this analysis to include faces of the set Z obtained by restricting arbitrary subsets of the defining inequalities to be satisfied with equality. It turns out that the same set Z arises in polyhedral outer-approximations of continuous quadratic programs, and that the network constructs are applicable to formulations of 0-1 polynomial programs. In addition, the decomposition result of Corollary 1 promotes alternate network representations. We briefly consider these issues in this section.
First, the inequalities in (2) can be used to form polyhedral outer-approximations of nonconvex regions defined in terms of quadratic products of continuous variables, so that the network transformations of the previous two sections may prove useful for solving continuous, quadratic optimization programs. Observe that the inequalities (2) restrict the continuous variables w in terms of the variables x regardless of whether the x-variables are binary-valued. More specifically, suppose that we have a product term x i x j with i < j where the variables x i and x j are continuous, assumed scaled to lie in the interval [0, 1]. Then the four associated inequalities in (2), with w ij representing the product x i x j , remain valid. Moreover, if either the variable x i or x j realizes a value at its lower or upper bound, then these restrictions ensure w ij = x i x j . Sherali and Tuncbilek [30] used this observation to develop global optimization strategies for continuous quadratic programs (and general polynomial programs using higher-level rlt representations). The network transformations of Sections 3 and 4 can potentially facilitate the solving of the linear programming subproblems that arise in such strategies.
Second, certain 0-1 linear formulations of 0-1 polynomial programs take the general form of Problem RLP1, so that their continuous relaxations can be solved as network flows. Consider the unconstrained 0-1 polynomial program
subject to x i binary ∀i = 1, . . . , n in n binary variables x having K nonzero objective function coefficients q k , where for each k = 1, . . . , K, S(k) ⊆ I ≡ {1, . . . , n} represents the index set of those variables involved in the kth product term. As noted in Lu and Williams [23] , by using complemented variables of the formx i = 1 − x i , the binary identity x 1 x 2 . . . x t = −x 1 x 2 . . . x t −x 2 x 3 . . . x t − · · · −x t−1 x t + x t allows us to equivalently rewrite Problem PP so that all nonlinear terms have nonpositive objective function coefficients, with each term having at most one complemented variable. Letting C 1 represent the set of all such terms not containing a complemented variable and C 2 represent the set of all such terms containing a complemented variable, say T (k) for term k, Problem PP can be equivalently reformulated as follows:
subject to x i binary ∀i = 1, . . . , n, where l i represents the coefficients on the variables x i and where the nonlinear terms are assumed numbered so that the kth term in C 1 has objective coefficient d k and product i∈Q(k) x i with Q(k) ⊆ I, and so that the kth term in C 2 has objective coefficient c k and productx T (k) i∈R(k) x i with R(k) ⊆ I and T (k) ⊆ I − R(k). Lu and Williams [23] showed that an optimal solution to Problem PP1 can be obtained by solving the following mixed 0-1 linear program:
(80) u k x i ∀i ∈ R(k), k ∈ C 2 , (81) x binary.
The equivalence between Problems PP1 and PP2 follows since for any given x binary, an optimal (u, y) to PP2 must have u k = (1 − x T (k) ) i∈R(k) x i for each k ∈ C 2 and y k = i∈Q(k) x i for each k ∈ C 1 .
The continuous relaxation of Problem PP2, say Problem CPP2, obtained by replacing the x binary restrictions with the inequalities 0 x i 1 ∀i = 1, . . . , n, is a special instance of Problem RLP1 and therefore can be solved as either a max cost or max flow network. Inequalities (79) and (81) are of the form of (63) in RLP1 while inequalities (80) appear in (65). The 0 x i 1 restrictions of CPP2 are found in (61). The idea is to treat the variables x i ∀i = 1, . . . , n, y k ∀k ∈ C 1 , and u k ∀k ∈ C 2 in an identical manner to the variables x i in RLP1 when constructing RLP3( ). Each such variable gives rise to an a i , b i pair as motivated by (24) , with the problem inequalities then decomposed as prescribed in Lemma 2. Here, the -vector used to construct RLP3( ) will have n + |C 1 | + |C 2 | components, one for each variable in CPP2. Overall, the resulting dual network will have two nodes for each of the n + |C 1 | + |C 2 | variables in CPP2 and two arcs for each of the k∈C 1 |Q(k)| + k∈C 2 |R(k)| + |C 2 | inequalities in (79)-(81), plus 2n arcs corresponding to the 0 x i 1 ∀i = 1, . . . , n restrictions. (The result of Lemma 1 identifying redundant restrictions to Problems LP1 and RLP1 does not extend to Problem PP2 so the 0 x i 1 ∀i = 1, . . . , n restrictions must all be preserved.) The transformation to a max flow then follows the argument in Section 4.
Based on the manner in which the quadratic terms of Problem PP1 are handled, an alternate transformation that promotes a more concise network representation of Problem CPP2 can be employed. As opposed to having each quadratic term give rise to two nodes and two arcs as suggested above, we can use the logic of Sections 3 and 4 so that every quadratic term instead leads to upper capacities on each of two existing arcs that represent the variables x i , generating no additional nodes or arcs. Given a k ∈ C 1 with |Q(k)|=2 and Q(k) ={i, j }, we can substitute v k = x i − y k so that the two associated inequalities in (79) take the forms v k 0 and − x i + x j + v k 0,
respectively. Alternately, given a k ∈ C 2 with |R(k)|=1 having R(k)={i} and T (k)={j }, we can perform an analogous substitution v k = x i − u k so that the associated inequalities in (81) and (80) take the forms
respectively. Upon making the substitution x i = i + a i − b i ∀i as prescribed in (24) 
respectively. These latter two pairs of inequalities can be decomposed using Lemma 2 to (32) and (31) . Finally, we note that the network transformations of Edelsbrunner et al. [10] , generalized by Hochbaum et al. [20] , for certain linear programs can be explained in terms of Corollary 1. These transformations, subject to a scaling of the variables, effectively replace an inequality of the form ax 1 [10, 20] is a special case of (24) where i = 0 for all i, with x + i and x − i playing the roles of a i and b i , respectively. Notably, Corollary 1 can be used to extend these works beyond the linear case to accommodate Problem RLP, obtaining networks similar to those found within this paper. The interested reader is referred to [15] for details.
Conclusions
We provided a technique for reformulating a family of specially structured linear programs so that their duals can be solved as maximum flow networks. The structure naturally arises in linear reformulations of 0-1 quadratic programs, as well as in certain packing and covering problems. We first reduced the problem size by identifying, in terms of the objective coefficients, a subset of the inequalities that are necessarily redundant at optimality, and then posed an algebraic transformation to convert the resulting problem to a max cost network and subsequently to a maximum flow problem. We also examined special instances where more concise network representations can be obtained, and where the network will provide an optimal integer solution to the motivating problem.
Our general methodology relates to published works on unconstrained 0-1 quadratic and constrained linear programs. The transformation treats 0-1 quadratic programs in a different manner than published methods, relying on an algebraic approach as opposed to roof duality arguments. Consequently, it provides a different perspective on these other works. We showed how known network transformations for certain linear programs can be viewed as special cases of our method so that, as a consequence, we can extend these published works to handle specially constrained 0-1 quadratic programs.
