Abstract. Given a compact geodesic space X, we apply the fundamental group and alternatively the first homology group functor to the corresponding Rips orČech filtration of X to obtain what we call a persistence. This paper contains the theory describing such persistence: properties of the set of critical points, their precise relationship to the size of holes, the structure of persistence and the relationship between open and close, Rips andČech induced persistences. Amongst other results we prove that a Rips critical point c corresponds to an isometrically embedded circle of length 3c, that a homology persistence of a locally contractible space with coefficients in a field encodes the lengths of the lexicographically smallest base, and that Rips andČech induced persistences are isomorphic up to a factor 3/4. The theory describes geometric properties of the underlying space encoded and extractable from persistence.
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Introduction
The field of Topological Data Analysis (TDA) is in a large part based on the concept of an approximation or discretization of a metric space by a complex of choice, Rips orČech, open or closed. In order to avoid an artificial choice of the scale parameter the complexes are constructed for all scales and connected by natural inclusions, together forming a filtration of a metric space. To obtain interesting topological summaries one computes the corresponding persistent homology using coefficients from a preferred field for computational reasons. The main pipeline of TDA along these lines follows two steps:
(1) Given a metric space, construct a filtration using some construction of a complex. Any construction should roughly provide the same information. (2) For a chosen field compute persistent homology, which roughly represents the size of holes in the space. While these two steps are up to some point theoretically justified in the general case by the Rips/Čech interleaving and the Nerve theorem, there is nonetheless a lack of a precise formulation in any setting which would explain how the result depends on a choice of a complex or how the sizes of holes are measured precisely (with a notable exception [11] ). Consequently there is a push in the research community to develop statistical framework for the interpretation of the obtained persistence diagrams (PDs), which would allow applications of the methods of artificial intelligence.
With this paper we are initiating a research program of intrinsic persistence using a different approach. Our goal is not just to provide a theoretical background of TDA but to build a general theory of approximations of geodesic spaces by complexes/filtrations of which the persistent homology via geodesic metric is a special case. Our primary setting is a filtration of a geodesic metric space, which covers the most interesting families: compact Riemannian manifolds, simplicial complexes, Cayley graphs and Peano continua. It can be thought of as a multiscale discretization of a space. In this paper we develop the corresponding theory of 1-dimensional persistence, which refers to the persistence obtained from any filtration by applying the fundamental group or the homology group (with any coefficients) functor. This expands the standard notion of persistence. Besides applications to TDA, such generalization allows us to build a theory whose results refer to other settings in which similar approximations are considered. These include the Shape Theory, which studies the limit of filtrations when the scale parameter goes to zero, and Coarse Geometry (in particular Anti-Cech approximations of Dranishnikov and results of [4] ) where the scale parameter goes to infinity. In the later case, the results of this paper provide a precise interpretation for coarse simple connectedness in terms of the lengths of relations in a Cayley graph of a group. Furthermore, the results imply that persistence encodes geometric information of the underlying space and should also represent an interesting tool to geometry. More details are provided in the Future Work Section 12.
The core thread of the theory introduced in this the paper is developed using open Rips filtration and the corresponding fundamental group functor for a compact geodesic space X. Parallel to it we will be stating results for the corresponding homology. In the end we deduce equivalent results forČech and close filtrations. The main approach is the interaction between a discrete setting modelled by Rips complexes, and a continuous setting of a geodesic space. This interaction is set up by Definition 3.1 and Proposition 3.2, and studies throughout the paper. The main new results developed by this paper are roughly the following:
(1) Theorems 7.8 and 7.14: a Rips-critical point c of persistence corresponds to an isometrically embedded circle(s) of length 3c, which arises from the boundaries of critical triangles; (2) Theorem 7.1 and Corollary 7.4: 0 is the only possible accumulation point of the set of critical points, with the later being finite for locally contractible spaces; (3) Theorems 5.4, 5.7, and 5.9: persistence measures precisely the 'size' of holes measured by the length (equivalently the diameter or the radius of the smallest enclosing disc) of the corresponding embedded circle; (4) Remark 5.14 and Theorem 8.10: persistence via homology with coefficients in a field F is q-tame [6] and in a locally contractible case encodes precisely the lengths of lexicographically smallest generating set of H 1 (X, F), see Figure 7 ; (5) Theorem 10.6: persistences via Rips andČech filtrations are isomorphic up to a factor 3/4. Besides these results, we obtain a wealth of other results on persistence, topology, and geometry of X, including five equivalent formulation of persistence via open Rips complexes. Using the obtained relationship to closed andČech filtrations we may consequently express persistence in 12 different ways! Below is a sample result using notation introduced in Section 2: Theorem 1.1. Suppose X is a compact Riemannian manifold, F is a field and l 1 , l 2 , . . . , l n are the lengths of the shortest generating set of representatives of H 1 (X, F).
Then the following persistences are isomorphic:
(1) H 1 (Rips(X, 4r), F)} r>0 (2) H 1 (Cech(X, 3r), F) r>0 (3) {H 1 (X, F)/S(X, 6r)} r>0 (4) H 1 (X, F)/L(X, 12r) r>0 (5) {H 1 (X, F)/D(X, 6r)} r>0 (6) n i=1 (I (0,12li] ) r , i.e., the sum of interval modules for all intervals (0, 12l i ], where S(X, a), L(X, a), D(X, a) are subspaces of H 1 (X, F) generated by loops size less than a, with the size being measured as the radius of smallest enclosing ball, length and the diameter of the loop correspondingly.
Intrinsic 1-dimensional persistence was, to the best of our knowledge, only determined in two cases: for metric graphs via openČech filtration using homology with coefficients in a field [13] ; and for S 1 in [1] , where the authors actually provide a complete description in all dimensions. The results of the later paper complement the theory of this paper: on one hand its 1-dimensional case coincides with the easiest non-trivial example for our theory; on the other hand it may be combined with insight (1) above (more about this idea in Section 12) to extract lengths of some geodesics from higher-dimensional persistent homology and give a computational framework for the critical points of the fundamental group persistence. An application of our theory to metric graphs also provides a generalization of the main result of [13] . As for computational implementation, the intrinsic distace was approximated in [9] although the motivation for doing so was different. [17] is a successor to this paper described in Section 12.
The structure of the paper is the following. In Section 3 we set up the interaction between the discrete setting of Rips complexes and the continuous setting of a geodesic space via samples and fillings. We then prove basic geometric statements for this interaction and Rips complexes. In Section 4 we describe sizes of holes detected by this interaction. These are used in the correspondence theorems of Section 5, which relate the fundamental groups of Rips complexes to the fundamental groups of the underlying space modulo 'small' holes. Section 6 provides the limiting arguments which allow us to obtain interesting loops in the limit. Results of all these sections are combined in Section 7, where we show that critical values are generated by geodesic circles. Section 8 provides homological versions of results of Section 7 and the connection between PD and the shortest generating set. In Section 9 we give a short illustrative example. In Section 10 we prove a connection toČech complexes and in Section 11 we consider other generalizations. Section 12 outlines future work.
Preliminaries
In this section we introduce the concepts and notions used later. For details and undefined notions of Algebraic Topology and TDA see [14] and [10] respectively. Suppose (X, d) is a metric space. For A ⊂ X we define diameter as Diam(A) = sup x,y∈A d(x, y). For x ∈ X and r ≥ 0, B(x, r) represents the open ball and B(x, r) represents the closed ball. We will focus on geodesic spaces, i.e., on metric spaces (X, d) satisfying the following condition: for each x, y ∈ X there exists a path, called geodesic, from x to y of length d(x, y). Equivalently, X is geodesic if for each x, y ∈ X there exists an isometric embedding of [0, d(x, y)] into X with 0 → x and d(x, y) → y. All our spaces will be geodesic, unless explicitly stated otherwise. A geodesic between two points may not be unique. The class of geodesic metric spaces includes all Riemannian manifolds. A geodesic circle in a metric space X is an isometrically embedded circle (equipped with the geodesic metric) of positive circumference. When necessary we will consider • ∈ X to be the basepoint of X. Loops in a space will be considered either as a map to X or a subset of X, depending on the context. Given a loop α in X, the induced homotopy class (if α is based we consider based homotopy class) is referred to as [α] π1 and the induced cycle in H 1 (X, G) is referred to as [α] G . A loop in X (based or unbased) is essential if it is not contractible. The concatenation of loops or paths α and β is denoted by α * β (in the later case we naturally require that the endpoint of α is the initial point of β). Given a path α : [0, a] → X we define the inverse path α
Definition 2.1. Given r > 0 we define various complexes with vertex set X. The condition besides the name determines when a finite subset σ ⊂ X belongs to the complex.
(1) (Open) Rips (or Vietoris-Rips) complex Rips(X, r) :
We will call 1-dimensional simplices edges, and 2-dimensional simplices triangles. For a simplex σ in aČech complex we refer to any point w of ∩ z∈σ B(z, r) as a witness of σ, or say that w witnesses σ. Definition 2.2. Let C denote any of the complexes mentioned in Definition 2.1. The induced filtration of X is a collection {C(X, r)} r>0;r∈R along with naturally induced simplicial bonding maps i p,q : C(X, p) → C(X, q) for all p < q, which are identity on vertices. Considering this induced filtration as a category, we will apply various functors P to obtain (induced) P-filtration of X. We will refer to this filtration as persistence. In this paper we will focus on π 1 and H 1 , using symbol * to mark places in statements when any of them may be used. For example, the π 1 -persistence of (X, •) via open Rips complexes refers to a collection {π 1 (Rips(X, r), •)} r>0 along with homomorphisms π 1 (i p,q ) : π 1 (Rips(X, p), •) → π 1 (Rips(X, q), •) for all p < q, which are induced by the natural inclusions. We will usually omit the word 'induced'. If F is a field then H 1 ( , F)-persistence consists of vector spaces and is usually referred to as a persistence module. An isomorphism f between persistences {A r } r>0 and {B r } r>0 is a collection of isomorphisms f r : A r → B r which commutes with the corresponding bonding maps. The isomorphism is denoted by {A r } r>0 ∼ = {B r } r>0 .
Suppose that F is a field and that for all r > 0, vector spaces H 1 (Rips(X, r), F) are finitely generated. In this case the corresponding persistence module decomposes as a sum of elementary intervals I b,d , each of which is of the form
with bonding maps being surjective (identities or trivial) and with b, d denoting an interval (with either endpoint being open or closed).
, which appear as the endpoints of the above mentioned intervals (b is referred to as the birth, and d as the death of an interval). If we want to indicate whether an interval is open or closed at a specific endpoint we may use decorated points as in [6] . To each point we attach a degree indicating the number of intervals with the corresponding endpoints. Given δ > 0, a δ-interleaving between persistences {A r } r>0 and {B r } r>0 is a collection of homomorphisms f r : A r → B r+δ and g r : B r → A r+δ which commutes with each other and with the corresponding bonding maps.
Due to technical, interpretational, and computational difficulties, persistent homotopy groups (mentioned for example in [15] ) never really gained a traction comparable to that of persistent homology. One of the main goals of this paper is to provide a very precise interpretation of these invariants in terms of closed geodesics, which should enhance the appreciation of intrinsic persistence, provide theoretical background, and hopefully lead to a computational implementation. In the forthcoming paper we will apply this understanding to higher dimensional persistence and show that a lot of information (i.e., critical points, see Definition 2.3) about π 1 -persistence can be extracted from higher dimensional homology persistence. Definition 2.3. Given a P-filtration {C r } r>0 , p > 0 is a:
(1) left critical value, if for all small enough ε > 0 the map i p−ε,p is not an isomorphism (in the category determined by P); (2) right critical value, if for all ε > 0, the map i p,p+ε is not an isomorphism; We call p > 0 a critical value, if it is either of the above.
We will later show that when considering intrinsic metric of compact geodesic spaces, open filtrations (that is, filtrations by open complexes mentioned in Definition 2.1) admit only right critical values for π 1 and H 1 persistence (Corollary 7.5), and closed filtrations admit only left critical values for π 1 and H 1 persistence (c of Section 11). The later statement is not true for higher-dimensional invariants, which can be observed from the classification of the closed filtrations of the circle as proved in [1] . Definition 2.4. A path-connected space X is semi-locally simply-connected (SLSC) if for every point x ∈ X there exists a neighborhood U of x for which the image of the inclusion induced map
Given an Abelian group G, a path-connected space X is G-semi-locally simplyconnected (G-SLSC) if for every point x ∈ X there exists a neighborhood U of x for which the image of the inclusion induced map
The property of being SLSC essentially means that locally, there are no essential loops at any point. Putting it differently, every point has a small enough neighborhood which contains no essential loop in X. SLSC spaces include all locally contractible spaces such as manifolds, complexes, etc. A standard example of a non-SLSC space is the Hawaiian Earring HE: a planar union of circles of radius 1/n for n ∈ N, sharing a common point.
Example 2.5. The simplest non-trivial example of a non-contractible geodesic space is probably a circle C. For simplicity we assume it is of circumference 1. Its 1-dimensional persistence is a good example on which to build the intuition for the results to come. The complete persistence of C was computed in [1] .
It turns out that for r ≤ 1/3, Rips(C, r) is homotopy equivalent to a circle, with bonding maps being homotopy equivalences. For r > 1/3, the complex Rips(C, r) is simply connected (in fact, it is homotopy equivalent to various wedges of higher dimensional spheres or contractible [1] ). Thus 1/3 is a right critical value. Intuitively we can think of the critical value 1/3 as the infimum of values r, at which Rips(C, r) contains a triangle whose convex hull contains the center of C, if we imagine C embedded in the plane in the usual way. For each r > 1/3 any three equidistant points on C provide such configuration for Rips(C, r), as depicted on Figure 1 . In the case of Rips(C, r) the value 1/3 is a left critical value and three equidistant points on Figure 1 induce a simplex in Rips(C, 1/3) required to collapse all loops.
A similar intuition works for theČech complex. It turns out that for r ≤ 1/4, Cech(C, r) is homotopy equivalent to a circle, with bonding maps being homotopy equivalences. For r > 1/4, the complex Cech(C, r) is simply connected (in fact, it is again homotopy equivalent to various wedges of higher dimensional spheres or Figure 1 . The minimal (with respect to the radius parameter of the complex) configuration of three points on a circle forming a simplex in Rips (left) andČech (right) complex, whose convex hull contains the center of the circle.
contractible [1] ). An equivalent treatment also refers to closedČech complexes. A configuration of three points, whose convex hull contains the center of C, is in this case provided by two opposite points on C and any of their midpoints, as depicted on Figure 1 . In this case the intersection of closed balls of radius 1/4 around these points is the mentioned midpoint.
Geometry of Rips complexes
In this section we present the foundations for the interaction between the discrete setting modelled by Rips complexes, and the continuous setting of geodesic spaces. The interaction is utilised by fillings and samples of Definition 3.1, which induce crucial maps in later sections. (1) r-loop L: a simplicial loop in Rips(X, r) considered as a sequence of points i.e., the infimum of the set of all possible values of r for which an r-sample of α is r−null. By Proposition 3.2, the definition does not depend on the choice of an r-sample. An r-loop is r-null if it is contractible in Rips(X, r). Two r-loops are r-homotopic, if they are homotopic in Rips(X, r). The corresponding simplicial homotopy in Rips(X, r) is referred to as r-homotopy. If the second r-loop is constant we also call it r-nullhomotopy. Depending on the context we may be considering based or unbased homotopies. The concatenation L * L ′ of r-loops L and L ′ is defined in the obvious way by joining (concatenating) the defining sequences. Note that a filling of the join is the join of fillings of r-loops.
Note that if loop α : [0, a] → X in Definition 3.1 is a parameterization by the natural parameter, then α is of finite length. This condition excludes non-rectifiable (i.e., loops of infinite length) loops. Homotopy classes of loops whose each representative is of infinite length naturally appear, for example, in HE by circumventing infinitely many circles in an appropriate fashion. We will later show that in the case of SLSC spaces this phenomenon is absent, i.e., each homotopy class of a loop has a rectifiable representative.
The following proposition presents basic properties of r-loops, which will be used generously throughout the paper. Proof. (1) and (2) and (3) are trivial. In order to prove (4) consider two r-samples 0 ≤ t 0 < t 1 < . . . < t m ≤ a and 0 ≤ t
We claim that both are r-homotopic to the r-sample determined by the ordering of the collection
(the later is obviously an r-sample). Using the inductive argument it suffices to prove the following claim: given an r-sample L determined by 0
, the r-sample L ′ obtained by adding p to the collection {s i } k i=0 is r-homotopic to L. In order to prove the claim consider two cases:
• if p ∈ (s i , s i+1 ) for some i then the r-homotopy required by the claim is given by the triangle [α(
in Rips(X, r) does the job. (5) By (4) it suffices to provide a proof for any r-sample. We consider an rsample consisting of three equidistant points. Such triple obviously forms a triangle in Rips(X, r) hence is r-null.
(6) We will provide a proof for unbased homotopies, the based version is essentially the same. Using (4) again we will only provide r-homotopy between two specific r-samples. Consider a homotopy H : S 1 × I → X between loops α = H| S 1 ×{0} and α ′ = H| S 1 ×{1} , where we reparameterize the loops so that their domain is
y i+2
. . . . . . Figure 2 . An excerpt of r-homotopy from (8) 
The homological version goes along the same lines.
, where λ i ∈ G and T i is a singular 2-simplex in X for each i. As before, a fine enough triangulation of each T i (formally we take triangulations of the domains of T i , which are viewed as maps from the standard 2-simplex into X) decomposes T i into a sum of 2-simplices, each of which is contained in a ball of radius r/2. Adding these simplices multiplied with λ i and summing over all i we prove the claim. (7) follows from (6) . (8) The proof is the same for the based and unbased version. The r-homotopy is provided by the obvious arrangement of 2-simplices [x i , x i+1 , y i ] and [y i , y i+1 , x i+1 ] as depicted on Figure 2 , where index i ∈ {0, 1, . . . , k} is considered mod(k + 1). The condition of the statement guarantees that the mentioned 2-simplices are all in Rips(X, r).
Remark 3.3. Property (7) of Proposition 3.2 is a kind of openness condition for homotopy classes of r-loops of size k + 1 in the following sense. It states that for a given r-loop L of size k + 1, all r-loops of the same size, which are pointwise close enough to L, are in fact r-homotopic to L. A related idea was used in Proposition 5.12 of [7] . Along with converging r-loops of the same size and naturally obtained limiting r-loops in a compact geodesic space X, we see that a converging sequence of r-loops (of constant size) stabilizes after finitely many steps in its r-homotopy type. We will use this intuitive idea several times throughout the paper, especially in Lemma 6.6.
The size of holes
A one-dimensional hole in a spaces is usually considered to be given by a noncontractible loop. An intuitive goal of persistence is to measure the size of these holes, which is the main aim of this section. To that end we should be able to measure the size of loops. We will be interested in subgroups generated by loops of size bounded by r. We introduce three ways of doing that. The first one uses the length of a path.
Definition 4.1. Let r > 0. Given a rectifiable loop α in X, its length is denoted by length(α). For any abelian group G the subgroup L(X, r, G) ≤ H 1 (X, G) is generated by loops (cycles) of length less than r.
For the case of the fundamental group we have to proceed using based loops. We therefore utilise the lasso construction (as for example in [8] ). An l-lasso is a based loop of the form α * β * α − , where α is a path starting at • and β is a loop of length l based at the endpoint of α. A lasso is geodesic if α is a geodesic and β is a geodesic circle. L(X, r, π 1 ) ≤ π 1 (X, •) is generated by all l-lassos with l < r.
Define also L(X, f in,
While intuitive, Definition 4.1 has some drawbacks. As mentioned before (for the case of HA), not all homotopy classes of loops in a geodesic space have a representative of finite length. Therefore we introduce the radius of the smallest enclosing sphere as another measure of the size of a loop, which is finite for all loops and has some historical background.
is generated by all loops, whose smallest closed enclosing ball is of radius less than r.
An U d -lasso is a based loop of the form α * β * α − , where α is a path starting at • and β is a loop in some
is generated by all U d -lassos with d < r. Group S(X, π 1 ) = r>0 S(X, r, π 1 ) ≤ π 1 (X, •) will be referred to as the Spanier group of X following [12] . In a similar fashion, S(X, G) = r>0 S(X, r, G) ≤ H 1 (X, G) will be referred to as the
The third measure of a size of a loop is its diameter. Formally we introduce it here for completeness. The results containing it will be provided in Section 5 using the interplay of the first two measures of a size of a loop, which we develop in this section.
is generated by loops (cycles) of diameter less than r.
Note that all groups defined above are monotonous with respect to r, i.e., increasing r increases any of the group above (or keeps it the same).
Proposition 4.4. For any geodesic space X, r > 0 and Abelian group G, the following hold:
Furthermore, for any geodesic space X and r > 0 groups S(X, r, π 1 ), L(X, 2r, π 1 ), S(X, π 1 ) and L(X, π 1 ) are normal subgroups of π 1 (X). Proof. The first part is easy (as any loop of circumference l is contained in a closed l/2 ball around any of its points) and left to the reader. As for the second part it suffices to prove the statement for S(X, r, π 1 ) and L(X, 2r, π 1 ). In both cases the proof goes along the same lines. Suppose γ is a (based) loop in X and α * β * α
− is also an l-lasso (or U l -lasso respectively) thus the groups in question are closed under conjugation. Now that we have various sizes of holes set up, we turn our attention to their role in the interplay between the discrete and continuous setting, formalized by fillings and samples. For the rest of this section we will develop results connecting (discrete) r-homotopies to (continuous) homotopies modulo loops of 'small' size.
The following proposition states that, up to holes of length 2r, the r-fillings are unique. We prove it directly as the proof is an instructive model for similar but more elaborate proofs to come, even though it follows from Proposition 4.8. 
Proof. It suffices to prove the second statement. Suppose L is given by points x 0 , x 1 , . . . , x k and suppose that for each i ∈ Z(mod k + 1) we have two geodesics α i and β i from x i to x i+1 so that α i determine α and β i determine β. Define paths
is a concatenation of (k + 1)-many 2r-lassos. A geometric interpretation of the concatenation for the case |L| = 4 can be found on Figure 3 . The homological version of the proof is easier as it does not require us to base the loops by γ i 's.
Proof. The proof goes along the same lines as that of Proposition 4.5 and we will use the notation established there. Instead of being a geodesics, path α i between x i = α(t i ) and x i+1 is now the restriction α| [ti,ti+1] of possibly infinite length. By the definition of the r-sample we see that for each i the loop (x i , r) . Hence we may use the same decomposition as suggested by Figure 3 and the proof of Proposition 4.5 (producing a based decomposition using paths γ i in the case of π 1 ) to prove the claim.
If X is SLSC then there exists r > 0 so that for every loop α, a filling of any r-sample of α is homotopic to α (the statement is true in based and in unbased setting).
If G is an Abelian group and X is G-SLSC, then there exists r > 0 so that for every loop α, a filling of any r-sample of α is homologous to α in H 1 (X, G).
Proof. If X is compact and SLSC then there exists r so that for each x the inclusion B(x, r) → X induced map on π 1 is trivial hence S(X, r, π 1 ) = 0. The first statement follows by Proposition 4.6. The second part may be proved in a similar fashion.
The following two theorems are crucial for the arguments to come. Roughly speaking, the first one states that an r-loop is r-null if and only if its filling is induced by loops of length at most 3r. As such it expresses r-nullhomotopies of r-loops in terms of groups L. The second theorem expresses r-nullhomotopies of r-samples in terms of groups S. (
1) If L is based then the following holds: L is r-null if and only if
Proof. We will prove (1) only. The proof of (2) is simpler as it does not require us to use based loop. Suppose L, given by • = x 0 , x 1 , . . . , x k , is r-null. An r-nullhomotopy can be thought of as a triangulation ∆ of a closed disc D with vertex set V , edge set E and the following properties:
• the boundary of (D, ∆) is L;
• given any pair of endpoints of an edge in E, their distance is less than r. We can map the 1-skeleton of (D, ∆) to X in the obvious way:
• the map is identity on V (recall that vertices of Rips(X, r) are points in X); • given any pair of endpoints x, y of an edge of ∆, connect the points x, y ∈ X by a geodesic (which is of length less than r); • when connecting consecutive points of L take the appropriate geodesic so that the induced filling on L is α. We call this map ϕ, see Figure 4 . Loop α can now be decomposed as a concatenation of lassos generated by triangles of ∆ in the following way. First orient all triangles of ∆ consistently with L. For each triplet T = [x, y, z] forming an oriented triangle in ∆ consider a loop β T , which is a filling of the r-loop x, y, z induced by ϕ, i.e., for each pair of points, the chosen geodesic between them is the one chosen in the construction of ϕ. It is well known (and can be easily proved by induction) that we may also choose paths γ T based at • so that α can be expressed as a concatenation of l T -loops γ T * β T * γ − T in the appropriate order, where T goes through the set of all triangles ∆ 2 of ∆ and l T < 3r, ∀T . A simple example is provided by Figure  5 . Thus α ∈ L(X, 3r, π 1 ). In the homological case paths γ T are obsolete and
Now suppose α ∈ L(X, 3r, π 1 ). By Proposition 3.2 (6) we may assume α to be a concatenation of 3r-lassos. Hence it suffices to prove that any lasso of length less than 3r is r-null. Assume therefore α = γ * β * γ − where γ is a based path and β is a loop of length less than 3r. It suffices to prove that any r-sample of β is r-null (in the unbased sense), which is true by Proposition 3.2(5).
Theorem 4.9. Suppose r > 0, α is a loop in a geodesic space X, and L is an r-sample of α.
(
1) If α is based then the following holds: L is r-null if and only if
Proof. We will focus on (1), the proof of (2) is again simpler. Suppose L is r-null. Choose a filling β of L. Observe that:
By Proposition 4.4 we have [α] π1 ∈ S(X, 3r/2, π 1 ). Now suppose [α] π1 ∈ S(X, 3r/2, π 1 ). By Proposition 3.2 (6) it suffices to prove that any U d -lasso with d < 3r/2 is r-null. Assume therefore α = γ * β * γ − where γ is a based path and β is an U d -lasso with d < 3r/2. It suffices to prove that any r-sample of β is r-null (in the unbased sense).
Choose w ∈ X so that β ⊂ B(w, d). Additionally assume w ∈ β: if that is not the case connect some point on β to w by a geodesic and then backtrack. Inserting such
Figure 5. An excerpt from the proof of Proposition 4.8. Given an r-null r-loop x 0 , x 1 , x 2 , x 3 on the left, an r-nullhomotopy is given by a triangulation ∆ of the disc (depicted as the rectangle on the left in this figure) . In this case ∆ contains an additional vertex y and four triangles in Rips(X, r). Thinking of vertices of ∆ as points in X, we may replace the edges of ∆ by geodesics and obtain the same scheme in X with α along the boundary. Loop α is decomposed into four loops of length less than 3r and the ordered loops on the right are the four lassos, whose concatenation in the suggested order demonstrates that α ∈ L(X, 3r, π 1 ).
•
• y i
• y i+1 Figure 6 . A sketch from the proof of Theorem 4.9, representing an r-loop L i given by the sequence w, y i , x i , x i+1 , y i+1 , w. The step parameter s is chosen so that the length of such L i is less than 3r.
detour to β does not change the situation (containment on B(w, d) or the homotopy type of β,) but it does add w to β. Define step s = 3r − 2d. By Proposition 3.2(4) we may assume L is an s-loop determined by w = x 0 , x 1 , . . . , x k , x k+1 = w ∈ X. For each i define y i as some midpoint between x i and w as in Figure 6 . Note that L is r-homotopic to the join L 0 * L 1 * . . . * L k , where each r-loop L i is given by the sequence w, y i , x i , x i+1 , y i+1 , w. Since points y i are midpoints, the length of each
by the definition of s. Thus by Proposition 3.2, each L i is r-null and so is L.
The correspondence theorems
The results of Section 4 relate r-homotopies in Rips complexes and homotopies in the underlying space. In this section, we extend this to a relation between the fundamental group (and the first homology groups) of the Rips complex, and modified fundamental group (and the first homology groups) of the underlying space. We prove various correspondence theorems: Theorems 5.4, 5.7, and 5.9. These make use of groups L, S, and D respectively, to precisely describe how persistence measures one-dimensional holes. As usually, the discrete-continuous interplay of the correspondence is induced by samples and fillings.
We conclude the section with a technical result stating that fundamental and first homology groups of Rips complexes of compact spaces are often finitely generated. Proof. (1) follows from the fact that each r-loop admits a filling. (2) is Theorem 4.9 (1) . (3) follows directly from the definitions of maps or by Proposition 3.2 (2) .
It remains to prove (4). Compact X is SLSC iff there exists t > 0 so that for each x ∈ X the inclusion B(x, t) → X induces the trivial map on the fundamental group. This in turn is equivalent to S(X, t, π 1 ) = 0 which by (1) and (2) is equivalent to the fact that ρ π1 t is an isomorphism. The later also implies that ρ π1 t ′ is an isomorphism for all t ′ < t. Proof. The proof uses Theorem 4.9 (2) and is practically the same as that of Proposition 5.2. 
Proof. Follows from Propositions 5.2 and 5.3.
5.2.
The length of a representative as a measurement of a hole.
Definition 5.5. Suppose r > 0, X is a geodesic space and G is an Abelian group. Maps λ 
Proof. Maps are well defined by Propositions 4.5 and 4.8. They are injective by Proposition 4.8. It remains to prove they are also surjective. We provide the proof for λ π1 r , the homological case can be proved in an identical manner. Take any (based) loop α in X of finite length. Choose an r-sample L of α so that the length of α between each pair of consecutive points is less than r. It is easy to see (check for example a similar argument in Proposition 4.5) that for each filling
The final claim about commutativity follows easily from the definitions, as in both direction we map a class represented by an r-loop L to a class represented by a filling of L. 
Furthermore, if X is SLSC then
Also, if X is G-SLSC then
Proof. Follows from Proposition 5.6.
5.3.
The diameter of a representative as a measurement of a hole. The third way to measure the size of a hole is to consider the diameter, as described in Definition 4.3. We include the corresponding result here for completeness but use a result of a forthcoming section in the proof. Propositions 4.4 and 5.8 describe a general relationship between groups L, S, and D.
Proposition 5.8. Suppose X is a compact geodesic space, G is an Abelian group, and r > 0. Then S(X, r, π 1 ) = D(X, r, π 1 ) and S(X, r, G) = D(X, r, G). 
Proof.
Proof. Follows from Proposition 5.8 and Theorem 5.7.
5.4.
Fundamental groups of Rips complexes are finitely generated. Definition 5.10. Suppose r > 0, G is an Abelian group, and X is a geodesic space. Let S ⊂ X be an (r/3)-dense sample of X, i.e., ∀x ∈ X ∃s ∈ S : d(x, s) < r/3. Suppose • ∈ S. Homomorphisms Rips(X, r) , G) are induced by the inclusion S → X, with the metric on S being the restriction of the metric on X.
Remark 5.11. We will frequently assume that • is contained in a * -dense sample S. The reason is that this allows a simpler formulation of results related to the fundamental group. Mathematically this assumption could be circumvented and does not restrict our results. For more results on map µ see [17] . Recall that a metric space X is totally bounded, if for each ε > 0 space X can be covered by a finite collection of balls of radius ε.
Corollary 5.13. Let r > 0 and let G be an Abelian group. If a geodesic space X admits a finite r/3-dense sample then π 1 (Rips(X, r), •) and H 1 (Rips(X, r) , G) are finitely generated. In particular, if X is a totally bounded space (a class which includes compact metric spaces) then for each r > 0, groups π 1 (Rips(X, r), •) and H 1 (Rips(X, r) , G) are finitely generated.
Proof. Again we only provide the proof for π 1 . If an r/3-dense sample S is finite then π 1 (Rips(S, r), •) is a fundamental group of a finite complex hence finitely generated. By Proposition 5.12 so is its image π 1 (Rips(X, r), •). The last statement follows from Propositions 5.2 (4) and 5.6.
Remark 5.14. Combining Corollary 5.13 and Proposition 3.2 (9) we see that for a field F and a compact geodesic space X the H 1 ( , F)-persistence of X via open Rips complexes is q-tame (see [6] for a definition) hence the corresponding persistence diagrams are well defined. It follows from later results of this paper that the same conclusion holds for open Rips complexes and open or closedČech complexes.
Remark 5.15. Combining Corollary 5.13 and Proposition5.2 (4) we obtain a new proof that the fundamental groups of a compact geodesic space is finitely generated.
Loops in the limit
In this section we present two ways of obtaining a loop as a limit of a sequence of loops. In Proposition 6.1 we consider SLSC spaces and prove that the limiting argument may be used to obtain representatives of minimal length. In Proposition 6.3 we provide a homological version. Technical Lemma 6.6 is the second convergence result of this section. In the forthcoming section it plays a crucial role in identifying geodesic loops, which correspond to critical values of persistence. It shows that, up to short loops, a sequence of 'converging' geodesics stabilizes after finitely many steps. Proof. By Proposition 5.2 there exists t > 0 so that ρ π1 t is an isomorphism. It follows that each element of the fundamental group has a representative which is a filling of some t-loop in X, hence is of finite length.
(1): We will obtain the required representative as the limit of representatives α n defined below. Suppose α is a non-contractible loop. Define ℓ = inf β≃α length(β). By the previous paragraph ℓ < ∞ and since X is SLSC, ℓ > 0. Choose also t > 0 so that for each x ∈ X the inclusion B(x, 3t/2) → X induces the trivial map on the fundamental group. By the results above any filling of a t-loop is homotopically unique. For each n ∈ N choose α n ≃ α, length(α n ) < ℓ + 1/n. For each n ∈ N we now choose any (t/2)-samples L n of α n given by
where k = size(L n ) is fixed (we may choose k as any integer greater than 2(ℓ + 1)/t). By compactness there is a subsequence of (L n ) n so that for each i the sequence (x n i ) n converges to some x i in X. Consider now a t-loop L given by • = x 0 , x 1 , . . . , x k , x k+1 = • and its filling β, both of length ℓ. By (2) is the same, considering unbased loops instead of based ones. (3) Given [α] π1 we use (2) to choose a minimal free homotopy representative β. It is known that there exists path γ from • to the corresponding point in β so that the lasso γ * β * γ − is (based) homotopic to α. If this lasso representative was not minimal in the required sense then β wouldn't be a shortest representative of [α] π1 .
(4) By Proposition 4.4 we only need to show S(X, r, π 1 ) ⊆ L(X, 2r, π 1 ). Take any lasso α = γ * β * γ − , where β is a loop in some B(x, r) and define D = max w∈β d(w, x), ε = r − D. By Corollary 4.7 there exists T < ε so that for any chosen t < T, β is homotopic to a filling of its t-sample L β . Suppose L β is given by points x 0 = x, x 1 , . . . , x k , x k+1 = x. For each i choose a geodesic δ i from x to x i and a geodesic η i from x i to x i+1 . Now for each i define a (2D + ε)-loop β i = δ i * η i * δ − i+1 and notice that 2D + ε < 2r. Then α is homotopic to the concatenation of (2D + ε)-loops α ≃ β 0 * β 1 * . . . * β k hence α ∈ L(X, 2r, π 1 ). 
Proposition 6.3. If G is an Abelian group and X is a G-SLSC geodesic space then each element of H 1 (X, G) has a representative of finite length. Furthermore, if X is compact then:
(1) each element of H 1 (X, G) has a representative of minimal length and therefore
Proof. The proof is similar as that of the equivalent statements in Corollary 6.1. Definition 6.4. Suppose α is an oriented simple closed curve in X. Define G α ⊆ π 1 (X, •) as the collection homotopy classes of all α-lassos, i.e., loops of the form γ * α * γ − , where γ is a path from • to any point on α. Note that the concatenation takes place at the endpoint of γ.
Remark 6.5. Similarly as in Proposition 4.4 we may observe that group G α generated by G α is a normal subgroup of the fundamental group. In fact, it is a normal closure of any single α-lasso. Lemma 6.6. Suppose X is a compact geodesic space and r > 0. For each i ∈ N let α i be a loop in X of length l i and let l i → l > 0 as i → ∞. Then there exists a loop α of length at most l in X and an infinite set J ⊂ N so that
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If all α i are geodesic circles then the length of α equals l.
In particular, for each j ∈ J and each path γ from • to (some point on) α there exists a path γ j from • to α j so that ρ
Similarly, for each j ∈ J and each path γ j from • to α j there exists a path γ from
Proof is less than r/2. By taking an appropriate subsequence of (α i ) i and considering compactness we may assume convergence lim i→∞ x i j = x j ∈ X for all j. Let L be an r-loop determined by x 0 , x 1 , . . . , x k , x k+1 = x 0 and choose its filling α.
(If α i are geodesic circles then the inequality in the above line is the equality and the length of α is l.) Furthermore, by Proposition 3.2 (8) there exists N ∈ N so that L i is r-homotopic to L for all i > N . We will prove that for i > N we have
, so the set of indices i > N , pulled back to the original sequence, corresponds to the set J.
Fix i > N . Choose a path γ from • to (some point on) α. We prolong γ along (any direction of) α to x p , which is the first point of the form x * that the prolongation encounters. Note that this does not change the homotopy type of γ * α * γ − . Define also γ j as a prolongation of γ by a geodesic from x p to x i p . We now combine the following arguments:
• similarly as in Proposition 4.5 we observe that for any i and for any filling
, π 1 ) due to the construction in the first paragraph in this proof;
• the approach of Propositions 3.2 (8) (convergence and r-homotopic equivalence of the appropriate r-samples in terms of relation of the fillings) applied to loops γ * α * γ − and γ i * α i * γ − i implies that they are (based) r-homotopic;
is normal by Proposition 4.4, and conclude (γ
Note that the construction in the previous paragraph is symmetric with respect to α and α j , i.e., for each path γ j from • to α j we can also construct an appropriate prolongation γ from • to α so that the conclusions of the previous paragraph hold. We conclude that G αj L(X, 3r,
The last two statements follow from Propositions 5.2(2) and 4.4.
7. The structure of π 1 -persistence
In this section we show how critical values are generated by geodesic circles, i.e. Theorem 7.8. Our approach essentially combines the correspondence results of Section 5 and the limiting argument of Section 6. Along the way we get a number of results on the structure of persistence: local finiteness of critical values, direction of critical values, etc. We conclude with two subsections. The first one introduces a decomposition into lassos of Proposition 7.12, which encodes the persistence of an element. The second is Theorem 7.14, which is a localization result stating that a geodesic circle, corresponding to a critical value of persistence, is encoded in the critical triangle of persistence. Thus the local feature (geodesic circle) inducing a critical value is located by the critical triangle.
We start with the main technical argument of the section. is generated by S(X, 3q/2, π 1 ) and the same collection of geodesic 3q-lassos that was used in b.
Remark 7.2. It is easy to find an example demonstrating that a collection of geodesic circles in Theorem 7.1 needs not be finite. For example, consider X to be the wedge of two circles of circumferences 1 and 2 with • being the common point. Let α denote the smaller circle. Then L(X, 3/2, π 1 ) is generated by a countable collection of α-lassos and is not finitely generated. Putting it differently, the normal subgroup of π 1 (X, •) generated by α is not finitely generated. In fact, one can observe that L(X, 3/2, π 1 ) is isomorphic to the kernel of the homomorphism defined on the free group on two elements F a,b → Z mapping a → 0 and b → 1.
Proof. We first prove a. Suppose there are infinitely many critical values greater than r. T = 2 Diam(X)/3 is its upper bound by Proposition 5.2. We take a strictly monotonous subsequence t 1 , t 2 , . . . → t ≥ r of such critical values. By Proposition 5.6 there exists a sequence of loops (α i ) i>1 with the following properties:
(1) the lengths of circles form a strictly monotonous (increasing or decreasing, depending on the sequence of t i 's) sequence. For example we may take length(α i ) > 3r to be strictly between 3(t i + t i+1 )/2 and 3(t i + t i−1 )/2; (2) for each i there exists a path γ i from • to some point on α i so that γ i * α i * γ − i can't be expressed (up to homotopy) as a finite concatenation of geodesic lassos of length smaller than min{3(t i + t i+1 )/2, 3(t i + t i−1 )/2}.
It follows from Lemma 6.6 that there exist j, k ∈ N so that t j < t k and γ k * α k * γ 3r, π 1 ) , a contradiction to (2) . This proves a. We now turn our attention to b. Suppose q is the only critical value on the interval [q − ε, q + ε]. Assume group L(X, 3p, π 1 ) is not generated by L(X, 3q, π 1 ) and a collection of 3q-lassos. That means that for all i ∈ N we can find a lasso γ i * α i * γ − i (based at •) so that 3q < length(α i ) < 3q + ε/i and [γ i * α i * γ − i ] π1 can't be obtained using L(X, 3q, π 1 ) and 3q-lassos. By Proposition 6.6 there exist a lasso γ * α * γ − with length(α) ≤ 3q and i so that γ i * α i * γ
, a contradiction. Also, any 3q-lasso which is not a geodesic lasso can be obviously decomposed, proving that its homotopy class is contained in L(X, 3q, π 1 ) hence b holds. Statement c follows from b and the fact that q is a critical value.
As last we prove d. By Theorems 5.4 and 5.7 we have
with the corresponding isomorphism F being induced by samplings and fillings. Isomorphism F may be chosen to be identity on geodesic circles for appropriate parameters. By b, L(X, 3p, π 1 ) is generated by L (X, 3q, π 1 ) and A, the later being a collection of geodesic 3q-lassos. Using the nature of F mentioned above, we conclude that S(X, 3p/2, π 1 ) contains N , which is the subgroup of π 1 (X, •) generated by S(X, 3q/2, π 1 ) and A. We claim that S(X, 3p/2, π 1 ) equals N . Choose [β] ∈ S(X, 3p/2, π 1 ), and let β ′ be a filling of a (3q/2)-sample of β. Using the property of F , [β ′ ] is contained in a subgroup generated by L(X, 3q, π 1 ) and A. Applying F −1 (which again fixes geodesic circles), we see that β ′ is contained in a subgroup generated by S(X, 3q/2, π 1 ) and A. By Proposition 4.6, β is also contained in a subgroup generated by S(X, 3q/2, π 1 ) and A. We conclude that S(X, r, π 1 ) equals N .
Remark 7.3. Most of the statements of this section do not hold if X is not compact. For example consider a geodesic space, obtained as a wedge of circles of circumference 1 + 1/n for all n ∈ N. Note that 1 is a critical value of the π 1 -persistence of X via open Rips complexes, but there is no geodesic circle of length 1. Furthermore, the collection of critical values greater than 1/2 is not discrete.
The following is a strengthening of Theorem 7.1 for SLSC spaces. Proof. If X is SLSC then there exists M > 0 so that all critical values are greater than M . (1) follows from Theorem 7.1 (1) . (2) follows from Theorem 7.1(2) and Corollary 5.13. In order to prove (3) suppose the contrary, that there exist infinitely many pairwise (freely) non-homotopic geodesic circles α i of length 3q. Apply Lemma 6.6 to the collection of loops {α i } i and use the fact that for a SLSC space there exists r > 0 so that L(X, 3r, π 1 ) = 0, to conclude that for infinitely many indices j the collections G αj coincide, a contradiction.
The proof of (4) is similar to that of (3). The lengths of non-contractible geodesic circles are between r (as defined in the proof of (3)) and 2 Diam(X), and so we can apply Lemma 6.6 again. 
is generated by L(X, c 1 , π t ) and a collection of geodesic lassos. By Proposition 5.6 we conclude that
is generated by geodesic lassos. By Corollary 5.13 this collection can be chosen to be finite. The second statement follows similarly from Proposition 5.6 and Theorem 7.1(b). It suffices to provide a proof for a kernel of the bonding map going past one critical value only, say c 1 . Consider for example the kernel of π 1 (Rips(X, c 1 /2),
It is generated by all 3c 1 -lassos. However, by Lemma 6.6 we only need a finite collection of geodesic circles α 1 , α 2 , . . . , α k of length 3c 1 , so that all possible α i -lassos generate the kernel. Since for each single i, all α i -lassos are conjugates to each other in the fundamental group, it follows that the normal closure of one α i -lasso contains all other α i -lassos. Consequently, the kernel is the normal closure of a collection, which contains a single α i -lasso for each i.
Theorem 7.8. [Persistence-basis correspondence] Suppose X is a compact geodesic space. Then there exist geodesic lassos {β i } i∈J , with β i being an l i -lasso, whose normal closure is π 1 (X, •), so that the following isomorphism holds:
with bonding maps of the right-side persistence being the natural quotient maps. The set of critical points coincides with {l i /3} i∈J . For each critical value c there exist only finitely many indices j for which l j = 3c. Furthermore, if X is SLSC then J can be chosen to be finite and
Proof. Follows from Proposition 7.7.
Remark 7.9. The question whether lassos α i in Theorem 7.8 form a basis of π 1 (X, •) and corresponding questions will be studied in a separate paper. It is easy to see though that the lassos may not be independent in the group and thus do not form the least numerous generating set. Proof. In a geodesic loops of length more than 2D there are points at distance more than D, a contradiction. The second statement follows by Theorem 7.8. The last part follows by the Hurewicz Theorem and the Universal Coefficiants Theorem. 
Proof. Since X is SLSC and compact, map ρ 7.2. Localization theorem. We conclude the section with an intrinsic version of a localization theorem. In TDA, a localization problem is a hard problem of finding geometric features (in a space) corresponding to critical values, for example loops β i of Theorem 7.8. It turns out that in the intrinsic setting the optimal representatives (in terms of a r-lasso representative with the smallest r) can be obtained from the vertices of the critical triangles by fillings. Definition 7.13. Suppose X is a compact geodesic space and r > 0. A triangle σ ∈ Rips(X, r) with vertices x 1 , x 2 , x 3 is critical if the kernel of the inclusion induced map π 1 (Rips(X, r), •) → π 1 (Rips(X, r) ∪ σ, •) is nontrivial, where adding σ to the Rips complex implies we attach it along some (r/2)-sample of some filling α σ of the 2r-loop x 1 , x 2 , x 3 , x 1 . That means that we essentially attach a hexagon, which is topologically equivalent to attaching a disc along the filling of x 1 , x 2 , x 3 , x 1 . These complications arise since the boundary edges of σ are not in Rips(X, r). Note that in this case π 1 (Rips(X, r), •) and π 1 (Rips(X, r) ∪ σ, •) may still be isomorphic.
Theorem 7.14. [Intrinsic Localization theorem] Suppose X is a compact geodesic space and r > 0. If σ ∈ Rips(X, r) with vertices x 1 , x 2 , x 3 is a critical triangle then:
(1) points x 1 , x 2 , x 3 are at pairwise distance r; (2) no α σ -lasso is contained in L(X, 3r, π 1 ), where α σ is a filling of x 1 , x 2 , x 3 , x 1 and has length 3r.
Furthermore, the kernel of π 1 (Rips(X, 3r), Conversely, if α is a loop in X of length 3r so that some (equivalently, each) α-lasso is not contained in L(X, 3r, π 1 ), then α is a geodesic circle, r is a critical value and any three equidistant points on α form vertices of a critical triangle σ ∈ Rips(X, 3r).
Proof. Suppose σ is a critical simplex. If points x 1 , x 2 , x 3 were not at the pairwise distance r, then the (r/2)-loop along which we are attaching σ to Rips(X, r) would be of length less than 3r, hence would be contractible. Such an attaching could not change the fundamental group hence (1) holds. A similar argument proves (2). The third claim follows from the representation of the kernels in question by geodesic lassos in Theorem 7.8.
The claims of the second paragraph hold by Theorem 5.7.
The structure of H 1 -persistence and minimal generators
In this section we provide homological versions of results of Sections 6 and 7. Proofs are omitted, as they are a simplification of the ones for the fundamental group and often follow from them directly using the Hurewicz Theorem and the Universal Coefficients Theorem. Instead we provide references to the corresponding statements on the fundamental groups. We also include Subsection 8. 
(If all α i are geodesic circles then the length of α equals l.) 
with bonding maps of the right-side persistence being the natural quotient maps. The set of critical points coincides with {l i /3} i∈J . For each critical value c there exist only finitely many indices j for which l j = 3c. Furthermore, if X is G-SLSC then J can be chosen to be finite and 
Proof. The proof is essentially the same as that of Proposition 7.12.
8.2. Minimal generating set. Assume now (for this subsection) that F is a field and X is compact, geodesic and F-SLSC. We know that (1) H 1 (X, F) = F n ; (2) there are critical values (with possible repetitions) C = {c 1 ≤ c 2 ≤ . . . ≤ c n }; (3) defining k r = max ci<r i the persistence is of form H 1 (Rips(X, r),
{0} with the bonding maps being surjective on the corresponding summand, either identities or trivial; (4) H 1 (Rips(X, r),
A collection of loops A = {a 1 , a 2 , . . . a n } in X with lengths l i = length(a i ) satisfying l i ≤ l j , ∀i < j is a base for H 1 (X, F) if elements of A generate
Such base is a lexicographically minimal base for H 1 (X, F) if the length vector L = {l 1 , l 2 , . . . , l n } forms a lexicographically minimal vector amongst length vectors of all bases.
Remark 8.8. It follows from Propositions 6.3(2) and 5.8 that the concept of a lexicographically minimal base does not depend on the measure of the size of loops that we use: as in Section 5 we can use either the radius of the smallest enclosing ball, length (as in Definition 8. 7) or the diameter. Consequently we could rephrase Theorem 8.10 with these alternative measures as well.
Proposition 8.9. Suppose F is a field and X is compact, geodesic and F-SLSC. Then there exists a lexicographically minimal base A = {a 1 , a 2 , . . . a n } in X with lengths l i = length(a i ) satisfying l i ≤ l j , ∀i < j. The base is not unique. However, all loops a i are geodesic circles.
Proof. We can choose the base essentially in the same way as (linearly F-independent) loops β i in Theorem 8.4. If this base was not minimal then it would contradict the connection to persistence stated in Theorem 8.4. The base is not unique as the usual cylinder demonstrates. If any of the loops a i was not a geodesic circle we could decompose it by connecting two diametrically opposed points (with respect to circumference of a i ) at distance less than l i /2 and thus obtain a lexicographically smaller base.
Theorem 8.10. [Persistence-Minimal Base correspondence] Suppose F is a field
and X is compact, geodesic and F-SLSC. Let A = {a 1 , a 2 , . . . a n } be a collection of loops in X with lengths l i = length(a i ) satisfying l i ≤ l j , ∀i < j and H 1 (X, F) = F n . Then A is a lexicographically minimal base if and only if
where k r = max (li/3)<r i. In such case the corresponding critical values of persistence are {l i /3} i∈{1,2,...,n} .
Thus the lexicographically minimal base encodes the persistence diagram of X along with the corresponding critical triangles: the lengths of generators encode death times and generators correspond to critical triangles (see Figure 7 ).
Localization theorem.
Definition 8.11. Suppose X is a compact geodesic space, G is an Abelian group and r > 0. A triangle σ ∈ Rips(X, r) with vertices x 1 , x 2 , x 3 is G-critical if the kernel of the inclusion induced map H 1 (Rips(X, r), G) → H 1 (Rips(X, r) ∪ σ, G) is nontrivial, where adding σ to the Rips complex implies we attach it along some (r/2)-sample of some filling α σ of the 2r-loop x 1 , x 2 , x 3 , x 1 . Conversely, if α is a loop in X of length 3r not contained in L(X, 3r, G), then α is a geodesic circle, r is a G-critical value and any three equidistant points on α form vertices of a G-critical triangle σ ∈ Rips(X, 3r).
Proof. The proof is essentially the same as that of Theorem 7.14.
An example
Consider a two-dimensional torus which is slightly thinned at some region so that we have unique shortest geodesic circles a and b generating its homology as depicted on Figure 7 . Its persistence diagram is provided by the same figure. Now assume we remove an open disc D far from a and b, whose boundary c is of length much smaller than a. Denote the obtained geodesic space by T ′ . Note that the removal of D changes metric at some region a little bit, and makes c a geodesic circle. However a and b remain unique shortest geodesic circles generating the homology.
Then
Note that the critical values, which correspond to geodesic circles by the results of this paper, do not coincide in the provided cases. However, geodesic circle c is still detectable by higher-dimensional homology (see the last section of Future Work) even though it is nullhomologous.
10.Čech complexes
In this section we prove that Rips andČech complexes of a geodesic space essentially (that is up to a multiplication of parameter r by 3/4) induce the same persistences. A connection betweenČech complexes and the corresponding Spanier groups S was first proved in [3] for paracompact spaces using the partitions of unity as the connecting map. For our purposes however we need a connecting map in terms of samples/fillings (in the spirit of discretization) and we need the commutativity with the inclusion induced maps on the algebraic level. For this purpose we prove the required connection using (in our case more convenient and geometric) L groups.
We will make use of the notation introduced in Definition 3.1 (1)- (6) in theČech setting as well, as 1-skeleta of Rips(X, r) and Cech(X, r/2) coincide.
Definition 10.1. An r-loop isČech r-null if it is contractible in Cech(X, r/2). Two r-loops areČech r-homotopic, if they are homotopic in Cech(X, r/2). The corresponding simplicial homotopy in Cech(X, r/2) is referred to asČech r-homotopy. If the second r-loop is constant we also call itČech r-nullhomotopy.
The following proposition provides the required properties from Proposition 3.2 in theČech setting. Proof. The proof follows the proof of Proposition 3.2 (4)-(6) closely.
(1) As in the proof of Proposition 3.2 (4) it suffices to show that adding a point p between consecutive points x i and x j of an r-sample L results in an r-loop, which isČech r-homotopic to L. TheČech r-homotopy is induced by a 2-simplex [x i , x j , p] ∈ Cech(X, r/2), whose existence is witnessed by the midpoint between x i and x j .
(2) By (1) it suffices to prove the claim for any r-sample. Assume α : [0, a] → X is a parametrization with the natural parameter. Choose an r-sample of the form
and [x 0 , x 3 , x 2 ] witnessed by points x 1 and x 3 in Cech(X, r/2) respectively. See the right side of Figure 1 for the corresponding configuration. The following is a variant of Proposition 4.8 for theČech complexes. 
Now suppose α ∈ L(X, 2r, π 1 ). By Proposition 10.2 (3) it suffices to prove that any lasso of length less than 2r isČech r-null. Assume therefore α = γ * β * γ − where γ is a based path and β is a loop of length less than 2r. It suffices to prove that any r-sample of β isČech r-null (in the unbased sense), which is true by Proposition 10.2(2). 
are defined by mapping an 2r-loop to its filling. Proof. By Propositions 5.6 and 10.5 both persistences are isomorphic to L(X, f in, * )/L(X, 12r, * ).
11.
Persistence for closed complexes, length spaces and applications 11.1. Persistence of compact geodesic spaces for filtrations by closed complexes. A theory parallel to the one presented in this paper could also be developed using closed filtrations, i.e., filtrations by closed Rips andČech complexes of compact geodesic spaces. At some places though (for example in Proposition 3.2(8)) additional technical work would be required to obtain equivalent results. Rather than writing down a parallel theory we deduce the results for closed complexes directly from the obtained results using the following arguments:
(1) All bounding mapsī p,q : π 1 (Rips(X, p), •) → π 1 (Rips(X, q), •) and their homological counterpart are surjective for all p < q. The same holds for closedČech filtrations. The proof is identical to the one of Proposition 3.2(9). (2) For each ε > 0 there is an obvious ε-interleaving between persistences {π 1 (Rips(X, r), •)} and {π 1 (Rips(X, r), •)} induced by inclusion maps. The same holds for the homological counterparts and for closeď Cech filtrations.
Remark 11.1. Case (2) above essentially implies that the observable structures, in the sense of [5] , of open and close filtrations are the same. Note that the observable structure in [5] was only defined for what is usually called a persistence module, that is a persistence where the underlying algebraic objects are vector spaces. That definition can be generalized in an obvious way to persistences in a more general setting as considered in this paper.
From these arguments we may deduce the following conclusions for the Rips induced π 1 -and H 1 -induced persistences:
a: For each r > 0, ε > 0 and Abelian group G the maps induced on π 1 and H 1 ( , G) by inclusions Rips(X, r) ֒→ Rips(X, r + ε) and Rips(X, r) ֒→ Rips(X, r + ε) are surjective. This follows easily from the fact that these induced maps commute with the corresponding surjective maps induced by inclusions i p,q andī p,q , see (1) (5) it is easy to see that any such geodesic lasso or geodesic circle is contractible when represented in Rips(X, 3c). For such representation we have to employ closed 3c-samples, which are the same as 3c-samples of Definition 3.1 with the only difference that strict inequalities < are replaced by ≤. Analogous conclusions also hold forČech filtrations. Note that argument (1) is required for conclusion b, which in general does not hold in higher dimensions or other settings. For example, the two-dimensional persistence of S 1 via open complexes is trivial while the one via closed is not by [1] . In this case open and closed Rips persistences do not determine each other.
We sum up the conclusions and their implications via Theorems 5.4, 5.7, 5.9, 7.8, 8.10, and 10.6 in the following theorem.
is also isomorphic to, n i=1 (I (0,12li) ) r , where A = {a 1 , a 2 , . . . a n } is a lexicographically minimal base for H 1 (X, F) with lengths l i = length(a i ).
11.2. Application: metric graphs. A metric graph is a geodesic space obtained by assigning to each edge of a finite graph a positive length. For details see [13] , where the authors compute their 1-dimensional intrinsic persistence diagram via openČech complexes using coefficients in a field. Using the results of this paper we may extend their results to all fields (and groups), all complexes and provide the direction of the corresponding critical values, i.e., we provide all possible corresponding decorated persistence diagrams (see [5] for an introduction to decorated persistence diagrams). In fact we could even express the π 1 -persistence. Theorem 11.3 (A generalization Theorem 1.1 of [13] ). Suppose X is a metric graph, F is a field and let A = {a 1 , a 2 , . . . a n } be a lexicographically minimal base for H 1 (X, F) with lengths l i = length(a i ). Then the H 1 ( , F)-persistence of X is:
• The results up to Section 6 and of Section 10 also hold for length spaces, i.e., spaces, where the distance between each pair of points is the infimum of the lengths of paths between them. One could use the same arguments as presented in this paper to develop a theory for them. This would only be interesting for non-compact spaces as compact length spaces are geodesic by the Hopf-Rinow Theorem.
Discussion and future work
The theory presented in this paper serves as a basis for a substantial future work:
• Stability and approximation: In the subsequent paper [17] we show that the 1-dimensional intrinsic persistence may be well approximated by finite samples and is much more stable than the standard Stability Theorem implies. In fact, it turns out that for a locally contractible compact geodesic space there exists a finite subset whose persistence determines the persistence of the underlying space thus eliminating the limiting argument.
• Extracting geometric features from higher dimensional persistence: By the theory of this paper each critical value corresponds to a geodesic circle. Using results from [1] we may prove that at least in a nice setting any geodesic circle will generate essential S 3 in the corresponding complex, detectable by any persistent homology. In particular, higher dimensional homology with coefficients in any field may provide us with all critical points for π 1 -persistence, thus making a computational fundamental group (at least the critical points) nicely computable. We may thus use higher-dimensional persistent homology to distinguish certain homotopic loops (geodesic circles). In general we expect to be able to extract more geometric information from persistence and potentially use results of [2] to detect higher-dimensional isometrically embedded spheres.
• Computability: We are planning to construct a computational framework tailored for intrinsic persistence. This may require a development of a significant theoretical background on the subject.
