The application of the Gaussian moment closure to micron-scale flows is considered. The mathematical formulation of the closure is reviewed as well as an extension to allow for diatomic gases and treatment for solid wall boundaries. A parallel upwind finite-volume scheme with adaptive mesh refinement (AMR) using Roe and HLLE-type flux functions is described for solving the hyperbolic system of partial differential equations arising from this closure. Comparisons are made between numerical solutions of the Gaussian model and analytical solutions for several test problems, including Couette, boundary layer and cylinder flow, over a range of Knudsen numbers. Agreement between analytical and numeric solutions for these problems are very encouraging.
I. Introduction
Non-equilibrium micron-scale flows, such as those encountered in the complex micron-sized conduits of micro-electromechanical systems (MEMS) and flows associated with chemical-vapor deposition (CVD) processes commonly encountered in the manufacturing of semiconductor devices, 1, 2 are difficult to solve using existing mathematical models and numerical methods. In most cases, these micron-scale flows are laminar and in the subsonic to low supersonic regimes having Mach numbers, Ma, less than two and low Reynolds numbers, Re. However, due to their micro-geometries, the characteristic lengths, , of such flows are generally small and vary from 0.1 to 100 µm. Flow Knudsen numbers, Kn = λ/ where λ is the particle mean free path, in the range 0.01 < Kn < 10 may be encountered, even for pressures above one atmosphere, and, as a result, non-continuum and thermal non-equilibrium effects can significantly influence momentum and heat transfer phenomena in typical micro-channel flows. 3, 4, 5, 6 In many cases, these effects are not well understood and suitable mathematical theory and economical computational tools do not exist for attacking such problems. Although particle-simulation techniques, such as the direct-simulation Monte Carlo (DSMC) method of Bird, 7 have been developed for for the prediction of general non-equilibrium gaseous flows, for slip and transitional regime flows (i.e., for 0.01 < Kn < 1) and for flows with low Mach numbers, the computational expenses incurred by these techniques are considerable and can currently prohibit their general usage. A discussion of the numerical difficulties associated with DSMC simulations for low-Mach-number and near-equilibrium flows is given by Breuer et al. 8 New numerical methods capable of accurately and efficiently predicting non-equilibrium micro-scale flows in the transitional flow regime from the continuum flow to the near free-molecular flow regime would therefore be of practical importance to the fields of micromechanics and CVD process modeling and would greatly aid in the design and development of sophisticated micro-mechanical devices and improved semiconductor manufacturing techniques.
In recent studies, Levermore 9 has proposed a new hierarchy of non-perturbative moment closures with several desirable mathematical properties. These methods are based on approximate solutions to the Boltzmann equation of kinetic theory and provide a hyperbolic mathematical description of non-equilibrium flows. Perturbative variants of these closures have subsequently been formulated by Groth et al. 10, 11 with a view to achieving practical and reliable mathematical tools for computation. The latter form a hierarchy of Gaussian-based perturbative moment closures which preliminary numerical studies by Brown et al.
Hittinger,
15 and Suzuki and van Leer. 16 As in Grad-type closures, 17 these closure models assume that, along with the density, flow velocity, and pressure, the viscous stresses, heat fluxes, and other higher-order moments of the velocity distribution are unknowns and the closures furnish transport equations for an extended set of macroscopic quantities. Consequently, the number of dependent variables can be large. Nevertheless, unlike the Navier-Stokes and Burnett models, which follow from Chapman-Enskog-type perturbative expansion techniques 18, 19, 20 and have an elliptic nature, and previous Grad-type closures, that can breakdown and become ill-posed, the resulting set of quasi-linear moment equations remain stable and strictly hyperbolic, and their predicted moments realizable, such that closure breakdown is avoided for a considerable range of flow conditions.
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In addition to being mathematically well posed, the ability to treat non-equilibrium flows with a purely hyperbolic model, with no requirement to evaluate higher than first-order derivatives, is not only physically pleasing a but may prove to be highly advantageous from a computational perspective. The hyperbolic moment equations of the closures described above seem very amenable to solution by the sophisticated nonlinear discretization procedures developed for the equations of continuum hydrodynamics, such as the various forms of Godunov-type finite-volume schemes. 21, 22, 23, 24, 25 Schemes of this type are robust, minimize numerical discretization errors, provide accurate resolution of discontinuities, and permit the systematic application of physically realistic boundary conditions. Furthermore, the methods readily enable the application of unstructured adaptive mesh refinement (AMR) techniques for the treatment of complex geometries and for resolving highly disparate length scales while at the same time optimizing the usage of computational resources. 26, 27, 28 They also have narrow stencils, making them suitable for implementation on high-speed massively parallel computer architectures. 29, 30, 31 In the present work, the application of the Gaussian moment closure to micron-scale flows is considered. In particular, its solutions are explored using a parallel AMR Godunov-type finite-volume scheme. The mathematical theory and properties of the Gaussian closure for two-dimensional flows are reviewed and then the proposed parallel solution algorithm is discussed. The remainder of the paper is concerned with an assessment of the Gaussian closure for micron-scale flows. Numerical results are presented for several fundamental flow problems, including planar Couette, flat-plate boundary-layer flows and flow past a circular cylinder. The computed solutions of the Gaussian closure are compared with other analytical, experimental, and/or numerical results where possible. Although the Gaussian closure is deficient in terms of its description of thermal transport, it possesses many of the important features of more complete descriptions based on higher-order moment methods and this study represents the necessary first steps towards demonstrating the solvability of Gaussian-based closures and exploring the potential of models of this type to predict practical micron-scale flows.
II. Governing Equations

A. Gaskinetic Theory
In order to effectively treat non-continuum flows, the particle nature of fluids must be considered. Classical gaskinetic theory uses a probabilistic treatment to model particle behaviour. Probability density functions for the gas, F(x i , v i , t), are defined in six-dimensional phase space and specify the probability of finding particles at a given location, x i , and time, t, having a particular gas velocity, v i . Macroscopic "observable" properties of the gas are then obtained by taking appropriate velocity moments of F. The evolution of the velocity distribution function is given by the Boltzmann equation. 32, 33, 34 This is an integro-differential equation for F having the form:
Here a i is the acceleration due to external forces and is taken to be zero for the present work. The term on the right hand side of the equation, δF δt , is the Boltzmann collision operator representing the time rate of change of the distribution function produced by inter-particle collisions. Mathematical models of the collision operator a Hyperbolicity of the moment equations ensures finite speeds of propagation for infinitesimal disturbances.
are in general very complex. The uncertainties associated with intermolecular force modeling and the detailed evaluation of complicated Boltzmann collision integrals can, however, be avoided by utilizing the relaxationtime or BGK approximation, as first proposed by Bhatnagar et al. 35 In this simplified mathematical model, the collision operator is approximated by
where M is the equilibrium Maxwell-Boltzmann distribution towards which the solution is relaxing and τ is a characteristic relaxation time for the collision processes. The BGK operator preserves the usual collisional invariants and, under equilibrium conditions, δF/δt = 0 and F = M as required. Note that the relaxation time model is only an approximation to the Boltzmann collision integral and ignores the detailed nature of inter-particle interactions. Nevertheless, it retains many of the qualitative features of the true collision integral and is thought to be sufficient for this study of micron-scale flows. Transport equations governing the time evolution of macroscopic quantities can be derived by evaluating velocity moments of the Boltzmann equation given above. Letting
then the so-called Maxwell's equation of change describing the transport of the moment M F is given by
where acceleration field is taken to be zero, the BGK relaxation time model has been used to approximate the collision operator, and M is an appropriate velocity dependent weight.
B. The 10-Moment Gaussian Model
In moment closures of the type first proposed by Grad, 17 approximate solutions to the Boltzmann equation are constructed by assuming a particular form for the distribution function, F, in terms of a finite number of free parameters or coefficients. The coefficients describing the approximate distribution function are then related to a finite number of velocity moments, the time evolution of which are given by Maxwell's equation of change. This procedure leads to a set of balance equations for the mass density, flow velocity, pressure, viscous stresses, heat fluxes, and other higher-order moments of the velocity distribution function. Closure of the transport equations is provided by expressing the higher-order moments as a function of the lower-order velocity moments as dictated by the approximate form for the distribution function.
In the Gaussian closure, the velocity distribution function for monatomic gaseous particles is assumed to have the following form:
where m is the particle mass, ρ is the mass density, c i is the random component of particle velocity given by c = v − u, u is the average or bulk velocity of the particles, Θ ij is a symmetric 'temperature' tensor given by Θ ij = P ij /ρ where P ij is the generalized pressure tensor. The fluid or deviatoric stress tensor, τ ij , is related to the pressure tensor as follows: τ ij = δ ij p − P ij , where p = P ii /3 is the equilibrium isotropic pressure and τ kk = 0 for a monatomic gas.
The Gaussian distribution appears to have been first derived in early work by Maxwell 36 and then re-discovered in subsequent but independent research by both Schlüter 37, 38 and Holway. 39, 40, 41 It may be regarded as a generalization of the bi-and tri-Maxwellian velocity distribution functions that does not require the identification of the planes of principal stress. 37, 38, 42, 43 This approximate non-equilibrium distribution possesses a Gaussian-like distribution in each of the principal strain axes, physically, this corresponds to a non-equilibrium gas with a different temperature in each direction. Levermore 9 has shown that for nonnegative density, det Θ > 0 and Θ remain positive definite. Hence, Θ −1 is also positive definite and Θ −1 ij c i c j > 0 for all c other than c i = 0, from which it readily follows that G is finite and positive valued for all physically realistic values of ρ and P. Note that for flows in local thermal equilibrium, P ij = δ ij p and the Gaussian reduces to Maxwellian distribution as required (i.e., G = M).
The moment equations corresponding to the Gaussian closure can be obtained by substituting the weights M = {m, mv i , mv i v j } into Maxwell's equation of change, Eq. (4). This yields a set of ten partial-differential equations (PDEs) describing the transport of the macroscopic quantities ρ, u i , and P ij which may be expressed as ∂ρ ∂t
Note that by construction the third-order velocity moments of the Gaussian are zero, < mc i c j c k G >= 0, such that the heat flux vector, q i = 1 2 < mc i c j c j G > also vanishes. This points to a significant limitation of the Gaussian closure: its inability to account for the effects of thermal diffusion. Note also that when the solution reaches equilibrium and G = M, the Gaussian moment equations reduce to the Euler equations of equilibrium gas dynamics. Solution of Eqs. (6)- (8), subject to appropriate initial and boundary data, provides a complete description of the Gaussian velocity distribution function throughout the flow field of interest.
C. An Extension for Diatomic Gases
The transport equations of the Gaussian closure, Eqs. (6)- (8), were derived for a monatomic gas with three translational degrees of freedom and no rotational or vibrational degrees of freedom. The closure is therefore not immediately applicable to diatomic gases. A modification must be made to account for energy that can be present due to the extra internal degrees of freedom of diatomic molecules. The approach described by Hittinger 15 is used here for these purposes. Under normal pressures and temperatures, vibrational degrees of freedom are usually not excited. It is therefore sufficient to simply model the translational and rotational degrees of freedom present in diatomic molecules. The energy associated with the translation of the centre of mass of a diatomic molecule will be equal to that of a monatomic molecule of equal weight. Therefore, the only addition required to the 10-moment Gaussian closure is a treatment of the energy present in the rotation of molecules. To do this, a "dumbbell" model of a diatomic molecule will be assumed. This model molecule is free to rotate about three different axes. Rotation about an axis that is aligned with the vector connecting the centers of mass of the two atoms will be considered to contain no energy, as the moment of inertia about this axis is negligible.
Internal energy can be present in the form of rotation about the remaining two axes. This energy will given by:
where ζ and η are the two axis about which rotational energy may be present. Due to symmetry, I ζ = I η = I and therefore,
By assuming that rotational velocities are statistically independent of each other and of the translational velocities, a modified Gaussian distribution for a diatomic gas can be written as:
Furthermore, due to rotational symmetry, the angular velocity distribution may be expressed solely as a function of x, t and ω, where
By using the method of undetermined coefficients, this distribution can be shown to have the form:
Then by making an analogy to the translational degrees of freedom, a rotational temperature can be defined as T rot = I/2κB. The distribution, g, then has the form
where the tensor, R αβ , is given by
and where p = nkT = ρRT . The total velocity distribution is therefore:
The Gaussian distribution function for a diatomic gas, G D , is defined for an 8-dimensional phase space consisting of three position coordinates, three translational velocity coordinates, and two angular velocity coordinates. For general non-equilibrium flows, the rotational and translational temperatures, T and T rot , need not be equal, they will however become equal when the gas is in thermodynamic equilibrium. In equilibrium, the distribution function, G D , for a diatomic gas becomes:
where p is again the equilibrium pressure. For a diatomic gas, p is still related to the generalized pressure tensor by P ij = pδ ij − τ ij and P kk = 3p − τ kk but now τ kk = 0. In fact, the normal deviatoric stresses are a measure of the departure of the rotational energy, 
This system of 11 nonlinear PDEs includes an additional scalar transport equation for the rotational energy, E rot = p(T rot /T ), and its solution provides a full prescription of the Gaussian distribution, G D .
To incorporate the effects of particle collisions, the BGK relaxation time model of Eq. (2) can be modified to account for the added degrees of freedom. The relaxation to equilibrium is now treated as a "two step" process where
In the diatomic case, it is assumed that the non-equilibrium distribution, G D , will relax toward a distribution, F D , where the translational degrees of freedom are in equilibrium with each other, but not in equilibrium with the rotational degrees of freedom. This relaxation will happen on a time scale τ t . The gas will then relax from there to the equilibrium distribution, M D , on a time scale τ r . Using this collision operator, the moment equations for the Gaussian closure can be re-written as:
Note that by combining the transport equations above, a conservation equation for the total energy of the gas can be obtained and written as ∂ ∂t
As the total energy must be conserved, the source terms associated with relaxation to equilibrium must balance each other and vanish. It is a simple matter to show that τ kk = 2(E rot − p), clearly showing the relationship between the normal fluid stresses and deviation of the rotational energy from it equilibrium value. Note also that, in equilibrium, Eqs. (22)- (20) properly reduce to the Euler equations with one additional equation for the convection of rotational energy.
D. Eigenstructure for Two-Dimensional Flows
In two dimensional planar flows, Eqs. (22)- (25) can be written in weak conservation form as:
where U is the vector of conserved variables, and F and G are x and y direction flux vectors given by:
The source vector S of Eq. (27) has the form:
By making use of the flux Jacobians A = ∂F ∂U and B = ∂G ∂U , Eq. (27) can be re-written as:
The source terms require the specification of two relaxation times. Approximate expressions are used here to relate the relaxation times to the gas viscosities. They have the following form:
where µ is the fluid viscosity, µ B is the bulk viscosity and p is the thermodynamic pressure; empirical relations can be used to determine the related viscosities. Levermore, 9 Brown et al., 12, 13 and Hittinger 15 have shown that the inhomogeneous PDEs given in Eq. (28) are strictly hyperbolic (i.e., the eigenvalues of A and B are all real and the corresponding eigenvectors are linearly independent and form a complete set). Physically, the eigenvalues of the flux Jacobians describe the characteristic speeds for the propagation of infinitesimal disturbances and the eigenvectors characterize the transport of the fluid quantities associated with these fundamental solution modes. The results of the previous eigenstructure studies are now briefly reviewed here, both to illustrate the strict hyperbolic nature of the Gaussian closure and in order to develop the numerical flux functions that are used in the proposed upwind-biased finite volume scheme to solve the governing equations of the Gaussian model.
For planar propagations in the x-direction, a characteristic analysis reveals that the eight eigenvalues, λ k , of the 8 × 8 matrix A are the roots of the polynomial equation det(A − λI) and have are given by
where c 2 xx ρ = P xx . A complete set of linearly independent eigenvectors can also be defined. The eight right eigenvectors, r, are column vectors satisfying Ar = λr and may be written as 
It should be evident that the eigenvalues of A are real for ρ > 0 and P xx > 0. Moreover, we have a complete set of linearly independent left and right eigenvectors. As the choice of the x-direction for performing the preceding analysis was arbitrary, the Gaussian closure are therefore strictly hyperbolic provided that P xx /ρ > 0 for any orientation of the Cartesian coordinate frame. This condition amounts to requiring that Θ be positive definite or, for two-dimensional flows, ρ > 0 and P zz (P xx P yy − P 2 xy )/ρ 3 > 0. The waves associated with the λ 1 and λ 8 eigenvalues are acoustic waves and are truly non-linear (i.e., self-steeping waves that can lead to the formation of shocks). The waves associated with λ 2 and λ 7 are shear waves. Finally, the waves associated with λ 3 , λ 4 λ 5 , and λ 6 eigenvalues contain an entropy wave, two transverse pressure waves, and a rotational energy wave. Brown et al. 12, 13 and Hittinger 15 provide a more detailed discussion of the nature of the fundamental solution modes waves associated with the Gaussian closure, including dispersion analysis showing the relaxation of the system to the equilibrium Euler equations.
E. Roe Average State
Roe-averaged flux Jacobians 44 of the conservation form of equations given in Eq. (28) are required in order to construct the upwind-biased numerical flux functions. A suitable Roe average state or linearization can be determined using the 'assumed-form' or 'corrected-average' approach described by Brown 13 and Brown et al. 12 Letting W ij = Pij ρ , values of the primitive variables defining the Roe average state for the Gaussian closure can be shown to be:ρ
F. Solid Wall Boundary Conditions
Appropriate solid wall boundary conditions for the Gaussian closure are not immediately obvious. One technique for determining the solution at a wall is to assume that there exists a Knudsen layer next to the solid surface 17 as illustrated in Figure 1 . In this infinitesimally thin layer, the fluid exists as a combination of the distribution function defining incoming particles from the interior flow field and a distribution function defining reflected particles arising from the wall. For example, for a solid wall extending in the x-direction with a fluid above it, all the particles with negative y-direction velocities in the Knudsen layer will come from the neighboring fluid with statistical properties defined by the Gaussian. In order to model the particle interaction with the wall, an accommodation coefficient, 0 ≤ α ≤ 1, is then defined. If α is zero (specular reflection), the incoming particles will simply be reflected specularly from the wall back into the Knudsen layer. For α = 1 (diffuse reflection), incoming particles are fully accommodated and will therefore come into Knudsen Layer thermodynamic equilibrium with the wall before being released from the wall and will re-enter the Knudsen layer with the statistical properties of a Maxwell-Boltzmann distribution defined by a wall temperature, T w . For any intermediate α value, the reflected particles will enter the Knudsen layer as a combination of the two cases. The resulting distributions function for the Knudsen layer is then given by
where F + and F − are given by
and where G b is Gaussian distribution at the edge of the Knudsen layer and M w is the Maxwellian defining particles which are fully accommodated by the wall. By assuming that the bulk y-direction velocity of the fluid immediately above the wall is zero and by imposing the constraint that the net particle flux through the wall must be zero, it is possible to show that the reflected Maxwellian has the form:
where all the properties are those of the fluid outside the Knudsen layer with the exception of T w which is the temperature of the wall and u wx which is the x-direction velocity of the wall. A quick inspection of the first term in this distribution function finds that it relates the number density of the reflected Maxwellian to that of the incoming Gaussian distribution such that:
It can be shown that if the fluid interacts adiabatically with the wall, this ratio will be one, and Eq. (33) becomes:
where T is now the fluid temperature. Requiring the component of the bulk velocity of the fluid normal to solid walls to be zero is a very natural boundary condition for the Gaussian closure and provides one value for the required boundary data. The eigenvalues of the system, however, suggest that two boundary data are required to ensure that the problem is well-posed. Realizing that in the equilibrium limit, with no accommodation at the wall, the wall shear stress must be zero in order to recover the Euler equations, it seems that a boundary condition for P xy would be most appropriate. In order to find this condition, the appropriate velocity moment of F Kn must be evaluated. The bulk velocity of the Knudsen layer velocity distribution defined by Eq. (32) is also required as an intermediate step, this velocity however is not enforced as a boundary condition. It then follows that the following boundary conditions are appropriate for the Gaussian closure in the case of a solid wall extending in the x-direction:
P yy n w kT w u w (36) with all properties being those of the incoming Gaussian distribution with the exception of: ρ w , n w and T w , which are defined by the Maxwellian reflected from the wall. It can easily be seen that this recovers the proper "no-shear" limit for specular reflection (α = 0). If the wall is assumed to be adiabatic, Eq. (36) can be simplified as:
where all properties are those of the fluid, with the exception of u wx , which is the velocity of the wall. Assuming no heat is transfered between the fluid and the wall is a natural assumption as the Gaussian closure does not allow heat transfer within the fluid. The simplified boundary conditions presented in Eq. (37) are used for all presented cases.
III. Parallel AMR Finite-Volume Scheme
A. Finite Volume Method with Point-Implicit Time Marching
A parallel higher-order Godunov-type finite-volume scheme has been developed to solve the transport equations of the Gaussian closure for two-dimensional planar flows on multi-block quadrilateral meshes. As the relaxation times, τ t and τ r , can become very small in the near-equilibrium limit, a point-implicit time marching method is used to integrate the set of ordinary differential equations that result from the spatial discretization of the governing equations and deal with excessive numerical stiffness associated with the source terms. The fully-discrete finite-volume formulation with second-order semi-implicit time stepping applied to cell (i, j) is given bỹ
where U i,j is the conserved state for cell (i, j), F = (F, G) is the flux dyad, A i,j is the area of the cell, ∆ and n are the length of the cell face and unit vector normal to the cell face or edge, respectively, and the superscript n is the index for the time step of size ∆t. The numerical fluxes at the faces of each cell, ( F · n ∆ ) i,j,k , are determined from the solution of a Riemann problem posed in a direction defined by the normal to the face. The left and right solution states for the Riemann problems are determined via a the least-squares piece-wise limited linear solution reconstruction procedure with either the Barth-Jesperson or Venkatakrishnan limiters. 45, 46 This provides a second-order accurate spatial discretization for smooth solutions. In the present algorithm, both Roe and HLLE-type approximate Riemann solvers 44, 47 are used to solve the Riemann problem and evaluate the numerical flux.
If the relaxation times are assumed to be constant throughout the time step, the source terms can be rewritten as
A matrix B can then be defined as: B = I − ∆t Ω K. Due to the local nature of the source terms, the matrix B can be inverted analytically and the preceding finite-volume time marching scheme can be rewritten as:
This time marching formulation allows the maximum time step to be determined by the usual CFL condition rather than being governed by the relaxation time scales, τ t and τ r , of the stiff source terms. 
B. Parallel Adaptive Mesh Refinement
Following the approach developed by Sachdev et al., 48 the finite-volume scheme described above has been combined and implemented within a parallel block-based AMR solution procedure that enables automatic solution-directed mesh adaptation on body-fitted multi-block quadrilateral mesh and leads to an efficient and scalable parallel solution algorithm on distributed-memory multi-processor architectures. The proposed AMR formulation borrows from previous work by Berger and co-workers, 26, 49, 28 Quirk, 50, 29 and De Zeeuw and Powell 27 for Cartesian mesh and has similarities with the block-based approaches described by Quirk and Hanebutte, 29 Berger and Saltzman, 49 and Groth et al. 30 Note that other researchers have considered the extension of Cartesian mesh adaptation procedures to more arbitrary quadrilateral and hexagonal mesh. See, for example, the work by Davis and Dannenhoffer 51 and Sun and Takayama.
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In the AMR scheme, an initial body-fitted multi-block mesh is automatically refined in areas of interest according to several physics-based refinement criteria. This is done by dividing a single "parent" block into four "child" blocks each with the same number of cells as the "parent" block; thereby doubling the grid resolution with each refinement. Overlapping ghost-cells are used to pass information from one block to another, making the block boundaries entirely transparent to the solution. The ghost cells are also used for the implementation of boundary conditions. The inter-connectivity of the solution blocks is stored in a tree-like data structure in which new branches are created at each refinement. This "quadtree" data structure allows for the connectivity of the blocks as well as the relative refinement levels to be stored as shown in Figure 2 . Standard multigrid-type restriction and prolongation techniques are used when refining or coarsening blocks and flux corrections must be carried out at interfaces between blocks with different levels of refinement in order to ensure the scheme remains conservative.
The parallel AMR scheme is designed to be easily implemented on large multi-processor distributedmemory computing facilities. The similarity between blocks of all refinement levels ensures that they each require approximately the same computational effort to update the solution at each time step. Thus, parallel implementation is carried out via domain decomposition where the solution blocks are simply distributed equally among the available processors, with more than one block permitted on each processor. A Morton ordering space filling curve is used to provide nearest-neighbour ordering of blocks for efficient load balancing.
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C. Parallel Performance
Parallel implementation of the proposed algorithm has been carried out on parallel cluster of 4-way HewlettPackard ES40, ES45, and Integrity rx4640 servers with a total of 244 Alpha and Itanium 2 processors. A lowlatency Myrinet network and switch is used to interconnect the servers in the cluster. The implementation was carried out using the C++ programming language and the MPI (message passing interface) library. Estimates of the parallel performance and scalability of the algorithm on this architecture are shown in 
and the relative parallel efficiency, E p , given by
for a problem comprising 80 blocks of 32 × 64 cells (163,840 cell computational mesh), as a function of the number of processors, p, where t p is the total processor time required to solve the problem using p processors and t 1 is the processor time required to solve the problem using a single processor. It can be seen that the speed up is linear for up to 80 processors, and even when 80 processors are used, the parallel efficiency remains as high as 96%.
IV. Numerical Results
Application of the Gaussian solver discussed above to some standard flow problems is now considered for a range of Knudsen numbers. For the determination of the mean free path, the gas is assumed to be comprised of hard spheres for which λ = 16µ
A. Subsonic Planar Couette Flow
A good first test case to determine the validity of boundary conditions for the Gaussian closure is planar subsonic Couette flow between to oppositely moving infinite plates. 53 Figure 4 shows both the predicted 
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The results for the continuum flow case clearly demonstrate the ability of the Gaussian closure to reproduce the expected incompressible fluid dynamic solution when collisional process are significant. As expected, the velocity slip at the wall is negligible for the low-Knudsen-number case. For the transition regime case, however, the boundary layer becomes thicker and there is now appreciable slip at the solid boundary; these are both expected characteristics of higher Knudsen number flows. The solutions for the flat plate cases were obtained using adaptive mesh refinement. Final mesh resolutions ranged from 42000 to 51000 cells.
C. Subsonic Flow Past a Circular Cylinder
There is a reasonable amount of data and theory available in the literature for subsonic steady flow past a circular cylinder. In particular the coefficient of drag, C d , is available for continuum, transitional, and free-molecular flow regimes. Figure 6 shows a comparison of experimental data collected by Coudeville et al. 55 with an approximate solution developed by Patterson, 56 and solutions from the Gaussian closure for flow past a cylinder at two different speed ratios, S. The speed ratio is the ratio of the bulk speed to the most probable random speed of a particle, it differs from the Mach number by only a constant. The solution due to Patterson is only valid in the region where the Reynolds number is less than 0.5 and where the Knudsen number can be regarded as small (i.e. less than unity). As shown in the figure, this is a very limited range of validity. The comparisons of Figure 6 show that the Gaussian solutions are in very good agreement with the experimental results for the continuum regime and the transition regime. However, as the free-molecular regime is approached (Kn > 1), the numerical predictions of the drag coefficient provided by the Gaussian closure is slightly over-estimated. Gaussian solutions for these cases were obtained on a grid of 10000 cells.
Perhaps a more revealing picture of non-equilibrium effects is provided by the plot of the cylinder drag coefficient as a function of Knudsen number, for a fixed Reynolds number, given in Figure 7 . The figure shows the coefficient of drag for air flow past a cylinder at a Reynolds number of 0.5. Again, the approximate solution of Patterson is shown, as well as the continuum and free-molecular solutions. It can be seen that the Gaussian solution shows good agreement with that of Patterson for Kn < 1; above that range the coefficient of drag is somewhat over-predicted. Gaussian solutions for these cases were obtained using adaptive mesh refinement. Typical final meshes contained between 100000 and 200000 cells.
Finally, a comparison of the flow structure for subsonic flows past a cylinder with a speed ratio S = 0.027 at two different Knudsen numbers is depicted in Figure 8 . Results for Kn = 1 × 10 −3 and Kn = 1 are given. The figures shows that there are marked differences in flow structure of the predicted continuum and non-equilibrium flow solutions. At a Knudsen number of 1 × 10 −3 , the flow is clearly separated and there is a significant region of recirculation downstream of the cylinder. This predicted flow structure is in agreement with experimental observations for flows in this regime. For a Knudsen number of unity, the flow remains attached and there is a greater symmetry between the upstream and downstream solutions. Moreover, the flow is perturbed out to much larger relative distances from the cylinder (i.e., out to larger values of r/d where r is the distance from the centre of the cylinder and d is the cylinder diameter) in the non-equilibrium case.
D. Transonic Flow Past a NACA0012 Micro-Airfoil
Lastly, the application of the Gaussian closure to the prediction of transonic steady flow around a NACA0012 micro-airfoil at zero angle of attack has also been considered. For the case presented, the freestream values of the flow Mach number, temperature, and density are 0.8, 257K, and 1.161 × 10 −4 Kg/m 3 , respectively, and the chord length of the airfoil is 0.04m. These conditions correspond to a Knudsen number of 0.017. This case was also considered in recent work by Suzuki and van Leer. 16 A portion of the body-fitted multi-block AMR grid used for this case is shown in Figure 9 . Initially the grid comprises two blocks, each containing 512 cells. After several levels of mesh refinement, the grid comprises 254 blocks and a total of 130, 048 cells. It can be seen that the algorithm effectively concentrated cells in areas of high solution gradients near the surface of the airfoil. A plot of the normalized density contours for this case is shown in Figure 10 . The predicted results can be compared to the previous computational and experimental results presented by Suzuki and van Leer. 16 Note that an equilibrium result provided by the solution of the Euler equations governing inviscid 
V. Conclusion
This study has considered the application of the Gaussian closure to micron-scale flow problems. In general, the preliminary numerical results described herein are very encouraging. The closure yields a set of hyperbolic equations that are suitable for solution on irregular meshes, such as those often produced by adaptive mesh refinement. It is also shown that this closure can provide solutions for flows ranging from the continuum regime, through the transition regime and into the high Knudsen number free-molecular flow regime. The lack of heat transfer in this model limits its range of applicability; further research will explore the possibility of an extension to the Gaussian model that will allow for heat transfer. 
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