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Abstract. The creation of archival information retrieval systems is one of the actual directions of the development 
of the Ukrainian archival system. However, its implementation requires entering a huge amount of information into 
databases. Moreover, this process is not currently automated and therefore requires significant human resources to enter 
data manually.
The work aims to study the automation of the data preparation process for the geographical block of the archival 
information retrieval system from sources of various formats: electronic registers, web pages, paper books, handwritten 
archival documents, etc. A subsystem for data preparation is proposed. It consists of modules for searching for 
information sources, data extraction, data identification, and entering information into the database. Much of the work 
in the subsystem is automated and does not require manual data entry. The choice of method of data extraction and 
pre-processing depends on the source of information. Given the specifics of the task, it can be assumed that the vast 
majority of sources will be either printed publications or handwritten archival documents. Therefore, the first step to 
their processing should be scanning and text recognition using common software or neural network. Unstructured text 
obtained from sources is automatically transformed by syntactical analysis into structured text, which is entered in 
the table of a certain template. The extracted data must be identified, information about identical administrative units 
must be combined and entered into a database. The proposed subsystem of data preparation was implemented on the 
example of the preparation of geographical information for the Mykolayiv region. The significance of the obtained 
results is that the use of the proposed algorithm will automate the filling of the geographical block with data from other 
regions for use in regional thematic archival databases and the national archival information retrieval system.
Key words: archival information retrieval system; geographic block; data preparation; information extraction; data 
preparation automation; syntactic analysis.
Анотація. Створення архівних інформаційно-пошукових систем є одним з актуальних напрямів розвит-
ку української архівної галузі. Проте реалізація його потребує внесення до баз даних величезного обсягу 
інформації, причому цей процес нині не автоматизований, а тому потребує значних людських ресурсів для 
введення даних вручну. 
Метою роботи є дослідження автоматизації процесу підготовки даних для географічного блока архівної 
інформаційно-пошукової системи із джерел різного формату: електронних реєстрів, вебсторінок, паперових 
друкованих видань, рукописних архівних документів тощо. Пропонується підсистема для підготовки даних, 
яка складається з модулів пошуку джерел інформації, видобування даних, ідентифікації даних і внесен-
ня інформації до бази. Значну частину роботи в підсистемі було автоматизовано, тому вона вже не потребує 
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ПОСТАНОВКА ЗАДАЧІ
Важливим напрямом розвитку архівної галузі 
України є створення інформаційно-пошукових систем 
(далі – ІПС), які дозволять швидко виявляти потрібні 
архівні документи та відомості з них. Актуальність 
запровадження таких систем зумовлена зростанням 
зацікавленості науковців та пересічних громадян 
в історичних, краєзнавчих та генеалогічних дослід-
женнях і підвищенням суспільного попиту на доступ 
до першоджерел. Для вдосконалення пошуку доречно 
передбачити можливість відбору даних за географіч-
ною ознакою, створивши у складі архівних ІПС та баз 
даних спеціальні географічні блоки з урахуванням 
ієрархічної структури сучасних та історичних адміні-
стративно-територіальних одиниць, підпорядкувань 
та всіх історичних перейменувань населених пунктів.
На початку 2020 р. Укрдержархів презентував 
нову ІПС «Архіум». У структуру бази даних (далі – 
БД), що є основою цієї системи, закладено можли-
вість зберігання основних відомостей про архівні 
документи (номери та назви фондів, описів, справ, 
крайні дати документів тощо), а також метаданих, які 
дозволять пошук не лише за формальними ознаками 
справ, а й за ключовими словами вмісту документів. 
Проте однією із проблем цієї та подібних БД є їх 
наповнення, яке нині не автоматизоване. Ідеться про 
ручне введення величезних обсягів даних, які беруть-
ся переважно з рукописних архівних джерел або ста-
рих машинописних документів. Серед причин, яки-
ми пояснюється зволікання у впровадженні архівних 
ІПС, є і нестача людських кваліфікованих ресурсів 
для коректного внесення даних у БД. Зважаючи на це, 
вельми актуальною є автоматизація заповнення гео-
графічного блока, яка би дозволила максимально ско-
ротити часові витрати архівістів на введення даних.
АНАЛІЗ ОСТАННІХ ДОСЛІДЖЕНЬ  
І ПУБЛІКАЦІЙ
Чимало дослідників шукають можливості автома-
тизації підготовки різного роду даних для подальшо-
го аналізу чи використання у БД. У роботі [1] аналі-
зуються доступні для цього способи і констатується, 
що, незважаючи на досягнення сучасних технологій 
роботи з даними, підготовка даних для подальшого 
аналізу потребує багато ручної роботи та може заби-
рати значну кількість часу та зусиль. Автори статті 
[2] зазначають, що на підготовку даних спеціалісти 
витрачають 80% свого часу. 
Дослідження [3] присвячено розгляду специфіки 
підготовки даних, які стосуються наукової активнос-
ті. Автори [4] пропонують алгоритм, який виділяє 
з неструктурованих документів назву, автора, рефе-
рат, ключові слова, текст та інші елементи, після чого 
експортує структурований текст у потрібний формат, 
що відповідає вимогам структурованого пошуку, ста-
тистичної класифікації тощо.
У роботі [5] відзначається, що підготовка даних 
зазвичай вимагає оброблення даних різними метода-
ми, залежно від джерел. Для цього, зокрема, засто-
совуються вирази структурованої мови запитів (SQL) 
для вилучення й агрегації записів БД, засоби Micro-
soft Excel для очищення та нормалізації наборів 
даних, сценарії для виконання складних перетворень 
(наприклад, у Python). 
Значну увагу дослідників привертає проблема 
автоматизації видобування інформації з вебсайтів 
у структурованому вигляді. Зокрема, у статті [6] вико-
нано огляд наявних рішень цієї проблеми. У роботі 
[7] порівнюються різні підходи для отримання струк-
турованих відомостей із вебсайтів. Дослідження [8–9] 
вивчають різні техніки для збирання та підготовки 
інтернет-даних для подальшого опрацювання й ана-
лізу. Автор [10] пропонує для видобування даних із 
вебсайтів використовувати візуальні та структурні 
особливості елементів вебсторінок, щоб згрупувати 
їх у семантично схожі кластери. 
Синтаксичний аналіз текстових даних є важли-
вою складовою частиною видобування інформації 
під час підготовки даних, якій присвячено чимало 
досліджень. Зокрема, у статті [11] надається огляд 
технік видобування тексту і керування якістю даних 
у контексті відкритих даних. Дослідження [12] при-
свячено порівнянню засобів видобування тексту, 
а у статті [13] запропоновано комплексний підхід до 
ручного введення даних. Вибір методу видобування і попереднього опрацювання даних залежить від дже-
рела інформації. З урахуванням специфіки завдання можна припускати, що більшість джерел є або друкова-
ними виданнями, або рукописними архівними документами. Тому першим кроком для їх опрацювання має 
бути сканування і розпізнавання тексту за допомогою поширених програмних засобів або нейронної мережі. 
Отриманий із джерел неструктурований текст методом синтаксичного аналізу трансформується у структурова-
ний і заноситься в таблиці певного шаблону. Видобуті дані мають бути ідентифіковані, відомості про тотожні 
адміністративні одиниці – об’єднані та внесені в базу даних. Запропонована підсистема підготовки даних була 
реалізована на прикладі підготовки географічних відомостей для Миколаївської області. 
Практична значимість отриманих результатів полягає в тому, що використання запропонованого алгорит-
му дозволить автоматизувати заповнення географічного блока даними інших регіонів для використання в 
регіональних тематичних архівних базах даних і загальнодержавній архівній інформаційно-пошуковій системі. 
Ключові слова: архівна інформаційно-пошукова система; географічний блок; підготовка даних; видобування 
інформації; автоматизація підготовки даних; синтаксичний аналіз тексту.
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видобутку даних із текстових новин на основі мор-
фологічного і синтаксичного аналізів. У роботі [14] 
вивчається автоматизований аналіз тексту, що забез-
печує інтеграцію лінгвістичної теорії з конструкці-
ями, які зазвичай використовуються у споживчих 
дослідженнях.
Ще одним важливим напрямом автоматизації під-
готовки даних є розпізнавання тексту зі сканованих 
зображень. Робота [15] присвячена розпізнаванню 
машинописного тексту, що має пошкодження або 
шуми, опрацювання якого поширеними програмними 
засобами видає багато помилок. Увагу дослідників 
привертає розпізнавання рукописного або змішано-
го тексту. Так, у роботі [16] вивчаються засоби для 
автоматизації введення у БД відомостей із рукопис-
них форм: технології сканування даних та машинне 
навчання для підготовки системи до перетворення 
паперової копії на структуровані дані. Робота [17] 
досліджує можливості згорткових нейронних мереж 
для розпізнавання рукописних символів. Роботи [18–
19] пропонують новий метод сегментації рукописного 
тексту за допомогою конволюційної нейронної мере-
жі (CNN). Автори дослідження [20] використовують 
мережі короткострокової пам’яті (LSTM) зі згорткою 
для побудови обмежувальних коробок для кожного 
символу, після чого передають сегментовані символи 
в конволюційну нейронну мережу для класифікації, 
а потім реконструюють кожне слово відповідно до 
результатів класифікації та сегментації. Автори [21] 
демонструють результати використання конволюцій-
ної нейронної мережі для розпізнавання рукописного 
тексту з можливістю налаштування на використання 
для тексту різними мовами. 
Одним з етапів підготовки даних до аналізу є очи-
щення і трансформування даних. У статті [22] розгля-
даються методи очищення і трансформування даних 
у рамках технології Knowledge Discovery in Databases 
для прискореного застосування методів інтелектуаль-
ного аналізу даних. 
ВІДОКРЕМЛЕННЯ НЕ ВИРІШЕНИХ 
РАНІШЕ ЧАСТИН ЗАГАЛЬНОЇ ПРОБЛЕМИ
Аналіз досліджень показав, що підготовка даних, 
яка охоплює виявлення, вибір, очищення й інтегра-
цію наявних наборів даних до форми, придатної для 
подальшого використання, зокрема у БД, вимагає 
великих часових витрат, і численні дослідники шука-
ють можливості її автоматизації для скорочення часу 
на її виконання. Попри наявні дослідження, запро-
поновані в них техніки та підходи до автоматизації 
підготовки даних або тематично вузько спрямовані, 
або містять алгоритми розв’язання лише окремих 
аспектів і можуть використовуватися лише частково 
для вирішення комплексного завдання автоматизації 
збирання та підготовки відомостей для географічного 
блока архівної ІПС. 
МЕТА ДОСЛІДЖЕННЯ
Мета роботи – дослідження засобів автоматизації 
процесу підготовки даних для географічного блока 
архівної ІПС із джерел різного формату: електронних 
реєстрів, вебсторінок, паперових друкованих видань, 
рукописних архівних документів тощо.
МЕТОДИ, ОБ’ЄКТ ТА ПРЕДМЕТ 
ДОСЛІДЖЕННЯ
Об’єктом дослідження є автоматизація процесу 
підготовки даних для бази даних архівної ІПС.
Предметом дослідження є методи і засоби автома-
тизації збору, видобування, ідентифікації та внесення 
даних до географічного блока ІПС.
ОСНОВНИЙ МАТЕРІАЛ
Процес підготовки даних для географічного бло-
ка БД складається із трьох етапів (рис. 1).
Перший із цих етапів виконується людиною. 
До пошуку, уведення й імпортування даних можуть 
бути залучені працівники обласних архівів та бібліотек, 
краєзнавці й історики, які добре знайомі з регіональни-
ми адміністративним устроєм та історією, мають досвід 
пошуку й опрацювання краєзнавчої інформації. 
Для імпортування у БД потрібні такі відомос-
ті: перелік усіх населених пунктів, розташованих 
на території України та/або Української Радянської 
Соціалістичної Республіки (далі – УРСР), їхні істо-
ричні назви упродовж періоду існування (або при-
наймні за останні 250 років), а також інші адміні-
стративні одиниці (райони, повіти, області, губернії); 











даних та розміщення їх 






населені пункти,  




Рис. 1. Етапи підготовки даних
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область, губернія тощо); перелік адміністративних 
підпорядкувань населених пунктів – до волостей 
та/або повітів (до 1917 р.) і районів (після 1917 р.), 
волостей – до повітів, повітів/районів – до губерній/
областей, губерній/областей – до країн; часові межі 
існування адміністративних одиниць, назв та підпо-
рядкувань; географічні координати населених пунк-
тів (довгота і широта).
Джерелами сучасних відомостей про населе-
ні пункти та їхнє адміністративне підпорядкування 
можуть бути офіційні реєстри та статистичні дані, 
наведені на сайті Верховної Ради України. Зокрема, 
Державний реєстр географічних назв (https://land.
gov.ua/info/informatsiia-pro-derzhavnyi-reiestr-heohra-
fichnykh-nazv/) складається із pdf-файлів, по одному 
для кожної області й Автономної Республіки Крим. 
У цих файлах, серед іншого, містяться унормовані 
назви областей, адміністративних районів, населених 
пунктів двома мовами (українською й англійською) із 
зазначенням підпорядкування відповідному району, 
географічні координати (широта і довгота), причому 
кожен із них має унікальний ID.
У статистичних даних, що містяться на сайті Вер-
ховної Ради України (http://static.rada.gov.ua/zakon/new/
NEWSAIT/ADM/zmist.html), для кожної області окре-
мо наведено «Відомості про райони, міста і селища 
міського типу», звідки можна дізнатися про рік при-
своєння населеному пункту статусу міста, селища місь-
кого типу тощо. Крім того, там сформований перелік 
перейменувань населених пунктів із 1986 р. та перелік 
пунктів, знятих з обліку після 1986 р. Тобто на підста-
ві названих офіційних джерел можна зібрати якщо не 
вичерпну, то принаймні достатню інформацію щодо 
сучасного адміністративного устрою країни.
Джерелом географічних даних про УРСР упро-
довж періоду 1917–1990 рр. можуть бути регіональ-
ні або республіканські довідники населених пунктів 
і архівні документи того часу. 
Джерелами відомостей про населені пункти 
та їхнє підпорядкування до 1917 р. можуть бути 
старі друковані довідкові видання, пам’ятні книжки 
й архівні документи. Зокрема, відомості про Поділь-
ську губернію Російської імперії можна зібрати 
у виданні 1893 р. [23], яке містить, серед іншого, дані 
про назви повітів, міст, волостей, сіл, їхній тип (ста-
тус), підпорядкування. Відомості про адміністратив-
ний устрій Херсонської губернії можна знайти на веб-
сайті «Родове гніздо» (http://rodovoyegnezdo.narod.ru/
geografy.htm). Джерелом даних про перейменування 
може бути багатотомне сучасне видання «Зведений 
каталог метричних книг».
Загалом, джерела історичних географічних відо-
мостей для кожної області мають встановлюватися 
індивідуально представниками обласних архівів, 
залежно від регіональних особливостей. Після підбо-
ру джерел для збирання потрібної інформації можна 
переходити до наступного етапу.
Оскільки обсяг відомостей для введення на другому 
етапі (рис. 1) заповнення географічного блока даними 
в рамках країни загалом є досить значним, то саме його 
реалізація потребує чималих людських ресурсів і галь-
мує створення архівних ІПС, а тому потребує автома-
тизації. Для етапів 2 і 3 (рис. 1) підсистема підготовки 
даних містить модулі видобування інформації, іденти-
фікації даних та внесення відомостей до БД (рис. 2).
У модулі видобування даних для кожного джере-
ла відомостей створюється власний метод. Інформа-
ція з онлайн-реєстрів конвертується до електронних 
таблиць і опрацьовується засобами Microsoft Excel 
(видаляються зайві рядки та стовпці, заповнюють-
ся порожні комірки для підпорядкування районів 
та обласного центра). Додаються стовпці, необхідні 
для відповідності шаблону, який згодом буде імпор-
тований до БД. Окремі таблиці для кожної області 
можуть бути об’єднані в загальну таблицю. 
Наступним кроком є створення аналогічних 
таблиць, заповнення їх відомостями про переймену-
вання та зняття з обліку населених пунктів зі згадано-
го сайту Верховної Ради. Після цього матимемо три 
таблиці, які треба буде звести в одну на етапі іденти-
фікації даних, об’єднавши рядки, які стосуються тих 
самих населених пунктів.
Дані з вебсторінок видобувають на цьому етапі 
шляхом синтаксичного аналізу тексту. Приклад син-
таксичного аналізу фрагмента сторінки сайту «Родо-
ве гніздо», яка містить відомості про адміністратив-
ний склад Херсонського повіту Херсонської губернії, 
наведено на рис. 3. 
 
Рис. 2. Схема підсистеми підготовки даних для архівної ІПС
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Скановані копії друкованих видань, які містять 
чіткий машинописний текст, попередньо проходять 
розпізнавання засобами спеціального програмного 
забезпечення, зокрема програмою Abbyy FineReader, 
результатом якого є текстовий документ із неструк-
турованими даними. Наступним кроком є вичищен-
ня розпізнаного тексту від шуму – зайвих пробілів 
та сторонніх символів, розривів сторінок тощо.
Далі інформація видобувається завдяки проведен-
ню синтаксичного аналізу тексту. Зокрема, перелік 
населених пунктів Подільської губернії містить текст, 
поданий у такому форматі: на початку кожного абзацу 
вказана назва населеного пункту, а в дужках подана 
альтернативна назва, яка супроводжується словами 
«тожъ» або «иначе», після коми вказано тип населе-
ного пункту, далі вказується в родовому відмінку, до 
якого повіту і волості належить населений пункт (усе 
відокремлюється комами із пробілами). 
Найскладніше видобування даних із рукописних 
джерел, якими є багато архівних документів. Для 
успішного видобування таких даних необхідна зазда-
легідь створена та натренована нейронна мережа для 
конвертації рукописного тексту (з урахуванням регіо-
нальних мовних особливостей) до текстового файлу, 
що далі аналізується аналогічно до попереднього.
Суттєво, що відомості про підпорядкування, які 
потраплять до таблиці за такого підходу до заповне-
ння даних, мають дискретний характер і зазвичай не 
містять визначених часових меж. Тому доцільно для 
кожного джерела задати як такі межі принаймні рік, 
до якого належить джерело, а далі розширити межі за 
можливості під час ідентифікації. 
Залежно від джерел відомостей, імовірно, до 
таблиць потраплять не всі історичні та народні назви 
населених пунктів. За можливості варто додати їх до 
таблиці вручну, переклавши трьома мовами. Аналогіч-
но треба зробити з підпорядкуваннями, які не потрапи-
ли до таблиці через недосконалість вибраних джерел. 
Не обов’язково встановлювати абсолютно всі варі-
анти історичних підпорядкувань, здебільшого достат-
ньо вказати одне підпорядкування до 1917 р., одне чи 
декілька – часів УРСР, а також сучасне. Однак непри-
пустимо для спрощення підпорядковувати населені 
пункти безпосередньо губерніям і областям, якщо 
вони насправді підпорядковувалися повітам або райо-
нам. Варто також звернути увагу на підпорядкування 
дрібних селищ волостям (зазвичай ця інформація міс-
титься в дореволюційних списках населених пунктів).
Після виконання модуля видобування даних 
матимемо певну кількість таблиць, у яких міститься 
окремо інформація про адміністративний устрій до 
1917 р., часів УРСР та сучасний. Якщо відомості про 
сучасний стан із реєстру можна одразу занести у БД, 
то історичні дані мають обов’язково пройти попере-
дню ідентифікацію.
Модуль ідентифікації даних призначений для 
встановлення тотожності населених пунктів, відо-
мості про які здобуті з різних джерел у різні моменти 
часу. Головною метою цього модуля є встановлення 
тотожним населеним пунктам однакових значень ID. 
У разі наявності джерел різними мовами (наприклад, 
українська та російська або українська та польська) 
бажано заздалегідь перекласти всі назви цими мова-
ми і зберегти їх в одній таблиці. Спочатку варто про-
вести автоматичну (програмну) ідентифікацію насе-
лених пунктів, для яких зібрано відомості про пере-
йменування. Ще одну частину даних можна іденти-
фікувати програмними засобами, зіставляючи назви 
 
Рис. 3. Приклад синтаксичного аналізу тексту вебсторінки
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і підпорядкування, за умови, що заздалегідь встанов-
лене відношення між губерніями й областями, проте 
це можливо лише для унікальних і малопоширених 
назв. Решту даних доведеться ідентифікувати за без-
посередньої участі людини (зазвичай спеціаліста-
краєзнавця або архівіста). 
Залежно від підбору джерел даних, імовірно, у табли-
ці, до якої буде зведено всі відомості, все ще залишиться 
чимало незаповнених комірок. Відомості, які критично 
необхідні, але досі не потрапили до таблиці, доцільно 
ввести вручну (якщо вони відомі фахівцям).
Модуль внесення даних до географічного блока 
БД передбачає імпорт csv-файлів і рознесення відо-
мостей у відповідні таблиці. Реалізується таке або 
безпосередньо у БД за допомогою SQL (збережених 
процедур), або ззовні бази засобами php, Node.JS 
тощо. У коді має бути обов’язково закладено перетво-
рення текстових назв районів, областей та країн на 
відповідні ID. Має забезпечуватись цілісність даних 
і зв’язність із контентом, який уже міститься у БД. 
Для кожної пари населених пунктів, якщо задані їхні 
географічні координати і це передбачено структурою 
БД, треба обчислити відстань за формулою [24]:
( )( ) ( )( )
( )
2 2
2 1 2 1 2
1 2 1 2
cos  sin  cos   sin  sin  cos  cos
arctan
sin  sin  cos   cos  cos
ϕ ∆λ + ϕ ϕ − ϕ ϕ ∆λ
∆σ =
ϕ ϕ + ϕ ϕ ∆λ
, (1)
де λ1, φ1 і λ2, φ2 – географічні широта і довгота 
в радіанах двох точок 1 і 2;
Δλ і Δφ – їхні абсолютні різниці;
Δσ – центральний кут між ними. 
Кожна з пар населених пунктів (A, B) має згадува-
тися лише один раз: (A, B) або (B, A).
Після виконання всіх зазначених етапів база 
даних буде заповнена країнами, областями, губерні-
ями, округами, районами і повітами, історичними до 
1917 р., сучасними пунктами України, їхніми назвами 
в минулому та (можливо, частково) історичними варі-
антами їхнього адміністративного підпорядкування 
з дискретними часовими межами. 
Після заповнення географічного блока має відбу-
тися процес географічного маркування записів архів-
ної бази. Цей аналіз даних також можна довірити про-
грамі: система буде шукати в назвах фондів і справ 
повнотекстові збіги географічних назв із даними, що 
містяться у створеному географічному блоці, та про-
понувати варіанти для прив’язування справ, зокрема 
й залежно від назви фонду та часових меж докумен-
тів. Проте остаточний вибір локалі для маркування 
все одно має залежати від людини.
ВИСНОВКИ
У роботі досліджено можливість автоматизації 
процесу підготовки даних для заповнення географіч-
ного блока архівної інформаційно-пошукової сис-
теми, що використовує відомості з державних реє-
стрів, друкованих довідкових видань, архівних справ 
та інтернет-ресурсів і мінімізує витрати часу архівіс-
тів на введення даних про адміністративні одиниці 
та їхнє підпорядкування. Запропоновано підсисте-
му для підготовки даних, яка складається з модулів 
пошуку джерел інформації, видобування даних, іден-
тифікації даних, внесення інформації до БД. У під-
системі вирішено автоматичне виконання досить зна-
чного обсягу роботи, без ручного введення даних. 
Проте роль архівістів і краєзнавців у цьому процесі 
є також важливою, оскільки частина роботи (пошук 
джерел та коригування помилок) виконується вручну.
У рамках дослідження було автоматизовано під-
готовку набору географічних даних, апробовано її на 
прикладі Миколаївської області України. Запропоно-
ваний алгоритм дозволить автоматизувати заповне-
ння географічного блока даними інших регіонів для 
використання в регіональних тематичних архівних 
базах даних і в загальнодержавній архівній інформа-
ційно-пошуковій системі.
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