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Abstract—This paper proposes a food image classification
method using local textural patterns and their global structure
to describe the food image. In this paper, a visual codebook of
local textural patterns is created by employing Scale Invariant
Feature Transformation (SIFT) interest point detector with the
Local Binary Pattern (LBP) feature. In addition to describing
the food image using local texture, the global structure of the
food object is represented as the spatial distribution of the
local textural structures and encoded using shape context. We
evaluated the proposed method on the Pittsburgh Fast-Food
Image (PFI) dataset. Experimental results showed that the
proposed method could obtain better performance than the
baseline experiment on the PFI dataset.
Keywords-Local binary pattern; shape context; food classifi-
cation
I. INTRODUCTION
There is increased attention being paid to the nutritional
value of the food intake of human populations around the
world. This is largely due to the high cost of providing
health care and the drain on national economy resulting
from diseases caused by unhealthy nutrition. Furthermore,
there is a need for data collection in order to measure
nutritional value of dietary and supplement intake in health
studies and treatment. Accurate and passive acquisition of
dietary data from human populations is essential for a
better understanding of the etiology and the development
of effective health management programs.
Conventionally, this task has been conducted manually
through self-reports. Despite widespread use of question-
naires and structured interviews, numerous studies have
revealed that data obtained by self reporting seriously un-
derestimates food intake, and thus do not accurately reflect
the habitual behaviour of individuals in real life [1], [2].
In addition, the practicality of manually acquiring large
datasets is diminished because of the labour intensity of
the exercise and further compounded by the inaccuracy
generally associated with this mode of data collection.
The above-mentioned considerations have motivated the
use of computer vision and image processing approaches to
improve the accuracy of food intake reporting by developing
automated food recognition systems [3]. Such systems are
beneficial to the researchers but also provide a convenient
way for people to estimate the nutritional and calorific
value of their food intake. The main aim of this paper is
Figure 1. Some examples of the PFI dataset [7].
to develop a robust food image classification method. The
proposed classification algorithm is inspired by the Bag-
of-Word (BoW) approach originated for text classification
[4]. However, in this paper, the spatial information of the
codewords is considered and represented using shape context
[5]. In addition, we employ the local binary pattern (LBP)
originally developed for texture classification [6] to encode
the local textural structures (codewords) of the food images.
The classification accuracy of the proposed method was
evaluated on the Pittsburgh Fast-Food Image (PFI) dataset
[7]. The generation of this dataset was a collaborative
effort of Intel Labs Pittsburgh, Carnegie Mellon University
and Columbia University and was published in late 2009.
Indeed, it is considered as the first mature dataset in food
domain with a huge collection of visual data to facilitate
research in automated food recognition. The dataset contains
three instances of 101 foods from 11 popular fast food
chains; with images and videos captured in both restaurant
conditions and controlled lab setting. Some examples of the
PFI dataset are shown in Fig. 1.
The rest of the paper is organized as follows. Section II
reviews the related work in this area. Sections III and IV
respectively present the basic concepts of LBP and shape
context descriptor, which are the key techniques we used
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to analyse local texture feature and spatial information.
Section V presents the proposed food image classification
method. Experimental results along with comparative anal-
ysis are presented in Section VI. Section VII concludes the
paper and discusses further work.
II. RELATED WORK
As presented in the introductory section, automatic food
recognition is a contemporary research topic. It would
appear that available object recognition and classification
techniques with minor modifications can be applied to food
recognition and classification. However, it does not seem
that the problem of food recognition is simply a test case
of object recognition. The results obtained in a number of
food recognition and classification methods proposed in the
literature provide evidence. Food objects with possible vari-
ations in appearance (color, texture, shape) and viewpoints
make the problem of food recognition and classification
challenging in practice. Therefore, in this section, rather
than review object recognition and classification methods,
we limit the literature review to food recognition and clas-
sification techniques.
Generally speaking, food recognition and classification
methods can be categorized based on food image repre-
sentation using color, texture, or shape features. For color
information, color histogram is commonly used to describe
the food image. For example, Chen et al. [7] employed a
64-bin RGB color histogram (i.e. 4 × 4 × 4 bins for three
components Red, Greed, Blue) to represent the food image.
Each pixel in the food image was then mapped to its closest
bin in the histogram to generate a 64 dimensional image
representation for that food image. The 64-dimensional
feature vectors of all training food images were finally used
to train a SVM classifier for food recognition.
For texture information, Gabor texture features of local
regions of 3×3 and 4×4 with several scales and orientations
were employed in the work of Joutou and Yanai [8]. In this
paper, 24 Gabor filters with four scales and six orientations
were used. The 24 Gabor filters were applied on each local
region and the average filter responses within the block
were computed to obtain a 24-dimensional texture feature
vector for each block. Similar to the color histogram, the
24-dimensional vectors of all blocks were concatenated to
create a richer and higher dimensional feature vector for
each food image.
An example of the the application of shape information
is the work of Pishva et al. [9] in which, based on the
observation of the bread image, they analyzed the size
(counted as the area) and shape (represented by the ratio
of the difference between the major and minor axes to their
sum) of the bread objects for bread classification. However,
this method requires the knowledge of the size and shape
of the food object and may not be generally applicable. For
example in a multi-food classification and recognition task
the food objects may occlude each other and in general their
shape may not be persistent.
To exploit the advantages of each type of features, some
methods have combined different types of image features
in defining the feature vectors. For example, in [8] color
histogram, Gabor texture features, and bag of SIFT features
(which will be presented later) were employed to train a
multiple kernel learning (MKL) SVM classifier (a sub-kernel
was assigned to each type of image features). The optimal
combined kernel was obtained by estimating the weights by
the MKL method. We note that in [9], in addition to the
use of bread’s shape, color and texture were also applied to
enhance the recognition performance.
The methods we have described so far represent the entire
food image by feature vectors and would be referred to as
global approach. On the other hand, local methods describe
the food image by its components. Compared with the global
approach, the local approach could provide a more compact
and discriminative description and representation of food
objects.
One issue with local methods is how to identify the com-
ponents of a food object image. Another concern is that these
components need to be invariant under the transformations
and various viewpoints that are normally encountered in
the practice of food recognition and classification. SIFT
(Scale Invariant Feature Transform) interest point detector
introduced by David Lowe [10], [11] has been considered as
an appropriate solution for this purpose due to the following
reasons. First, the interest points detected using SIFT are
local features with high informative content. Second, they
are stable under local and global perturbations in the image
domain. In particular, SIFT feature is invariant to image
scale and rotation, and has been shown to provide robust
matching across a substantial range of affine distortion,
change in 3D viewpoint, addition of noise, and change in
illumination.
An example of using SIFT feature for food recognition in
video is the work of Wu and Yang [1]. In this work, SIFT
was used to extract the interest points and their local regions
which were considered as the components of the food object.
The recognition proceeded frame-by-frame by matching
individual SIFT features from a newly acquired food image
to a database of pre-trained features similar to matching
keypoints SIFT descriptors [11]. The performance was then
improved by employing different matching schemes.
Since food object can appear in images with complicated
and cluttered backgrounds, some SIFT features will repre-
sent the background regions and thus are less discriminative.
To reduce those irrelevant SIFT features while maintaining
important features, the Bag-of-Features (BoF) approach has
been used in [8], [7]. This approach is inspired by the Bag-
of-Words (BoW) approach originated for text classification
[4]. However, in the BoF approach the codewords are
represented by the image features (SIFT feature in this case).
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Figure 2. An illustration of the LBP descriptor.
Similar to the BoW, the basic idea of the BoF approach
is to represent each image as a histogram of occurrence
frequencies defined over a discrete vocabulary of features
and then to use the histogram as a high-dimensional vector
in a conventional discriminative framework, e.g. classifiers.
III. LOCAL BINARY PATTERN (LBP)
Local binary pattern (LBP) is an effective technique to
describe local texture feature [6] and has been successfully
applied in a wide range of applications including texture
classification [12], object recognition [13] and detection
[14], [15], [16]. Fig. 2 represents an example of the LBP
in which the LBP code of the center pixel (in red color
and value 20) is obtained by comparing its intensity with
neighbouring pixel intensities. The neighbour pixels whose
intensities are equal or higher than the center pixel’s are
labeled as ”1”; otherwise as ”0”.
We adopt the following notation. Given a pixel c =




s(gp − gc)2p (1)
where p is a neighbour pixel of c and the distance from
p to c does not exceed R. gp and gc are the gray values
(intensities) of p and c respectively. Furthermore,
s(x) =
{
1, if x ≥ 0
0, otherwise.
In (1), R is the radius of a circle centered at c and P is
the number of sampled points. For example, in Fig. 2, R
and P are 1 and 8 respectively. The following are important
properties of the LBP descriptor.
Uniform and non-uniform LBP. Uniform LBP is defined
as the LBP that has at most two bitwise transitions from 0 to
1 and vice versa in its circular binary representation. LBPs
which are not uniform are called non-uniform LBPs. As
indicated in [6], an important property of uniform LBPs is
the fact that they often represent primitive structures of the
texture while non-uniform LBPs usually correspond to un-
expected noise structures and hence are less discriminative.
Scanning a given image in pixel-wise fashion, LBP codes
are accumulated into a discrete histogram called LBP his-
togram. It is easy to see that the number of LBPP,R his-
togram bins is 2P . However, the dimensionality of the LBP
histogram can be reduced by casting all the non-uniform
LBPs into one bin. Two given images can be compared by
measuring the similarity between their two LBP histograms.
A number of measures can be used for histogram compari-
son: χ2-distance, Lp distance, Bhattacharyya distance, etc.
IV. SHAPE CONTEXT
Shape context as a descriptor, was proposed by Belongie
et al. [5] and has been successfully used in various shape
matching and object recognition tasks. Shape matching using
shape context is a variant of the conventional Hausdorff
matching which employs the Hausdorff distance to measure
the similarity between two shapes.
Figure 3. (a) and (b) are the sampled edge points of the two shapes. (c)
is the diagram of the log-polar bins used to compute the shape context, 5
bins for log r and 12 bins for θ. (d),(e), and (f) are example shape contexts
for reference samples marked by different symbols in (a) and (b). (d) is the
shape context for the circle, (e) is that for the diamond, and (f) is that for the
triangle. Notice that dark intensity represents high value of the histogram
[5].
To extract the shape context at a point p, the vectors
connecting p to all the other points are computed. For each
point p, a histogram of the relative coordinates determined
by the length r and orientation θ of the remaining points
is created. To make the histogram more sensitive to nearby
points (rather than farther away points), the histogram is
represented in log-polar space. The shape context of each
point is then created by flattening and concatenating all bins
of the histogram. Fig. 3 shows an example of the shape
contexts of two different variants of the letter ’A’. As can
be seen in Fig. 3, the shape contexts of (d) and (e) are similar
since they represent the two corresponding points.
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Figure 4. Left and right image represent two different objects with the
same BoW histogram. Notice that the pentagons and circles represent the
codewords.
The matching of the shape contexts of two shapes is con-
ducted by determining the correspondences between pairs
of points on the two shapes so as to minimize the total cost
of matching. A typical matching cost at a pair of points is
computed using the χ2-distance and the optimization can be
performed by using the shortest augmenting path algorithm.
V. PROPOSED METHOD
The proposed method is motivated by the Bag-of-Words
(BoW) approach [4]. In particular, we used the SIFT detector
to locate the local structures and created a visual codebook
of these local structures to describe the object of interest
(food in this case). However, in contrast to the approach
adopted in [7], [8], [1], (i.e. the use of SIFT descriptor), we
employed the LBP to encode the local textural structures of
the food images. The LBP has advantages in describing the
objects for recognition and classification. It is robust under
illumination changes, simple to compute, and discriminative
in classification.
Another novelty introduced by the proposed method is
the exploitation of the spatial relationship between the code-
words. In [7], [8], the spatial information of the codewords,
which may have special meaning in practice, were totally
ignored. As shown in Fig. 4, the left and right images repre-
sent two different structures but the frequency of codewords
(icons) in both structures are similar. In this paper, the spatial
relationship between codewords represents the global struc-
ture of the food object described using shape context [5]. As
indicated earlier, shape context is robust under deformations
and transformations. The proposed method comprises two
procedures, namely, training and classification and they will
be presented in the following sections.
A. Training
The main aim of the training procedure is to create the
visual codebooks of local textural structures and learn their
spatial relationship using shape context. Assume that we
have a number of images containing the food objects. For
each training image, the SIFT detector [11] is invoked to
detect the interest points. For each interest point, the LBP
histogram with P = 8 and R = 1 of a local image patch cen-
tered at that interest point is then computed and normalized
Figure 5. Some examples of using SIFT to locate the codewords (best
viewed in color).
using the L1 norm. Subsequently, the LBP histograms of
all interest points of the training images are clustered using
a K-means algorithm in which the similarity between two
histograms is measured using the Bhattacharyya distance
(see Eq. (6)). This step results in a codebook in which
codewords are the image patches nearest to the cluster
means. Fig. 5 shows some examples of using the SIFT to
detect interest points; different codewords are represented
by different colours.
Some codewords might not be sufficiently discriminative
to represent a certain category of the food. Thus a codeword
filtering step is initiated so that we can keep typical and
important codewords to characterize all food categories.
Specifically, for each category Ci and codeword wij , we
compute the relative frequency of assignments of wij to
Ci, i.e. f(wij |Ci), and not to Ci, i.e. f(wij |NonCi). The
histograms of frequencies, (respectively, for the assignments
inside and outside the category), can be considered as the
conditional distributions of the codeword given category








where φ is a predefined threshold and Ci is some food
category. The code word filtering step yields a general
codebook W = {W1,W2, ...,WN} including N category
codebooks corresponding to N food categories. Each cat-
egory codebook Wi, i ∈ {1, .., N} can contain different
number of codewords Wi = {wi1, wi2, ...}.
In addition to generating the codebooks, the spatial re-
lationship between codewords needs to be learned. This
process can be performed as follows. For each category
codebook Wi of the category Ci, we re-examine all food
images belonging to that category (assume that all food
images are labeled with the corresponding categories). Given
a training image of the category Ci and its interest points
generated using SIFT detector, considering every codeword
wij ∈ Wi as a point on a shape, the best matching interest
point of wij and its location on that training image can be
determined as in Eq. (4).
Similar to [5], the shape context at a codeword is created
as the histogram of the relative coordinates from that code-
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Figure 6. Different pictures of a donut, each has three visual codewords
marked by a circle (best viewed in color).
word to the remaining codewords. Notice that these shape
contexts are defined for one training image. Training the
whole dataset of the images of the category Ci, the shape
context at a codeword wij is then considered as the mean
(histogram) of all shape contexts at that codeword calculated
on all images of the category Ci. Since each codeword is
represented by a histogram of the LBPs, the value of each
bin of the mean histogram can be obtained by averaging the
values of all LBP histograms at that bin. Note that not all
codewords can be found in every training image; the shape
contexts at those missing codewords can be simply filled
with 0s for all bins.
Fig. 6 shows two different pictures of a donut. Each
codeword is represented as a coloured point. As shown in
Fig. 6, the relative spatial information of the codewords is
useful for determining the correspondences between code-
words. In order to make the spatial distribution of the
codewords invariant under the relative changes of location
of codewords, instead of computing the absolute value of
the orientation θ between two codewords (compared with
the x-axis), we calculate the relative orientation of the
vector connecting a codeword to the center location of all
codewords belonging to the same object category.
B. Food Classification
Let I denote the image containing an instance of the
food object and F = {C1, C2, . . . , CN} be the set of food
categories. The matching cost between I and food category
Ci is denoted as C(I, Ci). The problem of food classification
then becomes finding the best matching C∗i so that,
C∗i = arg min
Ci∈F
C(I, Ci) (3)
We now present how to compute C(I, Ci). Let Wi denote
the category codebook of a food category Ci and E =
{e1, e2, . . .} denote a set of the image patches located at
interest points in I obtained using SIFT detector [11]. For
each codeword wij ∈ Wi, its best matching image patch
e(wij) can be determined as,
e(wij) = arg max
e∈Êwij
ρ(wij , e) (4)
where Êwij is a set of image patches of I which have
the best matching codeword wij (i.e. Êwij ⊂ E). This is
computed as,
Êwij = {e ∈ E|wij = arg max
wil∈Wi
ρ(wil, e)} (5)
where ρ(wil, e) represents the similarity between the code-







In Eq. (6), B is the number of LBP histogram bins; wil(b)
and e(b) are the values of the LBP histograms of wil and e
at the b-th bin.
The above step is done for all codewords wij of the food
category Ci to result in a set of image patches e(wij).
Considering the set of image patches e(wij) as the first
shape and all codewords wij of the food category Ci as
the second shape, the shape contexts of e(wij) and wij ,
denoted as se(wij) and swij , can be obtained as described
in section V-A. Notice that these shape contexts are related
only to the spatial information of e(wij) and wij . The cost
of matching e(wij) and wij is defined as,
∆ij = δ(se(wij), swij )[1− ρ(wij , e(wij))] (7)
where δ(se(wij), swij ) denotes the matching cost between
the two shape contexts se(wij) and swij . Similar to [5], this
matching cost can be computed as,






se(wij)(k) + swij (k)
(8)
where |Wi| represents the number of codewords of the food
category Ci.
Given the set of costs ∆ij between all pairs of e(wij) and





By using shape context to represent the relative spatial
relationship between codewords, the proposed method can
accommodate deformations and transformations in the shape
of food objects. In addition, the proposed method does not
require all codewords to appear in a given food object image
to be classified. Thus, it is robust even when the SIFT
interest point detector does not work well, as may be the case
in the challenging conditions such low illumination. Finally,
by using multiple codebooks for different types of food, the
proposed method can provide a compact and discriminative
description for food objects.
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VI. EXPERIMENTAL RESULTS
The proposed method was evaluated on the PFI dataset
created by Chen et al. in [7]. This dataset contains a total
of 4,545 still images, 606 stereo pairs, 303 360-degree
videos for structure from motion, and 27 privacy-preserving
videos of eating events of volunteers. Some examples are
shown in Fig. 1. In addition to providing a huge database of
food images with labeled categories, two food classification
baseline methods are also provided in [7]. The two baseline
experiments can be summarized as follows.
Baseline 1: Colour Histogram + SVM Classifier.
Colour histogram is employed in which a standard RGB
3-dimensional histogram is quantized with four levels per
channel. Each pixel in the image is mapped to its closest cell
in the histogram to generate a 64-dimensional representation
for each image.
Baseline 2: Bag of SIFT Features + SVM Classifier.
SIFT interest point detector [11] is employed to identify a
sparse set of ‘key points’ or locations at which descriptors
should be computed. These key points are localized both in
scale and space. At each of the key points identified by SIFT,
an image patch is extracted and its 128-dimensional SIFT
feature is computed (similar to the work in [11]). These
image patches are quantized into a 1000-word vocabulary
using a K-means clustering algorithm. For an input image
containing a food object, a 1000-dimensional feature vector
is obtained by counting the frequency of all 1000 codewords.
The feature vector is called ’bag of SIFT features’ and then
used to train a SVM classifier.
In the result of the baseline experiments (shown in Fig. 9),
one can see that SIFT baseline often outperforms the color
histogram (4 of 6 cases). Notice that SIFT baseline also
gives the higher accuracy compared with the color histogram
baseline even in the case of salads, where one would expect
the colors to have significant advantage. It is probably due to
how SIFT descriptor somehow represents the object’s shape.
However, it is interesting to see that even some categories
that seem visually distinctive are recognized with lower
accuracy than expected.
Based on the given labeled food categories, we separate
the training and test data samples so that no instance of a
food item appears in both the training and test set as in
[7]. The performance of the proposed method is shown in
Table. I. It can be seen that the sandwich category achieves
the highest accuracy, while the meat category is of lowest
accuracy. One possible reason might be that the meat cate-
gory usually has smaller food items and their surfaces are
less diverse, which leads to fewer interest points. Therefore,
the shape contexts become less stable and discriminative.
Since this paper proposes the use of LBP to describe
the local textural structures and shape context to represent
the relative spatial distribution of those local structures, we
verified the importance of both of these cues. In particular,
Figure 7. Comparison of using SIFT and LBP feature (best viewed in
color).
to evaluate the role of LBP, we re-implemented the method
proposed in the baseline 2 except that we replaced the SIFT
feature by LBP feature. The results of this experiment are
shown in Fig. 7. Generally speaking, LBP could slightly out-
perform SIFT when the overall performance is considered.
Figure 8. Comparison of using LBP and LBP + Shape Context (best
viewed in color).
We also verified the importance of the spatial information
of local structures represented using shape context. This
experiment was conducted by employing only the LBP for
generating the visual codebooks of all food categories and
combining with shape context to describe the food object
structure. The results are shown in Fig. 8. As can be seen




CLASSIFICATION PERFORMANCE OF THE PROPOSED METHOD
Category Accuracy






In addition to evaluating the performance of the proposed
method and its variants, we also compared the proposed al-
gorithm with other state-of-the-art food classification meth-
ods. Particularly, the two baselines with the benchmarks
in [7]: color histograms and bag of SIFT features were
employed for this purpose. The comparison between the
proposed method and these two baselines are shown in
Fig. 9. Through experiment, we have found that, for the
salads category, the accuracy of the proposed method was
78% which was 12% lower than that of the Bag of SIFT
feature baseline (baseline 2), but 12% better than using color
histogram (baseline 1). One possible reason is that salads
category contains different salads made from different food;
thus the texture feature may not outperform SIFT feature as
the texture of each food component may vary. But it outper-
forms color-based method from the observed results. Similar
situation is found in the meat category, i.e. the proposed
method keeps the middle position compared with baseline
1 and 2. However, the difference between the performance
figures was slight. In particular, for the meat category, the
proposed method achieved 52% accuracy while the baseline
1 and 2 achieved 56% and 47% accuracies respectively.
As described before, this might result from the stability of
shape contexts of meat category. With the remaining food
categories, the proposed method outperformed both of the
baseline 1 and 2.
VII. CONCLUSION
This paper presents a food image classification method
combining both local texture and global structure of the
food object. In this paper, we employed SIFT interest point
detector and local binary pattern (LBP) to locate and encode
the local textural structures of the food object while shape
context is used to represent the spatial constraints on the
distribution of these local structures. The robustness of the
proposed method was verified for food classification on
the Pittsburgh Fast-Food Image (PFI) dataset. The proposed
Figure 9. Comparison of the proposed method with the two baselines in
[7] (best viewed in color).
method was also compared with its variants and other state-
of-the-art food classification methods. Since the food images
can be captured from various viewpoints, developing view
invariant texture feature would be our future work. The
possibility of combining different type of features to improve
the recognition performance is also being pursued.
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