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RESUMEN 
En los campos de la Computación Gráfica y de 
la Visión por Computadora nos encontramos 
con dos desafíos importantes. En primer lugar, 
dentro del área de la Reconstrucción 3D, la 
recuperación de información de profundidad a 
partir de imágenes es una tarea laboriosa que 
requiere no sólo el análisis de características en 
las imágenes, sino también la correcta 
aplicación de las propiedades de la geometría 
de la perspectiva. 
Por otro lado, dentro del área de animación, 
conseguir una animación realista de humanos 
virtuales no es sólo una tarea sumamente 
compleja, sino que además, cualquier 
imperfección es altamente perceptible y 
produce el rechazo de quien lo observa. Es por 
esto que muchas aplicaciones utilizan capturas 
de movimientos para animar sus humanos 
virtuales.  
El objetivo general de esta línea de 
investigación consiste tanto en el estudio y 
análisis de técnicas de Reconstrucción 3D a 
partir de imágenes, como en el análisis de 
capturas de movimientos para identificar las 
principales características de los movimientos 
reales y modelar estos movimientos de manera 
que permitan ser reproducidos en la 
animaciones. 
Los trabajos se realizan dentro del VyGLab 
entre becarios y docentes investigadores de la 
Universidad Nacional del Sur. 
Palabras claves: Computación gráfica, Visión 
por Computadora, Reconstrucción 3D, 
Animación 3D, Mo-Cap. 
CONTEXTO 
Este trabajo se lleva a cabo en el Laboratorio de 
Investigación y Desarrollo en Visualización y 
Computación Gráfica (VyGLab) del 
Departamento de Ciencias e Ingeniería de la 
Computación, de la Universidad Nacional del 
Sur. Los trabajos realizados bajo esta línea 
involucran a docentes investigadores y 
becarios. 
La línea de Investigación presentada está 
inserta en el proyecto acreditado Análisis Visual 
de Grandes Conjuntos de Datos (24/N037), 
dirigido por la Dra. Silvia Castro y en el 
proyecto Análisis de Capturas de Movimientos 
para la Animación de Humanos Virtuales 
(24/ZN33) dirigido por la Dra. Dana Urribarri; 
ambos financiados por la Secretaría General de 
Ciencia y Tecnología de la Universidad 
Nacional del Sur. 
1. INTRODUCCIÓN 
Dentro de esta línea de Investigación se está 
trabajando en la reconstrucción 3D a partir de 
fotografías y en el análisis de Capturas de 
movimientos (Mo-Caps) para la animación de 
humanos virtuales 
1.1 Reconstrucción 3D 
La Reconstrucción 3D a partir de imágenes 
consiste en recuperar la información de la 
profundidad de la escena en cada uno de los 
puntos proyectados en el plano de la imagen 
(píxeles). Se trata de un área que ha recibido 
gran atención durante el siglo pasado y el 
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actual, en la cual se ha desarrollado el estudio 
de las relaciones geométricas entre las 
proyecciones de una escena a diferentes puntos 
de vista [17], pero que aún dista de ser un 
problema solucionado. 
En los últimos años, el campo de la Visión por 
Computadora se ha visto ampliamente afectado 
por los avances en las técnicas de Deep 
Learning (DL), especialmente por la aplicación 
de Redes Neuronales Convolucionales que han 
obtenido rendimientos superiores a las técnicas 
tradicionales en la amplia mayoría de los 
tópicos de interés del campo, como 
Clasificación de Imágenes, Detección de 
Objetos, Segmentación Semántica y 
Reconstrucción 3D, entre otros. La capacidad 
de estas redes para capturar características de 
las imágenes de diferentes complejidades sin la 
necesidad del diseño explícito por parte del 
humano las hace atractivas para la 
Reconstrucción 3D, donde la gran variabilidad 
de los datos visuales y su alta dimensionalidad 
(potencialmente millones de píxeles) dificulta 
dicho diseño. Varios trabajos relacionados han 
sido publicados en los que se entrena las redes 
para traducir una imagen a un mapa de 
profundidades [12, 13]. 
A pesar de su atractivo, una de las principales 
dificultades  en la aplicación del DL a la 
Reconstrucción 3D se encuentra en la 
necesidad de contar con un gran volumen de 
datos etiquetados con información de 
profundidad para supervisar el entrenamiento 
de estas redes. La obtención de estas etiquetas 
debe realizarse mediante sensores y/o en 
entornos controlados o sintéticos, y en muchos 
casos requiere un procesamiento manual antes 
de poder ser utilizadas por las técnicas de DL, 
haciendo que el volumen de datos no sea 
fácilmente escalable. 
De esto se desprende la necesidad de nuevas 
técnicas que permitan entrenar redes neuronales 
convolucionales con menor cantidad de datos, 
aprovechando el conocimiento geométrico 
desarrollado durante las últimas décadas, 
evitando el acercamiento naive que deja la 
totalidad de la tarea de la reconstrucción a las 
redes neuronales, esperando que no sólo 
aprendan características de las imágenes, sino 
también relaciones propias de la geometría de 
la perspectiva. 
1.2 Animación de Humanos Virtuales 
El análisis del movimiento humano (Human 
Movement Analisys, HMA) se refiere al análisis 
e interpretación de los movimientos humanos 
en el tiempo [1,3]. Durante décadas, fue un 
campo de investigación que atravesaba varias 
áreas: biología, psicología, multimedia, etc. En 
el campo de la visión por computadora, el HMA 
emergió gracias al video y a la aparición de 
sofisticados algoritmos de dominio público. 
Las tecnologías de Mo-Cap han agregado al 
HMA la posibilidad de analizar el movimiento a 
partir de una representación en 3D del 
esqueleto [14].Por otro lado, hoy en día, los 
ambientes sintéticos habitados por humanos 
virtuales (HHVV) son habituales en un 
sinnúmero de aplicaciones [6,15,16,18]. Sin 
embargo, crear un humano virtual (HV) es una 
tarea sumamente compleja. Dado que estamos 
acostumbrados a cómo luce hasta el último 
detalle de un humano, cualquier imperfección 
en el HV es altamente perceptible y produce el 
rechazo de quien lo observa [2,7,9]. La teoría 
del valle inquietante sostiene que cuanto más 
cerca se está de lograr algo artificialmente 
humano, mayor es el nivel de rechazo que hay 
en los observadores humanos [19]. 
Actualmente existen diversas técnicas para 
realizar animaciones interactivas en tiempo real 
[20]; éstas técnicas difieren en el trade–off que 
ofrecen entre la cantidad de control sobre el 
movimiento, la exactitud y naturalidad del 
movimiento resultante y el tiempo de cálculo 
requerido. Elegir la técnica adecuada depende 
de las necesidades de la aplicación. 
Es por esto que en muchas aplicaciones se 
utilizan Mo-Caps almacenados en bases de 
datos que posteriormente se trasladan a los 
modelos de HHVV para animarlos. Teniendo 
en cuenta que se debe almacenar una gran 
cantidad de Mo-Caps para obtener diversidad 
de movimientos y que estos pueden aplicarse 
solo en escenarios previamente planeados, 
surge la necesidad de contar con métodos 
alternativos para sintetizar humanos que se 
comporten naturalmente. Una estrategia 
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tradicionalmente empleada es la utilización de 
las capturas de movimiento conjuntamente con 
métodos algorítmicos; sin embargo estos 
últimos aproximan burdamente las restricciones 
físicas del cuerpo y del entorno y por lo tanto 
generan artefactos visuales e intersecciones 
entre los objetos.El movimiento del cuerpo 
humano se puede describir desde varios puntos 
de vista, por ejemplo el mecanismo del 
movimiento en el espacio y el tiempo, la 
expresividad cualitativa del movimiento, la 
trayectoria del movimiento en el espacio, el 
ritmo y la coordinación del movimiento, entre 
otras características.Lograr que los HHVV se 
muevan de manera aceptable es un desafío que 
requiere identificar las principales 
características de los movimientos reales y 
modelar estos movimientos de manera que 
permitan ser reproducidos en la animación de 
HHVV. 
Un mejor entendimiento de los factores que 
hacen al movimiento humano reconocible y 
aceptable es de gran valor en las aplicaciones 
que requieren realismo en los movimientos de 
los personajes virtuales [4,7]. La animación 
realista de un HV es un problema desafiante. 
Los procesos biomecánicos y fisiológicos que 
ocasionan el movimiento son difíciles de 
entender y replicar. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el contexto de esta línea de investigación se 
están realizando paralelamente los siguientes 
trabajos: 
 Reconstrucción 3D a partir de imágenes en 
tiempo real. 
 Análisis de Mo-Caps para la animación de 
humanos virtuales. 
1.1 Reconstrucción 3D 
Los desafíos más significativos que se plantean 
en el proceso de Reconstrucción 3D mediante 
técnicas de Deep Learning los constituyen: 
 La obtención tanto de la secuencia de 
imágenes como de la información de 
profundidad de cada píxel. 
 La variabilidad de iluminación/color de 
puntos correspondientes en imágenes desde 
distintos puntos de vista. 
 El entrenamiento de redes neuronales con 
volúmenes de datos limitados, que tengan la 
capacidad de predecir correctamente la 
profundidad de una escena nunca vista 
(generalización). 
 La asignación de información de color a los 
puntos reconstruidos, pese a cambios de 
iluminación en las distintas imágenes. 
 El diseño y desarrollo eficiente y usable del 
proceso de reconstrucción 3D en tiempo 
real. 
1.2 Animación de Humanos Virtuales 
En el contexto de animación de humanos 
virtuales, hay varias líneas de trabajo que es 
necesario atacar para enfrentar este desafío:En 
primera instancia es necesario contar con 
herramientas que permitan analizar 
comparativamente diferentes repeticiones de 
una secuencia de movimientos. Este análisis 
puede llevar a identificar secuencias 
correctamente ejecutadas, medir la experiencia 
de una persona realizando un movimiento, 
identificar cuáles son las falencias en la 
realización de una rutina, etc. Por otro lado, es 
necesario identificar las propiedades que, 
además de la trayectoria, hacen al movimiento 
humano. ¿Qué hace que dos rutinas que 
ejecutan la misma secuencia de movimientos se 
perciban de forma diferente?En cuanto a la 
animación de HHVV, contar con herramientas 
de comparación permite identificar cuáles son 
los puntos débiles de los movimientos 
sintéticos y tomar medidas para corregirlos. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
1.1 Reconstrucción 3D 
Esta línea de investigación explora la 
reconstrucción 3D de escenas continuas, donde 
se requiere la estimación de profundidad de 
cada uno de los cuadros que la constituyen. 
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El problema puede clasificarse como una 
regresión densa donde se estima, para cada 
píxel, su distancia respecto a la cámara. Para 
ello se han diseñado diferentes arquitecturas de 
redes neuronales convolucionales, partiendo de 
redes probadas en tareas de regresión por píxel 
[10, 11] y se ha supervisado su entrenamiento 
con diferentes datasets públicamente 
disponibles [5, 8].  
Hasta el momento, la estimación se ha 
realizado de manera independiente para cada 
cuadro, sin tener en cuenta la relación de los 
mismos en el tiempo. Se investigará la 
aplicación de técnicas de Deep Learning que 
permitan incorporar esta relación temporal, 
como la utilización de Redes Neuronales 
Recurrentes. El objetivo es aprovechar 
predicciones de cuadros previos en la secuencia 
de manera de predecir la profundidad de cada 
cuadro no sólo por la información presente en 
el mismo, sino también en su contexto. 
La correcta estimación de la profundidad en los 
cuadros de la secuencia representa un paso 
fundamental en la reconstrucción, modelado y 
posterior animación de la misma. 
1.2 Animación de Humanos Virtuales 
Esta línea de investigación se centra en el 
análisis comparativo de capturas de 
movimientos en el dominio específico del 
karate. 
En colaboración con el “Geometry and 
Graphics Group” del Departamento de 
Informática, Bioingeniería, Robótica e 
Ingeniería en Sistemas (DIBRIS) de la 
Universidad de Génova (www.unige.it), Italia, 
se han conseguido Mo-Caps de varios 
karatekas, tanto expertos como novatos, 
realizando la misma rutina de entrenamiento. 
Actualmente se logró acondicionar los datos 
para comenzar con los análisis comparativos: 
 Inicialmente, se han completado las 
capturas de movimiento. 
 Luego, las capturas se alinearon y 
normalizaron en el tiempo. De esta forma el 
análisis posterior es independiente de la 
altura de las personas y de la orientación 
con la se realiza la rutina. 
 Finalmente, se han alineado en el tiempo 
para evitar que pequeños desajustes en la 
velocidad de ejecución de la rutina incidan 
negativamente en la comparación. 
A partir de ahora se continuará analizando 
técnicas para, a partir de parámetros 
estadísticos, clusterización y  técnicas de Deep 
Learning como Recurrent Neural Networks y 
Convolutional Neural Networks entre otras, 
comparar las secuencias y distinguir 
automáticamente las secuencias realizadas por 
atletas expertos de atletas con niveles de 
experiencia menores. De esta forma se espera 
lograr un análisis comparativo de movimientos 
realizados por atletas expertos, intermedios y 
novatos. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En lo que concierne a la formación de recursos 
humanos se incentiva la incorporación de 
alumnos que deseen realizar su tesina o trabajo 
final de carrera en alguno de estos temas. Por 
otro lado, el Ing. Larregui está realizando su 
trabajo de tesis doctoral bajo la dirección de la 
Dra. Castro en el tema de Estimación de 
Profundidad en tiempo real mediante la 
utilización de técnicas de Deep Learning. 
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