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Abstract
We discuss numerical integration of smooth functions that are dened on a bounded or unbounded hyperrectangular
region. We present numerical results that demonstrate the wide range of applications for our recently invented method. In
addition, we survey theoretical results. In the fully symmetric case our method is a special fully symmetric rule. However,
we also have error bounds (not available for general fully symmetric rules) and the method also can be used if the weight
function is an arbitrary tensor product with dierent and=or nonsymmetric factors. c© 1999 Elsevier Science B.V. All
rights reserved.
1. Introduction
We discuss numerical integration of functions that are dened on a hyperrectangular and possibly
unbounded domain 
Rd. We focus on functions that have a certain degree of smoothness. We
present numerical experiments that demonstrate the wide range of applications for our recently
invented method. In addition, we survey theoretical results concerning error bounds and polynomial
exactness.
In moderate dimensions, say d65, product formulas are a reasonable choice. The corresponding
knots form a grid in 
, and a product formula can easily be implemented if the knots and weights
of the one-dimensional rules are at hand. However, due to the exponential growth of the number
of knots, product formulas cannot be used in large dimensions.
Among the most popular methods in large dimensions are lattice rules, low discrepancy methods,
and Monte Carlo (randomized) methods, see [21,32,20]. On the other hand, interpolatory methods
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seem to be less often used. One major exception is the class of fully symmetric rules for fully
symmetric tensor product weight functions. These formulas were studied by Lyness [16], McNamee
and Stenger [19], Genz [12], Cools and Haegemans [5], Genz and Keister [14] and other authors.
We will demonstrate in this paper that certain interpolatory methods are very competitive even for
higher dimensions, say d=10. In the fully symmetric case our method is a special fully symmetric
rule. However, our method can also be used if the weight function is an arbitrary tensor product
with dierent and=or nonsymmetric factors.
Assume that the integrand is smooth, possibly very smooth. This means that certain high order
derivatives exist and have a small norm. The known low discrepancy methods and Monte Carlo
methods can use the smoothness only up to a certain degree, i.e., order of derivative. In contrast,
our method is almost optimal for many dierent classes of smooth functions, including all classes
Ck(
), see Section 3. This optimality is conrmed by numerical results. For periodic functions
suitable lattice rules enjoy similar optimality properties. For most applications, however, one has to





1      
d;
where 
lR denotes a possibly unbounded interval for l=1; : : : ; d. Hence, 
 is a hyperrectangular
domain in Rd. Furthermore, let
%(t) = %1(t1) : : : %d(td)
denote a weight function on 
 that is of tensor product form. For simplicity we assume that all
d-variate polynomials are integrable with respect to %. We do not require any kind of symmetry
for %.





f(t)  %(t) dt




f(t)  %l(t) dt:
A product formula Ui11 ⊗    ⊗ Uidd is based on a grid in 
. The Smolyak formulas A(q; d) are
linear combinations of product formulas with the following key properties. Only products with a
relatively small number of knots are used and the linear combination is chosen in such a way that
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 (Ui11 ⊗    ⊗ Uidd );
where q>d. Here jij= i1 +   + id. Henceforth, we use
n= n(q; d)
to denote the total number of knots that are used by A(q; d).
Numerical integration with the Smolyak construction was already studied in [33]. Other papers
include Baszenski and Delvos [1], Bonk [2], Delvos [6], Genz [10,12], Genz and Keister [14], Lyness
and Sloan [17], Paskov [26], Ritter et al. [29], Temlyakov [35], and Wasilkowski and Wozniakowski
[37]. In some of these papers the stress is on the numerical integration of periodic functions.
We use formulas Uil with the following properties (A), (B), and (C), though in some cases it is
also sensible to modify these conditions:
(A) The number mi of knots that are used by Uil is given by
m1 = 1 and mi = 2i−1 + 1
for i> 1.
(B) The formula Uil is exact for all univariate polynomials of degree mi − 1.




Here kUilk1 denotes the sum of the absolute values of the weights of Uil .
Due to (B) the weights of Uil are uniquely determined by the respective knots. By (A), the
numbers n(k + d; d) are only polynomially growing in the dimension d. Properties (A) and (B)
yield a high polynomial exactness of A(q; d). Clearly (C), holds if all formulas Uil use pos-
itive weights. Properties (A){(C) yield almost optimal error bounds for many function
classes. If the focus is on polynomial exactness alone, then property (A) should be modied, see
Section 8.
Let us stress that we have an explicit formula for our rule A(q; d) that easily can be implemented
if the univariate formulas Uil are known. It is not necessary to solve linear or even nonlinear systems
of equations.
Assume that 
 is compact. In this case, Novak and Ritter [22,23] suggest formulas that are based
on Chebyshev knots of the second kind. If %l = 1 then Uil is a classical Clenshaw{Curtis formula.
The resulting method A(q; d) was implemented and tested by Steinbauer [34]. For arbitrary weights
%l we obtain possibly dierent formulas Ui1; : : : ; U
i
d all using Chebyshev knots of the second kind.
If there is a p> 1 such that %l 2 Lp for all l then (C) is always true for these knots, see Sloan
and Smith [31].
Chebyshev knots of the second kind lead to imbedded formulas Uil and A(q; d) due to (A).
This property is important because of several reasons. The number of points that are used by
A(q; d) is reduced since dierent grids have many common points. Furthermore, weights of dierent
sign at common points partially cancel, which leads to better stability properties. Finally, stopping
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rules can be eciently implemented, see Section 7. Let us look at the 2561 knots that are used
by A(10; 3).
In Sections 5{7 we report on numerical experiments for compact domains 
 and A(q; d) being
built of classical Clenshaw{Curtis formulas. In Sections 8 and 9 we discuss other univariate formulas




We summarize basic properties of A(q; d), which are shown in Novak and Ritter [22,23]. In these
papers Chebyshev knots of the second kind are used. The same proofs apply, however, under the
more general assumptions (A){(C).
Let
R(q; d)(f) = I(f)− A(q; d)(f)
denote the error of A(q; d) for a function f.
1. Assume that 
 is compact. If f has bounded derivatives up to order r on 
 then
jR(q; d)(f)j= O(n−r=d  (log n)(d−1)(r=d+1)):
If f has a bounded mixed derivative f(r;:::; r) on 
 then
jR(q; d)(f)j= O(n−r  (log n)(d−1)(r+1)):
2. Let Vi denote the space of univariate polynomials of degree mi − 1. Then A(q; d) is exact onX
jij=q
(Vi1 ⊗    ⊗ Vid):
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3. The formulas A(q; d) have relatively small weights, since
kA(q; d)k1 = O((log n)d−1):
Property 1 shows that A(q; d) is universal, i.e., simultaneously optimal up to logarithmic factors,
on two dierent smoothness scales. The rst scale is dened by isotropic smoothness conditions,
while the second scale involves anisotropic smoothness and is related to partially separable func-
tions. The polynomial exactness of A(q; d) is further investigated in Novak and Ritter [24].
Frank and Heinrich [9] numerically compute the maximal error of A(q; d) on certain function
classes and compare it with the error of other methods.
4. The Genz functions
The testing package of Genz [11,13] is based on a collection of six families of integrands
f1; : : : ; f6 which are dened on [0; 1]
d. Each of these families is given a name or attribute as
follows:
1. OSCILLATORY: f1(t) = cos(2w1 +
Pd
i=1 citi),




i + (ti − wi)2)−1,




4. GAUSSIAN: f4(t) = exp(−Pdi=1 c2i (ti − wi)2),
5. CONTINUOUS: f5(t) = exp(−Pdi=1 cijti − wij),
6. DISCONTINUOUS: f6(t) =
(





Dierent test integrals are obtained by varying the parameters c=(c1; : : : ; cd) and w=(w1; : : : ; wd).
The parameter w acts as a shift parameter, and the diculty of the integrand is monotonically
increasing with the ci > 0.
5. A comparison of dierent methods
Extensive tests are reported in Sloan and Joe [32] for several cubature formulas in dimension
d = 5; 8, and 10. The methods ADAPT and COPY usually turned out to be the most successful
ones. Here ADAPT denotes an adaptive method that is due to Van Dooren and Ridder [36] and
modied by Genz and Malik [15]. Moreover, COPY denotes an imbedded sequence of lattice rule
that is due to Sloan and Joe [32].
Similar tests for A(q; d), based on Property (A) and the classical Clenshaw{Curtis formulas
are presented in Novak and Ritter [22]. This method is called NEW in that paper and also in
the following. It turns out that NEW produces excellent results if the dimension d is relatively large
and if the integrand is smooth. If the integrand has only a low degree of smoothness than other
methods are superior.
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In the following we present results for the test family OSCILLATORY in dimension d = 10.
These tests were done for the two levels of diculty (L = 1 and 2) that were proposed by Sloan
and Joe [32]. We suggest to further increase the diculty and dene two more levels L= 3 and 4.
The four levels of diculty are dened by
10X
i=1
ci = bL; (1)
where
L 1 2 3 4
bL 3.15 9.0 20.0 30.0.
Fifty numbers w2 [0; 1] and vectors c0 2 [0; 1]d are generated independently and uniformly dis-











for each level L of diculty. The integrals are computed with A(q; 10) with q = 13; : : : ; 18. The
corresponding number n of knots is 1581; 8801; 41 265; 171 425; 652 065, and 2 320 385. For any




of correct digits as the measure for the accuracy. Each of the gures shows the dependence of the
median on log10 n.
In addition to ADAPT, COPY, and NEW we also use a low-discrepancy method, namely the
generalized Faure sequence GF as provided in FINDER. The latter is a software system for com-
puting high dimensional integrals, see [28,25]. A low-discrepancy sequence is of interest due to the
following fact. For every partial derivative of order jj= k we have
f()(t;L) = f()(t; 1)  bkL:
The size of f(1;:::;1) is crucial in the error bound for low discrepancy methods. The performance of
ADAPT and COPY is also mainly aected by low-order derivatives. In contrast, small derivatives
of high order are favorable for NEW, see Section 3. Our results reect this type of dependence;
NEW performs extremely well for small values of bL but is outperformed for large values.
The results show that there is an extreme dierence between the dierent methods for smooth
functions (L=1 and 2) and a smaller dierence for not so smooth functions (L=3 and 4). Observe
that each plot has the same wide range (a factor 109) for the error, ranging from 0 to 9 correct
digits for L = 1; 2 and ranging from −3 to 6 for L = 3; 4. For the smoother functions the actual
number of correct digits was sometimes larger than 9. We decided, however, to cut the plots at this
limit 9 because for a larger accuracy we had diculties with rounding: all computations were made
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in C or C++ and we used the standard data type \double", which corresponds to a machine epsilon
2:2  10−16. Therefore, also the \correct" values of the integrals are rounded values and we could
not decide whether a computed result had 10 or 12 exact digits.
Low discrepancy methods, such as GF, perform well if the integrand has a low smoothness.
Interpolatory methods, such as NEW, have a high order of convergence and are therefore superior
for large n, say n>n0. Observe that n0 is small for L=1 and 2, while n0  104 for L=3. However,
n0  2:3 106 for L= 4.
We stress that all results are for dimension d = 10 and one cannot expect that the results are
similar for other values of d. Some of the methods require an exponential growth of the knots and
therefore are useless for d= 20 or 50.
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6. Rotated Genz functions
Many cubature formulas depend on the underlying Cartesian coordinates. Examples include low
discrepancy methods, ADAPT, NEW, and lattice rules like COPY. Hence, one might suspect that
formulas of the above type work particularly well for tensor product functions.
The Genz families 2, 4, 5, and 6 consist of tensor product functions. We use rotations to perturb
this property. A natural xed point is given by the vector w. We therefore consider functions
~fi(t) = fi(Q(t − w) + w)
for i = 2; 4; 5; 6 with orthogonal mappings Q on Rd.
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The exact computation of the integrals
R
[0;1]d
efi(t) dt is dicult. Hence, we only use successive
two-dimensional rotations, applied to disjoint pairs of variables. Then the integrals can be computed
by means of two-dimensional product formulas with sucient accuracy.
We made a number of numerical tests for the methods ADAPT, COPY, and NEW with somewhat
surprising results. All methods lose at most one correct digit in dimension d=10. Up to this small
dierence the results do almost coincide with the results in [22]. Further details are presented in
[30]. It seems interesting to extend experiments to higher dimensional rotations.
7. Stopping rules
On input  an automatic integrator should stop if an error of at most  is obtained for the rst
time. Clearly, one cannot achieve this goal for every function. Instead one tries to work well in
\most" cases. However, if additional properties of f are known, then one can construct stopping
rules that work for every such function. See [8] for the case of univariate functions having some
derivative of constant sign.
Let r denote the relative accuracy that is demanded by the user. In order to handle cases of small
or even zero integrals we also use a small absolute error bound a = 10−20, and we try to nd a
small q such that
jR(q; d)(f)j6a + r  jI(f)j:
We discuss a simple stopping rule for our algorithm, which is based on three consecutive values
A(q− 2; d)(f), A(q− 1; d)(f), and A(q; d)(f). We put
(q; d)(f) = jA(q; d)(f)− A(q− 1; d)(f)j
and use a criterion of the following form. We stop when the conditions
(q− 1; d)(f)6c1  a + c2  r  A(q− 1; d)(f)
and
(q; d)(f)6a + c3  r  A(q; d)(f)
hold for the rst time. Here c1; c2 and c3 are suitably chosen constants. We consider a stop at level
q to be successful if
1=10  (a + r  jI(f)j)6jR(q; d)(f)j610  (a + r  jI(f)j):
We have used the Genz families 1{4 in dimensions 5, 8, and 10 to determine good values of the
constants ci. It turned out that
c1 = 10; c2 = 800; c3 = 35
was a reasonable choice, which led to the following result. For every family and dimension the rule
worked successful in at least 34 of the examples.
To get better results we suggest to compute further approximations of I(f) from the same set of
knots that is used by A(q; d). This can be done, for example, by replacing some formulas Uil by U
j
l
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for some j< i. The simplest case would be the following. Take a cubature formula ~A(q; d) that is
based on the univariate formulas







i.e., Uq−d+1l is replaced by U
q−d
l . Now compare A(q; d) with ~A(q; d). Observe that these formulas
roughly use the same number of knots.
Stopping rules for the Smolyak method are also studied by Maerten [18].
8. Modications of the method
So far we have discussed formulas A(q; d) that are based on Chebyshev knots of the second kind.
The number mi of knots of the univariate formula Uil was dened in (A). There are several reasons
to consider also other univariate formulas as building blocks.
First, we discuss other selections of knots for the univariate formulas. Gaussian knots are useful,
in particular, in the noncompact case, i.e., if %l has an unbounded support. Moreover, they lead to
a better polynomial exactness in the nonsymmetric case, see [24]. Here symmetry means −t 2 
l
if t 2 
l and %l(t) = %l(−t) for every t 2 
l and l = 1; : : : ; d. However, the formulas A(q; d)
are no longer imbedded if Gaussian knots are used. Imbedded formulas with improved exactness
can sometimes be obtained by the Patterson method. If the integrand is periodic in xl then it is
reasonable to use the simple midpoint rule for this variable.
If all weigths %l are identical, it is possible to use the same formulas Ui in each coordinate, i.e.,
Ui = Ui1 =   = Uid: (2)
In the fully symmetric case, where all weights are identical and symmetric, it makes sense to use
symmetric rules Ui. Then the resulting A(q; d) is a fully symmetric rule. If, instead of (A), one
takes mi = 2i − 1 then the resulting fully symmetric rules are studied in [12,14]. The polynomial
exactness is improved if mi = 2i − 1, see also Novak and Ritter [24]. Genz [12] as well as Genz
and Keister [14] further improve the polynomial exactness by using Patterson extensions. However,
general error bounds are unknown for the choice mi = 2i − 1.
The choice (2) is often reasonable if %1 =   = %d. Sometimes, however, it can be better to use
dierent Uil . If the integrand only mildly depends on a variable xl then one may want to change
(A) and may want to use dierent mi for dierent coordinates. Using this idea one of us (A.S.)
successfully made experiments with the integrals in [3] where the dimension is 360.
9. Applications in Physics, Statistics, and Finance
In this section we report on integrands with Gaussian weight functions, because of their utility
in a wide range of applications in Physics, Statistics, and Finance. See [4,7,20] for these and other
examples. These integrals are of the formZ
Rd
f(t) exp(−ktk22) dt; (3)
possibly after a linear transformation. Here k  k2 denotes the Euclidean norm on Rd.
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Paskov and Traub [28] introduce low discrepancy methods to evaluate collateralized mortgage
obligations, see also [27,3]. One obtains integrals of the form (3). Although the dimension is very
high, say d=360, the integral can be computed with a relatively high accuracy by low discrepancy






f(;  ; x1; x2; x3) sin exp(−x21 − x22 − x23) d d d(x1; x2; x3); (4)
see [20].
It is not dicult to transform an integral of the form (3) or (4) to an integral over a bounded
domain. For many methods such a transformation is actually necessary. However, the transformation
can decrease the smoothness of the integrand extremely. The weight function in (4) is still a tensor
product, but with dierent factors. Therefore, fully symmetric quadrature formulas cannot be applied.
Our method can easily be applied to the integrals (3) or (4) directly. We can avoid a transfor-
mation and we can deal with dierent factors %i.
First, we discuss the integral (3). In this case it is natural to use Gauss{Hermite formulas Ui.
The resulting formula A(q; d) is again denoted by NEW. We have considered the examples of
Capstick and Keister [4] which are of the form (3). These authors study fully symmetric formulas
of McNamee and Stenger [19] and Genz [12]. These formulas are denoted by MS and GP in the
sequel. They are similar to A(q; d) and also the results are similar | this is true in particular for
the approach of Genz [12]. In the latter approach the eciency is further improved by choosing
knot values that cause certain sets of weights to vanish. To obtain such an \optimized" method one
has to solve nonlinear equations. In contrast our method is quite explicit in the sense that we have
simple algebraic expressions for the knots and the weights if the univariate formulas Uil are given.
We present two examples, showing the number of correct digits vs. log10 n, as previously. The
rst one is given byZ
Rd
q




cos(ktk2) exp(−ktk22) dt (6)
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with d=25, see [4,25]. Since the dimension d is large we use the sequence mi = i, i.e., we modify
condition (A). The low discrepancy method GF performs extremely well.
Another example with d=25 is given by the family GAUSSIAN, see Section 4. We have chosenP25
i=1 ci = 10. We did not make use of the structure of the integrand, but have used NEW with
the Clenshaw{Curtis formula and mi as dened in (A). The following result is again based on 50
integrands, see Section 5.
For the integral (4) we suggest to use a method A(q; d) (with d=5) and the following ingredients:
 In the variable  we have a weight function %1 = sin on the interval [0; ]. We use the sequence
mi as dened in (A), Chebyshev knots of the second kind, and weights as dened by (B). Hence
(C) is fullled, too.
 Actually, the integrand f is periodic in the variable  . Thus, we take mi=2i−1 and the midpoint
rule. This choice of mi leads to imbedded formulas. It is well known that the simple midpoint
rule is optimal for many classes of periodic functions.
 For the remaining variables xi we take Gauss{Hermite formulas.
We tried the resulting method with the function f from Moroko and Caisch [20]. Our re-
sults are worse than the results for low discrepancy formulas that are described in [20]. The
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particular integral, however, is not smooth and therefore a fast convergence cannot really be
expected.
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