A monomial dynamical system f : K n → K n over a finite field K is a nonlinear deterministic time discrete dynamical system with the property that each component function f i : K n → K is a monic nonzero monomial function. In this paper we provide an algebraic and graph theoretic framework to study the dynamic properties of monomial dynamical systems over a finite field. Within this framework, characterization theorems for fixed point systems (systems in which all trajectories end in steady states) are proved. In particular, we present an algorithm of polynomial complexity to test whether a given monomial dynamical system over a finite field is a fixed point system. Furthermore, theorems that complement previous work are presented and alternative proofs to previous results are supplied.
Introduction
Time discrete dynamical systems over a finite set X are an important subject of active mathematical research. One relevant example of such systems are cellular automata, first introduced in the late 1940s by John von Neumann (e.g., [2] ). More general examples of time discrete dynamical systems over a finite set X are non-deterministic finite state automata (e.g., [20] ) and sequential dynamical systems [3] .
Deterministic time discrete dynamical systems over a finite field are mappings f : K n → K n , where K is a finite field and n ∈ N the dimension of the system. They constitute a particular class of deterministic time discrete dynamical systems over a finite set X, namely, the class in which the finite set X can be endowed with the algebraic structure of a finite field. This property allows for a richer mathematical framework within which these systems can be studied. For instance, it can be shown that every component function f i : K n → K is a polynomial function of bounded degree in n variables (see, for example, pages 368-369 in [16] or 3.1 in [8] ).
The study of dynamical systems generally addresses the question of the system's long term behavior, in particular, the existence of fixed points and (limit) cyclic trajectories. (The state of the system evolves by iteration of the function f starting from given initial conditions x 0 ∈ K n .) In this paper we provide an algebraic and graph theoretic framework to study a very specific class of nonlinear time discrete dynamical systems over a finite field, namely, monomial dynamical systems over a finite field. In such systems, every component function f i : K n → K is a monic nonzero monomial function.
Some types of monomial systems and their dynamic behavior have been studied before: monomial cellular automata [14] , [1] , Boolean monomial systems [6] , monomial systems over the p-adic numbers [15] , [18] and monomial systems over a finite field [21] , [4] , [5] . [6] proved a necessary and sufficient condition for Boolean monomial systems to be fixed point systems (systems in which all trajectories end in steady states) 1 . This condition could be algorithmically exploited. Indeed, the authors make some suggestive comments in that direction (see 4.3 in [6] ). Moreover, the paper describes the structure of the limit cycles of a special type of Boolean monomial systems. [5] presents a necessary and sufficient condition for monomial systems over a finite field to be fixed point systems. However, this condition is not easily verifiable and therefore the theorem does not yield a tractable algorithm in a straightforward way.
Our work was strongly influenced by [6] , [5] and [4] . However, we took a slightly different approach. The mathematical formalism we developed allows for a deeper understanding of monomial dynamical systems over a finite field. In particular, we present an algorithm of polynomial complexity to test whether a given monomial dynamical system over a finite field is a fixed point system. Furthermore, we obtain additional theorems that complement the work of [6] , [5] and provide alternative proofs to many results in [6] . Our formalism also constitutes a basis for the study of monomial control systems, to be presented elsewhere.
It is pertinent to mention the work of [9] regarding linear time discrete dynamical systems over a finite field, in which the number of limit cycles and their lengths is linked to the factorization (in so called elementary divisor polynomials) of the characteristic polynomial of the matrix representing the system. (See also [11] for a more mathematical exposition and [20] , [19] for applications of the Boolean case in control theory.) Furthermore, in [17] , the affine case (a linear map followed by a translation) was studied. An interesting contribution was made by Paul Cull ( [7] ), who extended the considerations to nonlinear functions, and showed how to reduce them to the linear case. However, Cull's approach does not yield an algorithm of polynomial complexity to solve the steady state system problem. Moreover, according to [12] , this might in general not be possible as a matter of principle.
The organization of this article is the following: Section 2 establishes an algebraic and graph theoretic framework within which monomial dynamical systems over a finite field are studied. It starts with some basic definitions and algebraic results (some of which are proved in the appendix) and leads the reader to the first important result: Theorem 2, which states that the monoid of n-dimensional monomial dynamical systems over a finite field K is isomorphic to a certain monoid of matrices. Section 2 finishes with propositions about the relationship between the matrix F corresponding to a monomial system f (via the isomorphism mentioned above) and the adjacency matrix of the dependency graph of f (to be defined below). Section 3 is devoted to the characterization of fixed point systems. These characterizations are stated in terms of connectedness properties of the dependency graph. We provide some necessary and sufficient conditions for a system to be a fixed point system (Theorems 6 and 8). Moreover, we prove several sufficient conditions for special classes of monomial dynamical systems over a finite field K.
Section 4 presents an algorithm of polynomial complexity to test whether a given monomial dynamical system over a finite field K is a fixed point system. A detailed complexity analysis of the algorithm is provided.
Algebraic and graph theoretic formalism
In this section we will introduce the monoid of n-dimensional monomial dynamical systems over a finite field F q . Furthermore we will show that this monoid is isomorphic to a certain monoid of matrices. This result establishes that the composition f • g of two monomial dynamical systems f, g is completely captured by the product F · G of their corresponding matrices. In addition, we will introduce the concept of dependency graph of a monomial dynamical system f and prove that the adjacency matrix of the dependency graph is precisely the matrix F associated with f via the isomorphism mentioned above. This finding allows us to link topological properties of the dependency graph with the dynamics of f . 
is called the exponents set to the field F q .
Definition 3 Let F q be a finite field. A map f : F n q → F n q is called a monomial dynamical system over F q if for every i ∈ {1, ..., n} there exists a tuple (F i1 , ..., F in ) ∈ E n q such that
Remark 4 As opposed to [6] , we exclude in the definition of monomial dynamical system the possibility that one of the functions f i is equal to the zero function. However, in contrast to [5] , we do allow the case f i ≡ 1 in our definition. This is not a loss of generality because of the following: If we were studying a dynamical system f : F n q → F n q where one of the functions, say f j , was equal to zero then for every initial state x ∈ F n q after one iteration the system would be in a state f (x) whose jth entry is zero. In all subsequent iterations the value of the jth entry would remain zero. As a consequence, the long term dynamics of the system are reflected in the projection π(y) := (y 1 , ..., y j−1 , y j+1 , ..., y n ) t and it is sufficient to study the system
. . . As stated in Theorem 16 and Theorem 20 of [8] , every function h : F n q → F q is a polynomial function in n variables where no variable appears to a power higher or equal to q. Calculating the composition of a dynamical system f : F n q → F n q with itself, we face the situation where some of the exponents exceed the value q − 1 and need to be reduced according to the well-known rule
This process can be accomplished systematically if we look at the power x p (where p > q) as a polynomial in the ring F q [τ ] as described in the Lemma and Definition below. But first we need an auxiliary result:
Lemma 5 Let F q be a finite field and a ∈ N 0 a nonnegative integer. Then
. Now assume x a = 1 ∀ x ∈ F q \{0} and write a = α(q − 1) + s with suitable α ∈ N 0 and 0 ≤ s ≤ (q − 1). Then it follows
As a consequence, the polynomial τ s − τ 0 ∈ F q [τ ] has
roots in F q and must be therefore of degree s = q − 1. Thus a = (α + 1)(q − 1).
Lemma 6 (and Definition) Let F q be a finite field and c ∈ N 0 a nonnegative integer. The degree of the (unique) remainder of the polynomial division τ c ÷ (τ q − τ ) is called red q (c). red q (c) satisfies the following properties
Proof. By the division algorithm there are unique g, r ∈ F q [τ ] with either r = 0 or deg(r)
If we look at the corresponding polynomial functions 2 defined on F q it follows by (1)
In particular, r = 0. From the division process it is also clear that r must be a monomial and we conclude r = τ redq(c) with red q (c) < q. The first property follows trivially from the fact red q (c) < q. The second property follows immediately from evaluating the equation x c = x redq(c) (i.e. equation (2)) at the value x = 0. The third property is shown as follows: By the division algorithm
and since red q (a), red q (b) < q we get red q (a) = red q (b). On the other hand, from red q (a) = red q (b) it would follow from equations (3)
and thus by (1)
Last we prove the fourth claim: If red q (a) = red q (b) then by 3. we have
Now assume wlog a ≥ b and d := a − b ∈ N 0 . Then the last equation can be written as
). Then we would have
, then e r is defined as the polynomial function
and thus by Lemma 5
Since a, b > 0 we also have
Remark 7 From the properties above we have x a = x redq(a) ∀ x ∈ F q .
The "exponents arithmetic" needed when calculating the composition of dynamical systems f, g : F n q → F n q can be formalized based on the reduction algorithm described by the previous lemma. Indeed, the set
together with the operations of addition a ⊕ b := red q (a + b) and multiplication a • b := red q (ab) is a commutative semiring with identity 1. We call this commutative semiring the exponents semiring of the field F q . This result is proved in the Appendix (see Theorem 62). We also defer to the appendix the proof of the following lemma:
Lemma 8 Let n ∈ N be a natural number, F q be a finite field and E q the exponents semiring of F q . The set M (n × n; E q ) of n × n quadratic matrices with entries in the semiring E q together with the operation · of matrix multiplication (which is defined in terms of the operations ⊕ and • on the matrix entries) over E q is a monoid.
Remark 9 (and Definition) The operation red q : N 0 → E q can be extended to matrices M (n×n; N 0 ) by applying red q to the entries of the matrix. We call this extension mred q : M (n × n; 
Definition 10 Let F q be a finite field and n, m ∈ N natural numbers. The set
is called the set of n-dimensional monomial mappings in m variables.
Lemma 11 Let F q be a finite field and n, m, r ∈ N natural numbers.
where F ∈ M (m × n; E q ) and G ∈ M (r × m; E q ). Then for their composition g • f : F n q → F r q it holds
Proof. From the definition It follows for every k ∈ {1, ..., r}
For a fixed but arbitrary m ∈ N we will prove the claim using induction on the dimension n of
, thus the claim holds in dimension 1. Now we consider the case n + 1 :
and by induction hypothesis
Remark 12 (and Lemma) If we generalize the matrix multiplication defined on the monoid M (n × n; E q ) for matrices F ∈ M (m × n; E q ) and G ∈ M (n × m; E q ) then we can write
To see this, apply the Lemmas 61 and 11 as well as the definitions of ⊕ and • to
n j=1 x j (G·F ) kj : n j=1 x j (G·F ) kj = n j=1 x j (G k1 •F 1j ⊕...⊕G km •F mj ) = n j=1 x j redq(G k1 F 1j )⊕...⊕redq(G km F mj ) = n j=1 x j redq(redq(G k1 F 1j )+...+redq(G km F mj )) = n j=1 x j redq( m l=1 G kl F lj ) = (g • f ) k (x) Theorem 13 Let F q be a finite field. The set M F n n (F q ) : = {f : F n q → F n q | ∃ F ∈ M (n × n; E q ) : f i (x) := x F i1 1 ...x F in n ∀ x ∈ F n q }
of all monomial dynamical systems over F q together with the composition • of mappings is a monoid.
Proof. By Lemma 11 the set M F n n (F q ) is closed under composition. Composition of mappings is trivially associative. The identity function
is a monomial function and is therefore the identity element of the monoid (M F n n (F q ), •).
Theorem 14
The monoids M (n × n; E q ) and M F n n (F q ) are isomorphic.
Proof. From the definition of M F n n (F q ) it is clear that the mapping
is a bijection. Moreover, Ψ(I) = id. In addition, by Remark 12 it follows easily that
Remark 15 (and Definition) For a given monomial dynamical system f ∈ M F n n (F q ) the matrix F := Ψ −1 (f ) is called the corresponding matrix of the system f. For a matrix power in the monoid M (n × n; E q ) we use the notation F ·m . By induction it can be easily shown
Remark 16 (and Definition)
The image of the n × n zero matrix 0 ∈ M (n × n; E q ) under the isomorphism Ψ has the property
we call this monomial function the one function 1 := Ψ(0).
that allows self loops and parallel directed edges is called digraph.
Definition 18
Let M be a nonempty finite set. Furthermore, let n := |M | be the cardinality of M.
A numeration of the elements of M is a bijective mapping
Given a numeration f of the set M we write
where the unique element x ∈ M with the property f (x) = i ∈ {1, ..., n} is denoted as f i .
Remark 20
It is easy to show that if G and H are dependency graphs of f then G and H are isomorphic. In this sense we speak from the dependency graph of f and denote it by G f = (V f , E f , π f ). Our definition of dependency graph differs slightly from the definition used in [6] . 
Proof. See Definition 3.1 (2) in [6] .
.., a n } a numeration of the elements of V G . The matrix A ∈ M (n × n; N 0 ) whose entries are defined as
n is called adjacency matrix of G with the numeration a.
Theorem 27
.., a n } a numeration of the elements of V G . Furthermore, let A ∈ M (n × n; N 0 ) be its adjacency matrix (with the numeration a), m ∈ N a natural number and
the mth power of A. Then ∀ i, j ∈ {1, ..., n} the entry B ij of B is equal to the number of different sequences a i m a j of length m.
Proof. The proof of this well-known result can be found in [10] .
the dependency graph of f and V f = {a 1 , ..., a n } the associated numeration of the elements of V f . Then, according to the definition of dependency graph, F := Ψ −1 (f ) (the corresponding matrix of f ) is precisely the adjacency matrix of G f with the numeration a. Now, by Remarks 15 and 64 we can conclude
3 Characterization of fixed point systems
The results proved in the previous section allow us to link topological properties of the dependency graph with the dynamics of f . We will exploit this feature in this subsection to prove some characterizations of fixed point systems stated in terms of connectedness properties of the dependency graph. At the end of this section we also provide a more algebraic sufficient condition.
Theorem 29 Let F q be a finite field and f ∈ M F n n (F q ) a monomial dynamical system. Then f is a fixed point system with (1, ..., 1) t ∈ F n q as its only fixed point if and only if its dependency graph only contains trivial strongly connected components .
Proof. By Remark 28, F := Ψ −1 (f ) is the adjacency matrix of the dependency graph of f. If the dependency graph does not contain any nontrivial strongly connected components, every sequence a s b between two arbitrary vertices can be at most of length n − 1. (A sequence that revisits a vertex would contain a closed sequence, which is strongly connected.) Therefore, by theorem 27 ∃ m ∈ N with m ≤ n such that F m = 0 (the zero matrix in M (n × n; N 0 )). Now, according to equation (5) we have
If, on the other hand, there is an m ∈ N such that
applying the isomorphism Ψ −1 (see Remark 15) we obtain
and (see equation (5))
It follows from equation (4) (See also Remark 64)
Now by theorem 27 there are no sequences a s b between any two arbitrary vertices a, b of length larger than m − 1. As a consequence, there cannot be any nontrivial strongly connected components in the dependency graph of f.
Definition 30 A monomial dynamical system f ∈ M F n n (F q ) whose dependency graph contains nontrivial strongly connected components is called coupled monomial dynamical system. Remark 32 Let G = (V G , E G , π G ) be a digraph with vertex set V G of cardinality n := |V G | and V G = {a 1 , ..., a n } a numeration of the elements of V G . Furthermore, let m ∈ N be a natural number and A ∈ M (n × n; N 0 ) the adjacency matrix of G with the numeration a. Then by Theorem 27 we have
Theorem 33 Let F q be a finite field, f ∈ M F n n (F q ) a coupled monomial dynamical system and 
For every pair of nodes
Proof. Let V f = {a 1 , ..., a n } be the numeration of the vertices. If f is a fixed point system, ∃ m ∈ N such that
By applying the homomorphism Ψ −1 we get (see Remark 15)
By Remark 28 it follows mred q (F m+λ ) = mred q (F m ) ∀ λ ∈ N Let i, j ∈ {1, ..., n}. If, on the one hand, (F ·m ) ij = 0 then by (6) we would have (F ·(m+λ) ) ij = 0 ∀ λ ∈ N. Consequently, by 2. of Lemma 6 we have
Now by theorem 27 there are no sequences a i s a j of length larger than m − 1. In other words, 2. follows. If, on the other hand, (F ·m ) ij = 0 then by (6) we would have (F ·(m+λ) ) ij = (F ·m ) ij = 0 ∀ λ ∈ N. Consequently, by 2. and 4. of Lemma 6 ∃ a λ ∈ Z such that
In other words 1. follows. To show the converse we start from the following fact: Given 1. and 2. and according to Theorem 27 and Remark 28
Now by 2. and 4. of Lemma 6 we have
and by 28
Thus, after applying the isomorphism Ψ
The following parameter for digraphs was introduced by [6] : 
Lemma 35 (and Definition
Therefore, we introduce the loop number of strongly connected components as
Proof. See the proof of Lemma 4.2 in [6] .
Remark 36 The loop number of any trivial strongly connected component is, due to the convention made in the definition of loop number, equal to zero.
Corollary 37 Let F q be a finite field, f ∈ M F n n (F q ) a coupled monomial dynamical system and Proof. If there is a sequence a t b of length t > n − 1, then it necessarily revisits one of its vertices, in other words, there is a c ∈ V G such that
Now a sequence a t ′ b can be constructed that repeats the loop around c as many times as desired. The converse follows immediately from the definition of recurrent connectedness.
Remark 40 Let G = (V G , E G , π G ) be a digraph with vertex set V G of cardinality n := |V G |. Then for any two vertices a, b ∈ V G it holds: Either a is recurrently connected to b or there is an m ∈ N with m ≤ n such that no sequence a t b of length t ≥ m exists. Proof. See the proof of Proposition 4.5 in [6] . 
Proof. Let V G = {a 1 , ..., a n } be the numeration of the vertices and a i , a j ∈ V G . If a i is recurrently connected to a j , then necessarily there is a sequence a i s a j that visits a vertex contained in a nontrivial strongly connected component. In other words, ∃ a k ∈ V f and a sequence a i s a j such that ← → a k is nontrivial and
By Lemma 41 there is a m k ∈ N such that there are sequences a k m k +λ a k ∀ λ ∈ N 0 . Now ∀ λ ∈ N 0 we can construct a sequence
Now, if we consider among all pairs i, j ∈ {1, ..., n} such that a i ∈ V G is recurrently connected to a j ∈ V G the maximum m of all values m k we can state: ∃ m ∈ N such that any pair of recurrently connected vertices a i , a j ∈ V G satisfies
Theorem 43 Let F 2 be the finite field with two elements, f ∈ M F n n (F 2 ) a Boolean coupled monomial dynamical system and G f = (V f , E f , π f ) its dependency graph. f is a fixed point system if and only if the loop number of each nontrivial strongly connected components of G f is equal to 1.
Proof.
The necessity follows from Corollary 37. Now assume that each nontrivial strongly connected components of G f has loop number 1 and let V f = {a 1 , ..., a n } be the numeration of the vertices. Furthermore let F := Ψ −1 (f ) be the corresponding matrix and consider vertices a i , a j ∈ V f . By Remark 40, either a i is recurrently connected to a j or there is an u 0 ∈ N with u 0 ≤ n such that no sequence a i t a j of length t ≥ u 0 exists. If the latter is the case, then
On the other hand, if a i is recurrently connected to a j , then by Theorem 42 there is an m 0 ∈ N such that (
Therefore, we have for m := max(m 0 , u 0 ) that
Summarizing we have by 2. of Lemma 6
Remark 44 The statements of the previous theorems together with the Remark 4 about zero functions as components constitute the statement of Theorem 6.1 in [6].
In the following two corollaries we provide alternative proofs to the claims made in Corollary 6.3 and Theorem 6.5 of [6] :
Corollary 45 (and Definition) Let F 2 the finite field with two elements and f ∈ M F n n (F 2 ) the coupled monomial dynamical system defined by
where a ij ∈ E q , i = 1, ..., n, j = 1, ..., i − 1. Such a system is called a Boolean triangular system. Boolean triangular systems are always fixed point systems.
Proof. From the structure of f it is easy to see that every strongly connected component of the dependency graph of f is either trivial or has loop number 1.
Corollary 46 Let F 2 the finite field with two elements, f ∈ M F n n (F 2 ) a fixed point system and j, i ∈ {1, ..., n}. Consider the system g ∈ M F n n (F 2 ) defined as g k (x) := f k (x) ∀ k ∈ {1, ..., n}\j and g j (x) := x i f j (x) ∀ x ∈ F n 2 . Then g is a fixed point system if there is no sequence a i s a j from a i to a j or if ← → a i or ← → a j are nontrivial.
Proof. If i = j then E g contains the self loop a i → a i and ← → a i becomes nontrivial (if it wasn't already) with loop number 1. If i = j then we have two cases: If there is no sequence a i s a j , then adding the edge a j → a i (which might be already there) doesn't affect ← → a i = ← → a j . If there is a sequence a i s a j then adding the edge a j → a i (which might be already there) forces ← → a i = ← → a j . Now since by hypothesis ← → a i or ← → a j are nontrivial and f is a fixed point system, then
Definition 47 Let F q be a finite field, f ∈ M F n n (F q ) a monomial dynamical system and G f = (V f , E f , π f ) its dependency graph. f is called a (q − 1)-fold redundant monomial system if there is an N ∈ N such that for any pair a, b ∈ V f with a recurrently connected to b, the following holds:
Lemma 48 Let F q be a finite field, f ∈ M F n n (F q ) a coupled (q − 1)-fold redundant monomial dynamical system and G f = (V f , E f , π f ) its dependency graph. Then f is a fixed point system if the loop number of each nontrivial strongly connected component of G f is equal to 1.
Proof. Let V f = {a 1 , ..., a n } be the numeration of the vertices and F := Ψ −1 (f ) be the corresponding matrix of f. Consider two arbitrary vertices a i , a j ∈ V f . By Remark 40, either a i is recurrently connected to a j or there is an m 0 ∈ N with m 0 ≤ n such that no sequence a t b of length t ≥ m 0 exists. If the latter is the case, then
On the other hand, if a i is recurrently connected to a j , then by Theorem 42 there is an
Consider now m 2 := max(n, m 1 ). Due to the universality of m 1 in the expression (7), for any pair of vertices a i , a j ∈ V G with a i recurrently connected to a j there is a sequence a i m 2 +γ a j of length m 2 + γ, in particular s (m 2 +γ) (a i , a j ) > 0 ∀ γ ∈ N 0 . Now, let N be the constant in Definition 47 and m 3 := max(N, m 2 ). Now, by hypothesis, ∃ α ijγ ∈ N such that
Summarizing, since m 0 ≤ n ≤ m 2 ≤ m 3 , we can say ∀ i, j ∈ {1, ..., n}, depending on whether a i and a j are recurrently connected or not,
Now, by 2. and 4. of Lemma 6 it follows
Theorem 49 Let F q be a finite field, f ∈ M F n n (F q ) a coupled monomial dynamical system and 
Proof. Let V f = {a 1 , ..., a n } be the numeration of the vertices and F := Ψ −1 (f ) be the corresponding matrix of f. Consider two vertices a i , a j ∈ V f such that a i is recurrently connected to a j . Then by Theorem 42 there is an m 1 ∈ N such that
Consider now m 2 := max(n, m 1 ). Due to the universality of m 1 in the expression (8), for any pair of vertices a i , a j ∈ V G with a i recurrently connected to a j there is a sequence a i m 2 +γ a j of length m 2 + γ. Since m 2 + γ > n − 1, necessarily ∃ a kγ , a lγ ∈ ← → a kγ such that ← → a kγ is nontrivial and
(t depends on i, j and γ). Now, by hypothesis, every two directly connected vertices a, b ∈ ← → a kγ are directly connected by exactly q − 1 directed edges. Therefore, for any sequence a kγ t a lγ of length t ∈ N there are (q − 1) t different copies of it and we can conclude∃ α ∈ N such that s t (a kγ , a lγ ) = α(q − 1). As a consequence, there are α(q − 1) different copies of the sequence (9). Since we are dealing with an arbitrary sequence a i (m 2 +γ) a j of fixed length m 2 + γ, γ ∈ N 0 we can conclude that ∃ α ijγ ∈ N such that
Thus f is a coupled (q − 1)-fold redundant monomial dynamical system and the claim follows from Lemma 48.
Corollary 50 Let F 2 be the finite field with two elements, f ∈ M F n n (F 2 ) a Boolean monomial dynamical system and F := Ψ −1 (f ) ∈ M (n × n; E 2 ) its corresponding matrix. Furthermore, let F q be a finite field and g ∈ M F n n (F q ) the monomial dynamical system whose corresponding matrix G := Ψ −1 (g) ∈ M (n × n; E q ) satisfies ∀ i, j ∈ {1, ..., n}
If f is a fixed point system then g is a fixed point system too.
be the dependency graph of f. By the definition of g, one can easily see that the dependency graph G g = (V g , E g , π g ) of g can be generated from G f by adding q − 2 identical parallel edges for every existing edge. Obviously G f and G g have the same strongly connected components. If G f doesn't contain any nontrivial strongly connected components, then G g wouldn't contain any either and by Theorem 29 g would be a fixed point system. If, on the other hand, G f does contain nontrivial strongly connected components, then by Theorem 43 each of those components would have loop number 1. From the definition of g it also follows for any pair of vertices a,
By the previous theorem g would be a fixed point system.
Example 51 (and Corollary) Let F q be a finite field and f ∈ M F n n (F q ) the coupled monomial dynamical system defined by
where a ij ∈ E q , i = 1, ..., n, j = 1, ..., i − 1 are not further specified exponents. Such a system is called triangular. It is easy to see that the dependency graph of f contains n one vertex nontrivial strongly connected components. Each of them has a (q − 1)-fold self loop. Therefore, by the previous Theorem, f must be a fixed point system.
Theorem 52 Let F q be a finite field, f ∈ M F n n (F q ) a coupled monomial dynamical system and G f = (V f , E f , π f ) its dependency graph. Then f is a fixed point system if for every vertex a ∈ V f that is recurrently connected to some other vertex b ∈ V f the edge a → a appears exactly q − 1 times in E f , i.e.
Consider now m 2 := max(n, m 1 ). Due to the universality of m 1 in the expression (10), for any pair of vertices a i , a j ∈ V G with a i recurrently connected to a j there is a sequence a i m 2 +γ a j of length m 2 + γ. Consider one particular sequence a i m 2 +γ a j of length m 2 + γ and call it w γ := a i m 2 +γ a j . By hypothesis there are exactly q − 1 directed edges a i → a i . Therefore, there are q − 1 copies of the sequence w γ . Since we are dealing with an arbitrary sequence a i (m 2 +γ) a j of fixed length m 2 + γ, γ ∈ N 0 we can conclude that ∃ α ijγ ∈ N such that
Example 53 (and Corollary) Let F q be a finite field and f ∈ M F n n (F q ) a monomial dynamical system such that the diagonal entries of its corresponding matrix F := Ψ −1 (f ) satisfy
Since every vertex satisfies the requirement of the previous theorem, f must be a fixed point system. This result generalizes our previous result about triangular monomial dynamical systems.
We now provide a more algebraic sufficient condition for a system f ∈ M F n n (F q ) to be a fixed point system.
Lemma 54 Let n ∈ N be a natural number and A ∈ M (n × n; R) a real matrix. In addition, let A be diagonalizable over C. Then A m = A ∀ m ∈ N if and only if ∃ r, s ∈ N 0 such that r + s = n and the characteristic polynomial charpoly(A) of A can be written as
where a ∈ R\{0}.
Proof. The proof of this simple linear algebraic result is left to the interested reader.
Theorem 55 Let F q be a finite field, f ∈ M F n n (F q ) a coupled monomial dynamical system and F := Ψ −1 (f ) ∈ M (n × n; E q ) its corresponding matrix. If the matrix F (viewed as a real matrix F ∈ M (n × n; N) ⊂ M (n × n; R)) has the characteristic polynomial
where a ∈ Z\{0}, r, s ∈ N 0 such that r + s = n and the geometric multiplicity of the eigenvalues 0 and 1 is equal to the corresponding algebraic multiplicity, then f is a fixed point system.
Proof. It is a well-known linear algebraic result that if there is a basis of eigenvectors of a matrix, the matrix is diagonalizable. By the hypothesis this is the case for F . Therefore, by the previous Lemma
Now, by Remarks 15 and 64 we consequently have ∀ m ∈ N
After applying the isomorphism Ψ we get
Remark 56 Let F q be a finite field, f ∈ M F n n (F q ) a coupled monomial dynamical system and F := Ψ −1 (f ) ∈ M (n × n; E q ) its corresponding matrix. The matrix F viewed as the adjacency matrix of the dependency graph It is easy to show that
However, g is not a fixed point system. This shows that the condition (11) alone is not sufficient. 4 An algorithm of polynomial complexity to identify fixed point systems
Some basic considerations
Definition 58 Let X be a nonempty finite set, n ∈ N a natural number and f : X n → X n a time discrete finite dynamical system. The phase space of f is the digraph with node set X n , arrow set E defined as
and vertex mapping
Remark 59 Due to the finiteness of X it is obvious that the trajectory According to our definition of monomial dynamical system f ∈ M F n n (F q ), the possibility that one of the functions f i is equal to the zero function is excluded (see Definition 3 and Remark 4). Therefore, the following algorithm is designed for such systems. However, in this algorithmic framework it would be convenient to include the more general case (as defined in [5] and [6] ), i.e. the case when some of the functions f i can indeed be equal to the zero function. In the vein of Remark 4 this actually only requires some type of preprocessing. The preprocessing algorithm will be described and analyzed in the Appendix.
Our algorithm is based on the following observation made by Dr. Michael Shapiro about general time discrete finite dynamical systems: By the previous remark, a chain of transient states in the phase space of a time discrete finite dynamical system f : X n → X n can contain at most s := |X n | − 1 = |X| n − 1 transient elements. Therefore, to determine whether a system is a fixed point system, it is sufficient to establish whether the mappings f r and f r+1 are identical for any r ≥ s. In the case of a monomial system f ∈ M F n n (F q ), due to Theorem 14, we only need to look at the corresponding matrices F ·r , F ·r+1 ∈ M (n × n; E q ). Computationally it is more convenient to generate the following sequence of powers
To achieve the "safe" number of iterations F n q − 1 = q n − 1 we need to make sure
This is equivalent to t ≥ log 2 (q n − 1)
To obtain a natural number we use the ceil function
Thus we have, due to the monotonicity of the log function, t < log 2 (q n − 1) + 1 ≤ log 2 (q n ) + 1 = n log 2 (q) + 1
The algorithm and its complexity analysis
The algorithm is fairly simple: Given a monomial system f ∈ M F n n (F q ) and its corresponding matrix F := Ψ −1 (f ) ∈ M (n × n; E q ) 1. With t as defined above (12) , calculate the matrices A := F ·2 t and B := F A. This step requires t + 1 matrix multiplications.
2. Compare the n 2 entries A ij and B ij . This step requires at most n 2 comparisons. (This maximal value is needed in the case that f is a fixed point system).
3. f is a fixed point system if and only if the matrices A and B are equal.
It is well known that matrix multiplication requires 2n 3 − n 2 addition or multiplication operations. Since t + 1 < n log 2 (q) + 2, the number of operations required in step 1 is bounded above by (2n 3 − n 2 )(n log 2 (q) + 2)
Summarizing, we have the following upper bound N (n, q) for the number of operations in steps 1 and 2
For a fixed size q of the finite field F q used it holds lim n→∞ N (n, q) n 4 = 2 log 2 (q) and we can conclude N (n, q) ∈ O( n 4 ) for a fixed q. The asymptotic behavior for a growing number of variables and growing number of field elements is described by
Thus, N (n, q) ∈ O( n 4 log 2 (q)) for n, q → ∞.
It is pertinent to comment on the arithmetic operations performed during the matrix multiplications. Since the matrices are elements of the matrix monoid M (n×n; E q ), the arithmetic operations are operations in the monoid E q . By the Lemmas 61 and 60 the addition resp. the multiplication operation on E q requires an integer number addition 3 resp. multiplication and a reduction as defined in Lemma 6. The reduction red q (a) of an integer number a ∈ N 0 , a ≥ q is obtained as the degree of the remainder of the polynomial division τ a ÷ ( τ q − τ ). According to 4.6.5 of [13] this division requires
integer number operations. However, we know that the reductions red q (.) are applied to the result of (regular integer) addition or multiplication of elements of E q and therefore
As a consequence, in the worst case scenario, one addition resp. multiplication in the monoid E q requires O(q) resp. O(q 2 ) regular integer number operations. Since E q is a finite set and only the results of n 2 pairwise additions and n 2 pairwise multiplications are needed, while the algorithm is running, these numbers are of course stored in a table after the first time they are calculated.
Theorem 62 (and Definition) Let F q be a finite field. The set
together with the operations of addition a ⊕ b := red q (a + b) and multiplication a • b := red q (ab) is a commutative semiring with identity 1. We call this commutative semiring the exponents semiring of the field F q .
Proof. First we show that E q is a commutative monoid with respect to the addition ⊕. The reduction modulo the ideal τ q − τ ensures that E q is closed under this operation. Additive commutativity follows trivially from the definition. The associativity is easily shown using Lemma 61 and the fact that c ∈ E q ⇔ c = red q (c). It is trivial to see that 0 is the additive identity element. E q is also a commutative monoid with respect to the multiplication • : The reduction modulo the ideal τ q − τ ensures that E q is closed under this operation. Multiplicative commutativity as well as the fact that 1 is the multiplicative identity follow trivially from the definition. The associativity is shown using Lemma 60 and the fact that c ∈ E q ⇔ c = red q (c). The proof of the distributivity is a straightforward verification.
Lemma 63 Let n ∈ N be a natural number, F q be a finite field and E q the exponents semiring of F q . The set M (n × n; E q ) of n × n quadratic matrices with entries in the semiring E q together with the operation · of matrix multiplication over E q is a monoid.
Proof. The matrix multiplication · is defined in terms of the operations ⊕ and • on the matrix entries, therefore M (n × n; E q ) is closed under multiplication. The proof of the associativity is a tedious but straightforward verification. The identity element is obviously the unit matrix I. 
according to the definitions of the operations • and ⊕ we can write
Now, by Lemma 61 we have
As a consequence, if we define the following reduction operation for matrices with nonnegative integer entries mred q : M (n × n; N 0 ) → M (n × n; E q ) A ij → red q (A ij ) then the following property holds for U, V ∈ M (n × n; N 0 ) and W := U V ∈ M (n × n; N 0 ) mred q (U V ) = mred q (U ) · mred q (V )
It can be easily shown that M (n × n; N 0 ) is a monoid and mred q : M (n × n; N 0 ) → M (n × n; E q ) a monoid homomorphism. In addition, by 2. of Lemma 6 we can conclude mred q (A) = 0 ⇔ A = 0 (13)
A.2 The preprocessing algorithm
We start with the definition of monomial dynamical system according to [6] and [5] :
Definition 65 Let F q be a finite field. A map f : F n q → F n q is called a monomial dynamical system over F q if for every i ∈ {1, ..., n} there exists a tuple (F i1 , ..., F in ) ∈ E n q and an element a i ∈ {0, 1} ⊆ F q such that
In order to use the algorithm described in Section 4 to determine whether such a monomial dynamical system is a fixed point system we need to preprocess the system in the sense of Remark 4. To accomplish this task algorithmically, we add an element −∞ to our exponents semiring E q. (See Definition 2 and Theorem 62.):
The arithmetic with this new element is as follows
The addition is due to the additive "absorption property" of −∞ obviously associative. The same holds for the multiplication, since both 0 and −∞ show the multiplicative "absorption property" (although 0 wins over −∞). With this rules we are already able to multiply pairs of matrices with entries in E q . With this extended exponents set we can represent the monomial dynamical systems defined above as follows:
Definition 66 Let F q be a finite field. A map f : F n q → F n q is called a monomial dynamical system over F q if for every i ∈ {1, ..., n} there exists a tuple (F i1 , ..., F in ) ∈ E n q or a tupel (F i1 , ..., F in ) ∈ {−∞} n such that
Now we describe the preprocessing algorithm: Given a monomial system f ∈ M F n n (F q ) and its representing matrix F ∈ M (n × n; E q ) 1. Initialize L 1 := 0 and L 2 := 0 and an array v of length n to zero. 
by deleting the kth row and the kth column of F for all k s.t. v[k] = 1. Then return F ′ and stop. If L 1 < L 2 and L 2 < n, calculate the product F ·2 , set F := F ·2 as well as L 1 := L 2 and go to step 2.
4. If the returned matrix F ′ is the empty matrix (L 2 = n) we can conclude that the system f is a fixed point system with (0, ..., 0) t ∈ F n q as its unique fixed point (see Remark 4) . If F ′ is not the empty matrix, the corresponding lower dimensional system f ′ := Ψ(F ′ ) needs to be analyzed with the algorithm described in Section 4.
Step 1 implies n + 2 initializations.
Step 2 of the algorithm requires n comparisons, at most n additions and at most n assignments. There are 2 comparisons in step 3. Each matrix multiplication in step 3 takes 2n 3 − n 2 addition or multiplication operations 4 in E q . There is one initialization after each matrix multiplication. The worst case scenario is given when every time the algorithm performs step 3, the set L 1 grows by one element, forcing the algorithm to perform n − 1 matrix multiplications. The construction of the matrix F ′ requires a number of comparisons and assignments that is obviously bounded above by 2n 2 . Summarizing, the worst case complexity of the algorithm is bounded above by B(n) : = (n + 2) + n(3n) + n2 + (n − 1)(2n 3 − n 2 + 1) + 2n It is pertinent to emphasize that this preprocessing algorithm represents a primitive first attempt.
Since the matrix multiplications dominate the complexity of the algorithm, it seems meaningful to try to reduce the complexity of the multiplication. Indeed, the rows with entries −∞ are preserved during the multiplication, i.e. those rows do not need to be calculated. In addition, if the first element of a row in the product matrix is equal to −∞ we know that all the remaining elements of that row are going to be equal to −∞ as well. As we can see, there are possibilities of improvement. However, for the purposes of this paper, we are satisfied with a first working algorithm of polynomial complexity.
