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RANDOM TREE-WEIGHTED GRAPHS
LOUIGI ADDARIO-BERRY AND JORDAN BARRETT
Abstract. For each n ≥ 1, let dn = (dn(i), 1 ≤ i ≤ n) be a sequence of positive integers
with even sum
∑n
i=1 d
n(i) ≥ 2n. Let (Gn, Tn,Γn) be uniformly distributed over the set of
simple graphs Gn with degree sequence d
n, endowed with a spanning tree Tn and rooted
along an oriented edge Γn of Gn which is not an edge of Tn. Under a finite variance
assumption on degrees in Gn, we show that, after rescaling, Tn converges in distribution
to the Brownian continuum random tree as n → ∞. Our main tool is a new version of
Pitman’s additive coalescent [18], which can be used to build both random trees with a
fixed degree sequence, and random tree-weighted graphs with a fixed degree sequence.
As an input to the proof, we also derive a Poisson approximation theorem for the number
of loops and multiple edges in the superposition of a fixed graph and a random graph
with a given degree sequence sampled according to the configuration model; we find this
to be of independent interest.
1. Introduction
By a rooted tree we mean a labeled tree t = (v(t), e(t)), with a distinguished root node
denoted r(t). A tree-rooted graph is a pair (g, t, γ) where g = (v(g), e(g)) is a labeled graph,
t = (v(t), e(t)) is a spanning tree of g, and γ = uv is a distinguished oriented edge with
{u, v} ∈ e(g) \ e(t). We view t as a rooted tree by setting r(t) = u.
Throughout this work, we allow our graphs to have multiple edges and loops; in tree-
rooted graphs, the root edge is allowed to be a loop. We say (g, t, γ) is simple if g is simple,
i.e., if g contains no multiple edges or loops.
For a node u of a rooted tree t, we write ct(u) for the number of children of u in
t. Given a rooted tree t with v(t) = [n] := {1, 2, . . . , n}, the child sequence of t is the
sequence ct = (ct(i), 1 ≤ i ≤ n). Similarly, given a tree-rooted graph (g, t, γ) with vertex
set v(g) = [n], the degree sequence of (g, t, γ) is the sequence (dg(i), 1 ≤ i ≤ n), where
dg(i) is the number of endpoints of edges incident to i in g; here loops are counted twice.
For any sequence d = (d(1), . . . , d(n)) of non-negative integers, we define the degree
distribution pd = (pd(k), k ≥ 1) of d by letting pd(k) = #{i ∈ [n] : d(i) = k}/n.
The following theorem contains our main result, which is an invariance principle for the
spanning trees in random tree-rooted graphs with a fixed degree sequence. To state it, two
further bits of notation are needed. Given a finite graph g = (v, e) and a constant c > 0,
we write cg for the measured metric space (v,dist, pi) whose points are the elements of v,
with dist(x, y) := c · distg(x, y), where distg(x, y) denotes graph distance in g, and with
pi the uniform measure on v. Also, for a sequence p = (p(k), k ≥ 1) of real numbers, we
write µ1(p) :=
∑
k≥1 kp(k) and µ2(p) :=
∑
k≥1 k
2p(k).
Theorem 1.1. For each n ≥ 1 let dn = (dn(i), 1 ≤ i ≤ n) be a degree sequence with
min1≤i≤n dn(i) ≥ 1, with
∑
i∈[n] d
n(i) ≥ 2n and with ∑i∈[n] dn(i) even. Let pn be the degree
distribution of dn. Suppose that there exists a probability distribution p = (p(k), k ≥ 1)
such that (a) pn → p pointwise, and (b) µ2(pn) → µ2(p) ∈ (0,∞). Then there exists
σ = σ(p) ∈ (0,∞) such that the following holds.
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2 LOUIGI ADDARIO-BERRY AND JORDAN BARRETT
For n ≥ 1 let (Gn, Tn,Γn) be chosen uniformly at random among all simple tree-rooted
graphs with vertex set [n] and degree sequence dn. Then
σ
n1/2
Tn
d→ T
as n→∞ with respect to the Gromov-Hausdorff-Prokhorov topology, where T is the Brow-
nian continuum random tree.
We refer the reader to [1] for a good discussion of the Gromov-Hausdorff-Prokhorov
topology aimed at probabilists. The technical insight underlying the proof of Theorem 1.1
is the fact that Pitman’s additive coalescent [18] can be modified to yield a simple con-
struction procedure for random tree-weighted graphs with a given degree sequence. We
anticipate that this procedure has further interesting features to be plumbed.
1.1. Related work. The enumerative combinatorics of tree-rooted maps was developed in
the 1960’s and 1970’s [17, 20]. The area has seen renewed attention over the last decade or
so [3–5]. Random tree-rooted maps can be interpreted as samples from a Fortuin-Kastelyn
model at zero temperature, and are an active object of study in the planar probability
community (see, e.g.,[2, 7, 10–13, 15]).
There has also been some work on the typical number of spanning trees in uniformly
random graphs [8, 9, 14] with given degree sequences. (In such models, the underlying
graph is sampled uniformly at random from some set of allowed graphs; in our model, it is
the tree-weighted graph which is uniformly random, which means the underlying measure
on graphs is biased in favour of graphs with a greater number of spanning trees.)
Except in the setting of graphs on surfaces, we have not found any previous work on
tree-weighted graphs, random or otherwise.
1.2. Overview of the proof. We begin with a small number of facts and definitions that
are required for the overview. We say a sequence c = (c(i), 1 ≤ i ≤ n) of non-negative
integers is a child sequence if it is the child sequence of some tree. Note that c is a child
sequence if and only if
∑
1≤i≤n c(i) = n− 1, in which case
#{rooted trees t : ct = c} =
(
n− 1
c(1), . . . , c(n)
)
=
1
n
n!∏n
i=1 c(i)!
; (1)
see [16], Section 3.3.
Given any sequence c = (c(i), 1 ≤ i ≤ n) of non-negative integers, for k ≥ 1 we write
Qc(k) = #{i ∈ [n] : c(i) = k}. We call Qc = (Qc(k), k ≥ 0) the child statistics vector of c.
For a tree t with child sequence ct, we will sometimes write Qt = Qct for succinctness.
Given a graph g, for an edge e ∈ e(g) we write mg(e) for the multiplicity of edge
e in g. Given a degree sequence d = (d(1), . . . , d(n)), the classical configuration model
[19, Chapter 7] produces a random graph G such that for any fixed graph g with degree
sequence d,
P {G = g} ∝ 1∏n
i=1 2
mg(ii)
∏
e∈e(g)mg(e)!
. (2)
In Section 2, we define a sampling procedure, inspired by the configuration model and by
Pitman’s additive coalescent [18], which produces a random tree-weighted graph (G,T,Γ)
with the property that for any fixed tree-weighted graph (g, t, γ) with degree sequence d,
P {(G,T,Γ) = (g, t, γ)} ∝ 2
1[γ is a loop] ·mg−t(γ)∏n
i=1 2
mg−t(ii) ·∏e∈e(g)mg−t(e)! , (3)
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where g − t is the graph with the same vertex set as g and with edge multiplicities given
by
mg−t(e) =
{
mg(e) if e 6∈ e(t)
mg(e)− 1 if e ∈ e(t) .
We call a random tree-weighted graph (G,T,Γ) with distribution given by (3) a random
tree-weighted graph with degree sequence d. Note that in this case, conditionally given that
G is simple, (G,T,Γ) is uniformly distributed over simple tree-rooted graphs with degree
sequence d.
The sampling procedure we use has enough exchangeability that, conditional on its child
sequence, the resulting spanning tree T is uniformly distributed; that is, for any fixed child
sequence c = (c(i), 1 ≤ i ≤ n), and any tree t with ct = c,
P {T = t | cT = c} =
(
n− 1
c(1), . . . , c(n)
)−1
.
Now let (dn, n ≥ 1) be a sequence of degree sequences satisfying the conditions of
Theorem 1.1; for each n let (G(dn), T (dn),Γ(dn)) be a random tree-weighted graph with
degree sequence dn. We prove (see Proposition 3.1) that there is a probability distribution
q = (q(i), i ≥ 0) with µ2(q) <∞ such that the child statistics vector QT (dn) satisfies that
n−1QT (dn)(a) → q(a) in probability for all a ≥ 0, and moreover that µ2(n−1QT (dn)) →
µ2(q) in probability. It then follows from a result of Broutin and Marckert [6] that
σ
n1/2
T (dn)
d→ T (4)
in the Gromov-Hausdorff-Prokhorov sense, where σ2 = µ2(q) − 1 and T is the Brownian
continuum random tree.
This is not quite the convergence claimed in Theorem 1.1, because (G(dn), T (dn),Γ(dn))
is a random tree-weighted graph with degree sequence dn, whereas Theorem 1.1 concerns
random simple tree-weighted graphs. To obtain Theorem 1.1 from (4), we show that there
is α ∈ (0, 1] such that as n→∞,
P {G(dn) is simple | T (dn)} → α (5)
in probability. The value of (5), informally, is that it implies that conditioning G(dn)
to be simple has an asymptotically negligible effect on the law of T (dn). Since the law
of (G(dn), T (dn),Γ(dn)), conditional on the simplicity of G(dn), is uniform over simple
tree-weighted graphs with degree sequence dn, we can then conclude straightforwardly.
We finish the overview with a brief discussion of how we prove (5). Our procedure for
constructing random tree-weighted graphs with a given degree sequence first constructs the
tree T (dn), then randomly pairs the remaining half-edges as in the standard configuration
model. Viewing T (dn) as fixed, this leads us to the following more general question. Let
G = (V,E) be a random graph with a given degree sequence generated according to the
configuration model, and let T = (V,E′) be a fixed, simple graph with the same vertex set.
What is the probability that the union of G and T forms a simple graph (i.e. that G is a
simple graph and that E and E′ are disjoint)? We provide a partial answer to this question
by proving a fairly general Poisson approximation theorem for the number of loops and
multiple edges in the superposition of a fixed graph and a random graph drawn from the
configuration model (see Theorem 4.1). In order to apply Theorem 4.1, we need that the
joint degree statistics in G(dn) and in T (dn)) are sufficiently well-behaved; proving this is
the task of Section 3. We then state and prove Theorem 4.1 in Section 4, and finally put
all the pieces together to prove Theorem 1.1 in Section 5.
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Figure 1. An example of an execution path of Pitman’s additive coales-
cent. The forests F1, F2, F3 and F4 are displayed in successive rows.
2. Pitman’s additive coalescent with a fixed degree sequence
2.1. The sampling process. Let d = (d(1), . . . , d(n)) be a degree sequence, which is
to say that d(1), . . . , d(n) are non-negative integers. To be well-defined, the next process
requires that
∑
1≤i≤n d(i) ≥ 2n− 1 and that d(i) ≥ 1 for all 1 ≤ i ≤ n.
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Pitman’s additive coalescent. The process has n − 1 steps, and at the start
of step k consists of a rooted forest Fk(d) = {T k1 (d), . . . , T kn+1−k(d)} with n +
1 − k trees. At the start of step 1, these trees are isolated vertices with labels
1, . . . , n. Vertex i has d(i) half-edges (i1, i2, . . . , id(i)) attached to it, and id(i) is
distinguished as the root half-edge.
Step k:
Choose a uniformly random pair (rk, sk), where rk is a root half-edge which is
not paired in Fk(d) and sk is a non-root half-edge which is not paired in Fk(d)
and additionally belongs to a different tree of Fk(d) from rk.
Pair the half-edges rk and sk to create an edge ek connecting their endpoints;
this merges two trees of Fk(d). The root of the new tree is the same as the root
of the tree of Fk(d) containing sk. In the new tree, the vertex incident to rk is
the child of the vertex incident to sk.
Define Fk+1(d) to be the forest consisting of the new tree thus created, together
with the remaining n− k − 1 unaltered trees of Fk(d).
An example is shown in Figure 1. Write T (d) = Tn1 (d) for the single tree in the random
forest Fn(d). Attached to the tree T (d) there is a single pendant (unpaired) root half-
edge which is incident to the root of T (d), and if
∑n
i=1 d(i) > 2n − 1 then there are also
other pendant half-edges. By ignoring pendant half-edges, we may view T (d) as a random
rooted tree with vertex set [n].
It will be useful to additionally define two edge labellings of T (d), denoted K and H.
We define K(e) to be the step at which edge e was added; so K(ek) := k. We define H(e)
to be the non-root half-edge used in creating e; so H(ek) = sk. Note that K is a bijection
between e(T (d)) and [n − 1]. Also, if i ∈ [n] has cT (d)(i) = c, then H assigns c distinct
half-edges from the set {i1, . . . , id(i)} to the edges between i and its children in T (d).
We use the phrase “execution path” to mean a sequence of pairs (r1, s1), . . . , (rn−1, sn−1)
which may concievably appear as the ordered sequence of pairs of half-edges added during
the course of Pitman’s coalescent.
The next proposition fully describes the joint distribution of T (d), K, and H. In its proof,
and in what follows, for a rooted tree t and a node u ∈ v(t)\{r(t)} we write par(u) for the
parent of u in t. Also, we use the falling factorial notation (k)` := k(k−1) · . . . ·(k−`+1) =
k!/(k − `)!.
Proposition 2.1. Let d = (d(1), . . . , d(n)) be a degree sequence with d(i) ≥ 1 for all
i ∈ [n] and with ∑ni=1 d(i) ≥ 2(n − 1), and write m = 12 ∑ni=1 d(i). Then the following
properties all hold.
(1) For any fixed rooted tree t with vertex set [n],
P {T (d) = t} = 1
(2m− n)n−1
n∏
i=1
(d(i)− 1)ct(i) .
(2) Fix any set H ⊂ ⋃ni=1{i1, . . . , i(di − 1)} with |H| = n − 1. Conditionally given
that {s1, . . . , sn−1} = H, the triple (T (d),K,H) is uniformly distributed over the
((n− 1)!)2 triples which are consistent with the event {s1, . . . , sn−1} = H.
(3) The sequence (s1, . . . , sn−1) of non-root half-edges, added by Pitman’s coalescent,
is uniformly distributed over the set of sequences of (n − 1) distinct elements of⋃
1≤i≤n{i1, . . . , i(d(i) − 1)}. Consequently, {s1, . . . , sn−1} is a uniformly random
size-(n− 1) subset of ⋃1≤i≤n{i1, . . . , i(d(i)− 1)}.
(4) Finally, conditionally given that T (d) = t and given the set {s1, . . . , sn−1} of non-
root half-edges added by Pitman’s coalescent, the ordering (e1, . . . , en−1) of e(t) is
uniformly distributed over the (n− 1)! possible orderings of e(t).
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Proof. At step i of the process, there are n+ 1− i components and m−n+ 1− i unpaired
non-root half-edges. We may specify the pair (ri, si) by first revealing the non-root half-
edge si, then revealing ri. Whatever the choice of si, there are n − i possibilities for ri,
so the number of distinct choices for the pair (ri, si) is (2m− n+ 1− i)(n− i). Thus, the
total number of possible execution paths for the process is
n−1∏
i=1
(2m− n+ 1− i)(n− i) = (n− 1)!(2m− n)n−1. (6)
The execution path followed by the process is uniquely determined by the tree T (d)
and the functions K : e(T (d))→ [n− 1] and H : e(T (d))→ ⋃ni=1{i1, . . . , i(di− 1)}. To see
this, fix any k ∈ [n − 1]. Then the edge ek created at step k of Pitman’s coalescent may
be recovered as ek = K
−1(k); and, if ek = uv with v = par(u) then the half-edges paired
to create ek are the root half-edge vd(v) incident to v and the half-edge H
−1(ek).
Now, fix any tree t with degree sequence d, any bijection k : e(t) → [n − 1], and any
function h : e(t) → N which, for all i ∈ [n], assigns ct(i) distinct values from the set
{1, . . . , (d(i) − 1)} to the edges between i and its children in t. Together with (6), the
observation of the preceding paragraph implies that
P {T (d) = t,K = k,H = h} = 1
(n− 1)!(2m− n)n−1 .
Having fixed the tree t, the number of possible values for K is (n− 1)! and the number
of possible values for H is
∏
i∈[n](d(i)− 1)ct(i). It follows that
P {T (d) = t} =
(n− 1)! ·∏i∈[n](d(i)− 1)ct(i)
(n− 1)!(2m− n)n−1 =
∏
i∈[n](d(i)− 1)ct(i)
(2m− n)n−1 ,
which proves the first claim of the proposition.
Next, fix H as in the second assertion of the proposition, and any ordering of H as
(h1, . . . , hn−1). Then the number of execution paths which yield that sk = hk for k ∈ [n−1]
is precisely (n − 1)!. To see this, note that if sj = hj for 1 ≤ j ≤ k then, whatever the
choices of the root half-edges (rj , 1 ≤ j ≤ k), the forest Fnk has n+ 1− k component trees
so there are n − k unpaired root half-edges in components different from that of sk; any
such root half-edge may be chosen as rk. Since there are also (n − 1)! possible orderings
of H, the second assertion of the proposition follows.
To prove the third statement, fix a set H and an ordering (h1, . . . , hn−1) of its elements,
as in the previous paragraph. For each 1 ≤ k < n − 1, given that sj = hj for 1 ≤ k < i,
whatever the choices of (rj , 1 ≤ j < k) may be, there are n − k ways to choose rk in a
distinct tree from hk. It follows that there are
∏n−2
k=1(n − k) = (n − 1)! execution paths
with the property that sk = hk for each 1 ≤ k ≤ n−1. Since this number does not depend
on H, it follows that each size-(n−1) subset of ⋃1≤i≤n{i1, . . . , i(d(i)−1)} is equally likely.
Finally, fix both the tree t and an unordered set H of non-root half-edges with |H ∩
{i1, . . . , i(d(i) − 1)}| = ct(i) for all i ∈ [n]. We consider the number of execution paths
which yield T (d) = t and {s1, . . . , sn} = H. The number of choices of an ordering function
k : e(t) → [n − 1] consistent with these constraints is still (n − 1)!. Moreover, whatever
the choice of k, under the further constraint K = k, the number of possibilities for H is∏
i∈[n] ct(i)!. To see this, note that for each i ∈ [n], the constraints precisely imply that
H ∩ {i1, . . . , i(d(i) − 1)} = {s1, . . . , sn−1} ∩ {i1, . . . , i(d(i) − 1)}, and H is fixed once we
additionally specify which of these ct(i) half-edges is matched to which child of i, for each
i ∈ [n]. It follows that the number of execution paths which yield that T (d) = t, that
K = k and that {s1, . . . , sn} = H is
n∏
i=1
ct(i)! .
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As this quantity doesn’t depend on the choice of the ordering function k, the final assertion
of the proposition follows. 
We state a corollary of the above proposition, for later use.
Corollary 2.2. The tree T (d) is a uniformly random rooted tree with child sequence cT .
The corollary follows since the formula for P {T (d) = t} from Proposition 2.1 only
depends on t through ct.
We now assume that
∑n
i=1 d(i) ≥ 2n and that
∑n
i=1 d(i) is even, and define a random
tree-rooted graph (G,T,Γ) = (G(d), T (d),Γ(d)) as follows: First, let T = T (d) be the
random tree built by Pitman’s coalescent, and let Γ+ be its root half-edge. We refer
to T as the spanning tree-elect of a to-be-constructed tree-rooted graph. Next, choose a
uniformly random matching of the 2m − 2(n − 1) pendant half-edges attached to T , and
pair the half-edges according to this matching to create G = G(d). Then let Γ be the edge
containing Γ+, oriented so that Γ+ is at the head. We call (G(d), T (d),Γ(d)), or any other
graph with the same distribution, a random tree-rooted graph with degree sequence d. The
tree T has now taken office.
The next proposition describes the distribution of (G(d), T (d),Γ(d)). For a tree-rooted
graph (g, t, γ),
Proposition 2.3. Let d = (d(1), . . . , d(n)) be a degree sequence with d(i) ≥ 1 for all
i ∈ [n], and write m = 12
∑n
i=1 d(i). Fix a tree-rooted graph (g, t, γ) where g is a graph
with degree sequence d. Then
P {(G(d), T (d),Γ(d)) = (g, t, γ)} ∝ 2
1[γ is a loop] ·mg−t(γ)∏n
i=1 2
mg−t(ii) ·∏e∈e(g)mg−t(e)! .
Proof. Proposition 2.1 gives us a formula for P {T (d) = t}. We next focus on computing
P {G(d) = g | T (d) = t} .
Write r for the root of t, and γ = qr for the oriented root edge of g. Given that T (d) = t,
each i ∈ [n] with i 6= r(t) has d′(i) := d(i)−ct(i)−1 pendant half-edges attached to it, and
r has d′(r) := d(r) − ct(r) half-edges attached to it. Conditionally given that T (d) = t,
the graph G(d) − T (d) is distributed as CM(d′), a random graph with degree sequence
d′ = (d′(1), . . . , d′(n)) sampled according to the configuration model (so with distribution
as in (2)). Writing m′ := m− (n− 1) = 12
∑n
i=1 d
′(i) and g′ = (v(g), e(g) \ e(t)), it follows
that
P {G(d) = g | T (d) = t} = P{CM(d′) = g′}
=
2m
′
(m′)!
(2m′)!
∏n
i=1 d
′(i)!∏n
i=1 2
mg′ (ii) ·∏e∈e(g′)mg′(e)!
=
2m
′
(m′)!
(2m′)!
∏n
i=1 d
′(i)!∏n
i=1 2
mg−t(ii) ·∏e∈e(g)mg−t(e)! .
In the last equality, we use that mg′(ii) = mg−t(ii) since t is a tree so contains no loops,
and that mg′(e) = mg−t(e) by definition when e ∈ e(g′).
Given that T (d) = t and that G(d) = g, in order to have (G(d), T (d),Γ(d)) = (g, t, γ)
it is necessary and sufficient that Γ(d) = γ. This occurs precisely if γ+, the half-edge of
γ incident to r, was matched with some half-edge incident to q. Since the matching of
half-edges in G(d) − T (d) is chosen uniformly at random, by symmetry the conditional
probability that this occurred is mg−t(γ)/d′(r) if γ is not a loop, and is 2mg−t(γ)/d′(r) if
γ is a loop. We may unify these two formulas by writing
P {Γ(d) = γ | T (d) = t, G(d) = g} = 2
1[γ is a loop]mg−t(γ)
d′(r)
.
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Combined with the formula for P {T (d) = t} from Proposition 2.1, this gives
P {(G(d), T (d),Γ(d)) = (g, t, γ)}
=
1
(2m− n)n−1
n∏
i=1
(d(i)− 1)ct(i)
· 2
m′(m′)!
(2m′)!
∏n
i=1 d
′(i)!∏n
i=1 2
mg−t(ii) ·∏e∈e(g)mg−t(e)!
· 2
1[γ is a loop]mg−t(γ)
d′(r)
=
n∏
i=1
(d(i)− 1)! · 2
m−(n−1)(m− (n− 1))!
(2m− n)! ·
21[γ is a loop]mg−t(γ)∏n
i=1 2
mg−t(ii) ·∏e∈e(g)mg−t(e)! .
In the second equality we have used that (2m − n)n−1(2m′)! = (2m − n)!, that (d(i) −
1)ct(i)d
′(i)! = (d(i)−1)! for i 6= r, and that (d(r)−1)ct(r)d′(r)! = d′(r)(d(r)−1)!. The first
two terms on the final line do not depend on the triple (g, t, γ), so the result follows. 
3. Concentration of degrees
Throughout this section, let (dn, n ≥ 1) be a sequence of degree sequences satisfying the
conditions of Theorem 1.1, and also let pn and p be as in Theorem 1.1. Next, for n ≥ 1
let T (dn) be the tree built by Pitman’s additive coalescent applied to the degree sequence
dn = (dn(i), 1 ≤ i ≤ n). Let cn = (cn(i), 1 ≤ i ≤ n) be the child sequence of T (dn), and
recall that Qcn = (Qcn(a), a ≥ 0) is the child statistics vector of cn. Also, for 0 ≤ a < b,
let Pnb,a = #{1 ≤ i ≤ n : dn(i) = b, cn(i) = a}. Finally, let ρ := 1/(µ1(p)− 1).
Proposition 3.1. For a ≥ 0 let
q(a) :=
∞∑
b=a+1
p(b) ·P {Bin(b− 1, ρ) = a} .
Then µ2(q) < ∞ and µ2(n−1Qcn) → µ2(q) in probability as n → ∞. Moreover, for all
0 ≤ a < b, n−1Pnb,a
prob−→ p(b) ·P {Bin(b− 1, ρ) = a}, and n−1Qcn(a) prob−→ q(a), in both cases
as n→∞.
Let (G(dn), T (dn),Γ(dn)) be a random tree-weighted graph with degree sequence dn.
Using Proposition 3.1, together with existing results from the literature, it is fairly straight-
forward to establish that (σn−1/2)T (dn) d→ T , with σ = µ2(q)−1, where T is the Brownian
continuum random tree. However, in order to show that such convergence holds for the
corresponding random simple tree-weighted graphs, we additionally need the next propo-
sition, which establishes that the number of pairs of tree-adjacent vertices in T (dn) with
given fixed degrees is well-concentrated around its expected values. This will be used in
order to show that G(dn) is simple given T (dn) asymptotically behaves like a constant.
Write G−(dn) = G(dn)− T (dn) and let dn− = (dn−(i), 1 ≤ i ≤ n) be the degree sequence
of G−(dn). For integers k, ` ≥ 0, let
α(k, `) =
∑
a1,a2≥0
a2p(`+a2+1)P {Bin(`+ a2, ρ) = a2}·p(k+a1+1)P {Bin(k + a1, ρ) = a1} .
(7)
Proposition 3.2. For integers k, ` ≥ 0 let
An(k, `) =
∣∣{uv ∈ e(T (dn)) : dn−(u) = k, dn−(v) = `}∣∣ .
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Then for all k, ` ≥ 0,
1
n
An(k, `)
prob−→ α(k, `)
as n→∞, and also
1
n
∑
k,`≥0
k`An(k, `)
prob−→
∑
k,`≥0
k`α(k, `).
The proofs of Propositions 3.1 and 3.2 appear in Appendix A.
To conclude the section, we observe that α(k, `) defines a probability distribution on
pairs of non-negative integers. Indeed,∑
k≥0
∑
a1≥0
p(k + a1 + 1)P {Bin(k + a1, ρ) = a} =
∑
m≥0
∑
k+a=m
p(m+ 1)P {Bin(m, ρ) = a}
=
∑
m≥0
p(m+ 1) = 1− p(0) = 1 ,
and ∑
`≥0
∑
a2≥0
a2p(`+ a2 + 1)P {Bin(`+ a2, ρ) = a2}
=
∑
m≥0
∑
`+a=m
ap(m+ 1)P {Bin(m, ρ) = a}
=
∑
m≥0
p(m+ 1) ·mρ = (µ1(p)− (1− p(0)))ρ = (µ1(p)− 1)ρ = 1,
so by factorizing
∑
k,`≥0 α(k, `) we obtain
∑
k,`≥0
α(k, `) =
∑
m≥0
p(m+ 1)
 ·
∑
m≥0
∑
m≥0
p(m+ 1) ·mρ
 = 1 ;
the fact that
∑
k,`≥0 α(k, `) = 1 will be used in the proof of Proposition 3.2. A similar
computation shows that
∑
k,`≥0
k` · α(k, `) ≤
∑
m≥0
mp(m+ 1)
 ·
∑
m≥0
m2p(m+ 1)ρ
 = µ2(p)− 2µ1(p) + 1 <∞ ,
(8)
a fact we will use in bounding the probability of simplicity of G(dn).
4. Poisson approximation for graph superpositions.
In this section we state a Poisson approximation theorem for the number of loops and
multiple edges in the superposition of a fixed simple graph and a random graph with a
fixed degree sequence; this in particular allows us to control the probability that such a
superposition yields a simple graph.
Let H be a simple graph with vertex set v(H) = [n]. Fix a degree sequence d =
(d(1), . . . , d(n)) whose sum of degrees is even, and let G be a random graph with degree
sequence d sampled according to the configuration model. For vertices u, v ∈ [n] and
i ∈ [d(u)], j ∈ [d(v)], let 1[ui,vj] be the indicator of the event that half-edge ui is matched
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with half-edge vj in G. Now write
L = L(G) = {(ui, uj) : u ∈ [n], i, j ∈ [d(u)], i < j}
M =M(G,H) = {((ui1, vj1), (ui2vj2)) : u, v ∈ [n], uv /∈ e(H),
i1, i2 ∈ [d(u)], j1, j2 ∈ [d(v)], u < v, i1 < i2, j1 6= j2}, and
N = N (G,H) = {(ui, vj) : uv ∈ e(H), i ∈ [d(u)], j ∈ [d(v)]},
and let
L = L(G) =
∑
(ui,uj)∈L
1[ui,uj] ,
M = M(G,H) =
∑
((ui1,vj1),(ui2vj2))∈M
1[(ui1,vj1)]1[(ui2vj2)] , and
N = N(G,H)
∑
(ui,vj)∈C
1[ui,vj] .
Note that the graph with edge set e(G) ∪ e(H) is simple precisely if L+M +N = 0.
Theorem 4.1. Fix a sequence of graphs (hn, n ≥ 1) with v(hn) = [n] and maxv∈[n]{deghn(v)} =
o(n) for all n ≥ 1. For each n ≥ 1 let dn = (dn(v), 1 ≤ v ≤ n) be a degree sequence and
let pn be the degree distribution of dn. Suppose that there exists a probability distribution
p = (p(k), k ≥ 0) with µ2(p) ∈ [0,∞) and p(0) < 1 such that the following holds.
First, pn → p pointwise and µ2(pn) → µ2(p). Second, there are non-negative numbers
(α(a, b), a, b ≥ 0) such that for any a, b ≥ 0
αn(a, b) :=
1
n
|{uv ∈ e(hn) : dn(u) = a, dn(v) = b}| → α(a, b),
and ∑
k,`≥0
klαn(k, `)→
∑
k,`≥0
klα(k, `) <∞ (9)
For n ≥ 1 let Gn be distributed according to the configuration model on graphs with
vertex set [n] and degree sequence dn. Then with Ln = L(Gn), Mn = M(Gn, hn) and
Nn = N(Gn, hn), we have
‖Dist(Ln,Mn, Nn)− Poi(ν/2)⊗ Poi(ν2/4)⊗ Poi(η)‖TV → 0
as n→∞, where ν = µ2(p)/µ1(p)− 1 and η = 1µ1(p)
∑
i,j≥1 ijα(i, j).
In the statement of Theorem 4.1 we have introduced the notation deghn(v) for the degree
of vertex v in hn, and the notation ‖µ − ν‖TV for the total variation distance between
probability measures. The proof of Theorem 4.1 appears in Appendix B. This theorem
has the following consequence for random tree-weighted graphs, which we will use in the
next section.
Corollary 4.2. Let (dn, n ≥ 1) and (pn, n ≥ 1) be as in Theorem 1.1, and for n ≥ 1 let
(G(dn), T (dn),Γ(dn)) be a random tree-weighted graph with degree sequence d. Then
P {G(dn) simple | T (dn)} prob−→ exp(−ν/2− ν2/4− η) ,
as n→∞.
Proof. First, the fact that
∑
k,`≥0 k` · α(k, `) < ∞ appears in (8), above, from which it
is immediate that η < ∞. Next, let G−(dn) be the subgraph of G(dn) with edge set
e(G(dn)) \ e(T (dn)), and let dn− be the degree sequence of G−(dn), as defined in Section 3
previous to Proposition 3.2. Finally, write Ln = L(G−(dn)), Mn = M(G−(dn), T (dn)),
and Nn = N(G−(dn), T (dn)).
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Conditionally given T (dn), the graph G−(dn) is a random graph with degree sequence
dn−. By Proposition 3.2 we know that αn(k, l)
prob−→ α(k, l) for all k, l ≥ 0, and that∑
k,l≥0
klαn(k, l)
prob−→
∑
k,l≥0
klα(k, l).
By Theorem 4.1 applied with hn = T (d
n) and Gn = G−(dn) = G(dn) − T (dn), it now
follows that conditionally given T (dn),
‖Dist(Ln,Mn, Nn)− Poi(ν/2)⊗ Poi(ν2/4)⊗ Poi(η)‖TV prob−→ 0
as n → ∞. If (L,M,N) is Poi(ν/2) ⊗ Poi(ν2/4) ⊗ Poi(η)-distributed, then we have
P {L = M = N = 0} = exp(−ν/2 − ν2/4 − η); since G(dn) is simple if and only if Ln =
Mn = Nn = 0, it follows that
P {G(dn) simple | T (dn)} = P {Ln = Mn = Nn = 0 | T (dn)}
prob−→ P {L = M = N = 0} = exp(−ν/2− ν2/4− η) ,
as required. 
5. Proof of Theorem 1.1
Let (dn, n ≥ 1) be a sequence of degree sequences satisfying the conditions of Theo-
rem 1.1. For n ≥ 1 let T (dn) be the tree built by Pitman’s additive coalescent applied to
degree sequence dn, and let cn be the child sequence of T (dn). By Proposition 2.1 (1),
conditionally given cn, the tree T (dn) is uniformly distributed over the set of trees with
child sequence cn.
By Proposition 3.1, the child statistics vectors (Qcn , n ≥ 1) satisfy that, as n→∞, for
all a ≥ 0,
n−1Qcn(a)
prob−→ q(a),
and moreover that µ2(n
−1Qcn(a))→ µ2(q). Here q = (q(a), a ≥ 0) is as in Proposition 3.1,
and in particular satisfies µ2(q) <∞. Writing σ = µ2(q)− 1, it then follows by Theorem
1 of [6] that
T (dn) :=
σ
n1/2
T (dn)
d→ T ,
in the Gromov-Hausdorff-Prokhorov sense.1
We aim to prove the same statement with T (dn) replaced by Tn := (σ/n
1/2)Tn, where
(Gn, Tn,Γn) is is a uniformly random simple tree-rooted graph with degree sequence d
n.
To accomplish this, we use that the law of (Gn, Tn,Γn) is precisely the conditional law of
(G(dn), T (dn),Γ(dn)) given that G(dn) is a simple graph.
Writing K for Gromov-Hausdorff-Prokhorov space as in [1], for any bounded continuous
function f : K→ R we have
E
(
f(T (dn)) · 1[G(dn) simple]
)
= E
(
E
(
f(T (dn)) · 1[G(dn) simple]
∣∣ T (dn)) )
= E
(
f(T (dn)) ·P {G(dn) simple | T (dn)}) .
1Theorem 1 of [6] is stated for plane trees with a fixed degree sequence, rather than labeled trees with
a fixed degree sequence. However, as noted by Broutin and Marckert [6, page 295], a straightforward
combinatorial argument shows that the same result holds for labeled trees. Also, as stated, the theorem
only yields convergence in the Gromov-Hausdorff sense; but the proof proceeds by establishing convergence
distributional of coding functions. As explained in [1, Section 3], such proofs immediately yield the stronger
Gromov-Hausdorff-Prokhorov convergence.
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Since Ef(T (dn))→ Ef(T ), and P {G(dn) simple | T (dn)} prob−→ exp(−ν/2− ν2/4− η) by
Corollary 4.2, it follows that
E
(
f(T (dn)) · 1[G(dn) simple]
)→ exp(−ν/2− ν2/4− η)E (f(T )) .
Furthermore,
P {G(dn) simple} = E (P {G(dn) simple | T (dn)})→ exp(−ν/2− ν2/4− η),
and therefore
E
(
f(T (dn))
∣∣ G(dn) simple) = E (f(T (dn)) · 1[G(dn) simple])
P {G(dn) simple} → E (f(T )) .
Since
E
(
f(Tn)
)
= E
(
f(T (dn)
∣∣ G(dn) simple) ,
the fact that Tn
d→ T now follows by the Portmanteau theorem. 
Appendix A. Proofs of Propositions 3.1 and 3.2
Before beginning the proofs in earnest, we record the following fact, which will be
used multiple times below, and which follows straightforwardly from the assumptions of
Theorem 1.1.
Fact A.1. Let (dn, n ≥ 1) be a sequence of degree sequences satisfying the conditions of
Theorem 1.1. Then max1≤i≤n dn(i) = o(n1/2).
Proof. If pn → p pointwise and µ2(p) ∈ (0,∞), then for all  > 0 there is M such that
lim inf
n→∞
M∑
k=1
k2pn(k) ≥ µ2(p)− ,
so supM≥1 lim infn→∞
∑M
k=1 k
2pn(k) ≥ µ2(p). If also there is δ > 0 such that max1≤i≤n dn(i) ≥
δn1/2 for infinitely many n, then
lim sup
n→∞
µ2(p
n) ≥ δ2 + sup
M≥1
lim inf
n→∞
M∑
k=1
k2pn(k) > µ2(p),
so µ2(p
n) 6→ µ2(p). 
To prove Proposition 3.1, we will also make use of the following lemma, which uses
the second moment method to control how subsampling affects degree distributions. The
proof of the proposition immediately follows that of the lemma.
Lemma A.2. For any integer b ≥ 1 there exists n0 such that for all n ≥ n0 the following
holds. Let d = (d(1), . . . , d(n)) be a degree sequence with d(i) ≥ 1 for all i ∈ [n] and
with
∑n
i=1 d(i) ≥ 2n − 1, set S =
⋃n
i=1{i1, . . . , i(d(i) − 1)} and write s = |S|. Let U be a
uniformly random subset of S with |U | = n− 1, and for 1 ≤ i ≤ n write Ui = #{1 ≤ j <
d(i) : (i, j) ∈ U}. For 0 ≤ a < b, write Pb,a = #{1 ≤ i ≤ n : (d(i), Ui) = (b, a)}. Then for
all  > 0,
P {|Pb,a −EPb,a| > EPb,a} ≤ 2b
2
2s
.
Proof. We fix 0 ≤ a ≤ b and compute the first and second moments of Pb+1,a; this makes
the calculations slightly easier to read than they would be for Pb,a.
Fix indices k and ` with d(k) = d(`) = b+ 1. Since U is a uniformly random subset of
S, by symmetry we have
P {|Uk| = a} = P {|U`| = a} =
(
b
a
)
·
(
s− b
n− 1− a
)(
s
n− 1
)−1
,
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and
P {|Uk| = |U`| = a} =
(
b
a
)2
·
(
s− 2b
n− 1− 2a
)(
s
n− 1
)−1
,
so writing nb+1 = #{1 ≤ i ≤ n : d(i) = b+ 1}, we have
EPb+1,a = nb+1
(
b
a
)
·
(
s− b
n− 1− a
)(
s
n− 1
)−1
(10)
and
Var {Pb+1,a}
= nb+1(nb+1 − 1)
(
b
a
)2(( s− 2b
n− 1− 2a
)(
s
n− 1
)−1
−
(
s− b
n− 1− a
)2( s
n− 1
)−2)
= nb+1(nb+1 − 1)
(
b
a
)2((n− 1)2a(s− (n− 1))2(b−a)
(s)2b
− (n− 1)
2
a(s− (n− 1))2b−a
(s)2b
)
The ratio of the first and the second term in the final parenthesis is
(n− 1)2a
(n− 1)2a
(s− (n− 1))2(b−a)
(s− (n− 1))2b−a
(s)2b
(s)2b
≤ (s)
2
b
(s)2b
≤
(
1 +
b
s− 2b
)b
≤ 1 + 2b
2
s
,
the last bound holding for b fixed and s large. This gives
Var {Pb+1,a} ≤= nb+1(nb+1 − 1)
(
b
a
)2 2b2
s
(
s− b
n− 1− a
)2( s
n− 1
)−2
<
2b2
s
(EPb+1,a)
2 ,
and the lemma follows by Chebyshev’s inequality. 
Proof of Proposition 3.1. We first bound µ2(q) by writing
µ2(q) =
∑
a≥0
a2q(a)
=
∑
a≥0
a2
∑
b>a
p(b) ·P {Bin(b− 1, ρ) = a}
≤
∑
b>0
b2p(b) ·
∑
0≤a<b
P {Bin(b− 1, ρ) = a}
= µ2(p)
2 <∞ .
Next, since pn → p pointwise and µ2(pn) → µ2(p) < ∞, for any  > 0 there is k such
that
∑
d≥k d
2pn(d) <  and
∑
d≥k d
2p(d) < . If node i has a children in T (dn) then
bn(i) ≥ a+ 1, so it follows that∑
a≥k
k2
Qcn(k)
n
=
∑
a≥k
∑
b>a
a2
#{i ≤ n : cn(i) = a, dn(i) = b}
n
≤
∑
b>k
b2
∑
a<b
#{i ≤ n : cn(i) = a, dn(i) = b}
n
=
∑
b>k
b2pn(b) <  .
To complete the proof it thus suffices to show that n−1Pnb,a → p(b) ·P {Bin(b− 1, ρ) = a}
in probability for all 0 ≤ a < b and that n−1Qcn → q pointwise in probability; the fact
that µ2(n
−1Qcn)→ µ2(q) in probability then immediately follows.
By the third statement of Proposition 2.1, the set of non-root half-edges in T (dn) is a
uniformly random size-(n − 1) subset of the set Sn := ⋃1≤i≤n{i1, . . . , i(dn(i) − 1)}. We
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will apply Lemma A.2 to control the numbers of nodes with a given number of children
in T (dn). To make the coming applications of that lemma transparent, we write sn :=
|Sn| = ∑1≤i≤n(i− 1)dn(i).
We handle the cases µ1(p) = 2 and µ1(p) > 2 separately. If µ1(p) = 2 then |Sn| =∑
1≤i≤n(d
n(i)− 1) = (1 + o(1))n as n→∞. Note that in this case r = 1/(µ1(p)− 1) = 1
so q(a) = p(a+ 1) for all a ≥ 0. For any a ≥ 0, by (10) we then have
EPna+1,a = (1− o(1))npn(a+ 1)
(
a
a
)(|Sn| − 1− a
n− 1− a
)( |Sn|
n− 1
)−1
= (1− o(1))npn(a+ 1),
so by Lemma A.2,
Pna+1,a
n
prob−→ p(a+ 1) = q(a).
It follows that
∑
a≥0 P
n
a+1,a/n → 1 in probability. This implies that
∑
b>a+1 P
n
b,a/n → 0
in probability, so
Qcn(a)
n
=
1
n
∑
b>a
Pnb,a =
Pna+1,a
n
+
∑
b>a+1
Pnb,a
n
prob−→ q(a) ,
and that for all b > a + 1, Pnb,a/n → 0 = p(b) · P {Bin(b− 1, ρ) = a} in probability, as
required.
We now assume µ1(p) > 2, so that r = 1/(µ1(p) − 1) < 1. Since p = (pk, k ≥ 1) is
supported on the positive integers,∑
a≥0
q(a) =
∑
a≥0
∞∑
b=a+1
p(b)P {Bin(b− 1, ρ) = a} =
∑
b≥1
p(b) = 1 .
Recalling that Qcn(a) =
∑
b>a P
n
b,a, to show that n
−1Qcn(a) → q(a) in probability, it
therefore suffices to prove that Pnb+1,a/n → p(b + 1) · P {Bin(b, ρ) = a} for all 0 ≤ a ≤ b,
and we now turn to this.
Since µ1(p
n)→ µ1(p), it follows that |
∑n
i=1 d(i)
n − µ1(p)n| = n|µ1(pn)− µ1(p)| = o(n)
as n→∞, so sn = (1 + o(1))n(µ1(p)− 1). Thus, for any b ≥ 1 and 0 ≤ a ≤ b we have(
b
a
)
·
(
sn − b
n− 1− a
)(
sn
n− 1
)−1
=
(
b
a
)
(n− 1)a(sn − (n− 1))b−a
(sn)b
= (1− o(1))
(
b
a
)
na((µ1(p)− 2)n)b−a
((µ1(p)− 1)n)b
= (1− o(1))
(
b
a
)
(µ1(p)− 2)b−a
(µ1(p)− 1)b = (1− o(1))P {Bin(b, ρ) = a} .
Using (10) we thus have
EPnb+1,a = (1− o(1))npn(b+ 1)P {Bin(b, ρ) = a} = (1− o(1))np(b+ 1)P {Bin(b, ρ) = a} ,
so by Lemma A.2, as n→∞,
Pnb+1,a
n
prob−→ p(b+ 1)P {Bin(b, ρ) = a} ,
as required. 
We now turn to controlling the joint degrees of pairs of tree-adjacent vertices in tree-
weighted graphs. Given a degree sequence d = (d(1), . . . , d(n)) and a tree t with v(t) = [n],
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for integers b1, b2, a1, a2 let
Rb1,b2,a1,a2(t,d)
= #{u ∈ v(t) \ {r(t)} : d(u) = b1, d(par(u)) = b2, ct(u) = a1, ct(par(u)) = a2}
=
∑
u∈v(t)\{r(t)}
[d(u) = b1, ct(u) = a1] · [d(par(u)) = b2, ct(par(u)) = a2] .
If (g, t, γ) is a tree-rooted graph and g has degree sequence d, then Rb1,b2,a1,a2(t,d) counts
the number of edges xy of t with y = par(x) such that ct(x) = a1, ct(y) = a2 and
dg(x) = b1, dg(y) = b2.
Proposition A.3. Under the assumptions of Theorem 1.1, for any integers 0 ≤ a1 < b1
and 0 ≤ a2 < b2, as n→∞,
Rb1,b2,a1,a2(T (d
n),dn)
n
→ a2p(b2)P {Bin(b2 − 1, ρ) = a2} · p(b1)P {Bin(b1 − 1, ρ) = a1}
in probability, where ρ = 1/(µ1(p)− 1).
We introduce two pieces of notation before beginning the proof. For a half-edge h we
write v(h) for the vertex incident to h. Also, for r ∈ R we write r+ := max(r, 0).
Proof. First, if a2 = 0 then the right-hand side is zero, and also Rb1,b2,a1,a2(T (d
n), dn) = 0,
since if v = par(u) ∈ T (dn) then cT (dn)(v) ≥ 1. The result thus holds trivially when
a2 = 0, and we assume hereafter that a2 ≥ 1. For the remainder of the proof we write
Rb1,b2,a1,a2 = Rb1,b2,a1,a2(T (d
n), dn) for succinctness.
Let H be a fixed, size-(n − 1) subset of Sn := ⋃1≤i≤n{i1, . . . , i(dn(i) − 1)}. Write
Sn = {s1, . . . , sn−1} for the (unordered) set of non-root half-edges of T (dn). We now show
that for any half edge h ∈ H and any root half-edge r not incident to the same vertex as
h, for all 1 ≤ i ≤ n− 1,
P {(ri, si) = (r, h) | Sn = H} = P {(r1, s1) = (r, h) | Sn = H} . (11)
To see this, note that by the second assertion of Proposition 2.1, the number of execution
paths with Sn = H is ((n − 1)!)2. We claim that for any i ∈ [n − 1], the number of
execution paths with Sn = H which additionally satisfy that (ri, si) = (r, h) is ((n− 2)!)2.
As this number does not depend on i ∈ [n − 1], the displayed identity follows from this
claim.
To prove the claim, simply note that there are (n−2)! possible orderings of H consistent
with the constraint that si = h. Having fixed such an ordering (h1, . . . , hn−1), for each
j ∈ [n− 1] with j 6= i, if sk = hk for 1 ≤ k < j then, excluding ri there are n− j − 1[j<i]
unpaired root half-edges in components different from that of sj , and any such root half-
edge may be chosen as rj . Thus the number of execution paths with Sn = H and such
that (ri, si) = (r, h) is (n− 2)! ·
∏
j∈[n−1]\{i}(n− j − 1[j<i]) = ((n− 2)!)2.
Now fix a second non-root half-edge h′ 6= h and a second root half-edge r′ 6= r not
incident to the same vertex as h′. Then a similar argument to the one leading to (11)
shows that that for any 1 ≤ i < j ≤ n,
P
{
(ri, si) = (r, h), (rj , sj) = (r
′, s′) | Sn = H}
= P
{
(r1, s1) = (r, h), (r2, s2) = (r
′, s′) | Sn = H} . (12)
In the current case, the number of execution paths leading to the events in both the left-
and right-hand probabilities is ((n− 3)!)2.
We will next use the above identities in order to perform first and second moment
computations. For any set H ⊂ Sn, for 0 ≤ a < b let V nb,a(H) = {i ∈ [n] : dn(i) =
b, |H ∩ {i1, . . . , i(dn(i) − 1)| = a}. Note that V nb,a(Sn) is simply the set of nodes with
degree b in G(dn) and with a children in T (dn); so Pnb,a = |V nb,a(Sn)|.
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Fix a non-root node u ∈ T (dn), and let m ∈ [n − 1] be such that em = {par(u), u}.
Then v(rm) = u and v(sm) = par(u), so u ∈ Rb1,b2,a1,a2 if and only if v(rm) ∈ V nb1,a1(Sn)
and v(sm) ∈ V nb2,a2(Sn). By (11), it follows that
E (Rb1,b2,a1,a2 | Sn = H)
= (n− 1)P{v(r1) ∈ V nb1,a1(Sn), v(s1) ∈ V nb2,a2(Sn) | Sn = H} . (13)
Likewise, by the second of the two displayed identities,
E
((
Rb1,b2,a1,a2
2
)
| Sn = H
)
=
(
n− 1
2
)
P
{
v(r1), v(r2) ∈ V nb1,a1(Sn), v(s1), v(s2) ∈ V nb2,a2(Sn) | Sn = H
}
. (14)
We develop the latter two identities in turn.
For integers 0 ≤ a < b, the number of non-root half-edges h ∈ Sn with v(h) ∈ V nb,a(Sn)
is a · |V nb,a(Sn)|, and the number of root half-edges h with v(h) ∈ V nb,a(Sn) is just |V nb,a(Sn)|.
Conditionally given that Sn = H, the half-edge s1 is a uniformly random element of H, so
P
{
v(s1) ∈ V nb2,a2(Sn) | Sn = H
}
=
a2|V nb2,a2(H)|
|H| =
a2|V nb2,a2(H)|
n− 1 .
Having chosen s1, if v(s1) = v then v(r1) is a uniformly random element of [n] \ {v}, so
P
{
v(r1) ∈ V nb1,a1(Sn) | Sn = H, v(s1) ∈ V nb2,a2(Sn)
}
=
(|V nb1,a1(H)| − 1[(b1,a1)=(b2,a2)])+
n− 1 .
Using these two identities in (13), it follows that
(n− 1)E (Rb1,b2,a1,a2 | Sn = H) = a2|V nb2,a2(H)|(|V nb1,a1(H)| − 1[(b1,a1)=(b2,a2)])+ ,
so since |V nb,a(Sn)| = Pnb,a for all 0 ≤ a < b, by Proposition 3.1 we have
E
(
Rb1,b2,a1,a2
n
| Sn
)
=
1
n(n− 1)a2P
n
b2,a2(P
n
b1,a1 − 1[(b1,a1)=(b2,a2)])
prob−→ a2p(b2)P {Bin(b2 − 1, ρ) = a2} · p(b1)P {Bin(b1 − 1, ρ) = a1} .
(15)
For the second moment calculation, we need to additionally compute
P
{
v(r2) ∈ V nb1,a1(Sn), v(s2) ∈ V nb2,a2(Sn) | Sn = H, v(r1) ∈ V nb1,a1(Sn), v(s1) ∈ V nb2,a2(Sn) .
}
Under the conditioning in the preceding displayed probability, the number of non-root
half-edges h ∈ Sn \ {s1} with v(h) ∈ V nb2,a2(H) is (a2 · |V nb2,a2(H)| − 1)+, so
P
{
v(s2) ∈ V nb2,a2(Sn) | Sn = H, v(r1) ∈ V nb1,a1(Sn), v(s1) ∈ V nb2,a2(Sn)
}
=
(a2 · |V nb2,a2(H)| − 1)+
n− 2 .
Now suppose that Sn = H, v(r1) ∈ V nb1,a1(Sn), v(s1) ∈ V nb2,a2(Sn), and that v(s2) ∈
V nb2,a2(H), and consider the number of possible values for r2. We claim that the num-
ber of unpaired root half-edges h with v(h) ∈ V nb1,a1(Sn) such that v(h) is in a component
different from v(s2) is
(|V nb1,a1(H)| − 1− 1[(b1,a1)=(b2,a2)])+.
To see this, note that if (b1, a1) = (b2, a2) and either v(s2) = v(s1) or v(s2) = v(r1), then we
are precisely constrained constrained to choose h so that v(h) ∈ V nb1,a1(H) \ {v(r1), v(s1)}.
On the other hand, if (b1, a1) = (b2, a2) and v(s2) 6∈ {v(r1), v(s1)} then we are constrained
to choose h so that v(h) ∈ V nb1,a1(H) \ {v(r1), v(s2)}. Both cases agree with the above
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formula. When (b1, a1) = (b2, a2), the claim is straightforward, since in that case we are
only constrained to choose h so that v(h) ∈ V nb1,a1(H) \ {v(r1)}. It follows that
P
{
v(r2) ∈ V nb1,a1(Sn) | Sn = H, v(s2) ∈ V nb2,a2(Sn), v(r1) ∈ V nb1,a1(Sn), v(s1) ∈ V nb2,a2(Sn)
}
=
(|V nb1,a1(H)| − 1− 1[(b1,a1)=(b2,a2)])+
n− 2 .
Combining the above identities with (14) yields that
2(n− 1)(n− 2)E
((
Rb1,b2,a1,a2
2
)
| Sn = H
)
= a2|V nb2,a2(H)|
(
a2|V nb2,a2(H)| − 1
)
+
· (|V nb1,a1(H)| − 1[(b1,a1)=(b2,a2)])+(|V nb1,a1(H)| − 1− 1[(b1,a1)=(b2,a2)])+,
so since a2 ≥ 1, Proposition 3.1 implies that
E
(
Rb1,b2,a1,a2(Rb1,b2,a1,a2 − 1)
n2
| Sn
)
=
a2P
n
b2,a2
(a2P
n
b2,a2
− 1)
+
n(n− 1) ·
(Pnb1,a1 − 1[(b1,a1)=(b2,a2)]
)
+
(Pnb1,a1 − 1− 1[(b1,a1)=(b2,a2)]
)
+
n(n− 2)
prob−→ (a2p(b2)P {Bin(b2 − 1, ρ) = a2} · p(b1)P {Bin(b1 − 1, ρ) = a1} )2 .
Also, (15) implies that E
(
n−2Rb1,b2,a1,a2 | Sn
) prob−→ 0, which with the preceding asymptotic
implies that
E
(
R2b1,b2,a1,a2
n2
| Sn
)
prob−→ (a2p(b2)P {Bin(b2 − 1, ρ) = a2}·p(b1)P {Bin(b1 − 1, ρ) = a1} )2 .
Combining this with (15) gives that
E
((
Rb1,b2,a1,a2
n
)2
| Sn
)
−
(
E
(
Rb1,b2,a1,a2
n
| Sn
))2
prob−→ 0 ;
the conditional Chebyshev’s inequality then gives that for all  > 0,
P
{∣∣∣∣Rb1,b2,a1,a2n −E
(
Rb1,b2,a1,a2
n
| Sn
)∣∣∣∣ >  | Sn} prob−→ 0.
Taking expectations on the left of the previous inequality to remove the conditioning, and
again using (15), this time to replace the term E
(
Rb1,b2,a1,a2
n | Sn
)
in the probability by
the constant C := a2p(b2)P {Bin(b2 − 1, ρ) = a2} · p(b1)P {Bin(b1 − 1, ρ) = a1}, we obtain
that
P
{∣∣∣∣Rb1,b2,a1,a2n − C
∣∣∣∣ > }→ 0,
as required. 
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Proof of Proposition 3.2. We may reexpress An(k, `) as
An(k, `) =
∑
a1,a2≥0
∑
u∈v(T (dn))
1[r(T (dn)) 6∈{u,par(u)}]
· 1[dn(u)=k+a1+1,cn(u)=a1]
· 1[dn(par(u))=`+a2+1,cn(par(u))=a2]
+
∑
a1,a2≥0
∑
u∈v(T (dn))
1[par(u)=r(T (dn))]
· 1[dn(u)=k+a1,cn(u)=a1]
· 1[dn(par(u))=`+a2,cn(par(u))=a2]
For fixed a1, a2 ≥ 0, if we replace 1[r(T (dn)) 6∈{u,par(u)}] by 1[u6=r(T (dn))] in the first double
sum, then the inner sum is simply Rk+a1+1,`+a2+1,a1,a2 . It follows that
An(k, `) =
∑
a1,a2≥0
Rk+a1+1,`+a2+1,a1,a2
+
∑
a1,a2≥0
∑
u∈v(T (dn))
1[par(u)=r(T (dn))]
· 1[dn(u)=k+a1,cn(u)=a1]
· 1[dn(par(u))=`+a2,cn(par(u))=a2]
−
∑
a1,a2≥0
∑
u∈v(T (dn))
1[par(u)=r(T (dn))]
· 1[dn(u)=k+a1+1,cn(u)=a1]
· 1[dn(par(u))=`+a2+1,cn(par(u))=a2] .
But each of the last two double sums is bounded by cn(r(T (dn))), since they both count
each child of the root at most once. Under the assumptions of Theorem 1.1, by Fact A.1
we have cn(r(T (dn))) ≤ max1≤i≤n dn(i) = o(n1/2), so the preceding identity gives∣∣∣∣∣∣An(k, `)−
∑
a1,a2≥0
Rk+a1+1,`+a2+1,a1,a2
∣∣∣∣∣∣ = o(n1/2).
Since
n−1Rk+a1+1,`+a2+1,a1,a2
prob−→ a2p(`+ a2 + 1)P {Bin(`+ a2, ρ) = a2} · p(k + a1 + 1)P {Bin(k + a1, ρ) = a1}
by Proposition A.3, and summing the right-hand side of the last expression over k, l ≥ 0
gives α(k, l), it follows that for any  > 0,
P {An(k, l)/n ≥ α(k, l)− } → 1.
But also n−1
∑
k,l≥0A
n(k, l) = |e(T (dn))| = (n− 1)/n→ 1; so since ∑k,l≥0 α(k, l) = 1, we
must in fact have that
An(k, l)
n
prob−→ α(k, l)
for all k, l ≥ 0, as required.
It remains to show that n−1
∑
k,l≥0 klA
n(k, l)
prob−→ ∑k,l≥0 klα(k, l). For this we will
exploit the exchangeability of Pitman’s additive coalescent. Recall the notation v(h) for
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the vertex incident to half-edge h. Note that for any M ∈ N we have∑
k,l≥0
klAn(k, l)−
∑
0≤k,l≤M
klAn(k, l) =
∑
uv∈e(Tn)
dn−(u)d
n
−(v)1[max(dn−(u),dn−(v))>M ]
≤
∑
uv∈e(Tn)
dn(u)dn(v)1[max(dn(u),dn(v))>M ]
=
n−1∑
i=1
dn(v(ri))d
n(v(si))1[max(dn(v(ri)),dn(v(si)))>M ].
Now, by Proposition 2.1 (3) and the identity (11), for any 1 ≤ i ≤ n− 1 we have
E
(
dn(v(ri))d
n(v(si))1[max(dn(v(ri)),dn(v(si)))>M ]
)
= E
(
dn(v(r1))d
n(v(s1))1[max(dn(v(r1)),dn(v(s1)))>M ]
)
,
and by the definition of Pitman’s additive coalescent we have
E
(
dn(v(r1))d
n(v(s1))1[max(dn(v(r1)),dn(v(s1)))>M ]
)
=
∑
u∈[n]
∑
v∈[n]
dn(u)dn(v)1[max(dn(u),dn(v)))>M ]P {v(s1) = u, v(r1) = v}
=
∑
u∈[n]
∑
v∈[n]
dn(u)dn(v)1[max(dn(u),dn(v))>M ] ·
dn(u)
nµ1(pn)
· 1
n− 1 ,
where we have used that
∑
i∈[n] d
n(i) = nµ1(p
n). Next,∑
u∈[n]
∑
v∈[n]
(dn(u))2dn(v)1[max(dn(u),dn(v))>M ]
≤
( ∑
u∈[n]:dn(u)>M
(dn(u))2
)
·
∑
v∈[n]
dn(v) +
( ∑
v∈[n]:dn(v)>M
dn(v)
)
·
∑
u∈[n]
(dn(u))2
 ,
= nµ1(p
n) ·
∑
u∈[n]:dn(u)>M
(dn(u))2 + nµ2(p
n) ·
∑
v∈[n]:dn(v)>M
dn(v) .
Since pn → p, µ1(pn) → µ1(p) and µ2(pn) → µ2(p), for any δ > 0 we may choose M =
M(δ) sufficiently large so that
∑
u∈[n]:dn(u)>M (d
n(u))2 < δn and
∑
v∈[n]:dn(v)>M d
n(v) <
δn, for all n ≥ 1. For such M , the previous bound and the two identities which precede it
yield that
E
∑
k,l≥0
klAn(k, l)−
∑
0≤k,l≤M
klAn(k, l)
 ≤ 1
µ1(pn)
(δnµ1(p
n) + δnµ2(p
n)).
By Markov’s inequality, it follows that for all  > 0 there is M ∈ N such that for all n ∈ N,
P
∑
k,l≥0
klAn(k, l)−
∑
0≤k,l≤M
klAn(k, l) > n
 < .
Finally, since n−1An(k, l) prob−→ α(k, l), it follows that for all M ∈ N we have
1
n
∑
0≤k,l≤M
klAn(k, l)
prob−→
∑
0≤k,l≤M
klα(k, l) ,
so the preceding probability bound implies that
1
n
∑
k,l≥0
klAn(k, l)
prob−→ lim
M→∞
∑
0≤k,l≤m
klα(k, l) =
∑
k,l≥0
klα(k, l) ,
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as required. 
Appendix B. Proof of Theorem 4.1
Let H be a simple graph with vertex set v(H) = [n], and let G be a random graph with
degree sequence d = (d(1), . . . , d(n)) sampled according to the configuration model. Recall
the definitions of L(G),M(G,H),N (G,H) and L(G),M(G,H), N(G,H) from Section 4.
The first subsection will provide a quantitative approximation result for mixed moments
of L,M and N . In the second subsection, we will use this approximation to prove Theo-
rem 4.1.
B.1. Deterministic bounds on loops and multi-edges. Our arguments in this section
are based on and fairly closely parallel those from [19, Chapter 7]. We recall the falling
factorial notation (x)` = x(x− 1) . . . (x− `+ 1). In what follows, it is convenient to define
(x)` = 1 if ` = 0, and (x)` = 0 if ` < 0.
Proposition B.1. Write m = 12
∑n
i=1 d(i), and write dmax = max{d(1), . . . , d(n)}. For
any positive integers q, r, s ∈ N,∣∣∣∣∣E ((L)q(M)r(N)s)− (|L|)q(|M|)r(|N |)s∏q+2r+s−1
i=0 2m− 1− 2i
∣∣∣∣∣ ≤ C(S1 + S2)
where C is a constant depending only on q, r and s, S1 is defined by the following identity,
S1
q+2r+s−1∏
i=0
(2m− 1− 2i) =(|L|)q−2(|M|)r(|N |)s
∑
1≤u≤n
d(u)3
+ (|L|)q−1(|M|)r−1(|N |)s
∑
1≤u6=v≤n
d(u)3d(v)2
+ (|L|)q−1(|M|)r(|N |)s−1
∑
uv∈e(H)
d(u)2d(v)
+ (|L|)q(|M|)r−2(|N |)s
∑
1≤u6=v1,v2≤n
d(u)3d(v1)
2d(v2)
2
+ (|L|)q(|M|)r−1(|N |)s−1
∑
uv∈e(H)
d(u)2d(v)3
+ (|L|)q(|M|)r(|N |)s−2
∑
uv1,uv2∈e(H)
d(u)d(v1)d(v2),
and S2 is defined by
S2 = (|L|)q(|N |)s
r−1∑
k=1
(|M|)r−k
k∑
`=0
d2`max
q+2r+s−1−(2k−`)∏
i=0
1
2m− 1− 2i .
Proof. Throughout the proof, write
(x, y, z) =
(
(x1, . . . , xq), (y1, . . . , yr), (z1, . . . , zs)
) ∈ Lq ×Mr ×N s
to denote a generic element of Lq ×Mr ×N s. For (x, y, z) ∈ Lq ×Mr ×N s, write
1[x] =
q∏
i=1
1[xi], 1[y] =
r∏
i=1
1[yi], 1[z] =
s∏
i=1
1[zi].
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We say (x, y, z) is non-repeating if x1, x2, . . . , xq are pairwise distinct, y1, y2, . . . , yr are
pairwise distinct, and z1, z2, . . . , zs are pairwise distinct. In what follows, write∑?
:=
∑
(x,y,z)∈Lq×Mr×Ns
(x,y,z) is non-repeating
,
and, for S ⊂ Lq ×Mr ×N s, write∑?
S
:=
∑
(x,y,z)∈S
(x,y,z) is non-repeating
.
Note that (L)q(M)r(N)s =
∑?1[x]1[y]1[z], so
E ((L)q(M)r(N)s) =
∑?
P
{
1[x]1[y]1[z] = 1
}
. (16)
We say (x, y, z) is non-conflicting if the 2q + 4r + 2s half-edges appearing in x, y and
z are pairwise distinct, and otherwise we say (x, y, z) is conflicting. Since half-edges in G
are paired uniformly at random, for non-conflicting (x, y, z) we have
P
{
1[x]1[y]1[z] = 1
}
=
q+2r+s−1∏
i=0
1
2m− 1− 2i , (17)
Now, for a given (x, y, z), let er(x, y, z) be defined as follows:
er(x, y, z) := P
{
1[x]1[y]1[z]1
}− q+2r+s−1∏
i=0
1
2m− 1− 2i .
By (17), if (x, y, z) is non-conflicting then er(x, y, z) = 0, so
E ((L)q(M)r(N)s) =
∑? q+2r+s−1∏
i=0
1
2m− 1− 2i +
∑?
er(x, y, z)
=
(|L|)q(|M|)r(|N |)s∏q+2r+s−1
i=0 2m− 1− 2i
+
∑?
(x,y,z) is conflicting
er(x, y, z).
By the triangle inequality this implies∣∣∣∣∣E ((L)q(M)r(N)s)− (|L|)q(|M|)r(|N |)s∏q+2r+s−1
i=0 2m− 1− 2i
∣∣∣∣∣ ≤ ∑?
(x,y,z) is conflicting
|er(x, y, z)| . (18)
To bound the error terms, we must make a distinction between two types of conflicts. This
distinction is most easily understood by way of an example. On the one hand, suppose
x1 = (ui, uj1) and x2 = (ui, uj2) for u ∈ V (G) and distinct i, j1, j2 ∈ [d(u)]. Then
1[x1]1[x2] = 1 is the event that the half edge ui is joined to uj1 and uj2 simultaneously,
and P
{
1[x1]1[x2] = 1
}
= 0. On the other hand, suppose y1 = (ui1, vj1), (ui2, vj2) and
y2 = (ui1, vj1), (ui3, vj3) for distinct u, v ∈ V (G), distinct i1, i2, i3 ∈ [d(u)], and distinct
j1, j2, j3 ∈ [d(v)]. Then 1[y1]1[y2] = 1 is the event that u and v are connected by a triple
edge, and P
{
1[y1]1[y2] = 1
}
> 0.
We say a conflicting triple (x, y, z) is a bad conflict if P
{
1[x]1[y]1[z] = 1
}
= 0, and
otherwise we say (x, y, z) is a good conflict. In the above examples, the first is a bad
conflict and the second is a good conflict. Let B = B(q, r, s) ⊆ Lq × Mr × N s and
G = G(q, r, s) ⊆ Lq × Mr × N s be the collections of bad conflicts and good conflicts
respectively. The rest of this proof is dedicated to bounding |B|, |G|, and er(x, y, z) for
(x, y, z) ∈ B ∪ G.
(Bounding |B|): If (x, y, z) is a bad conflict then one of the following must hold:
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(1) There exists 1 ≤ a < b ≤ q, u ∈ V (G) and distinct i1, i2, i3 ∈ [d(u)] such that
xa = (ui1, ui2) and xb = (ui1, ui3). Write Bxx for the set of (x, y, z) ∈ B that
contain a pair (xa, xb) of this form.
(2) There exists 1 ≤ a ≤ q, 1 ≤ b ≤ r, distinct u, v ∈ V (G), distinct i1, i2, i3 ∈ [d(u)],
and distinct j1, j2 ∈ [d(v)] such that xa = (ui1, ui3) and yb = (ui1, vj1), (ui2, vj2).
Write Bxy for the set of (x, y, z) ∈ B that contain a pair (xa, yb) of this form.
(3) There exists 1 ≤ a ≤ q, 1 ≤ b ≤ s, uv ∈ e(H), distinct i1, i2 ∈ [d(u)], and j ∈ [d(v)]
such that xa = (ui1, ui2) and zb = (ui1, vj). Write Bxz for the set of (x, y, z) ∈ B
that contain a pair (xa, zb) of this form.
(4) There exists 1 ≤ a < b ≤ r, distinct u, v1, v2 ∈ V (G), distinct i1, i2, i3 ∈ [d(u)], dis-
tinct j1, j2 ∈ [d(v1)], and distinct k1, k2 ∈ [d(v2)] such that ya = (ui1, v1j1), (ui2, v1j2)
and yb = (ui1, v2k1), (ui3, v2k2). Write Byy for the set of (x, y, z) ∈ B that contain
a pair (ya, yb) of this form.
(5) There exists 1 ≤ a ≤ r, 1 ≤ b ≤ s and distinct u, v1, v2 ∈ V (G) such that
uv2 ∈ e(H), distinct i1, i2 ∈ [d(u)], distinct j1, j2 ∈ [d(v1)], and k ∈ [d(v2)] such
that ya = (ui1, v1j1), (ui2, v1j2) and zb = (ui1, v2k). Write Byz for the set of
(x, y, z) ∈ B that contain a pair (ya, zb) of this form.
(6) There exists 1 ≤ a < b ≤ s, distinct uv1, uv2 ∈ e(H), i ∈ [d(u)], j ∈ [d(v1)], and
k ∈ [d(v2)] such that za = (ui, v1j) and zb = (ui, v2k). Write Bzz for the set of
(x, y, z) ∈ B that contain a pair (za, zb) of this form.
We next turn to bounding the sizes of each set, starting with Bxx. The number of choices
for a and b is q(q− 1)/2. Having chosen these, for each possible choice of u ∈ V (G), there
are less than d(u)3 choices for i1, i2 and i3. Then, having chosen these, we must choose
one of i1, i2 and i3 to be repeated in xa and xb. Lastly, we must choose the remaining
q − 2 entries for x, r entries for y, and s entries for z. Hence,
|Bxx| ≤ (|L|)q−2(|M|)r(|N |)sq(q − 1)/2
∑
1≤u≤n
3d(u)3
= C1(|L|)q−2(|M|)r(|N |)s
∑
1≤u≤n
d(u)3,
where C1 = C1(q) = 3q(q − 1)/2. Note that Bxx is empty if q ≤ 1, so |Bxx| = 0. In this
case the right hand side is also zero by our convention that (k)` = 0 for ` < 0. Therefore,
the bound also holds for q ≤ 1. The subsequent bounds can likewise be seen to hold when
the right hand side is zero, though we do not explicitly verify this in every case.
When building an element of Bxy, the number of ways to choose a and b is qr. Having
chosen these, for each pair u, v ∈ V (G), there are less than d(u)3d(v)2 choices for i1, i2, i3 ∈
[d(u)] and j1, j2 ∈ [d(v)]. Then, there are a constant number of ways to arrange the half-
edges in xa and yb. Lastly, we must choose the remaining entries for x, y and z. Hence,
|Bxy| ≤ C2(|L|)q−1(|M|)r−1(|N |)s
∑
1≤u6=v≤n
d(u)3d(v)2,
where C2 depends only on q and r.
For an element of Bxz, for each uv ∈ e(H), there are less than d(u)2d(v) ways to choose
i1, i2 ∈ [d(u)] and j ∈ [d(v)]. Hence,
|Bxz| ≤ C3(|L|)q−1(|M|)r(|N |)s−1
∑
uv∈e(H)
d(u)2d(v).
For Byy, for each u, v1, v2 ∈ V (G), there are less than d(u)3d(v1)2d(v2)2 ways to choose
i1, i2, i3 ∈ [d(u)], j1, j2 ∈ [d(v1)], and k1, k2 ∈ [d(v2)]. Hence,
|Byy| ≤ C4(|L|)q(|M|)r−2(|N |)s
∑
1≤u6=v1 6=v2≤n
d(u)3d(v1)
2d(v2)
2.
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For Byz, for each u, v1, v2 ∈ V (G) such that uv2 ∈ e(H), there are less than d(u)2d(v1)2d(v2)
ways to choose i1, i2 ∈ [d(u)], j1, j2 ∈ [d(v1)], and k ∈ [d(v2)]. Hence,
|Byz| ≤ C5(|L|)q(|M|)r−1(|N |)s−1
∑
1≤u6=v1 6=v2≤n
uv2∈e(H)
d(u)2d(v1)
2d(v2).
Lastly, for Bzz, for each uv1, uv2 ∈ e(H), there are less than d(u)d(v1)d(v2) ways to choose
i ∈ [d(u)], j ∈ [d(v1)] and k ∈ [d(v2)]. Hence,
|Bzz| ≤ C6(|L|)q(|M|)r(|N |)s−2
∑
uv1,uv2∈e(H)
d(u)d(v1)d(v2).
Note that the values of C1, C2, C3, C4, C5 and C6 depend only on q, r and s.
(Bounding |er(x, y, z)| for (x, y, z) ∈ B): If (x, y, z) ∈ B then P{1[x]1[y]1[z] = 1} = 0,
meaning
|er(x, y, z)| =
q+2r+s−1∏
i=0
1
2m− 1− 2i (19)
(Bounding |G|): Suppose (x, y, z) ∈ G. Then (x, y, z) is conflicting, meaning a half-edge
appears more than once in x ∪ y ∪ z. However, since P{1[x]1[y]1[z]} > 0 for (x, y, z) ∈ G,
it cannot be the case where 1[x]1[y]1[z] contains the event that a half-edge is paired to two
different half-edges simultaneously. Hence, there must be a half-edge pair that appears
more than once in x ∪ y ∪ z. Furthermore, this half-edge pair must appear more than
once in y, since the edges in y and z are disjoint. It follows that any (x, y, z) ∈ G can be
constructed in the following way:
(1) Choose x and z arbitrarily. The number of choices here is (|L|)q(|N |)s.
(2) Choose a set of indices 1 ≤ a1 < a2 < · · · < ak ≤ r and arbitrarily choose the
elements ya ∈ y such that a 6= ai for all 1 ≤ i ≤ k. The number of choices here is
(|M|)r−k times a constant in terms of r.
(3) Choose 1 ≤ b1 ≤ · · · ≤ b` ≤ r such that {b1, . . . , b`} ⊆ {a1, . . . , ak}. For each
1 ≤ i ≤ `, build ybi by choosing a half-edge pair already in y, then choosing the
other half-edge pair arbitrarily. The number of choices for each i is less than d2max
times a constant in terms of r.
(4) For each a ∈ {a1, . . . , ak} \ {b1 . . . , b`}, build ya by choosing two half-edge pairs
already in y. The number of choices here is a constant in terms of r.
Since every element of G can be constructed in this way, we get
|G| ≤ C(r)(|L|)q(|N |)s
r−1∑
k=1
(|M|)r−k
k∑
`=0
d2`max.
(Bounding er(x, y, z) for (x, y, z) ∈ G): Let (x, y, z) ∈ G and suppose we can construct
(x, y, z) as above with a particular k and `. Then there are 2k− ` half-edge pairs that are
redundant when calculating P
{
1[x]1[y]1[z] = 1
}
. Hence,
P
{
1[x]1[y]1[z] = 1
}
=
q+2r+s−1−(2k−`)∏
i=0
1
2m− 1− 2i .
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Therefore, for such (x, y, z) ∈ G,
|er(x, y, z)| =
∣∣∣∣∣∣
q+2r+s−1∏
i=0
1
2m− 1− 2i −
q+2r+s−1−(2k−`)∏
i=0
1
2m− 1− 2i
∣∣∣∣∣∣
≤
q+2r+s−1−(2k−`)∏
i=0
1
2m− 1− 2i . (20)
Finally, by (18), we know that∣∣∣∣∣E ((L)q(M)r(N)s)− (|L|)q(|M|)r(|N |)s∏q+2r+s−1
i=0 2m− 1− 2i
∣∣∣∣∣ ≤ ∑?
(x,y,z)∈B
|er(x, y, z)|+
∑?
(x,y,z)∈G
|er(x, y, z)| ,
from which the result now follows by using the bounds on |Bxx|, |Bxy|, |Bxz|, |Byy|, |Byz|, |Bzz|
and on |G|, together with (19) and (20) 
B.2. The probability of simplicity for a random superposition of graphs. Before
proving Theorem 4.1, it will be useful to show some auxiliary bounds.
Lemma B.2. Under the assumptions of Theorem 4.1, we have∑
v∈[n]
dn(v) = O(n), (21)
∑
v∈[n]
(dn(v))2 = O(n), (22)
∑
uv∈e(hn)
dn(u)dn(v) = O(n), (23)
and
sup
u∈[n]
∑
v:uv∈e(hn)
dn(v) = o(n), (24)
Proof. Equations (21) and (22) follow from the fact that µ1(p
n) → µ1(p) < ∞ and
µ2(p
n)→ µ2(p) <∞. Indeed, we have∑
v∈[n]
dn(v) = n
∑
k≥1
kpn(k) = nµ1(p
n) = O(n),
and ∑
v∈[n]
(dn(v))2 = n
∑
k≥1
k2pn(k) = nµ2(p
n) = O(n).
Equation (23) follows from the convergence of
∑
i,j≥1 ijα
n(i, j). Notice that, by the
definition of αn,
∑
uv∈e(hn)
dn(u)dn(v) =
∑
i,j≥1
 ∑
uv∈e(hn):dn(u)=i,dn(v)=j
ij
 = ∑
i,j≥1
ij(nαn(i, j)).
Hence,
1
n
∑
uv∈e(hn)
dn(u)dn(v)→
∑
i,j≥1
ijα(i, j) <∞,
implying that ∑
uv∈e(hn)
dn(u)dn(v) = O(n).
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We will prove the fourth bound by contradiction. To this end, suppose (24) fails. Then
we can find c > 0 and a sequence of vertices (un, n ≥ 1) with un ∈ v(hn) such that for all
n sufficiently large, ∑
v:unv∈e(hn)
dn(v) ≥ cn. (25)
Write deg(un) = deghn(un) and list the neighbours of un in hn asNhn(un) = {vn1 , . . . , vndeg(un)}
so that dn(vni ) ≥ dn(vni+1) for all 1 ≤ i < deg(un).
Next, fix D ∈ N and let k = k(n) = max{i : dn(vni ) ≥ D}. Then
deg(un)∑
i=k+1
dn(vni ) ≤ (deg(un)− k)(D − 1) = o(n),
the last bound holding since deg(un) = o(n) by assumption. Thus,
∑
v:unv∈e(hn)
dn(v)2 =
deg(un)∑
i=1
dn(vni )
2
≥
k∑
i=1
dn(vni )
2
≥ D
k∑
i=1
dn(vni )
= D
 ∑
v:unv∈e(hn)
dn(v)− o(n)

≥ D(c− o(1))n,
the last bound holding by (25). Since D ∈ N was arbitrary, it follows that∑
v∈[n]
dn(v)2 ≥
∑
v:unv∈e(hn)
dn(v)2 = ω(n),
contradicting (22). 
The next lemma is the last ingredient needed, and also assumes p(0) + p(1) < 1, i.e. an
asymptotically non-zero proportion of the degrees in Gn are 2 or greater. We will show
later that Theorem 4.1 is straightforward when p(0) + p(1) = 1.
Lemma B.3. Suppose that p(0) + p(1) < 1. Then
|L(Gn)| = Θ(n), (26)
and
|M(Gn, hn)| = Θ(n2), (27)
Proof. Let Ln = L(Gn),Mn =M(Gn, hn), and Nn = N (Gn, hn). By their definitions, we
have
|Ln| =
∑
v∈[n]
dn(v) (dn(v)− 1)
2
, and
|Mn| =
∑
{u<v:uv/∈e(hn)}
dn(u) (dn(u)− 1)
2
dn(v) (dn(v)− 1) .
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For the upper bounds, by Lemma B.2 we have
|Ln| =
∑
v∈[n]
dn(v) (dn(v)− 1)
2
≤
∑
v∈[n]
dn(v)2 = O(n), and
|Mn| =
∑
{u<v:uv/∈e(hn)}
dn(u) (dn(u)− 1)
2
dn(v) (dn(v)− 1) ≤
∑
v∈[n]
dn(v)2
2 = O(n2).
For the lower bounds, first notice that
|Ln| =
∑
v∈[n]
dn(v) (dn(v)− 1)
2
=
∑
v∈[n]:dn(v)>1
dn(v) (dn(v)− 1)
2
≥ |{v ∈ [n] : dn(v) > 1}|
= n(1− pn(0)− pn(1))
Since pn(0)+pn(1)→ p(0)+p(1) < 1 by assumption, this implies |{v ∈ [n] : dn(v) > 1}| =
Θ(n), and so
|Ln| ≥ |{v ∈ [n] : dn(v) > 1}| = Θ(n).
Similarly, we have
|Mn| ≥
∣∣{(u, v) : u < v, uv /∈ e(hn) and dn(u), dn(v) > 1}∣∣.
Notice also that since |e(hn)| = o(n2), we have∣∣{(u, v) : u < v, uv /∈ e(hn) and dn(u), dn(v) > 1}∣∣
=
∣∣{(u, v) : u < v, dn(u), dn(v) > 1}∣∣− o(n2),
and writing k = k(n) = |{v ∈ [n] : dn(v) > 1}|, we have∣∣{(u, v) : u < v, dn(u), dn(v) > 1}∣∣ = (k
2
)
= Θ(k2) = Θ(n2),
and hence, |Mn| = Θ(n2). 
Proof of Theorem 4.1. Let m = m(n) = 12
∑
v∈[n] d
n(v), and let q, r and s be positive
integers. Also, in what follows write dnmax = max1≤i≤n dn(i); by Fact A.1 we know that
dnmax = o(n
1/2).
Assume for the time being that p(0) +p(1) < 1 and that η > 0. Notice that when η > 0
and µ1(p) > 0 we have
|Nn|
n
=
1
n
∑
uv∈e(hn)
dn(u)dn(v) =
∑
i,j≥1
ijαn(i, j)→
∑
i,j≥1
ijα(i, j) = µ1(p)η > 0,
meaning |Nn| = Θ(n).
We first claim that
E ((Ln)q(Mn)r(Nn)s) =
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 2m− 1− 2i
(1 + o(1)).
From Proposition B.1 we know that∣∣∣∣∣E ((Ln)q(Mn)r(Nn)s)− (|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 2m− 1− 2i
∣∣∣∣∣ ≤ C(S1 + S2),
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where S1 is defined by the relationship
S1 ·
q+2r+s−1∏
i=0
(2m− 1− 2i)
= (|Ln|)q−2(|Mn|)r(|Nn|)s
∑
v∈[n]
(dn(v))3
+ (|Ln|)q−1(|Mn|)r−1(|Nn|)s
∑
1≤u6=v≤n
(dn(u))3(dn(v))2
+ (|Ln|)q−1(|Mn|)r(|Nn|)s−1
∑
uv∈e(hn)
(dn(u))2dn(v)
+ (|Ln|)q(|Mn|)r−2(|Nn|)s
∑
1≤u6=v1,v2≤n
(dn(u))3(dn(v1))
2(dn(v2))
2
+ (|Ln|)q(|Mn|)r−1(|Nn|)s−1
∑
uv∈e(hn)
(dn(u))2(dn(v))3
+ (|Ln|)q(|Mn|)r(|Nn|)s−2
∑
uv1,uv2∈e(hn)
dn(u)dn(v1)d
n(v2),
and S2 is defined by
S2 = (|Ln|)q(|Nn|)s
r−1∑
k=1
(|Mn|)r−k
k∑
`=0
(dnmax)
2`
q+2r+s−1−(2k−`)∏
i=0
1
2m− 1− 2i ;
recall that we set (k)` = 0 if ` < 0. We now show that
S1 = o
(
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 (2m− 1− 2i)
)
and S2 = o
(
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 (2m− 1− 2i)
)
. (28)
We will start by bounding S1. Since |Ln|, |Mn|, |Nn| → ∞ as n → ∞, to prove the first
bound in (28) it suffices to establish the following bounds:∑
v∈[n]
(dn(v))3 = o(|Ln|2),
∑
1≤u6=v≤n
(dn(u))3(dn(v))2 = o(|Ln||Mn|),∑
uv∈e(hn)
(dn(u))2dn(v) = o(|Ln||Nn|), (29)
∑
1≤u6=v1,v2≤n
(dn(u))3(dn(v1))
2(dn(v2))
2 = o(|Mn|2),∑
uv∈e(hn)
(dn(u))2(dn(v))3 = o(|Mn||Nn|), and
∑
uv1,uv2∈e(hn)
dn(u)dn(v1)d
n(v2) = o(|Nn|2).
Using Lemmas B.2 and B.3, together with the fact that dnmax = o(n
1/2), we get the
following results:∑
v∈[n]
(dn(v))3 ≤ dnmax
∑
v∈[n]
(dn(v))2 = o(n1/2) ·O(n) = o(n2) = o(|Ln|2),
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∑
1≤u6=v≤n
(dn(u))3(dn(v))2 ≤ dnmax
∑
1≤u6=v≤n
(dn(u))2(dn(v))2
≤ dnmax
∑
v∈[n]
(dn(v))2
2 = o(n3) = o(|Ln||Mn|),
∑
uv∈e(hn)
(dn(u))2dn(v) ≤ dnmax
∑
uv∈e(hn)
dn(u)dn(v) = dnmax|Nn| = o(|Ln||Nn|),
∑
1≤u6=v1,v2≤n
(dn(u))3(dn(v1))
2(dn(v2))
2 ≤ dnmax
∑
1≤u6=v1,v2≤n
(dn(u))2(dn(v1))
2(dn(v2))
2
≤ dnmax
 n∑
v∈[n]
(dn(v))2
3 = o(n4) = o(|Mn|2),
∑
uv∈e(hn)
(dn(u))2(dn(v))3 ≤ (dnmax)3
∑
uv∈e(hn)
dn(u)dn(v) = o(n3/2)|Nn| = o(|Mn||Nn|),
and ∑
uv1,uv2∈e(hn)
dn(u)dn(v1)d
n(v2) =
∑
uv∈e(hn)
dn(u)dn(v) ·
∑
w:uw∈e(hn)
dn(w)
≤
∑
uv∈e(hn)
dn(u)dn(v) ·
 sup
u∈[n]
∑
w:uw∈e(hn)
dn(w)

= |Nn| · o(n)
= o(|Nn|2),
the last bound holding as Nn = Θ(n).
To prove the bound on S2 from (28), first notice that
S2 = (|Ln|)q(|Nn|)s
r−1∑
k=1
(|Mn|)r−k
k∑
`=0
(dnmax)
2`
q+2r+s−1−(2k−`)∏
i=0
1
2m− 1− 2i
=
(|Ln|)q(|Nn|)s∏q+s−1
i=0 2m− 1− 2i
r−1∑
k=1
(|Mn|)r−k
k∑
`=0
(dnmax)
2`
q+2r+s−1−(2k−`)∏
q+s
1
2m− 1− 2i .
Hence, it suffices to show the following:
r−1∑
k=1
(|Mn|)r−k
k∑
`=0
(dnmax)
2`
q+2r+s−1−(2k−`)∏
q+s
1
2m− 1− 2i = o
(
(|Mn|)r∏q+2r+s−1
q+s 2m− 1− 2i
)
.
Since r is fixed, we need only show that for arbitrary k ∈ [1, r − 1] and ` ∈ [0, k],
(|Mn|)r−k(dnmax)2`
q+2r+s−1−(2k−`)∏
q+s
1
2m− 1− 2i = o
(
(|M|)r∏q+2r+s−1
q+s 2m− 1− 2i
)
.
By cancelling out some terms, this follows if we can show that
(dnmax)
2` = o
(
(|Mn| − (r − k))k∏q+2r+s−1
q+2r+s−(2k−`) 2m− 1− 2i
)
.
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Now since m = Θ(n), |Mn| = Θ(n2), and r is a constant, this in turn holds, provided that
(dnmax)
2` = o
(
n2k
n2k−`
)
= o
(
n`
)
,
which holds since dnmax = o(n
1/2).
Therefore,
S1 + S2 = o
(
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 2m− 1− 2i
)
,
which proves that
E ((Ln)q(Mn)r(Nn)s) =
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 2m− 1− 2i
(1 + o(1)).
Furthermore, since q, r and s are fixed, we obtain that
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 2m− 1− 2i
=
|Ln|q|Mn|r|Nn|s
(2m)q+2r+s
(1 + o(1))
=
(
|Ln|∑
v∈[n] dn(v)
)q |Mn|(∑
v∈[n] dn(v)
)2

r(
|Nn|∑
v∈[n] dn(v)
)s
(1 + o(1))
Next, we claim that
|Ln|∑
v∈[n] dn(v)
→ ν/2, |Mn|(∑
v∈[n] dn(v)
)2 → ν2/4, and |Nn|∑
v∈[n] dn(v)
→ η.
For the first of these three claims, we have
|Ln|∑
v∈[n] dn(v)
=
1
2
∑
v∈[n] d
n(v)(dn(v)− 1)∑
v∈[n] dn(v)
=
1
2
∑
v∈[n](d
n(v))2 −∑v∈[n] dn(v)∑
v∈[n] dn(v)
=
1
2
(
µ2(p
n)− µ1(pn)
µ1(pn)
)
→ ν/2.
For the second, we have
|Mn|(∑
v∈[n] dn(v)
)2
=
1
2
∑
{u<v:uv/∈e(hn)} d
n(u) (dn(u)− 1) dn(v) (dn(v)− 1)(∑
v∈[n] dn(v)
)2
=
1
4
(∑
v∈[n] dn(v)
)2
(∑
v∈[n]
dn(v) (dn(v)− 1)
2 −∑
v∈[n]
[dn(v) (dn(v)− 1)]2
−
∑
uv∈e(hn)
dn(u) (dn(u)− 1) dn(v) (dn(v)− 1)
)
.
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The second and third terms vanish in the limit since µ1(p) > 0 and so∑
v∈[n]
dn(v)
2 = Ω(n2),
and ∑
v∈[n]
[dn(v) (dn(v)− 1)]2 ≤ (dnmax)2
∑
v∈[n]
(dn(v))2 = (dnmax)
2nµ2(p
n) = o(n2),
and ∑
uv∈e(hn)
dn(u) (dn(u)− 1) dn(v) (dn(v)− 1) ≤ (dnmax)2
∑
uv∈e(hn)
dn(u)dn(v)
= (dnmax)
2|Nn|
= o(n2).
Therefore,
|Mn|(∑
v∈[n] dn(v)
)2 = 14
[∑
v∈[n] d
n(v) (dn(v)− 1)
]2
(∑
v∈[n] dn(v)
)2 (1 + o(1))
→ 1
4
(µ2(p)− µ1(p))2
(µ1(p))
2
= ν2/4.
For the third claim, we have
|Nn|∑
v∈[n] dn(v)
=
∑
uv∈e(hn) d
n(u)dn(v)∑
v∈[n] dn(v)
=
∑
i,j≥1 ijα
n(i, j)
µ1(pn)
→
∑
i,j≥1 ijα(i, j)
µ1(p)
= η.
Therefore,
lim
n→∞E ((Ln)q(Mn)r(Nn)s)
= lim
n→∞
(|Ln|)q(|Mn|)r(|Nn|)s∏q+2r+s−1
i=0 2m− 1− 2i
(1 + o(1)) (30)
= lim
n→∞
(
|Ln|∑
v∈[n] dn(v)
)q |Mn|(∑
v∈[n] dn(v)
)2

r(
|Nn|∑
v∈[n] dn(v)
)s
(1 + o(1))
= (ν/2)q
(
ν2/4
)r
(η)s .
It then follows, by Theorem 2.6 of [19], that the random variables Ln,Mn and Nn converge
to independent Poisson random variables with parameters ν/2, ν2/4 and η respectively.
This proves the theorem in the case that p(0) + p(1) < 1 and η > 0.
Lastly we will deal with the cases that arise if p(0) +p(1) = 1 or if η = 0. First, if η = 0
then limn→∞
∑
i,j≥1 ijα
n(i, j) =
∑
i,j≥1 ijα(i, j) = 0. Recall that for any two half-edges
ui and vj with u, v ∈ [n], i ∈ [dn(u)] and j ∈ [dn(v)], P{1[ui,vj]} = 12m−1 . So by (16),
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since m = m(n) = nµ1(p
n)/2 = Θ(n), we have that
E (Nn) =
∑
uv∈e(hn)
∑
i∈[dn(u)]
∑
j∈[dn(v)]
P
{
1[ui,vj]
}
=
∑
uv∈e(hn) d
n(u)dn(v)
2m− 1
=
n
2m− 1
∑
i,j≥1
ijαn(i, j) = o(1).
Hence, limn→∞E (Nn) = 0. In this case, if p(0) + p(1) < 1 then a reprise of the argument
leading to (30) gives that for all q, r ≥ 1,
lim
n→∞E ((Ln)q(Mn)r) = (ν/2)
q(ν2/4)r,
and therefore that Ln and Mn converge to independent Poisson random variables with
parameters ν/2 and ν2/4 respectively.
Lastly, we deal with the case when p(0)+p(1) = 1; In this case, µ2(p) = µ1(p), so ν = 0.
Furthermore,
E (Ln) =
1
2
∑
v∈[n] d
n(v)(dn(v)− 1)
2m− 1 =
n
4m− 2(µ2(p
n)− µ1(pn)).
Since µ2(p
n) − µ1(pn) → µ2(p) − µ1(p) = 0, we get that limn→∞E (Ln) = 0, and an
analogous argument shows that limn→∞E (Mn) = 0. In this case, another reprise of the
argument leading to (30) gives that for all s ≥ 1,
lim
n→∞E ((Nn)s) = η
s,
so Nn is asymptotically Poisson(η) distributed. 
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