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The asymptotic behavior of bounded solutions of a nonlinear, nonconvolution 
Volterra integral equation is investigated under weaker kernel assumptions than 
previous works have assumed. 
1. INTRODUCTION 
The purpose of this paper is to study the asymptotic behavior of bounded 
solutions x(t) of the integrodifferential equation 
(l-1) 
x(0) = x* 
where a(t, T), g(x) and f(t) are given real-valued functions. We assume that 
x(t) is a locally absolutely continuous 
function which satisfies (l.l), a.e. for U-2) 
0 d t < 00, and oy; I x(t)] -c co, 
, m 
and that 
g(x) fz q--m m,> 
f(t) EW, 00) 
(1.3) 
and we find conditions on a(t, T) which ensure that g(x(t)) --f 0 (t + co). 
This problem has been discussed by J. J. Levin [S] and T. R. Kiffe [4] under 
stronger conditions on the kernel a(t, 7) than we shall impose. In particular, 
Kiffe requires that a(t, Q-) be a real-valued function defined for (t, T) E R with 
a(t, T) > 0, at(t, T) < 0, q(t, 7) > 0 and 
urt(tr T) E C(R) with u,,(t, 7) < 0 (l-4) 
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where R=((t,~)lO<t<c~,0< 7 < t>. In our work we shall improve 
the smoothness hypothesis on the kernel in much the same fashion as K. B. 
Hannsgen [3] did for earlier results on the special case where the kernel aft, T) 
is of convolution type. Moreover, Kiffe requires that for every 17 > 0, 
lim+&f(-1) J” (t - 7)” uJt, 7) do > 0. 
t--s 
We will require a similar but less restrictive condition. 
For a study of (1.1) in a real Hilbert space setting with g replaced by a non- 
linear multivalued operator we refer the reader to the Ph. D. thesis of C. I,. 
Rennolet [8]. 
This paper is part of the author’s Ph. D. thesis, which was written at 
Virginia Polytechnic Institute and State University, under the supervision of 
Professor K. B. Hannsgen. The author thanks Professor Hannsgen for many 
discussions of this work. 
2. STATEMENT AND PROOF OF THE RESULT 
THEOREM 2.1. Let R = ((t, T) j 0 < t < 00, 0 < T < tj and suppose the 
following are satisjed: 
(i) a(t, T) is real-valued continuous nonnegative function dejned fm 
(t, 7) E R, nondecreasi?zg as a function of 7 and locally absolutely corztinuous as 
a function of t foT almost every T, including, in particular, r = 0; for each t ;> 0, 
Jia(t,T)cE?- < co;foreuchT >O,jzjia(t,I)d7dt < CD. 
(ii) The partial derivative a,(t, T) is a measurable, nonposiiiue fulzction 
defined alm.ost eveqrwhere on R. For t > 0, except possibly on a set E of measure 
xuo, the function 7 ---f a,(t, T) (0 < 7 < t) is dejked almost everywhere and is 
nonincreasing; without loss of generality, we assume that for t > 0, t 6 E, this 
function extends to a nonpositive nonincreasing fzrnction (still devoted at(t, 7)) 
on all of [O, t). 
(iii) a,(t, r)(t - r)” --s’ 0 as 7 + t-for almost all t > 0, andfoy every T 3 0, 
z J s t 1 a,(t, T)/ (t - 7) d7- dt < a. 0 0 
(iv) There exists c1 > 0 such that lim SUP~+~ j-~~-+j (t - T) d,a(t, T) < cc), 
where the integrul is an improper Riemann-Stieltjes intqal. 
(v) With cl as in (iv), there is a 6 > 0 such that S < e1 and 
lim sup a(y, y - Q) < 00, 
ll*m 
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.r ?I+s lim sup a(& t - q) dt < a3, y”” 
lim sup (ll) J’+” a& t - cl) dt < CD, 
IinXIp (- 1) f” [I, t--E1l (t - T)d7 {a,(t, T)}] dt < CO. 
g*m ‘y 
(vi) There exists c2 , 7, A4 > 0 such that for each r* > M there is a 
t* > T*: + 2~~ such that the measure -(d,a,(t, T) + q dT) is nonnegative on 
NJ-r*) for aZmost evmy t E NE2(t*). Here iVE2(T*j = (T 1 7* - cg < T < T* + Ed) 
and lJ<,(t*) = (t / t* - E$ < t < t*}. 
(vii) (1.2) and (1.3) are satis$ed. 
Then g(x(t)) + 0 as t + 03. 
The extension of at( t, T) in (ii) is made merely to permit us to use the Riemann- 
Stieltjes integrals s d,a,(t, 7); in particular, by (i), we may assume that a(t, 0) is 
differentiable on (0, co)\,?. Note also that (v) includes the tacit assumption that 
a,(t, t - cl) is locally integrable for large t; since a,(t, T) is jointly measurable, 
this is no restriction. 
In our work we will require the use of the improper Riemann-Stieltjes integral. 
For a discussion of the relevant theory, see L. R/I. Graves [l, Chapters 10, 121 and 
H. P. Thielman [9, Chap. 91. In p rt’ 1 a ICU ar, we shall integrate by parts in 
expressions such as 
(I) 1’ h(7) p(t, T) d7 where h(7) E C[O, tj 
‘0 
with primitive H(7) and p(t, T) is nondecreasing and continuous as a function 
of 7 for t fixed and 7 E [0, t). We consider (I) as the improper Riemann-Stieltjes 
integral 
where u,(T) = ~(t, 7). Now for each E > 0 and with t fixed, u*(T) is of bounded 
variation on [0, t - c] and H(T) is continuous. Thus the Stieltjes integrals 
Jt,,t--Ej H(T) d,Ut(T) and Jt,,I--El I&(T) dH(T) exist. Moreover 
. 
J co t-] ut(T) dH(T) + s, & ] H(T) d,u,(T) = H(t - C) Ut(t - G) - H(0) U,(O). I E I E 
If we assume that p(t, T)(t - 7.)’ --f 0 as 7 + t- and H(t - C) = O(&) as E + O+, 
which are precisely the type of conditions we later need, then 
(2.1) 
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where the last integral is again an improper Riemann-Stieltjes integral. In 
our proof we will write equations similar to (2.1) as folioms: 
“[ h(T) p(t, 7) dr = - p.qO) #up, 0) + jot H(r) d&f, T)/ (2.2) 
and when we later do integration by parts with Stieltjes integrals, we do so 
in the sense just described. 
A remark concerning existence and uniqueness of solutions of (I. 1) satisfying 
(1.2) is in order. Kiffe [4] extends the concept of positivity found in A. Halanay 
[2] to functions of two variables. He then proves, using well known arguments 
17, Theorem 1.1, p. 871, that if (1.3) holds, together with 
(Hl) a(t, T) is a functioz of positbe tllpe andfor erezy T 3 0 
’ 
I! 
-t 1 a(t, T)] & dt < #CC:, 
‘0 0 
(H?) There exists a constant K > 0 so that 1 g(x)/ < K[l + G(x)] 
whme G(x) = jz g(f) d[, inf G(x) > -co, and lim sup G(x = UJ, 
0 f-n, 30) III->-C 
then a solution x(t) satisfying (1.2) exists. By hypotheses (i), (ii), (iii) of our 
theorem and the identity (2.7) found in the proof of our theorem we see that 
(Hl) above is satisfied. Thus one need merely add (H2) to the list of hypotheses 
in our theorem to guarantee global existence of solutions. If in addition g 
satisfies the Lipschitz condition, I,?(X) - g( ~)1 < Ko ; s - y 1 for each bounded 
set Q in R and x”, J’ E Q, then one can prove [7> p. 917 that (1.1) has a uniqrre 
solution. 
In Section 3 we compare our result in detail to those of [4] and [5J, and we 
note a weakened form of (vi) under which our theorem remains valid. 
Proof of Theorem 2.1. We first claim that for almost every r. 3 0 we have 
(t - ro) 44 ~~0) - 0 as t --f TV+, (2.3) 
and for each t > 0, 
(t - T) a(f, T) + 0 as T --f t-. (2.4) 
To see (2.3) fix T > 0, then by (i) we have J-is; a(t, T) dr dt < zoo. Thus 
by Fubini’s Theorem si l: a(t, T) dt d7 < co. Hence for all most all ~~ E [0, T], 
jr, a(t, ro) dt < 03. But then for 7. < t < T, we may use (i) and (ii) to show that, 
(t - TV) a(t, TV) < I’ a(p, TV) dp < \” a(t, TV) dt < CC. 
‘0 * 70 
Consequently, (t - ~~‘0) a(t, 70) --f 0 as t + ‘TV+ for such 70, as claimed. The proof 
of (2.4) follows by a similar argument using (i). 
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Next we develop identity (2.7) which is the key to our proof; compare [4, 
Eq. (2.111, noting that the expression a,,(t, T) in [4] means a/at(aa(t, ~)/a,). 
By (i) and (vii) we see that for any T 3 0, si $ j v(t) a(t, T) ZJ(T)~ dT dt < co 
where v(t) = g(x(t)); as a consequence Fubini’s theorem, the boundedness 
of v(t) together with (iii) and (2.3) yield the identity 
a(t, T) V(T) dT dt 
= joT 3(T) Cl(T, T) [ jTT V(S) dS] dT - joT U(T) ITT U,(t, T) [ jTt ZJ(S) dS] dt dT, 
(2.5) 
for every T > 0. Integrating the first integral on the right of (2.5) by parts and 
using (2.4) on the boundary term we find that 
joT z'(T) 4T, T) [ jTT v(s) ds] dT 
= v [joT +) ds]’ + ; joT [J:’ +) ds12 d,a(T, T). (2.6) 
Next we consider the last integral in (2.5). Using (iii) may interchange the 
order of integration so that 
- joT Z(T) jTT a&, T) [ jTt v(s) ds] dt dT 
zzz- joT jot a&, T) v(T) [j7’ .z?(s) ds] dT dt. 
Now by (ii) we may integrate by parts again; using (iii) on the boundary term, 
we see that the above expression is equal to 
- J ST ?!!$g [jot +) ds]’ dt 0 
- ; joT jot [jTt 7i(s) ds]’ d&(t, T)} dt. 
Now substituting back to (2.5) and using (2.6), we obtain the desired identity, 
a@, T) V(T) dT dt = - “‘y [joT v(s) ds]’ 
[j-’ z(s) ds]’ d&T, T) - ; j’ a,(t, 0) [j; u(s) ds]‘dt 
j:,j; z(s) ds]” d&z&, T)> dt; (2.7) 
which is true for every T > 0. 
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We now return to Eq. (1 .l). Multiply by g(x(t)) and integrate, obtaining 
G(Q)) - G(W) + j=gWj) ta@, d&(O) dT dt = j~&(W(t) dt (2.3) 
0 0 
for every T > 0, where G(x) = sf g(e) dt. From (vii) we see that 
suposf<om I g(x(t))l = .k < cc), and supTgo / G(x(T))j < co; thus 
is 
T 
sup 
DO 0 
&W)f(t) dt j < XI. 
Therefore by (2.Q 
< co. (2.9) 
Now by (2.9), (2.7) (i) and (ii) we have 
and 
(2.10) 
SUP (-1) I’ j” [f” g@(s)) dsj2 d,(a,(t, 7)} dt < m. (2.11) 
OST<w 00 T 
We now claim that 
we will later use this to show g(x(t)) is uniformly continuous on [O, co). With 
E = <I from (iv), let 
and 
D(t) = a(t, 0) if g(x(Tj) d7. 
Now using (i) and integration by parts we see that 
j” u(t, T) g@(r)) dT = a(t, 0) ft g(+)) ds f /-’ ( 1’ g@(+ d”! d&(t, + 
0 40 ‘0 ‘T 
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Thus si a(t, ~)g(x(~)) & = B(t) + C(t) + D(t). According to assumption (iv), 
lim+.up / C(t)1 < a. i 
Now suppose it is not true that 
lim+:up I D(t)] < co. 
Then there is a sequence {tn} such that t, -+ a3 as ~z+ m and I D(tn)+ oz 
as 72 + co. However, by (i) and (ii) 0 < a(t, , 0) < a(~, 0) so that we must 
have j jI;“g(x(T)) cE7 1 + 03 as ?z -+ co. Therefore n(tn , O)[j:g(x(T)) &I2 -+ co 
as n -+ 03, which is a contradiction of (2.10). Next we consider B(t); integrating 
by parts, and using the nondecreasing property of a(t, T) as a function of 7, 
we see that 
+ it-’ 4T) g@(T)) d  
‘0 
= B,(t) + B&) + B&t). (2.13) 
Suppose our claim (2.12) is not true; by (v) and (vii) we have 
lim SUP~-,~ B,(t) < co, therefore if we define 
B(t) = %(t) + 2%(t) (2.14) 
then it must be true that there exist t, + cc, as 11 + co such that 1 &tJ -+ 03 
as n -+ co. Let 6 be given by (v); by (i) and ( vu we see that B,(t) is absolutely “) 
continuous on [t 12 , t, + 61 for every n. Thus for t E [t, , t, + S] we have 
s,+ d&(s) = - I’” ]a&, 0) l’“g(.+,) dr + a(s, 0) g@(s))/ ds. 
Now by (i), (ii), (vii) and Fubini’s Theorem we see that 
.i,‘” d&(s) = .r,‘” ( a s, s - e)g(x(s - c)) ds + jfnjS-‘at(s, T)g(x(r)) & ds. (2.16) 
t 0 
Consequently B3(t) is absolutely continuous on [t, , t, $- 61 for each n, and 
thus so is s(t). Therefore, we have 
s tvl dB(s) = B(t,) - B(t). (2.17) t
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Since n,(t, T) is nonincrasing as a function of T for almost every f: we mav 
integrate the last integral in (2.16) by parts to obtain 
it” d&(s) = f?” a(s, s - c) g(x(s - c)) ds 
‘t -t 
t .:” ]uds, Q) j; 
“5 
g(+)) (27. - u,(s, s - cj 
J 
5--E g(x(r)) di 
+ Jb’-’ (J’: g@(r)) dr) d,a,(s, T)/ ds. (2.18) 
By (i) and (v) there exists an integer k so that for II > k and t E [t, , t,, + S] 
each term in the second integrand on the right in (2.18) is integrable with respect 
to s on (t, , f). Thus combining (2.14), (2.15), (2.17) and (2.18) we have 
&t,) - B(t) = It” nfs, s - c) g(x(s - 6)) ds 
(2.19) 
which is valid for n > k and t E [t, , t, + 81. Therefore, we have for n 2 k 
and t E [t,R , I,, $ 61 
j B(t,) - B(t)] < jy a(t, t - 6) 1 g(x(t - c))] dt 
n 
+ j-7 44 0) I &+))I dt - fn+8 a,(4 t - 6) j f, g(x(s)j ds / dt 
n 
- (+’ j;-’ j J:tg(x(sjj ds / d,{at(t, T)} dt. (2.20) 
However, by (i), (v), (vii), (2.20) and our assumption we see, upon choosing 
II sufficiently large, that 1 B(t,) - B(t)] < 4. / B(t,)j for t E [t, , t, + S]. 
Therefore for t E [t, , t, + 61 and n chosen large enough we have 
I qt)l > s I B(t,j)l. (2.21) 
In particular, for large enough it, B(t) is of one sign on [t, . t, + S]. 
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Now integrating (1. l), we obtain the inequality 
( x(tn + S) - X(&)1 > jt’a+a 1B(t>l dt 
tn 
(2.22) 
- I”‘” 1 C(t)1 dt - jt”‘” 1 D(t)/ dt - i,“” [f(t)1 dt. 
Thus by (vii), (2.21), (2.22) and the above we have 1 x(tn + 8) - x(tJ ---f a 
as ?z + co, which contradicts (vii), and therefore (2.12) must be true. 
By (1.1) and (2.12) it follows that x(t) is uniformly continuous on [0, co). 
But g(x) E C(-co, co) and x(t) is bounded, so g(x(t)) is uniformly continuous 
on [0, o3). 
Now suppose it is not true that g(x(t)) -+ 0 as t - co. Then there is a sequence 
(T,}, Tk p c;o as k p cc and or, 6 > 0 such that 1 g(x(t))i 3 ql for Tk - 26 < 
t < Tk + 26 and for every k. Without loss of generality, we may assume that 
T,,, - Tk > 46. Now for each k let 73z = Tyc - 6. By (vi) there exist E% , r), , 
M > 0 such that for each ~~ > M there eixts t, > 7k + 29 so that the measure 
-[d,.(a,(t, T)> + 7s dT] is nonnegative on NJT,) for almost every t E &JtJ. 
Since Tk 1 co, we may assume that t, > t,-, + ~a . Let 2~ = mir@, ~a} and 
for each k consider G,“(T) = Jtg(m(s)) ds defined for 7 E Nar(7&, t E NzE(tn). We 
then have j(d/dT) Gtk(~)j = I g(x(T))j 3 yl f or each k. Thus for each k and all t 
in NzE(tk) we can find an interval (aJt>, a,(t) + c) where I Gtk(7)1 > EQ for 
all pairs (t, T) with t dJ2Jtk), 7 E (ak(t), ak(t) + c). (Either c+(t) = 7k - 2~ 
or c+(t) = 71; + E, depending on t.) Therefore for every Q > M and t E N3<(t2) 
we have 
(-1) 1” [j’&(s)) ~]a cl,W, T)> 
0 7 
Thus 
(-1) It" j" [ j'cd.44) ds]' d&t(t, 4 dt 
- te-zc 0 7 
1 
h 
3 . t .--oe ~~rll”riz dt = 2+l”riz . 
L - 
Now choose N’ large enough so that T N, > M. But then since t, > t,-, + ~a > 
t,-, f 2~ and t, - 2~ > 7k + 2~ for every k, we have upon choosing 
Iv > iv’, 
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so we have contradicted (2.11). Therefore we must have g(,$t)) + 0 as t + co 
and hence our theorem is established. 
3. DISCUSSION OF THE RESULT AND A GENERALIZATION 
Levin [j, Theorem I] proves a theorem similar to ours under rather strong 
hypotheses on the kernel a(t, T). One of Kiffe’s results, stated below as 
Theorem A, uses the methods of Londen [6], which require fewer smoothness 
restrictions on the kernel than Levin imposed. As Kiffe points out, Levin’s 
hypotheses imply Kiffe’s. Except for our hypothesis (vi), we shall show that 
our hypotheses are in turn implied by Kiffe’s. Moreover, by weakening (vi) 
to (vi*) (see below) we easily obtain Corollary 3.1, which contains both 
Theorem 2.1 and Theorem A. 
THEOREM A [4, Theorem 11. Let R be as defined earlier and assume that 
the follawa~g hypotheses are satisfied: 
(i’) a(t, T) is a real-valued function dejned for (t, T) E R, a(t, 0) > 0 for 
t > 0, t%(t,O)-+O as t -+ O’, for each fixed t > 0 (t - T) a(t, T) -+ 0 as 
GS T -+ t-, for each t > 0 si 1 a(t, T)I dr < 03, and fw every T > 0 si fi x 
I a(t, T)I dT dt < co, 
dt < E’) a,(t, 0) E C(0, co), a,(t, 0) < 0 for t > 0, and (-1) $ Pa,(t, 0) 
, 
(iii’) a,(t,,~) E C(R), a,(t, T) 3 0 for (t, 7) E R, for almost every 7, 
0 < 7 < c13, (t - T)” a,(t, T) -+ 0 as t + r+, and for every T > 0, 
ji Ji (t - T) a7(t, T) dT dt < 00, 
(iv’) aJt, T) E C(R), q+(t, T) ,( 0 for (t, T) E R, and for every T > 0, 
(- 1) j; $ (t - T)” a&, T) d7 dt < co, 
(v’) There is an E > 0 such that 
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(vi’) Given the E of (v’), there is a 6 > 0 such that 6 < E, 
s 
u+B 
lim sup 
Y+a y 
aft, t - c) at < co, 
liy4s,“p J” ‘+’ a7(t, t - E) dt < co, afzd 
Y 
li~+%up (-1) J’+* J”-’ (t - 7) a,,(t, T) dT dt -C ~0, 
Y 0 
(vii’) For eaery 7 > 0, 
liT&f(-1) S,:, (t - 7)” a,,(t, 7) dT > 0, 
(viii’) (1.3) is satisfied, 
(ix’) (1.2) is satisjied, 
Then g(x(t)) + 0 as t -+ CO. 
(Again, we point out that Kiffe [4] uses the notation ut7(t, T) = (i3/i?t)(h(t, T)/~T); 
throughout our discussion, including our statement of Theorem A, we use 
the conventional notation qt = (a/at)(&z(t, T)/aT); in fact (ii’), (iii’), (iv’) 
imply qt = a,,). 
After reading both sets of hypotheses, one can readily verify that the following 
implications are true: 
(1) (i’, ii’, iii’) * (i) (3) (v’) * (iv) 
(2) (i’, ii’, iii’, iv’) * (ii) (4) (viii’, ix’) * (vii) 
We now show Kiffe’s hypotheses imply our hypotheses (iii) and (v). It is .apparent 
that several of Kiffe’s hypotheses are not obtainable from what we have assumed. 
First, we show that (ii’, iii’, iv’) + (iii). We show that for every T > 0, 
= SJ t 1 a,(t, T)I (t - T) (27 dt < Co. 0 0 (3-l) 
Let T > 0 and consider F,(t) = SiPrin - (t - T)” q,.(t, T) dT and F(t) = 
si - (t - T)” a,,(t, T) dr. Clearly F,(t) r F(t) as n t 00; moreover, by (iv’) 
j; I F(gl dt < 03. Therefore by the monotone convergence theorem we have 
0 < so Fn(t) dt f ji F(t) dt E Q < CD, as 1z 1 co. Now for each n we may use 
integration by parts to write 
I;,(t) = - -$ a, ( t, t - ;) + t”n,(t, 0) 
- 2 I‘““‘” 
(t - T) a,(t, T) dT. 
0 
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Thus for e&r n we have 
o 3 jT I- $ a, it, t - kj + t2a,(t, 0) - 2 j'-l'" (f - T) +, T) dT/ dt. 0 0 
By (ii’), si t%,(t, 0) dt > -co and since -(t - T) a,(t, 7) 3 0 we see upon 
taking the limit as n 7 co termwise that 
= - ss t(t -T) a,(t, T) dT dt < CYJ ; 0 0 
thus (3.1) is satisfied. We now show that a,(t, ~)(t - T)’ --f 0 as T 
all t > 0. Fix T > 0. By (3.1) we have 
= at IJ 1 a&, T)I (t - T) dT dt < co. 0 0 
Thus for almost every 0 < to < T we have 
t- for almost 
(3.2) 
Let I(s) = j: I a,(&, pjl (to - pj 4; th en I(S) is absolutely continuous on 
[0, to] and lim,+- I(S) = 0. Also I’(S) = q(t, , .s)(t, - s), so we see that 
I(s) E C[T, to] and I( ) s is d ff i erentiable on (T, to), for any 0 < T < to . Thus by 
the mean value theorem there exists BE (7, ((T)) such that I(~(T)) - I(r) = 
I’(f?)(t(~) - T), where e( 7 1s t ) . h e midpoint of the interval (7, to). But then by (iv’) 
we haveI(<(l)) - I(T) < at(to , T)(tO - e)((t, - 7)/2) < a,(t, , T)((to - ~)~/4) < 0. 
Letting 7 + to- we see that limr+tO- a,(t, , ~)(t~ - T)” = 0 for almost every 
0 < to < T, as desired. 
We now show that Kiffe’s hypotheses imply our assumption (v). In view of 
(vi’) we need only show that 
and 
(a) ii~+~up u(y, y - Q) < CD 
(b) l$s$lP ( -1) 1”‘” a,(& t - cl) dt < a 
v 
where Ed is as chosen in (iv). Let F(t) = a(t, t - Q). By (ii’), (iii’), and (iv’) 
we have F’(t) = a,(t, t - or) + aJ,t, t - or) < u7(tr t - Q). Thus with 6 as 
in (vi’), 
I J 
.Il+s 
lim sup sup .#+a F’(t) dt\ < liy+s.up J, u,(t, t - cl) dt < co. y-m WA<6tt.1 
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Consequently, if F( JJ,J -+ co as n -+ co then inf,nGtGy,tsF(t) -+ cc, which 
contradicts (vi’), hence (a) must be valid. To see (b) consider the identity, 
.!/+s 
J Mt, t - ~1) + 46 t - 4 dt Y 
=I 
Y+6 
F’(t) dt = a(y + 8, y + 6 - cl) - a(y, y - cl). 
Y 
Thus we have 
u,(t, t - cl) dt 
= U(Y, Y - ~1) - a(y + 6, y + S - cl) + j-yy+’ u7(t, t - cl) dt. 
Therefore, 
(- 1) jyV+’ a&, t - Q) dt < u(y, y - cl) + I;+’ u7(t, t - Q) dt, 
Y+s and so (a) and (vi’) yield lim SUP~+~ (-1) sV u,(t, t - cl) dt < co as desired. 
We now discuss our hypothesis (vi) and compare it to (vii’) of Kiffe (which 
is the same as part 3 of Levin’s hypothesis (H4) in [5]). As Levin points out, 
his hypothesis (H4) may not simply be dropped. He cites the example u(t, T) = 
exp{-(t + 2)*(t - T)}, and by elementary calculations he shows that (H4) 
is violated and that, with this kernel, solutions of 
x’(t) + j-” X(T) a(t, T) dT = 0 x(0) = 1 
0 
do not tend to 0 as t + CD, while this kernel does satisfy the remaining hypotheses 
of his Theorem 1. By our earlier remarks, this kernel also satisfies all of our 
hypotheses except (vi). To illustrate the merit of our hypothesis (vi), we exhibit 
a family of kernels which satisfy (vi) but not (vii’) or Levin’s (H4). 
Again let R = ((t, T) / t > 0,O < 7 < t} and let r be the region bounded 
by the curve 7 = cp(t - c) < t for t > c > 0 and the t-axis, where g)(t) is a 
Cl function with cp’(t) > 0, ~(0) = 0 and 0 < t - q(t) = O(l), (t -+ CO). 
Define: 
u(t’ T, = 
F’(O) LT - ‘dt - dl + f(o) in R\I’. 
F(T - g?(t - c)) in r 
where F(p) is any twice differentiable function on (-co,01 with FckJ’(p) > 0 
in (-co, 0) for K = 0, 1,2; F(0) = K, > 0, F’(0) > 0 andF”(0) = 0. 
NONLINEAR VOLTERRa4 EQU.4TION 307 
Thus for (t, T) in I’ we have 
a,(t, T) = --F’(T - g?(t - c)) p)‘(t - c) < 0 
a$, T) = F’(T - qJ(t - c)) > 0 
ut7(t, T) = = -y’(t - C)F”(T - p;(t - c)) < 0 
and along 7 = pj(t - c) we have 
a(t, T) = F(O) > 0 
u,(t, T) = --F’(O) p’(t - c) < 0 
u7(t, T) = F’(0) > 0 
%(t, 7) = 0 
and so we see that a, a t, u7 and at7 are all in C(R). Moreover they satisfy Kiffe’s 
and Levin’s sign conditions. However, u(t, T) does not satisfy (vii’) of Kiffe’s 
Theorem 1 of the third condition of (H4) in Levin’s Theorem 1. Our hypothesis 
(vi) is satisfied by a(t, T) as one easily verifies by considering the tube 
&lEl = R n (c < t < a, & - c) - c2 < 7 < y(t - c) - Q} 
where ~a > <I > 0. Clearly there is an 7 > 0 so that 
--d,(U,(t, T)] = --a&, T) dr > ?j (27 > 0 
for (6 T) E DelE, , and thus our (vi) is satisfied by u(t, T). 
If F(p) and (p(t) are judiciously chosen, it is a trivial matter to verify all other 
hypotheses of Kiffe’s Theorem 1 and hence all our hypotheses. For example 
let F(p) = ~&~-1/2~‘*)~ on (-03,0] and v(t) = t - l/(1 + t) on [0, ~r3). We 
then have 
U(t, T) = 
in r 
Therefore it is easy to check that the kernel satisfies all our hypotheses. We 
point out that p?(t - c) was chosen so that lim supt+m(t - ~[t - c)) < C < ~0, 
in order that (v) part 4 is not violated. In fact, the t* mentioned in hypothesis 
(vi) and (vi*) below must all satisfy lim ~up++.~ (T* - t*j < d < 03. Note 
also that thiskernel has more smoothness than our theorem requires; by choosing 
F(p) to be less smooth we may construct an example that satisfies our hypotheses 
minimally. 
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Finally, we give the weakened form of (vi) mentioned earlier (suggested to 
the author by K. B. Hannsgen). 
COROLLARY 3.1. Theorem 2.1 remains valid zjF we zueaken (vi) to (vi*). For 
each suficiently small cg > 0, there exist M > 0, q > 0, 0 < c3 < Ed such that 
if r* > &I, there is a t* > r* zvith eithejr 
(I) t* - c2 < T* < t* atzd 
(-1) lf” Ll, (t - ~1” d,h(t, 7)) df 2 rl 
OY 
(10 T* < t* - cp and 
t *+Eg 
.r IS t* 
:“““‘“’ (T* - T)” d,{a,(t, T)} / dt >, 17 
whenever q(t) is a function on [t*, t” + 6.J taking the values f 1 on@, with q-l( 1) 
closed. 
The proof requires only minor changes in the argument given for (2.23), and 
so we give a sketch: again, the other hypotheses in Theorem 2.1 imply that 
g(x(t)) is uniformly continuous on [0, co). Suppose it is not true that g(x(t)) --+ 0 
as t + 03. Then there exist {Tk} t co, ql , 6 > 0 such that 1 g(x(t))l > yl 
for Tk - 6 < t < T,C + 6. Without loss of generality we assume T,,, - Tk 3 26. 
We then have / d/dT Jf g(x(s)) ds 1 = 1 g(x(T))j 3 Q for 7 E [Tk - S, T, + S]. 
Now by (vi*) we choose ~s < S/2 and corresponding M, 7, es. Without loss 
of generality assume that Tl > ill; then for each Tk there exists t, > TJL satis- 
fying case I or II of (vi*). We may also assume that t, > tk-, + S(k > 2). 
Define Cl”’ = {k < N 1 t, satisfies case I} and CsN = {k < AT / t, satisfies 
case II) for any positive integer N. We then have 
C-1) jtN+’ jt [j’&(s)) ds]* d&(t, T>> dt 
0 0 7 
2 (- 1) f jtk+6 f,’ [ j t &(s)> ds] * dAa& 41 dt 
P=l tk 7 
> (-1) C r112 jt’+” j’ (t - 7)” d,{a,(t, T)> dt 
kEcy tli t-q 
+ & ql” s,““” 1 jT=,lt) (T - T,)z d7{at(t, T)} 1 dt 
L L 
> N ~~27 + co as N---f co, which contradicts (2.11). 
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Here 
Thus g(.x.(t)) + 0 as t + co, and our corollary is established. 
In addition to including Theorems A and 2.1, this corollary admits some 
additional kernels, such as the convolution kernels considred in [3]: a(t, T) = 
o(t - T) with b(t) nonnegative, nonincreasing, convex and piecewise linear with 
changes of slope at t = t, t T < CD, with inf,(t,,, - tk) = 0. 
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