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Abstract
This paper formulates an elementary algorithm for resolution of singularities in a
neighborhood of a singular point over a field of characteristic zero. The algorithm is
composed of finite sequences of Newton polyhedra and monomial transformations
and based on Weierstrass preparation theorem. This approach entails such new
methods as canonical reduction and synthesis of monomial transformations as well
as latency and revival of primary variables. The orders of primary variables serve as
the decreasing singularity invariants for the algorithm albeit with some temporary
increases. A finite partition of unity in a neighborhood of the singular point is
constructed in an inductive way depending on the topological constraint imposed
by Euler characteristic of the normal vector set of Newton polyhedron.
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1 Introduction
It is well known that an assemblage of algebraic geometers have made preeminent con-
tributions to the problem of resolution of singularities. The seminal works of Zariski,
Walker, Abhyankar and Lipman culminated in the monumental achievement of Hironaka
[13] who first solved the problem over a field of characteristic zero around 1964. The
first constructive and simplified proofs were formulated by Bierstone and Milman [3] and
Villamayor [23]. The subsequent simplifications were accomplished by Bierstone and Mil-
man [4], Encinas and Villamayor [10], Encinas and Hauser [9], Cutkosky [6], W lodarczyk
[25] and Kolla´r [16]. This paper formulates a resolution algorithm that is composed of
finite sequences of Newton polyhedra and monomial transformations in a neighborhood
of a singular point over a field of characteristic zero. The algorithm is elementary and
local in nature and not written in the modern language of algebraic geometry. The mo-
tivation of the paper is to demonstrate that the original insight of Newton and ingenious
preparation of Weierstrass can lead to another approach to the problem. Nonetheless the
guidance built upon the endeavors of the aforementioned algebraic geometers, especially
that of Hironaka, can never be overestimated when the author was entangled in technical
intricacies.
Each step of the resolution algorithm in the paper starts with a procedure called the
preliminary and Weierstrass reductions. The preliminary reduction amounts to a linear
modification of the function under investigation, which is ensued by the Weierstrass
reduction entailing an invocation of Weierstrass preparation theorem and completion of
perfect power. After these reductions the function or a part of it is represented in a
Weierstrass form with an apex such as (2.3), (2.40) or (2.63). The order of the apex
represents that of the function and is naively defined as the singularity invariant called
the singularity height in the paper. The termination of the resolution algorithm depends
on the ultimate strict decrease of the singularity height albeit with some temporary
increases.
Associated with each refined vertex cone of the Newton polyhedron of a Weierstrass
form as in (2.3), a monomial transformation is defined that partially factorizes the form
into exceptional factors and a partial transform. Instead of studying the improvement
of singularities of the partial transform directly, we reduce the monomial transformation
into a canonical form so that it is an identity map on the exponents of the non-exceptional
variables. In this way the singularity height can measure the improvement of singularities
at a reduced branch point directly based on such exponential identities as (2.13).
The singularities of branch points can be classified into regular and irregular ones. The
former one can be reduced to examining the order of a univariate polynomial in terms
of the primary variable based on the canonical reduction, which is elaborated in Section
2.3; whereas the later one represents a temporary but essential increase of the singularity
height. In resolution of irregular singularities in Section 2.4, a method called latency
implementation is contrived to define a latent variable and thus reduce the dimension of
the problem. This approach is similar to the blowup of the axis of the primary variable in
the traditional approach but is from the perspective of Newton polyhedron. The involved
subtlety is the method to apply Weierstrass preparation theorem in the presence of the
latent variable such that an effective Weierstrass form can be established. This is achieved
by a partial gradation of the function into a reducible part and remainder one with the
former one being reduced to a Weierstrass form. Moreover, the residual order strictly
decreases from the prior singularity height after the revival of the latent variable. This
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is due to the invariance of the exponent of the latent variable throughout the resolution
process for irregular singularities.
The singularity height might have a temporary but essential increase in the case of
inconsistent singularities, which is defined in Definition 2.12 and addressed in Section 2.5.
In this case the primary variable becomes latent and consequently it is ineffectual to invoke
the canonical reduction like in Section 2.3. A new primary variable is defined instead
in Section 2.5 through the procedure of latent preliminary and Weierstrass reductions.
Weierstrass preparation theorem is invoked through a procedure of partial gradation
called the latent gradation. The intricate method in this section is the decomposition
and synthesis of reduced exponential matrices into a synthetic one such as (2.78) or (2.80)
that acts on the exponents of the latent primary variables directly. In this way either the
latent primary variables sustain their latency, in which case the degree of nested latency
increases, or one of them is revived through a canonical reduction, in which case resumes
the strict decrease of the singularity height associated with the latent primary variable. In
Section 2.5 it is shown that the former case eventually leads to a resumed strict decrease
of the singularity height associated with one of the latent primary variables as well.
Section 2.6 serves to elucidate the case when the irregular and inconsistent singularities
are intermingled. Moreover, the above resolution algorithm for the hypersurface case can
be applied to the generators of an ideal simultaneously in the generic case since the
traditional resolution centers are selected by Newton polyhedra “automatically”.
In Section 3 a finite partition of unity is constructed in a dominant neighborhood of
each branch point. The proof involves a calculation of Euler characteristic of the sectional
polyhedra of the vertex cones of the pertinent Newton polyhedron. As a result, it suffices
to study the part of an exceptional branch inside a compact set because with each common
facet of two refined vertex cones there associated a pair of conjugate variables that are
reciprocal to each other. The compactness ensures that a finite number of dominant
neighborhoods of branch points can cover all the exceptional branches.
In Section 4 we investigate the simple case of analytic surfaces that exemplifies the
algorithm for resolution of singularities in the paper.
Let us use F to denote a field of characteristic zero and Fn the n-dimensional affine
space over F throughout the paper. Let us denote as usual the sets of complex numbers,
real numbers, rational numbers, integers and natural numbers as C, R, Q, Z and N
respectively. In particular, we adopt the convention that 0 ∈ N, N∗ = N \ {0} and
F∗ = F \ {0} as well as R≥0 := {r ∈ R : r ≥ 0}. In this paper the vectors are typeset
as lowercase letters in boldface and matrices as slanted uppercase letters. In this way
a matrix M written as [v1 · · · vn] means that it has column vectors v1, . . . , vn. The
determinant of a matrix M is denoted as detM . The variables and their exponents
are typeset as lowercase English and Greek letters in boldface respectively such as x =
(x1, . . . , xn) and α = (α1, . . . , αn) ∈ N
n. Let us use the notations F[x] = F[x1, . . . , xn] and
F{x} = F{x1, . . . , xn} to denote the respective algebras of polynomials and convergent
power series in the paper. Let us also use the notation σ to denote a permutation of the
index set {1, . . . , n}. A k by k unit matrix is usually written as Ek, or simply as E when its
dimensions are clear from the context. The Euclidean inner product of two vectors v and
w is denoted as 〈v,w〉. The notation |A| stands for the number of elements in a set A.
The maximal number of linearly independent vectors in a vector set V is given the usual
notation rank(V ). The vector set {e1, . . . , en} := {(1, . . . , 0), . . . , (0, . . . , 1)} denotes the
standard basis of Rn. The zero vector is usually written as 0 whose dimension should
be either clear from the context or stated otherwise. For simplicity of notations in this
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paper, two functions with different variables are deemed as different functions albeit they
might share the same name.
Please note that a few terminologies like “consistency” and “localization” in the paper
are different from those well known in the literature either because they stand for different
objects of study or due to the elementary nature of the algorithm in the paper. In order to
avoid unaesthetic page breaks, large matrices are not at their optimum places occasionally
and readers should refer to them by their tag numbers. Moreover, the author strives to
make a reference list that is both complete and relevant and were there any regretful
omissions, the authors of the existing literature have the absolute priorities.
2 Resolution of singularities via canonical reduction
2.1 Partial resolution of singularities
Definition 2.1. (xα; xM ; Supp(f); ord(f); deg(f); Newton polyhedron NP(f); normal
vector set ΠNP; Facet(v); Face(w))
With α := (α1, . . . , αn) ∈ N
n and x := (x1, . . . , xn), let us denote x
α := xα11 · · ·x
αn
n
as a monomial henceforth.
Let M be an n by n matrix with elements in N. If its j-th row vector is denoted as
mj for 1 ≤ j ≤ n, then x
M := (xm1, . . . ,xmn).
For a function f(x) :=
∑
α cαx
α ∈ F{x} with α ∈ Nn and cα ∈ F, let us define
Supp(f) := {α ∈ Nn : cα 6= 0}. Further, ord(f) := min{
∑n
j=1 αj : α ∈ Supp(f)} and
deg(f) := max{
∑n
j=1 αj : α ∈ Supp(f)} when f ∈ F[x].
The Newton polyhedron of f , denoted as NP(f), is defined as the convex hull of the
set Supp(f) + Rn≥0, i.e., NP(f) := Conv(Supp(f)) + R
n
≥0.
Every facet of a Newton polyhedron NP has a normal vector in Nn\{0} whose nonzero
components are coprime. The set of all such normal vectors of NP is denoted as ΠNP.
The facet of a normal vector v is denoted as Facet(v).
For ∀w ∈ Rn≥0 \ {0}, let us denote the face of NP associated with the vector w as
follows.
Face(w) := {α ∈ NP : 〈w,α〉 ≤ 〈w,β〉 for ∀β ∈ NP}. (2.1)
Definition 2.2. (Convex polyhedral cone C(V ); C◦(V ); simplicial cone; facial cone VF
and its generator set GVF; vertex cone Va and its generator set GVa)
A cone C is defined to be a convex polyhedral cone generated by a vector set V =
{v1, . . . , vm} ⊆ R
n
≥0 \ {0} if C =
{∑m
j=1 λjvj : λj ∈ R≥0
}
\ {0} := C(V ). If we substitute
λj ∈ R>0 for λj ∈ R≥0 in this definition, we obtain the definition for C
◦(V ). In particular,
C(V ) is called a k-dimensional cone if rank(V ) = k, and k-dimensional simplicial cone
if |V | = rank(V ) = k with 1 ≤ k ≤ n.
let F be a face of a Newton polyhedron NP such that F = Face(w) as in (2.1) with
w ∈ Rn≥0 \ {0}. The normal vector set GVF := {v ∈ ΠNP : F ⊆ Facet(v)} is called the
generator set of the facial cone VF := C(GVF) associated with the face F. In particular,
when the face F is a vertex a of the Newton polyhedron NP, which is the intersection of
at least n facets of NP, the normal vector set GVa := {v ∈ ΠNP : a ∈ Facet(v)} is called
the generator set of the vertex cone Va := C(GVa) associated with the vertex a.
Definition 2.3. (Projective cone [C]; cone section ΓC; polyhedral cone; cone facet and
face; minimal generator set; polyhedral and simplicial fan; convex and simplicial subdi-
vision; simplicial refinement; auxiliary vector)
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The projective cone [C] associated with a cone C ⊆ Rn≥0 is defined as the set of vectors
v ∈ C modulo the equivalence relation v ∼ λv for λ ∈ R>0. Equivalently [C] can be defined
as the corresponding set of rays in C or corresponding subset of the real projective space
RPn−1. The section ΓC of a cone C is defined as the transverse cross section of C and the
(n−1)-dimensional hyperplane with normal vector 1 := (1, . . . , 1) such that the equivalent
classes of the elements in ΓC modulo the above equivalence relation constitute the projective
cone [C]. A cone C is called a polyhedral cone if its section ΓC is a polyhedron. A subcone
C′ ⊆ C is called a facet or face of a polyhedral cone C if its section ΓC′ is a facet or face
of the polyhedron ΓC. The generator set V of a convex polyhedral cone C(V ) is said to be
minimal if v /∈ C(V \ {v}) for ∀v ∈ V .
A k-dimensional polyhedral (or simplicial) fan K is defined as a finite union of k-
dimensional convex (or simplicial) polyhedral cones K =
⋃l
j=1 Cj such that Ci ∩ Cj is a
common facet or face of both Ci and Cj when Ci∩Cj 6= ∅ for 1 ≤ i < j ≤ l. The procedure
to partition a polyhedral cone into a polyhedral (or simplicial) fan is called a convex (or
simplicial) subdivision of the cone.
Let V be the minimal generator set of a convex polyhedral cone C(V ). A simplicial
refinement of C(V ) via a finite set of auxiliary vectorsW ⊂ C(V ) is defined as a simplicial
subdivision C(V ) =
⋃l
j=1 C(Vj) such that
⋃l
j=1 Vj = V ∪W .
The simplicial subdivision is well known in toric geometry whose terminologies are
not a prerequisite to understand the paper. Moreover, the following lemma is a classical
result and presented here solely for the purpose of completeness.
Lemma 2.4. Let Va be a vertex cone associated with a vertex a of a Newton polyhedron
NP. Then there exists a simplicial refinement of Va via a finite set Λa ⊆ Va of auxil-
iary vectors in Nn \ {0} such that if C(v1, . . . , vn) is a simplicial cone in the simplicial
refinement, then | det[v1 · · · vn]| = 1.
Proof. Let us construct the auxiliary vector set Λa one by one inductively starting with
a simplicial subdivision of Va. If C(v1, . . . , vn) is a simplicial cone in the simplicial subdi-
vision that satisfies | det[v1 · · · vn]| > 1, then the generator set {v1, . . . , vn} ⊂ Va is not
a basis for the integral lattice Zn. Hence there exists a vector w ∈ Nn \ {0} that satisfies
w =
∑n
j=1 λjvj with λj ∈ [0, 1) for 1 ≤ j ≤ n. We add w into Λa and make a simplicial
refinement of C(v1, . . . , vn) via {w}. Each simplicial cone in the simplicial refinement,
e.g., C(w, v2, . . . , vn), satisfies
1 ≤ | det[w v2 · · · vn]| < | det[v1 · · · vn]|.
The conclusion of the lemma follows from a decreasing induction on the absolute values
of the integer-valued determinants.
The simplicial refinement of Va in Lemma 2.4 assumes implicitly that its generator
set GVa is minimal, which is required in Definition 2.3 and shall be proved in Lemma 3.2
(b).
Definition 2.5. (Refined vertex cone Va; exponential matrix M ; monomial transforma-
tion TM)
A simplicial cone C(v1, . . . , vn) obtained through a simplicial refinement of a vertex
cone Va as in Lemma 2.4 and satisfying | det[v1 · · · vn]| = 1 is called a refined vertex
cone of Va. Let us abuse the notations a bit and still denote a refined vertex cone of Va
as Va henceforth.
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Let Va = C(v1, . . . , vn) be a refined vertex cone of NP. The n by n matrix M :=
[v1 · · · vn] satisfying detM = 1 with column vectors {v1, . . . , vn} = GVa is called the
exponential matrix associated with Va. The monomial transformation TM is defined as
a coordinate change x = TM(y) := y
M as in Definition 2.1 with x = (x1, . . . , xn) and
y = (y1, . . . , yn).
Let mj and vj denote the j-th row and column vectors of the exponential matrix
M for 1 ≤ j ≤ n. Then we say that mj and vj correspond to the variables xj and yj
respectively for 1 ≤ j ≤ n since xj = y
mj and the components of vj are the exponents
of yj in y
M .
Let us start with a hypersurface f(x) = 0 with ord(f) > 1 that is represented in the
following form
f(x) = cdx
d
1 +
∑
α∈Supp(f)\d
cαx
α = 0 (2.2)
via a non-degenerate linear transformation Lx such that d = ord(f) > 1. Here d := (d, 0)
denotes the exponent of the term cdx
d
1 with cd ∈ F
∗. After invoking Weierstrass prepara-
tion theorem and completing perfect power, we can abuse the names of the variables x a
bit and further represent f(x) in the following form:
f(x) =
[
xd1 +
d∑
j=2
cj(x2, . . . , xn)x
d−j
1
]
(c+ r(x)) := w(x)(c+ r(x)), (2.3)
where c ∈ F∗ and cj(0) = r(0) = 0 for 1 < j ≤ d.
Definition 2.6. (Apex d; apex form; singularity height d; Weierstrass form; Weierstrass
polynomial; redundant function; primary variable x1; linear modification Lx; preliminary
and Weierstrass reductions)
The exponent d = (d, 0) of the term cdx
d
1 in (2.2) that satisfies d = ord(f) is called
the apex of f(x). The representation form (2.2) is called an apex form of f(x). The
order d = ord(f) is called the singularity height of the apex form f(x).
The representation form (2.3) is called the Weierstrass form of f(x) with the func-
tions w(x) and r(x) in (2.3) called its Weierstrass polynomial and redundant function
respectively.
The primary variable refers to the variable x1 of the Weierstrass polynomial w(x) in
(2.3). The non-degenerate linear transformation Lx to set up the apex d and primary
variable x1 in (2.2) is called a linear modification.
The linear modification Lx constitutes the procedure of preliminary reduction; the
invocation of Weierstrass preparation theorem and completion of perfect power constitute
the Weierstrass reduction.
For the Newton polyhedron NP(w(x)) of the Weierstrass polynomial w(x) in (2.3), let
Va = C(v1, . . . , vn) be a refined vertex cone of NP(w(x)) associated with a vertex a and
M = [v1 · · · vn] the exponential matrix associated with Va. Let us define Supp(M) :=⋃n
j=1(Supp(w) ∩ Face(vj)). For convenience, we reorganize the terms of w(x) in (2.3) as
follows.
w(x) = cax
a +
∑
α∈Supp(M)\{a}
cαx
α +
∑
β∈Suppc(M)
cβx
β, (2.4)
where ca ∈ F
∗ since a ∈ Supp(w) is the vertex of NP(w(x)) associated with Va as above.
The complementary support Suppc(M) := Supp(w) \ Supp(M).
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The monomial transformation
x = TM(y) = y
M (2.5)
transforms w(x) in (2.4) into a new function wM(y) := w(TM(y)) as following:
wM(y) = y
a·M ·
(
ca +
∑
α∈Supp(M)\{a}
cαy
(α−a)·M +
∑
β∈Suppc(M)
cβy
(β−a)·M
)
:= ya·M · p(y),
(2.6)
where a ·M denotes the multiplication of the row vector a and matrix M , and the same
for (α− a) ·M and (β − a) ·M .
Definition 2.7. (Vertex form; total transform; partial transform p(y); exceptional fac-
tors ya·M ; partial factorization; exceptional and non-exceptional variables y0 and y∗;
exceptional and non-exceptional index sets Iy0 and Iy∗ ; codimension and canonical form
of Iy0; primary row vector m1; remnant exponential submatrix M)
The representation form (2.4) is called the vertex form of w(x) associated with a
refined vertex cone Va. The function wM(y) and factor p(y) in (2.6) are called the total
and partial transforms of w(x) under the monomial transformation TM in (2.5) respec-
tively. The factors ya·M in (2.6) are called the exceptional factors. The factorization of
the total transform wM(y) into the partial transform p(y) and exceptional factors y
a·M
in (2.6) is called a partial factorization of the total transform wM(y).
We discriminate between two complementary subsets of variables among the variables
y = (y1, . . . , yn) and call them the exceptional and non-exceptional variables that are de-
noted as y0 and y∗ respectively. Their corresponding index sets are called the exceptional
and non-exceptional index sets and denoted as Iy0 and Iy∗ respectively.
In particular, the parameter k := |Iy∗| = n − |Iy0| satisfying 0 ≤ k < n is called the
codimension of Iy0. An exceptional index set Iy0 with codimension k can always be reduced
to a canonical form {k + 1, . . . , n} by a permutation and relabeling of the variables y and
their corresponding column vectors of the exponential matrix M as below Definition 2.5.
The first row vector m1 of an exponential matrix M corresponding to the primary
variable x1 is called the primary row vector of M since x1 = y
m1 as per the monomial
transformation TM in (2.5). The other row vectors of M constitute the remnant exponen-
tial submatrix of M that is denoted as M.
Definition 2.8. (Submatrix AI×J; column submatrix AI ; exceptional submatrix MIy0×Iy0 ;
exceptional and non-exceptional column submatrices MIy0 and MIy∗ ; proper transform
p(y∗, 0); exceptional branch EIy0 (M); branch point r = (r∗, 0); exceptional support
Supp
Iy0
(M))
The submatrix AI×J of a matrix A is composed of the elements of A whose indices are
in I × J. The column submatrix AI of A is composed of the column vectors of A whose
indices are in I.
In particular, the submatrix MIy0×Iy0 of an exponential matrix M is called the excep-
tional submatrix ofM with respect to an exceptional index set Iy0. The column submatrices
MIy0 and MIy∗ are called the exceptional and non-exceptional column submatrices of M
with respect to Iy0 and Iy∗ respectively.
For the partial transform p(y) in (2.6), the function p(y∗, 0) is called the proper
transform of w(x) under TM with respect to Iy0. The following set
EIy0 (M) := {(y∗, 0) : p(y∗, 0) = 0, y∗ ∈ (F
∗)k} (2.7)
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is called the exceptional branch associated with TM and Iy0. A point r := (r∗, 0) ∈
EIy0 (M) is called a branch point of the origin x = 0.
The set of exponents Supp
Iy0
(M) :=
⋂
j∈Iy0
(Supp(w) ∩ Face(vj)) is called the excep-
tional support of w(x) with respect to M = [v1 · · · vn] and Iy0.
Let us reorganize the terms in the partial transform p(y) in (2.6) as per the exceptional
support Supp
Iy0
(M) and it is easy to deduce that the proper transform p(y∗, 0) as in
Definition 2.8 is as follows.
p(y∗, 0) = ca +
∑
α∈SuppIy0(M)\{a}
cαy
(α−a)·MIy∗
∗ , (2.8)
where MIy∗ denotes the non-exceptional column submatrix of M with respect to Iy∗ as in
Definition 2.8.
Definition 2.9. (Localized partial and proper transforms p˜(y˜) and p∗(y˜∗); partial reso-
lution of singularities)
The partial transform p(y) in (2.6) can be localized as p(y˜∗ + r∗, y˜0) := p˜(y˜) with
y˜ := (y˜∗, y˜0) := (y∗−r∗,y0) in a neighborhood of a branch point r = (r∗, 0). Accordingly
the proper transform p(y∗, 0) in (2.8) can be localized as p∗(y˜∗) := p˜(y˜∗, 0).
The preliminary and Weierstrass reductions, monomial transformation, partial fac-
torization as well as localization at a branch point constitute the procedure of partial
resolution of singularities.
2.2 Canonical reduction of monomial transformations
It readily follows that when the exceptional index set Iy0 has codimension k = 0, i.e.,
Iy0 = {1, . . . , n}, the exceptional variables y0 = (y1, . . . , yn) and the proper transform
equals p(0) = ca ∈ F
∗ in (2.8). Thus the exceptional branch EIy0 (M) = ∅ and the proper
transform is nonsingular in this case.
When the exceptional index set Iy0 has positive codimension k > 0, that is, Iy0 =
{k + 1, . . . , n}, let us consider a monomial transformation TM associated with an exponen-
tial matrix M = [v1 · · · vn] as in the form of (2.9) whose exceptional submatrix MIy0×Iy0
is non-degenerate and satisfies detMIy0×Iy0 6= 0. Here vj = (v
1
j , . . . , v
n
j ) for 1 ≤ j ≤ n.
Mn×n =


v11 · · · v
1
j · · · v
1
k v
1
k+1 · · · v
1
n
...
. . .
...
. . .
...
...
. . .
...
vi1 · · · v
i
j · · · v
i
k v
i
k+1 · · · v
i
n
...
. . .
...
. . .
...
...
. . .
...
vk1 · · · v
k
j · · · v
k
k v
k
k+1 · · · v
k
n
vk+11 · · · v
k+1
j · · · v
k+1
k v
k+1
k+1 · · · v
k+1
n
...
. . .
...
. . .
...
...
. . .
...
vn1 · · · v
n
j · · · v
n
k v
n
k+1 · · · v
n
n


(2.9)
:=
[
Ak×k Bk×(n−k)
C(n−k)×k D(n−k)×(n−k)
]
(2.10)
Based on the partition of the exponential matrix M in (2.10), let us define a new
exponential matrix N as in (2.11), in which ej denotes the j-th standard basis vector of
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Rn for 1 ≤ j ≤ k. The submatrices Ek×k and 0(n−k)×k of N denote the unit matrix and
zero matrix respectively. In particular, the submatrix D(n−k)×(n−k) denotes the exceptional
submatrix MIy0×Iy0 and satisfies detD 6= 0.
Nn×n := [e1 · · · ek vk+1 · · · vn] =
[
Ek×k Bk×(n−k)
0(n−k)×k D(n−k)×(n−k)
]
. (2.11)
The monomial transformation TN associated with the new exponential matrix N in
(2.11) is defined as
x = TN(z) := z
N . (2.12)
The exceptional index set Iz0 of the new variables z in (2.12) satisfies Iz0 = Iy0 such
that the non-exceptional and exceptional variables of z are written as z∗ := (z1, . . . , zk)
and z0 := (zk+1, . . . , zn) respectively. Let γ∗ and γ0 denote the respective exponents of z∗
and z0. Accordingly let us write x = (x∗,x0) as per Iz0 whose respective exponents are
denoted as α = (α∗,α0). Then the form of the exponential matrix N in (2.11) indicates
that TN is a linear exponential transformation as follows.
γ∗ = α∗; γ0 = α · NIz0 (2.13)
with NIz0 = MIy0 being the exceptional column submatrix as in Definition 2.8.
Let Fij denote the (n− k + 1) by (n− k + 1) submatrix of the exponential matrix M
consisting of the elements in the framed boxes in (2.9) with 1 ≤ i, j ≤ k. Let us further
define:
Fk×k :=

 det F11 · · · det F1k... . . . ...
det Fk1 · · · det Fkk

 . (2.14)
Definition 2.10. (Reduced exponential matrix N and its canonical form; reduced mono-
mial transformation TN ; reduction matrix F )
For an exponential matrix M being partitioned as in (2.10) with respect to the excep-
tional index set Iy0, the matrix N as defined in (2.11) is called a canonical reduction of
M with respect to Iy0, or simply the reduced exponential matrix with respect to M and
Iy0. In particular, the form of N in (2.11) satisfying detD 6= 0 is called its canonical
form. Accordingly we have the reduced monomial transformation TN associated with N
as defined in (2.12). The matrix F in (2.14) is called the reduction matrix from TM to
TN .
Lemma 2.11. Let the exceptional submatrix MIy0×Iy0 = D satisfy detD 6= 0 as in the
partition of M in (2.10). (a) The reduction matrix F in (2.14) is non-degenerate, i.e.,
det F 6= 0; (b) The monomial transformation x = TM(y) = y
M in (2.5) and its canonical
reduction x = TN(z) = z
N in (2.12) indicate that
zdetD·Ek∗ = y
F
∗ , (2.15)
where z∗ = (z1, . . . , zk) and y∗ = (y1, . . . , yk) are the non-exceptional variables with
respect to Iz0 = Iy0. The matrix Ek denotes the k by k unit matrix.
Proof. (a) Let us prove by contradiction. Let fi denote the i-th row vector of the
reduction matrix F in (2.14) for 1 ≤ i ≤ k. If det F = 0, then ∃λ = (λ1, . . . , λk) ∈ Q
k\{0}
such that
∑k
i=1 λifi = 0, that is,
∑k
i=1 λi det Fij = 0 for 1 ≤ j ≤ k. According to the
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definition of the element det Fij of F above (2.14), this is equivalent to the following
condition in (2.16) for 1 ≤ j ≤ k.
det


∑k
i=1 λiv
i
j
∑k
i=1 λiv
i
k+1 · · ·
∑k
i=1 λiv
i
n
vk+1j v
k+1
k+1 · · · v
k+1
n
...
...
. . .
...
vnj v
n
k+1 · · · v
n
n

 = 0 (2.16)
As per detD 6= 0, the above condition in (2.16) indicates that ∃µj := (µ
k+1
j , . . . , µ
n
j ) ∈
Qn−k for 1 ≤ j ≤ k such that
k∑
i=1
λi(v
i
j, v
i
k+1, . . . , v
i
n) =
n∑
l=k+1
µlj(v
l
j , v
l
k+1, . . . , v
l
n), (2.17)
from which we can deduce that µ1 = · · · = µk := µ := (µk+1, . . . , µn) ∈ Q
n−k since
detD 6= 0. Thus the equalities in (2.17) can be summarized into:
k∑
i=1
λi(v
i
1, . . . , v
i
n) =
n∑
l=k+1
µl(v
l
1, . . . , v
l
n).
Evidently this leads to the contradiction that detM = 0.
(b) The monomial transformation and its canonical reduction x = yM = zN indicate
that
zD0 = y
[C D] (2.18)
with [C D] being the submatrix of the exponential matrix M in (2.10). If we denote the
adjoint matrix of D as D∗ such that D∗ · D = detD · En−k and hence (z
D
0 )
D∗ = zD
∗·D
0 =
z
detD·En−k
0 with En−k being the (n− k) by (n− k) unit matrix, then we have
z
detD·En−k
0 = y
[D∗·C detD·En−k] = yD
∗·C
∗ ◦ y
detD·En−k
0 , (2.19)
where the notation ◦ denotes the Hadamard (or Schur) product defined as v ◦ w :=
(v1 · w1, . . . , vl · wl) with v = (v1, . . . , vl) and w = (w1, . . . , wl). Hence
zdetD·B0 = y
[B·D∗·C detD·B] = yB·D
∗·C
∗ ◦ y
detD·B
0 . (2.20)
The monomial transformation and its canonical reduction x = yM = zN also indicate
that z[Ek B] = y[A B], which amounts to z∗ ◦ z
B
0 = y
A
∗ ◦ y
B
0 . Hence z
detD·Ek
∗ = y
detD·A
∗ ◦
ydetD·B0 ◦ z
− detD·B
0 . Together with (2.20), we obtain:
zdetD·Ek∗ = y
detD·A−B·D∗·C
∗ = y
F
∗
based on the following straightforward identity:
F = detD · A− B · D∗ · C
with F being the reduction matrix in (2.14).
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Definition 2.12. (Consistency and inconsistency; canonical consistency form)
The primary variable x1 is said to be consistent with the exponential matrix M and
exceptional index set Iy0 if the exceptional column submatrix of the remnant exponential
submatrix MIy0 as in Definition 2.8 and Definition 2.7 satisfies rank( MIy0 ) = |Iy0 |. The
primary variable x1 is said to be inconsistent with M and Iy0 otherwise.
If the primary variable x1 is consistent with the exponential matrix M and exceptional
index set Iy0 and the exceptional submatrix MIy0×Iy0 as in Definition 2.8 is non-degenerate
as detMIy0×Iy0 6= 0 with Iy0 being in canonical form as in Definition 2.7, then we say that
M is in a canonical form of consistency, or simply a canonical consistency form, with
respect to Iy0. Accordingly its canonical reduction N is said to be in canonical consistency
form with respect to the exceptional index set Iz0 as well if the primary variable x1 is
consistent with N and Iz0 and detNIz0×Iz0 6= 0 with Iz0 being in canonical form.
In the case when the primary variable x1 is consistent with the exponential matrix M
and exceptional index set Iy0 whereas the exceptional submatrix MIy0×Iy0 is degenerate
as detMIy0×Iy0 = 0, we make a permutation and relabeling of the row vectors of the
remnant exponential matrix M and their corresponding variables x := (x2, . . . , xn) of
the Weierstrass polynomial w(x) in (2.3) simultaneously such that detMIy0×Iy0 6= 0. In
this way we can always assume that the exponential matrixM is in a canonical consistency
form as in Definition 2.12 whenever x1 is consistent with M and Iy0 .
In what follows and Section 2.3 let us assume that the exponential matrix M is in a
canonical consistency form with respect to Iy0 as in Definition 2.12. The inconsistency
case shall be addressed in Section 2.5.
Let MIy0 and NIz0 denote the exceptional column submatrices ofM and N with respect
to Iy0 = Iz0 respectively. Evidently NIz0 = MIy0 and hence the exceptional supports
SuppIz0(N) = SuppIy0(M), which are as in Definition 2.8. Let us rewrite the vertex form
(2.4) of w(x) by organizing its terms with respect to SuppIz0(N) as follows.
w(x) = cax
a +
∑
α∈SuppIz0(N)\{a}
cαx
α +
∑
β∈Suppc
Iz0
(N)
cβx
β (2.21)
with the complementary support Suppc
Iz0
(N) := Supp(w) \ Supp
Iz0
(N).
The reduced monomial transformation TN in (2.12) transforms w(x) in (2.21) into
a total transform wN(z) := w(TN(z)) that can be partially factorized into a partial
transform q(z) and the exceptional factors as follows.
wN(z) = z
a·NIz0
0 ·
(
caz
a∗
∗ +
∑
α∈SuppIz0(N)\{a}
cαz
α∗
∗ +
∑
β∈Suppc
Iz0
(N)
cβz
β∗
∗ z
(β−a)·NIz0
0
)
:= z
a·NIz0
0 · q(z)
(2.22)
with the exponents a = (a∗, a0), α = (α∗,α0) and β = (β∗,β0) being defined as per the
exceptional index set Iz0 . It is easy to deduce that the proper transform q(z∗, 0) of w(x)
under TN is as follows.
q(z∗, 0) = caz
a∗
∗ +
∑
α∈SuppIz0(N)\{a}
cαz
α∗
∗ . (2.23)
The reduced monomial transformation TN in (2.12) transforms the redundant function
r(x) in the Weierstrass form (2.3) into a new function rN(z) := r(TN(z)) as follows.
rN(z) =
∑
α∈Supp(r)
cαz
α·N =
∑
α∈Supp(r)
cαz
α∗
∗ z
α·NIz0
0 (2.24)
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with NIz0 being the exceptional column submatrix as in (2.22). Please note that there
is no partial factorization involved for rN(z) in (2.24) during the partial resolution of
singularities based on TN .
Definition 2.13. (Transformed apex γd; redundant transform rN(z); reduced branch
point s = (s∗, 0); localized partial and proper transforms q˜(z˜) and q∗(z˜∗); regular and
irregular branch points; partial resolution of singularities via canonical reduction)
In accordance with the reduced monomial transformation TN in (2.12), if d is the apex
in (2.3), then the transformed apex γd := (d, 0, (d − a) · NIz0 ) ∈ Supp(q(z)) with q(z)
being the partial transform as in (2.22).
The function rN(z) in (2.24) is called the redundant transform of the redundant func-
tion r(x) under the reduced monomial transformation TN .
For a branch point r = (r∗, 0) ∈ EIy0 (M) as in (2.7), the set of points
{s ∈ Fn : s = (s∗, 0), s
detD·Ek
∗ = r
F
∗ }
as per (2.15) are called the canonically reduced branch points of r = (r∗, 0), or simply
the reduced branch points or branch points.
The partial transform q(z) in (2.22) and proper transform q(z∗, 0) in (2.23) can be
localized at a reduced branch point (s∗, 0) as q˜(z˜) := q(z˜∗+ s∗, z˜0) and q∗(z˜∗) := q˜(z˜∗, 0)
respectively with z˜ := (z˜∗, z˜0) := (z∗ − s∗, z0).
A reduced branch point s = (s∗, 0) is said to be regular if the localized proper transform
q∗(z˜∗) at s with z˜∗ = (z˜1, . . . , z˜k) satisfies q∗(z˜1, 0) 6= 0; otherwise it is said to be an
irregular branch point.
The procedure of partial resolution of singularities based on the reduced monomial
transformation TN is called the partial resolution of singularities via canonical reduction.
Lemma 2.14. (a) With q(z) being the partial transform in (2.22), the transformed apex
γd ∈ Supp(q) as in Definition 2.13 has the unique maximal degree d in the variable z1;
(b) For ∀α = (α1, . . . , αn) ∈ Supp(q), we have α1 6= d− 1.
Proof. These conclusions are evident based on the exponential identity (2.13).
The following relation between the localized non-exceptional variables y˜∗ and z˜∗ can
be readily deduced from the canonical reduction (2.15):
(z˜∗ + s∗)
detD·Ek = (y˜∗ + r∗)
F (2.25)
with s∗, r∗ ∈ (F
∗)k. Moreover, based on (2.19) we have the following straightforward
relation between the exceptional variables y0 and z0:
z
detD·En−k
0 = (y˜∗ + r∗)
D∗·C ◦ y
detD·En−k
0 . (2.26)
Lemma 2.15. Let F = C and p∗(y˜∗) and q∗(z˜∗) denote the localized proper transforms
around a branch point r = (r∗, 0) and one of its canonical reductions s = (s∗, 0) respec-
tively. (a) There exist respective neighborhoods U and V of r∗ and s∗ ∈ (F
∗)k that are
biholomorphically equivalent, i.e., there exists a unique biholomorphic map z˜∗(y˜∗) from
U to V satisfying (2.25) such that z˜∗(U) = V ; (b) The orders of the localized proper
transforms p∗(y˜∗) and q∗(z˜∗) are invariant under the biholomorphic map z˜∗(y˜∗), that is,
ord(q∗) = ord(p∗); (c) There exist a neighborhood U of r = (r∗, 0) and a finite number
of neighborhoods {Vl} of s = (s∗, 0) constituting a branched covering of U such that each
Vl is biholomorphically equivalent to U , i.e., for each Vl there exists a biholomorphic map
z˜(y˜) from U to Vl satisfying (2.25) and (2.26) such that z˜(U) = Vl.
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Proof. The conclusions are easy consequences of Lemma 2.11 (a) and the inverse function
theorem.
It is easy to see that the biholomorphic maps in Lemma 2.15 can be similarly defined
for a generic field F of characteristic zero such that the conclusions of Lemma 2.15 still
hold.
2.3 Resolution of regular and consistent singularities
Lemma 2.16. For ℓ ∈ N∗, every nonzero root of a univariate polynomial with ℓ terms
has multiplicity at most ℓ− 1.
Proof. The conclusion can be easily proved by an induction on the number of terms of
the univariate polynomial.
Lemma 2.17. After a reduced monomial transformation TN in canonical consistency
form as (2.11) is applied to a Weierstrass polynomial w(x) in (2.3) whose singularity
height equals d, the localized proper transform q∗(z˜∗) satisfies ord(q∗) < d at a regular
reduced branch point s = (s∗, 0).
Proof. The conclusion is an easy consequence of Lemma 2.14 (a) and (b) based on Lemma
2.16.
After the above partial resolution of singularities via canonical reduction at a regular
reduced branch point to obtain the localized proper transform q∗(z˜∗), we proceed with the
resolution algorithm by making preliminary and Weierstrass reductions of the localized
partial transform q˜(z˜) to acquire a Weierstrass form f(x′). More specifically, through a
linear modification Lx′ of the localized variables z˜ such that x
′ = Lx′(z˜), an apex form
f(x′) similar to that in (2.2) is acquired whose singularity height d′ equals ord(q˜(z˜)).
This is followed by an invocation of Weierstrass preparation theorem and completion of
perfect power such that f(x′) is reduced into a Weierstrass form similar to that in (2.3),
which is still denoted as f(x′) with x′ denoting the new variables and x′1 the new primary
variable.
After the above preliminary and Weierstrass reductions, let us continue with the
partial resolution of singularities of the Weierstrass polynomial of the above Weierstrass
form f(x′), which is denoted as w(x′) like in (2.3). More specifically, let us first define
an n by n exponential matrix M ′ via a refined vertex cone of the Newton polyhedron of
w(x′). Then let us consider the monomial transformation
x′ = TM′(y
′) := y′
M′
(2.27)
with the new variables y′ := (y′1, . . . , y
′
n). For an arbitrary set of exceptional variables
among the variables y′, in what follows let us assume that the primary variable x′1 is
consistent with the exponential matrix M ′ and exceptional index set Iy′0, and postpone
the discussion on the inconsistency case until Section 2.5. Without loss of generality, let
us also assume that M ′ is in a canonical consistency form as in Definition 2.12. Suppose
that the exceptional index set Iy′0 has codimension l = n − |Iy′0 |. The non-exceptional
and exceptional variables of y′ are written as y′∗ := (y
′
1, . . . , y
′
l) and y
′
0 := (y
′
l+1, . . . , y
′
n)
respectively with respect to Iy′0 . Hereafter the exceptional index set Ix′0 = Iz0 shall be
referred to as the prior exceptional index set of M ′.
13
Similar to the matrix partition in (2.10), we partition the exponential matrix M ′ in
(2.27) into four submatrices A′,B ′,C ′ and D ′ such that D ′ is the exceptional submatrix
M ′
Iy′0
×Iy′0
satisfying detD ′ 6= 0. Let us define a reduced exponential matrix N ′ in the same
way as the definition of N in (2.11), whose canonical form comprises the submatrices
B ′ and D ′ as well as the unit matrix E and zero matrix 0 . The reduced monomial
transformation TN′ associated with N
′ can be written as:
x′ = TN′(z
′) := z′
N′
(2.28)
with z′ := (z′1, . . . , z
′
n) being the new variables whose exceptional index set Iz′0 = Iy′0 . The
reduction matrix from TM′ to TN′ is similar to the reduction matrix F in Definition 2.10
and satisfies the same properties as in Lemma 2.11. Furthermore, a conclusion similar
to Lemma 2.17 still holds here. More specifically, let us write q∗(z˜
′
∗) as the localized
proper transform of the Weierstrass polynomial w(x′) under TN′. Then ord(q∗(z˜
′
∗)) <
d′ = ord(q˜(z˜)) at a regular reduced branch point with q˜(z˜) being the localized partial
transform in the prior resolution step associated with TN .
The resolution of singularities at a regular branch point is called the resolution of
regular singularities; otherwise it is called the resolution of irregular singularities.
Lemma 2.18. If the apex d = (d, 0) in (2.3) satisfies d ∈ SuppIz0(N), then every reduced
branch point is regular. That is, a necessary condition for the irregular singularities is
that d /∈ Supp
Iz0
(N).
Proof. When the apex d = (d, 0) in (2.3) satisfies d ∈ SuppIz0(N), the formula for
the proper transform q(z∗, 0) as in (2.23) indicates that the transformed apex γd as in
Definition 2.13 equals (d, 0) ∈ Supp(q(z∗, 0)). Moreover, Lemma 2.14 (a) indicates that
γd has the unique maximal degree d in the variable z1 in q(z∗, 0). Thus every reduced
branch point s = (s∗, 0) is regular in this case.
Definition 2.19. (NP(ϕs); dominant neighborhood; deficient index set I0(A) and its com-
plement I∗(A); I∗(α); deficiency; deficient support SuppI0(r); deficient function rI0(x);
deficient variety RIz0(N))
The Newton polyhedron of the localization ϕ˜(x − s) := ϕ((x − s) + s) of a function
ϕ(x) in the variables x − s is defined as the Newton polyhedron of ϕ(x) at s ∈ Fn and
denoted as NP(ϕs). By default the notation NP(ϕ) refers to the Newton polyhedron of
ϕ(x) at the origin 0. A neighborhood U of a point s is called its dominant neighborhood
if NP(ϕs) ⊆ NP(ϕx) for ∀x ∈ U .
The index set of the zero row vectors of a matrix A is called the deficient index set of
A and denoted as I0(A) whose complementary set is denoted as I∗(A). Similarly the index
set of the nonzero components of an exponential vector α is denoted as I∗(α). Let NIz0
denote the exceptional column submatrix of a reduced exponential matrix N in canonical
form. When the deficient index set I0(NIz0 ) 6= ∅, we say that NIz0 is deficient, or N is
deficient with respect to Iz0.
When the exceptional column submatrix NIz0 is deficient, the deficient support of the
redundant function r(x) in (2.3) is defined as
SuppI0(r) := {α ∈ Supp(r) : I∗(α) ⊆ I0(NIz0 )} (2.29)
and accordingly, the deficient function is defined as
rI0(x) :=
∑
α∈SuppI0(r)
cαx
α (2.30)
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whose terms conform with those in r(x) in (2.3). The variety
RIz0(N) := {x ∈ F
n : c + rI0(x) = 0} (2.31)
is called the deficient variety of the deficient function rI0(x), where the constant c ∈ F
∗
is the same as in (2.3).
It is evident that when the deficient support Supp
I0
(r) = ∅, which includes the
case when the exceptional column submatrix NIz0 is not deficient, the deficient variety
RIz0(N) = ∅.
Lemma 2.20. (a) For a reduced exponential matrix N in canonical consistency form,
the deficient index set of the exceptional column submatrix NIz0 is a subset of the non-
exceptional index set, that is, I0(NIz0 ) ⊆ Iz∗ ; (b) We have zj = xj for ∀j ∈ I0(NIz0 ) under
the reduced monomial transformation TN .
Proof. (a) The inclusion I0(NIz0 ) ⊆ Iz∗ directly follows from the consistency assump-
tion, i.e., the non-degeneracy assumption on the exceptional submatrix as detNIz0×Iz0 6=
0.
(b) The conclusion readily follows from (a) as well as the form of N in (2.11).
Definition 2.21. (Dominance β  α; strict dominance β ≻ α; exceptional dominance
β ≻0 α; non-exceptional dominance β ≻∗ α)
For two exponential vectors α,β ∈ Nn, the dominance β  α, that is, β is dominated
by α, means that the difference β−α ∈ Nn; whereas the strict dominance β ≻ α means
that β − α ∈ Nn \ {0}. In particular, the exceptional dominance β ≻0 α with respect
to an exceptional index set J means that their respective exceptional parts β0 and α0 in
β = (β∗,β0) and α = (α∗,α0) with respect to J satisfy β0 ≻ α0. The non-exceptional
dominance β ≻∗ α means that β0 = α0 and β∗ ≻ α∗.
Lemma 2.22. For ∀α = (α1, . . . , αn) ∈ Supp(r) in (2.24), we have α · N ≻0 0 unless
α ∈ Supp
I0
(r) in which case α · N ≻∗ 0.
Proof. The conclusion is evident based on Definition 2.19 and Lemma 2.20 (a).
According to (2.24) and the definition of the deficient function rI0(x) in (2.30), as
well as Lemma 2.20 and Lemma 2.22, it is easy to deduce the following identity:
rN(z∗, 0) = rI0(z∗) = rI0(x∗) (2.32)
with the variables x = (x∗,x0) defined as per the exceptional index set Iz0 .
Definition 2.23. (Deficient identity; deficient contraction)
The identity (2.32) is called the deficient identity hereafter. A deficient contraction
is an appropriate contraction of the dominant neighborhood of the origin x = 0 as in
Definition 2.19 such that it has no intersection with the deficient variety RIz0(N) as in
(2.31).
Let p(z) denote the partial transform of the Weierstrass form f(x) in (2.3) under the
reduced monomial transformation TN in (2.12) and evidently
p(z) = q(z)(c+ rN(z)) (2.33)
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with rN(z) being the redundant transform in (2.24) and satisfying rN(0) = 0 as per
Lemma 2.22. The constant c ∈ F∗ in (2.33) denotes the constant c in (2.3). The function
q(z) is the partial transform of the Weierstrass polynomial w(x) as in (2.22).
The proper transform p(z∗, 0) of f(x) under TN bears the following form as per (2.33)
and the deficient identity (2.32).
p(z∗, 0) = q(z∗, 0)(c+ rI0(x∗)). (2.34)
Lemma 2.24. Let p∗(z˜∗) := p(z˜∗+ s∗, 0) denote the localization of the proper transform
p(z∗, 0) and q∗(z˜∗) that of q(z∗, 0) at a regular reduced branch point s = (s∗, 0) in (2.34).
After an appropriate deficient contraction, we have ord(p∗) = ord(q∗) < d, i.e., the
conclusion of Lemma 2.17 still holds for p∗(z˜∗).
Proof. When the exceptional column submatrix NIz0 is deficient, we need to make an
appropriate deficient contraction as in Definition 2.23 such that the deficient function
rI0(x∗) satisfies c + rI0(x∗) 6= 0. Then (2.34) indicates that the order of the localized
proper transform p∗(z˜∗) satisfies ord(p∗) = ord(q∗) < d as per Lemma 2.17. When the
exceptional column submatrix NIz0 is not deficient, the conclusion holds without any
deficient contraction.
2.4 Resolution of irregular singularities via latent variables
In this section let us study the irregular singularities as in Definition 2.13 under the
consistency assumption as in Definition 2.12, that is, resolution of irregular singularities
when the primary variable is consistent with the exponential matrix and exceptional
index set.
Let k be the codimension of the exceptional index set Iz0 as under (2.12) and z˜∗ the
localized non-exceptional variables at a reduced branch point s = (s∗, 0). For 1 < k < n,
let us define new variables z˜∗ := (z˜2, . . . , z˜k) such that z˜∗ = (z˜1, z˜∗). Suppose that
the localized proper transform q∗(z˜∗) of the Weierstrass polynomial w(x) as in Definition
2.13 satisfies q∗(z˜1, 0) = 0 when z˜∗ = 0, i.e., s = (s∗, 0) is an irregular branch point
as in Definition 2.13. Let q(z) = q(z∗, z0) be the partial transform in (2.22). With
z∗ = (z1, z∗), let us postpone the localization of the variable z1 and study a new function
as follows.
qz1( z˜∗, z0) := q(z1, z˜∗ + s∗, z0) = q(z1, z∗, z0) (2.35)
with s∗ := (s2, . . . , sk) such that s∗ = (s1, s∗) ∈ (F
∗)k. Here qz1 is treated as a function
in the algebra F[z1]{ z˜∗, z0} based on Lemma 2.14.
Let us define a new set of variables x′ := (x′2, . . . , x
′
n) that are partitioned into x
′
∗ :=
(x′2, . . . , x
′
k) and x
′
0 := (x
′
k+1, . . . , x
′
n) according to the prior exceptional index set Iz0 =
{k + 1, . . . , n}. Let us consider a non-degenerate linear transformation Lx′∗ defined as
x′∗ = x
′
∗( z˜∗), x
′
0 = z0 (2.36)
that transforms the function qz1( z˜∗, z0) in (2.35) into the following apex form:
fz1(x
′) := cd′(z1)x
′
2
d′
+
∑
α′∈Supp(fz1 )\d
′
cα′(z1)x
′α
′
(2.37)
such that the singularity height d′ = ord(q∗z1) with q
∗
z1
( z˜∗) := qz1( z˜∗, 0) treated as
a function in the algebra F[z1]{ z˜∗}. That is, ord(q
∗
z1) refers to the order of q
∗
z1 in the
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variables z˜∗. Here α
′ = (α′2, . . . , α
′
n) ∈ N
n−1\{0}. The coefficients cd′(z1), cα′(z1) ∈ F[z1]
and the apex d′ := (d′, 0) ∈ Nn−1 \ {0}.
Let us reorganize the terms of fz1(x
′) in (2.37) as follows.
fz1(x
′) = zm1 f(x
′) + c¯d′(z1)x
′
2
d′
+
∑
α′∈Supp(fz1 )\d
′
c¯α′(z1)x
′α
′
:= zm1 f(x
′) + φz1(x
′)
(2.38)
with m := deg(cd′(z1)) ∈ N. Neither the coefficient c¯d′(z1) nor c¯α′(z1) in the function
φz1(x
′) in (2.38) contains a term with the monomial factor zm1 . The function f(x
′) in
(2.38) bears an apex form:
f(x′) := c˜d′x
′
2
d′
+
∑
α′∈Supp(fz1 )\d
′
c˜α′x
′α
′
(2.39)
such that c˜d′z
m
1 + c¯d′(z1) = cd′(z1) and c˜α′z
m
1 + c¯α′(z1) = cα′(z1) for ∀α
′ ∈ Supp(fz1) \ d
′
with c˜d′ ∈ F
∗ and c˜α′ ∈ F.
The reorganization of the terms of fz1(x
′) in (2.38) amounts to a partial gradation of
fz1(x
′) by the degree m of the variable z1.
After invoking Weierstrass preparation theorem and completing perfect power, we can
abuse the names of the variables x′ a bit and represent the function f(x′) in (2.39) into
the following Weierstrass form:
f(x′) =
[
x′2
d′
+
d′∑
j=2
cj(x
′
3, . . . , x
′
n)x
′
2
d′−j
]
(c+ r(x′))
:= w(x′)(c+ r(x′)),
(2.40)
where cj(0) = 0 for 1 < j ≤ d
′ and c ∈ F∗. The Weierstrass polynomial is denoted as
w(x′) and the redundant function r(x′) satisfies r(0) = 0.
Let us abuse the notations a bit and assume that the function f(x′) in (2.38) bears
the form in (2.40), with which the terms of fz1(x
′) in (2.37) conform as well. The Newton
polyhedron of the apex form fz1(x
′) in (2.37) in terms of the variables x′ is denoted as
NP(fz1(x
′)).
Definition 2.25. (Partial localization; latent variable z1; active variables x
′
∗; primary
variable x′2; linear modification Lx′∗ ; latency implementation; latent reducible and remain-
der functions f(x′) and φz1(x
′); latent gradation; gradation index m; latent preliminary
and Weierstrass reductions; latent apex α′d)
The localization of the non-exceptional variables z∗ = (z2, . . . , zk) without the variable
z1 as in (2.35) is called a partial localization of the partial transform q(z) in (2.22). The
variable z1 in the coefficients of fz1(x
′) ∈ F[z1]{x
′} in (2.37) is called the latent variable
of fz1(x
′); whereas the variables x′∗ = (x
′
2, . . . , x
′
k) are called the active variables of fz1(x
′)
among which the variable x′2 is called the primary variable. The non-degenerate linear
transformation Lx′∗ to set up the apex d
′ and primary variable x′2 in (2.36) is called a
linear modification of the localized non-exceptional variables z˜∗. The treatment of the
variable z1 as a latent variable like in (2.35) and (2.37) is called a latency implementation
of the variable z1.
The functions f(x′) and φz1(x
′) in (2.38) are called the latent reducible and remainder
functions of the apex form fz1(x
′) respectively. The partial gradation of fz1(x
′) into the
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latent reducible and remainder functions by the latent variable z1 as in (2.38) is called a
latent gradation of fz1(x
′). The degree m of z1 in (2.38) is called the gradation index.
The latency implementation, partial localization, linear modification and latent gra-
dation constitute the procedure of latent preliminary reduction; whereas the invocation of
Weierstrass preparation theorem and completion of perfect power on the latent reducible
function f(x′) as in (2.40) constitute the latent Weierstrass reduction.
With the transformed apex γd being defined as in Definition 2.13, the latent apex α
′
d
is defined as α′d := (0, (d − a) · NIz0 ) ∈ N
n−1 \ {0} based on the irregularity assumption
and Lemma 2.18 such that γd = (d,α
′
d).
Lemma 2.26. Let d = (d, 0) denote the apex of the Weierstrass polynomial w(x) in (2.3)
and α′d the latent apex as in Definition 2.25. (a) The gradation index m = deg(cd′(z1)) as
in (2.38) satisfies m < d−1; (b) The latent remainder function φz1(x
′) contains the latent
apex term cdz
d
1x
′α
′
d, i.e., α′d ∈ Supp(φz1) and cd ∈ F
∗; (c) For ∀α′ ∈ Supp(fz1) \ {α
′
d},
its coefficient cα′(z1) satisfies deg(cα′(z1)) < d− 1.
Proof. (a) The irregularity assumption and Lemma 2.18 indicate that the apex d /∈
SuppIz0(N). Hence the latent apex α
′
d /∈ Supp(q
∗
z1) with the function q
∗
z1( z˜∗) being
defined as under (2.37). This shows that m < d as per Lemma 2.14 (a). Moreover,
Lemma 2.14 (b) and the invariance of the exponent of the latent variable z1 through the
latent preliminary and Weierstrass reductions indicate that m < d− 1.
(b) Evidently neither the partial localization in (2.35) as z∗ = z˜∗+ s∗ nor the linear
modification Lx′∗ in (2.36) has impact on the variables (z1, z0) = (z1,x
′
0). Moreover, the
conclusion (a) and Lemma 2.14 (a) indicate that the Weierstrass reduction in (2.40) has
no impact on the latent apex term cdz
d
1x
′α
′
d . And α′d ∈ Supp(φz1) readily follows from
the conclusion (a).
(c) A direct consequence of Lemma 2.14 and the invariance of the exponent of the
latent variable z1 through the procedure of latent preliminary and Weierstrass reductions.
Let pz1(x
′) and rz1(x
′) denote the respective functions obtained from the partial trans-
form p(z) and redundant transform rN(z) in (2.33) through the same procedure of latent
preliminary and Weierstrass reductions as that to acquire the apex form fz1(x
′) in (2.38).
According to the identity (2.33), we have the following identity:
pz1(x
′) = fz1(x
′)(c+ rz1(x
′)), (2.41)
where c ∈ F∗ is the constant c in (2.33) and c+rz1(0) 6= 0 due to the deficient contraction
in Lemma 2.24. Hence it follows that the function c+rz1(x
′) in (2.41) can be disregarded
and it suffices to study the apex form fz1(x
′) as in (2.38).
Now we are ready for the next step of resolution of irregular singularities. Based on
a refined vertex cone of the Newton polyhedron NP(fz1(x
′)) with generators w′2, . . . ,w
′
n,
let us define an (n−1) by (n−1) exponential matrix M ′ = [w′2 · · · w
′
n] whose associated
monomial transformation TM′ is defined as:
x′ = TM′(y
′) := y′
M′
(2.42)
with the new variables y′ := (y′2, . . . , y
′
n). Suppose that the exceptional index set Iy′0 has
codimension l and is in canonical form {l + 1, . . . , n} as in Definition 2.7. Here we only
consider the case when the primary variable x′2 is consistent with the exponential matrix
M ′ and exceptional index set Iy′0 and leave the inconsistency case to Section 2.5.
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Let N ′ denote the reduced exponential matrix with respect to M ′ and Iy′0 , which is
similar to the reduced exponential matrix N in (2.11). The reduced monomial transfor-
mation TN′ associated with N
′ is defined as
x′ = TN′(z
′) := z′
N′
(2.43)
with the new variables z′ := (z′2, . . . , z
′
n) whose exceptional index set Iz′0 = Iy′0 . The
non-exceptional and exceptional variables of z′ are denoted as z′∗ := (z
′
2, . . . , z
′
l) and
z′0 := (z
′
l+1, . . . , z
′
n) respectively. The exceptional support of the apex form fz1(x
′) in
(2.37) with respect to N ′ and Iz′0 is defined as:
SuppIz′0
(N ′) :=
⋂
j∈Iz′0
(Supp(fz1) ∩ Face(w
′
j)) (2.44)
withw′j being the column vector of the exponential matrixM
′ in (2.42). Let qz1(z
′) denote
the partial transform of the apex form fz1(x
′) in (2.37) under TN′ in (2.43). Let γ
′
∗ and
γ ′0 denote the respective exponents of the non-exceptional and exceptional variables z
′
∗
and z′0. Let us also abuse the notations a bit and denote α
′ = (α′∗,α
′
0) as the exponents
of the variables x′ = (x′∗,x
′
0) as per Iz′0 . Then the reduced monomial transformation TN′
in (2.43) is a linear exponential transformation similar to (2.13) as follows.
γ ′∗ = α
′
∗, γ
′
0 = α
′ · N ′
Iz′0
(2.45)
with N ′
Iz′0
being the exceptional column submatrix of N ′ with respect to Iz′0 .
The identity (2.38) is transformed into the following identity by TN′ in (2.43):
qz1(z
′) = zm1 p(z
′) + ψz1(z
′), (2.46)
where p(z′) and ψz1(z
′) denote the partial transforms of f(x′) and φz1(x
′) respectively.
In particular, based on the Weierstrass form of the latent reducible function f(x′) in
(2.40), we have
p(z′) = q(z′)(c+ rN′(z
′)), (2.47)
which is similar to (2.33). Here q(z′) and rN′(z
′) denote the partial and redundant
transforms of the Weierstrass polynomial w(x′) and redundant function r(x′) in (2.40)
under TN′ respectively. The definition of rN′(z
′) is similar to that of the redundant
transform rN(z) in (2.24). And similar to Lemma 2.22, we have rN′(0) = 0.
Lemma 2.27. Let q∗(z˜
′
∗) and p∗(z˜
′
∗) denote the localized proper transforms of q(z
′) and
p(z′) in (2.47) at a reduced branch point respectively. If the branch point is regular, then
similar to Lemma 2.17, we have ord(q∗(z˜
′
∗)) < d
′ and similar to Lemma 2.24, we have
ord(p∗(z˜
′
∗)) = ord(q∗(z˜
′
∗)) < d
′ after an appropriate deficient contraction.
Proof. It is evident that the conclusions in Lemma 2.14 for the partial transform q(z)
can be repeated verbatim here for the partial transform q(z′) in (2.47). The arguments
for Lemma 2.17 and Lemma 2.24 can be repeated verbatim here as well.
Lemma 2.28. (a) Let q˜z1(z˜
′) and ψ∗z1(z˜
′
∗) denote the localized partial and proper trans-
forms of qz1(z
′) and ψz1(z
′) in (2.46) respectively. Then we have
ord(q˜z1(z˜
′)) ≤ min{ord(p∗(z˜
′
∗)), ord(ψ
∗
z1
(z˜′∗))}
with p∗(z˜
′
∗) denoting the localized proper transform of p(z
′) in (2.47); (b) For ∀γ ′ =
(γ′2, . . . , γ
′
n) ∈ Supp(qz1(z
′)) \ {γ ′d′} with γ
′
2 ≥ d
′ and qz1(z
′) being the partial transform
in (2.46), the exponents γ ′ is strictly dominated by the transformed apex γ ′d′ of the apex
d′ in (2.37) under TN′ in (2.43), i.e., γ
′ ≻ γ ′d′.
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Proof. (a) The coefficients of the latent remainder function φz1(x
′) in (2.38) do not
contain a term with the monomial factor zm1 and hence neither the coefficients of its
localized proper transform ψ∗z1(z˜
′
∗). Thus follows the conclusion as per (2.46).
(b) The conclusion is easy to corroborate in a way similar to Lemma 2.22.
Lemma 2.29. With the same notations as in Lemma 2.27 and Lemma 2.28, we have the
following conclusions. (a) When the reduced branch point is regular for the localized proper
transform q∗(z˜
′
∗), we have ord(q˜z1(z˜
′)) < d′ after an appropriate deficient contraction in
case of necessity; (b) When the reduced branch point is irregular for q∗(z˜
′
∗) whereas regular
for the localized proper transform ψ∗z1(z˜
′
∗), we have ord(q˜z1(z˜
′)) < d′ as well.
Proof. (a) The conclusion readily follows from Lemma 2.27 and Lemma 2.28 (a).
(b) Similar to Lemma 2.18, it follows from the reduced branch point being irregular
for q∗(z˜
′
∗) that the apex d
′ in (2.37) satisfies d′ /∈ SuppIz′0
(N ′). Then Lemma 2.28 (b) and
the convexity of Newton polyhedron indicate that the maximal degree of the variable
z′2 in the proper transform qz1(z
′
∗, 0) is strictly less than d
′. Hence ord(ψ∗z1(z˜
′
∗)) < d
′
since the reduced branch point is regular for the localized proper transform ψ∗z1(z˜
′
∗). The
conclusion readily follows from Lemma 2.28 (a).
Lemma 2.30. Let q∗z1(z˜
′
∗) denote the localized proper transform of qz1(z
′) in (2.46). If
q∗z1(0) is a nonzero univariate polynomial in z1, then its order after a localization of z1 at
s1 ∈ F
∗ is strictly less than the prior singularity height d of the Weierstrass polynomial
w(x) in (2.3), i.e., ordz˜1(q
∗
z1
(0)) < d with z˜1 := z1 − s1. In particular, this is the case
when the latent apex α′d as in Definition 2.25 satisfies α
′
d ∈ SuppIz′0
(N ′).
Proof. When the latent apex α′d satisfies α
′
d ∈ SuppIz′0
(N ′), it is evident that the latent
apex term cdz
d
1x
′α
′
d = cdz
d
1x
′
0
(d−a)·NIz0 in fz1(x
′) as per Lemma 2.26 (b) is transformed
into a term with coefficient cdz
d
1 in the proper transform qz1(z
′
∗, 0) under the monomial
transformation TN′ in (2.43). According to Lemma 2.26 (c), the coefficient cα′(z1) satisfies
deg(cα′(z1)) < d − 1 for ∀α
′ ∈ Supp
Iz′0
(N ′) \ {α′d} ⊆ Supp(fz1) \ {α
′
d}. Hence the
invariance of the exponent of the latent variable z1 through TN′ and the localization of
the non-exceptional variables z′∗ indicates that q
∗
z1(0) is a nonzero univariate polynomial
in z1 and let us denote it as p(z1). We localize the latent variable z1 at s1 ∈ F
∗ as
following:
p˜(z˜1) := p(z˜1 + s1), (2.48)
which had been postponed until now after the partial localization of the partial transform
q(z) in (2.35). It is easy to see that ord(p˜(z˜1)) < d as per Lemma 2.26 and Lemma 2.16.
When the latent apex α′d /∈ SuppIz′0
(N ′) but q∗z1(0) is a nonzero univariate polynomial
in z1, the conclusion ordz˜1(q
∗
z1
(0)) < d − 1 readily follows from Lemma 2.26 (c) and the
invariance of the exponent of z1 through TN′ and the localization of z
′
∗.
After the localization of z1 at s1 ∈ F
∗ as in (2.48), let us resume the latent variable
z1 and define:
q˜+(z˜1, z˜
′) := q+(z˜1 + s1, z˜
′) (2.49)
with q+(z1, z˜
′) := q˜z1(z˜
′), the localization of the partial transform qz1(z
′) in (2.46). Evi-
dently ord(q˜+) < d since ord(p˜(z˜1)) < d in (2.48). We reduce q˜+(z˜1, z˜
′) to a Weierstrass
form similar to (2.3) through preliminary and Weierstrass reductions and then repeat the
resolution algorithm via the canonical reduction.
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Definition 2.31. (Revived localization; revival; residual polynomial; residual order)
The localization of the latent variable z1 in (2.48) is called the revived localization of
z1. The process of resuming the latent variable z1 like in (2.49) is called the revival of the
latent variable z1, or we say that the latent variable z1 is revived. The nonzero univariate
polynomial p(z1) in (2.48) is called the residual polynomial whose order after the revived
localization is called the residual order.
It is easy to see that a sufficient condition for the revival of the latent variable is
that the residual polynomial is a nonzero univariate polynomial. In what follows let us
assume that, contrary to the case in Lemma 2.30, the latent variable z1 is not revived,
from which we can deduce that the latent apex α′d satisfies α
′
d /∈ SuppIz′0
(N ′).
In the cases of Lemma 2.29 (a), the strict decrease of the singularity height leads to
the ultimate scenario when the singularity height d′ = 1 in (2.37). It is trivial and evident
when the Newton polyhedron NP(fz1(x
′)) in (2.37) is an orthant d′ + Rn−1≥0 with d
′ = 1.
In the generic case we have the following conclusion.
Lemma 2.32. Suppose that the Newton polyhedron NP(fz1(x
′)) is not an orthant d′ +
Rn−1≥0 when the singularity height d
′ = 1 in (2.37). If the primary variable x′2 is consistent
with the reduced exponential matrix N ′ and exceptional index set Iz′0 in (2.43), then the
apex d′ satisfies d′ ∈ Supp
Iz′0
(N ′).
Proof. Let us denote ΠNP as the normal vector set of the Newton polyhedron NP(fz1(x
′))
and {e2, . . . , en} as the standard basis of R
n−1 such that e2 = (1, 0) ∈ N
n−1. We first
show that the apex d′ /∈ Facet(e2) in the case of d
′ = 1. In fact, the apex d′ ∈ Facet(e2)
would indicate that for ∀α′ = (α′2, . . . , α
′
n) ∈ NP(fz1(x
′)), we would have α′2 = 〈e2,α
′〉 ≥
〈e2,d
′〉 = 1 by the convexity of NP(fz1(x
′)). Hence α′  d′ for ∀α′ ∈ NP(fz1(x
′)) and
NP(fz1(x
′)) would be an orthant with a unique vertex d′. This would contradict the
assumption on NP(fz1(x
′)) in the lemma.
We prove next that for ∀w′ = (w′2, . . . , w
′
n) ∈ ΠNP \ {e2}, the apex d
′ ∈ Facet(w′). In
fact, suppose that the Facet(w′) has equation 〈w′,α′〉 = p ∈ N with α′ ∈ Nn−1 \ {0}. In
the case when p = 0, evidently w′ ∈ {e3, . . . , en} and hence 〈w
′,d′〉 = 0, which means
that d′ ∈ Facet(w′). In the case when p > 0, the condition d′ = 1 as well as the convexity
of Newton polyhedron NP(fz1(x
′)) require that w′2 = 〈w
′,d′〉 ≥ 〈w′,α′〉 = p > 0 for
∀α′ ∈ Facet(w′) as in (2.1). This indicates that the hyperplane of Facet(w′) has a positive
intercept p/w′2 > 0. Hence ∃α
′
0 = (α
′2
0 , . . . , α
′n
0 ) ∈ Supp(fz1(x
′)) with α′20 ≥ 1 that
satisfies α′0 ∈ Facet(w
′) as per the definition of Newton polyhedron. On the other hand,
〈w′,d′〉 = w′2 ≤ w
′
2 · α
′2
0 ≤ 〈w
′,α′0〉 = p. Consequently 〈w
′,d′〉 = p and d′ ∈ Facet(w′)
for ∀w′ ∈ ΠNP \ {e2}.
Now let Va′ be a refined vertex cone of NP(fz1(x
′)) and u′ ∈ GV
a′
⊆ Nn \ {0} an
auxiliary vector as in the proof of Lemma 2.4. Then ∃V ⊆ GV
a′
\ {e2} ⊆ ΠNP \ {e2}
with |V | > 1 such that u′ ∈ C◦(V ) since e2 is a standard basis vector. Thus Face(u
′) =⋂
w′∈V Facet(w
′) as per Lemma 3.2 (a) and the apex d′ ∈ Face(u′) by an induction on
the auxiliary vector set Λa as in the proof of Lemma 2.4.
Finally, suppose that the exceptional column submatrix N ′
Iz′0
= [w′l+1 · · · w
′
n] with
Iz′0 := {l + 1, . . . , n}. For ∀j ∈ Iz′0 , the normal or auxiliary vector w
′
j satisfies w
′
j 6=
e2 since the exceptional submatrix N
′
Iz′0
×Iz′0
would satisfy detN ′
Iz′0
×Iz′0
= 0 otherwise,
contradicting the consistency assumption of the lemma.
When the singularity height d′ = 1 in the Weierstrass form (2.37), it is easy to see
that the latent reducible function in (2.40) bears the form f(x′) = x′2(c + r(x
′)), i.e.,
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the Weierstrass polynomial w(x′) = x′2 after the completion of perfect power in (2.40).
As per Lemma 2.32 and the exponential identity (2.45), the partial transform q(z′) = z′2
in (2.47). Thus the localized proper transform q∗(z˜
′
∗) satisfies q∗(0) ∈ F
∗. Since the
coefficients of the localized proper transform ψ∗z1(z˜
′
∗) of ψz1(z
′) in (2.46) do not contain a
term with the monomial factor zm1 , it follows that q
∗
z1
(0) as in Lemma 2.30 is a nonzero
residual polynomial in z1 whose residual order satisfies ordz˜1(q
∗
z1(0)) < d. Subsequently
we localize and then revive the latent variable z1 as in (2.48) and (2.49).
If the reduced branch point is irregular for both the localized proper transforms q∗(z˜
′
∗)
and ψ∗z1(z˜
′
∗), which is contrary to the assumptions in Lemma 2.29 (a) and (b), then we
render the variable z′2 latent and localize the non-exceptional variables z
′
∗ := (z
′
3, . . . , z
′
l),
which is similar to the latency implementation and partial localization in (2.35). Let
us denote the function obtained from qz1(z
′) in (2.46) in this way as qz′⋆( z˜
′
∗, z
′
0) with
z′⋆ := (z1, z
′
2) being the latent variables and z˜
′
∗ the localization of the non-exceptional
variables z′∗ as above. Similar to (2.36), let us make a linear modification of the function
qz′⋆ ∈ F{z
′
⋆}{ z˜
′
∗, z
′
0} that yields an apex form resembling (2.37) as follows.
fz′⋆(x
′′) := cd′′(z
′
⋆)x
′′
3
d′′
+
∑
α′′∈Supp(fz′⋆
)\d′′
cα′′(z
′
⋆)x
′′α
′′
(2.50)
with the apex d′′ := (d′′, 0) such that d′′ = ord(qz′⋆( z˜
′
∗, 0)), i.e., the order in the variables
z˜
′
∗. The new variables x
′′ are defined as (x′′3, . . . , x
′′
n) whose exponents α
′′ := (α′′3, . . . , α
′′
n).
Similar to the gradation index m in (2.38), suppose that we have gradation indices
m′⋆ := (m1, m
′
2) ∈ Supp(cd′′(z
′
⋆)). In the case when m1 6= m with m being the gradation
index in (2.38), a latent gradation of the apex form fz′⋆(x
′′) in (2.50) into latent reducible
and remainder functions by the gradation indices m′⋆ is as follows.
fz′⋆(x
′′) = z′⋆
m′⋆f(x′′) + φz′⋆(x
′′), (2.51)
which is similar to (2.38). Here the latent reducible function f(x′′) is defined in the same
way as f(x′) in (2.39) such that the coefficients of the latent remainder function φz′⋆(x
′′)
do not contain a term with the monomial factor z′⋆
m′⋆ , which resembles φz1(x
′) in (2.38).
Weierstrass preparation theorem and a completion of perfect power can be applied to
the latent reducible function f(x′′) in (2.51) in a way similar to that in (2.40). After a
reduced monomial transformation TN′′ defined as x
′′ = TN′′(z
′′) := z′′N
′′
, which is similar
to TN′ in (2.43), the identity (2.51) is transformed into:
qz′⋆(z
′′) = z′⋆
m′⋆p(z′′) + ψz′⋆(z
′′) (2.52)
resembling (2.46), where p(z′′) and ψz′⋆(z
′′) denote the partial transforms of f(x′′) and
φz′⋆(x
′′) in (2.51) respectively. It is easy to corroborate that the conclusions of Lemma
2.29 still hold for the localization q˜z′⋆(z˜
′′) of the partial transform qz′⋆(z
′′) in (2.52). That
is, if a reduced branch point is regular for the localized proper transform of either p(z′′)
or ψz′⋆(z
′′) in (2.52), then we have ord(q˜z′⋆(z˜
′′)) < d′′ up to an appropriate deficient
contraction as in Lemma 2.27 with d′′ being the singularity height in (2.50).
Let q∗z′⋆(z˜
′′
∗ ) denote the localized proper transform of the partial transform qz′⋆(z
′′) in
(2.52). Then the conclusion of Lemma 2.30 on residual order still applies here. More
specifically, if the residual polynomial q∗z′⋆(0) in z
′
⋆ is nonzero, then its residual order in
z˜′2 is strictly less than the prior singularity height d
′ of the apex form fz1(x
′) in (2.37),
i.e., ordz˜′2(q
∗
z′⋆
(0)) < d′. In particular, let γ ′d′ and α
′′
d′ denote the transformed and latent
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apexes associated with the apex d′ in (2.37) under TN′ in (2.43), which resembles γd in
Definition 2.13 and α′d in Definition 2.25 respectively, such that γ
′
d′ := (d
′,α′′d′). Then
the above conclusion holds when the latent apex α′′d′ ∈ SuppIz′′0
(N ′′). In fact, according
to the assumption in (2.51) that the gradation index m1 6= m with m being the gradation
index in (2.38), the latent remainder function φz′⋆(x
′′) in (2.51) can be written as:
φz′⋆(x
′′) = zm1 fz′2(x
′′)(c+ rz′2(x
′′)) + φz′⋆(x
′′) (2.53)
as per (2.46) and (2.47) with fz′2(x
′′) and rz′2(x
′′) denoting the latent preliminary and
Weierstrass reductions of the partial and redundant transforms q(z′) and rN′(z
′) in (2.47)
respectively and φz′⋆(x
′′) denoting the remaining terms. Similar to Lemma 2.26 (b), we
can prove that the latent apex α′′d′ ∈ Supp(fz′2(x
′′)). Let q∗z′2
(z˜′′∗ ) denote the localized
proper transform of fz′2(x
′′) in (2.53) under TN′′ . When α
′′
d′ ∈ SuppIz′′0
(N ′′), it is easy to
see that q∗z′2
(0) is a nonzero residual polynomial in the latent variable z′2 whose residual
order is strictly less than d′ after the revived localization of z′2 according to Lemma 2.16,
which can be similarly proved as Lemma 2.30. Moreover, we have c+rz′2(x
′′
∗, 0) 6= 0 due to
the deficient contraction in Lemma 2.27. Hence follows the conclusion ordz˜′2(ψ
∗
z′⋆
(0)) < d′
with ψ∗z′⋆(z˜
′′
∗ ) denoting the localized proper transform of φz′⋆(x
′′) in (2.53) under TN′′ and
thus ordz˜′2(q
∗
z′⋆
(0)) < d′ as per (2.52).
According to Lemma 2.28 (b), it is easy to deduce that for ∀α′′ ∈ Supp(φz′⋆(x
′′)), if its
coefficient cα′′(z
′
⋆) satisfies degz′2(cα′′(z
′
⋆)) ≥ d
′, then α′′ is dominated by the latent apex
α′′d′, i.e., α
′′  α′′d′. When the latent apex α
′′
d′ /∈ SuppIz′′0
(N ′′) but ψ∗z′⋆(0) is a nonzero
residual polynomial, the conclusion ordz˜′2(ψ
∗
z′⋆
(0)) < d′ readily follows from the above
dominance of α′′d′ due to the invariance of the exponent of the latent variable z
′
2 through
both TN′′ and the localization of the non-exceptional variables z
′′
∗ .
In the case when the gradation index m1 in (2.51) satisfies m1 = m with m being the
gradation index in (2.38), let us denote fz′2(x
′′) as the latent preliminary and Weierstrass
reductions of the partial transform q(z′) in (2.47) like in (2.53). The latent gradation of
fz′2(x
′′) by the gradation index m′2 into latent reducible and remainder functions resem-
bling (2.38) is as follows.
fz′2(x
′′) = z′2
m′2f(x′′) + φz′2(x
′′), (2.54)
where the latent reducible function f(x′′) is the same as in (2.51) to which Weierstrass
preparation theorem and a completion of perfect power can be applied. It is easy to verify
that the latent apex α′′d′ ∈ Supp(fz′2(x
′′)) like in (2.53). The rest of the argument for
the conclusion ordz˜′2(q
∗
z′⋆
(0)) < d′ entails a discussion on whether or not the latent apex
α′′d′ ∈ SuppIz′′0
(N ′′), which is similar to the above case when the gradation index m1 6= m.
When the reduced branch point is irregular for the localized proper transform q∗z′⋆(z˜
′′
∗ )
of the partial transform qz′⋆(z
′′) in (2.52), we make the variable z3 latent and repeat the
above discussions in a similar fashion. By a dimensional induction, it is evident that such
incessant latency implementations without revival shall lead to a Weierstrass form with
a single active variable in which case every branch point is regular. It is easy to see that
the singularity height strictly decreases in this case. Furthermore, the revival of a latent
variable is triggered when the singularity height is reduced to one like in Lemma 2.32
under the consistency assumption. And the residual order of the latent variable strictly
decreases from the prior singularity height like in Lemma 2.30.
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2.5 Resolution of inconsistent singularities via synthesis
of monomial transformations
The canonical reduction of monomial transformation in Section 2.2 and resolution of reg-
ular and irregular singularities in Section 2.3 and Section 2.4 are based on the consistency
assumption on the primary variable as in Definition 2.12. The inconsistent singularities
is addressed in this section and referred to as the resolution of inconsistent singularities.
With the same notations as in Definition 2.12, suppose that the primary variable
x1 is inconsistent with the exponential matrix M and exceptional index set Iy0 , that is,
rank( MIy0 ) < |Iy0 | with M being the remnant exponential submatrix as in Definition
2.7 and Iy0 in canonical form as {k + 1, . . . , n}. In this case let us permute and relabel
the row vectors of M and their corresponding variables x simultaneously to acquire a new
exponential matrix denoted as σM such that the last row vector of σM equals the primary
row vector of M and the exceptional submatrix of σM is non-degenerate as detσMIy0×Iy0 6=
0. Accordingly the canonical reduction of σM with respect to Iy0 is denoted as
σN that
bears a canonical form as follows.
σN :=
e1 · · · ek vk+1 vk+2 · · · vn
x2


E
ΩB


...
xk
xk+1 λB
xk+2
0
Dl D...
xn
x1 n1
z1 · · · zk zk+1 zk+2 · · · zn
(2.55)
with the matrix B denoting the submatrix [Dl D]. The (n−k−1) by (n−k−1) submatrix
D satisfies detD 6= 0 and exceptional index set Iz0 = Iy0 . The vectors λ and l in (2.55)
are (n− k − 1)-dimensional row and column vectors in Qn−k−1 respectively. The matrix
Ω is of dimensions (k− 1) by (n− k− 1) with elements in Q as well. The submatrices E
and 0 in (2.55) denote the same unit and zero submatrices as in (2.11) respectively. The
exceptional submatrix σNIz0×Iz0 is non-degenerate as det
σNIz0×Iz0 6= 0 due to the non-
degeneracy detσMIy0×Iy0 6= 0. The row vector n1 ∈ N
n−k \ {0} is part of the primary row
vector m1 of the original exponential matrix M . Please note that we abuse the notations
a bit here and use the same notations B and D for different submatrices of N in (2.11)
and σN in (2.55) since the consistency and inconsistency cases are mutually exclusive.
The reduced exponential matrix σN in (2.55) yields a reduced monomial transforma-
tion TσN on the Weierstrass polynomial w(
σx) in (2.3) with σx denoting the new variables
corresponding to the canonical form in (2.55). Similar to wN(z) in (2.22), let us denote
the total transform of w(σx) under TσN as wσN(z). For ∀
σα ∈ Supp(w(σx)), the exponents
γ0 of the exceptional variables z0 of wσN(z) bear the following form:
γ0 :=
σα · σNIz0 =
(
α∗ · Ω +α0 ·
[
λ
E
])
· D · [ l E ] + α1n1, (2.56)
where σNIz0 denotes the exceptional column submatrix of
σN with respect to Iz0 . And
α0 represent the exponents of the variables x0 whereas α∗ := (α2, . . . , αk) those of the
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variables x∗ := (x2, . . . , xk) as in (2.13). The (n − k)-dimensional vector n1 is as in
(2.55). Both the unit matrices E in (2.56) are of dimensions (n− k − 1) by (n− k − 1).
It is easy to see that the non-degeneracy condition det σNIz0×Iz0 6= 0 indicates the
necessary condition:
n1 ·
[
−1
l
]
6= 0. (2.57)
Lemma 2.33. Let σN denote the reduced exponential matrix as in (2.55), and SuppIz0(
σN)
the exceptional support with respect to σN and Iz0 as in Definition 2.8. For ∀
σα =
( α∗,α0, α1) ∈ SuppIz0(
σN) as in (2.56), the exponent α1 of the primary variable x1
is a constant.
Proof. For ∀σα1,
σα2 ∈ SuppIz0(
σN), let us denote ∆σα := σα1 −
σα2. Based upon ∆
σα ·
σNIz0 = 0 and (2.56), we have the following straightforward identity:(
∆α∗ · Ω +∆α0 ·
[
λ
E
])
· D · [ l E ] + ∆α1n1 = 0, (2.58)
where ∆σα = (∆α∗,∆α0,∆α1). The conclusion is an easy consequence of (2.57) and
(2.58).
Definition 2.34. (Latent primary variable x1 and its exponent α1; exceptional and non-
exceptional exponents; latent primary component α˜1)
The primary variable x1 of the Weierstrass polynomial w(
σx) is called the latent pri-
mary variable with which the decreasing process of the singularity height associated be-
comes latent. Accordingly its exponent α1 is called the latent primary exponent.
Let q(z) be the partial transform of the Weierstrass polynomial w(σx) as in (2.22)
under the reduced monomial transformation TσN . For ∀γ = (γ∗,γ0) ∈ Supp(q(z)), the
exponents γ0 of the exceptional variables z0 are called the exceptional exponents of q(z)
whereas γ∗ of the non-exceptional variables z∗ are called the non-exceptional exponents.
Due to the partial factorization as in (2.22), the exceptional exponents γ0 = (
σα−σa)·σNIz0 .
The component α˜1 := α1 − a1 of
σα − σa is called the latent primary component of the
exceptional exponents γ0.
Let q(z∗, 0) be the proper transform of the Weierstrass polynomial w(
σx) as in (2.23)
under the reduced monomial transformation TσN and partial factorization. Lemma 2.33
indicates that all the latent primary components of the exceptional exponents of q(z∗, 0)
equal zero, i.e., α˜1 = 0. Let us reorganize the terms of the partial transform q(z) in
(2.22) with respect to the latent primary component α˜1 as follows.
q(z) = q(z∗, 0) + q0(z) + q1(z) := q0(z) + q1(z) (2.59)
with the latent primary component α˜1 of q0(z) and q0(z) equaling zero whereas none of
those of q1(z) equaling zero.
We proceed with the resolution algorithm by localizing the partial transform q(z)
at a reduced branch point (s∗, 0). Let q˜(z˜) and q∗(z˜∗) denote the localized partial and
proper transforms respectively as in Definition 2.13. For a new set of variables x′ =
(x′1, . . . , x
′
n) that are partitioned as x
′
∗ and x
′
0 as per the prior exceptional index set
Iz0 = {k + 1, . . . , n}, let us make a non-degenerate linear modification Lx′ defined as
x′∗ = x
′
∗(z˜∗); x
′
0 = z0, (2.60)
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which transforms q˜(z˜) into the following apex form denoted as f(x′):
f(x′) = cd′x
′
1
d′
+
∑
α′∈Supp(f)\d′
cα′x
′α
′
. (2.61)
The primary variable is x′1 whose associated singularity height d
′ = ord(q∗(z˜∗)). Here
d′ denotes the apex d′ = (d′, 0) and cd′ ∈ F
∗. The singularity height might have a
temporary increase at a regular reduced branch point due to the inconsistency in (2.55),
that is, d′ ≥ d with d being the singularity height associated with the primary variable
x1 in (2.3).
It is easy to see that neither the localization of q(z) nor linear modification Lx′ in
(2.60) alters the exceptional exponents γ0 of q(z). Hence for simplicity the exponents α
′
0
of the variables x′0 as in (2.60) are also called the exceptional exponents of f(x
′) in (2.61)
hereafter. Similar to (2.59), let us reorganize the terms of the apex form f(x′) in (2.61)
by the latent primary component α˜1 of their exceptional exponents as in Definition 2.34
according to (2.56) as follows.
f(x′) = cd′x
′
1
d′
+ f 0(x
′) + φ(x′) := f0(x
′) + φ(x′), (2.62)
where all the latent primary components of the exceptional exponents of f0(x
′) equal
zero whereas none of those of φ(x′) equal zero.
In order to leave the latent primary components of the exceptional exponents of all the
functions in (2.62) unaltered through the Weierstrass reduction, let us invoke Weierstrass
preparation theorem and then complete perfect power on the function f0(x
′) the latent
primary components of whose exceptional exponents equal zero. In this way we can
represent f0(x
′) in (2.62) into a Weierstrass form as follows.
f0(x
′) =
[
x′1
d′
+
d′∑
j=2
cj( x
′)x′1
d′−j
]
(c+ r(x′))
:= w(x′)(c+ r(x′)),
(2.63)
where cj(0) = 0 for 1 < j ≤ d
′ and c ∈ F∗. The variables x′ := (x′2, . . . , x
′
n) and the
redundant function r(x′) satisfies r(0) = 0.
Henceforth we abuse the notations a bit and assume that the function f0(x
′) in (2.62)
bears the Weierstrass form in (2.63) and φ(x′) in (2.62) conforms with the completion of
perfect power in (2.63).
Definition 2.35. (Latent reducible and remainder functions; latent gradation; latent
preliminary and Weierstrass reductions)
The functions f0(x
′) and φ(x′) in (2.62) are called the latent reducible and remainder
functions of the apex form f(x′) respectively. The partial gradation of f(x′) into the
latent reducible and remainder functions as in (2.62) by the latent primary component α˜1
is called a latent gradation of f(x′).
The partial factorization in (2.22), localization of q(z), linear modification Lx′ in
(2.60) and latent gradation in (2.62) constitute the procedure of latent preliminary reduc-
tion; whereas the invocation of Weierstrass preparation theorem and completion of perfect
power on the latent reducible function f0(x
′) in (2.63) constitute the latent Weierstrass
reduction.
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It is easy to see that after the latent preliminary and Weierstrass reductions, we have
the following trivial identity for the exceptional variables and their exponents:
x′0 = z0; α
′
0 = γ0. (2.64)
Now we are ready for the next step of partial resolution of inconsistent singularities.
Let f(x′) be the apex form in (2.62) after the latent preliminary and Weierstrass reduc-
tions with the latent reducible function f0(x
′) bearing the Weierstrass form in (2.63).
Based on a refined vertex cone of the Newton polyhedron NP(f(x′)) whose generators
are denoted as v′1, . . . , v
′
n, let us define an n by n exponential matrix M
′ = [v′1 · · · v
′
n]
whose associated monomial transformation TM′ is defined as x
′ = TM′(y
′) := y′M
′
with
new variables y′ := (y′1, . . . , y
′
n). Let us assume that the exceptional index set Iy′0 is in a
canonical form {l + 1, . . . , n} satisfying |Iy′0 | = n− l < |Ix′0 | = |Iz0 | = n− k.
When the primary variable x′1 is consistent with the exponential matrix M
′ and ex-
ceptional index set Iy′0 , suppose that M
′ is in a canonical consistency form as in Definition
2.12, i.e., the exceptional submatrix M ′
Iy′0
×Iy′0
satisfies detM ′
Iy′0
×Iy′0
6= 0. Let N ′ denote the
canonical reduction of M ′ with respect to Iy′0 , which is similar to the reduced exponential
matrix N in (2.11) and bears the following canonical form with the exceptional index set
Iz′0 = Iy′0 :
N ′ :=
e1 · · · el v
′
l+1 · · · v
′
n
x′1


E
Ω ′1D
′


...
x′k
x′k+1
Ω ′2D
′...
x′l
x′l+1
0 D ′
...
x′n
z′1 · · · z
′
l z
′
l+1 · · · z
′
n
. (2.65)
Here D ′ denotes the (n − l) by (n − l) exceptional submatrix N ′
Iz′0
×Iz′0
= M ′
Iy′0
×Iy′0
such
that detD ′ 6= 0. The submatrices Ω ′1 and Ω
′
2 whose elements are in Q are of dimensions
k by (n− l) and (l − k) by (n− l) respectively.
When the primary variable x′1 is inconsistent with the exponential matrix M
′ and
exceptional index set Iy′0, suppose that Iy′0 is in canonical form {l + 1, . . . , n} and satisfies
|Iy′0 | = n− l ≤ |Ix′0 | = |Iz0 | = n−k. Same as the canonical reduction procedure to obtain
the reduced exponential matrix σN in (2.55), we make a permutation and relabeling of
the row vectors of M ′ and their corresponding variables x′ to acquire a new exponential
matrix σM ′ whose exceptional submatrix satisfies detσM ′
Iy′0
×Iy′0
6= 0 and whose last row
vector equals the primary row vector m′1 of M
′. The canonical reduction of σM ′ with
respect to Iy′0 is denoted as
σN ′ and bears the canonical form in (2.67) with the exceptional
index set Iz′0 = Iy′0 . In particular, the (n − l − 1) by (n − l − 1) submatrix D
′ in (2.67)
satisfies detD ′ 6= 0. The matrix B ′ denotes the submatrix [D ′l′ D ′] in (2.67). The vector
l′ in (2.67) is an (n−l−1)-dimensional column vector in Qn−l−1. The (k−1) by (n−l−1)
submatrix Ω ′1 and (l − k + 1) by (n − l − 1) submatrix Ω
′
2 are composed of elements in
Q. The vector n′1 ∈ N
n−l \ {0} resembles the vector n1 in (2.55) and is part of the
primary row vector m′1 of the original exponential matrix M
′. Please note that we abuse
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the notations a bit here and use the same notations Ω ′1 and Ω
′
2 for different matrices of
N ′ in (2.65) and σN ′ in (2.67) since the consistency and inconsistency cases are mutually
exclusive.
The exceptional submatrix of σN ′ is non-degenerate as detσN ′
Iz′0
×Iz′0
= detσM ′
Iy′0
×Iy′0
6= 0,
which, similar to (2.57), indicates that
n′1 ·
[
−1
l′
]
6= 0. (2.66)
σN ′ :=
e1 · · · el v
′
l+1 v
′
l+2 · · · v
′
n
x′2


E
Ω ′1B
′


...
x′k
x′k+1
Ω ′2B
′...
x′l+1
x′l+2
0
D ′l′ D ′...
x′n
x′1 n
′
1
z′1 · · · z
′
l z
′
l+1 z
′
l+2 · · · z
′
n
(2.67)
Let TN′ and TσN′ denote the reduced monomial transformations associated with the
reduced exponential matrices N ′ in (2.65) and σN ′ in (2.67) respectively. The exceptional
index set Iz′0 = Iy′0 with the non-exceptional and exceptional variables of z
′ denoted as
z′∗ := (z
′
1, . . . , z
′
l) and z
′
0 := (z
′
l+1, . . . , z
′
n) respectively. The total transform of the apex
form f(x′) in (2.62) under TN′ or TσN′ is denoted as fN′(z
′) or fσN′(z
′).
σS :=
e1 · · · ek en
x2


E
ΩD
0


...
xk
xk+1 λD
xk+2
0 D...
xn
x1 0 1
z1 · · · zk ζk+2 · · · ζn x1
(2.68)
There is another perspective that can elucidate the above partial resolution of singu-
larities. The reduced exponential matrix σN in (2.55) can be decomposed as:
σN = σS · σT (2.69)
with the interim exponential matrices σS and σT being defined as in (2.68) and (2.70),
in which the interim variables (ζk+2, . . . , ζn) := ζ are associated with the monomial
transformations TσS and TσT in accordance with (2.69).
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The decomposition in (2.69) is essentially a decomposition of the exceptional column
submatrix σNIz0 in (2.55) and it adheres to the following principles. The first one is that
the latent primary exponent α1 of the latent primary variable x1 should be unaltered by
the exponential matrix σS in (2.68); The second one is that the non-exceptional column
submatrix σSIz∗ in (2.68) as in Definition 2.8 should be identical to
σNIz∗ in (2.55); The
third one is that the difference between the exponents of the interim variables ζ in (2.68)
and those of the exceptional variables (zk+2, . . . , zn) in (2.55) or (2.70) should be a multiple
of the latent primary exponent α1, which ensures that the decomposition in (2.69) is
compatible with the latent gradation in (2.62).
σT :=
e1 · · · ek
z1


E 0


...
zk
ζk+2
0
l E...
ζn
x1 n1
z1 · · · zk zk+1 zk+2 · · · zn
(2.70)
The new perspective is to consider the above monomial transformation TσS in (2.68)
on the Weierstrass polynomial w(σx) in (2.21) with σx denoting the new variables corre-
sponding to the canonical form σN in (2.55), from which a total transform p(z∗, ζ, x1) is
acquired as follows.
p(z∗, ζ, x1) := w(TσS(z∗, ζ, x1)). (2.71)
Lemma 2.33 shows that the latent primary exponent α1 is a constant on the exceptional
support Supp
Iz0
(σN). More specifically, let a = (a1, . . . , an) ∈ SuppIz0(
σN) be the vertex
associated with the original exponential matrix M . Then we have α1 = a1 for ∀
σα =
(α2, . . . , αn, α1) ∈ SuppIz0(
σN). Hence similar to (2.59), we make a partial gradation of
p(z∗, ζ, x1) in (2.71) by the latent primary exponent α1 and as a result, the terms of
p(z∗, ζ, x1) are reorganized as follows.
p(z∗, ζ, x1) = x
a1
1 p0(z∗, ζ) + p1(z∗, ζ, x1) (2.72)
such that α1 6= a1 for ∀(γ∗,αζ, α1) ∈ Supp(p1) with γ∗ and αζ denoting the exponents
of the variables z∗ and ζ respectively. Let Iζ denote the index set {k + 1, . . . , n− 1}
whose corresponding column submatrix of σS in (2.68) is denoted as σSIζ as in Definition
2.8. Based on the partial factorization yielding the exceptional factors z
a·σNIz0
0 in (2.22)
as well as the above third principle for the decomposition in (2.69), the function p0(z∗, ζ)
in (2.72) can be partially factorized as follows.
p0 = ζ
a·σSIζ ·
(
caz
a∗
∗ +
∑
α∈SuppIz0(
σN)\{a}
cαz
α∗
∗ +
∑
β∈Suppc
Iz0
(σN)
cβz
β∗
∗ ζ
(β−a)·σSIζ
)
:= ζa·
σSIζ · q0(z∗, ζ),
(2.73)
where the complementary exponential set Suppc
Iz0
(σN) is defined as:
Suppc
Iz0
(σN) := {β = (β1, . . . , βn) ∈ Supp(w) \ SuppIz0(
σN) : β1 = a1}
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with w denoting the Weierstrass polynomial w(σx) in (2.21) and a1 the first component
of the vertex a in (2.72).
From (2.73) it is easy to see that the function q0(z∗, 0) equals the proper transform
q(z∗, 0) of w(
σx) under TσN in (2.23). Consequently, we can invoke the same localization
of the non-exceptional variables z∗ and essentially the same linear modification as those
in (2.60) with x′∗ = x
′
∗(z˜∗) that transform the above total transform p(z∗, ζ, x1) in (2.72)
into a new apex form f(x′∗, ζ, x1). According to the partial gradation in (2.72) and partial
factorization in (2.73), the apex form f(x′∗, ζ, x1) can be organized into the following form:
f(x′∗, ζ, x1) = x
a1
1 ζ
a·σSIζ · f0(x
′
∗, ζ) + φ(x
′
∗, ζ, x1) (2.74)
such that the latent primary exponent α1 in Supp(φ) satisfies α1 6= a1, which is similar
to the latent gradation in (2.62). In particular, the functions f0(x
′
∗, ζ) and φ(x
′
∗, ζ, x1) in
(2.74) are the respective localizations and linear modifications of q0(z∗, ζ) in (2.73) and
p1(z∗, ζ, x1) in (2.72). Similar to (2.63), we invoke Weierstrass preparation theorem and
then complete perfect power on f0(x
′
∗, ζ) so as to represent it in a Weierstrass form as
follows.
f0(ξ
′) =
[
x′1
d′
+
d′∑
j=2
cj( ξ
′)x′1
d′−j
]
(c+ r(ξ′))
:= w(ξ′)(c+ r(ξ′))
(2.75)
with cj(0) = 0 for 1 < j ≤ d
′ and c ∈ F∗. Here for brevity of notations, we define new
variables ξ′ := (x′∗, ζ) and write f0(x
′
∗, ζ) in (2.74) as f0(ξ
′) in (2.75). The variables
ξ′ := (ξ′2, . . . , ξ
′
n) := ( x
′
∗, ζ) with x
′
∗ := (x
′
2, . . . , x
′
k) and the redundant function r(ξ
′)
satisfies r(0) = 0. In particular, a deficient contraction as in Definition 2.23 might
be necessary so that the redundant function r(ξ′) can be disregarded when the interim
exponential matrix σS in (2.68) is deficient with respect to Iz0 . Henceforth we just assume
that the function f0(ξ
′) in (2.74) bears the Weierstrass form in (2.75).
Based on the identity (2.64) and interim exponential matrix σT in (2.70), let us define
a new interim exponential matrix σT̂ as in (2.76) resembling σT .
σT̂ :=
e1 · · · ek
x′1


E 0


...
x′k
ζk+2
0
l E...
ζn
x1 n1
x′1 · · · x
′
k x
′
k+1 x
′
k+2 · · · x
′
n
(2.76)
Definition 2.36. (Interim preliminary and Weierstrass reductions; interim transform
f(ξ′, x1); interim reducible and remainder functions f0(ξ
′) and φ(ξ′, x1))
The partial gradation in (2.72), partial factorization in (2.73) as well as the localiza-
tion and linear modification leading to (2.74) constitute the procedure of interim prelimi-
nary reduction; whereas the invocation of Weierstrass preparation theorem and completion
of perfect power in (2.75) constitute the interim Weierstrass reduction.
After the interim monomial transformation TσS in (2.68) and interim preliminary and
Weierstrass reductions, the apex form f(ξ′, x1) in (2.74) is called the interim transform
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of the Weierstrass polynomial w(σx) in (2.21). The functions f0(ξ
′) and φ(ξ′, x1) in
(2.74) are called the interim reducible and remainder functions of the apex form f(ξ′, x1)
respectively.
The relation between the interim transform f(ξ′, x1) in (2.74) and apex form f(x
′) in
(2.62) can be summarized into the following commutative diagram.
w(σx)
TσN and reductions //
TσS and reductions

f(x′)
f(ξ′, x1)
r
r
r
r
r
r
r
r
r
r
and partial factorizationTσ̂T
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r
r
r
r
r
r
r
r
r
r
r (2.77)
The reductions ensuing TσS in the diagram (2.77) refer to the interim preliminary and
Weierstrass reductions in Definition 2.36 whereas those ensuing TσN in (2.77) refer to the
latent preliminary and Weierstrass reductions in Definition 2.35. The partial factorization
in (2.77) resembles that in (2.22) as per the identity x′0 = z0 in (2.64). The commutativity
of the above diagram follows from the fact that the invocation of Weierstrass preparation
theorem and subsequent completion of perfect power involve only exponential additions
and exponential scalar multiplications whereas the interim transformations TσT and Tσ̂T
are linear exponential transformations. Please refer to [29] for the details of the proof of
Weierstrass preparation theorem.
The monomial transformations Tσ̂T in (2.76) and TN′ in (2.65) can be synthesized into a
new monomial transformation TQ′ such that the synthetic exponential matrix Q
′ = σT̂ ·N ′
bears the form in (2.78). The (n − k) by (n − l) submatrix Ω ′3 :=
[
Ω′2
E
]
is as in (2.65).
The submatrix A := [ l E ] is of dimensions (n−k−1) by (n−k) and is a submatrix of σT̂
in (2.76). The (n− k) by (l− k) submatrix F ′ :=
[
E
0
]
with E being the (l− k) by (l− k)
unit matrix. The (n− l) by (n− l) submatrix D ′ is as in (2.65). The (n− k)-dimensional
row vector n1 is as in (2.76).
Q
′ :=
e1 · · · ek
x′1


E 0 Ω ′1D
′


x′2
...
x′k
ζk+2
0
AF ′ AΩ ′3D
′
...
ζl
ζl+1
...
ζn
x1 n1F
′ n1Ω
′
3D
′
z′1 · · · z
′
k z
′
k+1 · · · z
′
l z
′
l+1 · · · z
′
n
(2.78)
Let Q ′
Iz0×Iz0
denote the submatrix of the synthetic exponential matrix Q ′ in (2.78)
as in Definition 2.8 with the prior exceptional index set Iz0 = {k + 1, . . . , n}. The non-
degeneracy of Q ′ is evident as per the following matrix identity:
Q ′
Iz0×Iz0
= σT̂Iz0×Iz0 · N
′
Iz0×Iz0
, (2.79)
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where σT̂ and N ′ are as in (2.76) and (2.65) respectively.
Similarly the monomial transformations Tσ̂T in (2.76) and TσN′ in (2.67) can be syn-
thesized into a new monomial transformation TσQ′ such that the synthetic exponential
matrix σQ ′ = σT̂ · σN ′ bears the following form in (2.80):
σQ
′ :=
e1 · · · ek−1
x′2


E 0 Ω ′1B
′


...
x′k
ζk+2
0
AF ′ AΩ ′3B
′
...
ζl+1
ζl+2
...
ζn
x1 n1F
′ n1Ω
′
3B
′
x′1 0 n′1
z′1 · · · z
′
k−1 z
′
k · · · z
′
l z
′
l+1 · · · z
′
n
, (2.80)
where the (n − k) by (n − l − 1) submatrix Ω ′3 :=
[
Ω′2
E
]
is as in (2.67). The submatrix
A := [ l E ] is of dimensions (n− k− 1) by (n− k) and is a submatrix of σT̂ in (2.76). The
(n − k) by (l − k + 1) submatrix F ′ :=
[
E
0
]
with E being the (l − k + 1) by (l − k + 1)
unit matrix. The (n− l − 1) by (n− l) submatrix B ′ denotes the submatrix [D ′l′ D ′] in
(2.67). Please note that we use the same notations F ′ and Ω ′3 in (2.78) and (2.80) for
different matrices since the cases of Q ′ and σQ ′ are mutually exclusive.
Let the index sets Jz := {k, . . . , n− 1} and J1 := {k, . . . , l} ∪ {l + 2, . . . , n}. It is
evident that the non-degeneracy of the synthetic exponential matrix σQ ′ in (2.80) follows
from that of its submatrix σQ ′
Ik×Ik
with Ik = {k, . . . , n}, which can further be corroborated
by the following matrix identity:
σQ ′
Jz×J1
= σT̂Iz0×Iz0 ·
σN ′
Jz×J1
(2.81)
with σT̂ and σN ′ being as in (2.76) and (2.67) respectively. The prior exceptional index
set Iz0 equals {k + 1, . . . , n} as before.
The construction per se of the exponential matrices Q ′ in (2.78) and σQ ′ in (2.80)
indicates the commutativity of the following diagram.
f(x′)
TN′ or TσN′

f(ξ′, x1)
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
Tσ̂T and partial factorization
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❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
TQ′ or TσQ′
and partial factorization
// fN′(z
′) or fσN′(z
′)
(2.82)
Please note that the partial factorization ensuing TQ′ or TσQ′ in the above diagram in
(2.82) corresponds to the one ensuing Tσ̂T so as to make the diagram commutative and
is not part of the resolution algorithm.
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Definition 2.37. (Synthetic and interim exponential matrices and monomial transfor-
mations; interim variables ζ and their exponents αζ; synthetic variables (ξ
′, x1))
The exponential matrices Q ′ and σQ ′ in (2.78) and (2.80) are called the synthetic
exponential matrices whose associated monomial transformations TQ′ and TσQ′ are called
the synthetic monomial transformations. The σS in (2.68), σT in (2.70) and σT̂ in (2.76)
are called the interim exponential matrices whose associated interim monomial transfor-
mations are TσS , TσT and Tσ̂T respectively.
The variables ζ = (ζk+2, . . . , ζn) in (2.68) and (2.70) are called the interim variables
whose exponents are denoted as αζ; whereas the variables (x
′
∗, ζ, x1) := (ξ
′, x1) in (2.74)
are called the synthetic variables.
Let us elucidate the change of singularity height as per the new perspective of synthetic
exponential matrix. Let mx1 denote the row vector of the synthetic exponential matrix
Q ′ in (2.78) or σQ ′ in (2.80) associated with the latent primary variable x1. Similar to
Definition 2.12, the latent primary variable x1 is said to be consistent with Q
′ and Iz′0 ,
or σQ ′ and Iz′0 , if rank( Q
′
Iz′0
) = |Iz′0 | or rank(
σQ
′
Iz′0
) = |Iz′0 | with Q
′ or σQ ′ denoting the
remnant submatrix of Q ′ or σQ ′ excluding the latent primary row vector mx1. According
to (2.66), it is evident that the primary variable x′1 is inconsistent with
σQ ′ and Iz′0 as in
(2.80).
When the latent primary variable x1 is consistent with the synthetic exponential
matrix Q ′ and Iz′0 in (2.78), we assume that Q
′ is in a canonical consistency form as in
Definition 2.12 whose exceptional submatrix Q ′
Iz′0
×Iz′0
is non-degenerate, based on which
Q ′ has a canonical reduction in the form of NQ′ in (2.83). In (2.83) the vector u1 denotes
n1Ω
′
3D
′ which is the exceptional part of the latent primary row vectormx1 of Q
′ in (2.78).
The submatrix G ′ of NQ′ in (2.83) denotes the non-degenerate exceptional submatrix
Q ′
Iz′0
×Iz′0
in (2.78). The matrix Ω ′ is of dimensions (l − 1) by (n− l) with elements in Q.
NQ′ =
e1 · · · el
x1


E
u1


ξ′1
Ω ′G ′
...
ξ′k
ξ′k+1
...
ξ′l−1
ξ′l
0 G ′
...
ξ′n−1
t′1 · · · t
′
l t
′
l+1 · · · t
′
n
(2.83)
The above canonical form in (2.83) shows that if we take t′1 as the primary variable,
then similar to the discussion in Lemma 2.17, its singularity height shall strictly decrease
from d, the prior singularity height associated with the latent primary variable x1 as in
(2.3), at a regular reduced branch point. This is also due to the fact that the interim pre-
liminary and Weierstrass reductions as in Definition 2.36 do not alter the latent primary
exponent α1 of the latent primary variable x1.
Definition 2.38. (Revived primary variable)
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The primary variable like t′1 as above that resumes the decreasing process of the singu-
larity height associated with the latent primary variable x1 is called the revived primary
variable associated with x1. We also say that the latent primary variable x1 is revived as
t′1 by the synthetic exponential matrix Q
′ henceforth.
NσQ′ =
e1 · · · el
x1


E
u1


ξ′2
Ω ′G ′B ′
...
ξ′k
ξ′k+1
...
ξ′l
ξ′l+1
0
G ′B ′
...
ξ′n−1
x′1 n
′
1
t′1 · · · t
′
l t
′
l+1 · · · t
′
n
(2.84)
Let mx1 and mx′1 denote the row vectors of the synthetic exponential matrix
σQ ′
corresponding to the latent primary variables x1 and x
′
1 respectively. From B
′ = [D ′l′ D ′]
in (2.80), it is easy to deduce that the primary variable x′1 is always inconsistent with
σQ ′
and exceptional index set Iz′0 in (2.80). Hence similar to the form of
σN in (2.55), we take
mx′1 as the last row vector of
σQ ′. When the latent primary variable x1 is consistent with
σQ ′ and Iz′0 in (2.80), via a permutation and relabeling of the row vectors of
σQ ′, we take
mx1 as the first row vector of
σQ ′ under the assumption that its exceptional submatrix
σQ
′
Iz′0
×Iz′0
is non-degenerate. In this way σQ ′ has a canonical reduction in the form of
NσQ′ in (2.84). The (n− l)-dimensional row vector n
′
1 in (2.84) is the same as in (2.80).
The (n − l − 1) by (n − l − 1) dimensional submatrix G ′ in (2.84) is non-degenerate as
detG ′ 6= 0. Similar to the case in (2.83), the canonical form in (2.84) shows that the
latent primary variable x1 is revived as t
′
1 whose associated singularity height strictly
decreases from the prior singularity height d at a regular reduced branch point.
Now let us suppose that the latent primary variable x1 is inconsistent with the syn-
thetic exponential matrix Q ′ and exceptional index set Iz′0 in (2.78) or
σQ ′ and Iz′0 in
(2.80). From rank(A) = n−k−1 and rank(Ω ′3) = n− l in (2.78), or rank(Ω
′
3) = n− l−1
in (2.80), it follows that rank(AΩ ′3) ≥ n− l− 1 for the submatrix AΩ
′
3 of Q
′ in (2.78), or
rank(AΩ ′3) ≥ n− l−2 for
σQ ′ in (2.80). Hence we can make a permutation and relabeling
of the interim variables ζ as well as their corresponding row vectors of Q ′ in (2.78) or σQ ′
in (2.80) such that Q ′ or σQ ′ bears the form in (2.86) or (2.87). The submatrix Λ′ is a
permutation of the submatrix AF ′ in (2.78) or (2.80) and the matrix Ω ′ is of dimensions
l by (n− l− 1) in (2.86) or l by (n− l− 2) in (2.87) with elements in Q. The exceptional
submatrix Q ′
Iz′0
×Iz′0
in (2.86) is non-degenerate, i.e., detQ ′
Iz′0
×Iz′0
6= 0, which amounts to the
condition u1 ·
[
−1
l′
]
6= 0. The column vector l′ ∈ Qn−l−1 and the submatrix B ′ = [G ′l′ G ′]
in (2.86) is of dimensions (n− l − 1) by (n− l) with elements in Q.
The matrix B ′2 in (2.87) denotes the (n − l − 2) by (n − l) submatrix [B
′
1l
′
2 B
′
1] with
elements in Q and B ′1 := [G
′
1l
′
1 G
′
1] such that l
′
1 and l
′
2 are (n − l − 2)-dimensional and
(n− l−1)-dimensional column vectors in Qn−l−2 and Qn−l−1 respectively. The submatrix
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G ′2 in (2.87) denotes the (n− l − 1) by (n− l − 1) submatrix
[
B′1
u′1
]
. It is evident that we
have the following nested non-degeneracies:
detG ′1 · detG
′
2 · det
σQ
′
Iz′0
×Iz′0
6= 0 (2.85)
in (2.87) corresponding to the nested latency of the latent primary variables x1 and x
′
1.
The row vectors u′2 = n
′
1 and (u
′
1 · l
′
2,u
′
1) = n1Ω
′
3B
′ are as in (2.80), both of which are
in Nn−l \ {0}.
Q ′ :=
e1 · · · ek
x′1


E 0
Ω ′B ′


...
x′k
ζk+2
0
Λ′
...
ζl+1
ζl+2
G ′l′ G ′...
ζn
x1 n1F
′ u1
z′1 · · · z
′
k z
′
k+1 · · · z
′
l z
′
l+1 z
′
l+2 · · · z
′
n
(2.86)
σQ ′ :=
e1 · · · ek−1
x′2


E 0
Ω ′B ′2


...
x′k
ζk+2
0
Λ′
...
ζl+2
ζl+3
G ′2l
′
2
G ′1l
′
1 G
′
1
...
ζn
x1 n1F
′ u′1
x′1 0 u
′
2
z′1 · · · z
′
k−1 z
′
k · · · z
′
l z
′
l+1 z
′
l+2 z
′
l+3 · · · z
′
n
(2.87)
Definition 2.39. (Sustained latency; nested latency; nesting degree g; nesting level)
In the case when the latent primary variable x1 is inconsistent with the synthetic
exponential matrix Q ′ and exceptional index set Iz′0 as in (2.86) or
σQ ′ and Iz′0 as in
(2.87), we say that x1 sustains its latency with respect to Q
′ and Iz′0 or
σQ ′ and Iz′0.
For the synthetic exponential matrix σQ ′ in (2.87), the latent primary variables x1 and
x′1 constitute the nested latency of
σQ ′ with their number defined as the nesting degree
and denoted as g = 2. In particular, x1 and x
′
1 are called the latent primary variables of
nesting level 1 and 2 respectively according to their order of appearance.
Based on the non-degeneracy of the exceptional submatrix Q ′
Iz′0
×Iz′0
in (2.86), the
synthetic exponential matrix Q ′ in (2.86) has a canonical reduction NQ′ as in (2.88)
resembling the canonical reduction σN in (2.55), both of which have x1 as the latent
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primary variable. Thus the discussions ensuing (2.55) can be repeated in a similar fashion
here. Moreover, the following conclusion holds for the new singularity height after the
monomial transformation associated with NQ′ .
NQ′ :=
e1 · · · el
x′1


E Ω ′B ′


...
x′k
ζk+2
...
ζl+1
ζl+2
0
G ′l′ G ′...
ζn
x1 u1
t′1 · · · t
′
l t
′
l+1 t
′
l+2 · · · t
′
n
(2.88)
Lemma 2.40. After the monomial transformation associated with the canonical reduc-
tion NQ′ in (2.88), the singularity height associated with the primary variable t
′
1 strictly
decreases from the prior singularity height d′ in (2.62) and (2.74).
Proof. When the exceptional support SuppIt′0
(NQ′) = SuppIz′0
(Q ′) corresponds to the
latent primary exponent α1 = a1 as in (2.74) according to Lemma 2.33, an argument
similar to Lemma 2.17 based on the Weierstrass form f0(ξ
′) in (2.75) yields the conclusion.
The interim exponential matrix σT̂ in (2.76) and the ensuing partial factorization
constitute a non-degenerate linear transformation from Supp(f(ξ′, x1)) to Supp(f(x
′)),
which is denoted as L here. Suppose that the latent primary exponent α1 of the excep-
tional support Supp
It′0
(NQ′) satisfies α1 6= a1. For ∀(αξ′ , α1) ∈ Supp(f(ξ
′, x1)) in (2.74)
with α′1 ≥ d
′ such that L(αξ′, α1) 6= d
′, we have (αξ′, α1) ∈ Supp(φ(ξ
′, x1)) in (2.74), i.e.,
α1 6= a1, since the apex (d
′, 0) in (2.75) has the unique maximal degree d′ in the primary
variable x′1 in Supp(f0(ξ
′)) with the redundant function r(ξ′) disregarded. Thus similar
to Lemma 2.33, α1 6= a1 indicates that γ
′
0(α
′) ≻ γ ′0(d
′) with γ ′0 denoting the exceptional
exponents of the exceptional variables t′0 in (2.88). Hence for ∀(αξ′ , α1) ∈ SuppIt′0
(NQ′),
we have α′1 < d
′.
When the reduced exponential matrix N ′ in (2.65) is deficient with respect to Iz′0 as in
Definition 2.19, we need to make an appropriate deficient contraction similar to Lemma
2.24 so as to ensure the strict decrease of the singularity height as above.
In the case when the latent primary variable x1 is inconsistent with
σQ ′ and Iz′0 in
(2.87), the singularity height of the proper transform q(z′∗, 0) of the apex form f(ξ
′, x1)
in (2.74) under TσQ′ might have a temporary increase from the prior singularity height
d′ in (2.74). Nonetheless in this case the nesting degree of σQ ′ in (2.87) satisfies g = 2,
which is strictly more than that of σN in (2.55) satisfying g = 1. Please note that in this
case we do not make a canonical reduction of σQ ′ like NQ′ in (2.88).
Let q(z′) denote the partial transform of the apex form f(ξ′, x1) in (2.74) under TσQ′ .
After the latent preliminary and Weierstrass reductions as in Definition 2.35, suppose
that q(z′) is reduced to an apex form with singularity height d′′ as following:
f(x′′) = f0(x
′′) + φ(x′′) (2.89)
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resembling (2.62) with f0(x
′′) and φ(x′′) being the latent reducible and remainder func-
tions respectively. Here similar to the latent gradation in (2.62), both the latent primary
components α˜1 and α˜
′
1 of f0(x
′′) equal zero whereas not both of φ(x′′) zero.
Suppose that in the next resolution step the reduced exponential matrix bears the
form N ′′ in (2.90) or σN ′′ in (2.91) resembling N ′ in (2.65) or σN ′ in (2.67) and depending
on the consistency of the primary variable x′′1 with N
′′ and the exceptional index set
Iz′′0 = {m+ 1, . . . , n} with m > l or
σN ′′ and Iz′′0 with m ≥ l . In particular, the matrix
B ′′ in (2.91) denotes the submatrix [D ′′l′′ D ′′] of σN ′′ in (2.91).
N ′′ :=
e1 · · · em v
′′
m+1 · · · v
′′
n
x′′1


E
Ω ′′1D
′′


...
x′′l
x′′l+1
Ω ′′2D
′′...
x′′m
x′′m+1
0 D ′′
...
x′′n
z′′1 · · · z
′′
m z
′′
m+1 · · · z
′′
n
, (2.90)
σN ′′ :=
e1 · · · em v
′′
m+1 v
′′
m+2 · · · v
′′
n
x′′2


E
Ω ′′1B
′′


...
x′′l
x′′l+1
Ω ′′2B
′′...
x′′m+1
x′′m+2
0
D ′′l′′ D ′′...
x′′n
x′′1 n
′′
1
z′′1 · · · z
′′
m z
′′
m+1 z
′′
m+2 · · · z
′′
n
. (2.91)
Similar to the decomposition in (2.69), we decompose the synthetic exponential matrix
σQ ′ in (2.87) as follows.
σQ ′ = σS ′ · σT ′ (2.92)
with σS ′ and σT ′ being defined as in (2.93) and (2.94) respectively. The exponents of
the new interim variables ζ ′ = (ζ ′l+3, . . . , ζ
′
n) are not fractional since none of those of the
variables (z′l+3, . . . , z
′
n) in (2.87) are fractional and moreover, the row vectors u
′
1 ∈ N
n−l−1\
{0} and u′2 ∈ N
n−l \ {0} in (2.87) and we have identical submatrices σS ′
I1×I2
= σQ ′
I1×I3
with the index sets I1 := {1, . . . , n− 2}, I2 := {l + 1, . . . , n− 2} and I3 := {l + 3, . . . , n}.
The (n− l)-dimensional row vector u′1 of
σT ′ is defined as u′1 := (u
′
1 · l
′
2,u
′
1) ∈ N
n−l \ {0},
same as in (2.87). The matrix A′1 of
σT ′ denotes the (n− l− 2) by (n− l− 1) submatrix
[ l′1 E ] of
σT ′ in (2.94). The exponent of the new variable x1 in
σS ′ equals the latent
primary exponent α1 of the latent primary variable x1. For simplicity the new variable
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x1 and its exponent are still called the latent primary variable and exponent henceforth
whose nesting level is designated as one. The other notations are the same as in (2.87).
σS ′ :=
e1 · · · ek−1 en−1 en
x′2


E 0
Ω ′G ′1
0


...
x′k
ζk+2
0
Λ′
...
ζl+2
ζl+3
G ′1
...
ζn
x1 n1F
′
0 Ex′1 0
z′1 · · · z
′
k−1 z
′
k · · · z
′
l ζ
′
l+3 · · · ζ
′
n x1 x
′
1
; (2.93)
σT ′ :=
e1 · · · el
z′1


E 0


...
z′l
ζ ′l+3
0
A′1l
′
2 l
′
1 E
...
ζ ′n
x1 u′1
x′1 u
′
2
z′1 · · · z
′
l z
′
l+1 z
′
l+2 z
′
l+3 · · · z
′
n
. (2.94)
The decomposition in (2.92) is essentially a decomposition of the exceptional column
submatrix σQ ′
Iz′0
in (2.87) and complies with the following principles similar to those for
(2.69). The first one is the invariance of the latent primary exponents α′⋆ := (α1, α
′
1)
of the latent primary variables x1 or x1 and x
′
1 under the interim exponential matrix
σS ′ in (2.93); The second one is that the non-exceptional column submatrix σS ′
Iz′∗
as in
Definition 2.8 should be identical to σQ ′
Iz′∗
in (2.87); The third one is that the difference
between the exponents of the interim variables ζ ′ in (2.93) and those of the exceptional
variables (z′l+3, . . . , z
′
n) in (2.87) or (2.94) should be a linear combination of the latent
primary exponents α1 and α
′
1.
Let p(z′∗, ζ
′,x′⋆) be the total transform of the interim transform f(ξ
′, x1) in (2.74)
under the interim monomial transformation TσS ′ as in (2.93). Here the latent primary
variables x′⋆ := (x1, x
′
1). After the interim preliminary and Weierstrass reductions as
in Definition 2.36, the total transform p(z′∗, ζ
′,x′⋆) is reduced to an interim transform
f(ξ′′,x′⋆) resembling f(ξ
′, x1) in (2.74) with the synthetic variables ξ
′′ := (x′′∗, ζ
′). That
is,
f(ξ′′,x′⋆) = x
α1
1 x
′
1
a′1ζ ′
a
′·σS ′
I
ζ′ f0(ξ
′′) + φ(ξ′′,x′⋆), (2.95)
which is similar to the partial gradation in (2.74). Here the exponent α1 of the latent
primary variable x1 is associated with the exceptional support SuppIz′0
(σQ ′) as in (2.87)
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and a′1 denotes the first component of the vertex a
′ associated with the reduced expo-
nential matrix σN ′ in (2.67). The exponents α′⋆ of the latent primary variables x
′
⋆ satisfy
α′⋆ 6= (α1, a
′
1) for ∀(αξ′′ ,α
′
⋆) ∈ Supp(φ(ξ
′′,x′⋆)).
Similar to the identities in (2.64), we have x′′0 = z
′
0 and α
′′
0 = γ
′
0 as well, based on
which we can define a new interim exponential matrix σT̂ ′ as in (2.96) resembling the
interim exponential matrix σT ′ in (2.94).
σT̂ ′ :=
e1 · · · el
x′′1


E 0


...
x′′l
ζ ′l+3
0
A′1l
′
2 l
′
1 E
...
ζ ′n
x1 u′1
x′1 u
′
2
x′′1 · · · x
′′
l x
′′
l+1 x
′′
l+2 x
′′
l+3 · · · x
′′
n
. (2.96)
The interim exponential matrix σT̂ ′ in (2.96) and reduced exponential matrix N ′′ in
(2.90) or σN ′′ in (2.91) can be synthesized into a new exponential matrix Q ′′ in (2.97) or
σQ ′′ in (2.98), in a way similar to the construction of the synthetic exponential matrix Q ′
in (2.78) or σQ ′ in (2.80). In (2.97) we have m > l and the submatrix F ′′ :=
[
E
0
]
is of
dimensions (n − l) by (m − l). The submatrix Ω ′′3 :=
[
Ω′′2
E
]
is of dimensions (n − l) by
(n −m) with Ω ′′2 being defined as in (2.90). The (n − l − 2) by (n− l) submatrix A
′
2 is
defined as A′2 := [A
′
1l
′
2 A
′
1] with A
′
1 := [ l
′
1 E ] being the (n− l−2) by (n− l−1) submatrix
of σT̂ ′ in (2.96). The (n− l)-dimensional row vectors u′1 and u
′
2 are as in (2.94).
In (2.98) we have m ≥ l and the (n − l) by (m − l + 1) submatrix F ′′ :=
[
E
0
]
. The
(n − l) by (n −m − 1) submatrix Ω ′′3 :=
[
Ω′′2
E
]
with Ω ′′2 being defined as in (2.91). The
(n −m − 1) by (n − m) submatrix B ′′ denotes the submatrix [D ′′l′′ D ′′] in (2.91). The
(n−m)-dimensional row vector n′′1 is as in (2.91). The other notations are the same as
in (2.97).
Q ′′ :=
e1 · · · el
x′′1


E 0 Ω ′′1D
′′


...
x′′l
ζ ′l+3
0
A′2F
′′ A′2Ω
′′
3D
′′...
ζ ′n
x′1 u
′
2F
′′ u′2Ω
′′
3D
′′
x1 u′1F
′′ u′1Ω
′′
3D
′′
z′′1 · · · z
′′
l z
′′
l+1 · · · z
′′
m z
′′
m+1 · · · z
′′
n
(2.97)
When a synthetic exponential matrix like Q ′′ in (2.97) or σQ ′′ in (2.98) has more than
one latent primary variables like x1 and x
′
1, it is important to examine the consistency
of x1 and x
′
1 with Q
′′ and Iz′′0 or
σQ ′′ and Iz′′0 in the order of their nesting levels as in
Definition 2.39. That is, the priority is always given to the latent primary variable with
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a lower nesting level. In this case x1 has priority over x
′
1 since the nesting level of x1
equals one whereas that of x′1 equals two.
In the case when the latent primary variable x1 is consistent with the synthetic expo-
nential matrix Q ′′ in (2.97) or σQ ′′ in (2.98) and is revived, the discussion on the canonical
reduction NQ′ of Q
′ in (2.83) or NσQ′ of
σQ ′ in (2.84) can be repeated almost verbatim here
for Q ′′ in (2.97) or σQ ′′ in (2.98). In particular, the conclusion is partly due to the fact
that the latent primary exponent of x1 equals that of x1 as per the interim exponential
matrix σS ′ in (2.93).
σQ ′′ :=
e1 · · · el−1
x′′2


E 0 Ω ′′1B
′′


...
x′′l
ζ ′l+3
0
A′2F
′′ A′2Ω
′′
3B
′′...
ζ ′n
x′1 u
′
2F
′′ u′2Ω
′′
3B
′′
x1 u′1F
′′ u′1Ω
′′
3B
′′
x′′1 0 n
′′
1
z′′1 · · · z
′′
l−1 z
′′
l · · · z
′′
m z
′′
m+1 · · · z
′′
n
(2.98)
In the case when the latent primary variable x1 is inconsistent with the synthetic
exponential matrix Q ′′ and Iz′′0 in (2.97) or
σQ ′′ and Iz′′0 in (2.98) and thus sustains its
latency, whereas x′1 is consistent with Q
′′ and Iz′′0 or
σQ ′′ and Iz′′0 and thus revived, a con-
clusion similar to Lemma 2.33 holds for the latent primary exponent α1 and exceptional
exponents γ ′′0 of the partial transform q(z
′′) under the synthetic monomial transformation
TQ′′ or TσQ′′ . That is, a difference in α1 corresponds to one in γ
′′
0 under Q
′′ in (2.97) or
σQ ′′ in (2.98), based on which we have the following conclusion.
Lemma 2.41. When the latent primary variable x1 is inconsistent with the synthetic
exponential matrix Q ′′ in (2.97) or σQ ′′ in (2.98) whereas x′1 is consistent and revived as
a primary variable t′′1, the singularity height associated with t
′′
1 strictly decreases from the
prior singularity height d′ in (2.62) and (2.74) at a regular reduced branch point.
Proof. When the exceptional support SuppIz′′0
(Q ′′) or SuppIz′′0
(σQ ′′) corresponds to the
latent primary exponent α1 = a1 as in (2.95), the conclusion follows from an argument
similar to Lemma 2.17 based on the Weierstrass form f0(ξ
′) in (2.75) and the invariance
of the latent primary exponents α′⋆ := (α1, α
′
1) under
σS ′ in (2.93) and after the ensuing
interim preliminary and Weierstrass reductions.
Let q(z′′) denote the partial transform of the apex form f(ξ′′,x′⋆) in (2.95) under TQ′′
or TσQ′′ . For ∀(αξ′′ ,α
′
⋆) ∈ Supp(f(ξ
′′,x′⋆)), let γ
′′((αξ′′ ,α
′
⋆)) denote the corresponding
exponent in Supp(q(z′′)). When Supp
Iz′′0
(Q ′′) or Supp
Iz′′0
(σQ ′′) corresponds to a latent
primary exponent α1 6= a1, the inconsistency of x1 with Q
′′ and Iz′′0 in (2.97) or
σQ ′′ and
Iz′′0 in (2.98) indicates that γ
′′(αξ′′ , a1, d
′) ≻0 0 for ∀(αξ′′ , a1, d
′) ∈ Supp(f(ξ′′,x′⋆)) in
(2.95) that corresponds to the apexes d′ ∈ Supp(f0(ξ
′)) in (2.75) and d′ ∈ Supp(f(x′))
in (2.62). It also indicates that for ∀(αξ′′ ,α
′
⋆) ∈ Supp(f(ξ
′′,x′⋆)) with α1 6= a1 and
α′1 ≥ d
′, which corresponds to (αξ′, α1) ∈ Supp(φ(ξ
′, x1)) in (2.74) with α
′
1 ≥ d
′ and
α′ ∈ Supp(φ(x′)) in (2.62) with α′1 ≥ d
′, the exceptional exponents γ ′′0 ((αξ′′ ,α
′
⋆)) 6=
γ ′′0 ((αξ′′ , a1, d
′)) for ∀(αξ′′ , a1, d
′) ∈ Supp(f(ξ′′,x′⋆)) in (2.95). Thus it suffices to further
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prove that γ ′′((αξ′′ ,α
′
⋆)) ≻0 γ
′′((αξ′′ , a1, d
′)), which readily follows from γ ′(α′) ≻0 γ
′(d′)
due to the inconsistency of x′1 with
σN ′ and Iz′0 in the case of α
′
1 > d
′ and that of x1 with
σQ ′ and Iz′0 in the case of α
′
1 = d
′. Here d′ ∈ Supp(f0(x
′)) and α′ ∈ Supp(φ(x′)) as in
(2.62) and γ ′ denote the exponents of the partial transform q(z′) of f(x′) under TσN′ as
in (2.67). Hence for ∀(αξ′′ ,α
′
⋆) ∈ SuppIz′′0
(Q ′′) or Supp
Iz′′0
(σQ ′′), we have α′1 < d
′.
σQ(ρ) :=
e1 · · · eκ−1
x
(ρ)
2


E 0 Ωρ


...
x
(ρ)
κ
x
(ρ−1)
1
0 w
x
(ρ−2)
1
Gρlρ
· · ·
G4l4
G3l3
u2
x
(ρ−3)
1 u3
x
(ρ−4)
1 u4
x
(ρ−5)
1 u5
...
...
x1 uρ
x
(ρ)
1 u0
z
(ρ)
1 · · · z
(ρ)
κ−1 z
(ρ)
κ z
(ρ)
κ+1 · · · z
(ρ)
n−3 z
(ρ)
n−2 z
(ρ)
n−1z
(ρ)
n
(2.99)
In the case of inconsistency of both the latent primary variables x1 and x
′
1 with Q
′′
and Iz′′0 in (2.97) or
σQ ′′ and Iz′′0 in (2.98) such that x1 and x
′
1 sustain their latency, the
synthetic exponential matrix Q ′′ or σQ ′′ has nesting degree g = 2 or g = 3. A canonical
reduction reduces Q ′′ to the scenario of σQ ′ with g = 2 in (2.87). Nevertheless the nesting
degree g = 3 of σQ ′′ in (2.98) is a strict increase from g = 2 of σQ ′ in (2.87). It is easy
to see that if the nesting degree continues to increase strictly in this way, it shall lead to
a scenario when there are no interim variables and the synthetic variables are composed
of latent primary variables and non-exceptional variables, as the exemplar form σQ(ρ) in
(2.99) shows in which case ρ+κ = n with the exceptional index set Iz(ρ) = {κ+ 1, . . . , n}.
In particular, suppose that the variables x
(ρ)
⋆ := (x1, x
′
1, . . . , x
(ρ−1)
1 , x
(ρ)
1 ) are the latent
primary variables. For 3 < j ≤ ρ, the submatrix Gj in (2.99) denotes the (j−1) by (j−1)
submatrix
[
Bj
uj
]
with Bj := [Gj−1lj−1 Gj−1]. And the submatrix G3 in (2.99) denotes the
2 by 2 submatrix
[
u2
u3
]
. Altogether we have the following nested non-degeneracies:
G0 ·
ρ∏
j=3
detGj 6= 0,
where the submatrix G0 denotes the ρ by ρ submatrix
[
B0
u0
]
with B0 := [Gρlρ Gρ].
For the latent primary variables x
(ρ)
⋆ as in (2.99), we examine their consistency with
σQ(ρ) and Iz(ρ) in the order of their nesting levels. And the priority is given to the latent
primary variables with lower nesting levels. The exemplar form σQ(ρ) in (2.99) shows that
one of the latent primary variables in x
(ρ)
⋆ can be revived through a canonical reduction.
Similar to Lemma 2.41, we can prove that the strictly decreasing process of the singularity
height associated with the revived primary variable continues.
Although all the above discussions are based on the assumptions that |Iz′′0 | = n−m ≤
|Iz′0 | = n − l and |Iz′0 | = n − l ≤ |Iz0 | = n − k, i.e., the codimensions of the exceptional
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index sets are increasing as k ≤ l ≤ m, it is easy to see that the discussions for the
cases of k > l and l > m make no essential difference. And in these cases the singularity
heights strictly decrease ultimately as well.
2.6 Resolution of heterogeneous and generic singularities
In the generic case when the irregular and inconsistent singularities are intermingled, there
arises neither essential difference nor added complication in the resolution algorithm.
In the case when an irregular singularities is ensued by an inconsistent one, the latent
gradations for both resolutions of singularities should be implemented together before the
invocation of Weierstrass preparation theorem. More specifically, let fz1(x
′) be the apex
form in (2.38) whose latent reducible function f(x′) bears the Weierstrass form in (2.40)
and whose primary and latent variables are x′2 and z1 respectively. Now suppose that the
primary variable x′2 is inconsistent with the exponential matrix M
′ and exceptional index
set Iy′0 in (2.42) whose canonical reduction
σN ′ resembles the form of σN in (2.55). Let TσN′
denote the reduced monomial transformation associated with σN ′ and qz1(z
′) the partial
transform of the apex form fz1(x
′) in (2.38) under TσN′ . Also let α˜
′
2 denote the latent
primary component associated with the latent primary variable x′2. Similar to (2.59), a
latent gradation of the partial transform qz1(z
′) can be implemented by α˜′2 being zero or
not. This is followed by a localization and non-degenerate linear modification leading to
the following apex form fz1(x
′′) and its gradation similar to (2.62):
fz1(x
′′) = fz1,0(x
′′) + φz1(x
′′), (2.100)
where the latent primary component α˜′2 as in Definition 2.34 of the exceptional exponents
of the latent reducible function fz1,0(x
′′) satisfies α˜′2 = 0 whereas none of those of the
latent remainder function φz1(x
′′) equal zero. The reduced exponential matrix σN ′ can
be decomposed as σN ′ = σS ′ · σT ′ similar to that in (2.69). Under TσS ′ and the subsequent
interim preliminary and Weierstrass reductions, the apex form fz1(x
′′) in (2.100) is trans-
formed and then reduced to an interim transform fz1(ξ
′′, x′2) as in Definition 2.36 that is
similar to (2.74):
fz1(ξ
′′, x′2) = x
′
2
a′2ζ ′
a
′·σS ′
I
ζ′ · fz1,0(ξ
′′) + φz1(ξ
′′, x′2) (2.101)
with ξ′′ := (x′′∗, ζ
′) and a′ := (a′2, . . . , a
′
n) being the vertex associated with the reduced
exponential matrix σN ′. Subsequently a latent gradation of the latent and interim re-
ducible functions fz1,0(x
′′) in (2.100) and fz1,0(ξ
′′) in (2.101) by the latent variable z1 can
be implemented in a way similar to that in (2.38):
fz1,0(x
′′) = zm
′
1 f(x
′′) + ψz1(x
′′);
fz1,0(ξ
′′) = zm
′
1 f(ξ
′′) + ψz1(ξ
′′)
(2.102)
such that no coefficients in the latent remainder functions ψz1(x
′′) and ψz1(ξ
′′) contain
a term with the monomial factor zm
′
1 . Here two functions with different variables are
deemed as being different albeit they might share the same name. The latent and interim
reducible functions f(x′′) and f(ξ′′) in (2.102) bear an apex form resembling the latent
and interim reducible functions f(x′) in (2.39) and f0(ξ
′) in (2.75) respectively such
that Weierstrass preparation theorem and completion of perfect power can be invoked on
f(x′′) and f(ξ′′) in (2.102) in the same way as in (2.40) and (2.75).
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In Lemma 2.32 when the primary variable x′2 is inconsistent with the reduced expo-
nential matrix N ′ and exceptional index set Iz′0 , that is, when the consistency assumption
does not hold, the primary variable x′2 becomes latent and the singularity height might
have a temporary increase. In this case we invoke the above procedure of simultaneous
latent gradations as well as the procedure of resolution of inconsistent singularities in
Section 2.5. After the latent primary variable x′2 is revived eventually, the singularity
height is reduced to zero and we can show that the residue order of the latent variable
z1 strictly decreases from the singularity height d of the Weierstrass polynomial w(x) in
(2.3) after z1 is revived.
When an inconsistent singularities is ensued by an irregular one immediately, the
irregular one can be ignored. In fact, in this case the inconsistent one already renders the
primary variable latent and hence after the subsequent localization the singularity height
might have a temporary increase anyway. Thus the new primary variable is determined
instead by a linear modification as per the order of the localized proper transform in the
latent preliminary reduction.
Finally, we would like to point out that the resolution of irregular singularities in
Section 2.4 can be amalgamated with that for inconsistent singularities in Section 2.5 to
form a uniform algorithm for inconsistent singularities. In fact, the linear modification
Lx′∗ in (2.36) can be augmented to entail the trivial transformation x
′
1 = z1. As a result,
the (n − 1) by (n − 1) reduced exponential matrix N ′ in (2.43) is augmented into an n
by n reduced exponential matrix σN ′ bearing the same form as in (2.67) except that the
column vector l′ = 0 and (n− l)-dimensional row vector n′1 = e1 = (1, . . . , 0) in this case.
In this way it is obvious that the latent variable z1 becomes a latent primary variable x
′
1
that is inconsistent with σN ′ and exceptional index set Iz′0 . Nevertheless it is unnecessary
to invoke the method of synthetic exponential matrices as in Section 2.5 in this case since
the reduced exponential matrices after augmentations act on the exponents of the latent
primary variables directly.
The resolution algorithm for the generic case of ideals can be reduced to the hyper-
surface case directly. More specifically, suppose that an ideal I is generated by functions
{f1(x), . . . , fm(x)}. In this case we can study the hypersurface generated by the prod-
uct f(x) := f1(x) · · ·fm(x), which amounts to applying the resolution algorithm for the
hypersurface case to each generator fj(x) of I for 1 ≤ j ≤ m simultaneously. This naive
approach to the resolution algorithm is based on the fact that the Newton polyhedron can
“automatically” choose the appropriate resolution center in each resolution step, which
is vindicated by the conclusions in [19].
3 A finite partition of unity in a neighborhood
of a singular point
By default we regard the origin as the singular point of a function f(x) under investiga-
tion. A couple of conclusions in this section are either well known in toric geometry or
obtained already in [19]. They are presented here either for completeness or with a few
improvements. Let us start with the following well known result whose proof is omitted.
Lemma 3.1. Let ΠNP denote the normal vector set of a Newton polyhedron NP as in
Definition 2.1. Then NP =
⋂
v∈ΠNP
U(v) with the upper half space U(v) associated with
v being defined as U(v) := {α ∈ Rn : 〈v,β〉 ≤ 〈v,α〉 for ∀β ∈ Facet(v)}, which is
equivalent to the convex hull definition of Newton polyhedron in Definition 2.1.
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Lemma 3.2. For ∀w ∈ Rn≥0 \ {0}, let Face(w) := F be a face of a Newton polyhedron
NP associated with w as in (2.1). Then the following basic conclusions hold for Face(w).
(a) For a finite vector set V ⊆ Rn≥0 \ {0}, if w ∈ C
◦(V ) and
⋂
v∈V Face(v) 6= ∅, then
Face(w) =
⋂
v∈V Face(v); (b) The generator set GVF of the facial cone VF as in Defini-
tion 2.2 is minimal, i.e., v /∈ C(GVF \ {v}) for ∀v ∈ GVF. Moreover, VF ∩ ΠNP = GVF;
(c) There exists a vertex a of NP such that a ∈ Face(w) and w ∈ Va; (d) Face(w) =⋂
v∈GV
F
Facet(v); (e) The facial cone VF satisfies V
◦
F
= {w ∈ Rn≥0 \ {0} : Face(w) = F};
(f) Let F1 and F2 be two faces of NP. Then F1 ⊆ F2 if and only if VF1 ⊇ VF2; (g) Let
F1 and F2 be two faces of NP. Then V
◦
F1
∩ V◦
F2
6= ∅ if and only if F1 = F2 if and only if
VF1 = VF2 ; (h) Let F = Face(w) as above and w
′ ∈ Rn≥0 \ {0}. Then w
′ ∈ VF if and only
if F ⊆ Face(w′).
Proof. (a) For ∀x ∈
⋂
v∈V Face(v) 6= ∅ and ∀y ∈ NP, we have 〈v,x〉 ≤ 〈v,y〉 for ∀v ∈
V as per (2.1). Hence 〈w,x〉 ≤ 〈w,y〉. Thus x ∈ Face(w) and
⋂
v∈V Face(v) ⊆ Face(w).
Conversely, for ∀y ∈ NP \
⋂
v∈V Face(v), evidently ∃u ∈ V such that y /∈ Face(u).
That is, for ∀x ∈
⋂
v∈V Face(v) 6= ∅, we have 〈u,x〉 < 〈u,y〉 as per (2.1). Hence
〈w,x〉 < 〈w,y〉 and y /∈ Face(w). Thus Face(w) ⊆
⋂
v∈V Face(v).
(b) For ∀v ∈ GVF, if v ∈ C(GVF \ {v}), then there exists a generator subset V ⊆
GVF \ {v} with |V | > 1 such that v ∈ C
◦(V ). As per (a), Facet(v) =
⋂
u∈V Facet(u) since
F ⊆
⋂
u∈V Facet(u) 6= ∅. This contradicts the dimension of Facet(v).
Now let us prove that VF ∩ΠNP = GVF . For ∀x ∈ F, ∀y ∈ NP, we have 〈v,x〉 ≤ 〈v,y〉
for ∀v ∈ GVF as per (2.1) since F ⊆ Facet(v). Hence 〈w,x〉 ≤ 〈w,y〉 for ∀w ∈ C(GVF) ∩
ΠNP and thus F ⊆ Facet(w), from which we deduce that w ∈ GVF as per Definition 2.2.
This shows that VF ∩ ΠNP ⊆ GVF since VF = C(GVF). The other direction is evident.
(c) The conclusion ∃ a ∈ F is evident when F is a vertex of NP. Suppose dim(F) > 0
henceforth. Let H(v) denote the hyperplane with a normal vector v ∈ Rn≥0 \ {0} such
that Face(v) ⊆ H(v). Let us also denote P := (
⋂
v∈GVF
H(v)) ∩ H(w). It follows from
(2.1) and Lemma 3.1 that
F = NP ∩ H(w) =
⋂
v∈GV
F
(U(v) ∩ H(w)) ∩
⋂
v∈ΠNP\GVF
U(v) = P ∩
⋂
v∈ΠNP\GVF
U(v).
Hence ∃u ∈ ΠNP \ GVF such that F ∩ Facet(u) 6= ∅ since P \ R
n
≥0 6= ∅. Let v ∈ C
◦(u,w).
Then Face(v) = Face(w)∩Facet(u) as per (a) and dim(Face(v)) < dim(F) since u /∈ GVF .
A decreasing induction on the dimensions of the intersecting faces such as Face(v) leads
to the conclusion that there exists a vertex a ∈ NP such that a ∈ Face(w).
Now we are ready to prove that a ∈ Face(w) yieldsw ∈ Va. Without loss of generality,
suppose that rank(GVa) = n = |GVa| and w =
∑
u∈GVa
λuu. If ∃V ⊆ GVa such that
λu < 0 for ∀u ∈ V , then it is evident that GVa \ V 6= ∅. For ∀β ∈ (
⋂
u∈GVa\V
Facet(u)) \
(
⋃
u∈V Facet(u)) 6= ∅, it follows that
〈w, a〉 =
∑
u∈GVa\V
λu〈u, a〉+
∑
u∈V
λu〈u, a〉 >
∑
u∈GVa\V
λu〈u,β〉+
∑
u∈V
λu〈u,β〉 = 〈w,β〉
since for ∀u ∈ V , we have 〈u, a〉 < 〈u,β〉 as per (2.1) and λu < 0. This contradicts
a ∈ Face(w) as per (2.1).
(d) First of all, it is obvious that F ⊆
⋂
v∈GVF
Facet(v) as per Definition 2.2. According
to (c), there exists a vertex a ∈ Face(w) such that w ∈ Va. Hence ∃V ⊆ GVa such that
w ∈ C◦(V ). As per (a), we have F = Face(w) =
⋂
v∈V Facet(v). This shows that V ⊆ GVF
and thus
⋂
v∈GV
F
Facet(v) ⊆ F.
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(e) The conclusion is evident when F is a facet of NP since GVF comprises a unique
normal vector in this case. When F is not a facet of NP, let us denote UF := {u ∈
Rn≥0\{0} : Face(u) = F}. It readily follows from (a) and (d) that V
◦
F
⊆ UF. Conversely for
∀u ∈ UF, the proof of (d) indicates that ∃V ⊆ GVF with |V | > 1 such that u ∈ C
◦(V ) and
F =
⋂
v∈V Facet(v). Further, F =
⋂
v∈GV
F
Facet(v) as per (d). Hence rank(V ) = rank(GVF)
and thus u ∈ C◦(GVF) = V
◦
F
.
(f) By Definition 2.2, it is easy to see that F1 ⊆ F2 indicates GVF1 ⊇ GVF2 and hence
VF1 ⊇ VF2 . The converse readily follows from VF ∩ΠNP = GVF in (b) and (d).
(g) Suppose v ∈ V◦
F1
∩ V◦
F2
. It follows from (e) that Face(v) = F1 = F2. The other
conclusions readily follow from (f) and (e).
(h) Suppose thatw′ ∈ VF. Then ∃W ⊆ GVF such thatw
′ ∈ C◦(W ). Hence Face(w′) =⋂
v∈W⊆GV
F
Facet(v) according to (a) and thus F ⊆ Face(w′) as per (d). Conversely, it
follows from F ⊆ Face(w′) := F′ that VF ⊇ VF′ as per (f). Moreover, w
′ ∈ V◦
F′
as per (e).
Hence w′ ∈ VF.
Definition 3.3. (ΩNP; Ω
⋆
NP
; FVa; GFVa ; ambient cone R
n
≥0 \ {0}; ∂R
n
≥0)
The sets of all the vertex cones and refined vertex cones of a Newton polyhedron NP as
in Definition 2.2 and Definition 2.5 are denoted as ΩNP and Ω
⋆
NP
respectively. A facet of
a vertex cone Va is denoted as FVa whose generator set is denoted as GFVa := GVa ∩ FVa.
With {e1, . . . , en} denoting the standard basis of R
n, the ambient cone of NP refers to
Rn≥0 \ {0} = C(e1, . . . , en) whose boundary is denoted as ∂R
n
≥0.
Lemma 3.4. The following hold for a Newton polyhedron NP. (a) The set of vertex
cones ΩNP constitutes the ambient cone R
n
≥0 \ {0} =
⋃
Va∈ΩNP
Va such that R
n
≥0 \ {0} is
a polyhedral fan as in Definition 2.3; (b) The set of refined vertex cones Ω⋆
NP
constitutes
the ambient cone Rn≥0 \ {0} =
⋃
Va∈Ω⋆NP
Va such that R
n
≥0 \ {0} is a simplicial fan as in
Definition 2.3.
Proof. (a) For ∀w ∈ Rn≥0 \ {0}, there exists a vertex a ∈ Face(w) such that w ∈ Va
as per Lemma 3.2 (c). Hence Rn≥0 \ {0} ⊆
⋃
Va∈ΩNP
Va.
Now let Va,Vb ∈ ΩNP with Va∩Vb 6= ∅ and the two vertices a 6= b. For ∀w ∈ Va∩Vb,
Lemma 3.2 (h) and then (f) indicate that the facial cone VF ⊆ Va ∩ Vb with F denoting
Face(w). As per VF ∩ ΠNP = GVF in Lemma 3.2 (b), we have GVF ⊆ GVa ∩ GVb . Now
consider the normal vector set Gab :=
⋃
w∈Va∩Vb
{GVF : F = Face(w)} ⊆ GVa ∩ GVb. It
follows from Lemma 3.2 (g) that C(Gab) ∩ (V
◦
a
∪ V◦b ) = ∅. In fact, if w ∈ C(Gab) ∩ V
◦
a
,
then Lemma 3.2 (a) or (e) indicates that F := Face(w) = a and hence Va = VF ⊆ Va∩Vb
as above. Thus Va ⊆ Vb and by Lemma 3.2 (g), we have a = b which constitutes a
contradiction. Similarly C(Gab)∩V
◦
b = ∅. Hence C(Gab) is a common facet or face of both
Va and Vb since Gab ⊆ GVa ∩ GVb . Moreover, for ∀w ∈ Va ∩ Vb, it readily follows from
Lemma 3.2 (e) that w ∈ V◦
F
with F = Face(w). Since GVF ⊆ Gab, we have w ∈ C(Gab).
Thus (Va ∩ Vb) ⊆ C(Gab) and hence (Va ∩Vb) = C(Gab). This shows that ΩNP constitutes
a polyhedral fan.
(b) The proof is evident based on (a).
Definition 3.5. (Dual vector of FVa; exterior product u1 ∧ · · · ∧un−1; adjoint variables
yVa; adjoint vector v
∗
j0 and adjoint variable yj0 of FVa with respect to M ; adjoint facet;
‖t‖max; ‖t‖min)
For a facet FVa of Va, if GVa \ FVa = {vj0} with 1 ≤ j0 ≤ n, then the vector vj0 is
called the dual vector of FVa.
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The exterior product of n−1 vectors {u1, . . . ,un−1} with ul ∈ N
n \{0} for 1 ≤ l < n
is a multilinear and antisymmetric map from (Nn)n−1 to Nn defined in almost the same
fashion as the algebraic cofactor elements of un in the matrix [u1 · · · un−1 un], i.e.,
u1 ∧ · · · ∧ un−1 := (− detP(1), . . . , (−1)
n detP(n)),
where the n by (n−1) matrix P := [u1 · · · un−1] has column vectors {u1, . . . ,un−1} and
the matrix P(l) for 1 ≤ l ≤ n denotes the (n− 1) by (n− 1) submatrix of P obtained by
deleting the l-th row of P.
Let M = [v1 · · · vn] be an exponential matrix associated with a refined vertex cone
Va as in Definition 2.5 such that detM = 1. Let x = TM(y) := y
M be the monomial
transformation associated with M. To discriminate the variables among different vertex
cones, we also write the variables y as yVa if M is associated with a refined vertex cone
Va and call them the adjoint variables of the vertex cone Va with respect to M. If we
denote the adjoint matrix of M as M∗ := t[v∗1 · · · v
∗
n] such that 〈v
∗
l , vl〉 = detM = 1 for
1 ≤ l ≤ n, then v∗j0 is defined as the adjoint vector of FVa with respect to M. Moreover,
the variable yj0 satisfying yj0 = x
v∗j0 with x ∈ (F∗)n is referred to as the adjoint variable
of v∗j0 or FVa with respect to M. Reciprocally FVa is called the adjoint facet of yj0.
For a set of variables t = (t1, . . . , tℓ), its norm ‖t‖max := max{|tj | : 1 ≤ j ≤ ℓ}.
Further, we have a notation ‖t‖min := min{|tj| : 1 ≤ j ≤ ℓ}.
Lemma 3.6. Suppose that Va and Vb are two refined vertex cones of a Newton polyhedron
NP sharing a common facet Va ∩ Vb = FVa = FVb. Suppose also that Ma := [v1 · · · vn]
and Mb := [v1 · · · vn] are the exponential matrices associated with Va and Vb satisfying
detMa = detMb = 1 and whose associated monomial transformations are x = TMa(y) =
yMa and x = TMb(y) = y
Mb respectively. Let vj0 and vk0 be the dual vectors of FVa and
FVb whose adjoint variables with respect to Ma and Mb are yj0 and yk0 respectively. Then
we have v∗j0 = −v
∗
k0
and hence yj0 = y
−1
k0
.
Proof. Evidently vk0 =
∑n
l=1 λlvl such that λj0 < 0 since vj0 and vk0 are dual vectors
of FVa = FVb respectively. Further, 1 = detMb = 〈v
∗
k0
, vk0〉 = λj0〈v
∗
k0
, vj0〉 since GFVa =
GFVb . Hence 〈v
∗
k0 , vj0〉 < 0. Therefore from 〈v
∗
j0, vj0〉 = detMa = 1 > 0 and GFVa = GFVb ,
it readily follows that v∗j0 = −v
∗
k0 . Thus yj0 = x
v∗j0 = x−v
∗
k0 = y−1k0 .
Please note that the above requirement on detMa = detMb = 1 does not incur a
global orientation problem for the refined vertex cones in Ω⋆
NP
since the orders of the
column vectors in Ma and Mb are independent of each other.
Definition 3.7. (Set of facets δΩ⋆
NP
and interior facets F⋆; conjugate variables; interior
variable; simplex; simplicial complex; section ΓΩ⋆
NP
and its boundary ∂ΓΩ⋆
NP
and face;
interior complex Γ◦Ω⋆
NP
; number of j-dimensional faces bj(Γ); Euler characteristic χ(Γ);
adjoint sector ∆Va ; exterior condition)
For a Newton polyhedron NP, the set of all the facets of the refined vertex cones in
Ω⋆
NP
is denoted as δΩ⋆
NP
. In particular, its subset F⋆ := {F ∈ δΩ⋆
NP
: F \ ∂Rn≥0 6= ∅} is
called the set of interior facets of Ω⋆
NP
.
The two adjoint variables of a common facet of two refined vertex cones such as yj0
and yk0 in Lemma 3.6 are called a pair of conjugate variables associated with the common
interior facet with respect to Ma and Mb. For simplicity both of them are also called the
interior variables.
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Recall that for n > 1, an (n−1)-dimensional simplex refers to an (n−1)-dimensional
polyhedron with n vertices. An (n − 1)-dimensional simplicial complex is a finite union
of simplexes that only intersect at common facets or faces.
The section of Ω⋆
NP
is defined as the simplicial complex ΓΩ⋆
NP
:=
⋃
Va∈Ω⋆NP
ΓVa as per
Lemma 3.4 (b) with the simplex ΓVa denoting the section of a refined vertex cone Va as
in Definition 2.3. For an n-dimensional Newton polyhedron NP, the boundary of ΓΩ⋆
NP
is an (n − 2)-dimensional simplicial complex denoted as ∂ΓΩ⋆
NP
and comprising the j-
dimensional simplexes of ΓΩ⋆
NP
for 0 ≤ j < n − 1 that are contained in the boundary of
the ambient cone ∂Rn≥0 as in Definition 3.3. Moreover, a face of ΓVa is also referred to
as a face of ΓΩ⋆
NP
for ∀Va ∈ Ω
⋆
NP
henceforth. The interior complex Γ◦Ω⋆
NP
is defined as the
(n− 1)-dimensional simplicial complex ΓΩ⋆
NP
\ ∂ΓΩ⋆
NP
.
For an m-dimensional simplicial complex Γ, the number of its j-dimensional faces is
denoted as bj(Γ) for 0 ≤ j ≤ m. Its Euler characteristic number is denoted as χ(Γ) =∑m
j=0(−1)
jbj(Γ).
The sector ∆Va := {x ∈ (F
∗)n : ‖yVa‖max ≤ 1} is called the adjoint sector associated
with a refined vertex cone Va with yVa being the adjoint variables of Va as in Definition
3.5.
If y is an interior variable, the condition |y| > 1 is called the exterior condition
imposed on y.
Evidently for an n-dimensional Newton polyhedron NP, the number of interior facets
|F⋆| = bn−2(Γ
◦
Ω⋆
NP
), which is the number of (n − 2)-dimensional facets of the interior
complex Γ◦Ω⋆
NP
. The number of interior variables equals 2|F⋆| due to the conjugation as
per Lemma 3.6.
Lemma 3.8. Let ∆0 denote the set {x ∈ (F
∗)n : ‖x‖max ≤ 1}. For every Newton poly-
hedron NP, the following identity holds.
∆0 =
⋃
Va∈Ω⋆NP
∆Va (3.1)
with ∆Va being the adjoint sector associated with Va as in Definition 3.7 and Ω
⋆
NP
the set
of refined vertex cones as in Definition 3.3.
Proof. For ∀Va ∈ Ω
⋆
NP
, the inclusion ∆Va ⊆ ∆0 readily follows from the monomial trans-
formation x = yMVa with M being the exponential matrix associated with Va. Conversely
let us prove that ∆0 ⊆
⋃
Va∈Ω⋆NP
∆Va .
Consider an interior facet FVa ∈ F
⋆ with GFVa = {v1, . . . , vn−1} and x = y
M
Va with
M = [v1 · · · vn] satisfying detM = 1. The adjoint vector of FVa with respect to M equals
v∗n = (−1)
nv1 ∧ · · · ∧ vn−1 (3.2)
and the corresponding adjoint variable yn satisfies yn = x
v∗n. When n ≥ 3, the adjoint
vectors of F⋆ such as v∗n in (3.2) are not mutually independent. In fact, consider an
(n − 3)-dimensional face of the interior complex Γ◦Ω⋆
NP
that is the intersection of at least
three (n − 2)-dimensional facets of Γ◦Ω⋆
NP
and corresponds to the intersection of cones as
C(v1, . . . , vn−2) =
⋂3
k=1 C(v1, . . . , vn−2, vn−1,k). Here we abuse the notations in (3.2) for
v∗n a bit and consider three adjoint vectors
v∗n,k = (−1)
δk(v1 ∧ · · · ∧ vn−2) ∧ vn−1,k (3.3)
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with δk ∈ Z/2Z whose value is determined by the adjoint vector v
∗
n,k for 1 ≤ k ≤ 3.
Suppose that we have an expansion
v1 =
3∑
k=1
λkvn−1,k +
n−2∑
l=2
λ¯lvl (3.4)
with λk, λ¯l ∈ Q
∗. Then we have an identity as follows based on (3.4):
3∑
k=1
(−1)δkλkv
∗
n,k =
3∑
k=1
λk(v1 ∧ · · · ∧ vn−2) ∧ vn−1,k
= (v1 ∧ · · · ∧ vn−2) ∧ v1 = 0.
(3.5)
Let yk be the adjoint variable corresponding to the adjoint vector v
∗
n,k as yk = x
v∗
n,k . We
choose between yk and its conjugate variable yk such that (−1)
δkλk = |λk| > 0 in (3.5)
since δk is determined by v
∗
n,k as in (3.3). In this way (3.5) amounts to a constraint for
the exterior condition imposed on the interior variables as follows.
3∏
k=1
z
|λk |
k = 1 (3.6)
with zk = yk or yk as above. That is, the exterior condition as in Definition 3.7 can be
imposed on at most two variables among {z1, z2, z3} in (3.6). It is easy to see that each
(n−3)-dimensional face of the interior complex Γ◦Ω⋆
NP
corresponds to a constraint identity
like (3.6) and altogether there are bn−3(Γ
◦
Ω⋆
NP
) such constraints for the number of interior
variables upon which the exterior condition can be imposed.
Nonetheless when n ≥ 4, neither are these constraint identities like (3.6) mutually
independent. In fact, each (n − 4)-dimensional face of the interior complex Γ◦Ω⋆
NP
is the
intersection of at least four (n − 3)-dimensional faces of Γ◦Ω⋆
NP
. More specifically, sup-
pose that the intersection corresponds to the intersection of cones as C(v1, . . . , vn−3) =⋂4
j=1 C(v1, . . . , vn−3, vn−2,j). In this case we have four linear expansions resembling (3.4):
v1 =
3∑
k=1
λk,jvn−1,k,j +
n−3∑
l=2
λ¯l,jvl + λ¯n−2,jvn−2,j .
for 1 ≤ j ≤ 4. Accordingly we have four constraint identities resembling (3.5):
3∑
k=1
(−1)δk,jλk,jv
∗
n,k,j =
3∑
k=1
λk,j(v1 ∧ · · · ∧ vn−3 ∧ vn−2,j) ∧ vn−1,k,j
= (v1 ∧ · · · ∧ vn−3 ∧ vn−2,j) ∧ v1 = 0
(3.7)
for 1 ≤ j ≤ 4 with δk,j being defined in the same way as δk in (3.3). Consequently there
are four constraint identities on the interior variables resembling (3.6):
3∏
k=1
z
|λk,j |
k,j = 1 (3.8)
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for 1 ≤ j ≤ 4. Suppose that we have an expansion v1 =
∑4
j=1 µjvn−2,j +
∑n−3
l=2 µ¯lvl
with µj , µ¯l ∈ Q
∗, from which we can easily deduce a dependency identity among the four
constraint identities in (3.7) for 1 ≤ j ≤ 4, that is,
4∑
j=1
3∑
k=1
(−1)δk,jµjλk,jv
∗
n,k,j =
4∑
j=1
µj(v1 ∧ · · · ∧ vn−3 ∧ vn−2,j) ∧ v1
= (v1 ∧ · · · ∧ vn−3) ∧ v1 ∧ v1 = 0.
(3.9)
Accordingly the dependency identity among the four constraint identities in (3.8) is as
follows.
4∏
j=1
( 3∏
k=1
z
|λk,j |
k,j
)µj
= 1. (3.10)
Please note that we do not require that µj be positive for 1 ≤ j ≤ 4 in (3.10). Altogether
there are bn−4(Γ
◦
Ω⋆
NP
) such dependency identities as (3.10) among those constraint iden-
tities like (3.8). Furthermore, neither are the dependency identities like (3.10) mutually
independent and we can proceed inductively in this way until we reach the dependency
identities corresponding to vertices, i.e., the 0-dimensional faces of the interior complex
Γ◦Ω⋆
NP
. There are altogether b0(Γ
◦
Ω⋆
NP
) such dependency identities corresponding to the
vertices of Γ◦Ω⋆
NP
.
In summary, for ∀x ∈ (F∗)n, the number of independent constraints for the number
of exterior conditions that can be imposed on the interior variables equals
C
◦ :=
n∑
j=3
(−1)j−1bn−j(Γ
◦
Ω⋆
NP
). (3.11)
Now we can prove ∆0 ⊆
⋃
Va∈Ω⋆NP
∆Va by contradiction. Suppose that x ∈ ∆0 but
x /∈ ∆Va for ∀Va ∈ Ω
⋆
NP
. Then for ∀Va ∈ Ω
⋆
NP
, its adjoint variables yVa = (y1, . . . , yn)
have at least one component yj satisfying the exterior condition |yj| > 1 with 1 ≤ j ≤ n.
Moreover, yj has to be an interior variable of an interior facet of Va. In fact, suppose
that F is not an interior facet such that F ∈ δΩ⋆
NP
\ F⋆. If F ⊆ C(e1, . . . , en−1), then
its adjoint vector v∗F = en and hence its adjoint variable yF = x
v∗
F = xn. Thus x ∈ ∆0
indicates that |yF | = |xn| ≤ 1 and the same holds for every adjoint variable of the facets
contained in δΩ⋆
NP
\ F⋆. Hence altogether x /∈ ∆Va for ∀Va ∈ Ω
⋆
NP
imposes bn−1(Γ
◦
Ω⋆
NP
)
exterior conditions on the interior variables since there are bn−1(ΓΩ⋆
NP
) vertex cones in Ω⋆
NP
.
There are 2bn−2(Γ
◦
Ω⋆
NP
) interior variables on which bn−2(Γ
◦
Ω⋆
NP
) exterior conditions can be
imposed due to the conjugation as per Lemma 3.6. Taking into account the number of
constraints in (3.11), we can impose at most bn−2(Γ
◦
Ω⋆
NP
)− C ◦ exterior conditions on the
interior variables. Thus the number of exterior conditions imposed minus the number
that can be imposed equals:
bn−1(Γ
◦
Ω⋆
NP
)−
(
bn−2(Γ
◦
Ω⋆
NP
)− C ◦
)
=
n∑
j=1
(−1)j−1bn−j(Γ
◦
Ω⋆
NP
) := D◦. (3.12)
Finally, the boundary ∂ΓΩ⋆
NP
is an (n−2)-dimensional simplicial complex as per Lemma
3.4 (b). It is easy to calculate its Euler characteristic as:
χ(∂ΓΩ⋆
NP
) =
n−2∑
j=0
(−1)jbj(∂ΓΩ⋆
NP
) = 1 + (−1)n. (3.13)
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Thus based on (3.13) and (3.12) we have
1 = χ(ΓΩ⋆
NP
) = χ(∂ΓΩ⋆
NP
) +
n−1∑
j=0
(−1)jbj(Γ
◦
Ω⋆
NP
) = 1 + (−1)n + (−1)n−1D◦,
from which we can deduce that D◦ = 1 > 0. This constitutes a contradiction.
Corollary 3.9. For a Newton polyhedron NP, let ε ∈ (0, 1) be an adjustable parameter
and dj := max
{∑
v∈GVa
〈v, ej〉 : Va ∈ Ω
⋆
NP
}
> 0 for 1 ≤ j ≤ n. Let us define ∆ε := {x ∈
(F∗)n : |xj| ≤ ε
dj , 1 ≤ j ≤ n} and ∆εVa := ∆Va \∆
−
Va
with the adjoint sector ∆Va being as
in Definition 3.7 and ∆−Va := {x ∈ (F
∗)n : ‖yVa‖min > ε}. Then we have:
∆ε ⊆
⋃
Va∈Ω⋆NP
∆εVa . (3.14)
Proof. According to (3.1), it suffices to show that (∆ε ∩ ∆Va) ⊆ ∆
ε
Va for ∀Va ∈ Ω
⋆
NP
,
which amounts to showing that (∆−Va ∩ ∆Va) ⊆ ∆Va \∆ε. This readily follows from the
monomial transformation x = yMVa with M being the exponential matrix associated with
the refined vertex cone Va ∈ Ω
⋆
NP
.
According to (3.14), it is easy to construct a finite partition of unity∑
Va∈Ω⋆NP
ψVa(yVa) = 1 (3.15)
in a neighborhood of ∆ε. The smooth functions ψVa := ϕVa
/(∑
Va∈Ω⋆NP
ϕVa
)
and ϕVa
is supported in a neighborhood of the compact set ∆
ε
Va . Here ∆ε and ∆
ε
Va denote the
closures of the sets ∆ε and ∆
ε
Va in (3.14) respectively.
It is easy to see that every singular point has a dominant neighborhood as in Definition
2.19. As a result, if ∆ε is a dominant neighborhood of the origin 0, then according to
the partition of unity in (3.15), it suffices to consider the intersection EIy0 (M) ∩ ∆
ε
Va of
the exceptional branch EIy0 (M) as in Definition 2.8 and compact set ∆
ε
Va for ∀Iy0 and
∀Va ∈ Ω
⋆
NP
. Therefore we only need to consider branch points r = (r∗, 0) satisfying
‖r∗‖max ≤ 1 due to the definition of the adjoint sector ∆Va in Definition 3.7. Every
such branch point r has a neighborhood U(r) whose image z˜(U(r)) under the map
z˜(y˜) defined as in Lemma 2.15 (c) constitutes a dominant neighborhood of each reduced
branch point s = (s∗, 0) of r. The compactness of ∆
ε
Va indicates that a finite number of
such neighborhoods U(r) can cover all the exceptional branches EIy0 (M), from which a
finite partition of unity can be constructed. In each of such dominant neighborhoods as
z˜(U(r)) of a reduced branch point s = (s∗, 0), we repeat the finite partition of unity as in
(3.15) based on the Newton polyhedron NP(w(x′)) of the Weierstrass polynomial w(x′)
as above (2.27), which is followed by a further step of partial resolution of singularities
based on the reduced monomial transformation TN′ in (2.28).
In the case of irregular singularities with a latent variable being implemented, a par-
tition of unity like (3.15) in the lower dimensional space without the latent variable can
be constructed based on the pertinent Newton polyhedron. After the revived localization
of the latent variable, the partition of unity in the higher dimensional space involving the
latent variable continues. We proceed in this way along with the resolution algorithm
such that a finite partition of unity can be constructed in a neighborhood of the origin 0.
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In the case of inconsistent singularities, the finite partition of unity has no essential
difference from that in the consistency case. More specifically, suppose that the primary
variable x1 is inconsistent with the exponential matrix M and exceptional index set Iy0
such that a permutation and relabeling of the row vectors of M and their corresponding
variables x lead to the reduced exponential matrix σN in (2.55) instead of N in (2.11).
Nonetheless it is evident that the permutation and relabeling as above have no impact
on the identities (2.25) and (2.26) and thus the conclusions of Lemma 2.15 still hold in
this case. As a result, the above discussion on the dominant neighborhood like z˜(U(r))
of a reduced branch point (s∗, 0) still applies here for the inconsistency case.
4 An example on analytic surfaces
With F = C, n = 3 and x = (x1, x2, x3), let us consider a surface that is defined by an
analytic function f(x) = 0 represented in a Weierstrass form like (2.3) as follows.
f(x) =
[
xd1 +
d∑
j=2
cj(x2, x3)x
d−j
1
]
(c+ r(x)) := w(x)(c+ r(x)) (4.1)
with singularity height d and primary variable x1. As per a refined vertex cone Va =
C(v1, v2, v3) of the Newton polyhedron NP(w(x)) of the Weierstrass polynomial w(x) in
(4.1), the monomial transformation x = TM(y) = y
M associated with the exponential
matrix M = [v1 v2 v3] satisfying detM = 1 transforms its vertex form as in (2.4) into a
total transform as in (2.6) with dimension n = 3. A finite partition of unity like (3.15)
can be constructed in a dominant neighborhood of the origin x = 0. Let us assume that
the exceptional index set Iy0 is in canonical form of either {2, 3} or {3} as in Definition
2.7 hereafter.
In the case when the exceptional index set Iy0 = {3} and the primary variable x1
is consistent with the exponential matrix M and Iy0 as in Definition 2.12, the canonical
reduction N of M with respect to Iy0 as in Definition 2.10 bears the following form:
N :=
e1 e2 v3
x1

 1 0 b

x2 0 1 a
x3 0 0 g
z1 z2 z3
(4.2)
with g ∈ N∗. Let q∗(z˜1, z˜2) denote the localized proper transform as in Definition 2.13
of the Weierstrass polynomial w(x) in (4.1) under the monomial transformation TN in
accordance with the reduced exponential matrix N in (4.2). Same as in Lemma 2.17, the
exponential identity (2.13) indicates that ord(q∗) < d at a regular reduced branch point
(s1, s2, 0) with d being the singularity height of w(x) in (4.1). Here the reduced branch
point (s1, s2, 0) being regular means that the localized proper transform q∗(z˜1, z˜2) satisfies
q∗(z˜1, 0) 6= 0 when z˜2 = 0 as in Definition 2.13.
When the above reduced branch point (s1, s2, 0) is irregular as in Definition 2.13, i.e.,
q∗(z˜1, 0) = 0, let us make the variable z1 latent and localize the non-exceptional variable
z2 so as to study a new function qz1(z˜2, z3) := q(z1, z˜2 + s2, z3) like in (2.35) with q(z)
being the partial transform as in (2.22) with z = (z1, z2, z3). For clarity, let us define
the active and exceptional variables as (x′2, x
′
3) := (z˜2, z3) respectively and write the
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function qz1(z˜2, z3) into an apex form fz1(x
′) as in (2.37) with the variables x′ := (x′2, x
′
3)
and their exponents α′ := (α′2, α
′
3). Here the singularity height d
′ = ord(q∗z1(z˜2)) with
q∗z1(z˜2) := qz1(z˜2, 0) and the apex d
′ := (d′, 0). The function fz1(x
′) is treated as a
function in the algebra C[z1]{x
′}. After a latent gradation of fz1(x
′) into a reducible and
remainder function like in (2.38) as following:
fz1(x
′) = zm1 f(x
′) + φz1(x
′) (4.3)
with m := deg(cd′(z1)) ∈ N such that the coefficients of φz1(x
′) do not contain a term
in the form czm1 with c ∈ C
∗, we invoke Weierstrass preparation theorem and complete
perfect power like in (2.40) so that the reducible function f(x′) in (4.3) is reduced into a
Weierstrass form as follows:
f(x′) =
[
x′2
d′
+
d′∑
j=2
cj(x
′
3)x
′
2
d′−j
]
(c+ r(x′)) (4.4)
with cj(0) = 0 for 1 < j ≤ d
′ and c ∈ C∗. The redundant function r(x′) satisfies r(0) = 0.
Let us abuse the notations a bit and assume that the terms of the function fz1(x
′) in
(4.3) consist with the Weierstrass form in (4.4). Let us resolve the singularity of fz1(x
′)
in (4.3) by the monomial transformation TM′ as in (2.42) whose canonical reduction TN′
or TσN′ as in (2.43) bears the following form depending on the consistency of the primary
variable x′2 with M
′ and the exceptional index set Iy′0 = {3}:
N ′ :=
e1
x′2
[
1 a′
]
x′3 0 g
′
z′2 z
′
3
; σN ′ :=
e1 e2
x′3
[
1 0
]
x′2 0 1
z′2 z
′
3
(4.5)
with g′ ∈ N∗. Like in (2.46), let qz1(z
′) with z′ := (z′2, z
′
3) denote the partial transform of
the apex form fz1(x
′) in (4.3) under TN′ or TσN′ as in (4.5). After the partial resolution
associated with TN′ as in (4.5) with a
′ ∈ N∗, every reduced branch point is regular since
there is only a single non-exceptional variable z′2 in the new variables z
′. Hence Lemma
2.17 can be applied to the partial transform of the reducible function f(x′) in (4.4) such
that the singularity height of the localized partial transform q˜z1(z˜
′
2, z
′
3) at a reduced branch
point (s′2, 0) with s
′
2 ∈ C
∗ strictly decreases from the prior singularity height d′ of the
apex form fz1(x
′) in (4.3) like in Lemma 2.29. A partition of unity on the (x′2, x
′
3)-plane
based on the Newton polygon NP(fz1(x
′)) can be constructed in the way as in (3.15).
When the element a′ of N ′ satisfies a′ = 0 in (4.5), N ′ can be reduced to the unit matrix
and it is easy to see that the exceptional branch
EIz′0 (N
′) := {(z′2, 0) : qz1(z
′
2, 0) = 0, z
′
2 ∈ C
∗} (4.6)
like in (2.7) is irrelevant to the irregular reduced branch point (s1, s2, 0) as above (4.3)
due to the identity z′ = x′ = (z˜2, z3) and can be disregarded since the singular points of
fz1(x
′) are isolated on C2. Nevertheless we can still study part of the singularities of the
exceptional branch EIz′0 (N
′) in (4.6) when a′ = 0 via a deficient contraction as in Definition
2.23. More specifically, we make an appropriate contraction of the neighborhood of
x′ = 0 such that it has no intersection with the deficient variety RIz′(N
′) := {(x′2, 0) ∈
C2 : c + r(x′2, 0) = 0} with c + r(x
′) being the redundant function as in (4.4). Then the
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discussion on the singularity height associated with the reduced branch point (s′2, 0) in
the contracted neighborhood of x′ = 0 is the same as above.
In the case of TσN′ as in (4.5), the singularity height at (s
′
2, 0) might temporarily
increase from the prior singularity height d′ of fz1(x
′) in (4.3). Suppose that the localized
partial transform q˜z1(z˜
′
2, z
′
3) is written into an apex form fz1(x
′′
2, x
′′
3) with singularity height
d′′ and the variables x′′ := (x′′2, x
′′
3) := (z˜
′
2, z
′
3) as follows.
fz1(x
′′) := cd′′(z1)x
′′
2
d′′
+
∑
α′′∈Supp(fz1 )\d
′′
cα′′(z1)x
′′α
′′
(4.7)
such that the singularity height d′′ = ord(fz1(x
′′
2, 0)). A latent gradation similar to (4.3)
can be implemented as follows.
fz1(x
′′) := zm
′
1 f(x
′′) + φz1(x
′′) (4.8)
with m′ := deg(cd′′(z1)). Nonetheless in this special case we reorganize the terms of f(x
′′)
in (4.8) as follows.
f(x′′) := x′′2
d′′
(c+ r(x′′2)) + f(x
′′) (4.9)
such that c ∈ C∗, r(0) = 0 and f(x′′2, 0) = 0 instead of an invocation of Weierstrass
preparation theorem and completion of perfect power as in (4.4). The reduced exponential
matrix N ′′ or σN ′′ based on the Newton polygon of the apex form fz1(x
′′) in (4.7) bears
the following canonical form similar to those in (4.5), depending on the consistency of
the primary variable x′′2 with N
′′ and the exceptional index set Iz′′0 = {3} or
σN ′′ and Iz′′0 .
N ′′ :=
e1
x′′2
[
1 a′′
]
x′′3 0 g
′′
z′′2 z
′′
3
; σN ′′ :=
e1 e2
x′′3
[
1 0
]
x′′2 0 1
z′′2 z
′′
3
(4.10)
with g′′ ∈ N∗ and x′′3 = z
′
3 = x
′
2 as per
σN ′ in (4.5). When the element a′′ of N ′′ satisfies
a′′ = 0 in (4.10), N ′′ can be reduced to the unit matrix and the singularity height of
the localized proper transform q∗z1(z˜
′′
2 ) becomes zero at a reduced branch point (s
′′
2, 0)
with s′′2 ∈ C
∗ after an appropriate deficient contraction based on the redundant function
c+ r(x′′2) in (4.9). This amounts to q
∗
z1(0) being a nonzero univariate residual polynomial
in z1 as in Lemma 2.30 whose residual order strictly decreases from the singularity height
d of the Weierstrass form f(x) in (4.1). When the element a′′ of N ′′ satisfies a′′ ∈ N∗ in
(4.10), x′2 = x
′′
3 as above is the latent primary variable and we can write N
′′ into a trivial
synthetic exponential matrix Q ′′ as follows.
Q ′′ :=
e1
x′′2
[
1 a′′
]
x′2 0 g
′′
z′′2 z
′′
3
; σQ ′′ :=
e1 e2
x′2
[
1 0
]
x′′2 0 1
z′′2 z
′′
3
, (4.11)
which is similar to (2.78). In this case we have the following identity on the exceptional
support Supp
Iz′′0
(Q ′′):
a′′α′′2 + g
′′α′2 = p (4.12)
with (α′′2, α
′
2) being the exponents of the variables (x
′′
2, x
′
2) and the constant p ∈ N
∗. The
above identity (4.12) synchronizes the changes of the exponents α′′2 and α
′
2 and shows that
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the latent primary variable x′2 of Q
′′ in (4.11) is revived as z′′2 essentially as in Definition
2.38. Hence the singularity height of the localized partial transform q˜z1(z˜
′′
2 , z
′′
3 ) strictly
decreases from the prior singularity height d′ of the apex form fz1(x
′) in (4.3).
In the inconsistency case when the reduced exponential matrix σN ′′ bears the form
in (4.10), the synthetic exponential matrix σQ ′′ is as in (4.11) with the latent primary
variable x′2 being revived as z
′′
2 as well.
After the singularity height d′ of the apex form fz1(x
′) in (4.3) is reduced to d′ = 1,
in the case of the reduced exponential matrix N ′ in (4.5) with g′ ∈ N∗, similar to the
conclusions in Lemma 2.32 and Lemma 2.30, the apex (1, 0) is always on the exceptional
support such that the residual order of the residual polynomial in z1 as in Definition 2.31
is strictly less than the prior singularity height d of the Weierstrass polynomial w(x) in
(4.1). When the reduced exponential matrix bears the form of σN ′ in (4.5) in the case of
inconsistency, the discussions on (4.7) thenceforth can be repeated verbatim here to show
that the residual order in z˜1 is strictly less than the prior singularity height d of w(x) in
(4.1) as well.
In the case when the exceptional index set Iy0 = {2, 3} rather than {3} as above
(4.2), let us study the exceptional branch EIy0 (M) := {(y1, 0, 0) : p(y1, 0, 0) = 0, y1 ∈
C∗} with p(y1, 0, 0) being the proper transform of w(x) in (4.1) under TM . The finite
partition of unity in (3.15) indicates that it suffices to study its compact subset EIy0 (M)∩
{(y1, 0, 0) : |y1| ≤ 1}. That is, it suffices to consider the branch points in the form (r1, 0, 0)
with r1 ∈ C
∗ satisfying |r1| ≤ 1.
When the primary variable x1 is consistent with the exponential matrix M and ex-
ceptional index set Iy0 = {2, 3}, the reduced exponential matrix in (4.2) now bears the
form:
N :=
e1 v2 v3
x1

 1 λD

x2 0
D
x3 0
z1 z2 z3
(4.13)
with detD 6= 0 and the row vector λ ∈ Q2. Its associated monomial transformation
x = zN transforms w(x) in (4.1) into the total transform in (2.22). The reduction
matrix F in (2.14) now equals detM = 1. Hence a reduced branch point like (s1, 0, 0)
with s1 ∈ C
∗ satisfies sdetD1 = r1 as in Definition 2.13. A dominant neighborhood of
the branch point (r1, 0, 0) is mapped onto that of one of its reduced branch points like
(s1, 0, 0) via the map z˜(y˜) as in Lemma 2.15 (c). The proper transform q(z1, 0, 0) of TN
in (2.23) is a univariate polynomial in z1 since Iz0 = Iy0 = {2, 3}, which ensures that
every branch point is regular as in Definition 2.13. The exponential identity (2.13) and
Weierstrass polynomial w(x) in (4.1) indicate that the localized proper transform q∗(z˜1)
at (s1, 0, 0) satisfies ord(q∗) < d like in Lemma 2.17, which is a strict decrease from the
prior singularity height d of w(x) in (4.1).
When the primary variable x1 is inconsistent with the exponential matrix M and
exceptional index set Iy0 = {2, 3}, the canonical reduction
σN of M with respect to Iy0
bears the same form as in (2.55):
σN :=
e1 v2 v3
x2

 1 λc λg

x3 0 c g
x1 0 a b
z1 z2 z3
(4.14)
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such that λ ∈ Q≥0 and its exceptional submatrix
σNIz0×Iz0 =
[
c g
a b
]
:= G satisfies
detG 6= 0, which amounts to the condition in (2.57). Hence we assume that g ∈ N∗
up to a permutation and relabeling of the exceptional variables z0 = (z2, z3) and their
corresponding column vectors v2 and v3 in (4.14). The reduced exponential matrix
σN in
(4.14) yields the following exponential identity resembling (2.56):
γ0 := (γ2, γ3) = α1(a, b) + (α2, α3) ·
[
λ
1
]
· (c, g), (4.15)
where γ0 denotes the exponents of the exceptional variables z0 = (z2, z3) and (α1, α2, α3)
those of the variables (x1, x2, x3). The other notations are the same as those of
σN in
(4.14).
From (4.15) as well as detG = det
[ c g
a b
]
6= 0, it is easy to deduce that the conclusion
of Lemma 2.33 still holds, that is, for ∀σα = (α2, α3, α1) ∈ SuppIz0(
σN), the latent pri-
mary exponent α1 in (4.15) is a constant. Here the definition of the exceptional support
Supp
Iz0
(σN) is as in Definition 2.8. Hence we can implement a latent gradation as
q(z) = q0(z) + q1(z)
according to the latent primary component α˜1 as in Definition 2.34 being zero or not like
in (2.59). Here q(z) denotes the partial transform of the Weierstrass polynomial w(x)
in (4.1) under the reduced monomial transformation TσN . Since there is only one non-
exceptional variable z1 here, there arises no irregular singularities after the localization of
q(z) and the linear modification Lx′ is also trivial as x
′ = z˜. After the latent preliminary
and Weierstrass reductions as in Definition 2.35, we obtain an apex form:
f(x′) = f0(x
′) + φ(x′) (4.16)
like in (2.62) with the latent reducible function f0(x
′) being in Weierstrass form as in
(2.63) with singularity height d′. In particular, all the latent primary components α˜1 of
f0(x
′) are zero whereas none of those of the latent remainder function φ(x′) zero.
After the above resolution step based on the canonical reduction σN in (4.14), the
exceptional index set Iz′0 is either {2, 3} or {3} in the next resolution step ensued. In the
case when Iz′0 = {2, 3}, the reduced exponential matrix bears the following form similar
to N in (4.13) or σN in (4.14) depending on the consistency of the primary variable x′1.
N ′ :=
e1 v
′
2 v
′
3
x′1

 1 λ′D ′

x′2 0 D ′
x′3 0
z′1 z
′
2 z
′
3
; σN ′ :=
e1 v
′
2 v
′
3
x′2

 1 λ′c′ λ′g′

x′3 0 c′ g′
x′1 0 a
′ b′
z′1 z
′
2 z
′
3
, (4.17)
where we have non-degenerate exceptional submatrices detD ′ · detG ′ 6= 0 with G ′ :=[
c′ g′
a′ b′
]
. Let us assume that g′ ∈ N∗ in σN ′ up to a permutation of the exceptional
variables z′0 = (z
′
2, z
′
3) and their corresponding column vectors v
′
2 and v
′
3. Moreover, λ
′
is a 2-dimensional row vector in Q2 and λ′ ∈ Q≥0.
From the perspective of synthetic monomial transformations, the reduced exponential
matrix σN in (4.14) can be decomposed as σN = σS · σT like in (2.69) such that
σS :=
e1 u e3
x2

 1 λg 0

x3 0 g 0
x1 0 0 1
z1 ζ x1
; σT :=
e1
z1

 1 0 0

ζ 0 c
g
1
x1 0 a b
z1 z2 z3
(4.18)
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with ζ being the interim variable. The decomposition adheres to the same principles
as those for the one in (2.69) including the invariance of the latent primary exponent
α1 under
σS and coincidence of the non-exceptional column submatrices of σS and σN in
(4.14), as well as the requirement that the difference between αζ and γ3 be an integral
multiple of α1, which are the respective exponents of the variables ζ , z3 and x1 in (4.18).
Let p(z1, ζ, x1) be the total transform of the Weierstrass polynomial w(x) in (4.1) under
TσS like in (2.71). A latent gradation of p(z1, ζ, x1) by the latent primary variable x1,
which is ensued by a localization of z1, yields an apex form:
f(x′1, ζ, x1) = x
a1
1 ζ
a·uf0(x
′
1, ζ) + φ(x
′
1, ζ, x1) (4.19)
that is similar to (2.74). Here we have x′1 = z˜1 and a = (a1, a2, a3) is the vertex associated
with the exponential matrix M that was reduced to σN in (4.14). The vector u is the
second column vector of σS in (4.18). Weierstrass preparation theorem and a completion
of perfect power can be invoked on f0(x
′
1, ζ) in (4.19) such that it bears a Weierstrass
form with singularity height d′, similar to f(x′2, x
′
3) in (4.4).
Based on σT in (4.18), a new interim exponential matrix σT̂ like in (2.76) can be
defined as follows.
σT̂ :=
e1
x′1

 1 0 0

ζ 0 c
g
1
x1 0 a b
x′1 x
′
2 x
′
3
(4.20)
such that the commutative diagram in (2.77) holds with ξ′ = (x′1, ζ) here. As in (4.14)
we have c ∈ N and g ∈ N∗. The new interim exponential matrix σT̂ in (4.20) and reduced
exponential matrix N ′ or σN ′ in (4.17) can be synthesized into a synthetic exponential
matrix Q ′ or σQ ′ similar to (2.78) or (2.80) as follows.
Q ′ :=
e1
x′1

 1 λ′D ′

ζ 0
HD ′
x1 0
z′1 z
′
2 z
′
3
; σQ ′ :=
ζ

 cg µc′ µg′

x1 a νc′ νg′
x′1 0 a
′ b′
z′1 z
′
2 z
′
3
, (4.21)
where the submatrix D ′ is as in N ′ in (4.17) and H denotes the submatrix
[
c/g 1
a b
]
of σT̂
in (4.20). The vector (µ, ν) in σQ ′ is defined as:[
µ
ν
]
= H ·
[
λ′
1
]
=
[
c
g
1
a b
]
·
[
λ′
1
]
(4.22)
with λ′ being as in σN ′ in (4.17). Let fN′(z
′) or fσN′(z
′) denote the total transform of
the apex form f(x′) in (4.16) under the reduced monomial transformation TN′ or TσN′
associated with N ′ or σN ′ in (4.17) respectively. It is easy to see that the commutative
diagram in (2.82) holds here.
When the latent primary variable x1 is consistent with the synthetic exponential
matrix Q ′ in (4.21) and exceptional index set Iz′0 , similar to (2.83), Q
′ has a canonical
reduction as follows.
NQ′ :=
e1
x1

 1 u′

ζ 0
H ′
x′1 0
t′1 t
′
2 t
′
3
, (4.23)
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where
[
u′
H′
]
is the exceptional column submatrix Q ′
Iz′0
of Q ′ in (4.21) as in Definition 2.8
with detH ′ 6= 0. It is easy to see that the latent primary variable x1 is revived as t
′
1 in
this case and the singularity height strictly decreases from the prior singularity height d
of the Weierstrass polynomial w(x) in (4.1), which is similar to the discussion in Lemma
2.17.
In the case of inconsistency of the latent primary variable x1 with synthetic exponential
matrix Q ′ and Iz′0 in (4.21), Q
′ bears a form similar to σN ′ in (4.17) as follows.
Q ′ :=
e1
x′1

 1 λ′c′ λ′g′

ζ 0 c′ g′
x1 0 a
′ b′
z′1 z
′
2 z
′
3
, (4.24)
where we abuse the notations a bit and use the elements of σN ′ in (4.17) for those of
Q ′. Similar to Lemma 2.33, the latent primary exponent α1 of x1 is a constant on the
exceptional support SuppIz′0
(Q ′). Hence based upon the latent gradation and Weierstrass
form f0(x
′
1, ζ) in (4.19), we can discuss like in Lemma 2.40 to show that the singularity
height strictly decreases from the singularity height d′ of f0(x
′
1, ζ).
It follows from the assumptions c ∈ N and g ∈ N∗ in (4.20) and λ′ ∈ Q≥0 in (4.17)
that µ > 0 in (4.22). Thus the latent primary variable x1 is always consistent with the
synthetic exponential matrix σQ ′ and Iz′0 in (4.21) which has a canonical reduction as
follows.
NσQ′ :=
x1

 1 νc′ νg′

ζ 0 µc′ µg′
x′1 0 a
′ b′
t′1 t
′
2 t
′
3
. (4.25)
In this case the latent primary variable x1 is revived as the primary variable t
′
1 as above
with a strict decrease of the singularity height from d of w(x) in (4.1).
Now consider the case when the exceptional index set Iz′0 = {3} rather than {2, 3} in
(4.17). In this case the reduced exponential matrix bears the form of either N ′ or σN ′ in
(4.26) with g′ ∈ N∗, depending on the consistency of the primary variable x′1 with N
′ and
Iz′0 or
σN ′ and Iz′0 as in (4.26).
N ′ :=
e1 e2 v
′
3
x′1

 1 0 b′

x′2 0 1 a′
x′3 0 0 g
′
z′1 z
′
2 z
′
3
; σN ′ :=
e1 e2 v
′
3
x′2

 1 0 0

x′3 0 1 0
x′1 0 0 g
′
z′1 z
′
2 z
′
3
. (4.26)
The interim exponential matrix σT̂ in (4.20) and N ′ or σN ′ in (4.26) can be synthesized
into a synthetic exponential matrix Q ′ or σQ ′ as following:
Q ′ :=
e1
x′1

 1 0 b′

ζ 0 c
g
g˜
x1 0 a h
z′1 z
′
2 z
′
3
; σQ ′ :=
ζ

 cg 1 0

x1 a b 0
x′1 0 0 g
′
z′1 z
′
2 z
′
3
, (4.27)
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where the 2 by 2 submatrix
[
c/g g˜
a h
]
of Q ′ is defined as G ·
[
1 a′
0 g′
]
with G =
[
c/g 1
a b
]
being
the 2 by 2 submatrix of σT̂ in (4.20). In particular, the element g˜ = ca
′
g
+ g′ > 0 since
c, a′ ∈ N and g, g′ ∈ N∗. Thus the canonical reduction of Q ′ or σQ ′ in (4.27) bears the
following form:
NQ′ :=
e1 e2
x′1

 1 0 b′

x1 0 1 h
ζ 0 0 g˜
t′1 t
′
2 t
′
3
; NσQ′ :=
e1 e2
ζ

 1 0 0

x1 0 1 0
x′1 0 0 g
′
t′1 t
′
2 t
′
3
. (4.28)
It is evident that we can take t′2 as the revived primary variable in both the above cases
in (4.28) such that the latent primary variable x1 is revived. In this way the singularity
height strictly decreases from the prior singularity height d of the Weierstrass polynomial
w(x) in (4.1) at every regular reduced branch point. When the reduced branch point is
irregular, the resolution of irregular singularities of fz1(x
′) in (4.3) like in (4.5) thenceforth
can be repeated almost verbatim here to show that eventually the singularity height
strictly decreases from d as well.
When the primary variable x1 is inconsistent with the exponential matrix M and
exceptional index set Iy0 = {3}, the canonical reduction
σN of M bears the following form
instead of that in (4.14):
σN :=
e1 e2 v3
x2

 1 0 0

x3 0 1 0
x1 0 0 g
z1 z2 z3
(4.29)
with g ∈ N∗. The canonical reduction σN can be further reduced to the unit matrix since
its column vector v3 can be reduced to the unit vector e3. Hence we just take
σN = E
henceforth rather than the form in (4.29). We make latent preliminary and Weierstrass
reductions like in (4.16) as in Definition 2.35 with (z˜1, z˜2, z3) = (x
′
1, x
′
2, x
′
3) so as to obtain
an apex form f(x′) with singularity height d′ as in (4.16).
In the next resolution step ensued, the exceptional index set Iz′0 is either {2, 3} or {3}.
In the case when Iz′0 = {2, 3}, the reduced exponential matrix bears the form N
′ or σN ′
in (4.17), depending on the consistency of the primary variable x′1. Similar to (4.18), the
reduced exponential matrix σN = E acquired from the form in (4.29) can be decomposed
as σN = σS · σT with
σS :=
e1 e2 e3
x2

 1 0 0

x3 0 1 0
x1 0 0 1
z1 z2 x1
; σT :=
e1 e2 e3
z1

 1 0 0

z2 0 1 0
x1 0 0 1
z1 z2 z3
. (4.30)
Let p(z1, z2, x1) be the total transform of the Weierstrass polynomial w(x) in (4.1)
under TσS as defined in (2.71). Similar to (4.19), the interim preliminary and Weierstrass
reductions as in Definition 2.36 reduce p(z1, z2, x1) into an apex form:
f(x′1, x
′
2, x1) = x
a1
1 f0(x
′
1, x
′
2) + φ(x
′
1, x
′
2, x1), (4.31)
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where f0(x
′
1, x
′
2) is in Weierstrass form with singularity height d
′ like f(x′2, x
′
3) in (4.4).
Similar to σT̂ in (4.20), a new interim exponential matrix can be defined as follows
according to σT in (4.30):
σT̂ :=
e1 e2 e3
x′1

 1 0 0

x′2 0 1 0
x1 0 0 1
x′1 x
′
2 x
′
3
. (4.32)
The interim exponential matrix σT̂ in (4.32) and reduced exponential matrix N ′ or
σN ′ in (4.17) can be synthesized into the following synthetic exponential matrix Q ′ or σQ ′
similar to (4.21) respectively.
Q ′ :=
e1
x′1

 1 λ′D ′

x′2 0 D ′
x1 0
z′1 z
′
2 z
′
3
; σQ ′ :=
e1
x′2

 1 λ′c′ λ′g′

x1 0 c′ g′
x′1 0 a
′ b′
z′1 z
′
2 z
′
3
. (4.33)
When the latent primary variable x1 is consistent with Q
′ and Iz′0 or
σQ ′ and Iz′0 in (4.33),
which amounts to λ′ > 0 for σQ ′, through a canonical reduction of Q ′ or σQ ′ similar to
(4.23) and (4.25), x1 is revived and the singularity height is strictly less than that of w(x)
in (4.1) which equals d.
In the case of inconsistency of the latent primary variable x1 with the synthetic ex-
ponential matrix Q ′ and Iz′0 in (4.33), it is easy to see that Q
′ bears a form resembling
the one in (4.24) with x′1 being the primary variable. Thus based on the Weierstrass
form f0(x
′
1, x
′
2) in (4.31) and similar to the discussion in Lemma 2.40, we can show that
the singularity height strictly decreases from the singularity height d′ of the apex form
f(x′1, x
′
2, x1) in (4.31).
When λ′ = 0 in the synthetic exponential matrix σQ ′ in (4.33), the singularity
height might have a temporary increase from the singularity height d′ of the apex form
f(x′1, x
′
2, x1) in (4.31). Nonetheless the nesting degree as in Definition 2.39 increases to
g = 2. Suppose that prior to the next resolution step, the latent preliminary and Weier-
strass reductions yield an apex form f(x′′) with singularity height d′′ that resembles the
apex form f(x′′) in (2.89). In the ensuing resolution step the exceptional index set Iz′′0 is
either {2, 3} or {3}.
In the case when Iz′′0 = {2, 3}, the reduced exponential matrix bears the following
form N ′′ or σN ′′, depending on the consistency of the primary variable x′′1, which is similar
to the scenario in (4.17).
N ′′ :=
e1 v
′′
2 v
′′
3
x′′1

 1 λ′′D ′′

x′′2 0 D ′′
x′′3 0
z′′1 z
′′
2 z
′′
3
; σN ′′ :=
e1 v
′′
2 v
′′
3
x′′2

 1 λ′′c′′ λ′′g′′

x′′3 0 c′′ g′′
x′′1 0 a
′′ b′′
z′′1 z
′′
2 z
′′
3
, (4.34)
where we have non-degeneracies detD ′′ ·detG ′′ 6= 0 with G ′′ denoting the 2 by 2 submatrix[
c′′ g′′
a′′ b′′
]
of σN ′′ in (4.34). From the perspective of synthetic monomial transformations
and similar to (4.18), the synthetic exponential matrix σQ ′ in (4.33) with λ′ = 0 can be
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decomposed as σQ ′ = σS ′ · σT ′ with the interim exponential matrices σS ′ and σT ′ being as
follows.
σS ′ :=
e1 e2 e3
x′2

 1 0 0

x1 0 1 0
x′1 0 0 1
z′1 x1 x
′
1
; σT ′ :=
e1
z′1

 1 0 0

x1 0 c′ g′
x′1 0 a
′ b′
z′1 z
′
2 z
′
3
. (4.35)
The interim monomial transformation TσS ′ in (4.35) ensued by a localization of the
variable z′1 as well as the identity x
′′
1 = z˜
′
1 reduce f(x
′
1, x
′
2, x1) in (4.31) into an apex form:
f(x′′1, x1, x
′
1) = x
α1
1 x
′
1
a′1f0(x
′′
1) + φ(x
′′
1, x1, x
′
1) (4.36)
similar to (2.95) with a′1 being the first component of the vertex a
′ associated with σN ′
in (4.17) and α1 the latent primary exponent associated with the exceptional support
SuppIz′0
(σQ ′) in (4.33) as per Lemma 2.33. According to σT ′ in (4.35), a new interim
exponential matrix can be defined as follows.
σT̂ ′ :=
e1
x′′1

 1 0 0

x1 0 c′ g′
x′1 0 a
′ b′
x′′1 x
′′
2 x
′′
3
. (4.37)
The above new interim exponential matrix σT̂ ′ and reduced exponential matrix N ′′ or
σN ′′ in (4.34) can be synthesized into a synthetic exponential matrix Q ′′ or σQ ′′ as follows.
Q
′′ :=
e1
x′′1

 1 λ′′D ′′

x1 0
G ′D ′′
x′1 0
z′′1 z
′′
2 z
′′
3
; σQ ′′ :=
e1
x′′1

 0 a′′ b′′

x1 c′ µ′c′′ µ′g′′
x′1 a
′ ν ′c′′ ν ′g′′
z′′1 z
′′
2 z
′′
3
, (4.38)
where D ′′ is the submatrix of N ′′ in (4.34) and G ′ denotes the submatrix
[
c′ g′
a′ b′
]
of σT̂ ′ in
(4.37). Moreover, [
µ′
ν ′
]
= G ′ ·
[
λ′′
1
]
=
[
c′ g′
a′ b′
]
·
[
λ′′
1
]
, (4.39)
from which it follows that µ′ > 0 since g′ ∈ N∗ as in (4.17).
Since the primary variable x′′1 is inconsistent with
σQ ′′ and Iz′′0 in (4.38), it follows
that the latent primary variable x1 can be revived when ν
′ > 0 such that the singularity
height strictly decreases from the prior singularity height d of w(x) in (4.1). In the case of
ν ′ = 0 in σQ ′′ in (4.38), the latent primary variable x1 sustains its latency as in Definition
2.39 whereas x′1 is revived. Based on the Weierstrass form f0(x
′
1, x
′
2) in (4.31), we can
argue as in Lemma 2.41 to show that the new singularity height strictly decreases from
the prior singularity height d′ of f(x′1, x
′
2, x1) in (4.31). Moreover, it is easy to see that
the same conclusions follow when the latent primary variable x1 or x
′
1 is consistent with
Q ′′ and Iz′′0 in (4.38).
When λ′′ = 0 in Q ′′ in (4.38), the latent primary variables x1 and x
′
1 are inconsis-
tent with Q ′′ and Iz′′0 such that they cannot be revived. When the exceptional support
Supp
Iz′′0
(Q ′′) in (4.38) corresponds to the latent primary exponents α1 and a
′
1 of x1 and
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x′1 as in (4.36) according to Lemma 2.33, we write f0(x
′′
1) = x
′′
1
d′′(c+ r(x′′1)) in (4.36) with
c ∈ C∗ and r(0) = 0, which is similar to (4.9). After a localization of the non-exceptional
variable z′′1 , the singularity height is reduced to zero after an appropriate deficient con-
traction as in Definition 2.23 based on the identity z′′1 = x
′′
1 from Q
′′ in (4.38) with λ′′ = 0
as well as the above redundant function c+ r(x′′1). And the same holds when SuppIz′′0
(Q ′′)
in (4.38) corresponds to other latent primary exponents of x1 and x
′
1 in (4.36).
In the case when the exceptional index set Iz′′0 = {3}, the reduced exponential matrix
N ′′ or σN ′′ bears the following form instead of the one in (4.34):
N
′′ :=
e1 e2 v
′′
3
x′′1

 1 0 b′′

x′′2 0 1 a′′
x′′3 0 0 g
′′
z′′1 z
′′
2 z
′′
3
; σN ′′ :=
e1 e2 v
′′
3
x′′2

 1 0 0

x′′3 0 1 0
x′′1 0 0 g
′′
z′′1 z
′′
2 z
′′
3
(4.40)
with g′′ ∈ N∗. In particular, σN ′′ can be further reduced to the unix matrix like in (4.29)
since its column vector v′′3 can be reduced to the unit vector e3. Henceforth we just take
σN ′′ = E in (4.40) as well. The interim exponential matrix σT̂ ′ in (4.37) and reduced
exponential matrix N ′′ or σN ′′ in (4.40) can be synthesized into a synthetic exponential
matrix Q ′′ or σQ ′′ as follows.
Q
′′ :=
e1
x′′1

 1 0 b′′

x1 0 c′ µ′
x′1 0 a
′ ν ′
z′′1 z
′′
2 z
′′
3
; σQ ′′ :=
x′′1

 0 0 1

x1 c′ g′ 0
x′1 a
′ b′ 0
z′′1 z
′′
2 z
′′
3
, (4.41)
where we have: [
µ′
ν ′
]
= G ′ ·
[
a′′
g′′
]
=
[
c′ g′
a′ b′
]
·
[
a′′
g′′
]
in Q ′′ and it is easy to verify that we always have µ′ ∈ N∗. The best scenario is when
b′′ ∈ N∗ or ν ′ ∈ N∗ in which case the latent primary variable x1 is revived and the
singularity height strictly decreases from the prior singularity height d of the Weierstrass
polynomial w(x) in (4.1). When ν ′ = b′′ = 0, the canonical reduction of Q ′′ bears the
following form similar to (4.28):
NQ′′ :=
e1 e2
x′1

 1 0 0

x′′1 0 1 0
x1 0 0 µ
′
t′′1 t
′′
2 t
′′
3
. (4.42)
In (4.42) the latent primary variable x′1 is revived as t
′′
1 such that the new singularity height
strictly decreases from the prior singularity height d′ of the Weierstrass form f0(x
′
1, x
′
2)
in (4.31). The argument is similar to that in Lemma 2.41, same as the case of ν ′ = 0 in
σQ ′′ in (4.38) when x′1 is revived.
From g′ ∈ N∗, the synthetic exponential matrix σQ ′′ in (4.41) can be reduced to the
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following canonical form:
NσQ′′ :=
e1 e2
x1

 1 0 0

x′1 0 1 0
x′′1 0 0 g
′
t′′1 t
′′
2 t
′′
3
(4.43)
such that the latent primary variable x1 is revived and the new singularity height strictly
decreases from the singularity height d of the Weierstrass polynomial w(x) in (4.1).
After the resolution step associated with the canonical reduction σN in (4.29) with
Iz0 = {3}, now consider the case when the reduced exponential matrix bears the form
of either N ′ or σN ′ in (4.26) with the exceptional index set Iz′0 = {3}, depending on the
consistency of the primary variable x′1. The interim exponential matrix
σT̂ in (4.32) and
canonical reduction N ′ or σN ′ in (4.26) can be synthesized into a synthetic exponential
matrix Q ′ or σQ ′ as follows.
Q ′ :=
e1 e2
x′1

 1 0 b′

x′2 0 1 a′
x1 0 0 g
′
z′1 z
′
2 z
′
3
; σQ ′ :=
e1 e2 v
′
3
x′2

 1 0 0

x1 0 1 0
x′1 0 0 g
′
z′1 z
′
2 z
′
3
(4.44)
with g′ ∈ N∗ and a′, b′ ∈ N. When a′2 + b′2 ∈ N∗ in Q ′ in (4.44), it is easy to see that the
latent primary variable x1 is revived and the singularity height strictly decreases from
that of w(x) in (4.1), which is equal to d and associated with x1. When a
′ = b′ = 0, it is
evident that z′1 of Q
′ in (4.44) serves as the primary variable in this case such that the
singularity height strictly decreases from the prior singularity height d′ of the Weierstrass
form f0(x
′
1, x
′
2) in (4.31). The argument is similar to that in the case of Q
′ in (4.24) when
the latent primary variable x1 is inconsistent with Q
′ and Iz′0 .
The scenario of the synthetic exponential matrix σQ ′ in (4.44) is simple since the latent
primary variable x1 is revived via the revived primary variable z
′
2 in this case. It is evident
that the singularity height strictly decreases from the prior singularity height d of the
Weierstrass polynomial w(x) in (4.1). All the above strict decreases of singularity heights
starting from (4.42) hold at regular reduced branch points. In the case when a reduced
branch point is irregular, the resolution of irregular singularities of fz1(x
′) in (4.3) like
in (4.5) thenceforth can be repeated almost verbatim here to show that eventually the
singularity height strictly decreases from the prior singularity height as well.
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