With the increasing attention of networked control, system decomposition and distributed models show significant importance in the implementation of model-based control strategy. In this paper, a data-driven system decomposition and online distributed subsystem modelling algorithm was proposed for large-scale chemical processes. The key controlled variables are first partitioned by affinity propagation clustering algorithm into several clusters. Each cluster can be regarded as a subsystem. Then the inputs of each subsystem are selected by offline canonical correlation analysis between all process variables and its controlled variables. Process decomposition is then realised after the screening of input and output variables. When the system decomposition is finished, the online subsystem modelling can be carried out by recursively block-wise renewing the samples. The proposed algorithm was applied in the Tennessee Eastman process and the validity was verified.
Introduction
It is well known that process model is rather important in model-based controller design, process optimisation, soft sensing, process monitoring and fault diagnosis. Nowadays, plant-wide integration of process plan, scheduling, control and optimisation becomes the research fashion (Qin, 2012) . There are always huge numbers of process variables in the plant-wide process and the relationship among them is too complicated to be easily identified. This hinders the integrated process modelling greatly by first principle (Cormos & Simon, 2014) . As for databased modelling algorithm, identifying the relationship between output and input variables behind the mass data of all process variables is even harder (Ge, 2014) . Furthermore, the high dimension and the high complexity of expression unavoidably result in the computation problem in the integrated decision-making and control even if the centralised model is obtained (Baldea, El-Farra, & Ydstie, 2013) .
Networked distributed methods are the hotspot of many research fields of process automation, including distributed predictive control (Conte, Jones, Morari, & Zeilinger, 2016) , networked control system (Baldea et al., 2013) , distributed optimisation (Lin, Ren, & Song, 2016) , distributed fault detection, etc. (Boem, Ferrari, Parisini, & Polycarpou, 2015) . In these networked algorithms, the large-scale processes are decomposed into several subsystems and the theories are usually model-based.
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So it is desirable to study the method to decompose the large-scale processes into a certain number of interconnected subsystems and obtain the distributed submodels. If the system is decomposed, the dimension of each subsystem is greatly reduced and the sub-models are easily to be obtained through general modelling methods. The formations of the sub-models after system decomposition are also much simpler compared to the centralised model, which considerably simplifies the computation of system analysis and design. Hence, the study of decomposition-based modelling algorithm is particularly important. With the flooded research of networked control, the decomposition method of a large-scale process attracts growing attention nowadays. In the past century, there were some process partition methods mainly based on the relative gain array (RGA) (Bristol, 1966; Campo & Morari, 1994) . Later, its modified versions such as dynamic RGA (McAvoy, Arkun, Chen, Robinson, & Schnelle, 2003) , relative energy gain array (Luo, Liu, & Xu, 2014; Naini, Fatehi & Sedigh, 2009 ) and interconnection pattern matrix (Ghadami & Shafai, 2013) were also widely studied. These methods realised the partition mainly by computing corresponding gain array from centralised system model. However, the precise mathematical models of those chemical processes are always difficult to be obtained. Another branch of system decomposition is based on graph theory (Kamelian & Salahshoor, 2015; Ocampo-Martinez, Bovo, & Puig, 2011) . Specially, Kamelian and Salahshoor proposed a modified graph-based system partitioning approach and further applied it in the decentralised predictive control of a chemical industrial process. In those graph partition-based process decomposition methods, system model is represented first by graph to state the incidence matrix which describes the connections among system inputs, outputs and states. Hence, it also needs some prior knowledge of the process to give the graph representation of system model. Another system decomposition method is directly constructing the distributed sub-models by decomposing the process into numbers of unit cells and setting up corresponding balance equations of mass and energy for each cell (Park et al., 2015) . MacGregor et al. studied a multi-block PLS monitoring method by partitioning the input and output variables into several blocks according to the unit the variables locate in (MacGregor, Jaeckle, Kiparissides, & Koutoudi, 1994) . It is more dependent on the process mechanism compared to the former two classes.
Considering the requirement of prior knowledge in above system decomposition method, we manage to explore a decomposition method based on the process data. Ge and Song (Ge & Song, 2013) proposed a PCA (Principle Component Analysis)-based process decomposition algorithm where the process can be divided into several blocks automatically through different directions of PCA principal components. It is an effective method for the process diagnosis the paper studied, while it is not suitable for the construct of control model because the partition is only based on the inputs without the correlation between the inputs and outputs. Moreover, the interpretability of the decomposition is poor by the PCA principal components. Correlation analysis is a traditional method to denote the relationship between two variables in statistics. It was also used in the field of process control such as input variables selection in multivariate forecasting (Han & Liu, 2012) . Likewise, we tried to utilise the correlation between the output and process variables to cluster the variables into several subsystems and thus realised the system decomposition. For process decomposition of distributed control, the key problems are the determination of subsystem number and the input and output variables of each subsystem. Affinity propagation (AP) is a new exemplarbased clustering method proposed by Frey and Dueck in 2007 (Frey & Dueck, 2007) . Compared with other methods, its distinguishing feature is that AP considers all the data points as potential exemplars and identifies clusters automatically (Ding, Ma, & Shi, 2013; Jia, Ding, Meng, & Fan, 2014) , which can avoid many poor clustering solutions caused by unlucky initialisations and hard decisions (Chehdi & Soltani, 2008) . Hence, AP cluster algorithm is utilised in our system decomposition process to classify the key controlled parameters and the result is the number of subsystems and corresponding outputs. To determine the inputs of each subsystem, correlation between the system outputs and the process variables is considered. Canonical correlation analysis (CCA) algorithm was proposed to analyse the correlation between two groups of variables (Michiyo & Takakazu, 2007) . For the subsystem is probably multi-input-multi-output, CCA is applied as the measurement between the outputs and process variables.
Partial least square (PLS) algorithm is widely applied into the field of process modelling for it can eliminate the highly correlation among variables and overcome the illconditioned computation problem in least square modelling (Wold, Sjostrom, & Eriksson, 2001) . To realise the robust subsystem modelling, block-wise recursive PLS (Qin, 1998) was chosen as our modelling tool. It is out of the following considerations. First, the highly correlation and collinearity among selected subsystem input variables may exist and PLS is qualified in this case. Second, the general offline PLS model cannot adapt to the variety of process characteristic in time. Third, recursive PLS increases computation load in each sampling time. Fourth, recursive PLS is rather sensitive to outliers, which will result in the inaccurate model prediction over a period of time after outliers emerge. Finally, the model will stably predict the output and adapt to the process variety if the data-set is online block-wise upgraded.
Hence, the objective of our work is supplying a datadriven system decomposition and subsystem modelling tool for the implementation of networked model-based control. Process decomposition is realised offline by the variables selection based on AP-CCA. Subsystem modelling is achieved online by recursively block-wise renewing the samples. The proposed algorithm was applied in the Tennessee Eastman process (Juricek, Seborg, & Larimore, 2001 ) and the validity was verified.
CCA-based process decomposition

AP clustering algorithm
The AP clustering method considers all sample points as potential clustering centers initially and each sample point competes with clustering centers through each iteration. The iteration is the process of finding the clustering center based on similarity computation. If the sample space is N, AP takes the similarity S(i,j) between two sample points x i and x j as input, which is measured by the negative Euclidean distance (or the square of Euclidean distance). Each data point is regarded as a node in the Downloaded by [Shenyang Institute of Automation] at 22:17 29 December 2017 network. Messages transmit along the node connection recursively. AP algorithm searches for clusters through an iterative process until a high-quality set of exemplars and corresponding clusters emerge.
There are two kinds of messages exchanged between data points. The first kind of message is called responsibility, denoted as R (i,k) , which is sent from data point i to candidate exemplar point k and reflects the accumulated evidence for how well-suited data point k is to serve as the exemplar for data point i. The second kind of message is called availability, denoted as A(i,k), which is sent from candidate exemplar point k to point i and reflects the accumulated evidence for how appropriate it would be for point i to choose point k as its exemplar. The responsibilities and availability are computed as follows:
Then, the formula (1) and (2) are updated as follows:
The aim of the iteration is to find the cluster center x k of x i to make sure the R(i, k) + A(i, k) reach its maximum value. Then, the classification of samples can be obtained.
In order to evaluate the effect of clustering, the Silhouette index (Wang, Zhang, Li, Zhang, & Guo, 2007) is introduced, which reflects the compactness in each cluster and the separability among clusters structure. If the number of samples is n and the number of clusters C i (i = 1, 2, . . . , k) is k, the Silhouette index can be written as
where d (t, C i ) is the average dissimilarity or distance between all samples in cluster C i and all samples in cluster C j . a(t ) is the average dissimilarity or distance between the sample t in the cluster C i and all other samples in C i . The average value of the Silhouette index in a data-set is defined as S il−av = mean[sum(S il (t ))] . S il−av can reflect the quality of the clustering of the whole data-set. The greater the value of S il−av , the higher the quality of clustering, S il−av > 0.5 shows that each class can be clearly separated, S il−av < 0.2 illustrates the lack of a substantive clustering structure. In this paper, S il−av is used as an index to evaluate the quality of clustering. 
The objective of CCA is to find the optimal canonical components t and u whose correlation reaches the maximum. That is
which equals to max r,c
Subject to
Using Lagrange multiplier method to solve the optimisation problem, we conclude that λ t λ u ≡ s 2 is the maximal eigenvalue of (X
with corresponding eigenvectors r and c. The maximal correlation of t and u is
Hence, by solving the maximal eigenvalues and eigenvectors of (X CCA solving method is by Singular Value Decomposition (Yuan & Zhou, 2004) .
Note: Seen from (6) and (7), the vectors r and c are essentially the projection coefficients of input X and output Y to t and u, respectively. The element values of r and c are the weights of extracting variables in vectors X and Y to construct new variables t and u when the correlation reaches the maximum. Hence, the projection coefficients in r show the importance of corresponding process variables in the construction of maximum correlation between the inputs and outputs.
AP-CCA-based system decomposition
The main task of process decomposition is to determine the input and output variables in each subsystem from the perspective of control. First, the controlled variables are clustered by AP clustering algorithm in our method and the number of clusters is considered as the number of subsystems. Correspondingly, the controlled variables attributing to the same cluster are the outputs of the corresponding subsystem. In such way of system decomposition, only the data of key controlled variables rather than the inner mechanism of the process are required.
The next key step of process decomposition is to determine the input variables after the subsystem number and their outputs are determined. There are numerous process variables in chemical process. The process variables may affect the controlled variables not only locating on the same unit but also on the units before and after their own units. Hence, all the process variables are treated as the candidates of subsystem inputs. CCA algorithm is applied to choose the input variables for each subsystem in our work, where the correlation of all the process variables to the outputs is analysed for each subsystem.
From Section 2.2, we know the projection coefficients denote the importance of corresponding variables when searching the maximal correlation between the input and output variables. So the projection coefficients can be used as the criteria of selecting input of each subsystem. However, there is the case that the same process variable shows similar significances from its coefficients in corresponding subsystems but the maximal correlations λ u computed by (11) of different subsystems are remarkably different. When a process variable is assigned into the subsystems, a larger coefficient r does not necessarily account for the importance in corresponding subsystem if the total maximal correlation λ u is very small. Hence, a compositive index by the production of maximal correlation λ u and projection coefficient r is proposed as the assignment evidence of subsystem inputs. That is, there is an index I ij for each process variable x i corresponding to each subsystem S j .
where r i j is the projection coefficient of process variable x i corresponding to subsystem S j , λ u j is the maximal correlation between the outputs of subsystem S j and all process variables. For distributed control systems, there is interaction between subsystems. That is, the same process variable is probably the input of more than one subsystem. However, a process variable is mainly regulated in one subsystem and subordinately adjusted in other subsystems. If a process variable is the mainly regulated input, it is called inner input of a subsystem in this paper. Otherwise, it is called the interactive input if it is subordinately adjusted in the subsystem. Therefore, in the process decomposition, both the selection of subsystem input and the determination of inner or interactive attribution are equally necessary.
A crossing method is proposed in this paper to assign the input of each subsystem and determine the input attribution, as shown in Figure 1 . Suppose there are h process variables and l subsystems. For the ith process variable, the maximum index I i j is found first horizontally in the ith row and it is the inner variable of corresponding subsystem. Thus, each process variable is assigned as an inner variable of some subsystem. Next, for the jth subsystem, the minimum inner input index is found vertically in the jth column and it is considered as the threshold of selecting interactive inputs. All the process variables with larger index than the threshold are selected as interactive inputs. By the two steps, the inner inputs and interactive inputs are determined.
For the casethat some process variables ' indices are close, or in a similar range, we still assign it into the subsystem with the largest index as inner input and consider it as interactive input in the other subsystems because the same variable cannot simultaneously belong to more than one subsystem. Or else, there would be heavy coupling among subsystem models that is undesirable in the controller design. The AP-CCA-based system decomposition procedure is as follows:
Step 1: Collect the data of controlled variables and classify them into several clusters by AP clustering algorithm. Assume the controlled variables are clustered intol groups. Each group is a subsystem and controlled variables inside are corresponding outputs. Collect all the process variables data X 0 and the output data Y 0 . Assume the output of subsystem S j is Y 0j where j = 1 to l.
Step 2: Construct the data-set {X 0 , Y 0 j } of subsystem S j and normalise them to {X, Y j }.
Step 3: Compute the vector r by CCA algorithm with data {X, Y j }.
Step 4: Define the index I i j for each subsystem corresponding to each process variable by (12).
Step 5: Determine the inner inputs by horizontally finding the maximal index for each row.
Step 6: For each subsystem, find the minimum index of inner input vertically and take it as the threshold of selecting interactive inputs. Complete the decomposition until all the columns are dealt with.
Note 1: There may be the case that some process variables belong to several subsystems. This can just express the interaction among subsystems. The inner variable of a subsystem is a variable which has the largest index I i j with the system compared to other subsystems. The interactive variable of a subsystem is a variable which has the larger index I i j with the system when it cannot be selected as the inner variable of this system. For a particular system, inner variables and interacting variables are distinguished during the clustering process, but they are all considered as inputs and not distinguished during the modelling process. The inner variables are regarded as main adjustment variables and the interacting variables are treated as the interacting adjustment variables in controller design stage. The distinction is very meaningful in distributed control strategy because one manipulated variable only can be mainly regulated in one subsystem and slightly regulated in other subsystems, or the system will oscillate viciously for one variable is regulated frequently.
Note 2: Automatically assigning the inputs to the subsystems by the above method may encounter some special situations. For example, there is a possibility that no input be assigned as inner input to any subsystem because the index may be always slightly larger in other subsystems. In those cases, the inputs do not definitely belong to a subsystem. But the index I i j can be utilised to regulate the proportion of corresponding control variable in the subsystem.
Online modelling based on block-wise recursive PLS (Partial Least Squares)
Basic RPLS (Recursive Partial Least Squares) algorithm
Recursive PLS is an improvement of the traditional PLS algorithm (Park et al., 2015) . It updates the PLS model online by renewing the data at each sampling time. It greatly reduces the online computation and data storage. Moreover, the modelling efficiency is higher than the traditional PLS.
The principle of the typical RPLS algorithm is as follows:
Given two matrices X ∈ R m×n and Y ∈ R m×p . X and Y are the input and output data, respectively. Assume the linear combinations of X and Y is
where C 1 is the coefficient matrix, V is the noise data and its dimension is consistent with the input variables.
In PLS regression algorithm, the input data X and output data Y are linearly decomposed first. The external model of PLS is
where T 1 and U 1 are the first principal components of the score vector, P 1 and Q 1 are corresponding load vectors, E 1 and F 1 are the residuals after the first projection.
The internal model of PLS is
where B 1 is the coefficient matrix, R 1 is the minimal residual. After the first component is extracted, matrices X and Y are replaced by residual matrices E 1 and F 1 to extract the second component. This process is looped until all principal components are extracted. PLS regression coefficient matrix is 
The updated PLS model is
RPLS algorithm process is as follows:
Step 1: Normalise the initial data matrix {X, Y}
Step 2: Establish the initial PLS model based on the data matrix {X, Y}:
Step 3: When a new pair of data {X 1 , Y 1 } is available, the data are normalised using the Step 1 method. Construct a new data matrix: = [
]. Return to Step2 for model updates.
Block-wise RPLS algorithm
When the significant quantity of data is gathered and the process is subjected to significant changes, Blockwise RPLS will update the model. Assume the original data block is {X 
Sliding time window method is used in case of the data saturation. Sliding time window block-wise data renewing rule is shown in Figure 2 . When a new data block {X k , Y k } is added into the data queue, the oldest data block {X k−w , Y k−w } is discarded. There are always w data blocks {X k , Y k }(k = 1, . . . , w) in the training queue 
Principle of block-wise data renew.
and the length of each data block is s. Hence, the dimensions of X k and Y k are s*n and s*p, respectively. Forgetting factor λ is introduced into data block queue to measure the reliability of the block. If the reliability of the newest data block is 1, the credibility of the former one is defined as λ. The reliability of the oldest data block is λ w−1 . In the sliding time window case, the regression coefficients C PLS k while adding the kth data block can be computed by
. . .
One of the features of the block RPLS algorithm is that it requires only a block data in the memory to facilitate the computation. It is advantageous when there is a large number of samples and the computer will run out of memory if a regular PLS algorithm is used. The block RPLS algorithm can avoid the memory shortage problem by building a sub-model for each block and then build the final model by combining sub-models.
Updating the PLS model in block-wise RPLS involves performing PLS on the existing model and the new sub-model, which requires much less computation than updating the PLS using the entire data-set. Each data block has s samples, the block-wise RPLS update the model with a data-size of s, while the regular PLS would update the model for a data-size of (s*w). Clearly, the Downloaded by [Shenyang Institute of Automation] at 22:17 29 December 2017 RPLS algorithm with a moving window is advantageous for s < s*w. The block RPLS algorithm has its computational advantage for online adaptation with a moving window method.
Block-wise RPLS algorithm process is as follows:
Step 1: Set the initial parameters of the model: data block length s, data queue length w and forgetting factor λ.
Step 2: Collect s * w groups of process data and construct the normalised data-set {X 0 , Y 0 }.
Step 4: After s sampling times, evaluate the model accuracy in the latest s sampling times.
Step 5: If the model error is larger than a given threshold, renew the training data block queue by the principle of Figure 2 and renew the PLS regression coefficients by (19) or (20). Otherwise, go to Step 4.
Robustness analysis
BRPLS (Block-wise Recursive Partial Least Squares)
is an improvement of the traditional RPLS algorithm and achieves better robustness than the traditional RPLS. For RPLS, in order to analyse the impact of noise data on model accuracy, assuming that the k+1th data {X 1 + X, Y 1 } is an outlier containing uncertain noise X. A PLS model {X, Y } PLS →{T , W , P, B, Q} was trained with the first k data before the addition of noise-containing data. When the k+1th data {X 1 + X, Y 1 } is available, construct a new data matrix X = [
]. PLS regression coefficients can be obtained by PLS modelling with new X and Y
It can be seen from the above equation that the updated regression coefficient is directly affected by the noise data X 1 + X and it would produce prediction with remarkable error in the following several sampling time.
For block-wise recursive PLS, when the noisy data pair {x 1 + x, y 1 } is acquired, the new input matrix is not created directly for PLS modelling. The noisy data pair will be added to the data block {X k , Y k } to be operated. When the number of data in the data block reaches the data block width s, a PLS model 
Using the new noise-containing input queue matrix for PLS modelling, the regression coefficients can be obtained
It can be seen from the above equation that the updated noise-containing regression coefficient C PLS k is affected by P , B , Q . While P , B , Q are obtained by PLS model with the noisy data and a series of normal data. The effect of noisy data on modelling is weakened by the rest of normal data. Therefore, BRPLS is less affected by noise data than RPLS whose regression coefficient is directly affected by noise data. BRPLS is more robust than RPLS.
The main factor influencing the BRPLS robust performance is the characteristics of the noise in the sample data. When the uncertain noise X added in the discrete sample points is large, BRPLS can weaken the impact of noise data on model prediction accuracy by selecting a larger block length s. The larger the length of the data block, the more normal data is contained in the data block. The effect of noise data is less obvious on modelling accuracy. So BRPLS can achieve better robustness by adjusting the BRPLS parameters.
Parameter selection of block-wise RPLS modelling
BRPLS contains two main parameters: the data block length s and the data block queue length w. The parameters have great impact on model accuracy.
The model has better adaptability to new data if w is small, but too small value of w will bring the problem that the data block queue is too short to reflect the characteristics of the whole model. That is, too small w will Downloaded by [Shenyang Institute of Automation] at 22:17 29 December 2017 reduce the model accuracy. Nevertheless, there are too much historical data in the data block queue when w is too large. As a result, it will bring huge computation as well as lower accuracy for the inclusion of some timeworn training points.
The parameter s represents the amount of data in each data block. If s is too small, the robustness of the algorithm will be worse because it cannot embody the advantages of this method in minimising the influence of outliers to the model prediction accuracy. However, too large s will increase the online computation of the algorithm.
The number of samples in the PLS training is s*w. Any change of the two parameters would influence the total training data. Hence, s and w should be synthetically determined.
Distributed modelling based on AP-CCA-BRPLS
The principle of AP-CCA-based process decomposition and online block-wise RPLS modelling is shown in Figure 3 . Generally, the correlation between the input and output variables will not change significantly even if the process characteristic changes. Hence, the process decomposition is completed one time by CCA algorithm offline. First, the key controlled variables are clustered by AP clustering method and each cluster can be considered as a subsystem. Then inputs of each subsystem are selected by CCA algorithm in Section 2 on the offline process variables and its output data. Thus, the decomposition is accomplished. To adapt to the change of process characteristic, online PLS is applied in the subsystem modelling stage. Meanwhile, to overcome the model's sensitivity to outliers and reduce the computation, new data is added block-wise. At each sampling time, the submodel precision is assessed by the prediction error. If the prediction error is poor, a new block data is added and the same capacity of oldest data block is removed. The submodel is updated by block-wise recursive PLS in the last section.
The system decomposition and online modelling is totally a data-driven method without knowing the process knowledge. It is practical for large-scale chemical processes and can be further applied in the networked control.
Experiments in Tennessee Eastman process (TEP)
TEP is a bench-mark process developed on an actual chemical process (Ricker, 1995) . At present, it is widely applied in the simulation of modelling, product quality control, multi-variable process control and optimisation. In this paper, the proposed AP-CCA-block-wise RPLS algorithm was applied in the distributed modelling of TEP. The flow of TEP is in Figure 4 . It is made of a reactor, a condenser, a gas-liquid separator, a stripper and a compressor. A, C, D and E are four reactants. G and H are two main products, respectively. F is the byproduct. The products and byproducts are produced as follows:
The reactants A, D, E flow into the reactor and react. The product of the reactor is condensed in the condenser and next the condensed mixture is separated in the gasliquid separator. The compressed ingredient goes into the stripper and reacts with reactant C to produce G, H and F. The non-compressed ingredient returns to the feed section.
AP-CCA-based process decomposition
In our experiment, four key controlled variables are con- is partitioned into three subsystems: the first subsystem with output reactor temperature Y 1 , the second subsystem with output yield rate Y 2 of G/H and the third subsystem with outputs gas-liquid separator temperature Y 3 and stripper temperature Y 4 . The main process variables are u 1 ∼ u 11 . [u 1 : A feed flow; u 2 : D feed flow; u 3 : E feed flow; u 4 : A and C feed flow; u 5 : purge valve; u 6 : reactor cooling water flow; u 7 : condenser cooling water flow; u 8 : compressor recycle valve; u 9 : separator pot liquid product flow; u 10 : stripper liquid product flow and u 11 : stripper steam valve] (Downs & Vogel, 1993) .
We collected 300 offline variable samples for the process decomposition. All the process variables as a whole were analysed about the correlation with each subsystem output. CCA was applied as the correlation analysis tool and the corresponding indices I ij were listed in Table 1 .
We select the inner variables and interaction variables for each subsystem according to the crossing selecting criteria introduced in Section 2. Horizontally, take u 6 for example, the indices between u 6 and three subsystems are 0.599936, 0.053889, 0.026406, respectively. u 6 is considered as the inner variable of subsystem 1 for it has the largest index 0.599936 with subsystem 1. Vertically, take subsystem 2 for example, the minimum index of inner inputs is 0.032802, so it is taken as the threshold of selecting interactive inputs of subsystem 2. The process variables with indices greater than 0.032802 are considered as the interactive inputs of subsystem 2. The process variables with indices in bold are the inner inputs and those in italic are the interactive inputs in Table 1 .
The overall input selection result is shown in Table 2 . Because the coordination usually is carried out in 
distributed control, the same manipulated variable cannot be independently regulated in more than one subsystem. Otherwise, the system will oscillate viciously for frequent regulation of one variable. Hence, the selected input variables in Table 2 are distinguished by inner input and interactive input in different subsystems. The variable will be mainly regulated in the inner subsystem. The result is by and large in line with the actual process. For instance, in subsystem 1, the process variables u 1 (A feed flow), u 2 (D feed flow), u 3 (E feed flow), u 6 (reactor cooling water flow) and u 9 (separator pot liquid product flow) are selected as the inner inputs and u 7 (condenser cooling water flow), u 8 (compressor recycle valve) and u 10 (stripper liquid product flow) are the interactive inputs. It is obvious from the process in Figure 4 that the inner inputs u 1 , u 2 , u 3 and u 6 are directly related to the reactor temperature Y 1. The inner input u 9 denotes the product load and it indirectly influence the reactor temperature. The interactive inputs u 7 , u 8 and u 10 have weak correlation to the reactor temperature. 
Parameter selection of block-wise RPLS modelling
For the parameters of block-wise RPLS affect model accuracy greatly, we explored the relation of the parameter values and model performance. Different values of data block width s and data block queue length w were tested. In order to simplify the experiment steps, select S = 5, 10, 15, 20 and W = 3, 4, 5, … , 10 to explore the experiments. The relationships between model performance and w with different s are given in Figure 5 . It is shown in Figure 5 that root mean square error (RMSE) increases as the block queue length s increases from 15 to 20 and it decreases first and then increases as s is successively set to 5, 10 and 15.
Therefore, the prediction accuracy of the model is related to the sample size s * w. When the sample size is too small, the data cannot reflect the characteristics of the whole model. That is why the front section of RMSE curve falls when s = 5, 10. If the sample size is too large, too much stale historical data are involved, which is the reason why RMSE curve rises at the back section. It can be seen from the figure that RMSE value is the smallest when s = 10, w = 4 in the range of our tests.
Online subsystem modelling
Three-hundred industrial samples were collected to experiment the online block-wise RPLS modelling. The model parameters were set as follows: data queue length w = 4, data block width s = 10 and forgetting factor λ = 0.98 . The first 40 samples were used to produce the initial PLS model. The rest 260 samples were implemented in online block-wise RPLS modelling. If root mean square error RMSE > 0.5 at the current time, the model needs to be updated online. The offline PLS and typical RPLS were also experimented. The prediction output results of three subsystems are shown in Figure 6 , respectively, where AV is the actual output value of the system and PV is the predicted output value. The comparison result is listed in Table 3 . RMSE and MAXE (the maximum relative error) are used as the performance index of the sub-models. TIME is used as computation time of the sub-models. From Figure 6 and Table 3 , we can find that online block-wise RPLS has better prediction accuracy compared to the other two PLS modelling algorithm. The RPLS model is more accurate than the offline PLS model for it adds new data consistently that make the model updates in time to adapt to the process change. But, just as it adds new data every sampling time, the model is sensitive to noisy data which make its prediction performance inferior to block-wise RPLS model. Hence, the subsystem model prediction can be improved by the application of block-wise RPLS algorithm. Meanwhile, the computation is less than that of RPLS algorithm.
Outliers test
In order to further illustrate the advantages of distributed block-wise RPLS online modelling in overcoming the sensitivity to outliers, we simulated the scenario of adding noise to the data artificially. We added 50% noise at 150th sampling time into the inputs:reactor cooling water flow, condenser cooling water flow and stripper steam valve. Reactor cooling water flow is the inner input of subsystem 1, condenser cooling water flow is the inner input of subsystem 2, stripper steam valve is the inner input of subsystem 3. Hence, the reactor temperature, yield rate of G/H, gas-liquid separator temperature and stripper temperature predictions were mainly cared about in the experiment. The comparison of block-wise RPLS online modelling and typical RPLS online modelling is shown in Figure 7 .
It can be seen from Figure 7 that there are some sharp prediction errors near sampling time 150 in typical RPLS model while the prediction of block-wise RPLS model is stable all the time. From RPLS model from sampling time 151-180 is larger than the RMSE of block-wise RPLS model. The result shows that the outlier data severely reduce the model prediction accuracy near the time that noise is added in RPLS model. But the prediction performance of block-wise RPLS is almost not influenced by the noisy data. For RPLS, the noisy data is added into the data-set immediately after it emerges and this results in the prediction deterioration in a period of time. The block-wise RPLS can greatly alleviate the influence of noisy data. When the noisecontaining data pair is acquired, the noise data pair will be added to the data block. The PLS modelling is executed when the data block is filled. It means that noise data is involved in modelling with other normal data, weakening the impact of noise data on modelling accuracy. Hence, the block-wise RPLS model is more robust to instantaneous outliers.
Conclusions
To supply a new approach for the system decomposition and model problem in networked control of large-scale processes, an AP-CCA based system decomposition and block-wise RPLS-based distributed modelling method Downloaded by [Shenyang Institute of Automation] at 22:17 29 December 2017 were studied in this paper. By the maximum correlation between outputs and all process variables based on AP-CCA, the process variables are allocated to all the subsystems and thus the process is decomposed. To track the change of process timely and robustly, online distributed sub-models are constructed by block-wise RPLS algorithm. Both the system decomposition and distributed modelling are data driven with little knowledge about the process. Hence, it is practical in large-scale chemical process.
Despite the feasible system decomposition and modelling method in this paper, there are some problems to be explored in its application in networked control. First, the correlation that CCA algorithm searches is linear. If there is nonlinear correlation between two groups of variables, it may be missed by CCA. So, CCA-based system decomposition may omit some important process variables in selecting the inputs of subsystem. Kernal-CCA can be further studied in solving this problem. Second, the robustness of BRPLS refers to the discrete individual outliers that can be weaken by the normal data in a block. If the amplitude of uncertain noise is large or the noise exists persistently, the BRPLS is limited and other special methods need to be developed. Third, dynamic models are desirable in control strategy, but the distributed modelling method in this paper is a statistic one that cannot be directly used. Dynamic PLS or regressive models can be applied in the design of networked controllers.
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