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Abstract
For a set X, let Σz(X), Σt(X) and Σ3(X) denote, respectively, the sets of Hausdorff zero-
dimensional, Tychonoff and Hausdorff regular topologies on X, partially ordered by inclusion. We
investigate the nature of intervals in these partially ordered sets, with emphasis on finite intervals. We
show that all such intervals are lattices, and that basic intervals (i.e., intervals in which the topology
changes at at most one point) and finite intervals are sublattices of Σ(X). We show that all finite
intervals in Σz(X) and in Σt(X) are of the form 2n for some n, but there is a finite interval in Σ3
which is not of that form.
 2003 Elsevier B.V. All rights reserved.
MSC: 06B15; 54A10
Keywords: Lattice of topologies
1. Introduction
For a set X, let Σ(X) denote the collection of all topologies on X, partially ordered by
inclusion. Then Σ(X) is a complete lattice in which the meet of a collection of topologies
is their intersection, while the join is the topology with their union as a subbasis. This
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lattice has been the subject of study since it was first defined by Birkhoff in [1]: see [4]
for an extensive bibliography on the subject. Given σ, τ ∈ Σ(X), one can form the interval
[σ, τ ], defined by
[σ, τ ] = {µ ∈ Σ(X) | σ  µ τ}.
Our current research was motivated by the problem of identifying the finite lattices which
can occur as such an interval, with various restrictions on the topologies σ and τ (for
example, that they be T1, Hausdorff or metrizable). This problem was solved for σ and τ
T1 by Valent and Larson and Rosický: Valent and Larson showed in [6] that every finite
distributive lattice occurs as an interval between T1 topologies, and Rosický showed in
[5] that every finite interval between T1 topologies is distributive. More recently, Knight,
Gartside and the first author extended this result to intervals between T2 topologies [3],
and Good and the authors extended this to intervals between T3 (indeed, Hausdorff and
zero-dimensional) topologies, under the assumption of the existence of infinitely many
measurable cardinals. Of course, if σ is T1 (respectively Hausdorff) then every topology
in [σ, τ ] must be T1 (respectively Hausdorff). However, if we refine a regular topology, it
may not remain regular, and similarly for zero-dimensional or Tychonoff topologies. This
leads us to the problem of determining the structure of, for example, the set of regular
topologies between two regular topologies σ and τ .
Let Σr(x), Σz′(X), Σcr(X), Σm(X) and Σi(X) denote, respectively, the sets of regular
(but not necessarily Hausdorff), zero-dimensional, completely regular, metrizable and Ti
topologies (i = 1,2,3) in Σ(X), and let Σz(X) = Σz′(X) ∩ Σ2(X), Σt(X) = Σcr(X) ∩
Σ2(X). When the underlying set X is clear from the context, we will omit mention of it,
and simply write Σ , Σi , Σz and so on.
The subsets Σ2, Σ3, Σz and Σt of Σ are not lattices, as is shown by the following
example.
Example 1. There exist a set X and zero-dimensional metrizable topologies σ and τ on X
such that σ ∧ τ is not Hausdorff.
Proof. Let X = ω ∪ {p,q}, where p = q and p,q /∈ ω. Let µ be the topology P(ω) ∪
{X \ F | F is finite} on X. Let σ and τ be the topologies obtained from µ by isolating p
and by isolating q , respectively. Then σ, τ ∈ Σz ∩ Σm. However, σ ∧ τ = µ, which is not
Hausdorff. 
On the other hand, we will show that Σz′ , Σcr and Σr are all lattices (although not
sublattices of Σ). From this and the fact that Σ2 is an up-closed subset of Σ it follows that
all intervals in Σz, Σt and Σ3 are lattices. Furthermore, we will show that basic intervals
(in other words, intervals in which the topology changes at most one point) in Σz, Σt and
Σ3 are all sublattices of Σ .
Finally we will see that all finite intervals in Σz and in Σt are of the form 2n for some n.
This is in contrast with the situation for Σ2, in which all finite distributive lattices can be
realized as intervals: see [3] for details. We will also show that all finite intervals in Σ3 are
distributive and give an example of a finite interval in Σ3 which is not of the form 2n.
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2. NotationFor σ, τ ∈ Σr , we will denote [σ, τ ] ∩Σr by [σ, τ ]r , and similarly for the other subsets.
If F is a family of subsets of X, then 〈F〉 denotes the topology on X with F as a subbasis.
We abbreviate 〈σ ∪ {A1, . . . ,An}〉 by 〈σ,A1, . . . ,An〉.
If d is a metric on X, then ρd denotes the topology generated by d , and, for x ∈ X and
ε > 0, B(x, d, ε) denotes the ε-ball about x with respect to the metric d .
If f :X → R is a function, then ψf is the pseudometrizable topology on X with
pseudometric e, where e(x, y)= |f (x)−f (y)|. Notice that ψf is the coarsest topology on
X which makes f continuous, and that a topology τ on X is completely regular if and only
if there is some family F of functions from X to R such that τ = 〈⋃f∈F ψf 〉 =∨f∈F ψf .
We will abbreviate phrases like “open with respect to the topology σ ” and “continuous
with respect to the topology σ ” by σ -open and σ -continuous respectively.
If σ is a topology on X and x ∈ X then Nσ (x) denotes the σ -neighbourhood filter at x .
If σ is a topology on X then clop(σ ) denotes the set of σ -clopen subsets of X.
An interval [σ, τ ] in Σ is basic, with base x , if for every y ∈ X \ {x} we have
Nσ (y) =Nτ (y). Note that if [σ, τ ] is basic with base x , and x ∈ A ⊆ X then Aµ = Aσ
for every µ ∈ [σ, τ ]: in this case we will often just write A without further comment. The
following lemma shows that a product of basic intervals is isomorphic to a basic interval.
Lemma 2. Let {Xi | i ∈ I } be a disjoint family of sets, and for i ∈ I let [σi, τi ] be a basic
interval in Σ1(X) with base xi . Let σ and τ be, respectively, the free sums of the topologies
σi and of the topologies τi on X =⋃i∈I Xi . Let Y be the quotient obtained from X by
identifying the points xi to a single point x∗, and let q :X → Y be the quotient map. For
each µ ∈ [σ, τ ], let µ¯ be the quotient topology on Y generated by µ. Then the function
ϕ :µ → µ¯ is an isomorphism from [σ, τ ] to [σ¯ , τ¯ ], which is a basic interval with base x∗.
Proof. Clearly if σ  µ ν  τ then σ¯  µ¯ ν¯  τ¯ . Thus ϕ is well-defined and order-
preserving.
Further, if µ,ν ∈ [σ, τ ] with µ  ν then there is some U ∈ µ \ ν. Putting Ui = U ∩ Xi ,
we must have Ui ∈ µ\ν for some i ∈ I . Put W = Ui ∪⋃j∈I\{i} Xj . Then W ∈ µ\ν. Note
that since Ui ∈ τi \ σi , we must have xi ∈ Ui . Thus q−1(q(W)) = W , so q(W) ∈ µ¯ \ ν¯, so
µ¯  ν¯. Thus ϕ is 1–1.
To complete the proof that ϕ is an isomorphism, we must show that ϕ is onto, so let
α ∈ [σ¯ , τ¯ ]. For i ∈ I , put µi = {U ⊆ Xi | q(U ∪⋃j∈I\{i} Xj ) ∈ α}. Then µi ∈ [σi, τi] for
each i , and putting µ as the free sum of the topologies µi we have α = µ¯, as required.
Finally, to show that [σ¯ , τ¯ ] is basic, note that if y ∈ Y \ {x∗} then y ∈ Xi \ {xi} for some
i , and this is an open neighbourhood of y (in any of the topologies σi , σ , τ , σ¯ or τ¯ ), so
Nσ¯ (y) =Nσ (y) =Nτ (y) =Nτ¯ (y). 
3. Intervals in Σz
In this section we discuss the structure of intervals in Σz. We shall see that a finite partial
order P is realizable as an interval in Σz if and only if P is of the form 2n for some n.
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Lemma 3. Σz′ is a complete lattice.Proof. Let ∅ = S ⊆ Σz′ . Then clop(σ ) is a basis for σ for each σ ∈ S, so ∨S =
〈⋃σ∈S clop(σ )〉, which is clearly zero-dimensional. Furthermore, the indiscrete topology
is a minimum element of Σz′ . Thus Σz′ is a partially ordered set with a minimum element
in which every non-empty subset has a join, so it is a complete lattice. 
From this and the fact that Σ2 is an up-closed subset of Σ we obtain the following:
Corollary 4. Every interval in Σz is a lattice.
Lemma 5. Let σ ∈ Σz(X). Let F be a family of subsets of X and let F ′ = {X \A | A ∈F}.
Then 〈σ ∪ F ∪ F ′〉 ∈ Σz(X). In particular, if A is σ -closed for every A ∈ F then
〈σ ∪F〉 ∈ Σz(X).
Proof. Straightforward. 
Example 6. There exist a set X and σ,µ, ν ∈ Σz(X) such that σ  µ∧ ν and µ∧ ν is not
regular.
Proof. Take X = Q∪ {x}, where x /∈ Q, and let σ be the topology in which elements of Q
have their usual neighbourhoods and a basic neighbourhood of x is {x} ∪ (Q∩ (y,∞)) for
some y ∈ R. For A ⊆ Q, let tr(A) denote the union of all the translates of A by integers,
i.e.,
⋃
n∈Z{y + n | y ∈ A}. Let A = {x} ∪ tr(Q ∩ [0, 12 ]) and let B = {x} ∪ tr(Q ∩ [0, 34 )).
Let µ = 〈σ,A〉 and let ν = 〈σ,B,X \B〉.
Notice that B = A ∪ tr(Q ∩ ( 14 , 34 )), so B ∈ µ and therefore B ∈ µ ∧ ν. Suppose C ∈
µ∧ ν with x ∈ C ⊆ Cµ∧ν ⊆ B . In particular C is ν-open and not σ -open, so there is some
y such that Q ∩ (y,∞) ∩ B ⊆ C. Choose m ∈ Z with m > y . Then Q ∩ [m,m + 34 ) ⊆ C,
so m + 34 ∈ C
µ
. But then m + 34 ∈ C
µ∧ν
, so C
µ∧ν
 B , a contradiction. Thus there is no
such C, so µ∧ ν is not regular. 
Corollary 7. There is an interval in Σz which is not a sublattice of Σ .
Proof. Take σ , µ and ν as in Example 6. Then τ = µ∨ ν ∈ Σz, but µ∧ ν /∈ Σz, so [σ, τ ]z
is not a sublattice of Σ . 
Theorem 8. Let σ, τ ∈ Σz with σ < τ and [σ, τ ] basic. Then [σ, τ ]z is a sublattice of Σ .
Proof. As we have already observed, µ ∨ ν is zero-dimensional for all µ,ν ∈ [σ, τ ]z, so
we only need to show that µ ∧ ν is also zero-dimensional. Let A ∈ µ∧ ν \ σ . Then x ∈ A
(where x is the base of [σ, τ ]). Thus there is some C ∈ clop(µ) with x ∈ C ⊆ A. Similarly
there is some D ∈ clop(ν) with x ∈ D ⊆ A. Put E = C∪D. Then x ∈ C ⊆ E so E ∈ µ, and
similarly E ∈ ν, so E ∈ µ∧ ν. Moreover C and D are both σ -closed, so E is µ∧ ν-closed.
Thus E ∈ clop(µ∧ ν), and x ∈ E ⊆ A. Hence µ∧ ν is zero-dimensional, as required. 
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Proposition 9. Every lattice of the form 2n can be realized as an interval in Σz: indeed it
can be realized as a basic interval in Σz(X) for X countable.
Proof. Let X = {p} ∪ (ω × n), where p is a free ultrafilter on ω. Let σ be the topology
on X in which points of ω × {i} are isolated, and a neighbourhood of p is a set of the
form {p} ∪ ⋃i∈n Ai × {i}, where each Ai ∈ p. Let τ be the discrete topology on X.
Then, for each i and each µ ∈ [σ, τ ], µ  {p} ∪ (ω × {i}) must be equal to either
σ  {p} ∪ (ω × {i}) or τ  {p} ∪ (ω × {i}). Thus the function Φ : [σ, τ ] → P(n) given by
Φ(µ) = {i ∈ n | p /∈ ω × {i}µ} is an order-isomorphism. Clearly, every topology in [σ, τ ]
is zero-dimensional, so [σ, τ ]z = [σ, τ ] ∼= 2n, as required. 
Lemma 10. Let σ, τ ∈ Σz be such that τ covers σ in Σz. Then [σ, τ ] is basic.
Proof. Suppose there are distinct points x and y such that Nσ (x) =Nτ (x) and Nσ (y) =
Nτ (y). Let U and V be disjoint σ -open sets containing x and y respectively, and let
U ′ ∈Nτ (x)\Nσ (x). Put U ′′ = U ∩U ′, and choose some τ -clopen set C with x ∈ C ⊆ U ′′.
Notice that C is not σ -open, since otherwise we would have U ′ ∈ Nσ (x). Notice also
that y ∈ V ⊆ X \ C. Put µ = 〈σ,C,X \ C〉. Then µ ∈ Σz and σ  µ  τ . Since
C ∈ Nµ(x) \ Nσ (x), µ = σ . On the other hand, since y ∈ intσ (X \ C) and y /∈ C,
Nµ(y) = Nσ (y). Thus µ = τ . But this contradicts the assumption that τ covers σ in
Σz. 
Corollary 11. If L is a finite lattice such that L ∼= [σ, τ ]z for some set X and some
σ, τ ∈ Σz(X), then there exist some set Y and some σ ′, τ ′ ∈ Σz(Y ) such that [σ ′, τ ′] is
basic and L ∼= [σ ′, τ ′]z.
Proof. If x ∈ X and Nσ (x) =Nτ (x), there must be some µ,ν ∈ [σ, τ ] ∩ Σz(X) such that
ν covers µ in Σz(X) and Nµ(x) =Nν(x). Since there are only finitely many such µ and
ν, and each covering pair only changes the topology at one point, there are only finitely
many points, x1, x2, . . . , xn say, at which the topology changes between σ and τ . Partition
the space X into disjoint σ -clopen sets Ui with xi ∈ Ui for each i . Clearly each topology
µ ∈ [σ, τ ] is a free sum of the topologies µ  Ui . Moreover, if µ ∈ [σ, τ ] then µ ∈ Σz(X)
if and only if µ Ui ∈ Σz(Ui) for each i .
Let Y be the quotient obtained by identifying the points xi to a single point x∗. For
µ ∈ [σ, τ ], let µ¯ denote the quotient topology on Y generated by µ. By Lemma 2 we know
that ϕ is an isomorphism from [σ, τ ] to the basic interval [σ¯ , τ¯ ]. Furthermore, it is clear
that µ¯ ∈ Σz(Y ) if and only if µ ∈ Σz(X), so ϕ  [σ, τ ]z is an isomorphism from [σ, τ ]z to
[σ¯ , τ¯ ]z. 
Lemma 12. Let σ, τ ∈ Σz with σ  τ and [σ, τ ]z basic and finite. Then for each µ ∈ [σ, τ ]z
there is some Cµ clopen in τ with µ = 〈σ,Cµ〉.
Proof. First, suppose that ν covers µ in Σz. Then [µ,ν] is basic, with base x say, and
there is some U ∈Nν(x) \Nµ(x). We can choose a set D, clopen in ν, with x ∈ D ⊆ U .
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Then D /∈ µ (lest U ∈Nµ(x)) so µ < 〈µ,D〉  ν. Further, D is closed in ν and hence in
µ, so 〈µ,D〉 ∈ Σz. Thus 〈µ,D〉 = ν.
Now, let µ ∈ (σ, τ ]z. Then there is a finite sequence σ = µ0 <µ1 < · · · <µn = µ with
each µi ∈ Σz and µi+1 covering µi . By the above, we may choose Di clopen in µi+1
(and hence in τ ) with µi+1 = 〈µi,Di〉. Put Ei =⋂ji Dj . Then it is easy to verify that
µi+1 = 〈σ,Ei〉 for each i , and so putting Cµ = En−1 gives the desired result. 
Theorem 13. Let σ, τ ∈ Σz with σ  τ and [σ, τ ]z finite. Then [σ, τ ]z is isomorphic to 2n
for some n.
Proof. By Corollary 11 we may assume that [σ, τ ] is basic, with base x say. For each
µ ∈ (σ, τ ]z we can choose some closed set Cµ with x ∈ Cµ and µ = 〈σ,Cµ〉. Let
C0µ = Cµ \ {x} and let C1µ = X \ Cµ. Enumerate (σ, τ ]z as {µi | i ∈ m}. For each f ∈ 2m
let Df =⋂i∈m Cf (i)µi . Let
E = {f ∈ 2m | x /∈ Df σ },
F = {f ∈ 2m | x ∈ Df σ \ Df τ},
G = {f ∈ 2m | x ∈ Df τ}.
We will show that [σ, τ ]z ∼= P(F ). Define Φ : [σ, τ ]z → P(F ) by Φ(µ) = {f ∈ F | x /∈
Df
µ}. If µ,ν ∈ [σ, τ ]z with µ ν then Df ν ⊆ Df µ, so if f ∈ Φ(µ) then f ∈ Φ(ν). Thus
Φ is order-preserving.
Conversely, suppose that µ,ν ∈ [σ, τ ]z with µ  ν: we must show that Φ(µ)  Φ(ν).
Since 〈σ,Cµ〉  〈σ,Cν〉 we know that x ∈ Cν \ Cµ σ . Now Cν \ Cµ =⋃f∈I Df for some
I ⊆ 2m, so x ∈ Df σ for some Df ⊆ Cν \ Cµ. Since x /∈ Df µ we know that f ∈ F .
Moreover, since Df ⊆ Cν and x ∈ Df σ , we have x ∈ Df 〈σ,Cν〉. Thus f ∈ Φ(µ) \ Φ(ν),
so Φ(µ)  Φ(ν), as required.
Finally we must show that Φ is onto. Let A ⊆ F , and put
C = {x} ∪
⋃
f∈A∪G
Df .
Notice that, for every f ∈ 2m, {x}∪Df is closed, and for every f ∈ E∪F , Df is τ -closed.
Thus C is closed, and
X \C =
⋃
f∈E∪(F\A)
Df
is τ -open, so 〈σ,C〉 ∈ [σ, τ ]z. Clearly we have Φ(〈σ,C〉) = A, as required. 
Notice that Proposition 9 and Theorem 13 together show that if a finite lattice is
realizable as an interval in Σz(Y ) for some set Y , then it is realizable as an interval in
Σz(X) for X countable.
In contrast, assuming the existence of a measurable cardinal κ , there is a lattice which
occurs as an interval [σ, τ ] in Σ(Y) with σ, τ ∈ Σz(Y ), where Y has cardinality κ , but
which cannot be realized as an interval between T3 topologies on a countable set. This was
proved by Good and the authors in [2, Theorems 1 and 6].
D.W. McIntyre, W.S. Watson / Topology and its Applications 139 (2004) 23–36 29
4. Intervals in ΣtIn this section we discuss the structure of intervals in Σt . The main results are the
same as those shown in Section 3 for Σz: intervals in Σt are lattices, but not necessarily
sublattices of Σ , while basic intervals are sublattices of Σ . Finite lattices are realizable as
intervals in Σt if and only if they are of the form 2n.
For σ a topology on a set X, let Cσ denote the set of functions from X to R which are
σ -continuous, and for x ∈ X let Cσ (x) denote the set of functions f :X → [0,1] which are
σ -continuous and satisfy f (x) = 0.
Notice that a topology σ is completely regular if and only if σ = ∨{ψf | f ∈ Cσ },
which happens if and only if σ =∨{ψf | f ∈ F} for some set F of functions from X
to R. From this it follows that Σcr forms a complete lattice in which the meet µ and the
join ν of a non-empty subset S are given respectively by
µ =
∨{
ψf | f ∈
⋂
σ∈S
Cσ
}
and ν =
∨{
ψf | f ∈
⋃
σ∈S
Cσ
}
.
Thus intervals in Σt are lattices. Example 6 shows that intervals in Σt are not necessarily
sublattices of Σ .
Theorem 14. Let σ, τ ∈ Σt with [σ, τ ] basic. Then [σ, τ ]t is a sublattice of Σ .
Proof. Let x be the base of [σ, τ ], and let µ,ν ∈ [σ, τ ]t . Let A ∈ µ ∩ ν with x ∈ A. Then
there exist f ∈ Cµ(x) and g ∈ Cν(x) with f (X \ A) = g(X \A) = {1}. Put h = min(f, g).
Since f and g are both σ -continuous except at x , so is h. For any ε > 0, h−1([0, ε)) =
f−1([0, ε)) ∪ g−1([0, ε)) is both a µ- and a ν-neighbourhood of x , so h is also µ ∩ ν-
continuous at x . Hence h witnesses that µ ∩ ν is Tychonoff, so µ∩ ν is the meet of µ and
ν in both Σ and [σ, τ ]t .
Similarly, let B ∈ 〈µ ∪ ν〉 with x ∈ B . Choose C ∈ µ and D ∈ ν with x ∈ C ∩ D ⊆ B ,
and choose i ∈ Cµ(x), j ∈ Cν(x) with i(X \ C) = j (X \ D) = {1}. Then k = max(i, j)
witnesses that 〈µ ∪ ν〉 is Tychonoff, so 〈µ ∪ ν〉 is the join of µ and ν in both Σ and
[σ, τ ]t . 
The example given in the proof of Proposition 9 shows that every lattice of the form 2n
can be realized as an interval in Σt . Our proof that the converse holds follows similar lines
to the proof of Theorem 13.
Lemma 15. Let σ, τ ∈ Σt , and suppose that τ covers σ in Σt . Then there exist x ∈ X and
f ∈ Cτ (x) such that
(1) [σ, τ ] is basic with base x;
(2) τ = σ ∨ ψf ;
(3) x ∈ f −1({1})σ ; and
(4) for all s ∈ (0,1), f  f −1([0, s)) is σ -continuous.
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Proof. Since σ < τ , there is some A ∈ τ and some x ∈ A such that x /∈ intσ (A).
Choose f ∈ Cτ (x) with f (X \ A) = {1}: shrinking A if necessary we may assume that
A = f−1([0,1)). Since x /∈ intσ (A), x ∈ X \ Aσ = f−1({1})σ , so f is not σ -continuous.
Thus σ < σ ∨ ψf  τ , so τ = σ ∨ψf .
We claim that [σ, τ ] is basic with base x . Let y ∈ X with y = x . Choose disjoint
U,V ∈ σ with x ∈ U , y ∈ V , and choose g ∈ Cτ (x) with g−1(X \ U) = {1}. Put
h = max(f, g). Then h is σ -discontinuous at x but σ -continuous at y . Hence Nσ (y) =
Nσ∨ψh(y). On the other hand, since σ < σ ∨ ψh  τ , σ ∨ ψh = τ . Thus Nσ (y) =Nτ (y)
for all y = x , as required.
It remains only to show that if s ∈ (0,1) then f  f−1([0, s)) is continuous. So let
s ∈ (0,1). Define e : [0,1] → [0,1] by
e(t) =
{
t if 0 t  s,
s(1−t )
1−s if s  t  1.
Then d = e ◦ f is τ -continuous, so σ  σ ∨ψd  τ . On the other hand, since d(X \A) =
{0}, x ∈ X \ Aσ∨ψd , so σ ∨ ψd = τ . Thus σ ∨ ψd = σ , so d is σ -continuous. Since
f  f−1([0, s)) = d  f−1([0, s)), f  f−1([0, s)) is σ -continuous. 
Proposition 16. If L is a finite lattice such that L ∼= [σ, τ ]t for some set X and some
σ, τ ∈ Σt(X), then there exist some set Y and some σ ′, τ ′ ∈ Σz(Y ) such that [σ ′, τ ′] is
basic and L ∼= [σ ′, τ ′]t .
Proof. By Lemma 15 there are finitely many points x1, . . . , xn where the topology changes
between σ and τ . We may separate these points by disjoint σ -open sets Ui . Put U =⋃n
i=1 Ui . It is straightforward to verify that [σ, τ ] is isomorphic to [σ U,τ U ], and that
for µ ∈ [σ, τ ] we have µ ∈ Σt if and only if µ  U ∈ Σz(U). So we may assume without
loss of generality that X is a free sum of the sets Ui . Then we may identify the points xi to
a single point x∗ to obtain the set Y . By Lemma 2 this gives an isomorphism from [σ, τ ]
to a basic interval [σ¯ , τ¯ ], and it is easy to verify that µ ∈ Σt(X) if and only if µ¯ ∈ Σt(Y ).
Thus L is isomorphic to the basic interval [σ¯ , τ¯ ]t in Σt(Y ). 
Theorem 17. Let σ, τ ∈ Σt with σ  τ and [σ, τ ]t finite. Then [σ, τ ]t is isomorphic to 2n
for some n.
Proof. By Proposition 16 we may assume that [σ, τ ] is basic, with base x say.
Let P = {(µ, ν) | ν covers µ in [σ, τ ]t }. For each pair (µ, ν) ∈ P we can find some
fµ,ν ∈ Cν(x) with ν = µ ∨ ψfµ,ν satisfying the conditions of Lemma 15. For each
θ ∈ (σ, τ ]t let
gθ = max
{
fµ,ν | (µ, ν) ∈ P, ν  θ
}
.
Then µ = σ ∨ψgµ for each µ ∈ [σ, τ ]t . For each such µ let
C0µ = g−1µ
([
0, 13
])
,
C1µ = g−1µ
([ 2
3 ,1
])
,
C2µ = g−1µ
(( 1
3 ,
2
3
))
.
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Enumerate (σ, τ ]t as {µi | i ∈ m}. For each f ∈ 3m let Df =⋂i∈mCf (i)µi . Let
E = {f ∈ 3m | x /∈ Df σ },
F = {f ∈ 3m | x ∈ Df σ \ Df τ},
G = {f ∈ 3m | x ∈ Df τ}.
We will show that [σ, τ ]t ∼= P(F ). Define Φ : [σ, τ ]t → P(F ) by Φ(µ) = {f ∈ F | x /∈
Df
µ}. As before, Φ is order-preserving.
Conversely, suppose that µ,ν ∈ [σ, τ ]t with µ  ν. We claim that x ∈ C1µ \C1ν
σ
.
Indeed, if this were not so then there would be a σ -open set containing x with U ∩
g−1ν ([0, 23 )) ⊆ g−1µ ([0, 23 )). Since gµ  g−1µ ([0, 23 )) is continuous, gµ is continuous on a ν-
neighbourhood of x . Thus gµ is ν-continuous, so σ ∨ψgµ ⊆ ν, i.e., µ ν, a contradiction.
Now C1µ \ C1ν =
⋃
f∈I Df for some I ⊆ 3m, so x ∈ Df σ for some Df ⊆ C1µ \ C1ν .
Now x /∈ C1µ
µ
, so x /∈ Df τ , and thus f ∈ F . Moreover, f ∈ Φ(µ). On the other hand,
Df ⊆ g−1ν ([0, 23 )), so by continuity of gν  g−1ν ([0, 23 )) any ν-neighbourhood of x missing
Df would give a σ -neighbourhood of x missing Df , again a contradiction. Thus f ∈ Df ν ,
so f /∈ Φ(ν) and therefore Φ(µ)  Φ(ν).
Thus Φ is an order-embedding. It remains only to show that Φ is onto.
Notice that, by continuity of gµ  g−1µ ([0, 34 )), x /∈ C2µ
σ
for each µ. Thus if f ∈ F ∪ G
then f ∈ 2m.
Let e : [0,1] → [0,1] be given by
e(t) =


0 if 0 t  13 ,
3t − 1 if 13  t  23 ,
1 if 23  t  1.
Then h1µ = e ◦ gµ gives a µ-continuous function from X to [0,1] taking the value 0 on C0µ
and 1 on C1µ. Put h0µ = 1 − h1µ, and for f ∈ 2m let
hf =
∏
i∈m
hf (i)µi .
Then hf is τ -continuous, and takes the value 1 on Df and 0 on Df ′ for every f ′ ∈ 2m\{f }.
For every f ∈ 2m with f ≡ 0, and in particular for every f ∈ F , we have hf (x) = 0.
For A ⊆ F , let hA = max{hf | f ∈ A} (and h∅ = 0). Then µA = σ ∨ψhA ∈ [σ, τ ]t . For
each f ∈ A we have hA(x) = 0 and hA(Df ) = {1}, so x /∈ Df µA . On the other hand, for
each f ∈ F \ A we have hA(Df ) = {0}, so every ψhA -neighbourhood of x contains Df .
Since x ∈ Df σ , x ∈ Df µA . Thus Φ(µA) = A. Hence Φ is onto. 
5. Intervals in Σ3
We conclude with some observations regarding intervals in Σ3. Although a few of the
results and methods of the previous sections can be carried through, we do not have such
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a complete picture. Intervals in Σ3 are lattices, but not necessarily sublattices of Σ . Basic
intervals in Σ3 are sublattices of Σ . Finite intervals in Σ3 are distributive. All lattices of
the form 2n occur as intervals in Σ3, but these are not the only lattices which can occur.
Lemma 18. Σr is a complete lattice.
Proof. Let ∅ = S ⊆ Σr . Let x ∈ A ∈∨S. Then there exist σ1, σ2, . . . , σn ∈ S and Ui ∈ σi
for i = 1,2, . . . , n such that x ∈⋂ni=1 Ui ⊆ A. By regularity, for each i we can choose
Vi ∈ σi with x ∈ Vi σi ⊆ Ui . But then
x ∈
n⋂
i=1
Vi ⊆
n⋂
i=1
Vi
∨
S
⊆
n⋂
i=1
Vi
∨
S ⊆
n⋂
i=1
Vi
σi ⊆
n⋂
i+1
Ui ⊆ A,
and
⋂n
i=1 Vi ∈
∨
S, so
∨
S is regular.
Thus every non-empty subset of Σr has a join. Furthermore, Σr has a minimum
element, namely the indiscrete topology. Hence Σr is a complete lattice. 
Corollary 19. Every interval in Σ3 is a lattice.
Example 6 shows that intervals in Σ3 need not be sublattices of Σ . However, we do get
sublattices when the intervals are basic.
Proposition 20. Let σ, τ ∈ Σ3 with σ < τ and [σ, τ ] basic. Then [σ, τ ]3 is a sublattice
of Σ .
Proof. Let x be the base of [σ, τ ], and let µ,ν ∈ [σ, τ ]3. Let A ∈ µ ∩ ν with x ∈ A. Then
there is some B ∈ µ with x ∈ B ⊆ B ⊆ A and some C ∈ ν with x ∈ C ⊆ C ⊆ A. But then
x ∈ B ∪C ⊆ B ∪C ⊆ A, and B ∪C is a µ∩ ν-neighbourhood of x . Thus µ∩ ν is regular,
so it is the meet of µ and ν in both Σ and [σ, τ ]3.
Similarly let D ∈ 〈µ ∪ ν〉 with x ∈ D. Choose E ∈ µ and F ∈ ν with x ∈ E ∩ F ⊆ D.
Choose G ∈ µ with x ∈ G ⊆ G ⊆ E and H ∈ ν with x ∈ H ⊆ H ⊆ F . Then
x ∈ G ∩H ⊆ G∩H ⊆ G ∩ H ⊆ E ∩ F ⊆ D.
Thus 〈µ∪ ν〉 is regular, so it is the join of µ and ν in both Σ and [σ, τ ]3. 
Lemma 21. Let σ, τ ∈ Σr and let U ∈ σ . Let µ = 〈σ ∪ {U ∩A | A ∈ τ }〉. Then µ ∈ Σr .
Proof. Let z ∈ B ∈ µ. If z /∈ U then B ∈ Nσ (z) so we may find W ∈ σ with z ∈ W ⊆
W
µ ⊆ W σ ⊆ B . So suppose that z ∈ U . Then (since σ ⊆ τ ) every µ-neighbourhood of z
can be shrunk to one of the form U ∩ A for some A ∈ τ . Thus there is some A ∈ τ with
z ∈ U ∩ A ⊆ B . We will use regularity of τ to choose some C ∈ µ with z ∈ C ⊆ Cµ ⊆ B:
to gain control over Cµ we will ensure that Cµ ⊆ C σ ⊆ U .
Choose some W ∈ σ with z ∈ W ⊆ W σ ⊆ U , and some C ∈ τ with z ∈ C ⊆ C τ ⊆
W ∩ A. We claim that Cµ = C τ . Certainly C τ ⊆ Cµ. Conversely, suppose v ∈ Cµ \ C τ .
Since Cµ ⊆ C σ ⊆ W σ ⊆ U , U \C τ is a µ-neighbourhood of v missing C, a contradiction.
Thus we have z ∈ C ⊆ Cµ ⊆ B , and C = C ∩U ∈ µ. Hence µ is regular. 
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Lemma 22. Let σ, τ ∈ Σ3 be such that τ covers σ in Σ3. Then [σ, τ ] is basic (with base
x , say) and there exist subsets An for n ∈ ω such that τ = 〈σ ∪ {An | n ∈ ω}〉 and, for each
n ∈ ω, x ∈ An+1 ⊆ An.
Proof. First suppose that there exist distinct x, y ∈ X with Nσ (x) =Nτ (x) and Nσ (y) =
Nτ (y). Choose disjoint U,V ∈ σ with x ∈ U , y ∈ V . Put µ = 〈σ ∪ {U ∩ A | A ∈ τ }〉.
Then σ  µ  τ , and µ ∈ Σ3 by Lemma 21. On the other hand, since Nσ (x) = Nµ(x)
and Nµ(y) =Nσ (y) =Nτ (y), we have σ < µ< τ . This contradicts the assumption that τ
covers σ in Σ3.
Thus we may assume that [σ, τ ] is basic, with base x say.
Since σ < τ , there is some A0 ∈ τ \ σ . By regularity we have some A1 ∈ τ with x ∈
A1
τ = A1 ⊆ A0. Similarly we can choose A2,A3, . . . . Let ν = 〈σ ∪ {An | n ∈ ω}〉. Then
we certainly have σ < ν  τ , so we only need to show that ν ∈ Σ3. Let x ∈ B ∈ ν. Then
there exist U ∈ σ and n ∈ ω with x ∈ U ∩ An ⊆ B . Choose V ∈ σ with x ∈ V ⊆ V ⊆ U .
Then
x ∈ V ∩ An+1 ⊆ V ∩ An+1 ⊆ V ∩ An+1 ⊆ U ∩ An ⊆ B,
and V ∩ An+1 ∈ ν, so ν is indeed regular. 
Lemma 23. If L is a finite lattice such that L ∼= [σ, τ ]3 for some set X and some
σ, τ ∈ Σ3(X), then there exist some set Y and some σ ′, τ ′ ∈ Σ3(Y ) such that [σ ′, τ ′] is
basic and L ∼= [σ ′, τ ′]3.
Proof. Similar to the proof of Proposition 16. 
Corollary 24. All finite intervals in Σ3 are distributive.
Proof. Let σ, τ ∈ Σ3 with [σ, τ ]3 finite. By Lemma 23 we may assume that [σ, τ ]
is basic, with base x say. Let ν ∈ (σ, τ ]3. Then there is a finite sequence σ = µ0 <
µ1 < · · · < µn = µ with each µi ∈ Σ3 and µi+1 covering µi in Σ3. By the above, we
may choose An,i ∈ µi+1 with x ∈ An+1,i ⊆ An,i and µi+1 = 〈µi ∪ {An,i | n ∈ ω}〉. Put
Bn,i =⋂ji An,j . Then it is easy to verify that µi+1 = 〈σ ∪ {Bn,i | n ∈ ω}〉 for each i .
Thus each µ ∈ [σ, τ ]3 is of the form 〈σ ∪ {An | n ∈ ω}〉 where x ∈ An+1 ⊆ An for each n.
Clearly, if (An)n∈ω and (Bn)n∈ω are sequences of this form and µ = 〈σ ∪ {An | n ∈ ω}〉,
ν = 〈σ ∪ {Bn | n ∈ ω}〉 then
µ∧ ν = 〈σ ∪ {An ∪Bn | n ∈ ω}〉 and
µ∨ ν = 〈σ ∪ {An ∩Bn | n ∈ ω}〉.
Thus distributivity of ∧ over ∨ in [σ, τ ]3 follows from distributivity of ∪ over ∩. 
The problem remains of characterizing the finite lattices which can occur as intervals
in Σ3. The example given in the proof of Proposition 9 shows that every lattice of the form
2n can be realized as such an interval. However, these are not the only lattices which can
be so realized, as the following example shows.
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Example 25. There exist a set X and σ, τ ∈ Σ3(X) such that [σ, τ ]3 has exactly three
elements.
The example is constructed as follows. First, we construct a corkscrew similar to the
Tychonoff corkscrew, but with each “sheet” a copy of (ω1 + 1) × (ω1 + 1) \ {(ω1,ω1)}
rather than the Tychonoff plank. At the end, rather than adding a single point we add a
copy of ω1. So the corkscrew has copy of ω1 at each end: the “leading edge” copy and the
“limit” copy. We now add a point q at infinity. In the coarsest topology, a neighbourhood
of q must contain a core from the corkscrew. In the finest topology we isolate q . The only
regular topology between these two is obtained by allowing a neighbourhood of q to miss
the leading edge of the corkscrew (which, by regularity, means that we can miss the first m
turns of the corkscrew for every m ∈ ω).
Let P = (ω1 +1)× (ω1 +1)\ {(ω1,ω1)} with the product topology. Let L = ω1 ×{ω1},
M = ω1 × ω1 and N = {ω1} × ω1. We say that S ⊆ M is unbounded in M if for
every α ∈ ω1 there is some (γ, δ) ∈ S with α < γ, δ, and we will refer to a subset
{(γ, δ) ∈ ω1 × ω1 | α < γ, δ} as a tail of M . Note that if S is unbounded in M and closed
and S ⊆ U with U open in P then U contains a tail of M , so U contains a tail of L and of
N (in other words a subset of the form {(β,ω1) | α < β < ω1} or {(ω1, β) | α < β < ω1},
respectively).
We now take ω copies of the plank P , identifying the edge N if the nth copy with the
edge L if the (n + 1)st copy. Call this quotient “spiral” Q. We close this off by adding a
copy of ω1, which we refer to as the “limiting” points. A neighbourhood of a limiting point
σ ∈ ω1 will be a ribbon running up through the spiral: we fix some β < α and some n.
Then the ribbon will begin with the rectangle {(γ, δ) | β < γ  ω1, β < δ  α} in the nth
copy of P running from the diagonal to the right hand edge M . It will then continue with a
similar rectangle running from the top edge of the (n+ 1)st copy to the diagonal, and then
back out to the right hand edge of that copy. It continues with a similar L-shaped region in
each copy of P . Finally, it includes all points γ in the limiting copy with β < γ  α. This
gives a zero-dimensional topology on the spiral together with the limiting points.
To complete the construction we add a “point at infinity”, which will be the only point
where the topologies change. In the coarsest topology σ , the neighbourhood of q specified
by β ∈ ω1 consists of all points (γ, δ) in all the copies of P with both γ and δ greater
than β . In particular, every neighbourhood of q in this topology contains a tail of the
“leading edge”, in other words the copy of L in the 0th copy of P . It is clear that this gives
a zero-dimensional topology. The finest topology τ will be obtained from σ by isolating
the point q . We will show that there is precisely one regular topology µ with σ < µ < τ ,
namely the topology obtained by adding neighbourhoods which only contain a tail of M
and of N from the nth copy of P onwards.
Let Q = P × ω/∼, where P × ω has the product topology and ∼ is the equivalence
relation identifying (ω1, α,n) with (α,ω1, n + 1) for each α ∈ ω1, n ∈ ω. Give Q the
quotient topology. Now let C = Q∪ω1, and extend the topology to C by declaring that Q
is open in C, and declaring a basic neighbourhood of α ∈ ω1 to be
Nαβ,n = {α} ∪
{
(γ, δ,m) ∈ Q | β < min{γ, δ} α, m> n}
∪ {(γ, δ, n) ∈ Q | β < γ, β < δ  α},
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for β < α and n ∈ ω. Note that this is a zero-dimensional topology on C.
For β ∈ ω1 and n ∈ ω, define Nβ,n =⋃β<α<ω1 Nαβ,n, and Nβ = {(γ, δ,m) ∈ Q | β <
γ, δ} ∪ {α ∈ ω1 | β < α}. Note that Nβ,0 omits the “leading edge” L × {0}, whereas Nβ
contains a tail of L × {0}. Note also that we have Nβ,n+1 ⊆ Nβ,n for each n. We make
three observations about C. First, note that if S ⊆ ω1 is closed and unbounded, and S ⊆ U
for some open set U then U contains Nβ,n for some β ∈ ω1, n ∈ ω. Secondly, note that if S
is closed and unbounded in M × {n} for some n and S ⊆ U with U open then U contains
a tail of both L× {n} and N × {n} = L× {n+ 1}. Finally, if S is closed and unbounded in
N × {n} for some N and S ⊆ U with U open then U is unbounded in both M × {n} and
M × {n+ 1}.
Now adjoin a new point q . In the topology σ on X = C ∪ {q}, a basic neighbourhood
of q will be
Uβ = {q} ∪Nβ,
where β ∈ ω1. Let τ = 〈σ, {q}〉. Note that σ, τ ∈ Σz(X). For each β ∈ ω1 and n ∈ ω let
Uβ,n = {q} ∪ Nβ,n.
Put µ = 〈σ ∪ {Uβ,n | β ∈ ω1, n ∈ ω}〉. Note that, since Uβ,n+1 σ ⊆ Uβ,n, µ is regular. We
will show that [σ, τ ]3 = {σ,µ, τ }. Note that, since [σ, τ ]z ⊆ [σ, τ ]t ⊆ [σ, τ ]3 and [σ, τ ]t
has the form 2n for some n, this implies that µ is not zero-dimensional or even Tychonoff.
Let ν ∈ (σ, τ ]3. We must show that µ ν. Since σ < ν, there is some U ∈ ν \ σ . Put
Y = X \U : we have q ∈ Y σ \ Y ν . For each α < ω1, we know that Y ∩ Uα = ∅, so we can
find γ, δ > α and n ∈ ω such that (γ, δ, n) ∈ Y . Without loss of generality we have nα = n
for all α. Then Y is closed and unbounded in either M × {n} or N × {n}. We assume with
only temporary loss of generality that Y is closed and unbounded in M×{n}. By regularity,
we can extend Y to an open set V whose ν-closure misses q . By the previous observation,
V will contain a tail of M × {n}, and V ν will contain a tail of both L × {n} and N × {n}.
By regularity again we can expand V ν to an open set V ′ whose closure misses q . V ′ will
be unbounded in M × {n+ 1} and (if n > 0) in M × {n− 1}. Thus q has a neighbourhood
in ν which misses P × {n}. By a similar argument, we can find a neighbourhood of q
which misses P ×{n+ 1} and P ×{n− 1}, and, proceeding inductively, one which misses
P × {n+ k} for each k and P × {n− k} for each k  n. In other words, we have U0,m ∈ ν
for all m, so Uα,m ∈ ν for all α and m. Thus µ ν.
Suppose now that ν is strictly greater than µ. We must show that ν = τ . Again, since
µ < ν there is some W ∈ ν \ µ: put Z = X \ W . Now q ∈ Zµ so for every α ∈ ω1, n ∈ ω
we have Z ∩ Uα,n = ∅. Fix α ∈ ω1. Inductively choose α < γn, δn ∈ ω1 and mn ∈ ω
for n ∈ ω so that, putting βn = min{γα,n, δα,n}, we have βn < βn+1, mn < mn+1, and
(γn, δn,mn) ∈ Z. Then, putting β = sup{βα,n | n ∈ ω} we have α < β ∈ Zν = Z. Thus
Z is closed and unbounded in ω1. By regularity, we can expand Z to an open set W ′ whose
ν-closure misses q . This open set must contain a tail of ω1, so it must contain Nβ,n for
some β,n. But then we have {q} = (X \ W ′ ν) ∩ Uβ,n ∈ ν (since µ ν), and so ν = τ as
required.
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