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Abstract: In this paper we discuss an iterative method for the calculation of the boundary values of the conformal 
mapping of a simply connected region G onto a region H with smooth boundary. The method is based on a certain 
Riemann-Hilbert problem. It turns out that this problem is the linearized version of a singular integral equation of the 
second kind. Hence the method is a Newton method. Whenever the boundaries of G and H are sufficiently smooth, its 
convergence is locally quadratic. 
If G is the unit circle, the solution of the linearized problem can be represented explicitly in terms of integral 
transforms. From this one derives a quadratically-convergent Newton-like numerical method that avoids the numerical 
solution of systems of linear equations and therefore, in comparison with other methods based on integral equations, is 
quite economical in terms of computer time and storage requirements. 
Keywords: Numerical conformal mapping, Riemann-Hilbert problem. 
1. Introduction 
The Theodorsen method (see [l]) for the calculation of the conformal map of the unit disk 
onto a starlike domain H is based on a nonlinear singular integral equation of the second kind, 
which is generally solved iteratively by a method of ‘successive conjugation’. The convergence of 
this iteration has only been proved under restrictive assumptions on the shape of H, and the rate 
of convergence is linear. If the integrals are discretized by a mesh of n points, then the method 
requires computer storage O(n)_ The computation time per step is of the order 0( n’), which can 
be reduced to 0( n log n) through the use of the fast Fourier transform [2]. 
If one attempts to solve Theodorsen’s equation by Newton’s method, on the other hand, the 
convergence will be locally quadratic. But since a system of n linear equations must be solved at 
each step, at least n2 numbers must be stored, and the operation count per step increases to 
O(n3). ’ Thus even on a large computer, it is impractical to take n larger than a certain value. 
Analogous constraints apply also to the other known methods of numerical conformal 
mapping based on integral equations, such as those of Lichtenstein [l] and Symm [4]. 
* Translation by Lloyd N. Trefethen of: Ein Iterationsverfahren zur konformen Abbildung, Numerische Mathematik 
30 (1978) pp. 453-466. The reader should also be aware of a more recent paper by Wegmann that develops this 
method further, listed as [5] in the references. 
’ See, however, the new paper in this volume by Hiibner: The Newton method for solving the Theodorsen integral 
equation (Editor). 
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This paper will describe a new method, also based on a nonlinear integral equation of the 
second kind, for the conformal mapping of a region G onto another region H. This method 
assumes only that G and H are simply connected domains bounded by sufficiently smooth 
Jordan curves. The integral equation is solved by a Newton iteration. It will be shown that this 
iteration can always be carried out, that is, that the linearized equation has a unique solution. 
Furthermore, the iteration is guaranteed to converge if the initial guess is sufficiently close, and 
the convergence is ultimately quadratic. 
In the special case in which G is the unit disk, the solution of the linearized integral equation 
can be represented explicitly by an integral transform. As a result one obtains a method for 
calculating conformal maps that converges quadratically, yet is comparable to successive ap- 
proximation in cost per step-the storage is O(n) and the computation time per step is 0( n*), or 
0( n log n) if the fast Fourier transform is used. 
It is well known that many problems of two-dimensional potential theory can be considerably 
simplified by conformal mapping. For example, one can reduce the Dirichlet problem on a 
domain H to the corresponding problem on the unit disk, and then apply Poisson’s formula. But 
when the conformal map has to be determined numerically, this process has previously appeared 
to offer little advantage, for the classical integral equation methods of conformal mapping are no 
less costly than the integral equation methods of potential theory that can be used to solve the 
problem on the original domain. We hope that the method described in this work, since it is 
faster than the usual integral equation methods, may now make conformal mapping more 
attractive for such applications. 
2. The iterative method 
Let G and H be simply connected regions bounded by Jordan curves r and A, respectively. 
Then there exists a conformal map f: G + H, and each such map can be extended to the closure 
G of G, inducing a homeomorphism fi r + A of the boundary curves. The map i is uniquely 
determined if one fixes its values f^( zy) = c, at an interior point zi E G and a boundary point 
zo E r. 
Since the conformal map is fully determined by its values on the boundary, one can reduce the 
problem of computing it to that of computing the boundary map f: r + A, or, if a parametriza- 
tion q(s) of A is given, to the determination of a real function S(l) satisfying 
i(S) = MS)). (2.1) 
Without loss of generality it can be assumed that q(s) is a 2+periodic function which traverses A 
once in the positive sense when s runs from 0 to 2n. Then S is a continuous, multi-valued 
function that changes by 2~ during a traversal of r. This side condition, which we symbolically 
write 
[W)] r = 2a, (2.2) 
ensures that the analytic function f satisfying (2.1) assumes every value in H exactly once. 
This problem statement can be generalized in a natural way to the situation in which A is a 
curve that is not necessarily simply closed. Let q be continuously differentiable with Q(s) # 0, 
and let K be the winding number of +I with respect to 0. Any function f analytic in G and 
R. Wegmann / Iteratice method for con/ormal mapprng 9 
continuous on G, and satisfying (2.1) and (2.2) maps G onto a Riemann surface with K sheets 
and K - 1 branch points. (One necessarily has K >, 1.) Since the locations of the branch points are 
not determined by the boundary curve alone, there are K - 1 extra parameters that can be fixed 
through additional interpolation conditions. For the determination of f one thus has the side 
conditions 
j(Zy)=Cy, Z’=O, I,..., K withz,Er, zi ,..., z,EG, C,EA. (2.3) 
In this paper we discuss a method for the iterative determination of the boundary map f 
r --) A for smooth boundary curves A. Let 77 be differentiable, with Q(s) # 0 for all s. Let the 
approximation of the boundary map before the k th iteration be denoted by f,(S) = q( S,(c)). At 
step k, this map will be updated by shifting the function values along the tangent to the current 
boundary curve. That is, a real function U,(l) will be determined such that 
77(W)) - VC(S)W,(S)) = h/c+1(09 (2.4) 
where hk+* is a function analytic in G and continuous on c with h,, 1( z,) = c, for v = 1,. . . , K. 
For the boundary point z,,, the prescribed function value c0 lies on A, so it has the form 
ca = ~(s,,). On the other hand since h k+ 1( zO) lies on the tangent through the point n(.Sk( zO)), the 
condition h,+,( to) = c0 can in general not be satisfied. This condition is therefore replaced by 
Q&0> = so - Uzo). (2.4a) 
The analytic function hk+, is an approximation to the desired map f, although to be sure, the 
values it takes along r do not in general lie exactly on A. From hk+l one obtains a new 
approximation for the parameter mapping S( .) by means of the update 
%+1(S) := &(1) + US). (2.5) 
If one begins with an arbitrary function S,(l), then by (2.4a), the conditions S,( zo) = so and 
U,(zo) = 0 are satisfied for all k >, 2, and therefore the condition hk+l(zo) = co is satisfied too. 
3. Feasibility 
The following theorem establishes the existence and uniqueness of the solution of (2.4) and 
(2.4a). The smoothness assumptions for the curve I’ can be most conveniently formulated with 
the aid of a parametric representation 5= S(t). 
Theorem 1. Let 1 and 77 be Hiilder-continuously differentiable functions with i(t) f 0 and i,~( s) # 0 
for all s and t. Let S(l) be a Hiilder-continuous function satisfying (2.2). Assume that the winding 
number K of q is positive. Let points zl,. . . , z, E G and z. E r be given, together with complex 
numbers c,, . . . , c, and a real number uO. Then there exists a unique Hiilder-continuous real function 
U(l) defined on r, and a unique complex function h analytic in G and continuous on G with 
+(l)) + u(S>S(S(Z)) = h tS), (3 4 
such that the interpolation conditions 
h(z,)=c,, V=l,..., K (3 2) 
and 
Uzo) = uo (3.3) 
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are satisfied. When r is the unit circle, the solution can be represented 
transforms. 
explicitly through integral 
Proof. The assumptions imply that the functions f( 5) := n( S( 5)) and g( 5) := +( S( l)) are Holder 
continuous. Since U must be real, one obtains from (3.1) the condition 
(3.4) 
In this equation the function U has dropped out, but one can compute it from a solution of (3.4) 
by means of 
Equation (3.4) amounts to what is known as a Riemann-Hilbert problem for h. For its solution 
we follow [3, pp. lOO-1091. Condition (2.2) ensures that when r is traversed once in the positive 
sense, the same is true for A. The index of the Riemann-Hilbert problem is thus 
First, suppose r is the unit circle. If one chooses a fixed branch of the argument, then 
O(S):= Arg(S-%(S>/m) 
is a Holder-continuous function on r. With this function let us form 
(3.5) 
In what follows, for any function F analytic except on r, let F+(l) and F-(l) denote the 
boundary values on r with respect o limits within G or the complement of G, respectively. Now 
define 
X(z) = 
i 
exp(W -9W) for ]z]<l, 
z-‘“exp(Y(z)-fY(0)) for It] > 1, 
+(z) _ X(z) g(S)Im(f(S)/g(S))dS -- 
71 J x+(5)(3 - z) 
for ]z] #l, 
(3.6) 
(3.7) 
h,(l) = $(++(I) +m). (3.8) 
These conditions determine the boundary values of a particular solution h, of (3.4). The general 
solution of (3.4) then has the form [3, p. 1041 
h(z)=h,(z)+P(z)X(z), (3.9) 
where P is a polynomial of degree 2~ that satisfies the symmetry condition 
P(z) = z*qip-J. (3 .lO) 
It will now be shown that there exists a unique P such that (3.9) also satisfies the interpolation 
conditions (3.2) and (3.3). We use the abbreviations 
d,:=(c,-h,(z,))/X(z,), v=l,..., K, 
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Then h satisfies (3.2) and (3.3) if and only if 
P(r,)=d, for v=O,l,..., K. (3.11) 
We have two cases to distinguish. If z, f 0 for all v, then by (3.10), we must have 
P(l/Z,) = J”/.Zy2K for v = 0, 1,. . . , K. (3.12) 
We also have z0 = l/Z,, and, as can be verified from the properties of h, and X, d, = d,/ti”. 
Here P is the interpolation polynomial uniquely determined by (3.11) and (3.12). On the other 
hand if zK = 0, say, then one can make the Ansatz 
P(z) = d, + c7Kz2K + zP,( 2) (3.13) 
and then determine a polynomial P, of degree 2(~ - 1) such that (3.11) and (3.12) are satisfied 
for v = 0, 1,. . .) K - 1. In this case P is again uniquely determined. If one sets P2( z) := z’“pm, 
one sees that P2 also satisfies the interpolation conditions (3.11) and (3.12) and in the second 
case has the form (3.13). It follows that P2 = P, i.e., P satisfies (3.10). 
Thus in the case of the unit circle, the solution h can be represented through integrals. Since 
. 
the Holder continuity of functions is preserved under integral transformations with respect to a 
Cauchy kernel, the boundary values of h and therefore the function U are also Holder 
continuous. Note that of all of the functions above, only the boundary values F+ and F- were 
needed. The values of h, and X at the points zi, . . . , zK, which are needed for the determination 
of P, can be conveniently computed with the Cauchy integral formula. 
The case of a general curve r can be reduced to that of the circle as follows. Let # be a 
conformal map of the unit disk onto G. Since 5 is Holder-continuously differentiable, 4 is 
continuously differentiable on the circle. Therefore each Holder condition on the circle carries 
over under 1c/ to r, and conversely. If h is a solution of (3.1)-(3.3), then h( +( w)) is analytic in 
the disk and satisfies (3.1)-(3.3), modified correspondingly. From this the claim follows. 
4. Convergence results 
If one multiplies (2.4) by (1/2Ti) d[/(c - z) and integrates over r, the recult is 
I (1)(&(S)) + U,(S)+I(&(S)))d~ 
2ai J l--Z 
i 
0 for z e c, 
= MS&)) + Ll,(z) .iltMz))) for z E r, 
c, forz=z,, v=l,..., K. 
This is a linearization of the equation 
(4.1) 
- 
;T(s(z)) 
(4.2) 
C” 
which characterizes the parameter function S associated with the conformal map. The key part of 
this equation is the middle line, which constitutes a nonlinear singular integral equation of the 
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second kind for S. Fundamentally, the method described here consists of a linearization of this 
equation, and this is why it is a Newton method. One naturally expects that the convergence will 
be locally quadratic. In what follows this will be made precise. 
For the remainder of this section, let the curves r and A and the Holder exponent p with 
0 < p < 1 be fixed. The dependence of various constants on r, A and p will ‘not be indicated in 
the notation. For Holder continuous functions on r we define the following norm: ]]n]]n is the 
smallest number A for which 
(1) ]]p]] G A in the maximum norm, and 
(2) IPG>T-P(s2>l 64151-LIP. 
As at the end of the proof Theorem 1, problem (2.4) can be reduced with the aid of a conformal 
map Ic/ to the case in which r is the unit circle. This transformation does not change the 
exponent p, and it multiplies the coefficient A by a constant factor depending only on r and ~1. 
Therefore we can assume in the following without loss of generality that r is the unit circle, and 
apply the explicit representation of the solution. 
From the proof on p. 46 of [3], we borrow the following assertion: there exists a constant Ci 
such that 
ll9’llH Q ClllPllH. 
where (p’ and +- are the boundary values of the Cauchy integral 
With this assertion one can trace in Theorem 1 exactly how the estimates for f, g, uO, and the c, 
affect Y, X, 9, ha, and the solution h: 
Theorem 2. There exists a splitting h = h, + h, of the solution h of (2.4) such that h, depends on,,, 
on g and f, and h, only on g and cl,. . . , c,, uo. The dependence on f, cl,. . . , c, and u. is linear with 
respect o addition and to multiplication by real scalars. If a bound llgllH < A, holds, then there are 
constants C,( A,) and C,( A,), depending only on A,, such that 
llh,llH G C~(~&fll~~ 
IlhcllH~C~(AI)~max(I~~I~ IGL-.~ Ic& 
There also exists a corresponding splitting U = Ur f U, with 
llr//lh G C&4~)llfll.~ 
Ilv,llH~ G(4baxo~ol~ IcIl~*.*~ PA- 
Corollary. Let F be a function analytic in G and continuous on c Then the solution to (2.4) satisfies 
the estimate 
Proof. This inequality follows immediately from the previous theorem, if one compares (2.4) with 
the analogous identity 
F(5) +0-g(S) = F(S)- •I 
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The branches of the multivalued function S differ by multiples of 27. The norm can be 
modified correspondingly, as follows: let us say that llSllK < A holds precisely when 1 S( {,,I 1 < A 
and IW1)-W211 ~45~ -LIP f or all lo, [t, I2 in r, for a suitable choice of the branches. 
Theorem 3. Let 17 be twice differentiable, and let 3 sati& a Lipschit; condition. If ll.Sll K < A, and 
IVIIH 4 49 then there is a constant C,( A,, A4), depending on/y on A, and A,, such that the 
difference 
WS) :=77(W) + U(l)) --71(W) - U(PMW)) 
is bounded in norm by 
IIWH G C&h Ac,)ll~llt~ 
Proof. D(l) is the remainder term of the Taylor expansion for the function 
W) := 77(W) + eW)). 
Therefore it can be represented as an integral 
o(S) =/l(l- e)?/@(S) + eLW)U’(S)de. 
0 
Since 17 is twice Lipschitz differentiable, there is an L such that 
lij(s)l<L foralls 
and 
Iii(s,)-ij(s,)I~LIs,-s,I foralls,,s,. 
From this one gets for the integrands I,(S) the inequality 
Il~c41H G w + IISIIK + Ilulli) Wllz, 
< L(2 + A, + Ad) .llUll;. 
and the claim follows from this and 
IIQIH = ll~lVWl~ G I,IllI.II~d~. •I 
From the assertions above, a proof of the local convergence for the iteration method can be 
put together. At each step one has 
fX):=77&(3)), g,&):=@W)) fork2 1, 
and one solves the problem 
I-,&) + U,(l)g,(S) = &+r(S) 
for the analytic function h,+l with hktl(z,) = c,, v = 1,. . . , K and the real function U, with 
U,(z,) = so - Sk(zo). From these one obtains the new Sk+l from 
&c+,(S) = Sk(S) + u,W. 
Now let A3 2 llSlllK + 1, A, := 1, A, := L(l + Ax), where here and in what follows, L is a 
constant such that 
lil(sd--ti(s,)l eXv-~21 and Iil( d. 
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Provided that one has 
llSkllK G A,, IIWIH ~4 and llgkllH G 4, 
then by Theorem 3. one has for k >, 2 
llfk - hkllH G Cd& ~4H~k-IIIti. 
and by the Corollary to Theorem 2, 
IvJkllH G GM)ll_fk - UIH 
< q.IIU,,_J~ with q:= C,(A,, A,)-C,(A,). 
If 
Il~*llH <: and IIWH G V% 
then one has 
(4.3) 
(4.4) 
Therefore the conditions (4.3) continue to hold. The method accordingly always converges 
whenever (4.4) holds together with 
and 
A,>,IISiIIK+l, A,=l, A,=L(l+A,) 
q:= C&G, ~&(~A. 
(4.5) 
Equation (4.5) is a condition on S,, which can be brought into a more convenient form with 
the help of the Corollary to Theorem 2. 
Theorem 4. Let q be twice Lipschitz differentiable, and let f(S) = y( S(S)) be a solution of the 
mapping problem. Then there exists a number C, > 0 such that for all initial functions S, with 
IIS, - SllH < C,, the iteration method converges. The convergence is quadratic. 
Proof. Write V:= Si -S and Di(5):=~(Sr({))-n(S([)). Then one has 
Q(S) =@S(S) + eJ’(S))V(S)de. 
The integrands are bounded by 
llIall~ G L(1 + IISIIK + Il~ll~)ll~ll~~ 
If follows that 
IID,IIH d L(2 + Ilslk)llvllH 
for Let AJ’:= llSllK L(1 + A,). Then I(S1(JK 
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< A, - 1, so (4.5) is also satisfied. From the Corollary to Theorem 2 one has then 
IIWH <C,(A,) *ll4llk4 + G(4). I %) I 
4 ~~4(-+w + IlaJ + GM)m7I.~ 
Therefore there exists a C, with 0 < C, < 1 such that for all V with lJV(Iu G C,, condition (4.4) is 
satisfied. From this, convergence follows. Cl 
Theorem 4 assumes that the starting value S, lies close to the correct solution, but of course 
this cannot be verified when one does not know the solution. Therefore the following theorem is 
more meaningful in practice, for it asserts that the solution of the given problem can be reached 
by a continuation procedure beginning at a problem with a known solution. Let q@(s) be a 
family of curves, twice differentiable with respect to S, which satisfy the following estimates 
uniformly in 8: 
177(gr)(s)IGL, 177(gr)(s1)-77(gr)(s2)~~LIs1-s21 forr=O,I,2, 
and 
I&(s) I 2 L, > 0. 
Theorem 5. Let I, 0 < 8 < 0,, be a family of curves as described above, and let f,(l) = q,( $,({)) 
be the boundary values of a conformal map onto the region bounded by q,,. Then there exists a 
constant C, > 0 such that the method for the determination of a mapping function fs with 
f@(S) 7 V&$(S)), f&J = c,e and &(zO) = so8 always converges starting from the initial value 
S, = So, provided that 
IId%( -folhi 4 CL39 
I Cd -fo(zy)I<C* forV=l,...,K, 
and 
lsoe - $)(z,> I 4 c,. 
Proof. To satisfy (4.5) one can set A, := ll~ollK + 1, A, := 1, and A, := L(1 + A3). 
It is easy to see that in these various estimates, the curve 77 enters only via the constants L and 
L,. Therefore one can choose all of the constants to be independent of 0. If one chooses a 
particular 8 satisfying the inequalities of the theorem, then the Corollary to Theorem 2 implies 
IIWH ( M4) + GM))G. 
Therefore there exists a C, > 0 such that (4.4) holds, and this proves convergence. 0 
5. Numerical implementation 
For the numerical implementation of the iteration method, there are in principle two 
possibilities: 
(a) One can discretize the integral equation (4.1) and use it to calculate the updates U. This can 
be carried out in Such a way that the discretization of (4.1) is a linearization of the corresponding 
discretized nonlinear equation (4.2). In this fashion one again gets a Newton method, and this 
fact can be used to prove convergence. 
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(b) When r is the unit circle, one can make use of the explicit representation of the solution by 
integrals. 
For the remainder of this paper we will confine our attention to the situation (b) in which r is 
a circle. 
Let all functions be discretized at n = 2N equidistant points 1, = exp(iB,), 0, = 0, + an/N, 
u= l,..., n. The integrals will be evaluated in the following way: by trigonometric interpolation, 
one represents the function p in 
as a polynomial in 5 and l-i, 
N 
Y= -N 
and one then applies the following expressions for the singular integrals: 
F-(5,)= - 2 aJ,y. 
v=o Y= -N 
Thus the integrals are calculated by means of the discrete Fourier transform. If one makes use of 
the fast Fourier transform for this, the transformation of p to F * is realized in O( n log n) 
operations. 
The iteration proceeds in the following fashion. It is assumed that the functions q(s), i(s) and 
O,(s) := Arg 4(s) are given by explicit formulas and that initial values S,( 5,) are available. Then 
once S, has been computed for some k 2 1, one computes 
US,) = 17&(M g/c(S,) = il(&KJ)* 
@(l,) = 2@,( &(l,)) - 2’4 
With these quantities, Y and X are calculated by (3.5) and (3.6). For the remainder of the 
calculation at this step, one can now make use of several variants of the formulation of Section 3, 
which all lead to the same results in the continuous case but possess fundamentally different 
properties when discretized. 
The first method proceeds from the formulas as stated in Section 3. One determines + and ho 
corresponding to equations (3.7) and (3.8), sets 
4+*(z) = ho(z) +P(z)X(z), 
and chooses the polynomial P in such a way that 
P(zo)X+(zo) = (so - S,(zo))g&o) +f&o) -h&o), 
P(z,)X(z,) = c,- ho(zy) for v= l,..., K. 
The discretization is naturally carried out in such a way that z. is equal to one of the S,_ For the 
calculation of h,( zy) and Y( zy) for v 2 1 one applies the Cauchy formula and the representation 
(3.9, respectively, which can be discretized with the rectangle rule. Then one has X( z,) = 
exp( Y( zy) - p Y(0)) # 0, and one can obtain P as an interpolation polynomial. Finally, one sets 
&+t(SJ = US,) + Re((‘&+&J --USJ/g&)).~ 
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The second method is identical to the first at the first step. but for k 2 2 it computes + by the 
formula 
After this h, is determined from (3.8). With this one sets 
and obtains the polynomial P such that 
P(z,)= -h,(z,)/X(z,) for Y=o, l,...,K. 
Both of these methods will duplicate the convergence of the continuous method up to the point 
where the discretization error becomes significant. At this point the first variant takes the 
character of successive aproximation, whose convergence seems to be uncertain, while the second 
shows locally quadratic convergence, and indeed this rate can be proved. On the basis of 
experience to date, however, the first method appears to give more accurate results than the 
second. The examples of the next section exhibit this behavior very clearly. 
6. Computed examples 
Using the methods of the last section, we have computed the maps of the unit circle l(t) = eir 
onto several domains for which the exact mapping function is known (see [l, p. 2641). To give an 
indication of the behavior regarding convergence and accuracy, we will show here some results 
for maps onto ‘inverted ellipses’ defined by q(s) = p(s)e’” with 
p(s):= l-(l-p2)cos2s, O<p<l. 
Table 1 
Maximal change llUkll in the k th iteration and error after the 10th iteration for the mapping onto the inverted ellipse, 
calculated with the first method 
k n = 40 n = 80 
p = 0.8 0.6 0.4 0.6 0.4 
1 0.11 0.25 0.42 0.25 0.41 
2 0.39E - 2 0.26E - 1 0.10 0.26E - 1 0.10 
3 0.52E- 5 0.27E - 3 0.89E - 2 0.28E - 3 0.53E- 2 
4 O.l2E- 9 0.57E - 5 O.l9E-2 0.34E - 7 0.30E-4 
5 0.58E- 11 0.90E- 6 0.42E - 3 0.56E - 9 0.25E - 5 
6 0.27E- 12 O.l4E-6 0.41E-4 0.89E - 10 O.l3E-6 . 
7 O.l3E- 13 0.23E - 7 0.28E - 5 0.14E - 10 0.71E-8 
8 O.l9E- 14 0.36E - 8 O.l8E-6 0.22E- 11 0.39E - 9 
9 0.21E - 14 0.57E-9 O.llE-7 0.36E- 12 0.50E - 10 
10 0.26E - 14 0.90E - 10 0.70E-9 0.58E - 13 O.lOE- 9 
- O.lOE-9 - O.l8E- 0.56E- 0.4OE 7 
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Table 2 
Results as in Table 1, but calculated with the second method 
k n = 40 n = 80 
p = 0.8 0.6 0.4 0.6 0.4 
1 0.11 0.25 0.42 0.25 0.41 
2 0.39E-2 0.26E - 1 0.97E - 1 0.26E - 1 0.10 
3 0.52E- 5 0.28E - 3 0.46E-2 0.28E - 3 0.54E - 2 
4 0.91E- 11 0.29E - 7 0.94E - 5 0.33E-7 O.l4E-4 
5 0.26E - 15 0.50E - 15 0.50E - 10 0.61E- 15 O.llE-9 
6 0.34E - 15 0.31E- 15 0.28E - 15 0.27E - 15 0:37E - 15 
IIS,, - SII 0.57E-7 0.21E-3 0.18E - 1 O.l3E-6 0.87E - 3 
If s(0) = 0 and j(O) = 0, then the exact boundary map is given by tan s =p tan t. 
Tables 1 and 2 list the maximal changes llUkll in the kth iteration and the error IIS,, - S(l after 
the 10th iteration for calculations with parameter values p = 0.8, 0.6, 0.4 and n = 40, 80. The 
initial approximation was always taken as S,(t) = t. 
For the first method the convergence is evidently quadratic in the initial phase, but ultimately 
only linear. The crossover occurs when the changes llU,(l become of the same order as the 
discretization errors (last line). In the example of the last column this uncertain convergence 
behavior is clearly evident. 
In contrast, for the second method the convergence is quadratic throughout, and at the sixth 
iteration the change is already at the level of machine precision. The results obtained, however, 
are far less precise than with the first method. 
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