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The electronic, phonon, and thermoelectric properties of a two-dimensional HfS2 monolayer are
investigated by using the first-principles calculations combined with the Boltzmann transport theory.
The band valleys of the HfS2 monolayer can be effectively tuned by the applied biaxial strain. The
Seebeck coefficient and therefore the peak value of the power factor (with the relaxation time
inserted) increase when the degeneracy of the band valleys is increased by the strain. When no
strain is applied, the HfS2 monolayer is an excellent n-type thermoelectric material, while the
thermoelectric performance of the p-type doped one is poor. The applied tensile strain of 6% can
increase the room-temperature ZT value of the p-type doped system to 3.67, which is five times
larger than that of the unstrained one. The much more balanced ZT values of the p- and n-type
doping are favorable for fabrication of both p- and n-legs of thermoelectric modules. Our results
indicate that the thermoelectric performance of the HfS2 monolayer can be greatly improved by the
valley engineering through the method of strain.
I. INTRODUCTION
With most of our used energy being lost as waste heat,
there is a growing need for high-performance thermo-
electric materials that can directly and reversibly con-
vert heat into electricity. The efficiency of a thermoelec-
tric material is determined by the dimensionless figure
of merit ZT = S2σT/(κe + κp), where S is the See-
beck coefficient, σ is the electrical conductivity, T is
the temperature, and κe and κp are the electronic and
phonon thermal conductivities, respectively. To obtain
a high ZT value, one must try to increase the power
factor (PF=S2σ) and/or decrease the thermal conduc-
tivity. However, the transport coefficients (S, σ, κe and
κp) are not independently tunable because they all de-
pend strongly on the details of the band structure and
the scattering of the charge carriers. As a result, it is still
a challenge to obtain high ZT thermoelectric materials,
hindering their wide applications.
Several successful concepts have been developed
to increase the ZT value, such as the use of low
dimensionality,1,2 which could enhance the PF due to
the sharper density of states (DOS) near the Fermi en-
ergy or reduce the thermal conductivity originating from
the increased phonon scattering. Therefore, many efforts
have been devoted to search for low-dimensional ther-
moelectric materials. Due to the weak van der Waals
interactions between the neighboring layers, the layered
materials serve as ideal candidates which can be readily
exfoliated to two-dimensional (2D) films.3,4 On the other
hand, a high valley degeneracy in the electronic struc-
ture also contributes to the enhancement of the ther-
moelectric performance.5–7 Such degeneracy can be en-
gineered by tuning the doping and composition in a bulk
material.8–10 If we could combine the above two concepts
together, namely, introduce the high valley degeneracy
into a low dimensional thermoelectric material, a large
ZT value may be achieved.
Transition metal dichalcogenides (TMDCs), which
have the formula MX2 (M = transition metal; X = S,
Se, or Te), represent a large family of layered materials.
TMDCs are presently being intensively researched due
to their diverse and attractive properties.11–13 Some of
them, TiS2 for example,
14 were found to be good thermo-
electric materials. When exfoliated into film, the 2D TiS2
was predicted to have much improved thermoelectric per-
formance compared with its bulk counterpart when the
thickness fell below 14 layers.15 HfS2 is another typi-
cal TMDC. It was theoretically predicted that the lat-
tice thermal conductivity of the bulk HfS2 was about 9
Wm−1K−1 at 300 K,16 which is much smaller than those
of the MoS2
17 and WS2,
18 making the HfS2 system a
promising thermoelectric material. However, the room-
temperature ZT value of the bulk HfS2 was about 0.06,
16,
still far away from the requirement of the thermoelectric
application.19 If using the method of low dimensionality,
the thermoelectric performance of the HfS2 system may
be further enhanced. In this work, we investigate the
thermoelectric properties of the 2D HfS2 monolayer. It is
demonstrated that the HfS2 monolayer is an excellent n-
type thermoelectric material, with much improved ther-
moelectric performance compared with the bulk. Fur-
thermore, the band valleys in the HfS2 monolayer can be
effectively tuned by the external strain, and the Seebeck
coefficient and therefore the peak value of the PF are
greatly increased. At the strain of 6%, where the degen-
eracy of the valence band valleys reach the maximum,
the ZT value of the p-type doped system is dramatically
increased.
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2FIG. 1: (a) Top and (b) side views of the HfS2 monolayer.
The black line in (a) denotes the primitive cell used in our cal-
culations. (c) Band structures of the HfS2 monolayer with-
out (solid black line) and with (dashed red line) spin-orbit
coupling (SOC). The inset is a magnified view of the region
marked by the rectangular outline. (d) Absolute value of the
Seebeck coefficient and (e) power factor (PF) as a function
of the carrier concentration. The solid black and dashed red
lines represent the results without and with SOC, respectively.
FIG. 2: Phonon spectra of the HfS2 monolayer under dif-
ferent external strains of (a) 0%, (b) 6%, (c) 9%, and (d)
10%. The gap between acoustical and optical phonon bands
is highlighted in yellow color.
II. COMPUTATIONAL DETAILS
Our calculations were performed within the framework
of the density functional theory (DFT), as implemented
in the ABINIT code.20–22 The exchange correlation en-
ergy was in the form of Perdew-Burke-Ernzerhof (PBE)23
with generalized gradient approximation (GGA). The
Brillouin zone was sampled with a 12×12×1 Monkhorst-
Pack k mesh. The cutoff energy for the plane-wave ex-
pansion was set to be 600 eV. Based on the electronic
structure, the electronic transport coefficients are derived
by using the semiclassical Boltzmann theory24 within the
relaxation-time approximation, and doping is treated by
the rigid-band model.25 The electronic thermal conduc-
tivity κe is calculated using the Wiedemann-Franz law
κe = LσT , where L is the Lorenz number. In this work,
we use a Lorenz number of 1.50× 10−8 W/K2.26
In the calculation of the phonon dispersion, the den-
sity functional perturbation theory (DFPT) as imple-
mented in the VASP package27–29 was used to calculate
the force constant matrices. A 5 × 5 × 1 supercell was
used and the phonon frequencies were obtained by the
PHONOPY code.30 The lattice thermal conductivity was
calculated by solving the phonon Boltzmann transport
equation within the relaxation time approximation, as
implemented in the ShengBTE code.31 The second order
harmonic and third order anharmonic interatomic force
constants (IFCs) were calculated by using 5×5×1 super-
cell with 2×2×1 Monkhorst-Pack k meshes and 4×4×1
supercell with Γ point, respectively. The interactions up
to third-nearest neighbors were considered when calcu-
lating the third order IFCs.
III. RESULTS AND DISCUSSION
The bulk HfS2 crystallizes in the 1T -CdI2 structure
with the space group of P 3¯m1.32 Due to the weak van
der Waals interaction between the layers, few-layer HfS2
could be exfoliated from the bulk structure.33 The top
and side views of the HfS2 monolayer are shown in Figs.
1(a) and (b), respectively. After full relaxation, the lat-
tice parameters are calculated to be a = b = 3.639 A˚,
slightly larger than the in-plane parameters of the HfS2
bulk.32 The structural stability is investigated by calcu-
lating the phonon spectrum, which is shown in Fig. 2(a).
There is no imaginary frequency in the phonon disper-
sion, indicating that the HfS2 monolayer is stable. The
result agrees well with the previous report,34 confirming
the reliability of our calculations. We next consider the
electronic properties. The band structures without and
with spin-orbit coupling (SOC) included are shown in
Fig. 1(c), displayed by solid black and short dashed red
lines, respectively. The HfS2 monolayer is an indirect-
band-gap semiconductor, with the valence band maxi-
mum (VBM) and conduction band minimum (CBM) lo-
cated at the Γ and M points, respectively. The band
splitting due to the SOC is observed. In particular, at Γ
3FIG. 3: Band structures of the HfS2 monolayer under different external strains of (a) 0%, (b) 2%, (c) 4%, (d) 6%, (e) 8%,
and (f) 9%. The three valence band valleys are highlighted in different color, denoted by I, II, and III, respectively; the three
conduction band valleys are denoted by IV, V, and VI, respectively. For the unstrained system, the VBM and CBM are
determined by valleys II and IV located at Γ and M points, respectively, which are schematically drawn in the Brillouin zone
in the inset of (a). The same are shown in the insets of (c), (d), and (f) for the systems under the strains of 4%, 6%, and 9%,
respectively. At the strain of 6%, the three valence band valleys converge in energy and the degeneracy reaches the maximum,
as shown in the inset of (d).
point, the splitting energy ∆so of the VBM is 0.13 eV,
thus the degeneracy of the two valleys near the VBM
changes from 2 without SOC to 1 when SOC is included.
However, the degeneracy of the conduction band valley
near the CBM is unchanged. The band gap is calculated
to be 1.22 (1.29) eV with (without) SOC included. The
electronic transport coefficients (S, S2σ/τ) are shown in
Figs. 1(d) and (e), respectively. We can see that for the
p-type doping, the Seebeck coefficient and therefore the
PF (with relaxation time τ inserted) are decreased due
to the SOC, while for the n-type doping, they keep un-
changed. If we notice the change of the band structure
due to the SOC, we can deduce that the decrease of the
Seebeck coefficient may be caused by the decrease of the
valley degeneracy. Therefore, a possible way to optimize
the PF is to engineer the band valleys.
Strain is an effective way to tune the electronic struc-
ture of the 2D material. In the following, a biaxial tensile
strain, which is defined as ε = (a− a0)/a0× 100%, is ap-
plied to the HfS2 monolayer. To see how large strain the
HfS2 monolayer can withstand, we calculate the phonon
spectra when the strain is increased up to 10%. The re-
sults for the strains of 6%, 9%, and 10% are displayed
in Figs. 2(b), (c) and (d), respectively. No imaginary
frequencies are observed in the phonon spectra until the
strain increases up to 9%. When the strain reaches 10%,
small imaginary frequency appears along the Γ −M di-
rection, thus the system tends to be unstable. Therefore,
the largest strain that the HfS2 monolayer can withstand
is 9%. The HfS2 monolayer can withstand a relatively
large strain, mainly originating from the special sand-
wich structure. When the strain is applied, the outer
S atom layers move inside, so the thickness of the HfS2
monolayer is decreased, while the bond length between
Hf and S atoms is slightly altered.
Next, the strain effect on the electronic properties is
investigated. When the doping concentration is not very
high, the electronic transport coefficients of the p- and
n-type doped systems are determined by the bands near
the VBM and CBM, respectively. For the valence bands,
the three valleys highlighted in different color in Fig. 3(a)
are denoted as I, II, and III, respectively, while the three
conduction band valleys are denoted as IV, V, and VI.
When no strain is applied, the energy of band valley II
is the largest among the three valence band valleys and
the energy difference between valleys II and I (III) is
4FIG. 4: Energy difference between the three valence band
valleys (∆1) and between the three conduction band valleys
(∆2) as a function of the applied strain.
denoted by ∆1, as shown in Fig. 3(b). The energy of
the valley IV is the smallest among the conduction band
valleys and the energy difference between IV and V (VI)
is denoted by ∆2. When the strain is applied, for the
valence band valleys, the valleys I and III are elevated
gradually when the strain is increased, while the valley
II is gradually lowered, resulting in the decrease of ∆1,
as displayed in Fig. 4. At the strain of 6%, the three
valleys converge in energy and ∆1 is decreased to zero. At
this strain condition, the degeneracy of the valence band
valley reaches the maximum, as displayed by the inset of
Fig. 3(d). When further increasing the strain, the energy
of valleys I and III becomes larger than that of the valley
II, and the degeneracy is reduced, as demonstrated by the
inset of Fig. 3(f). For the conduction band valleys, as
the strain is increased, the valley IV is gradually elevated,
while the valleys V and VI are lowered, therefore, the ∆2
decreases monotonically with the increase of the strain
(see Fig. 4).
The increase of the band valley degeneracy may be
beneficial to the thermoelectric performance. In the fol-
lowing, the electronic transport coefficients of the HfS2
monolayer under different strains are calculated by using
the semiclassical Boltzmann theory. Since the system
becomes unstable when the strain reaches 10%, we only
consider the condition when the strain is not larger than
9%. Figure 5(a) shows the calculated absolute values of
the Seebeck coefficients at 300 K as a function of the
doping concentration. We can see that for the p-type
doping, the Seebeck coefficient first increases as the in-
crease of the strain, reaches its maximum at the strain of
6%, and then slightly decreases when further increasing
the strain. For the n-type doping, however, the absolute
value of the Seebeck coefficient increases monotonically
as a function of the strain, thus it reaches the maximum
at the strain of 9%. If we notice the energy difference
between the band valleys (see Fig. 4), we can find that
the Seebeck coefficient increases as the absolute value of
the valley energy difference is decreased. When ∆1 de-
creases to zero, the degeneracy of the valence band val-
leys becomes the largest, and thus the absolute value of
the Seebeck coefficient of the p-type doping reaches the
maximum.
The trend of the electrical conductivity as a function
of the strain (see Fig. 5(b)) is just opposite to that of the
Seebeck coefficient. Here the relaxation time τ is inserted
as a parameter. The electrical conductivity σ/τ is gener-
ally decreased by the applied strain, which is detrimental
to the PF. Whether the PF will be improved by the strain
or not is determined by the balance between the Seebeck
coefficient and electrical conductivity. In Fig. 5(d), we
plot the PF (with τ inserted) at 300 K as a function of
the doping concentration under different strains. For the
p-type doping, the peak value of the PF first increases as
increasing the strain, reaches the maximum at the strain
of 6%, and then decreases slightly when the strain is fur-
ther increased. For the n-type doping, however, the PF
increases monotonically with the increase of the strain.
The tread of the PF as a function of the strain is the same
as that of the Seebeck coefficient, indicating that the neg-
ative effect of the strain on the electrical conductivity is
overweighed by the increase of the Seebeck coefficient.
Therefore, the PF of the HfS2 monolayer can be greatly
improved by the valley engineering through the method
of strain.
TABLE I: Effective mass (m∗), carrier mobility (µ), relax-
ation time (τ) at 300 K in the zigzag and armchair directions
of the unstrained and 6% strained HfS2 monolayers.
m∗ µ τ
(me) (cm
2V−1s−1) (10−13 s)
Unstrained Zigzag h −0.26 1141.6 1.68
e 0.23 4774.3 6.35
Armchair h −0.25 1219.6 1.76
e 2.26 502.9 6.45
Strained Zigzag h −0.28 1801.1 2.88
e 0.31 1021.9 1.81
Armchair h −0.28 1756.8 2.77
e 4.21 94.4 2.26
As for the electronic thermal conductivity, we can see
from Fig. 5(c) that the topology of κe/τ as a function
of the carrier concentration is the same as that of the
electrical conductivity, since it is calculated based on
κe = LσT . The electronic thermal conductivity is re-
duced by the strain, which is another beneficial factor to
the thermoelectric performance.
As mentioned above, within our method, the electrical
conductivity and therefore the PF can only be calculated
with the relaxation time τ inserted as a parameter. The
relaxation time is determined by µ = eτ/m∗, where µ
and m∗ are the carrier mobility and effective mass, re-
spectively. Details of calculating the carrier mobility can
be found in the ESI.† Since at the strain of 6%, the degen-
eracy of the valence band valleys reaches the maximum,
5FIG. 5: Carrer concentration dependence of (a) absolute value of the Seebeck coefficient, (b) electrical conductivity, (c) electronic
thermal conductivity, and (d) PF of the HfS2 monolayer at 300 K under different external strains. The left and right panels
are the p- and n-type doping, respectively.
in the following, we only focus on this strain condition.
The calculated m∗ and room-temperature µ and τ of the
unstrained and 6% strained HfS2 monolayer are summa-
rized in Table 1. For the unstrained HfS2 monolayer, the
effective mass m∗ as well as the mobility of the hole are
highly isotropic due to the isotropic band dispersion near
the VBM. However, for the electron, the effective mass
along the zigzag direction is much smaller than that along
the armchair direction, since near the CBM, the band dis-
persion along the M -K direction (zigzag direction in real
space) is much steeper than that along the M -Γ direc-
tion (armchair direction in real space). The calculated
electron mobility along the zigzag direction is as high as
4774.3 cm2V−1s−1, which is much larger than that of
the MoS2 monolayer.
35 The relaxation time of the hole
is much smaller than that of the electron. However, for
both hole and electron, the difference of the relaxation
time τ between the zigzag and armchair directions is very
small, so we will use the averaged τ along the two direc-
tions to evaluate the thermoelectric performance. When
the strain of 6% is applied, for both the zigzag and arm-
chair directions, the effective mass m∗ of the hole are
nearly unchanged, while the carrier mobility µ and relax-
ation time τ are slightly increased. The effective mass of
electron is however increased, both along the zigzag and
armchair directions, because the band dispersion near the
CBM becomes flatter when the strain is applied (see Fig.
3). The carrier mobility and the relaxation time of elec-
tron are significantly decreased compared with those of
the unstrained HfS2 monolayer.
To evaluate the figure of merit, we have calcu-
lated the lattice thermal conductivity κp, which is 2.92
Wm−1K−1 at 300 K for the unstrained HfS2 mono-
layer. The HfS2 monolayer has much smaller lattice
thermal conductivity than those of the Mo/W based
TMDC monolayers,36,37 the same as the case of the bulk
systems.16–18 Moreover, when under the external strain
of 6%, the room-temperature κp is further suppressed to
be 2.22 Wm−1K−1, due to the phonon softening of trans-
verse and longitudinal acoustic (TA and LA) modes, as
well as the reduced gap between the acoustical and opti-
cal phonon bands (see Fig. 6(a)). The very small lattice
thermal conductivity of the HfS2 monolayer indicating
that this system may have much improved thermoelec-
tric performance.
Combining all the calculated coefficients together, we
plot in Fig. 6(b) the room temperature ZT value as a
function of the carrier concentration. When no strain
is applied, a ZT value as high as 4.48 is achieved for
the n-type doped system, which is significantly improved
compared with the corresponding bulk.16 The ZT value
of the n-type doped system is much larger than that of
the p-type doped one. The HfS2 monolayer can be used
as an excellent n-type thermoelectric material. However,
6TABLE II: Optimal doping concentration (n) and the corresponding Seebeck coefficient (S), electrical conductivity (σ), elec-
tronic and lattice thermal conductivity (κe and κl), and ZT value of the unstrained and 6% strained HfS2 monolayers at 300
K for the p- and n-type doping.
n S σ κe κl ZT
(1012 cm−2) (µV/K) (105 Ω−1m−1) (Wm−1K−1) (Wm−1K−1)
Unstrained p-type 2.25 197.8 1.94 0.87 2.92 0.60
n-type 2.75 360.5 6.98 3.14 2.92 4.48
Strained p-type 12.1 336.6 4.67 2.10 2.22 3.67
n-type 7.07 316.1 4.24 1.91 2.22 3.08
FIG. 6: (a) Phonon spectra and (b) ZT value at 300 K as a
function of the carrier concentration for the unstrained and
6% strained HfS2 monolayers. The left and right panels of (b)
represent the p- and n-type doping, respectively.
in the fabrication of thermoelectric modules, both the
p- and n-legs are needed. Interestingly, we find that
the ZT value of the p-type doped system is significantly
increased by the applied strain, from 0.60 for the un-
strained HfS2 monolayer to 3.67 for the 6% strained one.
However, for the n-type doping, in spite of the increased
peak value of the power factor (with relaxation time in-
serted, see Fig. 5(d)), the ZT value is decreased by the
external strain, from 4.48 for the unstrained system to
3.08 for the strained one. This is because that when
inserting the thermal conductivity to evaluate the ZT
value, the optimal doping concentration gets decreased,
moving to the region where the PF of the strained sys-
tem is slightly smaller than that of the unstrained one.
Although slightly decreased, the room-temperature ZT
value is still above 3.0, reaching the requirement of the
thermoelectric application.19
In Table 2, we summarize the maximum ZT values
of the unstrained and 6% strained HfS2 monolayer, with
the optimal doping concentration and the corresponding
Seebeck coefficient, electrical conductivity, electronic and
lattice thermal conductivities included. For the p-type
doping, we can see that at the optimal doping concen-
tration, where the maximum ZT value is obtained, both
the Seebeck coefficient and the electrical conductivity is
increased by the strain, while the lattice thermal con-
ductivity is decreased, which lead to the significantly in-
creased ZT value. For the n-type doping, at the optimal
doping concentration, although the electronic and lattice
thermal conductivities are decreased, the Seebeck coeffi-
cient and the electrical conductivity are also decreased,
resulting in the decreased ZT value for the 6% strained
system.
IV. CONCLUSION
In conclusion, we have investigated the electronic,
phonon, and thermoelectric properties of the HfS2 mono-
layer. The band valleys of this 2D material can be effec-
tively engineered by the external strain. At the strain
of 6%, the three valence band valleys converge in energy
and the degeneracy of the valleys reaches the maximum,
while the energy difference of the conduction band val-
leys decreases monotonically as the strain increases up to
9%, the largest strain the HfS2 monolayer can withstand.
Although the electrical conductivity is decreased by the
strain, the increase of the Seebeck coefficient overweighs
the decrease of the electrical conductivity and thus the
peak value of the power factor (with relaxation time in-
serted) increases monotonically with the decrease of the
energy difference among the band valleys. At the strain
condition of 6%, the maximum room-temperature ZT
value of 3.67 can be achieved for the p-type doped sys-
tem, which is five times larger than that of the unstrained
7one. Our results indicate that the thermoelectric perfor-
mance of the HfS2 monolayer can be greatly improved
by the band valley engineering through the method of
strain.
In experiments, we can introduce strain to a 2D mate-
rial in various ways. Traditionally, strain can arise from
the lattice mismatch between epitaxial thin films and
substrates.38 In recent years, with the progress in nan-
otechnology, one could transfer a 2D film to a soft sup-
porting substrate and apply strain to the film by either
stretching39,40 or bending41,42 the substrate. By using
this method, extremely large strain could be achieved.
For example, strain as high as 30% has been realized in
graphene.39,42 These methods can be readily transferred
to the HfS2 monolayer, which deserves further study in
the future experiments.
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