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Urban growth has clear impacts on the environment. The growth management movement in the United States had its genesis, in part, in efforts to control environmental externalities associated with land development (Bollens, 1993) . In recent years, scientific advances have increased the list of possible environmental impacts from urban growth. Urban runoff creates water quality risks, including beach closures in urban areas. Increases in the size of a metropolitan area can be associated with changes in commuting patterns that in turn lead to increased vehicle emissions. Urban growth can lead to development pressure in sensitive habitats, leading to loss of wetlands, forest, and open space. The relationship between global warming and greenhouse gas emissions leads to questions both about the energy efficiency of low density urban development and also about possible loss of forest canopy to urban growth. Heat island effects associated with the urban development, while a nuisance at times, could create energy needs and, during heat waves, health risks in a period of global warming.
All of these impacts require careful science, and the purpose of this paper is not to assess the environmental case for growth management. Instead, we examine a related question. If governments wanted to alter the spatial pattern of urban growth, could they? There is little recent empirical evidence on this question, and the evidence that does exist is mixed. This paper innovates by using a regional adjustment model to specify testable hypotheses about whether the growth management program in Florida altered Florida's development pattern. As such, this research is as much about how to study land use regulations as it is about Florida.
I. Background: Growth Control, Growth Management, and Previous Research
State growth management programs date to the 1970s. Before that time, with the exception of Hawaii, municipal governments had largely unfettered authority to regulate land use. The early state attempts at growth managements were at times focused specifically on environmental impacts, although in many states the framework broadened to other development questions (Bollens, 1992 and .
At approximately the same time as state growth management programs were developing, local growth control became a recognizable phenomenon. Glickfeld and Levine (1992) document several techniques used by California municipalities to restrict growth -often population growth -in their communities. As these two trends -growth management and growth control -evolved, the two became rather different. Growth controls were often a reaction to population growth (including growth in the metropolitan area surrounding the municipality) and constrained local ability to finance infrastructure associated with growth (Glickfeld and Levine, 1992) . Growth management evolved to focus more on careful planning that on restricting growth (Bollens, 1992) . While the two are not the same (e.g. Landis, 1992) , both growth control and growth management touch on the general question of whether regulation can influence development patterns.
An earlier literature examined the effects of growth control. Landis (1992) , in a comparison of seven paired growth-control and "pro-growth" cities in California using data from the 1980s, found little support for the idea that growth controls had an effect. Landis (1992) reported that there was not consistent evidence for the propositions that growth control cities had slower population growth, added new housing at slower rates, or had faster increases in house prices, compared to both the "pro-growth" cities and, for housing starts, the expected share of county housing starts based on pre-growth control levels. Landis (1992) concludes that the growth control regulations in the seven study cities were "… largely irrelevant to the management of urban growth." Glickfeld and Levine (1992) similarly found little evidence that local growth controls in California reduced residential or non-residential construction. Fischel (1991) , on the other hand, cites considerable evidence that growth controls increase housing prices. While economic theory suggests that increased prices are a sign of reduced supply, the evidence on housing prices typically does not bring associated evidence on urban growth patterns or land consumption, leaving the question of the impact of local growth controls on land use patterns unsettled.
The local growth control programs, though, might not have been the best place to look for a regulatory effect. Some local programs were designed with loopholes (Landis, 1992) , in part reflecting a mixed political consensus but in part reflecting the inherent difficulty of managing the problem of metropolitan growth on a municipal scale. Also, the details of the local programs varied from place to place and time to time (Glickfeld and Levine, 1992) , and the state programs, some now two decades old, likely provide a more long-lived, stable framework to test regulatory impacts, while also providing larger sample sizes if, as we do here, one uses sub-areas (such as counties) of a state as the unit of analysis. This paper evaluates growth management in Florida by examining its relationship to spatial patterns of economic development in the Atlantic Southeast region between 1982 and 1997. The analysis uses a regional adjustment model-a dynamic, two-equation structural model that accounts for interaction between population and employment in the growth process-to determine regional characteristics that are associated with equilibrium densities of people and jobs county-by-county in Alabama, Florida, Georgia, Mississippi, North Carolina, South Carolina, and Tennessee in 1987 . Dummy variables (defined later in this paper) are used to test whether the adjustment process in Florida is significantly different from the other six states in the Atlantic Southeast. The study period covers three critical stages in the evolution of Florida's growth management program: The trailing years of the original (1975) Local Government Comprehensive Planning Act; the (1985) adoption of the Florida State Comprehensive Plan and Growth Management Act; and an ensuing 12 years of implementation and revision of that legislation. The regional adjustment model allows us to examine whether the adjustment process worked differently in Florida during these three stages of statewide planning, and whether there is there evidence of incremental change over the three five-year time periods that can be attributed to policy differences related to Florida's growth management program.
II. Florida's Growth Management Program
The timeframe of the research presented in this paper, 1982 -1997 , covers the final years of the 1975 Local Government Comprehensive Planning Act, the 1985 adoption of the Florida State Comprehensive Plan and Growth Management Act, and an additional 12 years after the more rigorous revised program was put into effect. Table 1 outlines this sequence of events, along with additional steps prior to, during, and just after the 15-year window of the study period.
As in other first wave growth management states, Florida's involvement in land use planning grew out of the environmental movement of the late 1960s and early 1970s. In 1972, an increased consciousness of land use issues led to the formation of the original Environmental Land Management Study Committee (ELMS I) and then to the adoption of the Environmental Land and Water Management Act, which protected state-designated critical areas and regulated developments of greater-than-local limpact. Next, in 1975, the second ELMS committee was formed and the Local Government Comprehensive Planning Act, which required local governments to develop land use plans, was adopted. This law was oriented toward process, not substance, however, so while plans were in place statewide by the end of the decade (DeGrove 1992) it was largely an inchoate response to rapid growth and extensive land consumption. Nearly 10 years later, in 1984, on the recommendation of ELMS II, the State and Regional Planning Act was adopted, creating an integrated framework for state, regional, and local planning. As an outgrowth of this step, in 1985, the State Comprehensive Plan was adopted along with the Growth Management Act, which established a formal requirement that local plans be in step with regional plans and, in turn, with the state plan. This tightly integrated framework, which requires horizontal, internal, and vertical consistency and mandates concurrency between infrastructure and land development led one pair of researchers to the conclusion that "Florida has literally put it all together" (Burby and May 1997) .
The time periods analyzed in this study also coincide well with the important "carrot" and "stick" offerings to local governments mandated by the Growth Management Act of 1985. The carrot, which primarily consisted of both financial and technical support, included over $36 million in planning-specific funding for local governments between 1985 and 1993 (Burby and May 1997) . The "stick" used by the State of Florida to persuade local governments to comply with statewide planning goals consists of withholding other sources of funding, such as shared-tax revenues provided by the state legislature. This sanction was implemented in 1989 and continues to be an essential bartering tool for the state (Burby and May 1997) . Before those innovations, the previous growth policy, enacted in 1975, placed little emphasis on substance (DeGrove 1992), so it is possible that there were no spatial effects during the 1982-1987 time period. If the enhanced funding, technical support, and enforcement had an early effect, one might expect an impact on Florida growth patterns during the 1987-1992 time period. If, on the other hand, the enhanced funding, support, and enforcement had an effect that was realized with a lag, the growth pattern in Florida would most noticeably differ from the Atlantic Southeast in the last time period in our study, 1992-1997. Overall, we expect that any "Florida effect" in growth patterns would be more evident in later time periods in our data. The time pattern of changes in Florida's growth management regime provide an ability for both cross-sectional tests (Florida compared to the rest of the Atlantic Southeast) and time series comparisons of the adjustment model over the three five-year periods.
Finally, the 1990s witnessed the formation of ELMS III and several reevaluations of and minor adjustments to the state's growth management program, but no changes that have significantly altered the overall approach. Detailed expositions of the history summarized here are contained in DeGrove (1992), Bollens (1992 Bollens ( , 1993 , Gale (1992) , and Burby and May (1997) .
Despite the extensive effort put toward growth management in Florida, previous evaluations have revealed mixed results at best. For example, in a comparative analysis involving 14 states nationally, including five with state-based land use policy frameworks, Carruthers (2002) finds that that state's planning mandate may actually contribute to increased land consumption. This result is consistent with earlier research pointing to Florida's concurrency requirements, combined with a failure to increase road capacity that works as a cause of leapfrog development and urban sprawl (Porter 1997; Blanco 1998; Nichols and Steiner 2000) . It may also be a consequence of the widespread variation in the degree to which local governments follow state mandated guidelinesand, ultimately, selective use of appropriate coercive mechanisms (Deyle and Smith 1998) . Other studies, such as those by Nelson (1999) and Kline (2000) , find that Florida has limited sprawl when compared to other non-growth management states, such as neighboring Georgia. For these reasons, the questions motivating the present analysis remain wide open.
III. Research Approach and Model
We use a lagged adjustment model of regional growth, fit on county data, to test the hypothesis that the Florida growth management plan changed the pattern of adjustment to equilibrium. The dependent variables are population density (persons per acre) and employment density (jobs per acre), where both density variables are defined based on developed land, using data on developed land from the U.S. Department of Agriculture's National Resources Inventory, which tracks developed land at five year intervals. The empirical model examines density changes across the five-year intervals, from 1982-1987, 1987-1992, and 1992-1997 . Because the dependent variables are persons or jobs per acre of developed land, the empirical model examines the spatial pattern of development. In particular, we can test hypotheses about whether Florida's growth management program is associated with changes to higher or lower densities, the speed of such changes, and thus the association between the growth management program and the transition of undeveloped or agricultural land into urban uses controlling for population and employment growth.
Before proceeding to the full model, some discussion of urban growth theory is important. Broadly speaking, there are two perspectives on urban growth -a disequilibrium and an equilibrium perspective. Both perspectives can be based on models of individual actors, in this case residents and firms, maximizing (respectively) utility and profit in part by choosing their location in an urban area. In equilibrium, residents have equal utility at all locations and firms earn the same profit at all locations; the possibility of utility or profit increasing moves is not present in the long-run equilibrium, as all utility-increasing (for residents) or profit-increasing (for firms) moves have been made. If the metropolitan space-economy is in long-run equilibrium, a regression of, for example, population levels and employment levels on location-specific characteristics would be a common empirical framework. First differencing such a specification would lead to a model that regresses changes in the dependent variable on changes in the independent variables. If, on the other hand, the economy is in disequilibrium, and so counties adjust to (for example) population and employment densities slowly over time, regressing changes in the dependent variables on lagged levels of the independent variables is common. Both of these two types of specifications are grounded in theory, and for examples of the theory that underlies the equilibrium viewpoint, see e.g. Roback (1982) , while for an example of the theoretical underpinnings of the disequilibrium model see, e.g., Carlino and Mills (1987) or 1994b) . For a recent discussion of the two approaches, see, e.g., Henderson (2006) .
We use a disequilibrium model of urban growth in this research, for two reasons. First, past research has found evidence that metropolitan population and employment patterns adjust to long-run equilibrium with a lag that, given available measures of adjustment speed, appears to be on the order of one to three decades. (For a summary of estimates of adjustment speed in regional adjustment models, see Boarnet, Chalermpong, and Geho, 2005, Table 1 .) Second, the Florida growth management program, if it influenced growth patterns, would change either the equilibrium or the speed of adjustment to a pre-existing equilibrium, and so would be a disequilibrium phenomenon.
We also note that regional adjustment models incorporate elements of the equilibrium approach, since regional adjustment models can be specified to have both lagged levels and changes of some variables on the right-hand side. The change variables appear when the initial theoretical model posits interaction between units of geography. The interaction could be complementarities between county economies created through, for example, commuting patterns (see, e.g., Boarnet 1994a and 1994b) or more general patterns of complementarities or substitution through, for example, the geographic concepts of development spread or backwash (see, e.g., Henry, Barkley, and Bao, 1997) . Such adaptations require a spatial econometric approach, and while we do not present results of spatial econometric regressions here, such extensions are possible and common with the regional adjustment framework.
Regional adjustment models were first developed by Steinnes and Fisher (1974) , and popularized by Carlino and Mills (1987) , with spatial econometric extensions developed by 1994b) . Different versions of this modeling framework have been used for analyses of growth at the metropolitan (Steinnes and Fisher 1974; Mills and Price 1984; Boarnet , 1994b Bollinger and Ihlanfeldt 1997; Boarnet et al. 2005 ), sub-national (Steinnes 1977 Duffy-Deno 1998; Vias 1999; Vias and Mulligan 1999; Henry et al. 1997 Henry et al. , 1999 Henry et al. , 2001 Carruthers and Vias 2003) , and national (Carlino and Mills 1987; Mills and Lubuele 1995; Clark and Murphy 1996; Deller et al. 2001; Glavac et al. 1999; Mulligan et al. 1999; Liechenko 2001; Mulligan 2004, 2005) scales. Regional adjustment models have been used for policy analysis on questions that include the impact of rail transit on employment growth (Bollinger and Ihlanfeldt, 1997) , modeling sprawl in the Rocky Mountain region (Carruthers and Vias, 2005) , the effect of military base closure on local economies (Poppert and Herzog, 2003) , and the link between large plant location and employment growth (Edmiston, 2004) .
Following Carlino and Mills (1987) and 1994b) , population and employment levels in counties are assumed to follow the equilibrium relationships shown below.
Where Pd = population density Ed = employment density ICP = initial conditions that influence county population density ICE = initial conditions that influence county employment density
Note that the IC vector will vary across the population and employment density relationships, as reflected in the development of the model below.
* denotes equilibrium values, "i" indexes counties, "t" indexes time periods
Densities are assumed to adjust to their equilibrium levels with a lag, following the process shown below.
where,
,t
Pd i = actual population density in county i at time t-1;
Pd* i = equilibrium population density in county i at time t-1;
,t employment densities are defined in a similar fashion, and λ and λ represent the adjustment parameters with λ and λ ∈ [0, 1]. Substituting linear versions of (1a) and p e p e (1b) into (2a) and (2b), and expanding the representation of initial conditions into different vectors of variables, yields
The vectors are defined as follows: X = a vector of characteristics that affect the equilibrium population and employment densities in Atlantic Southeast counties; Y = a vector of characteristics that affect only population density in Atlantic Southeast counties; Z = a vector of characteristics that affect only the equilibrium employment density in Atlantic Southeast counies; u and v are error terms.
In the equations (3a) and (3b), population and employment equilibriums are not observable characteristics. Using algebraic manipulations of equations (2a) and (2b), however, it is possible to substitute these equilibriums with observable densities. Rearranging equations (2a) and (2b) yields:
,t ,t−1
,t ,t−1 Substitution of (4a) and (4b) into (3a) and (3b) yields the specification:
Following the methodology of Carlino and Mills (1987) and Boarnet (1994) , the final step is to lag all of the initial conditions and exogenous variables to the base year to assist with identifying the system, which gives the complete specification of:
The variables λ p and λ are the fraction of the gap between equilibrium and actual levels that are closed in a time period, or a speed of adjustment.
e 2 (Give the availability of the NRI data, each time period is five-years in the empirical model.) Our hypothesis is that the Florida growth management regime changed the speed of adjustment, which we test by interacting dummy variables for Florida counties with the adjustment parameters, λ p and λ e . A test of the significance of that interaction term tests the hypothesis that the adjustment process in Florida differs from the rest of the Atlantic Southeast. We then expand the definition of the dummy variables to represent only Florida counties that were early and aggressive compliers with the growth management regime, to test the hypothesis that those counties' adjustment process differed from the Atlantic Southeast region.
IV. Data
The variables used to implement the model in equations (6a) and (6b) are listed in Table  2 , with descriptive statistics. The dependent variables are population and employment density changes during the three time periods, 1982-1987, 1987-1992, and 1992-1997 . The density variables are constructed from population and employment data, by county, available from the U.S. City and County Data Book and the U.S. Bureau of Economic Activity (BEA) County Business Patterns, and from measures of developed land area in the county from the National Resources Inventory (NRI).
The NRI data are based on a national survey of over 800,000 land use sample points, conducted in five year intervals in 1982, 1987, 1992, and 1997 . For each sample point, land use characteristics were inferred from remote sensing data, aerial photographs, or site visits. The result yields information on developed land in each county, which is the denominator in the density variable. For more information on the NRI, see Nusser and Goebel (1997) and U.S. Department of Agriculture (2000).
Planning data for the State of Florida used in this paper was acquired from Mr. Ray Eubanks, the Plan Review Administrator for the Division of Community Planning of the Department of Community Affairs. The data set contains detailed information on the first round plan review outcomes, which includes dates of first submission and approval status, and the inclusion of optional plan elements for all cities and counties in the State of Florida.
Other data used in the analysis was acquired from publicly released data sets. County government fiscal variables can be obtained from the bi-decadal U.S. Census of Governments (COG) data sets, for the years 1982, 1987, and 1992 . Criminal activity data can be acquired from the U.S. FBI yearly report on crime via the U.S. City and County Data Book. Employment data categorized by one-digit SIC codes are from County Business Patterns. The urban, suburban, exurban codes were constructed from U.S. Census Beale codes. The amenity score is from the U.S. Department of Agriculture, and is constructed by combining six measures of climate, typography, and water area that measure warm winter, winter sun, temperate summer, low summer humidity, topographic variation, and water area. See http://www.ers.usda.gov/Data/NaturalAmenities/.
V. Results
The key explanatory variables are the adjustment parameters, which, in the population density change regression, are the coefficients on lagged (or base year) population density and the coefficients on the interaction terms between base year population density and the Florida dummy variable, dummy variables for compliance status and status of the optional education element in the county, and a modified compliance variable. These variables are shown below: Compliance2 is an alternate measure of compliance, and is interacted in the same fashion as Compliance1
Note that the structure of the model in equations (6a) and (6b) implies that the negative of the coefficients on base year population (employment) density, plus the negative of the coefficients on the interaction terms, is the adjustment parameter. We did not mention this sign change in each step of the variable definitions above, but it is implied throughout. When examining the coefficients, a negative coefficient implies a positive adjustment parameter and vice versa. Negative adjustment parameters (i.e. positive coefficients on the lag parameter) are not consistent with a model that is dynamically stable, and so raise specification issues discussed in Boarnet, Chalermpong, and Geho (2005) .
3 For those reasons, we will focus our attention on models that yield positive adjustment parameters.
These variables allow step-wise tests, first of the hypothesis that the adjustment process in Florida differs from the adjustment process in the Atlantic Southeast (a test of the significance of the coefficient on Florida*Popdenp) and then tests of the hypothesis that any Florida difference is due to counties that complied with the growth management plan, where compliance is measured by Compliance1, Compliance2, and Education. For examples of how these key variables are added sequentially to the model, see the regression results in Tables 3 -8. A similar set of interaction variables is used for the employment density change equation, in that case interacting the variables with base year employment density. The Compliance1, Compliance2, and Education variables are from the Florida Department of Community Affairs, as described in Section IV.
Before going further, some discussion of the Compliance1 and Compliance2 variables is necessary. Compliance1 indicates whether the county government growth management plan was approved, but municipalities within a complying county may or may not have approved growth management plans. Compliance2 addresses that by taking a population weighted average of the compliance status of all jurisdictions in the county. We believe it is unclear which variable should be preferred. The key issue is compliance for jurisdictions that control developable or soon-to-be developed land. In some cases, that might be primarily the county government (if growth is mostly occurring in unincorporated areas), and in those cases Compliance1 would better measure the growth management program as it applies to new development. If, on the other hand, most new development is under municipal rather than county control, Compliance2 would be preferred. Because further analysis would be required to assess where developable land is in relation to jurisdictions, here we report tests with both variables. The Education variable only applies to the county.
Descriptive statistics for all variables are shown in Table 2 . Regression results are shown in Tables 3-8, with summary results for the key adjustment parameters in Tables 9-13.  Tables 9-13 , which summarize the key variables of interest from the regressions shown in Tables 3-8, are our primary focus.
From looking at Tables 9-13, first note that that the adjustment process for the employment density equation gives ambiguous results -the adjustment parameters for employment are all statistically insignificant, and the interaction terms in the employment equation are also all statistically insignificant.
4 One possible conclusion is that the employment density adjustment process is not fully specified by the current regression model, and another conclusion is that no inference can be made about the equilibrium adjustment of employment densities.
5 In short, we cannot conclude that the growth management program changed employment density patterns. On the other hand, there is a clear pattern for population density. For that reason, we focus attention on population density. We note that a reasonable expectation is that growth management more likely affected population densities than employment densities; most growth management programs have their origins in concerns about population growth, not employment growth. Thus a focus only on population density can give insights into Florida's program.
Looking at the summary tables, Tables 9-13, some patterns emerge. The adjustment parameter for the Atlantic Southeast (the coefficient on base year population density, labeled λ in Tables 9-13) , is approximately 0.2. Approximately twenty percent of the gap between equilibrium and actual population densities is closed in each five-year period, implying a process that takes about 25 years to converge to equilibrium. This is consistent with past research, which has found convergence speeds of 10 to 30 years (Boarnet, Chalermpong, and Geho, 2005) .
The Florida interaction variable is always significantly positive, in all time periods, implying that the adjustment process in Florida is slower than the Atlantic Southeast. There is a clear "Florida effect", but is that due to the growth management program or to other (unmeasured) factors? To address this question, we look at the models with interaction variables for Compliance1, Education, and Compliance2.
In the 1982-1987 time period, the interaction variables for Compliance1, Education, and Compliance2 are all insignificant, suggesting that whatever is causing Florida's population density adjustment process to differ from the Atlantic Southeast, it is not related to our measures of state growth management compliance. Note that we do not expect significant Looking at the last time period, 1992-1997, the Compliance1 interaction variable is significantly positive, but when the Education interaction variable is added the Compliance1 variables becomes insignificant while Education is significant. This suggests that independent of the "Florida effect", counties that complied with the state growth management plan had slower adjustment toward equilibrium, and the effect is driven by the counties that filed the optional education planning element. The Compliance2 variable is not significant.
Both compliance variables are insignificant in the 1987-1992 time period, but Education remains significant. If the significance of the Education variables in the 1987-1992 time period is meaningful, that would imply that the optional education element was indicative of a careful planning process, and that the counties that filed the optional education element were "early compliers" with the spirit of the enhanced growth management requirements of the 1984 ELMS II law and the 1985 State Comprehensive Planning Act. While this is possible, we note that the evidence on this question, based on the existing regression analysis reported in this paper, is indirect and not conclusive.
The Education variable becomes insignificant in the 1987-1992 time period when the number of multi-family building permits in 1987 is added to the population density model. We do not report those regression results, out of concern that with foresight on the part of local planners, multi-family building permits in the base year could be endogenous to later growth. Yet we note that the number of 1987 multi-family building permits is correlated with adopting the optional education element in the early 1990s (r = 0.83), a result that is not surprising. Places that have rapid population growth and strong planning appeared to both permit multi-family dwellings in the late 1980s and be early filers of the optional education element, which focuses on planning for school and school construction. While not unexpected, this does hint at some specification questions that we discuss more fully later.
The results are in some ways driven by counties that filed optional education elements. Only four counties filed those elements, suggesting that the evidence on the effect of the growth management plan is in part driven by outliers. Yet an examination of those outliers gives an intriguing result. The four counties that filed education elements are listed in Table 14 . The four counties that filed the education element -Dade (or Miami/Dade), Broward, Palm Beach, and Orange, are the four largest counties in the environmentally sensitive Okeechobee Basin. The Okeechobee Basin is shown in Figure 1 , below. One interpretation is that the four counties that drive the growth management portion of the "Florida effect" are the counties that were large, urbanized, growing, and in key environmentally sensitive areas that would have, in part, inspired the Florida growth management program. There is some evidence that the population density adjustment process slowed in Broward, Dade, Orange, and Palm Beach Counties. Whether that slowing is due to the growth management regime or other factors is still unclear. Our interpretation is that currently the results are consistent with the hypothesis that the growth management regime had an impact, but there are currently too many unresolved specification issues to draw a firm conclusion.
Lastly, we note that in the 1992-1997 time period, 78 percent of Florida's population lived in counties that were adjusting to a lower population density equilibrium. 6 Thus a slower adjustment process is a slower change to lower densities. If the evidence suggests that Florida's growth management program influenced population densities, that influence was to slow what was, for 78 percent of persons living in Florida in 1992-1997, a trend toward population deconcentration. The evidence does not suggest that absolute population densities increased in Florida, but instead that the move toward lower densities slowed in ways that might be associated with the growth management program.
VI. Conclusion and Directions for Future Research
The evidence suggests a clear "Florida effect". Population deconcentration (measured by changes in densities) was slower in Florida than the rest of the Atlantic Southeast. Was that due to the growth management legislation? Here the evidence is suggestive but not conclusive. Complying counties showed an even slower adjustment speed than other Florida counties (for population density), but questions about measurement and specification require additional research.
Below we list key areas for future research.
• Measuring growth management compliance: Complying with both the letter and the spirit of the state's growth management legislation is a key concept. We have suggested variables that can measure compliance, but further research is needed to understand how well those variables correspond to local planning activity. Another measurement issue, also vital, is to better assess planning activity that applies to developable and re-developable land, as that is the planning that is most relevant for changes in density.
• Quality of the instruments: A fundamental issue for regional adjustment models is the validity of the instruments for the endogenous variables, in this case population and employment density. All variables other than population and employment density were lagged to the base year of each time period, but questions of foresight, and hence instrument validity, remain. Past research has used overidentification tests of instrument validity (e.g. Boarnet, Chalermpong, and Geho, 2005 and 1994b , and we suggest using similar tests here.
• Measuring land supply: Land supply would, presumably, be a constraining factor related to density change, and one might imagine that counties with little available land could also be counties with careful planning. We included the number of acres in agriculture in each county as a control variable in early research, but that variable was always insignificant and did not change other results, so those specifications are not report here. Future research should include better measures of the supply of developable land.
• Better tests of whether growth management protected environmentally sensitive lands: The dependent variables in this study were population and employment densities, which can address the broad question of whether growth patterns
changed. Yet future research should examine more directly whether environmentally sensitive lands were protected. In concept, lower density growth could be consistent with protection of environmentally sensitive land. Stated differently, not all land is the same when the goal is environmental protection. Future research should examine methods for classifying land based on environmental impacts from development, and then examine how growth management influences development on environmentally sensitive land.
Overall, there is a need for much additional research on this topic. Planners' tools have long been suggested as methods for environmental protection, and many land use controls have their roots in concepts of environmental regulation. Yet we still know little about the effectiveness of land use regulation in changing growth patterns and protecting environmentally sensitive land from development. A key difficulty is determining the counter-factual -what would have happened absent land use regulation? This paper argues that one method for determining that counter-factual, and hence for researching land use controls, is to adapt regional adjustment models as has been done here.
Certainly that is not the only possible empirical approach, but the results suggest that adjustment models can play a role in studying the impacts of land use regulation. 
