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A general achievable upper bound of extractable work under feedback control is given, where
nonequilibrium equalities are generalized so as to be applicable to error-free measurements. The
upper bound involves a term which arises from the part of the process whose information becomes
unavailable and is related to the weight of the singular part of the reference probability measure.
The obtained upper bound of extractable work is more stringent than the hitherto known one and
sets a general achievable bound for a given feedback protocol. Guiding principles of designing the
optimal protocol are also suggested. Examples are presented to illustrate our general results.
I. INTRODUCTION
Our understanding of nonequilibrium statistical me-
chanics has significantly deepened over the last couple of
decades, in large part owing to the discovery of nonequi-
librium relations [1–11] and rapid advances in experimen-
tal techniques [12–17]. Against such a backdrop, there
has been a renewed interest in the relationship between
information and thermodynamics [18–30]. In particular,
feedback control [16, 17, 21–30] provides a key framework
for understanding the role of Maxwell’s demon [31–33].
In modern terms, Maxwell’s demon is a feedback con-
troller who performs measurement on a system and uti-
lizes the obtained information [33] to extract work from
the system beyond the limit set by the conventional sec-
ond law of thermodynamics [21–23]:
− 〈Wd〉 ≤ kBT 〈I〉, (1)
where Wd = W − ∆F is the dissipated work which is
defined as the performed work W minus the associated
free energy difference ∆F , and I is the amount of infor-
mation that the demon acquires by measurements. The
inequality (1) implies that feedback control enables one
to extract work up to the acquired information multi-
plied by kBT , where kB is the Boltzmann constant and
T is the absolute temperature.
One can, in principle, construct a protocol that
achieves the equality in (1) [20, 34–36]. However, an
unlimited number of external parameters are required to
do so, which presents a daunting challenge for experi-
menters. In practice, we often encounter a situation in
which the right-hand side of the inequality (1) does not
give an achievable bound of extractable work [16, 17].
Hence it is natural to ask the following question: what is
the fundamental achievable upper bound of extractable
work by means of a given feedback control? Since a feed-
back protocol is normally designed to work best under
error-free measurements, extractable work will be max-
imized when measurements are performed perfectly. In
this respect, we need to consider systems under error-free
measurements to answer the above question and there-
fore, it is essential to work with the framework which al-
lows us to derive nonequilibrium equalities under error-
free measurements. However, it is known that there is
a difficulty to formulate nonequilibrium equalities under
error-free measurements as discussed in Refs. [24, 30, 37].
This is because error-free measurements project the post-
measurement state into a sharply localized region in
phase space and the forward path probability vanishes
outside of this region; nevertheless, the backward path
can penetrate into such projected-out regions due to ther-
mal fluctuations. The known nonequilibrium equalities
implicitly assume the absence of those paths.
To elucidate this point, let us consider a simple gen-
eralization of the Szilard engine (as illustrated in Fig.
1). In this model, the measurements are assumed to be
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FIG. 1. (Color online) A single-particle classical Szilard en-
gine. The forward (backward) protocol is indicated by dashed
downward (solid upward) arrows. (a) The system is initially
in thermal equilibrium at temperature T . (b) A barrier is
inserted at position li and an error-free measurement is per-
formed to find in which partition (left (L) or right (R)) the
particle resides. (c) Depending on the measurement outcome
L or R, the barrier is moved to the position lL or lR. (d)
The barrier is removed and the system becomes thermalized
at temperature T . A certain amount of information becomes
unavailable upon the removal of the barrier from (c) to (d).
The backward process (solid upward arrows) starts at the
equilibrium state in (d). The barrier is inserted at lL,R de-
pending on the measurement outcome of the forward process
in (c). Then the barrier is moved to li in (b) and finally it is
removed in (a). The leftmost (rightmost) path is a singular
one which does not exist in the forward path corresponding
to the measurement outcome L (R).
2error-free so that a particle resides in the left (right) par-
tition if and only if the measurement outcome is left (L)
(right (R)). Thus, the forward path, which is indicated
by dashed downward arrows, involves only two cases in
which the particle resides in the left (right) partition if
the measurement outcome is L (R). Nevertheless, the
backward path (indicated by solid upward arrows) in-
volves the additional two cases in which the particle re-
sides in the right (left) partition for the measurement
outcome L (R) due to thermal diffusion of the particle.
These two cases are shown as the leftmost and right-
most paths in Fig. 1 and are referred as singular paths.
The known nonequilibrium equalities are based on the
assumption that no such singular paths exist. There-
fore, the known derivations of nonequilibrium equalities
[23, 28, 38] are not applicable to the above situation.
This is the difficulty one encounters when one considers
systems under error-free measurements.
In this paper, we formulate nonequilibrium equalities
under error-free measurements and feedback control by
identifying the origin of the above difficulty as some
pieces of information becoming unavailable in the feed-
back process. The main result is Eq. (12) in which a
new term Iu quantifies the amount of information that
becomes unavailable in the feedback process. Such a loss
of information occurs due to thermodynamic irreversibil-
ities inherent in the feedback process, e.g., relaxation and
free expansions. The equality (12) leads to the inequal-
ity (13) which gives a general achievable bound of ex-
tractable work for a given feedback control. The new
term Iu reduces the achievable bound of extractable work
and leads to a more stringent inequality than the known
one (1). We discuss a few examples in which our inequal-
ity (13) gives an achievable upper bound of extractable
work whereas the inequality (1) does not.
This paper is organized as follows. In Sec. II, we dis-
cuss the effect of unavailable information on nonequilib-
rium processes and derive the main result (12). The phys-
ical implications of the main result are also discussed. In
Sec. III, we illustrate our general results by discussing
three examples: a Brownian particle in a harmonic po-
tential, and classical and quantum Szilard engines. In
Sec. IV, we conclude this paper.
II. NONEQUILIBRIUM EQUALITY
A. Feedback Control
We consider a stochastic thermodynamic system sub-
ject to error-free measurements and repeated discrete
feedback control. The protocol is performed from t = 0
to t = τ and the measurements are performed N times
at ti (i = 1, 2, · · · , N), where 0 < t1 < t2 < · · · < tN < τ .
Let mk be the outcome of the measurement performed
at t = tk. We denote a region in phase-space correspond-
ing to the outcome mk by Xmk ; the outcome is mk if
and only if the phase space point of the system satisfies
Γtk ∈ Xmk . Because the measurements are error-free, we
assume that for each k the set of Xmk constitutes a non-
overlapping set covering the entire phase space. Since the
system is subject to a feedback control, the control pa-
rameters λ(t) depend on the measurement outcomes up
to time t and we denote λ
(
t; {mk}
)
if tk < t < tk+1.
Here {mk} is the path of the measurement outcomes
up to k, i.e., {mk} ≡ (m1,m2, ...,mk). The full pro-
tocol executed from t = 0 to t = τ is represented by
Λ
(
{mN}
)
≡
{
λ(t), λ
(
t; {m1}
)
, ..., λ
(
t; {mN}
)}
.
Let Ik be the information acquired by the measure-
ment performed at t = tk, which is given by a change in
the uncertainty of our knowledge about the system upon
making the measurement:
Ik = − ln p
(
mk|{m
k−1}
)
, (2)
where p
(
mk|{m
k−1}
)
is the conditional probability of ob-
taining mk on condition that the previous outcome is
{mk−1}. The total amount of the acquired information
associated with the measurement outcomes {mN} is
I =
N∑
k=1
Ik = − ln
[ N∏
k=1
p
(
mk|{m
k−1}
)]
= − lnP
(
{mN}
)
, (3)
where P
(
{mN}
)
is the probability of obtaining the mea-
surement outcomes {mN} and the third equality follows
from Bayes’ theorem. Note that since the measurement
is error-free, Eq. (3) is equal to the Shannon entropy
rather than the mutual information [23, 28, 38].
B. Unavailable Information
For each realization of the forward process Λ
(
{mN}
)
,
we consider the associated backward process as follows.
We first prepare the system to be in an equilibrium state
for a given set of external parameters λ
(
τ ; {mN}
)
, which
is the same as the set of the final values of the external
parameters in the forward process. Then the external pa-
rameters are varied according to the time-reversed proto-
col as λRk (t) = λ
(
τ−t; {mk}
)
if τ−tk+1 < t < τ−tk. The
full backward protocol is parametrized as ΛR
(
{mN}
)
≡{
λRN (t), λ
R
N−1(t), ..., λ
R
0 (t)
}
. Note that no feedback con-
trol is performed in the backward process because here
the backward process is introduced to quantify the irre-
versibility of the forward feedback process [24].
Let us assume that we perform measurements in the
backward process without feedback control. The prob-
ability of outcome m†k being observed at t = τ − tk
depends on the history of the outcomes {m†k}, where
{mk} ≡ (mk+1,mk+2, ...,mN ) and m
†
k indicates the out-
come corresponding to the phase-space regionX†mk which
is given by Xmk with the sign of the momentum inverted.
3Let ρR
(
m†k
∣∣∣{m†k},ΛR({mN})) be the conditional prob-
ability of outcome m†k being observed on condition that
we performed the backward protocol ΛR
(
{mN}
)
and ob-
tained outcomes {m†k} at earlier times. We introduce a
quantity, which we call unavailable information, as fol-
lows:
Iu,k ≡ − ln ρ
R
(
m†k
∣∣∣{m†k},ΛR({mN})). (4)
When all the backward paths return to the region ob-
served by the measurements, Iu,k vanishes. On the other
hand, when there is a fraction of the paths going outside
of the observed region, Iu,k takes on a non-zero value and
hence, the unavailable information quantifies the intrin-
sic irreversibility of the feedback protocol. Furthermore,
the total amount of unavailable information is
Iu =
N∑
k=1
Iu,k
= − ln
[ N∏
k=1
ρR
(
m†k
∣∣∣{m†k},ΛR({mN}))]
= − ln ρR
(
{m†N}
∣∣∣ΛR({mN})), (5)
where ρR
(
{m†N}
∣∣∣ΛR({mN})) is the conditional prob-
ability of obtaining the set of measurement outcomes
{m†N} on condition that the backward protocol is
ΛR
(
{mN}
)
. Physically, the unavailable information rep-
resents the amount of information that becomes unavail-
able for use in extracting work in the feedback process as
discussed in detail in Sec. III.
We can make another interpretation of the unavail-
able information in terms of the weight of the singular
part of the reference measure [37]. Since error-free mea-
surements project out the post-measurement state into a
sharply localized region, there should exist those paths
which are observed in the backward process but excluded
in the forward process. These paths result in measure-
ment outcomes in the backward process which are differ-
ent from those in the forward process. Such contributions
are mathematically classified as a singular part according
to Lebesgue’s decomposition theorem in measure theory.
Let us consider the weight of the singular part λS,{mN}
associated with a realization {mN}. This is equal to the
probability of observing such outcomes in the backward
process that are absent from the forward process:
λS,{mN} = 1− ρ
R
(
{m†N}
∣∣∣ΛR({mN})). (6)
From Eqs. (5) and (6) we obtain an alternative expres-
sion of the unavailable information
Iu = − ln
(
1− λS,{mN}
)
. (7)
Thus, the singular part of the probability measure de-
termines the unavailable information. The unavailable
information results in a decrease in the achievable upper
bound of extractable work as shown below.
C. Nonequilibrium Equality
We are now in a position to derive nonequilibrium
equalities which are applicable to systems subject to
error-free measurements. Our goal is to derive the equal-
ity (12) and the inequality (13), the latter giving a general
achievable upper bound of extractable work.
We derive nonequilibrium equalities on the basis of the
framework of stochastic thermodynamics [39, 40]. To do
so, we consider the reference probability density Pr[Γr]
and define the entropy production as
σ[Γt] = ln
P [Γt]
Pr[Γrt]
= ln
p(Γ0)
pr(Γr0)
+ ln
P [Γt|Γ0]
Pr[Γrt|Γ
r
0]
, (8)
where p(Γ0) (p
r(Γr0)) and P [Γt|Γ0] (P
r[Γrt|Γ
r
0]) are the
initial distribution and the conditional probability of the
forward (reference) process, respectively. The reference
process will be chosen to be the backward or backward-
dual process depending on the system under considera-
tion. Here the dual process is defined to be the process
whose steady state is the same as the original one except
that the direction of the stationary current is opposite
to the original one [39–41]. We first consider the con-
ditional ensemble average of e−σ on condition that the
measurement outcome is {mN}:
〈e−σ|{mN}〉 =
1
P
(
{mN}
) ∫∏
N
k=1
Xmk
DΓP [Γ|Λ{mN}]e
−σ
=
1
P
(
{mN}
) ∫∏
N
k=1
Xrmk
DΓrPr[Γr|Λr{mN}]
=
∏N
k=1 ρ
r
(
mrk|{m
k}r,Λr({mN})
)
P
(
{mN}
)
=
1− λS,{mN}
P
(
{mN}
) , (9)
where
∏N
k=1Xmk indicates that the integration is taken
over the paths that go through the region Xmk at t =
tk, ρ
r
(
mrk
∣∣{mk}r,Λr({mN})) is the conditional proba-
bility of obtaining outcome mrk in the reference process
on condition that we performed the reference protocol
Λr
(
{mN}
)
and obtained the outcomes {mk}r at earlier
times. Here λS,{mN} is the weight of the singular part
of the reference measure associated with a realization
{mN}. This term quantifies the weight of those paths
which have a vanishing probability in the forward process
but have a non-zero probability in the backward process.
We define the unavailable information in the same man-
ner as in Eq. (4) and the integral fluctuation theorem is
obtained by
〈e−σ−I+Iu〉 =
〈
e−σ
N∏
k=1
p
(
mk|{m
k−1}
)
ρr
(
mrk|{m
k}r,Λr({mN})
)
〉
=
∑
{mN}
P
(
{mN}
)
〈e−σ|{mN}〉
P
(
{mN}
)
1− λS,{mN}
= 1. (10)
4Our main result can be given by choosing the time-
reversed process as the reference process and the equilib-
rium distribution associated with the corresponding fixed
external parameters as the initial probability distribution
of the time-reversed process. We also assume that the ini-
tial probability distribution in the forward process is the
equilibrium distribution associated with the initial value
of the external parameters. In this case, Iu takes the
form of Eq. (5) and σ is proportional to the dissipated
work:
σ = β(W −∆F ) = βWd. (11)
Then, Eq. (10) is rewritten as
〈e−βWd−I+Iu〉 = 1, (12)
where we assume the detailed fluctuation theorem [7, 8],
P [Γt|Γ0]/P
r[Γrt|Γ
r
0] = e
−βQ with Q being a heat flowing
from a bath to the system. Equation (12) was first ob-
tained for the system without feedback control [6] and
then generalized to the system under feedback control
[23]. Note that the derivation in Ref. [23] is not appli-
cable to the case of error-free measurements. Appling
Jensen’s inequality to Eq. (12), we obtain the following
inequality:
− 〈Wd〉 ≤ kBT (〈I〉 − 〈Iu〉), (13)
which means that the new term, unavailable information,
reduces the achievable bound of extractable work and
leads to a more stringent inequality than the inequal-
ity (1). Note that since the feedback protocol designed
for work extraction is supposed to extract work maxi-
mally when the measurements are perfect, the RHS of
(13) gives an upper bound even if there exist errors in
the measurements. The equality in (13) is achieved if
and only if Wd does not fluctuate for each realization of
the feedback process. Therefore, the RHS of (13) gives an
achievable upper bound of extractable work for a given
feedback protocol. We shall explicitly illustrate this by
examples in Sec. III.
We emphasize that the known equalities in Refs.
[23, 28, 38] break down under error-free measurements
because the conventional approaches cannot deal with
the case in which the probability of forward paths van-
ishes due to error-free measurements. We have obtained
the equality (10) which is applicable to error-free mea-
surements by precisely quantifying the contribution of
singular paths which leads to the information loss in the
feedback process.
Equation (10) leads to various integral fluctuation the-
orems by an appropriate choice of the reference process.
Here we discuss two well-known cases.
Seifert’s form
We choose a reference process as the time-reversed pro-
cess of the forward process. Let p(Γ0) be an arbitrary
initial distribution and pr(Γr0) be the final distribution of
the forward process. In this case, σ is equivalent to the
total entropy production:
σ = ∆stot ≡ ∆ssys +∆sm, (14)
where ∆ssys ≡ − ln p(Γτ ; τ)+ln p(Γ0; 0) and ∆sm ≡ −βQ
is the entropy production of the system and the bath,
respectively.
We can now rewrite Eq. (10) and obtain the following
integral fluctuation theorem, which was first derived for
systems without feedback control by Seifert [42] and later
generalized to systems under feedback control by Lahiri
et al. [38]:
〈e−∆stot−I+Iu〉 = 1. (15)
Hatano-Sasa’s form
We next discuss a situation in which the stationary
distribution associated with fixed parameters is not an
equilibrium one. The reference dynamics should then be
chosen to be a time-reversed and dual one [39–41], and let
the initial distribution be a nonequilibirum steady state
associated with the corresponding parameters. In this
case, σ is expressed as
σ = ∆φ− βQex, (16)
where φ(λ) ≡ − ln pst(λ) and Qex is an excess heat flow-
ing from a bath to the system. Then, Eq. (10) is rewrit-
ten in the form of the following integral fluctuation theo-
rem, which was first derived for systems without feedback
control by Hatano and Sasa [10] and later generalized to
systems under feedback control in Refs. [28, 38]:
〈e−∆φ+βQex−I+Iu〉 = 1. (17)
III. EXAMPLES
To get physical insights into the above results, we offer
simple examples, which achieve the equality in (13) and
give a physical interpretation of unavailable information.
A. Brownian particle in a harmonic trap
We consider a Brownian particle in a harmonic poten-
tial [27] whose center λ is manipulated to extract work
according to the outcome xm of the position measure-
ment (Fig. 2). The system is initially prepared to be at
thermal equilibrium with a heat bath with inverse tem-
perature β, and the error-free position measurement is
performed (F1). Then the potential is instantaneously
shifted from λi = 0 to λf = xm and work is extracted from
the difference in the potential energy (F2). Finally, the
relaxation occurs and the system becomes equilibrated
with the heat bath (F3). From F2 to F3, some amount
5Forward Backward
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FIG. 2. Brownian particle in a harmonic potential with
the forward (downward dashed arrows) or backward (upward
solid arrows) protocol. First, the position of the particle is
measured without error (F1). Then, according to the out-
come, the potential is instantaneously shifted and work is
extracted from the difference in the potential energy (indi-
cated by the downward solid arrow) (F2). Finally, the system
becomes equilibrated with the heat bath (F3). The associ-
ated backward process (upward solid arrows) starts from the
equilibrium distribution for the final configuration of the for-
ward process (B1, B2). Then the potential is instantaneously
shifted back to the initial position (B3). Some amount of in-
formation gets loss and becomes unavailable in the ensuing
relaxation process (from F2 to F3).
of information about the position of the particle is lost
and becomes unavailable.
The information acquired by the measurement can be
calculated by averaging Eq. (3) over all possible realiza-
tions of the protocol:
〈I〉 = −
∫ ∞
−∞
dxmpeq(xm) ln peq(xm)
=
1
2
− ln
√
βk
2π
, (18)
where k is the spring constant and peq(x) is the equi-
librium distribution: peq(x) =
√
βk/2π exp(−βkx2/2).
Here, note that we ignore a divergent term ln(dx) arising
from the infinitely precise measurements since we only
consider the difference (the RHS of (13)) rather than the
absolute amount of information.
Let us next calculate the unavailable information. To
this end, we consider the backward process: the system
is initially in equilibrium and the center of the potential
is located at λRi = xm (B1, B2). Then the potential is
instantaneously shifted to λRf = 0 (B3). At this stage,
the probability of the particle being found at xm is equal
to peq(0) and therefore, the unavailable information is
given by averaging Eq. (5) over all possible realizations
of the protocol:
〈Iu〉 = −
∫ ∞
−∞
dxmpeq(xm) ln peq(0) = − ln
√
βk
2π
.
The achievable upper bound of extractable work is now
obtained from the RHS of (13) as
kBT
(
〈I〉 − 〈Iu〉
)
=
kBT
2
. (19)
On the other hand, the extracted work is
− 〈W 〉 =
∫ ∞
−∞
dxpeq(x)
kx2
2
=
kBT
2
. (20)
Since 〈∆F 〉 = 0, the equality in (13) is achieved in this
example. This is because the process is performed instan-
taneously and thereforeW does not fluctuate for each re-
alization of the feedback protocol. If the measurements
are performed with errors, extracted work is less than the
value in Eq. (19) [27]. Hence we conclude that the in-
equality (13) indeed gives the achievable upper bound of
extractable work. Note that since I diverges in infinitely
precise measurements, the inequality (1) does not give
an achievable bound. This is because the inequality (1)
does not take into account the contribution from the un-
available information.
We can also confirm the integral fluctuation theorem
(12):
〈e−βWd−I+Iu〉 =
∫ ∞
−∞
dxpeq(x)e
βkx2
2
peq(x)
peq(0)
= 1,
where we have substituted the dissipated work Wd =
−kx2/2, the acquired information I = − ln peq(x), and
the unavailable information Iu = − ln peq(0).
B. Classical Szilard Engine
We discuss a generalized classical Szilard engine [30,
43], as schematically illustrated in Fig. 1. In the figure,
the forward process is indicated by dashed downward ar-
rows and the backward process is indicated by solid up-
ward ones. (a) A single-particle classical gas is confined
in a box and equilibrates with a surrounding heat bath
at inverse temperature β. (b) A barrier is inserted at
position li and a measurement is performed to determine
which (left (L) or right (R)) partition the particle is in.
The information acquired by the measurement can be
evaluated as
〈I〉 = −li ln li − (1− li) ln(1− li). (21)
Note that the length of the box is set to L = 1 for sim-
plicity. (c) We quasi-statistically shift the position of the
barrier to lL or lR depending on whether the outcome
of the measurement is L or R. (d) Finally, the barrier is
removed and the system gets equilibrated with the heat
6bath. During the process of removal of the barrier and
the subsequent thermal relaxation (from (c) to (d)), a
certain amount of information has been lost and become
unavailable for use in extracting work. Note that no work
is needed to insert or remove the barrier since we consider
the classical case.
To evaluate the unavailable information, let us con-
sider the backward process as indicated by solid upward
arrows in Fig. 1. The system is initially prepared to be
at thermal equilibrium in (d) and a barrier is inserted
at position lL or lR according to the measurement out-
come in the forward process in (c). At this stage, the
singular paths arises; there are no counterparts in the
forward process for paths such that a particle resides in
the right (left) side, although the barrier is inserted at
lL (lR) as indicated by the leftmost (rightmost) path in
Fig. 1. Then the barrier is moved to li in (b) and finally
removed in (a).
The probability weight of the singular paths associated
with each realization is given by:
λS,L = 1− lL, λS,R = lR.
This is because the probability of obtaining the outcome
R (L) in the backward process on condition that the out-
come is L (R) in the forward process is equal to 1 − lL
(lR). We therefore obtain the unavailable information
by averaging Eq. (7) over all possible realizations of the
protocol:
〈Iu〉 = −li ln lL − (1− li) ln(1− lR). (22)
On the other hand, the extracted work is given by
− 〈W 〉 = −kBT
[
li ln
li
lL
+ (1− li) ln
(
1− li
1− lR
)]
.(23)
From Eqs. (21), (22), and (23), we obtain
− 〈W 〉 = kBT
(
〈I〉 − 〈Iu〉
)
≤ kBT 〈I〉. (24)
This means that the inequality (13) gives an achievable
bound of extractable work while the inequality (1) does
not because some amount of information becomes un-
available in free expansion which ensues after the re-
moval of the barrier. In this example, the equality in
(13) is achieved because the process is performed quasi-
statistically and therefore W does not fluctuate for each
realization. We can also confirm the integral fluctuation
theorem (12):
〈e−βWd−I+Iu〉 = li
lL
li
li
lL
+ (1− li)
1− lR
1− li
1− li
1− lR
= 1.
An optimal protocol, i.e., the protocol that maximizes
the extractable work, can be designed by choosing li =
1/2, lL = 1, and lR = 0. In this case, there are no
singular paths and the unavailable information is zero.
Therefore, the inequality (1) can be achieved in a single-
particle Szilard engine. However, this is not the case for
a multi-particle Szilard engine as discussed in the next
subsection.
C. Quantum Szilard Engine
We next discuss a quantum Szilard engine [26] in which
the work needed to insert or remove the barrier is taken
into account by evaluating the partition function in a
quantum statistical mechanical manner. The protocol
is a straightforward generalization of the classical Szi-
lard engine and defined as follows. First, an N -particle
non-interacting quantum gas is confined in a trapping
potential and equilibrates with a heat bath. A barrier is
inserted at position li and the number of particles in the
left box, m, is measured. The barrier is then moved to lm
according to the measurement outcome m. Finally, the
barrier is removed and the system returns to the initial
state. All these processes are performed isothermally and
the coherence between the system and a bath is assumed
to be completely destroyed every moment.
The acquired information is calculated by evaluating
the partition function of the system. Let Zm(li) be the
partition function of the system when the barrier is in-
serted at li and the number of particles in the left (right)
side is m (N −m). The probability of finding outcome
m is
p(m) =
Zm(li)
Z(li)
, (25)
where Z(li) ≡
∑N
m=1 Zm(li) is the partition function of
the system before the measurement. The acquired infor-
mation is now given by
〈I〉 = −
N∑
m=1
p(m) ln p(m). (26)
Let us next consider the contribution from the unavail-
able information. The backward process is defined in the
same way as in the single-particle Szilard engine (see Fig.
1). We first calculate the probability weight of the singu-
lar paths λS,m corresponding to the protocol Λ(m) which
is the protocol associated with the measurement outcome
m:
λS,m = 1−
Zm(lm)
Z(lm)
. (27)
This is because the probability of not finding the out-
come m in the backward process ΛR(m) is equal to
1 − Zm(lm)/Z(lm). Therefore, the unavailable informa-
tion is obtained by averaging Eq. (7) over all possible
realizations of the protocol:
〈Iu〉 = −
N∑
m=1
p(m) ln
Zm(lm)
Z(lm)
. (28)
Physically, the unavailable information arises because
some amount of information is lost in free expansion upon
the removal of the barrier.
On the other hand, the total extracted work can be
obtained by taking into account the work needed to insert
7or remove the barrier. The result is [26]
− 〈W 〉 = −kBT
N∑
m=1
p(m) ln
(p(m)Z(lm)
Zm(lm)
)
. (29)
From Eqs. (26), (28), and (29), we can confirm that the
inequality (13) is saturated:
− 〈W 〉 = kBT
(
〈I〉 − 〈Iu〉
)
. (30)
This is because all processes are performed quasi-
statistically and W does not fluctuate from one realiza-
tion to another. Note that there exists a non-zero con-
tribution from λS,m for any choices of parameters li,m
in a multi-particle case and hence, some amount of in-
formation inevitably becomes unavailable, i.e., 〈Iu〉 > 0.
Therefore, the inequality (1) does not give an achiev-
able bound for a multi-particle Szilard engine, whereas
our inequality (13) gives an achievable upper bound of
extractable work for any particle number. We can also
confirm the integral fluctuation theorem:
〈e−βWd−I+Iu〉 =
N∑
m=1
p(m)
Zm(lm)
p(m)Z(lm)
p(m)
Z(lm)
Zm(lm)
= 1,
where we have substituted the dissipated work Wd =
kBT ln
(
p(m)Z(lm)/Zm(lm)
)
, the acquired information
I = − ln p(m), and the unavailable information Iu =
− ln(Zm(lm)/Z(lm)).
We next briefly discuss the optimal protocol which is
the protocol that maximizes an extractable work. To
this end, we note that from Eqs. (28) and (30) the
optimum choice of lm can be obtained by minimizing
the unavailable information, which amounts to maximiz-
ing Zm(lm)/Z(lm) with respect to lm. On the basis of
this observation, we can now clarify the controversy con-
ducted in Refs. [44, 45]. In the originally proposed model
[26], Kim et al. have chosen the value of lm such that
Zm(lm) takes the maximum value. However, this choice
is not optimal in general as pointed out by Plesch et al.
[44]. This is not because the expression (29) is incorrect
[44] but because Z(l) depends on l, and hence maximizing
Zm(l) does not necessarily lead to minimizing unavail-
able information, i.e., maximizing Zm(lm)/Z(lm). As a
result, the protocol proposed by Kim et al. [26] is not
optimal.
Furthermore, we can also consider maximizing an ex-
tractable work by adjusting the position of the initial
insertion li. To do so, we note that Eq. (29) can be
converted to
− 〈W 〉 = kBT
(
ln γ −D(p(m)||ρˆR(m))
)
, (31)
where γ =
∑N
m=1 Zm(lm)/Z(lm), ρˆ
R(m) =
Zm(lm)/(γZ(lm)), and D is the Kullback-Leibler
divergence [46]. Note that γ is equal to an efficacy
parameter of feedback control [23, 30] and ρˆR(m) is nor-
malized to unity:
∑N
m=1 ρˆ
R(m) = 1. From Eq. (31) and
the fact that p(m) only depends on li, we can maximize
an extractable work by minimizing D(p(m)||ρˆR(m)) with
respect to li. The above considerations lead to guiding
principles of designing the optimal protocol as discussed
in the next subsection from a general perspective.
D. Implications
We here discuss some implications from previous ex-
amples. First, we note that the contribution of the un-
available information also exists in recent experimental
realizations using a Brownian particle [16, 17]. In those
experiments, the origin of unavailable information is es-
sentially the same as in the first example in Sec. III A:
some amount of information is lost and becomes unavail-
able through the relaxation.
Second, we can obtain guiding principles of designing
the optimal protocol in the case of the feedback control
with a single measurement by generalizing the discussion
in Sec.III C. This consists of the following two steps:
1. Design the protocol after the measurement such
that the unavailable information is minimized.
2. Design the protocol before the measurement such
that D(P (m)||ρˆR(m)) is minimized,
where m labels the measurement outcome. From Eq.
(7), the first step amounts to designing each protocol
Λ(m) such that the singular part λS,m is minimized. The
second step is inferred from the following inequality
− 〈Wd〉 ≤ kBT
(
ln γ −D(P (m)||ρˆR(m))
)
, (32)
which is derived from the inequality (13) in the same
manner as in Eq. (31). This can be interpreted as fol-
lows: an extractable work can be maximized by assigning
a higher probability of realization to the protocol in which
the unavailable information is less. We can illustrate the
above guiding principles by considering the quantum Szi-
lard engine; the first step corresponds to choosing lm such
that Zm(lm)/Z(lm) takes the maximum value and the
second step corresponds to choosing the initial insertion
position li so as to minimize D(p(m)||ρˆ
R(m)).
Note that the guiding principles proposed here are in-
applicable to the system subject to repeated measure-
ments. This is because the probability distribution of
the measurement outcomes is independent of the proto-
col after the first measurement only if the measurement
is performed once. Finding the guiding principles for the
feedback control subject to repeated measurements re-
mains an interesting open question.
IV. CONCLUSION
We have obtained a general achievable upper bound
of extractable work for a given feedback protocol. The
inequality (13) is a consequence of the nonequilibrium
equality under error-free measurements (12). The new
8term, Iu, quantifies the amount of information which be-
comes unavailable in the feedback process. We relate the
unavailable information (7) to the singular part of the
reference measure. The variants of the integral fluctua-
tion theorem (15) and (17) are also obtained. Although
the original derivations in Refs. [23, 28, 38] cannot be ap-
plied to error-free measurements, we point out that our
results remain valid under such a situation.
As an illustration, a Brownian particle in a harmonic
potential, and classical and quantum Szilard engines are
discussed and shown to achieve the equality in (13). In
the former example, the contribution from the unavail-
able information needs to be taken into account since
some amount of information is lost and becomes unavail-
able through the relaxation. In the latter examples, some
amount of information becomes lost in free expansions
after the removal of a barrier. We also show that the
inequality (1) does not give an achievable bound of ex-
tractable work in a multi-particle Szilard engine. The
guiding principles of designing the optimal protocol are
proposed.
An interesting future direction is to investigate our re-
sult experimentally or numerically in genuine nonequi-
librium systems. We give the discussion about experi-
mental implementation of an error-free measurement in
Appendix. Other interesting direction is to consider sim-
ilar thermodynamic relations in autonomous Maxwell’s
demon systems in which systems evolve without external
agencies.
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Appendix
Here we discuss experimental implementation of an
error-free measurement. The crucial point is that if the
contribution of non-zero measurement error is masked
by experimental statistical error, we can regard a mea-
surement as an error-free one within the experimental
accuracy. To elucidate this point, we here consider a
Brownian particle in a harmonic potential as a concrete
example.
Let us assume that a Brownian particle is initially at
thermal equilibrium with a heat bath with inverse tem-
perature β and the center of the harmonic trap is located
at λ = 0. We measure which side of the trap the particle
resides in, i.e., the measurement outcome is left (right)
if the particle is founded in (−∞, 0] ([0,∞)). Then, ac-
cording to the measurement outcome L or R, we instanta-
neously shift the center of the potential from 0 to −∆ < 0
or ∆ > 0 and extract work from the difference in the po-
tential energy.
If the measurement is performed perfectly, we can
check that the integral fluctuation theorem (12) holds in
the same manner as in Sec. III A. However, practically
there is always non-zero measurement error probability
in experimental situations and this should be taken into
account if we consider the experimental verification of
Eq. (12).
To do so, here we simply model an error probability ǫ as
follows: if the true position of the particle is in (−∞, 0]
([0,∞)), then the measurement outcome is L (R) with
probability 1 − ǫ and R (L) with probability ǫ. Under
this assumption, the LHS of Eq. (12) now deviates from
1 and we obtain
〈e−βW−I+Iu〉 = 1+ δ(ǫ), (A.1)
δ(ǫ) = ǫ
( 1
P (∆)
− 2
)
, (A.2)
P (∆) =
∫ ∆
−∞
peq(x)dx, (A.3)
where peq(x) is the equilibrium distribution: peq(x) =√
βk/2π exp(−βkx2/2) and k is the spring constant.
On the other hand, it is also true that the trial number
N of experiments is limited and there is always non-zero
statistical error σ(N). We estimate σ(N) by the standard
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FIG. 3. (Color online) The criterion of experimental imple-
mentation of an error-free measurement in the model of a
Brownian particle in a harmonic potential. The LHS of Eq.
(12) (vertical line) is plotted against the measurement error
probability ǫ (horizontal line) for
√
βk∆ = 1.0 and N = 1000.
The shaded region implies that the deviation of the value of
〈e−βW−I+Iu〉 from 1 is masked by the statistical error in that
region so that the measurement can be regarded as error-free.
9deviation:
σ(N) =
√
1
N
(
〈(e−βW−I+Iu)2〉 − 〈e−βW−I+Iu〉2
)
=
√
1
N
(eβk∆2P (2∆)
2P (∆)2
− 1
)
, (A.4)
where we neglect the contribution of the measurement
error ǫ.
The crucial point is that if the measurement error ǫ is
sufficiently small so that the deviation δ(ǫ) is masked by
the statistical error σ(N), δ(ǫ) < σ(N), then the mea-
surement can be regarded as error-free for the purpose
of the experimental verification of Eq. (12). To quan-
tify this augment, we plot 1 + δ(ǫ) ± σ(N) in Fig. 3.
As shown in Fig. 3, experimentalists need to determine
which side (L or R) of the potential the particle resides
in with an error less than about 4% to implement an
error-free measurement. This accuracy can be achieved
by current experimental technologies [47]. Although this
criterion of an error-free measurement depends on the
details of each experimental setup, one can follow a simi-
lar discussion and estimate the accuracy required for the
experimental verification of our thermodynamic relation
(12).
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