DEFINITION 1. Let R u R 2 , •••, R n be rings and, if i Φ j, let X iS be an i^ -R ό bimodule. We define the semidίrect sum [R if X iά \ to be the ring of all n x n "matrices" (OJ^ ) where x ζi e R { for each ί and XijeXij for all iφj.
These are added componentwise and we define the product (Xij)(Vij) = {z i3 ) as follows: s« = XaVii for all i = 1, 2, , n ,
It is easy to verify that [R i9 Xij] is an associative ring. If the bimodules X i3 are all zero the semidirect sum [R i9 X iό \ reduces to the usual direct sum R λ 0 R 2 0 0 R n . More generally, we have that [0, Xij] is an ideal of [R i9 X {j ] which squares to zero, and the quotient ring is isomorphic to R λ 0 R 2 0 0 R n . Clearly the direct sum of two of these semidirect sums is again a semidirect sum. Clearly 0 is a G-unital module and submodules and quotient modules of such modules are again of the same type. If X is a Gunital ϋϊ-module we have x + x = 0 for every xeX since -le ϋί*. In other words X is an elementary abelian 2-group. PROPOSITION 1. Let R u R 2y * ,R n be rings and let X i3 be an R { -Rj bimodule for all i Φ j. The semidirect sum [Ri, X i3 ] has the following properties: (2) Let X ^ 0 be a G-unital left i2-module. If x e X and α e J(R) then (1 + a)x = a? so αα? = 0. Hence X is a G-unital R/J(R) module so we can assume R is a division ring. But then if 0 Φ r e iϋ we have that (1 -r)α? = 0 for every xe X. Since X Φ 0 this means 1 -r is not a unit so r = 1. Hence R = ^.
(3) If X is an elementary abelian 2-group then it is a vector space over % % . Since R/J(R) = <SΓ 2 , JR acts on X as follows: If x e X and reί? we have rx -x if rei?* and r# = 0 if reJ(R).
Clearly, X is G-unital. Conversely: Every G-unital module is an elementary 2-group since -lei?* and the action is as described.
In the next section we shall use these results to characterize the semiperfect rings R where 2ϋ* is abelian.
2* The main theorem* Throughout this section R will denote a semiperfect ring with R* abelian. It is well known [2, Th. 20, p. 159] that R is semiperfect if and only if we can write 1 = e 1 + e 2 + + e n where the e t are orthogonal local idempotents. Hence each of the rings eJEtβi is local and, if i Φ j 9 the ring βiRe ά is an βiRβi -βjRej bimodule. For the moment let [βiRβj] denote the set of all n x n "matrices" (x iS ) with the (i, j) entry x iS drawn from β^Tfe,-. This is a ring if ordinary matrix operations are used.
Define a map φ: R-+ [βiRβj] by φ(r) = (e^re,-) for each reR. Then φ is clearly a homomorphism of additive groups and it is a ring homomorphism since the (i,j) entry of Φ(r)φ(s) is Σ {eire k ){e k se 3 ) = e^e, + e 2 + + e n )se, = ^rβe,-.
k
Moreover φ is one-to-one. Indeed, if φ(r) = 0 then e^βj = 0 for all i, j and so r = Σ .y e i re i -0. Finally 0 is onto. For if fer^ef) e \e { Re 3 \ is given let r = Σ*,i ^r^ β^ . It is easy to check that 0(r) = {ep^e^. Hence ^ is a ring isomorphism and so we have represented R as a generalized matrix ring. Our aim is to show that it is a semidirect sum. Proof. Let x e e { i2βy and 2/ e ^iϋ^. Then a; 2 = 0 (since e^ = 0) so 1 + x is a unit. Similarly 1 + y is a unit and so, since i?* is abelian, xy = yx. But x = β;# and 2/ = ^2/ so that a?2/ = e&y = e { yx = This characterizes R completely up to the structure of the commutative local rings involved. The groups of units of these local rings inherit many properties from iϋ* by (2) and often this leads to a complete characterization. This will be exemplified in § 3 below in the case where lϋ* is assumed to be cyclic. Also, each of these local rings is a homomorphic image of R so they inherit many ring-theoretic conditions which could be imposed on R, for example the descending chain condition.
An immediate consequence of Theorem 1 is that if R is semiperfect and R* is abelian then R/J(R) is a finite direct sum of fields. Of course this result follows from structure theory.
The next result is a generalization (in the case where R has an identity) of a theorem of Eldridge and Fischer ([3] , Th. 1, p. 244). COROLLARY 
Let R be a semiperfect ring with abelian group of units. Then R is commutative if either of the following conditions is satisfied:
(1) 2x = 0 in R implies x = 0 (2) i?* has no direct factor each element of which has order 2.
Proof. Let [L if X^] be the semidirect sum appearing in the decomposition of R. If x e X {j then 2x -0 since X ζj is G-unital so each Xij = 0 if condition (1) holds. If condition (2) holds each X id = 0 by (2) of the theorem. The result follows. COROLLARY 
Let R be a semiperfect ring. If the group of units of R is abelian and finite then R is finite.
Proof. By (2) of Theorem 1 each of the local rings appearing in the decomposition of R has a finite group of units and each of the bimodules appearing in the semidirect sum is finite. But if L is a local ring and L* is finite then J{L) is finite since 1
). This implies L is finite and the result follows.
A natural question is whether a semiperfect ring R must be finite when iϋ* is assumed to be abelian and finitely generated. The answer is yes if iϋ* is cyclic (see Theorem 2 below) or if J(R) is nil. The next result will be useful in both cases. LEMMA 
Let R be a commutative local ring. If R* is finitely generated then R is noetherian, R/J(R) is a finite field and J(R) n /J(R)
n+ί is a finite ring for each n.
Proof. If AiSAjS is a chain of (proper) ideals of R we have the chain 1 + A x § 1 + A 2 g of subgroups of iϋ*. It follows that R is noetherian. We have [R/J(R)]* ~ B*/l + J(R) so the field R/J(R) has a finitely generated group of units. Hence it is finite. Finally,
is a vector space over R/J(R) and is finite dimensional since R is noetherian.
We can now prove the following result which generalizes another result of Eldridge and Fischer ([3] , Th. 2, p. 245). PROPOSITION 
Let R be a semiperfect ring with jβ* abelian. If R* is finitely generated and J(R) is nil then R is finite.
Proof. Decompose R as in Theorem 1 and let L be one of the commutative local rings which appear. Then L* is finitely generated by (2) L i9 X i3 ] is the semidirect sum appearing in the decomposition of R then each X i3 is finite. But each X i3 is finitely generated as an additive group and so, since it is a vector space over ^, it is finite. This completes the proof.
We remark that the hypothesis that J(R) is nil was used only to show that J(L) is nilpotent.
3* Cyclic groups of units* Gilmer [4] has characterized all finite commutative rings with a cyclic group of units and Eldridge and Fischer [3] have extended these results to artinian rings. In order to cover the semiperfect case we need the following negative result. PROPOSITION 
If R is a commutative local ring the group of units of R is not infinite cyclic.
Proof. Assume, on the contrary, that ϋϊ* is infinite cyclic. Then the characteristic of R is two since (-I) 2 = 1. By Lemma 2 R is noetherian and R/J(R) is finite. Hence, J(R) 2 
Φ J(R). But the additive group J(R)/J(R)
2 is cyclic since it is naturally isomorphic to the multiplicative group 1 + J(R)/1 + J(R) 2 . Since the characteristic is two, it follows that J(R)/J(R) 2 has two elements. But J(R)/J(R) 2 is a vector space over the field R/J(R) so R/J(R) s ^V We now claim that R is an integral domain. If not let P be any prime ideal of R. Then P Φ 0 so {R\Pγ = _β*/l + P is finite cyclic. Since R/P is local it follows that R/P is a finite integral domain and hence that P is maximal. Hence every prime ideal is maximal and so ( [6] , p. 203) R is artinian. But then R is finite by Proposition 3, a contradiction. Hence R is an integral domain. Now let u be a generator of 12* = 1 + J(R). Write u = 1 + a and W 1 = 1 + 6 where a, beJ(R). Then 1 + a + α 2 is a unit so 1 + a + a 2 = (1 + a) k for some k e 3f. It is easy to check that k = 0, 1, 2 are impossible. Suppose k ^ 3. Then we have 1 + a + α 2 = 1 + 7a + δa 2 + a*u where 3 ^ t ^ k, u is a unit and 7 and δ are each either 0 or 1.
Since R is a domain it is easy to check that each of these possibilities for 7 and δ lead to a contradiction. Hence we must have 1 + α+α 2 = vΓ ι for some I ^ 1. But 1 + α + α 2 = 1 + u + u 2 and l + δ + 6 2 = l + u~ι + u~2 as is easily verified. Hence
This leads to a contradiction just as before and so completes the proof.
We can now obtain a generalization of another result of Eldridge and Fischer ([3] , Th. 3, p. 248) and, in so doing, obtain a much easier proof of that result. THEOREM Proof. Decompose R as in Theorem 1. By (2) of Theorem 1, each of the local rings appearing has a cyclic group of units and, by Proposition 4, it is finite. It follows that each of these local rings is finite. Now let [L i9 X {j ] be the semidirect sum appearing. Each Xij is cyclic as an additive group and so, since it is an elementary abelian 2-group, it has two elements. Hence R is finite. Furthermore, the fact that all X i5 are direct factors of i2* means that at most one is nonzero. If all are zero then [L i9 X i5 ] is commutative so R is commutative. If, without loss of generality, X l2 Φ 0, we have Q 1 j^\ is a semidirect sum.
Moreover, each L* has odd order so Li has characteristic two. But then, if αeJ(L ί ), there exists an odd integer n such that 1 = (1 + a) n = 1 + a -f α 2 r where r e L^ Hence α(l + ar) -0 so a = 0.
This means J(Li) = 0 so Li = %\. In particular, (Q jf) is isomorphic to the ring of 2 x 2 upper triangular matrices over ^. This completes the proof.
This theorem completely characterizes the semiperfect rings with a cyclic group of units since the finite commutative local rings of this type have been characterized by Gilmer [4] and later by Ayoub [1] and Pearson and Schneider [5] . Gilmer cited the ring of 2 x 2 upper triangular matrices over %<, as an example of a finite noncommutative ring with cyclic group of units. Theorem 2 shows that this is essentially the only such semiperfect ring.
