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Abstract 
Das Voranschreiten der Digitalisierung beeinflusst die Medizin in verschiedenen Bereichen, 
weshalb deren Relevanz auch im Medizinstudium zunimmt. Daher werden im Referat Lehre der 
Medizinischen Fakultät der Universität Leipzig stetig neue technische Entwicklungen und deren 
Möglichkeiten für den Einsatz in der medizinischen Lehre betrachtet. Im Fokus steht, dass die 
Lehre ergänzt und explizit nicht durch digitale Medien ersetzt werden soll. Virtual Reality1 stellt 
dabei eine Technologie dar, die in der ersten Auseinandersetzung vielversprechende Potentiale 
erwarten lässt. Um festzustellen, inwiefern VR einen Mehrwert für das Humanmedizinstudium 
darstellt und welche Hard- und Software dabei in Frage kommt, wurde im Bereich Medien des 
Referats Lehre der MF das Projekt VRmed – Virtual Reality in der medizinischen Lehre initiiert. 
Dies wurde im Rahmen des Digital Fellowship-Programms vom Hochschuldidaktischen Zentrum 
Sachsen und dem Arbeitskreis E-Learning der LRK Sachsen gefördert. Der hier vorliegende 
Bericht stellt den Abschlussbericht des Projektes dar, welcher aus Eigenantrieb erstellt wurde. 
Um der Frage nach Implementierungsmöglichkeiten für das Medizinstudium nachzugehen, 
wurden vier VR-Brillen (drei verschiedene Modelle) und vier VR-Anwendungen angeschafft. Als 
Anwendungen wurden zwei Simulationsanwendungen und zwei Anatomieanwendungen 
ausgewählt. Bei ersterem handelt es sich um die Anwendungen i:medtasim und StepVR. Zudem 
wurden die Anatomieanwendungen 3D Organon® VR Anatomy und Medicalholodeck® 
eingekauft. Die zunächst umfangreich angelegte mehrstufige Evaluation mit Dozierenden und 
Studierenden konnte aufgrund der pandemiebedingten Einschränkungen in den Jahren 
2020/2021 nicht umgesetzt werden und wurde eingegrenzt. Somit wurde Hard- und Software 
im Rahmen von drei Präsentationsveranstaltungen von Dozierenden und 
Mediendidaktiker:innen qualitativ und tiefgehend evaluiert. Insbesondere die 
Simulationsanwendungen werden als hilfreiche und sinnvolle Erweiterungen für die Lehre 
eingeschätzt. Auch die Anatomieanwendung 3D Organon® VR Anatomy könnte im 
Medizinstudium, insbesondere in die frühen Semester, gewinnbringend eingesetzt werden. 
Bezüglich i:medtasim existieren erste Überlegungen, dies im Rahmen eines 
humanmedizinischen Wahlfachs in das Curriculum einzubinden. Eine weitere Perspektive ist die 
Etablierung eines VR-Labs, in dem Studierende und Dozierende die Technik frei nutzen können. 
Es bleibt auch festzuhalten, dass VR mit vielen technischen Herausforderungen verbunden ist 
und sowohl das Einrichten als auch die erste Nutzung Expertise bedürfen. Zudem ist die 
Anschaffung kostenintensiv und Hard- und Software entwickeln sich sehr schnell. Dennoch 
überwiegen die Potentiale und der Mehrwert. Durch VR kann vielfältigen Lerntypen begegnet 
werden, durch Übungsszenarien wird eine Brücke zwischen Theorie und Praxis geschlagen und 
Studierende wie auch Dozierende können an technische Entwicklungen anschließen.  
                                              
1 Im Folgenden „VR“ 
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Die Digitalisierung erfährt zunehmend Eingang in die Lebens- und Arbeitswelt der Universitäten 
und so auch der Medizinischen Fakultäten. Dabei zeigen sich auch am universitären Standort 
Leipzig durch fortschreitendende Entwicklungen neue Möglichkeiten, Studierende beim Lernen 
zu unterstützen und die Ausbildung an der Medizinischen Fakultät der Universität Leipzig2 zu 
verbessern. Es wird stets nach Wegen gesucht, das Medizinstudium auf der Höhe der Zeit zu 
halten und den wachsenden technischen Möglichkeiten gerecht zu werden. Neben vielseitigen 
Chancen bringt dies auch Herausforderungen mit sich. Im Rahmen dieses Projektes richtet sich 
die Aufmerksamkeit dabei auf Virtual Reality3-Anwendungen, welche das Potential mitbringen, 
die medizinische Lehre zu ergänzen, weiterzuentwickeln und einen Mehrwert für Lehrende und 
Studierende darzustellen.  
Bereits 2018 begannen an der MF im Bereich Medien des Referats Lehre erste 
Überlegungen zur Implementierung von VR in das Medizinstudium. In diesem Zuge wurde ein 
Konzept entworfen, in dem die Chancen und Herausforderungen ebenso wie Möglichkeiten des 
Einsatzes der Technologie erörtert wurden. Als das Hochschuldidaktische Zentrum Sachsen4 und 
der Arbeitskreis E-Learning der Landesrektorenkonferenz Sachsen5 2019 das Digital Fellowship-
Programm6 ins Leben riefen, wurde das Konzept für den Antrag dieses Programms, welcher 
positiv beschieden wurde, erweitert und das Projekt VRmed – Virtual Reality in der medizinischen 
Lehre entstand.  
Im Rahmen des Projektes wurde umfassende Hardware angeschafft, ebenso wie 
verschiedene VR-Anwendungen aus dem medizinischen Bereich. Mittels 
Präsentationsveranstaltungen wurden diese von Expert:innen evaluiert. Die Ergebnisse bieten 
sowohl wertvolle Einblicke in die Potentiale der Technologie als auch Perspektiven für konkrete 
Einsatzmöglichkeiten im Medizinstudium.  
Seit Februar 2020 wird somit an der MF untersucht, ob und wie VR das Medizinstudium in 
Leipzig ergänzen kann. Alexander Lachky, B. A. Kultur- und Medienpädagogik, M. A. Medien- 
und Kommunikationswissenschaft und Beauftragter für neue Medien im Referat Lehre, fungiert 
als Projektleiter und ist insbesondere verantwortlich für die Infrastruktur, um das Projekt zu 
ermöglichen. Franziska Eckardt, M. A. Kommunikations- und Medienwissenschaft und seit 2017 
wissenschaftliche Hilfskraft7 an der MF, übernahm die inhaltliche Konzeption sowie das 
Projektmanagement. Ingmar Stange, M. A. Kommunikations- und Medienwissenschaft, wurde 
                                              
2 im Folgenden „MF“ 
3 im Folgenden „VR“ 
4 im Folgenden „HDS“ 
5 im Folgenden „AK E-Learning“ 
6 https://bildungsportal.sachsen.de/portal/parentpage/projekte/digital-fellowships/ (22.04.2021; 14:45 Uhr) 
7 im Folgenden „WHK“ 
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eigens für das VR-Projekt als WHK angestellt – initial über bewilligte Mittel aus dem Fellowship-
Programm – und arbeitet seit Februar 2020 an der MF. Er ist für die technische Umsetzung 
verantwortlich. Im Juli 2020 ergänzte Max-Philip Schwarzer, B. A. Geschichte, das Team 
ebenfalls als WHK und befasst sich im Zuge des Projektes VRmed vor allem mit dem 
wissenschaftlichen Hintergrund von VR in der medizinischen Lehre. 
Der vorliegende Projektbericht stellt eine umfassende Ausarbeitung zu VR in der 
medizinischen Lehre dar. Zunächst befasst er sich mit dem wissenschaftlichen Kenntnisstand 
bezüglich VR und dessen Anwendungsmöglichkeiten in diesem Bereich (Kapitel 2). Dabei sollen 
erst die allgemeinen Merkmale von VR dargestellt werden, um dann folgend die Chancen, 
welche diese Anwendungen mit sich bringen, aber auch Grenzen dieser Technologie zu 
erörtern. Dem folgt eine Darstellung der Rechercheergebnisse zum bisherigen Kenntnisstand 
des Einsatzes von VR an anderen Medizinischen Fakultäten im deutschsprachigen Raum sowie 
ein Exkurs im Hinblick darauf in Europa (Kapitel 3). Im Anschluss wird das Projekt VRmed – 
Virtual Reality in der medizinischen Lehre tiefgehend beschrieben und neben dem Ablauf auch 
auf Veränderungen durch die Covid19-Pandemie eingegangen (Kapitel 4). Zudem wird 
erläutert, welche Hard- und Software an der MF genutzt wird und welche Herausforderungen 
damit teilweise einhergehen (Kapitel 5). Daraufhin wird im Kapitel zur Evaluation dargestellt, 
wie die Präsentationsveranstaltungen umgesetzt wurden und zu welchen Ergebnissen sie führten 
(Kapitel 6). Der Projektbericht schließt mit einem Fazit und Ausblick, in dem die Perspektiven, 




2. Theoretische Hinführung 
Virtual Reality bezeichnet „das Generieren einer künstlichen beeinflussbaren Umgebung, die 
parallel zur wahrgenommenen Realität existiert. Anwender und Anwenderinnen können sich 
mittels technischer Endgeräte in diese virtuelle Welt versetzten und je nach zusätzlicher Sensorik 
mit dieser und den in ihr inkludierten Objekten interagieren“8. Demnach erlaubt VR den 
Anwendenden, einen virtuellen Standpunkt oder Blickwinkel zu wählen und in diesem gezielt zu 
interagieren. So erfahren die Nutzenden eine Immersion, die als Eintauchen in eine virtuelle 
Welt verstanden werden kann.9 Die Immersion deckt als Begriff viele Modalitäten ab und 
bezeichnet aus dem Englischen übersetzt primär das vollständige Eintauchen eines Objekts oder 
eines Individuums in Materie. Medienspezifisch hingegen bezeichnet die Immersion allgemein 
das Gefühl des völligen Eintauchens in eine Geschichte oder konstruierte Realität zumeist durch 
einen Apparatus.10 Diese virtuelle Welt kann durch ein Head-Mounted Display (HMD)11 oder 
einen stationären Bildschirm erzeugt werden12. Immersionen entstehen auch bei nicht-digitalen 
Medien wie Büchern oder Musik. Im Falle des HMDs kann sich die Immersion jedoch besonders 
stark ausprägen, da verschiedene Sinne erfasst und stimuliert werden.13  
In der medizinischen Lehre sehen King et al. die Verwendung neuer Technologien bisher eher 
passiv und beziehen sich dabei auf Online-Lernumgebungen oder die Integration medialer 
Inhalte in die Lehrveranstaltungen.14 Insbesondere die Passivität der Lernenden ist den 
Autor:innen zufolge ein Zustand, der nicht den aktuellen digitalen Entwicklungen im Zuge der 
vierten industriellen Revolution entspricht. Auch die teils unvollständige und schleppende 
Forschung im Bereich der VR in der Lehre kann als hemmendes Element verstanden werden.15 
So wird den Lehrenden die Möglichkeit erschwert, VR-Techniken in ihre Lehre zu integrieren. In 
Bezug auf das klassische Lernen mit Textbüchern und Atlanten sehen Kugelmann et al. die 
Nachteile, dass diese nicht dynamisch sind und daher anatomische Strukturen nicht im 
Gesamtkontext des menschlichen Körpers verfolgt werden können.16 Außerdem sind 
traditionelle Lehrmethoden meist nicht interaktiv und bilden Inhalte lediglich zweidimensional 
                                              
8 Zobel et al.: Augmented und Virtual Reality: Stand der Technik, Nutzenpotentiale und Eisatzgebiete. In: De Witt/Gloerfeld(Hg.): 
Handbuch Mobile Learning. Wiesbaden 2018, S. 127. 
9 Ebd.; weitere Erklärungen bei: Baniasadi et al.: Challenges and Practical Considerations in Applyung Virtual Reality in Medical 
Education and Treatment. In: Oman Medical Journal 35(3): 2020, S. 47. 
10 Vgl. Curtis, Robin. Immersion und Einfu ̈hlung. Zwischen Repräsentationalität und Materialität 
bewegter Bilder montage AV. 17(2): 2008. S. 89. 
11 Aus dem Englischen: Am Kopf angebrachter Bildschirm. Vgl. Zobel et al.: Augmented und Virtual Reality: Stand der Technik, 
Nutzenpotentiale und Eisatzgebiete. In: De Witt/Gloerfeld(Hg.): Handbuch Mobile Learning. Wiesbaden 2018, S. 127. 
12 Ebd., S. 126. Ein stationärer Bildschirm wird auch als Head-Up-Display(HUD) bezeichnet 
13 Ebd. S. 127. 
14 King et al.: Virtual Health education: Scaling practice to transform student learning. In: Nurse Education Today 71: 2018, S. 7. 
15 Bower/Jong: Immersive virtual reality in education. In: British Journal of Educational Technology 51(6): 2020, S. 1981. 
16 Kugelmann et al.: An augmented reality magic mirror as additive teaching device for gross anatomy. In: Annals of Anatomy 
215, 2018: S 74. 
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ab. So ist laut De Faria et al. die Einbindung von VR eine Alternative, welche diese Nachteile 
überkommt.17 
Je nach Anwendungsgerät ist der Grad der Immersion bei VR-Geräten unterschiedlich, 
und zeigt somit Auswirkungen auf die Effektivität des Lernens.18 Dabei merken die Autor:innen 
an, dass die Effektivität unterschiedlicher Immersionen von der Anwendung abhängt.19 Da sich 
das am Referat Lehre durchgeführte Projekt mit HMD-basierter VR auseinandersetzte20, wird sich 
in diesem Papier primär auf immersive VR (IVR) bezogen.  
Allgemein ist zu beachten, dass das VR-System und die künstliche Intelligenz (KI) der 
Software nicht die Lehrenden mit entsprechender Expertise ersetzen können oder sollen. 
Vielmehr sind VR-Anwendung als leicht anzuwendendes Lehrmittel zu verstehen, das sich 
insbesondere zur Simulation eignet21 Im folgenden Kapitel sollen daher die hier 
angesprochenen Chancen diskutiert werden. Nachfolgend werden ebenso die 
Herausforderungen dargestellt, die sich aus der Nutzung von VR-Systemen ergeben.  
2.1 Anwendungsmöglichkeiten und Chancen von VR in der medizinischen Lehre 
VR-Anwendungen zeigen eine Vielzahl von existierenden Anwendungsmöglichkeiten, die die 
Lerneffektivität und -effizienz steigern, aber auch zum „Erlebnis- und Aktivierungsgehalt“ 
beitragen22. Zeitgleich steht das Medium aber noch am Anfang seiner Anwendungen und muss 
entsprechend stärker als Ergänzung oder Unterstützung bisher erfolgreich angewandter 
Lernkonzepte verstanden werden.23 In diesem Abschnitt werden die verschiedenen 
Anwendungsbereiche, die sich in der medizinischen Lehre und Weiterbildung ergeben und 
ergeben könnten, kurz dargestellt.  
Die Besonderheit von VR besteht darin, vollständig interaktive und an den/die Nutzer:in 
angepasste Szenarien erlebbar zu machen.24 So können praxisnahe und ausgewählte 
Situationen simuliert werden, um Reaktionen und Abläufe zu üben. Rein technisch ist eine 
Erstellung frei wählbarer Szenarien möglich, einzig die Softwareentwicklung zeigt sich hier als 
Hemmnis neben den teils beschränkten haptischen Optionen25. Diese Herausforderungen 
werden noch gezielter aufgegriffen.  
                                              
17 De Faria et al.: Virtual and stereoscopic anatomy: When virtual reality meets medical education. In: Journal of Neurosurgery 
125(5): 2018, S. 1105. 
18 Di Natale et al.: Immersive virtual reality in K-12 and higher education: A 10-year systematic review of empirical research. In: 
British Journal of Educational Technology 51(6): 2020, S. 2007f. 
19 Ebd., S. 2009. 
20 s. Kapitel 5, S. 23 
21 Pottle: Virtual reality and the transformation of medical education. In: Future Healthcare Journal 6(3): 2019, S. 181. 
22 Schuir et al.: Chancen und Herausforderungen von Virtual Reality in der Aus- und Weiterbildung im Gesundheitswesen. In: 
David et al.(Hg.): Informatik 2019. Bonn 2019, S. 676f. 
23 Ebd. 
24 Ebd. S. 676; Irzard et al.: Virtual Reality as an Educational and Training Tool. In: Journal of Medical Systems 42: 2018, S. 49. 
25 McGrath et al.: Using Virtual Reality Simulation Environments to Assess Competence für Emergency Medicine Learners. In: 
Academic Emergency Medicine 25(2): 2018, S. 189 
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Simulationen können dabei ein weites Anwendungsfeld in der Lehre abdecken. VR-
Simulationen können Studierenden helfen, schnellere und genauere Entscheidung in der 
Behandlung von Patient:innen zu treffen.26 Insbesondere bei Diagnoseabläufen zeigten sich 
raschere und exaktere Ergebnisse. Auch im Erlernen klinischer Diagnoseabläufe kann VR 
unterstützend wirken.27 Studierende zeigen eine deutliche Verbesserung ihrer Lernergebnisse 
unter Zuhilfenahme von VR.28 Hier ist jedoch medizinisches Vorwissen nötig; ein Erlernen der 
grundsätzlichen klinischen Abläufe ist in der Simulation aufgrund der hohen Komplexität nicht 
möglich. VR-Anwendungen sind daher als Erweiterung klassischer Lernpläne zu verstehen. Sie 
helfen, den Umgang mit Stress zu erlernen und Abläufe zu beschleunigen. 
Neben Abläufen und Entscheidungsfindungen zeigt sich auch ein Potential in der 
Verbesserung kommunikativer Fähigkeiten. So beschreiben Wu et al, dass VR sowohl die 
Kommunikation mit Patient:innen als auch teamintern verbessert.29 Eine mit VR lernende Gruppe 
zeigte demnach eine erhöhte Empathie gegenüber ihren Patient:innen.30 Außerdem bietet VR 
die Möglichkeit, gezielt kommunikative Schwachstellen zu trainieren, da individuell angepasste 
Übungsszenarien erstellbar sind.  
In der aktuellen Forschung spiegeln sich außerdem Anwendungspotentiale in einer 
Vielzahl von klinischen Fachbereichen wider. In der Radiologie kann VR beispielsweise helfen, 
den Umgang mit einem Röntgengerät zu erlernen. So werden die Risiken im fehlerhaften 
Umgang mit Röntgenstrahlung minimiert und mehr Lernende an den Geräten ausgebildet. 
Dabei schränken die Autoren jedoch ein, dass hier insbesondere der technische Umgang 
lehrbar ist, hingegen weniger der Umgang mit Patient:innen.31 
Auch die operative Ausbildung wird gestärkt. So zeigen Bartlett et al., dass in der 
Orthopädie die verschiedenen Vorteile von VR zu einer insgesamt erfolgreicheren Ausbildung 
und Anwendung bei Knie- und Schulterarthroskopien führt32. Dabei weist er jedoch auch 
daraufhin, dass es nicht automatisch zu einem Lerneffekt kommt.33 Auch in der Gynäkologie 
zeigen Ärzt:innen, die mit VR ausgebildet wurden, bessere Hand-Augen-Koordination und mehr 
                                              
26 Harrington et al.: Development and evaluation of a trauma decision-making simulator in Oculus virtual reality. In: The 
American Journal of Surgery 215: 2018, S. 44f. 
27 Watari et al.: The Utility of Virtual Patient Simulation for Clinical Reasoning Education. In: International Journal of 
Environmental Research and Public Health 17: 2020. 
28 Ebd., S. 5. 
29 Wu et al., Enhancing Medical Students‘ Communicative Skills in a 3D Virtual World. In: Journal of Educational Technology & 
Society 22(4): 2019. 
30 Ebd., S. 24; Dyer et al.: Using virtual reality in medical education to teach empathy. In: Journal of the Medical Library 
Association 106(4): 2018. 
31 O’Connor et al.: 3D virtual reality simulation in radiography education: The students’ experience. In: Radiography 27: 2021, S. 
211f. 
32 Bartlett et al.: Safety and Efficacy of Intraoperative Computer-Navigated Versus Non-Navigated Shoulder Arthroplasty at a 
Tertiary Referral. In: Orthopedic Clinics of North America 50(1): 2019. Auch: Lohre et al.: The evolution of virtual reality in 




Selbstvertrauen bei Operationen.34 Außerdem lässt sich dieser Erfolg mit darauffolgenden, 
kürzeren Übungen an VR-Brillen langfristig aufrechterhalten.35 Vergleichbare Ergebnisse zeigen 
Studien auch für klinische Fachbereiche wie die Plastische Chirurgie36, Zahnmedizin37 oder 
Mund-Kiefer-Gesichtschirurgie38. 
Neben der Simulation ganzer Anwendungs- und Arbeitsbereiche kann die Möglichkeit 
zur Erschaffung erweiterter und virtueller Realitäten auch an weiteren Stellen der medizinischen 
Ausbildung angewandt werden. De Vries und May weisen hier auf die Anwendung im 
Laborkontext hin.39 Ihre Studie zeigt, dass VR-Labore als sinnvolle Erweiterung des Curriculums 
wahrgenommen wurden, die Theorie und Praxis stärker verbinden können. Insbesondere die 
Visualisierung molekularer Prozesse wird hier als lernfördernd hervorgehoben. Dabei wirkt die 
Anwendung von VR auch motivierend auf die Studierenden, wodurch es zu intensiverem Lernen 
kommt.40 Weiterhin wirken Laborsimulationen kostenreduzierend, da keine regelmäßige 
Beschaffung von Material und Stoffen notwendig ist.  
Insbesondere im Fall von edukativen Experimenten bringen VR-Labore den Vorteil, dass 
die gewünschten Effekte eintreten würden. Bei herkömmlichen Experimentdurchführungen ist 
die Fehlerquote hoch genug, als dass viele Studierende die zu beobachteten Effekte nicht sehen 
können. Darüber hinaus reduziert VR langfristig die Kosten für die zu nutzenden Materialien.41 
Eine Durchführung von Experimenten mit offenem Ausgang ist jedoch schwierig, da das 
Ergebnis zuvor programmiert werden muss. 
Darüber hinaus weisen Schuir et al. darauf hin, dass VR auch die Möglichkeit eröffnet, 
das Lernen an Körperspender:innen in Teilen zu ersetzen und somit die aufwendigen – und für 
manche Einrichtung auch kaum realisierbaren – Beschaffungsprozesse zu vereinfachen. Dies 
kann kostenreduzierend wirken und bei schwerer Beschaffbarkeit sogar teilweise ersetzen. 
Ebenso wird der Zugang für Studierende zu dieser Lehrform deutlich erleichtert, da er digital 
stattfinden kann.42 Hier ist, wie im folgenden Abschnitt aber noch diskutiert werden soll, zu 
bedenken, dass VR keine Ausbildung an Körperspender:innen ersetzen kann, sondern vielmehr 
als Erweiterung der bisherigen Lernmöglichkeiten gelten muss und als Ausweichoption, sollte 
die Beschaffbarkeit eingeschränkt sein.  
                                              
34 Burden et al.: Implementation of laparoscopic virtual-reality simulation training in gynaecology: a mixed-methods design. In: 
European journal of obstetrics, gynecology and reproductive biology 170(2): 2013. 
35 Lamblin et al: Virtual reality simulation to enhance laparoscopic salpingectomy skills. In: Journal of gynecology obstetrics and 
human reproduction 49(3): 2020. 
36 Kanevsky et al.: Making Augmentend and Virtual Reality Work for the Plastic Surgeon. In: Annals of plastic surgery 82(4): 2019. 
37 Huang et al.:Augmentend reality(AR) and virtual reality(VR) applied in dentistry. In: The Kaohsoung of medical sciences 34(4): 
2018. 
38 Ayoub/Pulijala: The application of virtual reality and augmented reality in Oral & Maxillofacial Surgery 19(1): 2019. 
39 De Vries/May: Virtual laboratory simulation in the education of laboratory technicians-motivation and study intensity. In: 
Biochemistry and Molecular Biology Education 47(3): 2019. 
40 Ebd., S. 261. 
41 Pottle: Virtual reality and the transformation of medical education. In: Future Healthcare Journal 6(3): 2019, S. 182. 
42 Schuir et al., Chancen und Herausforderungen von Virtual Reality in der Aus- und Weiterbildung im Gesundheitswesen. In: 
David et al.(Hg.): Informatik 2019. Bonn 2019, S. 678f. 
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Die besondere Aktualität dieser Anwendungen liegt auch in den Einschränkungen der 
SARS-CoV-2-Pandemie, die die Präsenzlehre, die bisher in Laboren stattfindet, zumindest in 
Teilen ersetzen kann. Im Falle edukativer Anwendungen können diese per Simulation in 
kleineren Gruppen oder auch in Privaträumen stattfinden, da in einer Simulation der Laborraum 
nicht zwingend benötig wird. So könnte eine Erweiterung der Lehre um VR in diesem Fall auch 
Kontaktbeschränkungen für größere Lerngruppen Rechnung tragen. Auch außerhalb 
pandemischer Rahmenbedingungen können VR-Labore diese Tätigkeiten zugänglicher, leichter 
abrufbar und weniger kostenintensiv werden lassen.43  
Neben der Simulations- sowie Laboranwendung kann VR auch klassische Lernformate 
unterstützen und erweitern sowie per Immersion interaktiver gestalten. Grundsätzlich lässt sich 
so eine Verbesserung der kognitiven Verarbeitung bei Lernenden feststellen.44 Dabei spielt u. a. 
die Möglichkeit zur dreidimensionalen oder fotorealistischen Darstellung eine entscheidende 
Rolle.  
Auch in der anatomischen Lehre kann VR traditionelle Lehrformate unterstützen. Das 
Lernergebnis unterscheidet sich zumeist aber nicht von dem der traditionellen Lehre.45 Jedoch 
zeigen Lernende mit VR eine höhere Motivation und Effizienz, und bewerten VR-Anwendungen 
als grundsätzlich hilfreich. 
Soltanimehr et al. zeigten am Beispiel von Studierenden der Zahnmedizin hingegen auf, 
dass sich diese unter Anwendungen von VR mehr theoretisches Wissen aneignen konnten.46 Hier 
wurden höhere Testergebnisse erzielt als auch eine gesteigerte Lerneffizienz und –Effektivität 
festgesellt. Knierim et al. sehen verschiedene Chancen in VR als Erweiterung traditioneller 
Lernmittel.47 So kann die Immersion Lehrinhalte verstärken und das Lernen vereinfachen. 
Außerdem bietet VR mehr Möglichkeiten zur Individualisierung und kann, dank der 
allgegenwärtigen Anwendungsmöglichkeiten, Lernen flexibilisieren. So sind Inhalte jeder Zeit 
verfügbar, die in klassischen klinischen Lernbereichen sonst nur begrenzt zugänglich sind. 
Zusammenfassend weist die Nutzung von VR-Anwendungen in der medizinischen Lehre 
verschiedene Chancen auf. Simulationen können eine Vielzahl von Szenarien rekonstruieren 
und dabei helfen, unterschiedliche, individualisierte Aspekte zu trainieren, ohne Patient:innen 
einem Risiko auszusetzen. So können Abläufe oder die Bedienung technischer Geräte erst geübt 
werden. Dazu zählen auch das situative Erlernen des Umgangs mit Stress sowie die notwendige 
Kommunikation im klinischen Umfeld. Dank der vielseitigen Programmiermöglichkeiten sind 
                                              
43 Ebd. 
44 Ebd. 
45 Stepan et al.: Immersive virtual reality as a teaching tool for neuroanatomy. In: International forum of allergy & rhinology 
7(19): 2017, S. 1011. 
46 Soltanimehr et al.: Effect of virtual versus traditional education on theoretical knowledge and reporting skills of dental students 
in radiographic interpretation of bony lesions of the jaw. In: BMC medical education 19(1): 2019, S. 5. 
47 Knierim et al.: Challenges and Opportunities of Mixed Reality Systems in Education. In: Dachselt/Weber(Hg.): Mensch und 
Computer 2018. Workshopband 02.-05. September 2018. Dresden 2018, S. 329f. 
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schon jetzt verschiedene Anwendungen verfügbar, die hier nur angerissen werden konnten, aber 
grundsätzlich ein großes Anwendungsfeld abdecken können.  
Ebenso bieten VR-Techniken die Möglichkeiten, Tätigkeiten im Laborkontext zu üben, 
einerseits in der Anwendung, aber auch im experimentellen Sinne. Dabei wirken die VR- 
Anwendungen oft kostenreduzierend, da sie Materialkosten senken und die gewünschten 
Ergebnisse erzielen können. Einzig der haptische Aspekt dieser Laboraufgaben zeigte bisher 
einige Schwächen, wobei diese jedoch zum Teil durch Spezialcontroller ausgeglichen werden 
können.  
Im Falle der Erweiterung klassischer Lernformate zeigt sich die Forschung durchaus 
ambivalent. Hier zeigen sich eher allgemeinere Vorteile von VR, wie die hohe Flexibilität und 
das attraktive Lernumfeld, was individuell zu stärkerer Motivation und höherer Effektivität und 
Effizienz führt. Eine konstante Verbesserung im Lernerfolg selber ließ sich aber nicht feststellen.  
2.2 Herausforderungen  
Aus den verschiedenen Anwendungsbereichen einer VR-gestützten Lehre konnten im vorherigen 
Kapitel diverse Chancen herausgearbeitet werden. Bisher weniger beachtet sind die 
Herausforderungen, die die Implementierung von virtuellen Lern-/Lehrwelten an der 
medizinischen Fakultät mit sich bringt.  
Wie zuvor erwähnt stellt der bisherige Mangel an entsprechender Software eine der 
größten Herausforderungen dar.48 Insbesondere die beschriebenen vielfältigen Möglichkeiten 
sind so nur begrenzt nutzbar und in Teilen nicht für den deutschen Markt entsprechend 
angepasst. Auch die an der MF bisher getestete Software49 kann die Anwendungsbereiche nur 
in Teilen abdecken und zeigt einen Steigerungsbedarf auf. Ergänzend dazu wird in der Literatur 
auch darauf hingewiesen, dass Lehrende kaum Konzepte haben, um VR in ihre Lehre zu 
integrieren.50 Das liegt einerseits an der mangelnden Forschung, andererseits muss die 
Integration von VR aber auch dem Lehrplan entsprechend möglich sein.51  
Darüber hinaus zeigt insbesondere das fehlende haptische Feedback der Controller in 
vielen Fachbereichen Schwierigkeiten.52 Zwar sind, wie unter anderem in der Zahnmedizin, 
fach- und anwendungsspezifische Controller verfügbar. In Fachbereichen, in denen diese nicht 
                                              
48 Jensen/Konradsen: A review of the use of virtual reality head-mounted displays in education and training. In: Education and 
Information Technologies 23: 2018, S. 1525; 48 Schuir et al., Chancen und Herausforderungen von Virtual Reality in der Aus- 
und Weiterbildung im Gesundheitswesen. In: David et al.(Hg.): Informatik 2019. Bonn 2019, S. 679. 
49 Siehe Kapitel 5, S. 23 
50 Knierim et al.: Challenges and Opportunities of Mixed Reality Systems in Education. In: Dachselt/Weber(Hg.): Mensch und 
Computer 2018. Workshopband 02.-05. September 2018. Dresden 2018, S. 327; Schuir et al., Chancen und 
Herausforderungen von Virtual Reality in der Aus- und Weiterbildung im Gesundheitswesen. In: David et al.(Hg.): Informatik 
2019. Bonn 2019, S. 677f. 
51 Jensen/Konradsen: A review of the use of virtual reality head-mounted displays in education and training. In: Education and 
Information Technologies 23: 2018, S. 1525. 
52 McGrath et al., Using Virtual Reality Simulation Environments to Assess Competence für Emergency Medicine Learners. In: 
Academic Emergency Medicine 25(2): 2018, S. 189. 
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verfügbar sind, kann VR zwar die Einübung von Abläufen unterstützen, jedoch nicht motorische 
Fähigkeiten selbst.53 Ebenso verschlechtert die Anschaffung dieser Spezialcontroller die 
Kosteneffizienz. Neben den Controllern sind auch die Darstellung und technische Realisierung 
der Software noch unterhalb der technisch realisierbaren Möglichkeiten.54 
VR-Technik kann, bei langfristiger Anwendung, durchaus kostensparend wirken. Die 
Anschaffungskosten für den umfassenden Einsatz sind jedoch hoch, da sich hier technologisch 
hochentwickelte Modelle als besonders effektiv erwiesen haben.55 Diese lassen sich zwar über 
die teilweise Anschaffung günstigerer Modelle ausgleichen. Diese Varianten lassen aber nicht 
nur den Grad der Immersion senken, sondern sind auch komplexer einzurichten, störanfälliger 
und weniger robust hergestellt, insbesondere die Brillen aus Pappkarton.56 Somit stehen 
Kostenreduktion, Flexibilität und Geräteanspruch in einem schwierigen Wechselverhältnis, 
indem sich nicht alle Punkte gleichzeitig realisieren lassen. Hier muss also in der Umsetzung 
eine Priorisierung stattfinden. Auch sind eventuelle Wartungsverträge für fortwährende Updates 
oder etwa kostenpflichtige Softwareerweiterungen zu berücksichtigen, etwa das Freischalten 
weitere Lehrszenarien. Außerdem gilt es zu bedenken, dass der fortwährende technische 
Fortschritt immer neue Technologie mit sich bringt und somit technische Neuerungen, aber auch 
Neuanschaffungen regelmäßig notwendig werden.57 
Das Erlernen des Umgangs mit VR-Techniken wie HMDs sollte für Studierende, die aus 
ihrem Alltag eine gewisse Technikversiertheit mitbringen, geringe Schwierigkeiten darstellen. 
Trotzdem muss zu Beginn der Lernphasen durchaus eine Übergangszeit eingeplant werden, in 
der die Studierenden mit den entsprechenden Anwendungen vertraut gemacht werden.58 Laut 
Xe und Ku kann dies mehrere Stunden in Anspruch nehmen.59 Hier entsteht ein gewisser 
personeller Aufwand. Auch benötigen viele VR-Anwendungen ein geräumiges Umfeld, um freie 
Bewegung zu ermöglichen und Störeffekte zwischen den Geräten zu vermeiden.60 Ein derartiges 
Raumsystem benötigt dafür rund 5m2 je VR-Einheit. 61 Entsprechende Räumlichkeiten müssen 
also in der inneruniversitären Anwendung zur Verfügung stehen.  
                                              
53 Jensen/Konradsen: A review of the use of virtual reality head-mounted displays in education and training. In: Education and 
Information Technologies 23: 2018, S. 1522 u. 1525. 
54 Schuir et al., Chancen und Herausforderungen von Virtual Reality in der Aus- und Weiterbildung im Gesundheitswesen. In: 
David et al.(Hg.): Informatik 2019. Bonn 2019, S. 678. 
55 Baniasadi et al.: Challenges and Practical Considerations in Applying Virtual Reality in Medical Education and Treatment. In: 
Oman Medical Journal 35(3): 2020, S. 46; Garrett et al.: Virtual Reality Clinical Research: Promises and Challenges. In: JMIR 
Serious Games 6(4): 2018, S. 5. 
56 Vgl. für nähere Einblick Grimm et al.: VR/AR-Ausgabegeräte. In: Dörner et al.(Hg.): Virtual und Augmented Reality(VR/AR). 
Grundlagen und Methoden der Virtuellen und Augmentierten Realität. Berlin 2019, S. 172.  
57 Ebd. 
58 58 Pottle, Virtual reality and the transformation of medical education. In: Future Healthcare Journal 6(3): 2020, S. 183. Auch 
Garrett et al.: Virtual Reality Clinical Research: Promises and Challenges. In: JMIR Serious Games 6(4): 2018, S. 5. 
59 Xe/Ku: Virtual reality simulation-based learning of teaching with alternative perspectives talking. In: British Journal of 
Educational Technology 51(6): 2020, S. 2554f. 
60 Garrett et al.: Virtual Reality Clinical Research: Promises and Challenges. In: JMIR Serious Games 6(4): 2018, S. 5. 
61 Ebd.  
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Außerdem kann in der Gewöhnung an die VR-Brille eine „Motion sickness“, eine durch 
die Immersion ausgelöste Übelkeit, auftreten, die die Dauer der Anwendung einschränken kann 
und ein unangenehmeres Erlebnis erzeugt.62 Eine Herausforderung der Produktion von 
immersiven digitalen Inhalten ist die Vermeidung einer Nausea, der sogenannten „Motion 
Sickness“ oder Simulatorkrankheit auf Rezeptionsebene. „Motion Sickness“ entsteht durch die 
Diskrepanz zwischen der visuellen Wahrnehmung und der somatischen Wahrnehmung des 
Gleichgewichtssinns im Gehörgang. Wenn das Gefühl des Gleichgewichts und der visuelle Reiz 
nicht übereinstimmen, reagiert der menschliche Körper mit einer Abwehrreaktion in Form von 
Übelkeit. 
Die Lehre unter Anwendung von VR-Technologie sieht sich somit verschiedenen 
Herausforderungen ausgesetzt. So ist das technische Entwicklungspotential bisher unvollständig 
ausgeschöpft, und stellt eine der größten Hemmungen für die Anwendung in der Lehre dar. 
Dies gilt für Software, Hardware als auch die entsprechenden Lehrkonzepte. Dabei zeigen 
gerade letztere eine besondere Relevanz im Gebrauch von VR. Ebenso spielt die noch zu 
verbessernde Haptik eine wichtige Rolle.  
Auch wurde sichtbar, dass der langfristigen Kostenreduktion vergleichsweise hohe 
Einstiegskosten gegenüberstehen. Im Rahmen der technologischen Weiterentwicklung könnten 
diese noch steigen. Weitere Herausforderungen liegen in der konkreten Implementierung. 
Einerseits müssen entsprechende Räumlichkeiten geschaffen werden, wie auch das VR-Lab in 
Ulm zeigt, worauf im folgenden Kapitel eingegangen wird. Außerdem müssen die Lehrenden 
und Lernenden den Umgang mit VR fachspezifisch erlernen, um eine Applikation in der Lehre 
möglich zu machen.  
  
                                              
62 Jensen/Konradsen: A review of the use of virtual reality head-mounted displays in education and training. In: Education and 
Information Technologies 23: 2018, S. 1523.  
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3. VR an Medizinischen Fakultäten und Universitäten außerhalb des 
Standorts Leipzig  
In diesem Kapitel werden Rechercheergebnisse zum Einsatz von Virtual Reality in anderen 
Medizinischen Fakultäten vorgestellt. Im ersten Kapitel wird sich auf Einrichtungen im 
deutschsprachigen Raum bezogen. Dem folgt ein Exkurs zu einigen Beispielen aus dem nicht-
deutschsprachigen europäischen Raum63.  
3.1 Im deutschsprachigen Raum 
Universität Ulm 
Seit 2018 gibt es an der Medizinischen Fakultät der Universität Ulm das VR-Lab.64 Bereits 2019 
entstand der Kontakt zwischen der MF in Leipzig und den Zuständigen des VR-Labs Ulm, sodass 
die Erfahrungen dort stellenweise in das Projekt VRmed eingeflossen sind. 
Das Ulmer VR-Lab wurde vom Kompetenzzentrum eLearning in der Medizin Baden-
Württemberg eingerichtet und wird dort von Tutor:innen betreut, die Studierende und 
Dozierende bei der VR-Nutzung unterstützen. Insgesamt stehen drei VR-Brillen in eigens dafür 
gebauten Kabinen zur Verfügung. Vor allem Studierende der ersten drei Humanmedizin-
Semester nutzen das Angebot, das darauf ausgelegt ist, die analoge Lehre zu ergänzen.65 
Im VR-Lab können verschiedene Anwendungen entweder im Rahmen von 
Lehrveranstaltungen oder für das freie Lernen genutzt werden.66 Hierfür werden beispielsweise 
Modelle von Herz oder Darm verwendet, die dabei helfen, komplexe anatomische Strukturen 
zu erkennen und Zusammenhänge zu verstehen. Außerdem soll es die Studierenden auf 
Situationen oder Umgebungen im späteren Praxiseinsatz vorbereiten.67 Die VR-
Notfallsimulationen werden unter den verschiedenen Anwendungen als beliebteste 
Anwendungen bei den Studierenden bezeichnet. 
Durch die Covid19-Pandemie war das VR-Lab 2020 nicht im Betrieb, soll jedoch im 
Sommersemester 2021 mit einem Hygienekonzept öffnen. 
  
                                              
63 Die hier beschriebenen Ergebnisse beziehen sich auf den Informationsstand, der im Februar 2021 via Online-Recherche 
verfügbar war. Weitere Länder wurden aus Gründen der Vergleichbarkeit und der Notwendigkeit einer Eingrenzung im Hinblick 
auf den Umfang des Berichts nicht berücksichtigt.  
64 https://mednic.de/medizinstudenten-im-virtual-reality-lab/7264 (14.06.2021; 15:13) 
65 https://www.mdk-wl.de/fileadmin/MDK-zentraler-
Ordner/Downloads/17_MDK_forum/Leseproben/Leseproben_3_2018/MDK_Forum_2018-3_-
_Medizin_in_der_dritten_Dimension.pdf (14.06.2021; 15:13) 
66 https://gfx.sueddeutsche.de/pages/vr/medizin/#0-medizin (14.06.2021; 15:13) 
67 https://www.medica.de/de/News/Interviews/%C3%84ltere_Interviews/Interviews_2018/VR-




Die Universität Halle ist die erste in Deutschland, in der digitale Technologien als feste 
Bestandteile im Pflichtbereich des medizinischen Curriculums integriert wurden. 68 Seit Dezember 
2020 wird dies für Studierende des fünften Semesters der Humanmedizin umgesetzt und soll 
Theorie und Praxis verbinden. VR ist dabei gemeinsam mit Augmented Reality69 eine von vier 
Stationen, die in kleinen Gruppen bearbeitet werden. Die anderen drei Bereiche befassen sich 
mit 3D-Druck, Robotik und digitalen Gesundheitsanwendungen. Durch die Erweiterung des 
Curriculums um digitale Inhalte wird das Ziel verfolgt, digitale Kompetenzen zu vermitteln und 
mit der voranschreitenden Digitalisierung in anderen Bereichen der Gesellschaft Schritt zu 
halten. Außerdem sollen Studierende dazu motiviert werden, sich mit neuen Technologien im 
fachlichen Kontext auseinanderzusetzen. In Zukunft sollen auch künstliche Intelligenz und Big 
Data70 Eingang in das Hallesche Medizinstudium finden71. Außerdem sollen auch die Curricula 
der Zahnmedizin und Evidenzbasierten Pflege um digitale Inhalte erweitert werden. Die 
Rückmeldungen der Studierenden sind durchweg positiv.72 
Im LAB Virtuelle Medizin können Studierende und Wissenschaftler:innen außerdem 
eigene Ideen der digitalen Medizin entwickeln und diese mit Hilfe von VR erproben.73 
 
Humboldt-Universität Berlin 
Im Medizinstudium der Humboldt-Universität Berlin74 gibt es seit dem Wintersemester 2017 mit 
dem „Image Guidance Lab“ eine Kooperation für ein Wahlpflichtfach zwischen der Charité und 
der HU Berlin75. Hier sollen Studierende komplexe und hochspezialisierte 
Visualisierungsstrategien für Diagnose und Therapie kennenlernen. Darunter fallen 3D- und VR-
Anwendungen, die bei Operationen, in der Kommunikation mit Patient:innen und in der Lehre 
eingesetzt werden. Die Schulung der Studierenden mit dieser Technik wird durch die 
Zusammenarbeit mit dem „Berliner Simulations- und Trainingszentrum“76 (BeST) ermöglicht. 
Hier soll neben dem Umgang mit der Technologie auch das kritische Hinterfragen von Bildern 
sowie die kontinuierliche Weiterbildung im Bereich technischer Innovationen, unter anderem mit 
                                              
68 https://www.medizin.uni-halle.de/news/medizinische-fakultaet-der-universitaet-halle-integriert-als-erste-ein-digitalisierungs-
curriculum-fest-ins-medizinstudium (14.06.21; 15:22) 
69 im Folgenden „AR“; AR bezeichnet das Zusammenspiel von analogen und digitalen Elementen. Hierfür können neben 
Smartphones oder Tablets auch AR-Brillen genutzt werden. 
70 Große Mengen an Daten, welche zu umfangreich sind, um sie manuell zu strukturieren, weshalb digitale Mittel notwendig 
werden. 
71 https://www.medizin.uni-halle.de/news/medizinische-fakultaet-der-universitaet-halle-integriert-als-erste-ein-digitalisierungs-
curriculum-fest-ins-medizinstudium (14.06.21; 15:22) 
72 Ebd. 
73 https://scidea.uni-halle.de/scidea_-_labs/virtuelle-medizin/ (14.06.21; 15:22) 
74 im Folgenden „HU“ 
75https://neurochirurgie.charite.de/en/research/image_guidance_lab/teaching_and_advanced_training/teaching_in_medical_sch




und durch VR gelernt werden.77 Weitere Wahlpflichtmodule beziehungsweise Praktika sollen den 
Studierenden VR-Technologien vermitteln und zeigen, wie Digitalisierungsmöglichkeiten durch 
VR-Szenarien in der Medizin genutzt werden.78 
Weitere Verschränkungen mit VR gibt es an der Charité außerdem in verschiedenen 
medizinischen Forschungsfeldern. Das Institut für Gesundheits- und Pflegewissenschaften forscht 
mit VR an einer Studie zur Alkoholprävention bei Jugendlichen.79 An der Klinik für 
Neurochirurgie mit Arbeitsbereich pädiatrische Neurochirurgie wird VR genutzt, um speziell an 
3D-Visualisierungen in der medizinischen Ausbildung und der Patient:innenkommunikation zu 
forschen.80 Der Fachbereich Forschung der Chirurgie verfügt über ein Labor mit 600m² Fläche, 
wo unter anderem VR zur Evaluation in der Chirurgie genutzt wird.81 Außerdem wurde in einer 
Forschungskooperation zwischen der Klinik für Chirurgie der Charité und dem „Exzellenzcluster 
Bild, Wissen, Gestaltung“ der HU die Anwendung VolumetricOR im Rahmen einer 
Exzellenzinitiative ins Leben gerufen. Hier sollen Nutzer:innen mit Hilfe von VR das gegenseitige 
Verständnis für Arbeitsabläufe zwischen verschiedenen chirurgischen Gesundheitsberufen, 
beispielsweise während Eingriffen, verbessern.82 
 
Universität Hamburg 
Das Universitätsklinikum Hamburg-Eppendorf arbeitete bereits 2018 gemeinsam mit der 
ebenfalls in Hamburg ansässigen Firma VIREED daran, klinische Arbeitsabläufe via VR zu 
vermitteln. VIREED entwickelt Simulationsszenarien für VR, in denen Arbeitsprozesse in 
Notfallsituationen, beispielsweise im virtuellen Krankenzimmer, Schritt für Schritt geschildert 
werden. Dies soll theoretische Lernerfahrungen praxisnaher gestalten und Lernenden dabei 
helfen, Routinen zu entwickeln.83  
Inzwischen gibt es in der Klinik für Anästhesiologie eine Projektgruppe, die sich mit VR-
Training in Anästhesie und Notfallmedizin befasst. In einem virtuellen Behandlungsraum können 
Studierende Basisfertigkeiten der Reanimation erlenen. Durch die digitale Lernumgebung sollen 
Stress und Angst während der Behandlung reduziert werden. Das Projekt zielt auf die Integration 
von VR in das humanmedizinische Curriculum ab und wird wissenschaftlich begleitet, um zu 
eruieren, inwiefern die VR-Technologie einen Mehrwert im Vergleich zum bisherigen analogen 
Lernen darstellt.84 
                                              
77 Ebd. 
78 https://lernziele.charite.de/modell/modulhandbuecher/modulhandbuch14207.pdf, S. 30 & 35. (14.06.21; 15:22) 
79 https://igpw.charite.de/forschung/health_education/vr_festlab/ (14.06.21; 15:22) 
80 https://neurochirurgie.charite.de/forschung/image_guidance_lab/ (14.06.21; 15:22) 
81 https://chirurgie.charite.de/forschung/ (14.06.21; 15:22) 
82 https://edoc.hu-berlin.de/handle/18452/21337 (14.06.21; 15:54) 
83 https://fink.hamburg/2018/05/virtual-reality-so-lernen-die-medizinstudenten-von-morgen/ (14.06.21; 15:54) 
84 https://www.uke.de/kliniken-institute/kliniken/an%C3%A4sthesiologie/forschung/arbeitsgruppen/jkubitz_missleib_vr-





In Gießen fand 2019 die erste Lehrveranstaltung im Medizinstudium unter Einsatz von VR statt.85 
Dabei handelte es sich um einen Kurs zu rheumatischen und osteologischen Erkrankungen. 
Verschiedene medizinische Phänomene wie beispielsweise Entzündungen des Handgelenks, 
aber auch die Anatomie eines gesunden Körpers, können mit dieser Technik durch einen 
virtuellen Spaziergang erlebt werden. Das Projekt zielt darauf ab, neue Lernmöglichkeiten zu 
eröffnen und Studierende an innovative Technologien heranzuführen. Die Software, die hierfür 
verwendet wurde, wurde von der Universität Erlangen-Nürnberg gemeinsam mit der Lilly 
Deutschland GmbH entwickelt. 
Die Gießener Universität arbeitet an weiteren Entwicklungen im Wahlfachbereich für den 
Einsatz von VR in der medizinischen Lehre.86 
 
Otto-von-Guericke-Universität Magdeburg 
Das „Magdeburger Ausbildungszentrum für Medizinische Basisfertigkeiten“ (MAMBA Skillslab) 
beinhaltet neben verschiedenen Möglichkeiten zur Ausbildung praktischer Fertigkeiten auch ein 
VR-Lab. Das VR-Lab wurde mit Unterstützung der Klinik für Herz- und Thoraxchirurgie, der Klinik 
für Kardiologie und Angiologie, sowie dem „Visible Heart Lab“ der Universität Minnesota (USA) 
aufgebaut und fokussiert sich bisher auf die Anatomie und Pathologie des Herzens. In Zukunft 
sollen weitere Fachgebiete integriert werden. Die Daten, aus denen das virtuelle Herz entsteht, 
kommen aus Schnittbildverfahren und ermöglichen es den Lernenden, verschiedene Aspekte 
des Organs neu zu begreifen. Auf einem externen Monitor können die Bilder aus der VR-
Anwendung als 3D-Anaglyphenbilder dargestellt werden. 
VR wird sowohl in der Kardiologie als auch in anderen Bereichen der Magdeburger 
Universitätsmedizin in verschiedenen Workshops aufgegriffen.87 
 
Universität Bonn 
An der Medizinischen Fakultät der Universität Bonn besteht seit 2019 eine Kooperation mit der 
Firma Anima Res GmbH, die medizinische 3D-Animationen und Augmented -, Mixed88 - und 
Virtual Reality Anwendungen herstellen. Aus der zugehörigen Pressemitteilung geht hervor, dass 
der Fokus hier vor allem auf Augmented Reality liegt.89  
                                              
85 https://www.uni-giessen.de/fbz/fb11/studium/lehre/nwtmed/newsfolder/140220 (14.06.21; 15:54) 
86 https://www.uni-giessen.de/ueber-uns/pressestelle/pm/pm140-19 (14.06.21; 15:54) 
87 https://www.med.uni-magdeburg.de/Studierende/MAMBA+Skillslab/VR_Lab-p-18704.htm (14.06.21; 15:59) 
88 Mixed Reality bezeichnet die Vermischung von natürlicher und künstlicher Wahrnehmung. Im Gegensatz zu AR, wo digitale 
Informationen in die analoge Wahrnehmung integriert werden, verschwimmen analoge und digitale Inhalte bei Mixed Reality 
miteinander. Im Folgenden „MR“ 
89 https://www.uni-bonn.de/neues/160-2019 (28.03.21; 12:40) 
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Die Klinik und Poliklinik für Allgemein-, Viszeral-, Thorax- und Gefäßchirurgie des 
Universitätsklinikums Bonn arbeitet seit Anfang 2020 mit VR. Dort wird angestrebt, ein VR 
Angebot im Curriculum zu verankern. Insgesamt sind zehn mobile VR-Arbeitsplätze für die 
Chirurgie vorhanden. So sollen chirurgisch zu behandelnde Krankheitsbilder und deren 
Operationstechniken veranschaulicht und vermittelt werden.90 
 
Universität Heidelberg 
Die Medizinische Fakultät der Universität Heidelberg bietet ein Wahlfach für Studierende in der 
Klinik an, bei dem VR eines von verschiedenen Elementen ist. Das Wahlfach „Moderne Chirurgie 
– Innovation, Forschung und Technik“ befasst sich mit insgesamt 13 Themen. Neben Inhalten 
zu roboterassistierter Chirurgie oder digitaler Medizin ist ein Fokus Virtual und Augmented 
Reality.91 Der Einsatz dieser Technologie soll Studierenden dabei helfen, praktisch-chirurgische 
Fertigkeiten zu entwickeln.92  
 
Friedrich-Schiller-Universität Jena 
Seit Mitte 2019 werden in der Rheumatologie des Universitätsklinikums Jena digitale Konzepte 
unter dem Einsatz von Virtual Reality erprobt. Zunächst war das Projekt „Rheumality“ als 
Alternative für Praktika gedacht und sollte vor einer curricularen Implementierung tiefgehend 
evaluiert werden. Durch die Einschränkungen der Covid19-Pandemie wurde es dann kurzfristig 
in die digitale Lehre eingebunden. Der Oberarzt Dr. Alexander Pfeil bietet seit Mai 2020 
während des Semesters zwei Mal pro Woche eineinhalbstündige Videokonferenzen an, in denen 
er eine VR-Brille trägt und die Studierenden im virtuellen Raum auf eine Reise in die Knochen 
mitnimmt. So können die drei Krankheitsbilder rheumatoide Arthritis im frühen und im 
fortgeschrittenen Stadium und die Psoriasis Arthritis genauestens betrachtet werden. Die 
Studierenden sehen das Bild, das auch die Dozierenden sehen und können parallel Fragen 
stellen. Durch die virtuellen Patient:innen können auch seltene Krankheitsbildern präzise 
veranschaulicht werden.93 
 
Johannes Gutenberg-Universität Mainz 
An der Medizinischen Fakultät der Johannes Gutenberg-Universität Mainz wurde 2017 das 
Wahlpflichtfach „Medizin im digitalen Zeitalter“ im Curriculum implementiert und ist das erste 
dieser Art in Deutschland. Die Studierenden sollen kompetentes Wissen und Fertigkeiten der 
                                              
90 http://www.chirurgie-unibonn.de/lehre/virtual-reality/ (14.06.21; 15:59) 
91 http://www.medizinische-fakultaet-hd.uni-heidelberg.de/Wahlfachtracks.111784.0.html (14.06.21; 16:02) 
92 http://www.medizinische-fakultaet-hd.uni-heidelberg.de/Moderne-Chirurgie.111796.0.html (14.06.21; 16:02) 
93 https://www.uniklinikum-jena.de/rheumality-pos-8.html (14.06.21; 16:02) 
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digitalen Medizin entwickeln.94 Das Wahlpflichtfach ist auf 12 Personen pro Kurs angelegt und 
richtet sich an Studierende des 7. Semesters. Der Aufbau orientiert sich an verschiedenen 
Elementen der digitalen Medizin, wovon virtuelle Räume einer von fünf Schwerpunkten sind. 
Neben VR wird auch AR und computerassistierte Chirurgie einbezogen. Die weiteren 
Schwerpunkte sind soziale Netzwerke, Smart Devices und Apps, Telemedizin und Big Data und 
Künstliche Intelligenz95.  
 
Universität Wien (Österreich) 
An der Medizinischen Fakultät der Universität Wien ist VR seit 2019 ein Bestandteil des 
Medizinstudiums. Insbesondere in der Universitätsklinik für Kinder- und Jugendheilkunde wird 
die Technik im Pädiatrischen Simulationszentrum96 eingesetzt. So werden Notfallsituationen im 
virtuellen Raum nachgestellt und die Stressbelastung durch verschiedene Faktoren wie unruhige 
Eltern oder Lärm erhöht. Die Bewältigung dieser Simulation kann von außen überwacht werden, 
um sie im Nachhinein zu analysieren.97 
VR wird an der Medizinischen Universität Wien ab dem dritten Studienjahr eingesetzt. 
Die Technik wird in Wahlfächern zu Themen wie Neonatologie, Neuropädiatrie oder 
pädiatrische Intensivmedizin eingesetzt. Der Einsatz der Technik wird wissenschaftlich begleitet 
und ausgewertet, um die Effektivität zu überprüfen.98 
Im Projekt „SCAR Unit – Stress in Childhood and Adolescent Research Unit“ wird die 
Forschung unter Einsatz von VR an der Universitätsklinik für Kinder- und Jugendheilkunde 
vertieft.99 
 
Universität Bern (Schweiz) 
Auch an der Medizinischen Fakultät der Universität Bern gibt es bereits erste Schritte im Bereich 
der Lehre via VR. Gemeinsam mit dem Berner Bildungszentrum Pflege wurde ein Wahlfach für 
Pflege- und Medizinstudierende entwickelt, das 2020 das erste Mal umgesetzt wurde. In dem 
dreistündigen Seminar lernen die Studierenden anhand von drei verschiedenen Stationen den 
Magen-Darm-Trakt kennen, wovon eine unter dem Einsatz von VR stattfand. An dem Wahlfach 
nahmen je 25 Studierende des Bildungszentrums Pflege und der Medizinischen Fakultät 
                                              
94 https://www.uni-mainz.de/presse/aktuell/2566_DEU_HTML.php (14.06.21; 16:02) 
95 https://hochschulforumdigitalisierung.de/de/blog/medizin-im-digitalen-zeitalter-do-books-be-author (14.06.21; 16:02) 
96 https://kinderklinik.meduniwien.ac.at/pediatric-simulation-training/ (14.06.2021; 15:47) 
97 https://www.facebook.com/MedizinischeUniversitaetWien/posts/der-einsatz-von-virtual-reality-ist-sehr-vielseitig-nun-finden-vr-
brillen-auch-a/2152536218156162/ (14.06.21; 16:02) 
98 https://www.aerztezeitung.at/archiv/oeaez-2019/oeaez-19-10102019/virtual-reality-simulation-ausbildung.html (14.06.21; 
16:02) 




(Universität Bern) teil, die alle im zweiten Lehrjahr waren. Somit wurde neben der digitalen 
Lernumgebung auch der interprofessionelle Austausch gefördert.  
Im Anschluss an das Wahlfach wurde eine Befragung der Teilnehmenden durchgeführt, 
deren Ergebnisse sehr positiv ausfielen. So wurde insbesondere der Austausch mit anderen 
Studierenden gefördert und dabei beispielsweise fachliche Diskussionen geführt. Außerdem 
hatten viele Studierende Spaß am Umgang mit der neuen Technik.100 
 
Zwischenfazit 
Die bisherige Ausführung zeigt, dass VR bereits an mindestens 12 Medizinischen Fakultäten im 
deutschsprachigen Raum Eingang in das Studium gefunden hat. Die ersten Schritte begannen 
2017 und insbesondere 2018 sind weitere MFs dazu gekommen. Zumeist findet die 
Implementierung in das Curriculum durch Wahlfächer statt, in denen VR eines von 
verschiedenen Lehrelementen ist. Zudem gibt es in Hamburg, Gießen und Bonn Kooperationen 
mit Firmen, die endkundenspezifische Software herstellen. 
Die Informationen zu den curricularen VR-Implementationen sind jedoch oft begrenzt. 
Überwiegend gibt es keine Website zum Einsatz von VR in der Lehre, sondern einzelne 
Pressemitteilungen oder Berichte in Fachmagazinen. Zum Teil ist nicht nachzuvollziehen wann 
diese veröffentlicht wurden und relevante Inhalte fehlen, wie der Umfang des entsprechenden 
Fachs, Rückmeldung der Studierenden und Dozierenden oder die verwendete Software. Zudem 
ist oft nicht ersichtlich, ob es sich um einen einmaligen Versuch handelte oder der VR-Einsatz 
konsistenter Teil des Studiums ist. Hierauf hat aller Wahrscheinlichkeit nach auch die Covid19-
Pandemie einen Einfluss. 
Darüber hinaus wenden verschiedene Universitätskliniken VR bereits im Klinikalltag ein, 
beispielsweise in Düsseldorf, wo VR genutzt wird, um Kindern die Angst vor dem MRT101 zu 
nehmen.102 Da dies aber nicht die Lehre betrifft, sei an dieser Stelle lediglich darauf verwiesen. 
3.2 Exkurs: VR im Medizinstudium in Europa 
Im Folgenden wird nun der Blick geweitet und es werden Beispiele aus Europa mit einbezogen. 
Bei der Recherche zeigte sich, dass die Informationen relativ diffus verteilt sind und selten direkt 
über Universitäten beziehungsweise Medizinische Fakultäten verbreitet werden. Dennoch 
konnten einige Erkenntnisse gewonnen werden, wovon einzelne hier dargestellt werden. 
Das Imperial College London (Großbritannien) arbeitet an verschiedenen Projekten mit 
digitalen Innovationen. Der Einsatz von VR und auch AR in der Lehre wird dabei verfolgt, um 
                                              
100 https://www.societybyte.swiss/2020/06/25/anatomie-studieren-mit-virtual-reality/#_ENREF_5 (14.06.21; 16:02) 
101 Magnetresonanztomographie 
102 https://www.uni-due.de/med/meldung.php?id=742 (28.03.21; 13:15) 
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dreidimensionales Lernen zu fördern. Insbesondere in der Anatomie findet dies bereits 
Anwendung, wobei Studierende und Lehrende den Einsatz dieser Technologie in Testläufen 
evaluieren.103  
Im Krankenhaus in Newcastle (Großbritannien) besteht eine Kooperation mit dem 
kalifornischen Startup Osso VR. Die Firma entwickelte eine VR-Anwendung, die insbesondere 
der Ausbildung chirurgischer Fähigkeiten dient. Diese Technologie wird im Newcastle Surgical 
Training Center eingesetzt, wo jährlich ca. 300 Kurse zur Ausbildung von Chirurg:innen 
stattfinden.104 
In Frankreich arbeitet das Europäische Institut für Innovation und Technologie im 
Gesundheitssektor (EIT Health France) gemeinsam mit der Universität Grenoble, dem Grenoble 
Ecole de Management, dem Imperial College London und der Universität Heidelberg in 
Zusammenarbeit mit dem Software-Startup Simago an einer VR-Anwendung für die 
medizinische Lehre. Dabei sollen Studierende Verhaltensweisen bezüglich Infektion und Hygiene 
im Operationssaal erlernen. Das erste Mal im Operationssaal ist oft mit Unsicherheiten 
verbunden und kann daher zu vermeidbaren, jedoch schwerwiegenden Fehlern führen. Durch 
die VR-Anwendung sollen Studierende, die oft bereits Berührungspunkte mit neuen 
Technologien haben, Verhaltensweisen im Operationssaal spielerisch üben sowie erlernen, 
riskante Situationen zu erkennen.105  
Auch das HUS Helsinki University Hospital bietet Ärzt:innen, Studierenden und auch 
Besucher:innen die Möglichkeit, VR und andere MR Anwendungen in einem Showroom auf dem 
Klinikcampus kennenzulernen.106 VR wird außerdem in der Rehabilitation, Psychotherapie und 
Forschung eingesetzt.107 
  
                                              
103 https://www.imperial.ac.uk/medicine/fom-staff/digital-learning-team/projects/virtual-reality-and-augmented-reality/ 
(14.06.21; 16:09) 




26p_p_col_id%3Dcolumn-3%26p_p_col_pos%3D1%26p_p_col_count%3D2 (10.04.21; 9:37) 
106 https://www.helsinkibusinesshub.fi/hus-virtual-reality-lab/ (14.06.21; 16:13) 
107 https://www.businessfinland.fi/4a480b/globalassets/finnish-customers/02-build-your-network/health--well-
being/personalized-medicine/hus-virtual-reality-laboratory--presenting-vr-solutions-used-in-hus-helsinki-university-
hospital_k.rouvinen.pdf (14.06.21; 16:13) 
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4. Projektbeschreibung VRmed – Virtual Reality in der medizinischen 
Lehre Leipzig 
Im folgenden Kapitel wird das Projekt VRmed – Virtual Reality in der medizinischen Lehre 
Leipzig tiefgehend beleuchtet Hierfür wird zunächst die Einbettung des Vorhabens in Strategien 
der Leipziger Hochschule vorgestellt, bevor auf die Adressierung der Ziele und 
Handlungsfelder des Sächsischen Staatsministeriums für Wissenschaft, Kultur und Tourismus108 
eingegangen wird. Dem folgt eine Beschreibung des Projektablaufs. 
4.1 Einbettung in Strategien der Hochschule 
Die digitale Gesamtstrategie der Universität Leipzig zielt unter anderem darauf ab, innovative 
Lehr- und Lernangebote zu fördern und Studierende auf eine digitale Arbeitswelt 
vorzubereiten.109 Im Hochschulentwicklungsplan der Leipziger Universität von 2018 wird 
Digitalisierung neben weiteren Aspekten als ein zentraler Bestandteil des Leipziger Wegs 
beschrieben.110 Innerhalb der Universitätsmedizin Leipzig111 kommen bereits verschiedene 
digitale Tools zum Einsatz.112 Während dadurch in unterschiedlichen Bereichen eine 
Verbesserung von Arbeitsprozessen und der Lehre erreicht wurde, bietet die aktuellste VR-
Technik viele Möglichkeiten, die bisher noch nicht in der Lehre an der UML genutzt werden.  
Mit der Einbindung von VR in die medizinische Lehre wird das Ziel der innovativen Lehre 
der Universität Leipzig aktiv verfolgt. Das Profil der Universität Leipzig besagt außerdem, dass 
das Selbststudium mittels elektronischer Ressourcen reformiert werden soll.113 Dem entspricht 
das erweiterte geplante Vorhaben eines VR-Labs, da die VR-Systeme gezielt auch zum 
individuellen Studium zur Verfügung stehen sollen. Durch die Bereitstellung der Technik zu 
unterschiedlichen Zeiten sollen Studierende der Humanmedizin aus allen Semestern die 
Möglichkeit haben, komplexere Inhalte in ihrer eigenen Lerngeschwindigkeit sowie zeit- und 
curriculumsunabhängig im virtuellen Raum zu üben. Zudem kommt die räumliche Darstellung 
auch visuellen Lernstrategien entgegen. 
                                              
108 im Folgenden „SMWK“ 
109 https://www.uni-leipzig.de/fileadmin/ul/Dokumente/Digital_Fellowship_UL.pdf S. 2 (14.06.21; 16:15) 
110 https://www.uni-leipzig.de/fileadmin/ul/Dokumente/HEP_2025.pdf S. 54ff (14.06.21; 16:15) 
111 im Folgenden „UML“ 
112 https://www.uniklinikum-leipzig.de/Seiten/mf-medien_in_der_lehre.aspx (14.06.21; 16:15) 
113 https://www.uni-leipzig.de/fileadmin/ul/Dokumente/HEP_2025.pdf (14.06.21; 16:22) 
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4.2 Adressierung der Ziele und Handlungsfelder des SMKW 
Dieser Abschnitt bezieht sich auf die Adressierung der Ziele und Handlungsfelder der „Strategie 
zur Digitalisierung in der Hochschulbildung“114 des SMKW sowie der Ziele der 
Hochschulentwicklungsplanung 2025 des SMKW115.  
Das Vorhaben VRmed adressiert die Ziele der „Strategie zur Digitalisierung in der 
Hochschulbildung“ auf verschiedene Weise. Durch die Dreidimensionalität anatomischer 
Darstellungen kann beispielsweise die Lücke zwischen Lehrbuch und Realität geschlossen und 
der Transfer von Theorie zu Praxis vereinfacht werden. Die Interaktivität und Immersion von VR 
können außerdem den Lernerfolg der Studierenden steigern. Darüber hinaus wäre die 
Etablierung von VR in das Medizinstudium in Leipzig ein Wettbewerbsvorteil für die Universität 
Leipzig, da auch an anderen Universitäten bisher lediglich vereinzelte Projekte stattfinden (vgl. 
Kapitel 3). 
Auch im Hinblick auf die Handlungsfelder der „Strategie zur Digitalisierung in der 
Hochschulbildung“ kann das Vorhaben verortet werden. Wie bereits in anderen Bereichen der 
digitalen Lehre an der MF sollen auch hier Lehrende in Workshops im Umgang mit der neuen 
Technik geschult werden, um potenzielle Hürden für die Implementierung in die Lehre 
abzubauen und die Akzeptanz zu fördern. Eine breite Öffentlichkeitsarbeit des innovativen 
Projektes soll außerdem dazu beitragen, dass Studierende und Lehrende das Angebot nutzen. 
Ebenso spiegeln sich Ziele des Hochschulentwicklungsplans in dem Projekt wider. Die 
Einbindung von VR erhöht die Attraktivität des Standorts, da sie zeigt, dass die Universität Leipzig 
an aktuelle Entwicklungen anknüpft und sich dadurch von anderen Universitäten abhebt. 
Außerdem wird die Lehre durch ein erhöhtes Maß an Individualisierbarkeit der Heterogenität 
der Studierenden und Lehrenden gerechter. Die Integration mehrsprachiger VR-Anwendungen 
erleichtert es zudem Studierenden, welche nicht Deutsch als Muttersprache haben, Inhalte 
leichter zu verstehen. 
4.3 Projektablauf 
Das Projekt VRmed – Virtual Reality in der medizinischen Lehre umfasst die Feinkonzeption eines 
bestehenden Konzepts und die Evaluation der Einbindung von VR in die medizinische Lehre an 
der Universität Leipzig. Das Projekt, welches im Referat Lehre116 der MF angesiedelt ist, wird mit 
der Unterstützung von medizinischem Fachpersonal (Kliniker:innen, Didaktiker:innen etc.) 
umgesetzt, um auch fachliches Feedback zu erhalten und mögliche klinische/curriculare 
                                              
114 https://publikationen.sachsen.de/bdb/artikel/36907/documents/57164 (14.06.21; 16:22) 
115 https://www.studieren.sachsen.de/download/HEP_2025.pdf (14.06.21; 16:22) 
116 Struktureinheit der MF für Studierendenangelegenheiten. Siehe https://student.uniklinikum-
leipzig.de/studium/ansprechpartner_referat_lehre.php (06.05.21; 13:16) 
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Nutzungsszenarien zu eruieren. Zudem war die Umsetzung von einer stetigen Weiterbildung im 
Projektmanagement durch mehrere Beteiligte begleitet. 
Der erste Projektentwurf, wie er im Juni 2019 für den Antrag des Digital Fellowship-
Programms entwickelt wurde, beinhaltete neben der Evaluation durch Dozierende auch die 
Evaluation durch Studierende, die Ausarbeitung und Umsetzung von Workshops sowie die 
Einrichtung eines VR-Labs. Hier hätten Studierende und Dozierende die Möglichkeit, die VR-
Anwendungen zum Lernen oder Ausprobieren zu nutzen. Die Einschränkungen der Covid19-
Pandemie erforderten jedoch eine deutliche Umstrukturierung, weshalb nicht alle Elemente 
realisiert werden konnten. Der im Folgenden beschriebene Verlauf bezieht sich darauf, wie das 
Projekt schließlich umgesetzt wurde.  
VRmed ist in sechs Aufgabenfelder untergliedert, welche im Projektstrukturplan117 
grafisch dargestellt sind. Wann die einzelnen Aufgaben genau im Projektverlauf stattfanden und 
wie sie aufeinander aufbauten, ist dem Zeitplan118 zu entnehmen. Die anschließende 
Darstellung entspricht ebenfalls dieser zeitlichen Abfolge. 
 
a) Erste Schritte mit VR 
Die inhaltliche Arbeit zu VR im Referat Lehre der Medizinischen Fakultät begann bereits im 
Herbst 2018 mit der Ausarbeitung eines Konzepts, in welchem der wissenschaftliche Stand zu 
Chancen und Herausforderungen des Einsatzes von VR im Medizinstudium aufgearbeitet und 
Umsetzungsszenarien für die MF in Leipzig grob konstruiert wurden. Grundlage des Papiers war 
auch der Austausch mit anderen Akteur:innen. So wurde das VR-Lab der Medizinischen Fakultät 
der Universität Ulm119 besucht und Gespräche mit Effigos, einer Leipziger Entwicklungsfirma für 
u. a. digitale Anatomiemodelle120, geführt. Mit diesem „Vorkonzept“ ist ein Überblick über die 
Potentiale von VR entstanden, die auch das Medizinstudium an der Universität Leipzig 
bereichern können. 
 
b) Digital Fellowship 
Basierend auf dem „Vorkonzept“ wurde im Juni 2019 ein Antrag für die Finanzierung des 
Projektes VRmed – Virtual Reality in der medizinischen Lehre beim Digital Fellowship-Programm 
gestellt. Dabei unterstützen das HDS und der AK E-Learning mit Mitteln des SMWK (vgl. Kapitel 
1) „die Weiterentwicklung der digital gestützten Hochschulbildung“121. Der Antrag wurde im 
August 2019 positiv beschieden. 
                                              
117 s. Anhang, S. I  
118 s. Anhang, S. II 
119 https://mednic.de/medizinstudenten-im-virtual-reality-lab/7264 (14.06.21; 16:29) 
120 https://effigos.com/de/  
121 https://bildungsportal.sachsen.de/portal/parentpage/projekte/digital-fellowships/ (14.06.21; 16:34) 
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Zudem wurden Ziele definiert, die trotz der Umorientierung durch die Covid19-Pandemie 
beibehalten wurden, aber auch für die weitere Arbeit mit VR über Digital Fellowship hinaus 
gelten. Die Ziele sind: 
 Lehrende und Studierende an VR heranführen sowie Herausforderungen und Chancen 
des Einsatzes von VR identifizieren 
 Lehren und Lernen im digitalen Zeitalter interaktiver, selbstständiger und vielseitiger 
gestalten 
 Transfer zwischen Theorie und Praxis in der humanmedizinischen Ausbildung durch 
Immersion, also das Eintauchen in virtuelle Welten 
 Praktisches Üben/Erleben digitaler Medien für Lehrende und Lernende 
 Generelles Etablieren moderner/digitaler Medien im Medizinstudium, um nicht den 
Anschluss an aktuelle Entwicklungen zu verlieren und die Lehre zeitgemäß 
weiterzudenken 
 Der Heterogenität der Studierendenschaft entgegenkommen, indem durch neue Lehr- 
und Lernmethoden der Zugang zu Lerninhalten diversifiziert wird 
 Curriculare Integration, beispielsweise in einem Wahlfach zu digitaler Medizin oder als 
Ergänzung zu Anatomie-Kursen 
Durch die Umorientierung aufgrund der Covid19-Pandemie musste die Breite des Projekts 
deutlich eingeschränkt werden, sodass der Fokus auf den Austausch mit und die Evaluation 
durch Dozierende und Mediendidaktiker:innen gelegt wurde. Den Umständen entsprechend 
wurde eine qualitative Auswertung realisiert, die zu wertvollen Ergebnissen und weiteren 
Schritten führte.122 
Zu Beginn wurde das Projekt bei der „Arbeitsgruppe Neue Medien“123 der 
Studienkommission der MF vorgestellt, um erstes Feedback von medienaffinen Dozierenden und 
Didaktiker:innen zu erhalten. Bei dieser ersten Präsentation wurde kritisch angemerkt, dass VR-
Technik eine vergleichsweise neue Technologie ist und die Nutzung öfter durch kleinere Fehler 
unterbrochen werden könnte. Zudem darf das Projekt nicht darauf abzielen, Bereiche der 
aktuellen Lehre zu ersetzen, sondern sollte als Ergänzung und Erweiterung eingesetzt werden. 
Es wurde auch angesprochen, dass die Lehrenden unterschiedlich offen für innovative Medien 
sind und auch die Medienkompetenzen unterschiedlich ausgeprägt sind. Dennoch wurde das 
Projekt insgesamt positiv bewertet und ein deutlicher Mehrwert für die Weiterentwicklung des 
Medizinstudiums gesehen. Darüber hinaus stellten die Beteiligten ihre Zusammenarbeit für den 
weiteren Prozess in Aussicht. 
 
                                              
122 s. Kapitel 6, S. 34 




Durch die Pandemiebedingungen war ein Hygienekonzept notwendig. Nach intensiver 
Recherche zu verschiedenen Lösungen (bspw. UV-Reinigungsgeräte für VR-Brillen) wurden 
Microfaser-Aufsätze für die Brillen gewählt, die nach jeder Anwendung gewechselt werden. 
Darüber hinaus mussten Headsets sowie Controller vor und nach jeder Anwendung mittels 
Wischdesinfektion gründlich gereinigt werden. Es zeigt sich zudem, dass durch das Tragen einer 
Mund-Nasen-Bedeckung das Display des Headsets durch die warme Atemluft beschlägt und 
das Seherlebnis vollends beeinträchtigt. 
 
d) Beschaffung und Initialisierung der Technik 
Für die Realisierung des Projekts stellen die Hard- und Software die wichtigsten Elemente dar. 
Es wurden vier VR-Headsets, vier Laptops und vier verschiedene VR-Anwendungen aus dem 
medizinischen Bereich beschafft. Welche Hard- und Software genau verwendet wurde, ist dem 
Kapitel 5124 zu entnehmen. An dieser Stelle sei lediglich darauf verwiesen, dass das Einrichten 
und Testen der Technik vieler Kapazitäten bedarf. Insbesondere wenn verschiedene VR-Headsets 
verwendet werden, nimmt vor allem die Ersteinrichtung viel Zeit in Anspruch und es können 
noch weitere Anschaffungen, beispielsweise spezielle Kabel, anfallen.  
In diesem Prozess der Grundkonfiguration wurden weitere Hilfskräfte einbezogen, um 
die VR-Headsets und Anwendungen zu erproben, Fehler zu finden und potentielle Bedürfnisse 
der Nutzer:innen im Umgang mit der Technik zu identifizieren. Eine Besonderheit stellte die 
Anwendung i:medtasim dar, bei der im Kaufpreis eine persönliche Einführung vor Ort enthalten 
war. Diese fand im September 2020 statt. Der Bedarf einer Einführung mit den Entwickler:innen 
verweist auch auf die Komplexität dieser Anwendung. 
 
e) Vorbereitung der Evaluation 
Für die Evaluation wurde zunächst ein umfassendes Konzept entwickelt. Dies beinhaltete, dass 
die Proband:innen bei Präsentationsveranstaltungen alle vier Anwendungen ohne Zeitdruck und 
mit ausreichend Platz testen sollten. Es wurde ein Leitfaden für begleitende Interviews entwickelt, 
sodass zum einen vorentwickelte Fragen, die auf die Ziele des Projektes ausgerichtet sind, 
gestellt wurden. Zum anderen sollte auch Raum für spontane und vom Fragebogen 
abweichende Äußerungen sein. Näheres zur Evaluation wird in Kapitel 6125 erläutert.  
Des Weiteren wurde ein Raumkonzept126 entwickelt und insgesamt fünf Poster127 als 
Begleitmaterial erstellt. In einem der Poster wird das Projekt vorgestellt. Die weiteren vier 
                                              
124 Siehe S. 23 
125 Siehe S. 34 
126 Siehe S. 33 
127 Siehe Anhang, ab S .III 
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beziehen sich je auf eine der VR-Anwendungen und zeigen neben Bildern auch technische 
Details und weiterführende Informationen. 
 
f) Präsentationsveranstaltungen 
Die methodische Umsetzung der Evaluation fand durch mehrere Präsentationsveranstaltungen 
Ende Oktober 2020 statt. Während dies hier in Kürze beschrieben wird, ist eine ausführliche 
Darstellung der Planung, Umsetzung und Auswertung in Kapitel 6128 zu finden. 
Als Probanden nahmen verschiedene Dozierende und Didaktiker:innen teil, so Dr. med. 
Martin Neef (Oberarzt Klinik und Poliklinik für Kardiologie, Leiter des Bereichs 
Elektrophysiologie, Lehrbeauftragter; Leiter der „AG Neue Medien“ der Studienkommission; 
Web-Administrator UML) und Dr. med. Gunther Hempel (MME, Oberarzt Klinik und Poliklinik 
für Anästhesiologie und Intensivtherapie, Lehrbeauftragter; Mitglied der „AG Neue Medien“ der 
Studienkommission). Auch Dr. med. Robert Bolz (Arzt in Weiterbildung, Klinik und Poliklinik für 
Anästhesiologie und Intensivtherapie) nahm daran teil, ebenso Jörg Hesse (Administrator 
„LernKlinik“, Leipziger Skills and Simulation Lab). Die Präsentationsveranstaltungen fanden in 
zwei Seminarräumen129 statt, wovon einer freigeräumt wurde, sodass eine möglichst große 
Nutzungsfläche gegeben war. Im anderen Raum wurden die Poster130, die das Projekt und die 
unterschiedlichen Anwendungen vorstellen, ausgestellt. Für das Showcasing wurden Termine 
alleine oder zu zweit verabredet, bei welchen die Probanden die Gelegenheit hatten, alle vier 
VR-Anwendungen auszuprobieren und im Anschluss anhand der Poster zu evaluieren.  
 
g) Abschluss und Perspektive des Projekts 
Im Dezember 2020 endete die Förderung durch das Digital Fellowship-Programm, wofür eine 
abschließende Best-Practice-Matrix inklusive einer Projektevaluation erstellt und veröffentlicht 
wurde.131 Dies bedeutete allerdings nicht das Ende von VRmed, sondern lediglich des ersten 
großen Kapitels in dem Projekt, das darüber hinaus auf Antrieb der Projektleitung und der 
involvierten WHKs bestehen und durch weitere Bausteine ergänzt werden soll. Der Projektbericht 
stellt neben der Zusammenführung der wissenschaftlichen Ausarbeitung, der Projektvorstellung 
und der Auswertung und Diskussion der Ergebnisse auch ein wichtiges Element für weitere 
Schritte dar. Neben der öffentlichkeitswirksamen Bekanntmachung soll er als Grundlage für 
Folgeprojekte und den Austausch mit anderen Fakultäten dienen und die interdisziplinäre sowie 
interprofessionelle Arbeit an der MF zwischen Informatik, Medienwissenschaft und Medizin 
verdeutlichen.s  
                                              
128 ebd. 
129 Siehe Abb. 6 Raumkonzept Showcasing S. 34 
130 Siehe Anhang, ab S .III 
131 https://bildungsportal.sachsen.de/portal/projekt/vrmed-virtual-reality-in-der-medizinischen-lehre-leipzig/ (14.06.21; 16:48) 
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5. VR Hardware und Software für den medizinischen Einsatz 
Für die Umsetzung des Projekts VRmed mussten im Vorfeld technische Voraussetzungen 
geschaffen werden. Im folgenden Kapitel wird die Hardware und die benötigte Infrastruktur für 
eine Implementierung von Virtual Reality erläutert. Weiterhin werden auch die individuellen 
Anwendungen und deren Features beschrieben, um einen allumfassenden Einblick in das 
Projekt zu ermöglichen.  
5.1 Anschaffung der Virtual Reality Systeme 
Zunächst musste für ein erfolgreiches Projekt die notwendige Hardware angeschafft werden. In 
diesem Punkt offenbart sich bereits die erste Herausforderung. Da sich die VR-Technik stetig und 
schnell weiterentwickelt, ist das Investieren in Hardware risikoreich. Konsequenterweise wurde 
sich für den Zeitraum des Projektes VRmed - Virtual Reality in der medizinischen Lehre für die 
aktuellsten VR-Headsets entschieden. Diese waren: 
 HTC Vive Pro 
 Oculus Rift S 
 Oculus Quest 
Darüber hinaus wurden für die Headsets mit Ausnahme der Oculus Quest leistungsstarke 
Gaming Laptops (Alienware Area 51m) angeschafft, um die Brillen störungsfrei zu nutzen. Die 
Entscheidung für die Laptops entspringt aus dem Pragmatismus, eine mobile Lösung der 
Hardware zu schaffen. Von Beginn an war bezüglich der Hardware für das Projekt VRmed 
angedacht, die Technik theoretisch an jedem Ort auf- beziehungsweise abbauen zu können – 
was sich im Projektverlauf als wenig praktikabel heruasstellte. Die oben genannte Hardware 
sind gängige VR-Headsets, die auch für den Konsumbereich verfügbar sind. Nachfolgend wird 
auf die Eigenschaften der jeweiligen Headsets eingegangen, um im weiteren Verlauf deren 
Nutzen besser nachvollziehen zu können.  
 
a) HTC Vive Pro 
Die HTC Vive Pro ist ein immersives VR-Headset. Das Headset besteht aus dem Head-Mounted-
Display mit Kopfhörern, zwei Controllern, Verbindungskabel zum Computer sowie zwei portable 
Lighthouse-Sensoren, die dem Headset ermöglichen sich im Raum zu orientieren.132 Die 
äußeren Kameras am Headset nehmen sowohl die Sensoren wahr und ermöglichen den 
User:innen auch innerhalb des Headsets in einen semitransparenten Modus133 umzuschalten 
und sich somit im realen Raum zu orientieren, ohne mehrfach das Headset abzunehmen.  
                                              
132 Siehe Abb. 1 S. 25 Quelle: Vive Pro Setup. Online: https://www.vive.com/us/setup/ (aufgerufen am 27.01.2021)  





Abb. 1 Vive Lieferumfang (Quelle: Vive Pro Setup. Online: https://www.vive.com/us/setup/ (aufgerufen am 
27.01.2021)) 
Zunächst muss für die Installation des Headsets eine hindernisfreie Fläche von mindestens 3x4m 
geschaffen werden.134 Dort werden dann diagonal die Sensoren aufgestellt. Anschließend wird 
mithilfe der Controller der Raum vermessen und der Boden des virtuellen Bereichs mit dem 
wirklichen Boden abgeglichen. Dieses Prozedere ist nach jedem Ortswechsel oder auch nach 
Positionsänderungen der Sensoren notwendig und dauert etwa zwei Minuten. Danach ist das 
VR-System vollständig einsatzbereit. Für das Projekt wurden zwei identische HTC Vive Pro 
angeschafft. 
 
Abb. 2 Raumtracking (Quelle: Vive Pro Setup. Online: https://www.vive.com/us/setup/ (aufgerufen am 27.01.2021)) 
 
b) Oculus Rift S 
Das Oculus Rift S-Headset ist dank der verschieden angeordneten externen Kameras in der 
Lage, ohne Sensoren den Raum zu vermessen (Tracking).  
                                              





Abb. 3 Oculus Rift S (Quelle: https://mixed.de/oculus-rift-s-test/ (aufgerufen am 25.10.2021) 
 
Hierbei kann der/die User:in das Headset aufbehalten und durch den „Durchblick“-Modus135 
den Raum manuell mithilfe der Controller tracken. Dieser getrackte Raum bleibt bis zur erneuten 
Vermessung stets gleich. Direkt nach der Vermessung ist das Headset einsatzbereit. Das 
Tracking dauert etwa eine Minute. Ein Hauptunterschied zwischen dem VR-System der Oculus 
Rift S und der HTC Vive Pro ist das Handling mit den Controllern. Während die HTC Vive Pro mit 
länglichen Controllern und einem Touchpad aufwartet, setzt die Oculus Rift S auf einen 
kompakten Controller mit Joystick und Knöpfen.136 
 
c) Oculus Quest 
 
Abb. 4 Oculus Quest (Quelle: https://www.pcgamer.com/oculus-quest-review/ (aufgerufen am 25.10.2021)) 
 
Das Oculus Quest-Headset unterscheidet sich von den anderen beiden VR-System dahingehend, 
dass es als kabelloses System funktioniert. Das sogenannte Standalone VR ist allerdings nicht so 
leistungsstark wie die beiden kabelgebundenen VR-Systeme. Das Tracking des Raumes 
funktioniert bei der Oculus Quest analog zur Oculus Rift S, durch am Gehäuse angebrachte 
Kameras.  
 
                                              
135 dem auf dem Display abgebildeten Raum der außenliegenden Kameras 




Da ein VR-Headset, mit Ausnahme des Standalone-Systems Oculus Quest, nicht ohne einen 
leistungsstarken Computer in Betrieb zu nehmen ist, wurden im Vorfeld mehrere Gaming 
Laptops des Typs Alienware Area 51m angeschafft. Die Systemvoraussetzungen für einen 
Computer lassen sich auf den Seiten der VR-Herstellungsfirmen ablesen. Der genannte Laptop 
ist mit einem i9 Core 3,6GHz Prozessor und einer NVIDIA® GeForce® RTX 2070 Grafikkarte 
und 32GB Arbeitsspeicher ausgestattet. Diese Eigenschaften machen ihn zu einem schnellen 
und hochleistungsfähigen Laptop, der die komplexen VR-Anwendungen latenzfrei und 
hochaufgelöst wiedergeben kann.  
 
e) Transport und Mobilität 
Einer der grundlegenden Gedanken des Projektes VRmed ist es, VR so flexibel wie möglich 
einzusetzen und somit im besten Falle in die Curricula der Medizinstudierenden integrieren zu 
können. Demzufolge musste für die Hardware eine Infrastruktur geschaffen werden, die den 
Transport einfach und effizient ermöglicht. Aus diesem Grund wurden für die VR-Systeme 
spezielle VR-Rucksäcke angeschafft, die die sensiblen und teilweise sperrigen Headsets sturz- 
und bruchfest transportieren lassen. Um bei einem Transport die Portabilität zu erhöhen wurde 
deshalb zusätzlich in einen kleinen Rollwagen investiert, der den Transport von mehreren 
Systemen über längere Strecken durch die MF vereinfacht und für den Transport nur eine bis 
maximal zwei Personen benötigt werden. Des Weiteren können auf dem Rollwagen, 
Verteilerstecker, Verlängerungskabel, Wischdesinfektionsutensilien sowie Stative für die VR-
Sensoren transportiert werden.  
5.2 Software137 
a) Medicalholodeck® 138 
Medicalholodeck® ist eine immersive Anatomie-Anwendung mit einem DICOM®139-Bildmaterial-
Visualizer. Der Modus Anatomy Master XR eignet sich für das Studium der Anatomie. Es stellt 
männliche und weibliche Körper hochaufgelöst in 3D dar, die durch Zygote Body, einen 
Hersteller exakter anatomischer 3D-Modelle aufbereitet sind. Die 3D-Objekte sind greifbar und 
in ihrer Größe intuitiv skalierbar. 
Des Weiteren sind sie über ein Filtersystem bis zum Skelett auseinandernehmbar und können 
per Werkzeug den anatomischen Querschnitt anzeigen. Die Bedienung über die Controller des 
VR-Systems bedarf keiner Vorkenntnisse und ist übersichtlich sowie bedienungsfreundlich 
                                              
137 Weitere Details sowie Bilder/Screenshots der Anwendungen finden sich im Anhang S. III (C) Poster) 
138 Siehe Website: https://www.medicalholodeck.com/anatomy-master-xr/index.html (aufgerufen am 01.02.2021) 
139 Digital Imaging and Communications in Medicine stellt den medizinischen Standard in der Bilddarstellung dar. 
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gestaltet. Durch einen permanenten „Laserpointer“ ist das Anzeigen der wissenschaftlichen 
Bezeichnungen des jeweiligen anatomischen Körperteils einsehbar. 
Ein weiteres Feature ist der immersive DICOM®-Viewer des Medical Imaging XR. In der 
Anwendung können DICOM®-Datensätze importiert und betrachtet werden. Durch die 
Containerstruktur des Materials können einzelne Schichten des DICOM®-Bildes mittels 
Querschnitt-Tool angesehen werden. Darüber hinaus kann es durch verschiedene Gewebefilter 
in diversen Dichten dargestellt werden. Eine Auflösung bis ins HD-Format ist einstellbar. Eine 
Schneide-Funktion ermöglicht einen Einblick in das Innere der anatomischen Modelle. Die 
Controller ermöglichen ein freies Bewegen und Skalieren des Bildmaterials. 
 
b) 3D Organon® VR Anatomy140  
3D Organon® VR Anatomy ist eine immersive anatomische Lernanwendung. Die Anwendung 
des 3D Modells des menschlichen Körpers besitzt folgende Features: 
 Freie Beweglichkeit der Körperteile  
 Körperteile lassen sich vereinzeln, skalieren und bezeichnen 
 15 verschiedene Modi des Körpersystems vom Skelett, über das Arterien- und 
Venensystem bis hin zum Hormon-, Muskel- sowie Nervensystem  
 Darstellung animierter Bewegungsabläufe (von bspw. Muskelpartien) 
 Landmarkensetzung am Knochen 
 3D Modelle von mikroskopischen Details 
 Vergleiche mit echten Fotos der betreffenden Partien 
 Topographische Anatomie 
 
Die Anwendung lässt sich im Multi-User-Modus bedienen und fördert eine gemeinschaftliche 
raumunabhängige Lernumgebung. Darüber hinaus können Schmerzeffekte visualisiert und 
Körperteile in einem Zeichenmodus markiert werden. Zusätzlich können auch 
Röntgendarstellung von Körperteilen aktiviert werden. 
 
c) StepVR141 
StepVR ist eine immersive klinische Lernsimulation mit einem starken Simulations- und 
Trainingscharakter. Sie ist als Trainingsmethode konzipiert, um medizinisches Personal oder 
Menschen in medizinischer Ausbildung/Studium im Umgang mit ungewohnten Situationen zu 
schulen. Die Anwendung bietet einen hohen Grad an Interaktivität. Fast alle Objekte lassen sich 
greifen, bewegen und benutzen. Weitere Features sind: 
                                              
140 Siehe https://www.medicalholodeck.com/en/anatomy-master-xr/index.html (aufgerufen am 01.02.2021) 
141 Siehe Website: https://www.threedee.de/de/projekte/threedee-gmbh-stepvr/ (aufgerufen am 01.02.2021) 
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 Begehbarkeit von fünf Räumlichkeiten mit:  
o Behandlungszimmer, Labor, Rohrpostanlage, Gang mit 
Sonographiegerät, Behandlungszimmer mit Patient:in, Medikamenten 
und Instrumenten (u.a. Fieberthermometer, Stethoskop)  
 Die Wirkungen der in StepVR verfügbaren Medikamente auf den Organismus 
der/des Patient:in werden über die Physiologie-Engine innerhalb der Anwendung 
soweit möglich unter Berücksichtigung empirischer pharmakodynamischer 
und -kinetischer Parameter abgebildet 
 Interaktive Anamnese und körperliche Untersuchung – der/die Patient:in ist über 
ein Bedienfeld ‚ansprechbar‘ und schildert eigenständig Symptome. Diese 
untergliedern sich in folgende Einheiten: Intensität/Qualität; Beginn/Verlauf; 
Region/Ausstrahlung und Vegetativum. 
Die interaktive Steuerung verlangt das ‚händische‘ Anlegen von Zugängen an dem/der 
Patient:in inklusive einer Infusion. Ferner können eine chemische Analyse sowie die Auswertung 
des Blutbilds über ein virtuelles Labor angeordnet werden. Insgesamt besitzt die Anwendung 
eine Auswahl aus fünf verschiedenen Krankheitsbildern und Patient:innen. Diese sind:  
 21 Jahre, weiblich, Fieber  
 56 Jahre männlich, Hämatemesis 
 44 Jahre weiblich, epigastrische Schmerzen 
 83 Jahre weiblich, chronischer Husten 
 51 Jahre männlich, Thoraxschmerzen 
 
d) i:medtasim142  
Die Simulations-Anwendung i:medtasim ist ein immersives Training im Bereich der 
Notfallmedizin. Sie ist als Ergänzung anderer Lehrformate konzipiert, um medizinisches 
Personal oder Menschen in medizinischer Ausbildung im Umgang mit Notfallsituationen zu 
schulen und weiterzubilden. Die Anwendung bietet einen hohen Grad an Interaktivität. Dazu 
können diverse Notfallszenarien gewählt und mehrere Patient:innen gleichzeitig behandelt 
werden. Darüber hinaus bietet die Anwendung folgende Features: 
 Interaktives diagnostisches und therapeutisches Equipment wie Notfallrucksack 
(mit Verbandsmaterial, Medikamenten, Intubationstasche etc.), Sauerstofftasche, 
Multifunktionsmonitor-Defibrillator-Kombinationsgerät und Absaugpumpe. 
 Die zu trainierbaren Krankheitsbilder sind: Anaphylaxie, Atemnot, ACS, 
Bewusstlosigkeit, COPD und Hyper-/Hypoglykämie.  
                                              
142 Siehe Website: https://www.tricat.net/enterprise-solutions/i-medtasim/ (aufgerufen am 01.02.2021) 
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 Die vitalen Werte des/der Patient:in sind außerhalb der VR-Anwendung über 
einen Laptop extern steuerbar. Dadurch sind die Diversität und Exklusivität eines 
jeden Notfalleinsatzes realitätsnah und kontrollierbar.  
 Beliebig wiederholbare sowie skalierbare Szenarien die an jedem Ort umgesetzt 
werden können. Damit kann der Einsatz kostenintensiver Trainingsgeräte 
reduziert werden und der organisatorische Aufwand einer Simulation (wie das 
Aufräumen des Trainingsraums) kann geringgehalten werden.  
 Durch die Multi-User-Funktion ist das kollaborative Training in Notfallsituationen 
simulierbar. 
 Instrumente und Abläufe lassen sich intuitiv ausführen und sind sehr nah an der 
Realität angelegt. 
 Das haptische Feedback des Controllers lässt an den Patient:innen einen 
‚virtuellen‘ Puls spüren. 
 Die Anwendung und Dauer wird durch eine:n außenstehende Trainer:in 
beobachtet und geleitet 
5.3 Personal 
Es zeigt sich, dass die Benutzung der VR-Technik immer einer festen Auf- und Abbauzeit bedarf. 
Diese Zeit kann durch geschultes Personal wesentlich gekürzt werden. Ebenso ist es von Vorteil, 
wenn die Nutzer:innen zuvor schon einmal ein VR-System benutzt haben. Denn es zeigt sich, 
dass Menschen, die noch ungeübt im Umgang mit Headset und Controllern sind, eine weitaus 
längere Eingewöhnung benötigen als VR-erfahrene Nutzer:innen. Ebenso ist bei der 
Erstbenutzung nicht sofort ersichtlich, wie das Headset einzurichten ist. Darüber hinaus muss 
nach der Einrichtung das Tracking des Raumes mit einer auf dem Rechner installierten 
Anwendung (SteamVRTM) gestartet werden. Im Falle von ausstehenden Updates kann das 
notwendige Tracking nicht durchgeführt werden. Es sollten während des Trackings keine 
Ungenauigkeiten auftreten, da sie sich auf die Kalibrierung und Orientierung innerhalb der 
Anwendung auswirken kann. Zusammengefasst konnte festgestellt werden, dass zur Benutzung 
mindestens eine geschulte Person notwendig ist, um anderen User:innen bei Bedarf zur Seite 
stehen zu können. 
5.4 Raumkonzept 
Die Immersion einer VR-Anwendung ergibt sich durch die Interaktion im virtuellen Raum. Daher 
ist die zuvor getrackte Fläche entscheidend. Folglich muss in dem Raum, in dem eine VR-
Anwendung benutzt wird, der notwendige Platz geschaffen werden.  
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Im Vorfeld des Projektes VRmed wurde ein Raumkonzept für mehrere VR-Anwendungen in einem 
Raum entworfen.143 Angedacht waren drei Mindestflächen von 2,50m x 2,50m. Zusätzlich sollte 
neben jeder VR-Station ein Arbeitsplatz mit Computer und einer Möglichkeit zur Videoausgabe 
via externen Monitor vorhanden sein. Darüber hinaus sollte der Raum über mehrere 
Sitzmöglichkeiten verfügen.  
 
Abb. 5 Raumkonzept (Quelle: VRmed) 
 
Jeder einzelne VR-Bereich sollte durch Raumtrenner sowohl visuell als auch akustisch 
voneinander getrennt werden. Damit sollte die Idee mehrerer virtueller Welten auch im 
wortwörtlichen Sinne sichtbar sein. Der Raum sollte schlussendlich noch mit einigen dekorativen 
Elementen (z.B. Lampen, Pflanzen) auch ein Ort sein, an dem eine freundliche Atmosphäre die 
Nutzer:innen zum Verweilen einlädt. Jedoch wurde dieses Konzept angesichts der Covid19-
Pandemie aus Sicherheitsgründen verworfen. Dieser Ort sollte ursprünglich sowohl ein 
Arbeitsort als auch die Idee einer Dauerausstellung und eines VR-Labs der VR-Anwendungen 
sein. Dennoch musste aufgrund der Herausforderungen der Pandemie das Konzept für eine 
Präsentation überdacht werden. 
Bezüglich dieser Herausforderung wurde mithilfe eines geprüften Hygienekonzeptes ein 
neuer Ort für ein internes Showcasing mit Proband:innen gesucht.144 Hierfür wurden zwei 
Seminarräume im Hörsaalgebäude der MF genutzt. Die Idee war, den Ort der VR-Systeme und 
die Informationen über einzelne Anwendungen räumlich aus Sicherheitsgründen zu trennen, um 
einen Raumwechsel während der Präsentationsveranstaltungen zu forcieren.145 Ebenso wurden 
die verschiedenen Stationen auf ein VR-System (HTC Vive Pro) reduziert. Die Proband:innen 
sollten das Headset einmal aufsetzen und dann alle vorhandenen VR-Anwendungen 
                                              
143 Siehe Abb. 10. Grafik VRmed. 
144 Siehe Kapitel 4 (S. 17) für eine ausführliche Betrachtung dieses Umstands 
145 Siehe Abb. 11. Grafik VRmed. 
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ausprobieren. Anschließend wurde das Headset inklusive Controller vollständig gereinigt und 
desinfiziert. Die Proband:innen konnten in den anliegenden Raum gehen, um dort auf den 
Postern nähere Informationen über die VR-Anwendungen und ihre möglichen Einsatzgebiete 
nachzulesen. Folglich wurde der Hauptraum mit dem VR-System vollständig durchgelüftet. 
Ebenso besaßen die Räume ein klares Richtungssystem. So konnte der erste Raum (SR2) nur von 
einer Seite betreten werden und nur durch den Ausgang im Nebenraum verlassen werden. Somit 
konnte sichergestellt werden, dass sich Menschen auf den engen Wegen zu den Seminarräumen 
nicht entgegenkommen mussten. Als zusätzlicher Faktor wurden die 
Präsentationsveranstaltungen auf zwei Personen pro Tag reduziert. Die Ergebnisse dieser 
Präsentationsveranstaltungen sind in Kapitel 6146 konkret aufgeführt.  
 
Abb. 6 Raumkonzept Showcasing (Quelle: VRmed) 
5.5 Zwischenfazit 
Zusammengefasst besitzt das Projekt VRmed einen Zugriff auf vier VR-Systeme, die aus Headset 
und Controllern bestehen. Diese lassen sich dank spezieller Rucksäcke einfach und 
unkompliziert in jegliche Räumlichkeiten transportieren. Die Immersion und Präsenz entstehen 
durch die hochaufgelösten Bilder und die relativ flexible Bewegungsfreiheit im virtuellen Raum. 
Darüber hinaus muss für eine sinnvolle VR-Implementierung ein großer Raum ohne Möbel 
geschaffen werden und Personal zur Wartung der Geräte bereitgestellt werden.  
Inhaltlich wird festgehalten, dass die angeschafften Anwendungen aus Simulationen und 
Training sowie anatomischer Lehre bestehen. Einige Anwendungen funktionieren im Multi-User-
Modus und eignen sich daher gut, um Handlungsabläufe sowie Szenarien zu lernen und zu 
festigen. Ebenso zeigt sich, dass die Benutzung der verschiedenen Softwares zwar jeweils einer 
eingehenden Einweisung bedarf, dennoch ist die Bedienung mittels Controller intuitiv. Weiterhin 
wird deutlich, dass für eine Benutzung mindestens eine Person für den Aufbau und technische 
                                              
146 s. S. 34 
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Fragen benötigt wird. Ein wesentlicher Faktor ist angesichts der Covid19-Pandemie zu jeder Zeit 
ein flexibles Hygienekonzept zu entwickeln und ständig sicherzustellen, dass die Benutzung für 
die beteiligten Personen unbedenklich ist. Es zeigt sich, dass die VR-Systeme durch die schnelle 
Entwicklung eine rapide Tendenz zur Obsoleszenz aufweisen. Dennoch muss ganz deutlich 
erwähnt werden, dass der Einsatz von VR nach wie vor Pioniercharakter besitzt und das 





Aufbauend auf den vorhandenen Strukturen ist eine qualitative Evaluation geplant, die aus 
fachspezifischer Perspektive Aufschlüsse über den Einsatz der Anwendungen an der 
Medizinischen Fakultät geben wird. Folglich werden der Aufbau und die Hinführung als auch 
das Procedere der Evaluation erörtert. Die VR-Anwendungen stehen für eine räumlich-plastische 
Form des Lernens. Diese Art von Informations- und Wissensvermittlung soll keine bisher 
bestehenden Methoden der Lehre ersetzen, sondern unter Umständen neue Didaktiken sowie 
Wege aufzeigen und zeitgenössische Potentiale der Digitalisierung aufgreifen. Der didaktische 
Mehrwert der VR-Erfahrungen ist demzufolge ebenso individuell wie jede Anwendung selbst, 
kann allerdings durch einen bildungswissenschaftlichen Rahmen und/oder die Einbindung in 
ein curriculares System an Bedeutung gewinnen. Um diese Erfahrungswerte zu ergründen wurde 
ein Showcasing mit allen vier VR-Anwendungen durchgeführt und die Proband:innen mittels 
eines Fragebogens bezüglich ihrer Erfahrung abgefragt.147 
6.1 Hard-/Software Schnittstellen zwischen Medienkompetenz und klinischem 
Vorwissen 
Für die Umsetzung des VR-Projekts VRmed wurde zunächst eine Infrastruktur für die benötigte 
Hardware geschaffen, diese beinhaltet: Zwei HTC Vive Pro, eine Oculus Rift S und ein 
Standalone-VR-System Oculus Quest. Dazu insgesamt vier VR-fähige Laptops.  
Um das Potential möglichst divers darzustellen, wurde entschieden in vier immersive 
Softwares zu investieren. Von diesen sind zwei Anwendungen, konkret Medicalholodeck® und 
3D Organon® VR Anatomy im Bereich der anatomischen Edutainment-Anwendung zu verorten. 
Die weiteren zwei VR-Anwendungen i:medtasim und StepVR weisen einen starken 
Simulationscharakter auf und eignen sich, um klinische Prozesse und Handlungsabläufe zu 
trainieren und daraus ein umfassendes Verständnis innerhalb eines risikofreien Raums zu 
bekommen.  
6.2 Die Zusammenstellung der Proband:innen für die qualitative Erhebung 
Zunächst müssen für eine exemplarische qualitative Erhebung Teilnehmer:innen gefunden 
werden. Bereits im Vorfeld standen hier folgende Parameter im Raum: Die Personen müssen 
einen Bezug zur Lehre an der Universitätsmedizin Leipzig aufweisen, als auch medizinisches 
Fachwissen besitzen und zuletzt einen Einblick in die curriculare Struktur des Lehrangebots an 
der Medizinischen Fakultät besitzen. Aus forschungspragmatischen und hygienespezifischen 
Gründen konnte der Aufruf zur Teilnahme nur in einem kleinen Rahmen verteilt werden und 
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einzelne Personen in für das Team relevanten Positionen, wie Notfallmedizin und LernKlinik 
(Skills- und Simulationszentrum) wurden explizit angesprochen und für eine Teilnahme 
angefragt. Darüber hinaus ist die Koordination eines Experiments mit Kliniker:innen aus 
zeitlichen Gründen sehr anspruchsvoll, da in den meisten Fällen höchstens ein Zeitfenster von 
10 bis 20 Minuten zur Verfügung stehen. Dennoch konnten wir für die Erhebung insgesamt vier 
Personen aus dem Bereich: LernKlinik, Notfallmedizin, Anästhesiologie und Kardiologie 
gewinnen.148  
6.3 Externe Resonanz und Feedback zur Hardware im Projekt VRmed 
Die Verwendung neuer Technologien bedeutet in jeder Hinsicht einen technischen Fortschritt zu 
erkennen und diesen für die Verfolgung von Zielen und Lösungen zu verwenden. Seit etwa 2017 
sind VR-Systeme in den Mainstream-Technologien angesiedelt und haben sich ebenso in dieser 
Zeit durch hochleistungsfähige Displays in der Benutzung für Konsument:innen behaupten 
können149. Vor allem die Computerspiel-Industrie profitiert vom Potential der Virtual-Reality-
Technik. Die Installation und Handhabe ist auch im Projekt VRmed überwiegend reibungslos 
abgelaufen. Dennoch zeigt sich, dass ein erhöhtes Grundwissen über Grafikkarten, 
entsprechende Treiber und Schnittstellen von Vorteil für die Einrichtung ist. Ebenso verlangen 
die VR-Systeme eine regelmäßige Kontrolle und einen gewissenhaften Auf- und Abbau. 
Zusätzlich zeigt sich, dass das Erfassen des/der User:in im Raum, dem sogenannten Tracking, 
durch bautechnische Eigenschaften der Räumlichkeiten beeinflusst werden kann. Ferner ist 
festzustellen, dass es innerhalb der Benutzung durch verzögerte Rechenleistung in 
Ausnahmefällen zu grafischen Darstellungsfehlern oder verzögerte Reaktion zu rechnen ist.  
In einem kritischen Punkt lässt sich festhalten, dass die Nutzung des VR-Systems zwar 
grundlegend intuitiv aufgebaut ist, aber die dennoch einfache Handhabung wie das Auf- und 
Absetzen des Headsets einer externen Betreuung bedürfen und eine kurze prozedurale 
Einweisung in den meisten Fällen notwendig ist. Die individuelle Benutzung stellt darüber hinaus 
stets eine Herausforderung dar, da im direkten Feedback Schwierigkeiten des Sichtfelds und die 
Schnittstelle von Headset und Kabel zum Computer oft als störend und demzufolge als massiver 
immersiver Bruch innerhalb der Präsentationsveranstaltungen bemerkt wurden.150 Als störend 
wurden konkret die Displayschärfe und der Bewegungsradius als Faktoren angemerkt. Dies ist 
jedoch vermeidbar, indem man das Headset auf jede:n Nutzer:in individuell einstellt und die 
Kabelführung gegebenenfalls über eine an der Decke angebrachte Umlenkrolle oder ein 
Galgensystem installiert.  
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149 Vgl. Ochanji Sam. „Average Headset Owner spends 6 Hours per Month using their Virtual Reality 
Headset“ In: VR-Times 10.05.2019. 
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Die Evaluation ergab ferner, dass die Proband:innen nach längerer Benutzung die 
Anzeichen von „Motion Sickness“ aufwiesen. Diese somatische Wahrnehmung ist vor allem bei 
User:innen ohne regelmäßiger VR-Erfahrung häufig. Abschließend muss festgehalten werden, 
dass die Proband:innen zuvor kaum Erfahrungen mit VR-Systemen vorweisen konnten und 
dementsprechend ohne Grundkenntnisse mit der Hardware umgegangen sind. In diesem Punkt 
empfiehlt es sich vor der Benutzung eine grundlegende Einweisung mit einem individuellen 
Zeitrahmen zum ‚ausprobieren‘ zu gewährleisten.  
6.4 Tauglichkeit der individuellen Anwendungen151: 
a) Medicalholodeck® 
Die Anwendung Medicalholodeck® wurde von allen als interessante und kreative Lösung 
bewertet. Dennoch zeigt sich zunächst, dass die Anwendung einer initiativen Schulung bezüglich 
Handhabe mit den Controllern und dem Interface bedarf. Das Feature Schneidewerkzeug152 des 
linken Controllers wurde von allen Teilnehmenden als störend und verwirrend empfunden, 
wenngleich wiederum alle die Querschnittsfunktion als grundsätzlich sinnvoll betrachtet haben. 
Ein Großteil konnte auch für die Darstellung der Multi-Layer-DICOM®-Bilder vermehrtes 
Interesse entwickeln. Hier zeigte sich, dass die Möglichkeiten der räumlichen Darstellung dem 
Verständnis von Köpersystemen und deren Anordnung entgegenkommen kann. 
 
Abb. 7 Screenshot Schneidewerkzeug Medicalholodeck® (Quelle: VRmed) 
 
Besonders betonten die Proband:innen, dass das Verständnis der Anatomie durch frei 
bewegliche und schneidbare DICOM®-Datensätze erhöht werden kann. Nichtsdestotrotz waren 
sich alle einig, dass die Darstellung von DICOM®-Datensätzen in herkömmlichen PC-
Programmen den gleichen Nutzen erfüllt und via Tischdisplay in sehr guter Form begreifbar und 
handhabbar ist. Zusammengefasst wurde Medicalholodeck® subjektiv als „unterhaltsam“ und 
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„verspielt“ bewertet, da der edukative Wert in den Hintergrund tritt und die Darstellung im 
virtuellen Raum zwar beeindruckend aber nicht zwingend notwendig ist.  
 
b) 3D Organon® VR Anatomy 
Die Anatomie-Anwendung 3D Organon® VR Anatomy wurde von allen Teilnehmenden als sehr 
gute Lernanwendung bewertet. Besonders wurde die alternative Darstellungsmethode und das 
„Auseinandernehmen“ jedes Organs betont. Die Plastizität der Objekte im Raum schafft hierbei 
ein grundlegendes körpertopografisches Verständnis. Es eignet sich daher „hervorragend“, um 
die Grundlagen der Anatomie zu festigen. Vereinzelt wurde angemerkt, dass sich die 
Anwendung in erster Linie als individuelle Lösung anbietet. Das Zu- und Abwählen der 
Körpersysteme wurde als motivationssteigernd angesehen, die Kombination mit dem VR-
Headset bietet eine moderne Lernlösung und kann das Eigenengagement des Lernens 
maßgeblich fördern, wenngleich ein passendes Format für die Anwendung geschaffen werden 
muss. Des Weiteren wurde vor allem die intuitive Steuerung und die detaillierte Darstellung mit 
Zusatzinformationen als positiv angemerkt. Ferner wurde festgestellt, dass die Anwendung auch 
ausgebildeten Mediziner:innen einen gewissen Spaßfaktor bringen kann und damit auch als 




Das Simulations-Szenario in einer Klinikumgebung konnte vor allem durch seinen grafischen 
Realismus überzeugen. In dieser raumfüllenden Anwendung wurde vor allem die 
Bewegungsfreiheit in den verschiedenen Arbeitsräumen als hoher immersiver Faktor gewertet. 
Das vorangestellte Tutorial der Anwendung wurde später in der Benutzung als sehr sinnvoll und 
praktisch empfunden. Besonders positiv wurde die „Interaktion“ mit den Patient:innen über das 
Anamnese-Panel bewertet. Die Antworten der Patient:innen steigern die Ernsthaftigkeit der 
Situation und schaffen ein realistisches Behandlungsszenario. Gleichzeitig wurde allerdings 
angemerkt, dass durch mangelnde Haptik die Interaktion des „Abtastens“ oder „Abhörens“ der 
Patient:innen als störend und demzufolge als immersiver Bruch empfunden wird. Darüber 
hinaus wurde angemerkt, dass das alleinige Handeln in einem Klinikumfeld zur 
Ausnahmesituation gehört und die Abwesenheit von weiterem Klinikpersonal als kritisch 
empfunden wurde. In der Benutzung zeigte sich, dass einige Teilnehmende Herausforderungen 






Die Notfallsimulation i:medtasim wurde von allen Proband:innen als äußerst sinnvoll und 
detailreich gestaltet bewertet. Besonders die inhaltliche Genauigkeit von notfallmedizinischen 
Instrumenten, Abläufen und Einsatzmöglichkeiten als auch Szenarien wurde als hoch realistisch 
eingeschätzt. Dennoch zeigte sich, dass das Handling der Detailtreue nicht gerecht werden 
konnte. Oftmals wurde beklagt, dass die Abläufe zu lange dauern und dass die Orientierung in 
den Notfalltaschen über ein Navigationsmenü als Hürde empfunden wurden. Gleichzeitig 
wurde auch die Interaktion über den Controller mit medizinischen Geräten als ungenau 
empfunden. So wurde beispielsweise konkret von mehreren Proband:innen die 
Tastenbedienung des EKG153-Multi-Displays als extreme Herausforderung betrachtet, was 
innerhalb der Anwendung zu Frustration führte. Es zeigt sich daher, dass die als umständlich 
wahrgenommene Bedienung nur durch ein motorisches Training mit den Controllern im VR-
Headset umgangen werden kann. Als sehr gut gelungen wurde die Multiplayer-Option bewertet, 
da nach eingehender Schulung mit den Controllern eine kooperative Notfall-Simulation dem 
echten Notfallszenario sehr nahekommt. Weiterhin schätzten alle Teilnehmenden die externe 
Steuerung der vitalen Funktionen der/des Patient:in über einen Trainingsrechner als intelligente 
und kreative Lösung ein, ein individuelles Notfalltraining für angehende Mediziner:innen zu 
gewährleisten. Diese Funktion wurde auch umgekehrt als sinnvolles Lernszenario gewertet, in 
dem die Personen am Trainingslaptop das medizinische Fachwissen abrufen müssen, um die 
virtuell behandelte Person in ihren vitalen Werten während der Behandlung korrekt reagieren 
zu lassen. Einige Teilnehmende beklagten zusätzlich, dass die Lesbarkeit von Beschriftungen 
innerhalb der Anwendung zu verbessern wäre, da dies mitunter zu Verzögerungen des Trainings 
kommen kann. Zusammenfassend wurde die Anwendung als sinnvoll eingeschätzt, wenngleich 
alle User:innen vor der Benutzung einer eingehenden Schulung der Funktionen unterzogen 
werden müssen, um einen reibungslosen und gewinnbringenden Lern- sowie Trainingseffekt zu 
gewährleisten.  
6.5 Möglichkeiten des Einsatzes 
Das interne Showcasing ergab, dass sich die VR Anwendungen i:medtasim, StepVR sowie 3D 
Organon® VR Anatomy für den zukünftigen Einsatz als Supplement zur Lehre an der 
Medizinischen Fakultät Leipzig eignen und durch ihren immersiven Charakter Lernpotenziale 
aufrufen können. Die Proband:innen der Präsentationsveranstaltungen stimmten darüber ein, 
dass ein VR-Labor mit verschiedenen Stationen oder ein Leihsystem sinnvoll und denkbar sind.  




Die anatomischen Anwendungen, dabei besonders 3D Organon® VR Anatomy, wurden 
als geeignet und hilfreich wahrgenommen. Dabei können sich die Proband:innen vorstellen, 
dass der Einsatz vor allem den frühen Semestern des medizinischen Studiums dienlich sein kann. 
Gleichermaßen stimmten die Teilnehmer:innen vereinzelt zu, dass auch Kolleg:innen aus der 
Praxis diese Anwendung zur Visualisierung oder zu Präsentationszwecken nutzen könnten.  
Den konkreten und sinnvollen Einsatz der VR-Technologie sahen alle Proband:innen in 
den zwei Simulationsszenarien. Sowohl i:medtasim als auch StepVR würden sich als zusätzliches 
Notfalltraining für die Studierenden im praktischen Jahr eignen. Die Nachfrage nach praktischer 
Erfahrung sei hoch und die immersiven Anwendungen könnten eine hybride Lernstation bilden, 
die zwischen Theorie und tatsächlicher Praxis stattfinden könne. Darüber hinaus sei es in jedem 
Fall denkbar i:medtasim sowohl als Zusatz zum Schockraum-Management als auch als 
Wahlfach anzubieten, um durch die Implementierung von neuen Technologien auch den 
Wandel der Digitalisierung in der Lehre anzugehen. Dazu könnte in Kleingruppen gearbeitet 
und anschließend das Feedback der Studierenden erneut evaluiert werden. Alle 
Teilnehmer:innen stimmten darüber ein, dass es dazu einen Raum bedürfe, in dem die Technik 




7. Fazit und Ausblick 
Dieser Projektbericht umfasst die Ausarbeitung zum aktuellen wissenschaftlichen Kenntnisstand 
zu VR in der medizinischen Lehre, eine Übersicht über verschiedene VR-Projekte an 
Medizinischen Fakultäten im deutschsprachigen Raum wie auch in Europa. Zudem wird das an 
der MF der Universität Leipzig durchgeführte VR-Projekt umfassend beschrieben, die eingesetzte 
Hard- und Software erläutert und die Ergebnisse der in diesem Zuge durchgeführten Evaluation 
werden dargestellt. Somit wurden im Rahmen von VRmed tiefgehende Kenntnisse sowohl zur 
technischen als auch inhaltlichen Integration von VR in die medizinische Lehre gewonnen.  
Es zeigte sich, dass es durchaus sinnvoll ist, ausgearbeitete Konzepte vorliegen zu haben, 
um bei unerwarteten Finanzierungsmöglichkeiten darauf zurückgreifen zu können. Zudem ist es 
für Projekte im Bereich der (medizinischen) Lehre von zentraler Bedeutung, medienaffine 
Dozierende in den Prozess einzubeziehen. VR bleibt eine neue Technologie mit vielen 
Herausforderungen im Bereich der Soft- und Hardware, die weit über die durchschnittliche 
Medienkompetenz hinausreichen. Wenngleich die Zweifel an der Beständigkeit der Qualität der 
Technologie bestehen, sollte diese Form der Darstellung und ihr immersives Potential nicht 
außer Acht gelassen werden, denn im Gegenteil wird sich der Mut und die Mühe in diese 
Technologien im Heute lohnen und mittel- bis langfristig können damit neue Möglichkeiten und 
Lösungen entstehen. 
Bei der Umsetzung von VRmed zeigte sich, dass die Prozesse oft aufgrund externer 
Faktoren, wie die Lieferzeit der Hardware, in die Länge gezogen werde können, was Ausdauer 
und Flexibilität in der Planung und Umsetzung bedarf. Dennoch konnte gut auf unvorhersehbare 
Veränderungen wie die Herausforderungen im Zusammenhang mit der Covid19-Pandemie 
reagiert werden. So wurden Hygienekonzepte erstellt und das Evaluationsverfahren angepasst. 
Hinsichtlich der Ziele des Projektes154 ist festzustellen, dass einzelne Dozierende sowohl für den 
fachlichen Austausch als auch für die Evaluation gewonnen werden konnten. Aufgrund der 
Beschränkungen konnten hierbei jedoch keine Studierenden einbezogen werden. Dennoch 
wurden Perspektiven geschaffen, Lehren und Lernen interaktiver, selbstständiger und vielseitiger 
zu gestalten. VRmed regt den Transfer von Theorie und Praxis an und zeigt Möglichkeiten auf, 
wie die Lehre durch digitale Medien ergänzt werden kann. 
Durch das Projekt wurden wertvolle Anknüpfungspunkte für die weitere curriculare 
Integration von innovativer Technologie identifiziert. Konkret wurden durch die 
Präsentationsveranstaltungen erste Ideen formuliert, wie VR beispielsweise in ein Wahlfach 
integriert werden kann. Die Umsetzung dessen hängt zwar von unterschiedlichen äußeren 
Bedingungen ab, jedoch sind einige Dozierende bereits im Umgang mit VR vertraut, es ist 
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hochwertige Hard- und Software vorhanden und durch das geschulte Personal an der MF steht 
ein motiviertes Team an Unterstützer:innen zur Verfügung. Nichtsdestotrotz muss für die 
Verortung von neuen Medien immer auch festes Personal berücksichtigt/ergänzt/eingebunden 
werden. Hilfskräfte müssten immer wieder neu eingearbeitet werden, da hier ein stetiger 
Personalwechsel erfolgt. Darüber hinaus sollen didaktisch wertvolle Anleitungen erstellt werden, 
die sowohl für das Setup der Hardware als auch für den Umgang mit der Software dienen, 
damit auch Erstnutzer:innen diese sicher anwenden können. Die ausstehende Evaluation der 
VR-Systeme und -Anwendungen mit Studierenden soll nachgeholt werden, sobald es die 
Bedingungen zulassen. Denn neben der Perspektive der Dozierenden ist es von besonderer 
Relevanz, auch die Einschätzungen der Studierenden einzubeziehen.  
Die Kenntnisse und Erfahrungen aus dem Projekt VRmed werden auch über den Bereich 
der VR hinaus in die Arbeit an der MF einfließen. So existiert bereits ein Projekt zu Augmented 
Reality an der MF und auch hier wird nach Möglichkeiten gesucht, ob und wie die Technologie 
einen Mehrwert zur Lehre darstellen kann. Bisherige Ergebnisse deuten darauf hin, dass 
anatomische Lehrinhalte eher für AR geeignet sein könnten und VR für Notfallsimulationen die 
passendere Technologie ist. An dieser Stelle sei abschließend darauf verwiesen, dass die neue 
Approbationsordnung, welche ab 01.10.2025 greifen soll, voraussichtlich einen größeren 
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Fragenkatalog Internes Showcasing 
Vor der Nutzung 
Haben Sie bereits Erfahrungen mit computerbasierten Lernprogrammen? 
 Teilweise mit Simulationen 
Haben Sie sich schon vor dem Showcasing/VRmed-Projekt mit VR in der medizinischen Lehre 
auseinandergesetzt? 
 Mal gehört aber noch nicht in Bezug auf klinische Benutzung 
Was erwarten Sie von VR-Anwendungen, die als Ergänzung zur medizinischen Lehre 
eingesetzt werden sollen? Was soll die Anwendung leisten? 
 Fester Raum in der Lernklinik oder so zum Lernen wäre geeignet, Vorklinik am 
passendsten als sinnvolle Ergänzung 
Nach der Nutzung 
Medicalholodeck® 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.)  
 Sehr informativ 
 Gut für Veranschaulichung 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Handhabung mit linker Hand schwierig (Schneidetool), on-off-Knopf wäre cool 
 Zu grob für reines Anatomietool 
 Viele Bildschirme sind umständlich 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Sehr gut vorstellbar für Studis in Vorklinik aber auch für Chirurgen 
 Für Kliniker: zum Weiterkommen bei spezifischen Untersuchungsmethoden 
 Auch für Anästhesisten gut: wo stech ich rein? 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Erleichtert Vorstellungskraft 
 Verknüpft Theorie mit der Praxis 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
 Ja/Nein eher eigenständiges Lernen.  
 Digital Natives würden damit gut klar kommen 
IX 
 
 Zum Lernen sehr gut 
3D Organon® VR Anatomy 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Sehr beeindruckend 
 Coole Gestaltung und Umsetzung 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Einfach zu bedienen 
 Ideal zum Lernen! 
 Begrifflichkeiten helfen 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Sehr anschaulich  
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Alles ist greifbar und lässt sich auseinandernehmen 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
 Ja aber wieder für eigenständiges Lernen 
 Ergänzung zum normalen Lernen 
Was sollte bei der Integration von VR in das Medizinstudium bedacht werden? 
  Einmal alles an einem Organ beschriftet zu haben wäre sinnvoll, ggf. mit 
„Abdeckfunktion“, sodass Studiernde das zum auswendig lernen nutzen können 
StepVR 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Sehr intuitive Navigation 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Unterhaltsam  
 Grafisch sehr beeindruckend 
 Fühlt sich real an 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Nur bedingt weil kein so richtiger Mehrwert fürs Lernen 
 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Verschiedene Räume mit verschiedenen Funktionen ist sehr interessant 
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 Bisschen überfordernd 
 Manchmal frustriert es wenn man etwas nicht richtig „anfassen“ kann 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
 Nein. Höchstens als Teil von neuen Medien um mal was „auszuprobieren“ 
i:medtasim 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Sehr beeindruckend 
 Multiplayer ist praktisch 
 Manchmal haben die Controller nicht richtig reagiert 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Geräte sehen sehr realistisch aus 
 Anlegezeiten von Zugängen stimmen überein 
 Taktiles Pulsmessen ist beeindruckend 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Denkbar für POL2 
 Schockraummanagement Training 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Manchmal funktionieren manche Bedienungsknöpfe nicht richtig  
 Manche Aufgaben werden nicht erklärt und man weiß nicht wie man etwas machen 
soll in VR 
 Patient:innen reagieren nicht  
Was sollte bei der Integration von VR in das Medizinstudium bedacht werden? 
 Bugs müssen behoben werden 
 Muss zuverlässig laufen 







Fragenkatalog Internes Showcasing 
Vor der Nutzung 
Haben Sie bereits Erfahrungen mit computerbasierten Lernprogrammen? 
 Keine großen, nicht privat 
 Dienstlich: eine Firma aus Finnland war dieses Jahr da, für Endoprothetik 
(Orthopädie) VR-Anwendungen, es geht ums Knie oder die Hüfte, die OPs konnten 
da angeschaut/gemacht werden 
o Die haben sich an Frau Dr. Rotzoll gewandt, ggf. über das Skillslab Halle? 
o War aber nichts für die LernKlinik, ist eher Weiterbildungsspezifisch statt 
studentische Lehre 
o Single-User-Anwendung 
 Geburtshilfesimulatiorin Victoria von Gumar(?), da gibt’s schon was und da sollte 
eine AR-Erweiterung geben, die mussten vor einigen Monaten aber sagen, dass sie 
noch nicht ganz marktreif sind 
o Hier war ganz cool, dass die Simulation mit AR gekoppelt immer noch eine 
Team-Aufgabe wäre 
Haben Sie sich schon vor dem Showcasing/VRmed-Projekt mit VR in der medizinischen Lehre 
auseinandergesetzt? 
Was erwarten Sie von VR-Anwendungen, die als Ergänzung zur medizinischen Lehre 
eingesetzt werden sollen? Was soll die Anwendung leisten? 
 Multi-User 
 Wahlfach wäre besser, weil die Leute da motiviert sind, das ist überschaubar und da 
kann noch etwas weiterentwickelt werden  
o Aktuell wird ein Radiologie Wahlfach entwickelt (Herr Linder ist da mit dabei), 
Befundung und Auswertung von CT156 und MRT, da wäre auch Single-User 
gut, es geht v.a. um die Visualisierung 
o Virtuelle Endoskopie könnte gemacht werden 
o Medicalholodeck®? 
 Für Prüfungen muss die Anwendung zuverlässig und 100%ig funktionieren, dafür 
aktuell zu fehlerhaft 
LernKlinik 
 Impulse zu VR/AR kamen von außen 
 Mit den neuen Räumen gab es viele neue technische Möglichkeiten, die erstmal 
bearbeitet werden 
 Wenn da aber Impulse von außen kommen, dann kann das auch dort umgesetzt 
werden, viel Potential da 
 
                                              





Nach der Nutzung 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Anstrengend und irgendwann wird’s schwindelig 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Mit der Zeit geht’s aber dann wird es auch anstrengend 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Es hat viele gute Vorteile aber ist auch ein bisschen Show 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
Was wird begleitend zur VR-Nutzung benötigt? (z.B. Workshops, Handouts etc.) 
Was sollte bei weiteren Präsentationsveranstaltungen mit medizinischen Abteilungen bedacht 
werden? 
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VRmed 
Fragenkatalog Internes Showcasing 
 
Vor der Nutzung 
Haben Sie bereits Erfahrungen mit computerbasierten Lernprogrammen? 
 Ja 
 Ja, genügend 
Haben Sie sich schon vor dem Showcasing/VRmed-Projekt mit VR in der medizinischen Lehre 
auseinandergesetzt? 
 Ja, aus Interesse und auch auf Konferenzen und Tagungen oder Vorträgen 
 Ja, auch teilweise durch Fachartikel 
Was erwarten Sie von VR-Anwendungen, die als Ergänzung zur medizinischen Lehre 
eingesetzt werden sollen? Was soll die Anwendung leisten? 
 Neue Medien bedeuten immer eine Möglichkeit neue Methoden auszuprobieren 
 Möglichkeiten komplexe Inhalte greifbar darzustellen 
 Muss sinnvoll sein und einen Mehrwert für Studierende und Lehrende sein. 
Nach der Nutzung 
Medicalholodeck® 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.)  
 Alles sehr präzise, Controller funktionieren sehr gut 
 Räumliche Darstellung ist ein Hingucker 
 Headset beschlägt öfter durch Maske, man kann gar nichts mehr erkennen 
 Ränder sind manchmal unscharf 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Nicht so intuitiv, man braucht erstmal Zeit zum Probieren 
 Handling ist okay, aber inhaltlich gibt es gleichwertige nicht-immersive Programme 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Müsste man genauer überlegen 
 Noch nicht auf dem Level, dass es so viel Sinn ergibt 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Mehr für Schnittbildgebung geeignet 
 DICOM® Bilder im Raum sind schon cool 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
XIV 
 
 Ist zu verspielt 
 Wenn man sich mit dem Handling auskennt, könnte das vielleicht auch für 
Dozierende interessant sein 
 Eher nicht, es gibt gute andere Methoden, um Schnittbilder zu digitalisieren 
Was wird begleitend zur VR-Nutzung benötigt? (z.B. Workshops, Handouts etc.) 
 konkretes Konzept zur Einbindung der Anwendung 
 Personal welches die Hardware erklärt müsste schon da sein. 
3D Organon® VR Anatomy 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Intuitiver als Medicalholodeck® 
 Bisschen besser aufgeteilt was den Platz angeht 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Richtig gut gemacht 
 Coole Details, besser als Medicalholodeck® 
 Alternative Darstellungsmethode ist eine interessante Lösung auch für die Lehre 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Im ersten Semester als Einstieg in die Komplexität 
 Schichten sind gut dargestellt und gut nachvollziehbar 
 Darstellung könnte Motivation steigern sich länger und intensiv mit Anatomie 
auseinanderzusetzen 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Erklärungen und die Details 
 Verschiedenen Modi und Bewegungsabläufe sind sehr abwechslungsreich 
 Die verschiedenen Schichten darzustellen ist sehr hilfreich für ein Verständnis 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
 Zum eigenständigen Lernen kann es sich als sehr Praktisch herausstellen 
 Ist jetzt nicht so viel anders als Complete Anatomy und das können Studierende auf 
den eigenen Geräten anwenden 
 Wenn dann eignet sich in der Lehre nur der Multi-User Modus – müssen die 
Studierenden sagen, wie sich das für sie anfühlt. 
Was sollte bei der Integration von VR in das Medizinstudium bedacht werden? 
 Aufwand und Nutzen müssten zuvor abgewogen werden  
 In Kombination mit einem VR-Lab wahrscheinlich praktisch 
StepVR 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Interaktion ist interessant.  
XV 
 
 Man hat das Gefühl vor Ort zu sein 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Grafik ist sehr überzeugend 
 Schnell frustrierend, wenn man nicht weiß wie man was machen soll 
(Wo könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Eher was zum „spielen“ richtiger Mehrwert sehe ich nicht 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Verschiedene Station wie in einer Klinik ist interessant 
 Kein haptisches Feedback bei den Patient:innen ist unrealistisch 
 Als Experte kommt man in 30sek zu einem Ergebnis und dann kann geholfen 
werden, das geht hier nicht, weil alles so lange dauert 
 Normalerweise gibt es Personal die mit vorbereiten und unterstützen 
Würden Sie die Anwendung für die Lehre empfehlen? Wenn nein, weshalb nicht? 
 Vielleicht mal so zum Zeigen, was alles mit VR möglich ist aber in die Lehre 
einbinden ist noch zu früh 
i:medtasim 
Wie hat sich die VR-Erfahrung angefühlt? (Immersion, Schwindel, Probleme mit dem 
Headset etc.) 
 Nicht richtig scharf, es ist manches ein bisschen pixelig 
 Aber Situation kommt gut rüber, hier ist ein Notfall 
Wie sind Sie mit der Anwendung zurechtgekommen? (Intuitiv oder nicht, Design, Motorik 
etc.) 
 Realismus Faktor ist schon hoch 
 Die Interaktion ist sehr sinnvoll 
 Zu zweit macht es am meisten Sinn 
(Wo) könnte diese Anwendung im Medizinstudium eingesetzt werden? (Lehrformat, Semester 
etc.) 
 Denkbar für POL2 oder parallel zum POL Kurs 
 Wahlfach mit Einbindung von neuen Medien 
 Prüfung damit kann ich mir noch nicht vorstellen 
Was hat Ihnen an der Anwendung besonders/gar nicht gefallen? 
 Manchmal dauert es sehr lange 
 Normalerweise müsste ein Sani mit dabei sein und vorbereiten 
 Spiegelt die Realität einigermaßen wider  
 Die Interaktion über den Rechner von außen ist sehr sinnvoll aber kann nur jemand 




Was sollte bei der Integration von VR in das Medizinstudium bedacht werden? 
 Es müsste für Personen sein, die sowohl technisch (mit der Hardware) als auch 
medizinisch Fit sind 
 Sehr gut für ein VR-Lab aber dafür sind dann immer 3 Personen und eine Person für 
die Hardware benötigt. Hoher Personenaufwand 
 Eher was für höhere Semester 
 
 
 
 
 
 
 
 
