Abstract: Wind power intervals with different confidence levels have an impact on both the economic cost and risk of dispatch plans for power systems with wind power integration. The higher the confidence level, the greater the bandwidth of corresponding intervals. Thus, more reserves are needed, resulting in higher economic cost but less risk. In order to balance the economic cost and risk, a unit commitment model based on the optimal wind power confidence level is proposed. There are definite integral terms in the objective function of the model, and both the integrand function and integral upper/lower bound contain decision variables, which makes it difficult to solve this problem. The objective function is linearized and solved by discretizing the wind power probability density function and using auxiliary variables. On the basis, a rolling dispatching model considering the dynamic regulation costs among multiple rolling plans is established. In addition to balancing economic cost and risk, it can help to avoid repeated regulations among different rolling plans. Simulations are carried on a 10-units system and a 118-bus system to verify the effectiveness of the proposed models.
Introduction
Due to its inherent intermittency and volatility, the integration of large-scale wind power brings great uncertainty to power systems, and it challenges the formulation of scheduling plans for power systems. Traditional scheduling models use wind power point prediction information to arrange the units' output and cannot fully take the uncertainty of wind power into account. More reserves are needed to keep power balance in power system, which certainly impose higher operation costs. In order to deal with the wind power uncertainty, a lot of researches have been conducted. Stochastic optimization (SO) [1] , chance-constrained optimization (CCO) [2] , robust optimization (RO) [3] and interval optimization (IO) [4] are the most commonly used methods.
The main idea of SO is to generate a large set of scenarios by sampling the probability distribution of wind power, and then eliminate the part of these scenarios with low probability. Thus, the remaining typical scenarios along with their probabilities are used to model the wind power uncertainty. The disadvantage of SO is that it depends on the accuracy of probability distribution of wind power uncertainty and the selected scenarios. In the CCO method, the solution can violate the system security constraints to some extent, but the probability that the solution should satisfy the constraints is not less than a certain predefined confidence level. The optimality of a CCO solution also relies on the probability distribution of uncertain variables which is problematic in real-world applications [5] . RO does not require any assumptions about the probability distribution of uncertain variables and allows fluctuations of wind power within a given range. However, its solution tends to be conservative for that its objective is to minimize the cost of the worst-case scenario. IO generates the upper and lower boundaries of generation dispatch. It requires less computation, but the results are still conservative and not precise enough [6] .
The above methods have their own advantages and disadvantages, but these methods are all based on given wind power confidence levels. For example, the SO method in [7] generates the scenarios within upper and lower boundaries of the 95% confidence intervals. RO and IO usually only focus on the circumstances that may occur within the interval boundary, regardless of the confidence level, or only consider the interval with a given confidence level [5, 8, 9] . In summary, these methods usually set the interval boundary with a fixed confidence level such as 90% [10] , or set the interval boundary to ±20% [11] of predictive values, or 20% [12] of the installed capacity and so on.
Generally speaking, the wind power forecasting interval with a high confidence level tends to have a greater bandwidth. That is, the possible fluctuation range of wind power is larger, and thus more reserves are needed, but the risks of wind curtailment and load shedding are smaller. In a word, the higher confidence level leads to greater economic cost but smaller risk. How to balance the economic cost and risk of system is a problem that worth studying. A RO dispatch model with adjustable uncertainty sets is established in [13] to reduce the conservativeness, and the dispatch costs along with the wind power confidence levels varying from 60% to 95% are calculated. It can be seen that the economic cost and risk of the solutions vary with the confidence levels. A wind power adjustable interval based model for scheduling the energy and reserve is proposed in [6] , and it shows better performance than traditional models based on prediction intervals. However, it is pointed out in [14] that this study regards wind power unschedulable and it uses a Gaussian distribution to simulate wind power uncertainty, which may lead to a more expensive schedule.
Since there exists a complementary relationship between the economic cost and risk of the power system dispatch plan as the wind power confidence level changes, there should be an optimal confidence level that balance the two. Therefore, from the perspective of wind power confidence level, a unit commitment (UC) model based on optimal wind power intervals is proposed in this paper. The results can provide reference for the selection of wind power optimal confidence intervals in the UC problem and the selection of confidence level in wind power interval forecasting.
On the basis of day-ahead UC model, an intra-day rolling dispatch model is established to revise the deviations of the pre-day plan for that the forecast accuracy of wind power increases as the time scale decreases. A look-ahead economic dispatch approach is proposed in [15] with the objective of minimizing the total production cost. For each sub-period, based on the latest forecast information for a prespecified time horizon, the look-ahead dispatch model formulates a dispatch plan in a rolling manner [16] , and only the results of the first one or several periods are actually executed. However, the conventional look-ahead dispatch models always aim at the optimal operation cost and lack the overall optimality within the entire scheduling periods. Therefore, this paper introduces the dynamic adjustment costs, which takes into account the man power and material resources required for the regulation of the dispatch plans, and it can help to reduce the regulation quantity among different rolling dispatch plans.
In summary, the major contributions of this paper are as follows:
(1) A UC model considering the optimal wind power confidence intervals is established to balance the economic costs and risk of the dispatch plan for the power system with wind power integration. ( 2) The UC model is a mixed integer nonlinear programming (MINLP) problem with integral terms in its objective, and both the integrand function and integral upper/lower bound contain decision variables. The objective function is linearized and solved by discretizing the wind power probability density function and using auxiliary variables. (3) Based on the UC model, in addition to optimal wind power confidence intervals, the dynamic adjustment cost is introduced into intra-day rolling dispatch model to reduce the amount of adjustments among different rolling dispatch plans.
Overall Framework and Representation of Wind Power Uncertainty

Overall Framework
A dispatch strategy with two time-scale modules is developed in this paper, including the day-ahead UC and the intra-day rolling dispatch. The framework of the strategy is shown in Figure 1 and depicted below.
(1) Day-ahead UC. It is a mixed integer nonlinear programming problem with the goal of minimizing the economic cost and risk cost. The UC for the next operating day is performed in current operation day, and it provides the UC plan of 24 h for the next day. (2) Intra-day rolling dispatch. Based on the latest load and wind power forecasting information, it is activated every 1 h to modify the power generation output of the next 4 h in a rolling manner.
In each rolling plan, only the dispatch plan of the first hour is actually executed. 
Overall Framework and Representation of Wind Power Uncertainty
Overall Framework
A dispatch strategy with two time-scale modules is developed in this paper, including the dayahead UC and the intra-day rolling dispatch. The framework of the strategy is shown in Figure 1 and depicted below.
Representation of Wind Power Uncertainty
At present, most wind power forecasting systems provide predictive results in the form of point forecasting. To estimate the confidence intervals of wind power, it is necessary to obtain the conditional distribution of the wind power output with respect to the point forecasting value, that is, the conditional probability distribution of the possible output under the condition of "known point forecasting value".
In order to obtain the probability distribution, the idea of "forecast bin" in [17] is used in this paper. At first, the historical wind power data along with its predictive value are formed as a row vector in the form of [predictive value, measured value]. Assuming there are N sets of data, an N × 2 matrix is eventually formed. The matrix is normalized, and all the row vectors are ranked in ascending order in accordance with the predictive values. Then the wind power forecast domain (i.e., [0, 1] p.u.) is divided into M evenly distributed bins which are called forecast bins (FB). The value of M is determined by the size of N, and it is set as 50 in this paper. The width of each FB is 0.02 p.u., that is, the range of the forecast values in the first FB is [0, 0.02] p.u., and that in the FB m (m = 1, 2, …, M) is [(m − 1)/50, m/50] p.u.. Thus, the values of the predictive values in each FB are similar, while the actual values are generally quite different. Then the probability distribution of the possible wind power output in each FB can be obtained by counting the actual measured values. When the predictive value is known, it is compared with the range of each FB. If it falls within a certain FB, it's in accordance with the probability distribution of the FB.
In the distribution statistics of the data, there are two kinds of models: parameter distribution models and non-parameter distribution models. The parameter distribution models include normal distribution, beta distribution, etc. However, in reality, it is difficult to find a reasonable parameter distribution for that different prediction methods are applied on different wind farms, and the distribution of prediction errors are different as well. Therefore, it is not reasonable to simply assume that the measured values in the FB obey a certain probability distribution. A non-parametric empirical distribution model is used to simulate the distribution of the measured values. The main 
In order to obtain the probability distribution, the idea of "forecast bin" in [17] is used in this paper. At first, the historical wind power data along with its predictive value are formed as a row vector in the form of [predictive value, measured value]. Assuming there are N sets of data, an N × 2 matrix is eventually formed. The matrix is normalized, and all the row vectors are ranked in ascending order in accordance with the predictive values. Then the wind power forecast domain In the distribution statistics of the data, there are two kinds of models: parameter distribution models and non-parameter distribution models. The parameter distribution models include normal distribution, beta distribution, etc. However, in reality, it is difficult to find a reasonable parameter distribution for that different prediction methods are applied on different wind farms, and the distribution of prediction errors are different as well. Therefore, it is not reasonable to simply assume that the measured values in the FB obey a certain probability distribution. A non-parametric empirical distribution model is used to simulate the distribution of the measured values. The main advantage of this method is that it is not necessary to assume any specific distribution of random variables. Sufficient historical data are needed to approximate the probability distribution.
If the measured values in a FB are ranked in ascending order as x 1 , x 2 , · · · , x n , then the empirical probability distribution function (PDF) of the wind power in the FB is as follows [17] :
When the number of samples n in Equation (1) is large enough, the empirical distribution function is close to the theoretical distribution. Based on the empirical probability distribution, the intervals with different confidence levels can be calculated. For example, the quantiles corresponding to 0.025 and 0.975 in the PDF are the lower and upper interval boundaries with 95% confidence level. Thus, the intervals with confidence levels from 1% to 99% can be obtained.
The Proposed Model
UC Model Based on Optimal Conficence Level
Objective
The objective function of the UC model which does not consider the wind power confidence interval is to minimize fuel cost, on-off cost and reserve cost, etc. In addition to the plan for wind power point predictive value, the UC scheme based on optimal wind power confidence level needs to consider any circumstances that may occur in the interval, as well as the risk that the actual value falls outside the interval. Taking into account the impact of wind power intervals with different confidence levels on the UC scheme, an objective function is proposed and shown in Equation (3):
where i is the number of thermal power units. j is the number of wind farms. t is the period number. NT is the total number of the periods. NG is the total number of thermal power units. NW is the number of wind farms. C g i,t is the fuel cost of thermal power units i in period t and its expression is shown in Equation (4). C r i,t is the reserve cost of unit i in period t, and the expression is shown in Equation (5) . C SU i,t is the start-up cost of unit i in period t, and the expression is shown in Equation (6). C W j,t is the cost incurred by wind farm j in period t, and the expression is shown in Equation (9):
where a i , b i and c i are the cost coefficients of the thermal power unit i. P i,t is the dispatching power of the thermal power unit i in period t. c ur i and c dr i are the upward and downward reserve cost coefficient for unit i. r up i,t and r dn i,t are the upward and downward reserves provided by unit i in period t, c su i is the starting cost constant for unit i, I i,t is a binary variable which indicates the unit's on/off status. (4) is a nonlinear term, and it is linearized by piecewise linearization. The expression is as follows:
where Nm is the number of segments. f min i is the fuel cost corresponding to the minimum output of the unit i. K i,t,m is the slope of the unit i at the segment m in period t. P i,t,m is the output of unit i at the segment m in period t. Binary variables u i,t and v i,t are introduced to linearize C SU i,t in Equation (6) . u i,t is the start-up status variable, for which 1 means that the unit is in the boost process. For the shut-down status variable v i,t , 1 represents that the unit is in the shut-down process. Thus, Equation (6) can be transformed into the linear expression shown in Equation (8): Figure 2 shows the probability density distribution curve of wind power, in which w t , w t and w t represent the scheduled wind power, upper and lower bound of confidence interval at time t, respectively. in Equation (6) . ui,t is the start-up status variable, for which 1 means that the unit is in the boost process. For the shutdown status variable vi,t, 1 represents that the unit is in the shut-down process. Thus, Equation (6) can be transformed into the linear expression shown in Equation (8): Figure 2 shows the probability density distribution curve of wind power, in which t w , t w and t w represent the scheduled wind power, upper and lower bound of confidence interval at time t, respectively. If the actual output of wind power is located within the boundary of the interval , t t w w , the wind power prediction error can be compensated by the upward and downward reserves. If the actual output exceeds the boundary, the wind power uncertainty cannot be covered by system reserves, and wind curtailment or load shedding will be used to ensure the safe operation of the system. The wider the confidence interval is, the more reserves are needed for the system, but the smaller the risks of wind curtailment and load shedding. Therefore, the cost of actual reserves and risk cost caused by wind power uncertainty are introduced into the objective function in this paper. It can be seen from the figure that the three variables divide the probability density curve into four parts, the first part is [0, t w ], the area of the shaded part represents the expected load shedding probability due to wind power under estimation. 
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Power/p.u. If the actual output of wind power is located within the boundary of the interval w t , w t , the wind power prediction error can be compensated by the upward and downward reserves. If the actual output exceeds the boundary, the wind power uncertainty cannot be covered by system reserves, and wind curtailment or load shedding will be used to ensure the safe operation of the system. The wider the confidence interval is, the more reserves are needed for the system, but the smaller the risks of wind curtailment and load shedding. Therefore, the cost of actual reserves and risk cost caused by wind power uncertainty are introduced into the objective function in this paper.
It can be seen from the figure that the three variables divide the probability density curve into four parts, the first part is [0, w t ], the area of the shaded part represents the expected load shedding probability due to wind power under estimation. The second part is [w t , w t ], and the wind power errors in this part which is caused by under estimation can be covered by upward reserves of system. The third part is [w t , w t ], and the uncertainties in this part caused by the wind power overestimation can be covered by downward reserves. The fourth part is [w t , 1], the area of the shaded part represents the expected wind curtailment probability caused by wind power overestimation. Therefore, the cost caused by wind power uncertainty can be expressed as follows: (10) where f (x) is the probability density distribution function. E ov,ls
and E un,wc j,t are the expected load shedding caused by wind power overestimation (OVLS), the expected overestimation wind power that can be covered by upward reserve (OVUR), the expected underestimation wind power that can be covered by downward reserve (UNDR), the expected wind curtailment caused by wind power underestimation (UNWC), respectively. K ov,ls , K ov,ur , K un,dr and K un,wc are their corresponding cost coefficients.
It is worth noting that the OVUR include both [w t , w t ] part and [0, w t ] part. Since the uncertainty in [0, w t ] is also covered by upward reserve, and the upward reserve is used up so that partial load has to be cut to maintain the power balance of power system. Similarly, the UNDR also include the [w t , 1] part.
Constraints
The constraints are as follows:
(1) Supply-demand balance constraints:
where P i,t is the active output of unit i in period t. w j,t is the schedule value of wind farm j in period t. P L t is the load forecast value in period t.
(2) Thermal power plants output constraints:
where P max i and P min i are the upper and lower limits of the output of unit i.
(3) Unit segment output constraints:
where P max i,m is the maximum output of unit i on segment m.
(4) Unit ramping up and down constraints:
where UR i , DR i are the maximum up and down ramp rate of unit i.
In addition to Equations (15) and (16), it is necessary to consider any circumstances where the wind power output changes within the confidence intervals. For example, when wind power jumps from the confidence interval boundary of the current time period to the boundary of next time period, it is also necessary to ensure that the conventional units have sufficient adjustment capability to ensure the safe operating of the system. Therefore, Equations (17)- (20) are also considered in this model, representing the two extreme cases shown in Figure 3 :
(5) Unit minimum ON and OFF time limits:
where up min i and dw min i
are the minimum start-up time and shut-down time for unit i, respectively.
(6) Unit upward and downward reserves constraints:
The wind power uncertainty within the lower and upper boundaries of the confidence intervals is considered to be covered by system reserves, so that Equations (25) and (26) are also included: 
where up
and dw
Rolling Dispatch Model
As the wind power prediction accuracy increases with decreasing time scale, the intra-day rolling schedule based on the latest wind power forecasting value can help to reduce the deviation of the day-ahead plan. As shown in Figure 4 , t Δ = 15 min, T = 4 h, T Δ = 1 h. The rolling plan is formulated every 15 min before the scheduled time, and a plan for 4 h is formulated. The plan is executed every 1 h, and the plan for the first 1 h out of 4 h will be actually executed every time.
Generally, the rolling dispatch model only optimizes the cost of each rolling plan, and lacks the consideration of coordination among multiple rolling plans, which affects the global optimality in 
As the wind power prediction accuracy increases with decreasing time scale, the intra-day rolling schedule based on the latest wind power forecasting value can help to reduce the deviation of the day-ahead plan. As shown in Figure 4 , ∆t = 15 min, T = 4 h, ∆T = 1 h. The rolling plan is formulated every 15 min before the scheduled time, and a plan for 4 h is formulated. The plan is executed every 1 h, and the plan for the first 1 h out of 4 h will be actually executed every time.
Generally, the rolling dispatch model only optimizes the cost of each rolling plan, and lacks the consideration of coordination among multiple rolling plans, which affects the global optimality in the overall scheduling periods. Therefore, the coordination among various rolling plans is considered in this paper. Taking t D -t E period as an example, when formulating the first rolling plan at time t A − ∆t, the wind power prediction accuracy for this period is not high enough so that the confidence level is not strictly required. When formulating the fourth rolling plan at time t D − ∆t, the confidence level needs to be strictly met. In addition to the fuel cost and risk cost, the regulation cost is also introduced in the objective function of the model. The purpose is to reduce the overall amount of regulations and avoid repeated regulations among the rolling plans. 
Objective
Taking tD-tH periods as an example, the objective function of this rolling plan includes the regulation costs of CII to DI, CIII to DII, CIV to DIII, and the day-ahead plan of tG-tH period to DIV, in addition to the fuel costs and risk costs of DI, DII, DIII, and DIV periods. Similarly, the objective function of the next rolling plan includes the fuel costs and risk costs of the EI, EII, EIII, and EIV periods, the regulation costs of DII-EI, DIII-EII, DIV-EIII, and the day-ahead plan of tH-tI period to EIV. It is worth noting that this is only the cost of the objective function, rather than the actual scheduling cost within the overall scheduling periods. At the time tD, only the wind power and load forecasting values in DI, DII, DIII, and DIV periods are known, the fuel cost and risk costs of these four periods are included in the objective function. However, the actual total cost within tD-tH includes the fuel costs and risk costs of DI, EI, FI, and GI periods, and the corresponding regulation costs for each period, such as the tD-tE period with four regulation costs (day-ahead plan of tD-tE period to AIV, AIV to BIII, BIII to CII, CII to DI). Therefore, there are 16 regulations in the tD-tH periods.
The intra-day rolling plan does not change the day-ahead unit commitment, and it is essentially a dynamic economic dispatch problem. The objective function includes the fuel cost, reserve cost, risk cost, and regulation cost, and it is expressed as follows:
where C M i,t is the regulation cost of the unit i in period t, and its expression is shown in Equation (28). The expression of C W j,t in Equation (27) is different from Equation (9) for that a penalty factor μ is introduced to coordinate the risks among different rolling plans, and it is shown in Equation (29):
, Figure 4 . Overview of the intra-day rolling dispatch.
Taking t D -t H periods as an example, the objective function of this rolling plan includes the regulation costs of CII to DI, CIII to DII, CIV to DIII, and the day-ahead plan of t G -t H period to DIV, in addition to the fuel costs and risk costs of DI, DII, DIII, and DIV periods. Similarly, the objective function of the next rolling plan includes the fuel costs and risk costs of the EI, EII, EIII, and EIV periods, the regulation costs of DII-EI, DIII-EII, DIV-EIII, and the day-ahead plan of t H -t I period to EIV. It is worth noting that this is only the cost of the objective function, rather than the actual scheduling cost within the overall scheduling periods. At the time t D , only the wind power and load forecasting values in DI, DII, DIII, and DIV periods are known, the fuel cost and risk costs of these four periods are included in the objective function. However, the actual total cost within t D -t H includes the fuel costs and risk costs of DI, EI, FI, and GI periods, and the corresponding regulation costs for each period, such as the t D -t E period with four regulation costs (day-ahead plan of t D -t E period to AIV, AIV to BIII, BIII to CII, CII to DI). Therefore, there are 16 regulations in the t D -t H periods.
where C M i,t is the regulation cost of the unit i in period t, and its expression is shown in Equation (28). The expression of C W j,t in Equation (27) is different from Equation (9) for that a penalty factor µ is introduced to coordinate the risks among different rolling plans, and it is shown in Equation (29):
where c m l is the cost coefficient of output regulation, l = 1, 2, 3, 4 which represent the I, II, III, IV periods in a rolling plan. ∆P k,i,t is the output regulation amount of the unit I at time t in the k-th rolling plan. P k,i,t is the output of the unit i at time t in the k-th rolling plan. P k−1,i,t+∆T is the output of the last rolling plan at time t + ∆T. P k,i,t is the day-ahead output corresponding to the time t in the k-th rolling plan. This formula reflects that the regulation amount for each rolling plan is the output of this plan minus the output of the previous plan, and if there is no plan for the previous time, the minuend is the output of day-ahead plan.
Constraints
Considering that the scheduled power of the rolling plan is related to the daily plan and the previous rolling plan, the regulation quantity of the rolling plan should not be too large, and the deviation of the correction value needs to be controlled within a certain range:
where
are the maximum values of the upward regulation and the downward regulation in the k-th rolling plan of unit i at the time t. ∆P u i and ∆P d i are the amounts of maximum upward and downward regulation allowed for the unit i.
The penalty factor µ l needs to satisfy the following constraint:
Other constraints can refer to the content of the UC model which is shown in Equations (9)-(24). The decision variables of the model are the output P k,i,t , the upward/downward reserve r up k,j,t /r dn k,j,t , and the wind power dispatch value w k,t .
Model Transformation and Solution
The decision variables of the proposed UC model are the binary variables I i,t , u i,t and v i,t which indicate the unit's on/off, start-up and shut-down status, the scheduled power P i,t , the upward/downward reserve r up i,t /r dn i,t , the scheduled wind power w j,t , and the upper/lower boundary of confidence interval w j,t /w j,t . The UC model is a mixed integer nonlinear programming problem (MINLP). There are definite integral terms in the objective function of the model, and both the integrand function and integral upper/lower bound contain decision variables, which makes it difficult to solve this problem. Therefore, it is necessary to linearize the integral terms of the objective function.
Take the first two terms in Equation (9) as an example, set E1 j,t = K ov,ls ·E ov,ls j,t + K ov,ur E ov,ur j,t . Divide the probability density function into S segments, then the following equivalent expression can be obtained:
K ov,ls (w j,t − x j,t,s ) + K ov,ur (w j,t − w j,t ), i f 0 ≤ x j,t,s ≤ w j,t K ov,ur (w j,t − x j,t,s ), i f w j,t < x j,t,s ≤ w j,t 0, i f w j,t < x j,t,s ≤ 1 (32)
where s = 1, 2, · · · , S. f j,t,s is the probability of the s-th segment of discretized probability density function f(x). dx j,t,s is the horizontal axis corresponding to the s segment of the probability density function. φ j,t . is a segmented function, and its function image is shown in Figure 5 . The slope of the first segment in Figure 5 is greater than the slope of the second one because the penalty cost for the load shedding is greater than the cost for the upward reserve. Since the objective function is the minimization problem of E1 j,t , the auxiliary variable η j,t,s can be introduced to convert Equation (33) to Equation (34):
where η j,t,s needs to satisfy the condition shown in Equation (35). Thus, the first two terms in Equation (9) can be expressed by Equations (34) and (35). Similarly, the last two terms in Equation (9) can be expressed by Equations (36) and (37) in which γ j,t,s is the corresponding auxiliary variable:
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where W up and W dn are T × 99 matrices, representing the upper and lower boundaries of wind power intervals with 99 different confidence levels. The calculation method can refer to Section 2.2. All the nonlinear terms are linearized, and the model established in this paper is converted into a mixed integer linear programming problem (MILP) that can be solved using commercial optimization software CPLEX.
Simulation and Discussion
Data and Parameters Setting
The 10-units system and 118-bus system are tested to verify the effectiveness and superiority of the proposed models. The wind power and load data are shown in Appendix A. The upper and lower limits of the generator output, the minimum start-up and shut-down time, the fuel cost coefficients, the reserve cost coefficients and so on can refer to [6, 18] . The wind power data in 2015 and 2016 from [19] is used to simulate the empirical PDF. The capacity of the wind farm is set as 350 MW, and the cost coefficients K ov,ur , K ov,ls , K un,dr and K un,wc are 120, 200, 60 and 120 USD/MW, respectively. The simulations are conducted based on Matlab 2013a, and CPLEX 12.6.1.
Results of UC Model
Simulation of four cases are conducted in this section. Cases 1 and 3 are tested on the 10-units system. Cases 2 and 4 are tested on the 118-bus system. In cases 1 and 2, the confidence levels of the 24 h are set to be the same. In cases 3 and 4, the 24-h wind power confidence levels are different. Table 1 shows the output of conventional units. It can be seen from Table 1 that the output of the units is in accordance with the distribution of the load. Units 1 and 2 are always on because they have the largest capacity and are used to ensure the supply of power to basic load. The calculated optimal confidence of case 1 is 73%, and the corresponding optimal wind power confidence intervals is shown in Figure 6 . The costs are shown in Table 2 .
Case 1 and Case 2
In order to verify the effectiveness of the proposed UC model based on the optimal confidence intervals, the UC model with a specified confidence level is compared with it. The total costs with confidence levels from 1% to 99% is shown in Figure 7 . It can be seen from Figure 7 that the overall cost of the UC model shows a trend of decreasing first and then increasing with the gradual increase of the confidence level. There are few local minimum points in the curve, and it is found that the global minimum point is the confidence level of 73%, which is consistent with the simulation results of the proposed model and proves the effectiveness of the proposed model. In addition, the confidence level of the traditional UC model based on the wind power intervals is usually set to be more than 90%, which will lead an overconservative scheme, and thereby increase the overall cost of the system.
To further verify the effectiveness of the proposed model, the test on 118-bus system is carried out. The optimal confidence level of case 2 is 60% and the costs are shown in Table 2 . The total costs under different confidence levels are shown in Figure 8 , in which the global minimum point is the confidence level of 60% and it is consistent with the simulation results of the proposed model. Thus, the same conclusions can be drawn. It can be seen from Figure 7 that the overall cost of the UC model shows a trend of decreasing first and then increasing with the gradual increase of the confidence level. There are few local minimum points in the curve, and it is found that the global minimum point is the confidence level of 73%, which is consistent with the simulation results of the proposed model and proves the effectiveness of the proposed model. In addition, the confidence level of the traditional UC model based on the wind power intervals is usually set to be more than 90%, which will lead an overconservative scheme, and thereby increase the overall cost of the system.
To further verify the effectiveness of the proposed model, the test on 118-bus system is carried out. The optimal confidence level of case 2 is 60% and the costs are shown in Table 2 . The total costs under different confidence levels are shown in Figure 8 , in which the global minimum point is the confidence level of 60% and it is consistent with the simulation results of the proposed model. Thus, the same conclusions can be drawn. It can be seen from Figure 7 that the overall cost of the UC model shows a trend of decreasing first and then increasing with the gradual increase of the confidence level. There are few local minimum points in the curve, and it is found that the global minimum point is the confidence level of 73%, which is consistent with the simulation results of the proposed model and proves the effectiveness of the proposed model. In addition, the confidence level of the traditional UC model based on the wind power intervals is usually set to be more than 90%, which will lead an over-conservative scheme, and thereby increase the overall cost of the system.
To further verify the effectiveness of the proposed model, the test on 118-bus system is carried out. The optimal confidence level of case 2 is 60% and the costs are shown in Table 2 . The total costs under different confidence levels are shown in Figure 8 , in which the global minimum point is the confidence level of 60% and it is consistent with the simulation results of the proposed model. Thus, the same conclusions can be drawn. 
Case 3 and Case 4
The output results of Case 3 are shown in Table 3 . The optimal confidence intervals and optimal confidence levels for Case 3 are shown in Figures 9 and 10 .
The costs of Case 3 and Case 4 are shown in Table 4 . Compared with Table 2 , it can be seen that the total cost of Case 3 is lower than that of Case 1 because Case 3 increases the complexity of the problem on the basis of Case 1, that is, setting the confidence levels for 24 h different from each other, and the solution space is expanded. 
The costs of Case 3 and Case 4 are shown in Table 4 . Compared with Table 2 , it can be seen that the total cost of Case 3 is lower than that of Case 1 because Case 3 increases the complexity of the problem on the basis of Case 1, that is, setting the confidence levels for 24 h different from each other, and the solution space is expanded. Hour  G1  G2  G3  G4  G5  G6  G7  G8  G9 In addition, the fuel cost of the thermal power units is 475,488 USD which is less than 491,300 USD of Case 1 and indicates that the overall output of the thermal power units is less than that of the Case 1. Because the scheduled wind power in Case 3 is increased, that is, the capacity of wind power consumption in Case 3 is improved. In conclusion, Case 3 further reduces overall costs and increases the capacity of wind power consumption. Comparing Case 2 and Case 4, the same conclusions can be obtained.
Rolling Dispatch Model Results
In this section, the rolling plan simulation experiment is carried out on the basis of the day-ahead unit commitment plan. The scheduling time is 4 h. The system parameters and cost coefficients are Three cases are studied in this section. Both Case 5 and Case 6 consider fuel cost, reserve cost, and risk cost, excluding regulation cost. The difference between Case 5 and Case 6 is that the confidence levels in all four periods of Case 5 are limited to more than 90% while in Case 6 this condition is limited only in the first period. Case 7 includes regulation cost on basis of Case 6. In addition, the fuel cost of the thermal power units is 475,488 USD which is less than 491,300 USD of Case 1 and indicates that the overall output of the thermal power units is less than that of the Case 1. Because the scheduled wind power in Case 3 is increased, that is, the capacity of wind power consumption in Case 3 is improved. In conclusion, Case 3 further reduces overall costs and increases the capacity of wind power consumption. Comparing Case 2 and Case 4, the same conclusions can be obtained.
In this section, the rolling plan simulation experiment is carried out on the basis of the day-ahead unit commitment plan. The scheduling time is 4 h. The system parameters and cost coefficients are the same as those in Section 4.2. The values of risk penalty factor µ l and cost coefficient of output regulation c m l can refer to Appendix A. Three cases are studied in this section. Both Case 5 and Case 6 consider fuel cost, reserve cost, and risk cost, excluding regulation cost. The difference between Case 5 and Case 6 is that the confidence levels in all four periods of Case 5 are limited to more than 90% while in Case 6 this condition is limited only in the first period. Case 7 includes regulation cost on basis of Case 6.
Comparison of Case 5 and Case 6
The rolling plan results performed in the 14th to 17th h for Case 5 and Case 6 are shown in Appendix A, corresponding to the outputs of the DI, EI, FI and GI periods in Figure 4 . Taking t D -t H periods as an example, when formulating the rolling plan at time t D − ∆t, the optimal confidence levels for Case 5 and Case 6 are shown in Figure 11 . It can be seen that the confidence levels in 4 h for Case 5 are greater than 90%, and the confidence levels for Case 6 decrease with the time. In order to observe the difference between the results of Case 5 and Case 6, the costs of the actual executed plans for t D -t H periods are shown in Table 5 . It can be seen that the total cost of Case 6 is smaller than that of Case 5. The reason for this difference is that Case 5 aims at optimizing the fuel cost and risk cost of each rolling plan, but lacks consideration of the overall optimality within the dispatching periods. The rolling plan results performed in the 14th to 17th h for Case 5 and Case 6 are shown in Appendix A, corresponding to the outputs of the DI, EI, FI and GI periods in Figure 4 . Taking tD-tH periods as an example, when formulating the rolling plan at time D t t − Δ , the optimal confidence levels for Case 5 and Case 6 are shown in Figure 11 . It can be seen that the confidence levels in 4 h for Case 5 are greater than 90%, and the confidence levels for Case 6 decrease with the time. In order to observe the difference between the results of Case 5 and Case 6, the costs of the actual executed plans for tD-tH periods are shown in Table 5 . It can be seen that the total cost of Case 6 is smaller than that of Case 5. The reason for this difference is that Case 5 aims at optimizing the fuel cost and risk cost of each rolling plan, but lacks consideration of the overall optimality within the dispatching periods. The output regulations for different rolling plans are shown in Figures 12 and 13 , in which the quantity of each regulation in Case 7 is greatly reduced compared with that in Case 6. The rolling plan results performed in the 14th to 17th h for Case 5 and Case 6 are shown in Appendix A, corresponding to the outputs of the DI, EI, FI and GI periods in Figure 4 . Taking tD-tH periods as an example, when formulating the rolling plan at time D t t − Δ , the optimal confidence levels for Case 5 and Case 6 are shown in Figure 11 . It can be seen that the confidence levels in 4 h for Case 5 are greater than 90%, and the confidence levels for Case 6 decrease with the time. In order to observe the difference between the results of Case 5 and Case 6, the costs of the actual executed plans for tD-tH periods are shown in Table 5 . It can be seen that the total cost of Case 6 is smaller than that of Case 5. The reason for this difference is that Case 5 aims at optimizing the fuel cost and risk cost of each rolling plan, but lacks consideration of the overall optimality within the dispatching periods. The output regulations for different rolling plans are shown in Figures 12 and 13 , in which the quantity of each regulation in Case 7 is greatly reduced compared with that in Case 6. The first regulation quantity in Figure 13 is greater than the other regulations. This is because the deviation between the day-ahead and intra-day wind power forecast results is larger than that between the intra-day neighboring rolling forecast results, and the regulations are made to correct the deviations. In addition, the regulation quantity is gradually reduced in Case 7, which indicates that the intra-day rolling plans can gradually correct the deviations of day-ahead plan. If all the regulations are executed T Δ in advance, it will be difficult and risky. From this perspective, the result of Case 7 is superior to Case 6.
The costs and regulation quantity of Case 6 and Case 7 are shown in Table 5 . It can be seen that the regulation quantity of Case 7 is significantly smaller, and the fuel cost is smaller than Case 6. The reason for this difference is that Case 6 lacks consideration of the regulation costs, which leads to repeated regulations among the rolling plans. The lower fuel cost of Case 7 indicates that the total output of thermal power units is less, and thus the wind power output is greater. That is, the capacity of consuming wind power has been improved. 
Conclusions
A unit commitment model considering the optimal wind power confidence intervals is proposed to balance the economic cost and risk of power system with wind power integration. On the basis, in order to achieve the global optimality of the overall cost, regulation cost is taken into account to establish an intra-day rolling dispatch model based on optimal confidence intervals. Through the simulation of the models, the following conclusions can be drawn:
(1) The simulation results show that as the wind power confidence level changes, there is a tradeoff between the economic cost and risk cost. The global optimal point which balance the economic cost and risk cost of the system can be effectively obtained by the proposed model. (2) The simulation results of intra-day rolling dispatch model shows that this model can help to reduce the regulation quantity and avoid repeated regulations, thereby reducing the overall cost within the scheduling periods. The first regulation quantity in Figure 13 is greater than the other regulations. This is because the deviation between the day-ahead and intra-day wind power forecast results is larger than that between the intra-day neighboring rolling forecast results, and the regulations are made to correct the deviations. In addition, the regulation quantity is gradually reduced in Case 7, which indicates that the intra-day rolling plans can gradually correct the deviations of day-ahead plan. If all the regulations are executed ∆T in advance, it will be difficult and risky. From this perspective, the result of Case 7 is superior to Case 6.
The costs and regulation quantity of Case 6 and Case 7 are shown in Table 6 . It can be seen that the regulation quantity of Case 7 is significantly smaller, and the fuel cost is smaller than Case 6. The reason for this difference is that Case 6 lacks consideration of the regulation costs, which leads to repeated regulations among the rolling plans. The lower fuel cost of Case 7 indicates that the total output of thermal power units is less, and thus the wind power output is greater. That is, the capacity of consuming wind power has been improved. 
(1) The simulation results show that as the wind power confidence level changes, there is a tradeoff between the economic cost and risk cost. The global optimal point which balance the economic cost and risk cost of the system can be effectively obtained by the proposed model. (2) The simulation results of intra-day rolling dispatch model shows that this model can help to reduce the regulation quantity and avoid repeated regulations, thereby reducing the overall cost within the scheduling periods.
