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Abstract
1 In this work we consider the task of relaxing the i.i.d assump-
tion in pattern recognition (or classification), aiming to make exist-
ing learning algorithms applicable to a wider range of tasks. Pattern
recognition is guessing a discrete label of some object based on a set
of given examples (pairs of objects and labels). We consider the case
of deterministically defined labels. Traditionally, this task is studied
under the assumption that examples are independent and identically
distributed. However, it turns out that many results of pattern recog-
nition theory carry over a weaker assumption. Namely, under the
assumption of conditional independence and identical distribution of
objects, while the only assumption on the distribution of labels is that
the rate of occurrence of each label should be above some positive
threshold.
We find a broad class of learning algorithms for which estimations
of the probability of a classification error achieved under the classical
i.i.d. assumption can be generalised to the similar estimates for the
case of conditionally i.i.d. examples.
1Parts of the results were reported on International Conference on Machine Learning,
2004,[25], and on 15th International Conference on Algorithmic Learning Theory, 2004,
[26].
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1 Introduction
Pattern recognition (or classification) is, informally, the following task. There
is a finite number of classes of some complex objects. A predictor is learn-
ing to label objects according to the class they belong to (i.e. to classify),
based only on some examples (labelled objects). One of the typical practical
examples is recognition of a hand-written text. In this case, an object is
a hand-written letter and a label is the letter of an alphabet it represents.
Other examples include DNA sequence identification, recognition of an illness
based on a set of symptoms, speech recognition, and many others.
The formal model of the task used most widely is described, for example,
in [28], and can be briefly introduced as follows (we will later refer to it as
“the i.i.d. model”). The objects x ∈ X are drawn independently and identi-
cally distributed (i.i.d.) according to some unknown (but fixed) probability
distribution P (x). The labels y ∈ Y are given for each object according to
some (also unknown but fixed) function2 η(x). The space Y of labels is as-
sumed to be finite (often binary). The task is to construct the best predictor
for the labels, based on the data observed, i.e. actually to “learn” η(x).
This task is usually considered in either of the following two settings. In
off-line setting a (finite) set of examples is divided into two finite subsets, the
training set and the testing set. A predictor is constructed based on the first
set and then is used to classify the objects from the second. In online setting
a predictor starts by classifying the first object with zero knowledge; then it
is given the correct label and (having “learned” this information) proceeds
with classifying the second object, the correct second label is given, and so
on.
There is a plenty of algorithms developed for solving pattern recognition
tasks (see [10, 28, 15] for the most widely used methods). However, the i.i.d
assumption, which is central in the model, is too tight for many applications.
It turns out that it is also too tight for a wide range of methods developed
under the assumptions of the model: they work nearly as well under weaker
conditions.
First consider the following example. Suppose we are trying to recognise a
hand-written text. Obviously, letters in the text are dependent (for example,
we strongly expect to meet “u” after “q”). This seemingly implies that
2Often (e.g. in [28]) a more general situation is considered, the labels are drawn ac-
cording to some probability distribution P (y|x), i.e. each object can have more than one
possible label.
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pattern recognition can not be applied to this task, which is, however, one
of their classical applications.
We show that the following two assumptions on the distribution of exam-
ples are sufficient for pattern recognition. First, that the dependence between
objects is only that between their labels and the type of object-label depen-
dence does not change in time.
These intuitive ideas lead us to the following model (to which we refer
as “the conditional model”). The labels y ∈ Y are drawn according to
some unknown (but fixed) distribution over the set of all infinite sequences
of labels. There can be any type of dependence between labels; moreover, we
can assume that we are dealing with any (fixed) combinatorial sequence of
labels. However, in this sequence the rate of occurrence of each label should
keep above some positive threshold. For each label y the corresponding
object x ∈ X is generated according to some (unknown but fixed) probability
distribution P (x|y). All the rest is as in the i.i.d. model.
The main difference from the i.i.d. model is in that in the conditional
model we made the distribution of labels primal; having done that we can
relax the requirement of independence of objects to the conditional indepen-
dence.
In this work we provide a tool for obtaining estimations of probability
of error of a predictor in the conditional model from an estimation of the
probability of error in the i.i.d. model. The general theorems about extending
results concerning performance of a predictor to the conditional model are
illustrated on two classes of predictors.
First, we extend weak consistency results concerning partitioning and
nearest neighbour estimates from the i.i.d. model to the conditional model.
Second, we use some results of Vapnik-Chervonenkis theory to estimate
performance in the conditional model (on finite amount of data) of predictors
minimising empirical risk, and also obtain some strong consistency results.
These results are obtained as applications of the following rule. The only
assumption on a predictor under which a predictor works in the new model
as well as in the i.i.d. model is what we call tolerance to data: in any large
dataset there is no small subset which strongly changes the probability of
error. This property should also hold with respect to permutations. This
assumption on a predictor should be valid in the i.i.d. model. Thus, the
results achieved in the i.i.d. model can be extended to the conditional model;
this concerns distribution–free results as well as distribution–specific, results
on the performance on finite samples as well as asymptotic results.
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Various approaches to relaxing the i.i.d. assumption in learning tasks
have been proposed in the literature. Thus, in [17, 16] the authors study the
nearest neighbour and kernel estimators for the task of regression estimation
with continuous regression function, under the assumption that labels are
conditionally independent given their objects, while objects form any indi-
vidual sequence. Another approach is considered in [20], where a regression
estimation scheme is proposed which is consistent for any individual stable
sequence of object-label pairs (no probabilistic assumptions), assuming that
there is a known upper bound on the variation of regression function.
There are also several approaches in which different types of assumptions
on the joint distribution of objects and labels are made; then the authors
construct a predictor or a class of predictors, to work well under the as-
sumptions made. Thus, in [13] and [1] a generalisation of PAC approach
to Markov chains with finite or countable state space is presented. The
estimates of probability of error are constructed for this cases, under the as-
sumption that the optimal rule generating examples belongs to a pre-specified
class of decision rules. There is also a track of research on prediction under
the assumption that the distribution generating examples is stationary and
ergodic. The basic difference from our learning task, apart from different
probabilistic assumption, is in that we are only concerned with object-label
dependence, while in predicting ergodic sequences it is label-label (time se-
ries) dependence that is of primary interest. On this task see [24, 2, 21, 22]
and references therein. Another approach is taken in [12, 3] where the PAC
model is generalised to allow concepts changing over time. Here the method-
ology is proposed to track time series dependences, that is the authors find
some classes of dependences which can be exploited for learning. Again the
difference with our approach is that we try to find a (broad) class of problems
where the time series dependence can be ignored by any reasonable pattern
recognition method rather than constructing methods to use some specific
dependences of this kind.
2 Definitions and General Results
Consider a sequence of examples (x1, y1), (x2, y2), . . . ; each example zi :=
(xi, yi) consists of an object xi ∈ X and a label yi := η(xi) ∈ Y, where X
is a measurable space called an object space, Y := {0, 1} is called a label
space and η : X → Y is some deterministic function. For simplicity we
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made the assumption that the space Y is binary, but all results easily extend
to the case of any finite space Y. The notation Z := X × Y is used for
the measurable space of examples. Objects are drawn according to some
probability distribution P on X∞ (and labels are defined by η). Thus we
consider only the case of deterministically defined labels (that is, the noise-
free model); in section 5 we discuss possible generalisations.
The notation P is used for distributions on X∞ while the symbol P is
reserved for distributions on X. In the latter case P∞ denotes the i.i.d.
distribution on X∞ generated by P . Correspondingly we will use symbols
E, E and E∞ for expectations over spaces X∞ and X. Letters x, y, z (with
indices) will be used for elements of spaces X,Y,Z correspondingly, while
letters X, Y, Z are reserved for random variables on these spaces.
The traditional assumption about the distribution P generating objects is
that examples are independently and identically distributed (i.i.d.) according
to some distribution P on X (i.e. P = P∞).
Here we replace this assumption with the following two conditions.
First, for any n ∈ N and for any measurable set A ⊂ X
P(Xn ∈ A | Yn, X1, Y1, . . . , Xn−1, Yn−1) = P(Xn ∈ A | Yn) (1)
(i.e. some versions of conditional probabilities coincide). This condition looks
very much like Markov condition which requires that each object depends on
the past only through its immediate predecessor. The condition (1) says that
each object depends on the past only through its label.
Second, for any y ∈ Y, for any n1, n2 ∈ N and for any measurable set
A ⊂ X
P(Xn1 ∈ A | Yn1 = y) = P(Xn2 ∈ A | Yn2 = y) (2)
(i.e. the process is uniform in time; (1) allows dependence in n).
Note that the first condition means that objects are conditionally in-
dependent given labels (on conditional independence see [7]). Under the
conditions (1) and (2) we say that objects are conditionally independent and
identically distributed (conditionally i.i.d).
For each y ∈ Y denote the distribution P(Xn | Yn = y) by Py (it does
not depend on n by (2) ). Clearly, the distributions P0 and P1 define some
distributions P on X up to a parameter p ∈ [0, 1]. That is, Pp(A) = pP1(A)+
(1−p)P0(A) for any measurable set A ⊂ X and for each p ∈ [0, 1]. Thus with
each distribution P satisfying the assumptions (1) and (2) we will associate
a family of distributions Pp, p ∈ [0, 1].
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The assumptions of the conditional model can be also interpreted as fol-
lows. Assume that we have some individual sequence (yn)n∈N of labels and
two probability distributions P0 and P1 on X, such that there exists sets X0
and X1 in X such that P1(X1) = P0(X0) = 1 and P0(X1) = P1(X0) = 0
(i.e. X0 and X1 define some function η). Each example xn ∈ X is drawn
according to the distribution Pyn ; examples are drawn independently of each
other.
A predictor is a measurable function Γn := Γ(x1, y1, . . . , xn, yn, xn+1) tak-
ing values in Y (more formally, a family of functions indexed by n).
The probability of error of a predictor Γ on each step n is defined as
errn(Γ,P, z1, . . . , zn) := P
{
(x, y) ∈ Z : y 6= Γn(z1, . . . , zn, x)
}
(zi, 1 ≤ i ≤ n are fixed and the probability is taken over zn+1). We will
sometimes omit some of the arguments of errn when it can cause no confusion;
in particular, we will often use a short notation P(errn(Γ, Z1, . . . , Zn) > ε)
and an even shorter one P(errn(Γ) > ε) in place of
P
{
z1, . . . , zn : errn(Γ,P, z1, . . . , zn) > ε
}
.
For a pair of distributions P0 and P1 and any δ ∈ (0, 1/2) define
▽δ(P0, P1, n, ε) := sup
p∈[δ,1−δ]
P∞p (errn(Γ) > ε) (3)
For a predictor Γ and a distribution P on X define
∆(P, n, z1, . . . , zn) := max
j≤κn; pi:{1,...,n}→{1,...,n}
| errn(Γ, P∞, z1, . . . , zn)−
errn−j(Γ, P
∞, zpi(1), . . . , zpi(n−j))|.
Define the tolerance to data of Γ as
∆(P, n, ε) := P n
(
∆(P, n, Z1, . . . , Zn) > ε
)
(4)
for any n ∈ N, any ε > 0 and κn :=
√
n log n (see the end of Section 5 for
the discussion of the choice of the constants κn). Furthermore, for a pair of
distributions P0 and P1 and any δ ∈ (0, 1/2) define
∆δ(P0, P1, n, ε) := sup
p∈[δ,1−δ]
∆(Pp, n, ε).
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Tolerance to data means, in effect, that in any typical large portion of
data there is no small portion that changes strongly the probability of error.
This property should also hold with respect to permutations.
We will also use another version of tolerance to data, in which instead of
removing some examples we replace them with an arbitrary sample z′j , . . . , z
′
n
consistent with η:
∆¯(P, z1, . . . , zn) := sup
j<κn;pi:{1,...,n}→{1,...,n};z′n−j ,...,z′n
| errn(Γ, P∞, z1, . . . , zn)− errn(Γ, P∞, ζ1, . . . , ζn)|,
where ζpi(i) := zpi(i) if i < n − j and ζpi(i) := z′i otherwise; the maximum is
taken over all z′i, n− j < i ≤ n consistent with η. Define
∆¯(P, n, ε) := P n
(
∆¯(P, n, Z1, . . . , Zn) > ε
)
and
∆¯δ(P0, P1, n, ε) := sup
p∈[δ,1−δ]
∆¯(Pp, n, ε).
The same notational convention will be applied to ∆ and ∆¯ as to errn.
Various notions similar to tolerance to data have been studied in litera-
ture. Perhaps first they appeared in connection with deleted or condensed
estimates (see e.g. [23]), and were later called stability (see [6, 14] for present
studies of different kinds of stability, and for extensive overviews). Naturally,
such notions arise when there is a need to study the behaviour of a predictor
when some of the training examples are removed. These notions are much
similar to what we call tolerance to data, only we are interested in the maxi-
mal deviation of probability of error while usually it is the average or minimal
deviations that are estimated.
A predictor developed to work in the off-line setting should be, loosely
speaking, tolerant to small changes in a training sample. The next theorem
shows under which conditions this property of a predictor can be utilised.
Theorem 1. Suppose that a distribution P generating examples is such that
the objects are conditionally i.i.d, i.e. P satisfies (1) and (2). Fix some
δ ∈ (0, 1/2], let p(n) := 1
n
#{i ≤ n : Yi = 1} and Cn := P(δ ≤ p(n) ≤ 1 − δ)
for each n ∈ N. Let also αn := 11−1/√n . For any predictor Γ and any ε > 0
we have
P(errn(Γ) > ε) ≤ C−1n αn
(▽δ(P0, P1, n+ κn, δε/2)
+ ∆δ(P0, P1, n+ κn, δε/2)
)
+ (1− Cn), (5)
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and
P(errn(Γ) > ε) ≤ C−1n αn
(▽δ(P0, P1, n, δε/2)
+ ∆¯δ(P0, P1, n, δε/2)
)
+ (1− Cn). (6)
The proofs for this section can be found in Appendix A.
The theorem says that if we know with some confidence Cn that the rate
of occurrence of each label is not less than some (small) δ, and have some
bounds on the error rate and tolerance to data of a predictor in the i.i.d.
model, then we can obtain bounds on its error rate in the conditional model.
Thus we have a tool for estimating the performance of a predictor on each
finite step n. In Section 4 we will show how this result can be applied to
predictors minimising empirical risk. However, if we are only interested in
asymptotic results the formulations can be somewhat simplified.
Consider the following asymptotic condition on the frequencies of labels.
Define p(n) := 1
n
#{i ≤ n : Yi = 1}. We say that the rates of occurrence of
labels are bounded from below if there exist such δ, 0 < δ < 1/2 that
lim
n→∞
P(p(n) ∈ [δ, 1− δ]) = 1. (7)
As the condition (7) means Cn → 1 we can derive from Theorem 1 the
following corollary.
Corollary 1. Suppose that a distribution P satisfies (1), (2), and (7) for
some δ ∈ (0, 1/2]. Let Γ be such a predictor that
lim
n→∞
▽δ(P0, P1, n, ε) = 0 (8)
and either
lim
n→∞
∆δ(P0, P1, n, ε) = 0 (9)
or
lim
n→∞
∆¯δ(P0, P1, n, ε) = 0 (10)
for any ε > 0. Then
E(errn(Γ,P, Z1, . . . , Zn))→ 0.
In Section 3 we show how this statement can be applied to prove weak con-
sistence of some classical nonparametric predictors in the conditional model.
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3 Application to classical nonparametric pre-
dictors
In this section we will consider two types of classical nonparametric predic-
tors: partitioning and nearest neighbour classifiers.
The nearest neighbour predictor assigns to a new object xn+1 the label
of its nearest neighbour among x1, . . . , xn:
Γn(x1, y1, . . . , xn, yn, xn+1) := yj,
where j := argmini=1,...,n ‖x− xi‖.
For i.i.d. distributions this predictor is also consistent, i.e.
E∞(errn(Γ, P
∞))→ 0,
for any distribution P on X (see [8]).
We generalise this result as follows.
Theorem 2. Let Γ be the nearest neighbour classifier. Let P be some distri-
bution on X∞ satisfying (1), (2) and (7). Then
E(errn(Γ,P))→ 0.
The proofs for this section can be found in Appendix B.
A partitioning predictor on each step n partitions the object space X =
R
d, d ∈ N into disjoint cells An1 , An2 , . . . and classifies in each cell according
to the majority vote:
Γ(z1, . . . , zn, x) :=
{
0 if
∑n
i=1 Iyi=1Ixi∈A(x) ≤
∑n
i=1 Iyi=0Ixi∈A(x)
1 otherwise,
where A(x) denotes the cell containing x. Define
diam(A) := sup
x,y∈A
‖x− y‖
and
N(x) :=
n∑
i=1
Ixi∈A(x).
It is a well known result (see, e.g. [10]) that a partitioning predictor is
weakly consistent, provided certain regulatory conditions on the size of cells.
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More precisely, let Γ be a partitioning predictor such that diam(A(X))→ 0
in probability and N(X) → ∞ in probability. Then for any distribution P
on X
E∞(errn(Γ, P∞))→ 0.
We generalise this result to the case of conditionally i.i.d. examples as
follows.
Theorem 3. Let Γ be a partitioning predictor such that diam(A(X)) → 0
in probability and N(X)→∞ in probability, for any distribution generating
i.i.d. examples. Then
E(errn(Γ,P))→ 0
for any distribution P on X∞ satisfying (1), (2) and (7).
Observe that we only generalise results concerning weak consistency of
(one) nearest neighbour and non-data-dependent partitioning rules. More
general results exist (see e.g. [9],[18]), in particular for data-dependent rules.
However, we do not aim to generalise state-of-the-art results in nonparametric
classification, but rather to illustrate that weak consistency results can be
extended to the conditional model.
4 Application to Empirical Risk Minimisa-
tion.
In this section we show how to estimate the performance of a predictor min-
imising empirical risk (over certain class of functions) using Theorem 1. To do
this we estimate the tolerance to data of such predictors, using some results
from Vapnik-Chervonenkis theory. For the overviews of Vapnik-Chervonenkis
theory see [29, 28, 10].
Let X = Rd for some d ∈ N and let C be a class of measurable functions
of the form ϕ : X→ Y = {0, 1}, called decision functions. For a probability
distribution P on X define err(ϕ, P ) := P (ϕ(Xi) 6= Yi). If the examples
are generated i.i.d. according to some distribution P , the aim is to find a
function ϕ from C for which err(ϕ, P ) is minimal:
ϕP = argminϕ∈C err(ϕ, P ).
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In the theory of empirical risk minimisation this function is approximated
by the function
ϕ∗n := argmin
ϕ∈C
errn(ϕ)
where errn(ϕ) :=
∑n
i=1 Iϕ(Xi)6=Yi is the empirical error functional, based on
a sample (Xi, Yi), i = 1, . . . , n. Thus, Γn(z1, . . . , zn, xn+1) := ϕ
∗
n(xn+1) is a
predictor minimising empirical risk over the class of functions C.
One of the basic results of Vapnik-Chervonenkis theory is the estimation
of the difference of probabilities of error between the best possible function
in the class (ϕP ) and the function which minimises empirical error:
P
(
errn(Γ, P
∞)− err(ϕP , P ) > ε
) ≤ 8S(C, n)e−nε2/128,
where the symbol S(C, n) is used for the n-th shatter coefficient of the class
C:
S(C, n) := max
A:={x1,...,xn}⊂X
#{C ∩ A : C ∈ C}.
Thus,
P (errn(Γ) > ε) ≤ Ierr(ϕP ,P )>ε/2 + 8S(C, n)e−nε
2/512.
A particularly interesting case is when the optimal rule belongs to C, i.e.
when η ∈ C. This situation was investigated in e.g. [27, 5]. Obviously, in
this case ϕP ∈ C and err(ϕP , P ) = 0 for any P . Moreover, a better bound
exists (see [28, 5, 10])
P (errn(Γ, P ) > ε) ≤ 2S(C, n)e−nε/2.
Theorem 4. Let C be a class of decision functions and let Γ be a predic-
tor which for each n ∈ N minimises errn over C on the observed examples
(z1, . . . , zn). Fix some δ ∈ (0, 1/2], let p(n) := 1n#{i ≤ n : Yi = 0} and
Cn := P(δ ≤ p(n) ≤ 1 − δ) for each n ∈ N. Assume n > 4/ε2 and let
αn :=
1
1−1/√n . We have
∆(P0, P1, n, ε) ≤ 16S(C, n)e−nε2/512. (11)
(which does not depend on the distributions P0 and P1) and
P(errn(Γ,P) > ε) ≤ I2 err(ϕP1/2 ,P1/2)>ε/2 (12)
+16αnC
−1
n S(C, n)e−nδ
2ε2/2048 + (1− Cn).
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If in addition η ∈ C then
∆(n, ε) ≤ 4S(C, 2n)2−nε)/8 (13)
and
P(errn(Γ,P) > ε) ≤ 4αnC−1n S(C, n)e−nδε/16 + (1− Cn). (14)
Thus, if we have bounds on the VC dimension of some class of classifiers,
we can obtain bounds on the performance of predictors minimising empirical
error for the conditional model.
Next we show how strong consistency results can be achieved in the con-
ditional model. For general strong universal consistency results (with exam-
ples) see [19, 28, 29].
Denote the VC dimension of C by V (C):
V (C) := max{n ∈ N : S(C, n) = 2n}.
Using Theorem 4 and Borel-Cantelli lemma, we obtain the following corollary.
Corollary 2. Let Ck, k ∈ N be a sequence of classes of decision functions
with finite VC dimension such that limk→0 infϕ∈Ck err(ϕ, P ) = 0 for any dis-
tribution P on X. If kn →∞ and V (C
kn ) logn
n
→ 0 as n→∞ then
err(Γ,P)→ 0 P–a.s.
where Γ is a predictor which in each trial n minimises empirical risk over
Ckn and P is any distribution satisfying (1), (2) and ∑∞n=1(1− Cn) <∞.
In particular, if we use bound on the VC dimension on classes of neural
networks provided in [4] then we obtain the following corollary.
Corollary 3. Let Γ be a classifier that minimises the empirical error over
the class C(k), where C(k) is the class of neural net classifiers with k nodes in
the hidden layer and the threshold sigmoid, and k →∞ so that k log n/n→ 0
as n→∞. Let P be any distribution on X∞ satisfying (1) and (2) such that∑∞
n=1(1− Cn) <∞. Then
lim
n→∞
errn(Γ) = 0 P–a.s.
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5 Discussion
We have introduced “conditionally i.i.d.” model for pattern recognition
which generalises the commonly used i.i.d. model. Naturally, a question
arises whether our conditions on the distributions and on predictors are nec-
essary, or they can be yet more generalised in the same direction. In this
section we discuss the conditions of the new model from this point of view.
The first question is, can the same results be obtained without assump-
tions on tolerance to data? The following negative example shows that some
bounds on tolerance to data are necessary.
Remark 1. There exists a distribution P on X∞ satisfying (1) and (2) such
that P(|pn − 1/2| > 3/n) = 0 for any n (i.e. Cn = 1 for any δ ∈ (0, 1/2)
and n > 3
(1/2−δ)) and a predictor Γ such that P
n
p (errn > 0) ≤ 21−n for any
p ∈ [δ, 1− δ] and P(errn = 1) = 1 for n > 1.
Proof. Let X = Y = {0, 1}. We define the distributions Py as Py(X = y) =
1, for each y ∈ Y (i.e. η(x) = x for each x). The distribution P|Y∞ is defined
as a Markov distribution with transition probability matrix
(
0 1
1 0
)
, i.e. it
always generates sequences of labels . . . 01010101 . . . .
We define the predictor Γ as follows
Γn :=
{
1− xn if |#{i < n : yi = 0} − n/2| ≤ 1,
xn otherwise.
So, in the case when the distribution P is used to generate the examples, Γ
is always seeing either n− 1 zeros and n ones, or n zeros and n ones which,
consequently, will lead it to always predict the wrong label. It remains to
note that this is almost improbable in the case of an i.i.d. distribution.
Another point is the requirement on the frequencies of labels. In particu-
lar, the assumption (7) might appear redundant: if the rate of occurrence of
some label tends to zero, can we just ignore this label without affecting the
asymptotic? It appears that this is not the case, as the following example
illustrates.
Remark 2. There exist a distribution P on X∞ which satisfies (1) and
(2) but for which the nearest neighbour predictor is not consistent, i.e. the
probability of error does not tend to zero.
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Proof. Let X = [0, 1], let η(x) = 0 if x is rational and η(x) = 1 otherwise.
The distribution P1 is uniform on the set of irrational numbers, while P0 is
any distribution such that P (x) 6= 0 for any rational x. (This construction
is due to T. Cover.) The nearest neighbour predictor is consistent for any
i.i.d. distribution which agrees with the definition, i.e. for any p = P (Y =
1) ∈ [0, 1].
Next we construct the distribution P|Y∞. Fix some ε, 0 < ε < 1. Assume
that according to P the first label is always 1, (i.e. P(y1 = 1) = 1; the object
is an irrational number). Next k1 labels are always 0 (rationals), then follows
1, then k2 zeros, and so on. It is easy to check that there exists such sequence
k1, k2, . . . that with probability at least ε we have
max
i<n: Xi is irrational
P1{x : Xi is the nearest neighbour of x} ≤ 1− ε
m(n)
,
where m(n) is the total number of irrational objects up to the trial n. On
each step n such that n = t+
∑t
j=1 kt for some t ∈ N (i.e. on each irrational
object) we have
E(errn(Γ,P))
≥ ε

1− ∑
j<n: Xj is irrational
P(Xj is the nearest neighbour of X)

 ≥ ε2
As irrational objects are generated infinitely often (that is, with intervals ki),
the probability of error does not tend to zero.
Another question is whether the results can be generalised to the case of
non-deterministically defined labels, which is often considered in literature.
It should be noted that we consider the task of learning object-label depen-
dence, ignoring the label-label dependence (and prohibiting any dependence
apart from these). On one hand, it allows us to consider any sort of label-
label dependence. On the other hand, the best bound on the probability
of error we can obtain is the maximum of the class-conditional probabilities
of error (as nothing is known about the probability of the next label), and
not the so-called Bayes error, which is the best achievable bound in the i.i.d.
case.
Thus, if we want to consider stochastically defined labels, we should re-
strict our attention to class-conditional probabilities of error. On this way
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also some obstacles can be met. In particular, the function η, which in this
case is defined as η(x) := P(Yn = 1|Xn = x) should not depend on n, which
will require more restrictive definition of constants Cn and the condition (7).
We leave this question for further investigation.
One more point which needs clarification is the choice of the constants κn.
We have fixed these constants for the sake of simplicity of notations, however,
they can be made variable, as long as κn obeys the following condition.
lim
n→∞
{n|pn − p| ≤ κn} = 0
almost surely for any p ∈ (0, 1) and any probability distribution P on X such
that P (y = 1) = p, where pn :=
1
n
#{i ≤ n : Yi = 0}.
Appendix A: proofs for Section 2
Before proceeding with the proof of Theorem 1 we give some definitions and
supplementary facts.
Define the conditional probabilities of error of Γ as follows
err0n(Γ,P, z0, . . . , zn) := P(Yn+1 6= Γ(z1, . . . , zn, Xn+1)|Yn+1 = 0),
err1n(Γ,P, z0, . . . , zn) := P(Yn+1 6= Γ(z1, . . . , zn, Xn+1)|Yn+1 = 1),
(with the same notational convention as used with the definition of errn(Γ)).
In words, for each y ∈ Y = {0, 1} we define erryn as the probability of all
x ∈ X, such that Γ makes an error on n’th trial, given that Yn+1 = y and
fixed z1, . . . , zn.
For any y := (y1, y2, . . . ) ∈ Y∞, define yn := (y1, . . . , yn) and pn(y) :=
1
n
#{i ≤ n : yi = 0}, for n > 1.
Clearly (from the assumption (1)) the random variables X1, . . . , Xn are
mutually conditionally independent given Y1, . . . , Yn, and by (2) they are
distributed according to PYi, 1 ≤ i ≤ n. Hence, the following statement is
valid.
Lemma 1. Fix some n > 1 and some y ∈ Y∞ such that P((Y1, . . . .Yn+1) =
yn+1) 6= 0. Then
P
(
erryn+1n (Γ) > ε
∣∣ (Y1, . . . , Yn) = yn)
= P np
(
erryn+1n (Γ) > ε
∣∣ (Y1, . . . , Yn) = yn)
for any p ∈ (0, 1).
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Proof of Theorem 1. Fix some n > 1, some y ∈ Y and such y1 ∈ Y∞ that
nδ ≤ pn(y1) ≤ n(1 − δ) and P((Y1, . . . , Yn) = y1n) 6= 0. Let p := pn(y1)/n.
We will find bounds on P
(
errn(Γ) > ε | (Y1, . . . , Yn) = y1n
)
, first in terms of
∆ and then in terms of ∆¯.
Lemma 1 allows us to pass to the i.i.d. case:
P
(
erryn(Γ, X1, y
1
1, . . . , Xn, y
1
n, Xn+1) > ε
)
= P np
(
erryn(Γ, X1, y
1
1, . . . , Xn, y
1
n, Xn+1) > ε
)
for any y such that P(Y1 = y
1
1, . . . , Yn = y
1
n, Yn+1 = y) 6= 0 (recall that we use
upper-case letters for random variables and lower-case for fixed variables, so
that the probabilities in the above formula are labels-conditional).
Clearly, for δ ≤ p ≤ 1−δ we have errn(Γ, Pp) ≤ maxy∈Y(erryn(Γ, Pp)), and
if errn(Γ, Pp) < ε then err
y
n(Γ, Pp) < ε/δ for each y ∈ Y.
Let m be such number that m − κm = n. For any y2 ∈ Y∞ such
that |mpm(y2) − mp| ≤ κm/2 there exist such mapping pi : {1, . . . , n} →
{1, . . . , m} that y2pi(i) = y1i for any i ≤ n. Define random variables X ′1 . . .X ′m
as follows: X ′pi(i) := Xi for i ≤ n, while the rest κm of X ′i are some random
variables independent from X1, . . . , Xn and from each other, and distributed
according to Pp (a “ghost sample”). We have
P np
(
erryn(X1, y
1
1, . . . , Xn, y
1
n) > ε
)
= Pmp
(
erryn(X1, y
1
1, . . . , Xn, y
1
n)− erryn(X ′1, y21, . . . , X ′m, y2m)
+ erryn(X
′
1, y
2
1, . . . , X
′
m, y
2
m) > ε
)
≤ Pmp
(∣∣ erryn(X ′1, y21, . . . , X ′n, y2n)− erryn(X1, y11, . . . , Xn, y1n)∣∣ > ε/2)
+P np
(
erryn(X
′
1, y
2
1, . . . , X
′
n, y
2
n) > ε/2
)
.
Observe that y2 was chosen arbitrary (among sequences for which |mpm(y2)−
mp| ≤ κm/2) and (X1, y11, . . . , Xny1n) can be obtained from (X ′1, y21, . . . , X ′my2m)
by removing at most κm elements and applying some permutation. Thus the
first term is bounded by
Pmp
(
max
j≤κm; pi:{1,...,m}→{1,...,m}
| errym(Γ, Z1, . . . , Zm)−
errym−j(Γ, Zpi(1), . . . , Zpi(m−j))| > ε/2
∣∣ |mp(m)−mp| ≤ κm/2)
≤ ∆(Pp, m, δε/2)
P np (|mp(m)−mp| ≤ κm)
≤ 1
1− 1/√m∆(Pp, m, δε/2),
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and the second term is bounded by 1
1−1/√mP
m
p (errm(Γ) > δε/2). Hence
P np
(
erryn(X1, y
1
1, . . . , Xn, y
1
n) > ε
)
≤ αn
(
∆(Pp, m, δε/2) + P
m
p (errm(Γ) > δε/2)
)
. (15)
Next we establish a similar bound in terms of ∆¯. For any y2n ∈ Yn such
that |npn(y2) − np| ≤ κn/2 there exist such permutations pi1, pi2 of the set
{1, . . . , n} that y1pi1(i) = y2pi2(i) for any i ≤ n − δκn. Denote n − δκn by n′
and define random variables X ′1 . . . X
′
n as follows: X
′
pi2(i)
:= Xpi1(i) for i ≤ n′,
while for n′ < i ≤ n X ′i are some “ghost” random variables independent from
X1, . . . , Xn and from each other, and distributed according to Pp. We have
P np
(
erryn(X1, y
1
1, . . . , Xn, y
1
n) > ε
)
≤ P n+κnp
(∣∣ erryn(X ′1, y21, . . . , X ′n, y2n)− erryn(X1, y11, . . . , Xn, y1n)∣∣ > ε/2)
+ P np
(
erryn(X
′
1, y
2
1, . . . , X
′
n, y
2
n) > ε/2
)
,
Again, as y2 was chosen arbitrary (among sequences for which |npn(y2) −
np| ≤ κn/2) and (X1, y11, . . . , Xny1n) differs from (X ′1, y21, . . . , X ′ny2n) in at most
κn elements, up to some permutation. Thus the first term is bounded by
P np
(
sup
j<κn;pi:{1,...,n}→{1,...,n};z′n−j ,...,z′n
| erryn(Z1, . . . , Zn)
− erryn(ζ1, . . . , ζn)| > ε/2
∣∣ |np(n)− np| ≤ κn/2)
≤ αn∆¯(Pp, n, δε/2),
and the second term is bounded by αnP
n
p (errn(Γ) > δε/2). Hence
P np
(
erryn(X1, y
1
1, . . . , Xn, y
1
n) > ε
)
≤ αn
(
∆¯(Pp, n, δε/2) + P
n
p (errn(Γ) > δε/2)
)
. (16)
Finally, as y1 was chosen arbitrary among sequences y ∈ Y∞ such that
nδ ≤ pn(y1) ≤ n(1− δ) from (15) and (16) we obtain (5) and (6). 
Appendix B: proofs for Section 3
The first part of the proof is common for theorems 2 and 3. Let us fix some
distribution P satisfying conditions of the theorems. It is enough to show
that
sup
p∈[δ,1−δ]
E∞(errn(Γ, Pp, Z1, . . . , Zn))→ 0
and
sup
p∈[δ,1−δ]
E∞(∆¯(Pp, n, Z1, . . . , Zn))→ 0
for nearest neighbour and partitioning predictor, and apply Corollary 1.
Observe that both predictors are symmetric, i.e. do not depend on the
order of Z1, . . . , Zn. Thus, for any z1, . . . , zn
∆¯(Pp, n, z1, . . . , zn) = sup
j≤κn; pi:{1,...,n}→{1,...,n},z′n−j ,...,z′n
| errn(Γ, Pp, z1, . . . , zn)− errn(Γ, Pp, zpi(1), . . . , zpi(n−j), z′n−j, . . . , z′n)|,
where the maximum is taken over all z′i consistent with η, n − j ≤ i ≤ n.
Define also the class-conditional versions of ∆¯:
∆¯y(Pp, n, z1, . . . , zn) := sup
j≤κn; pi:{1,...,n}→{1,...,n},z′n−j ,...,z′n
| erryn(Γ, Pp, z1, . . . , zn)− erryn(Γ, Pp, zpi(1), . . . , zpi(n−j), z′n−j, . . . , z′n)|.
Note that (omitting z1, . . . , zn from the notation) errn(Γ, Pp) ≤ err0n(Γ, Pp)+
err1n(Γ, Pp) and ∆¯(Pp, n) ≤ ∆¯0(Pp, n)+∆¯1(Pp, n). Thus, it is enough to show
that
sup
p∈[δ,1−δ]
E∞(err1n(Γ, Pp))→ 0 (17)
and
sup
p∈[δ,1−δ]
E∞(∆¯1(Pp, n))→ 0. (18)
Observe that for each of the predictors in question the probability of error
given that the true label is 1 will not decrease if an arbitrary (possibly large)
portion of training examples labelled with ones is replaced with an arbitrary
(but consistent with η) portion of the same size of examples labelled with
zeros. Thus, for any n and any p ∈ [δ, 1 − δ] we can decrease the number of
ones in our sample (by replacing the corresponding examples with examples
from the other class) down to (say) δ/2, not decreasing the probability of
error on examples labelled with 1. So,
E∞(err1n(Γ, Pp)) ≤ E∞(err1n(Γ, Pδ/2|pn = δ/2)) + Pp(pn ≤ δ/2), (19)
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where as usual pn :=
1
n
#{i ≤ n : yi = 1}. Obviously, the last term (quickly)
tends to zero. Moreover, it is easy to see that
E∞(err1n(Γ, Pδ/2)|pn = n(δ/2))
≤ E∞( err1n(Γ, Pδ/2)∣∣|n(δ/2)− pn| ≤ κn/2)+ E∞(∆¯1(Pδ/2, n))
≤ 1
1− 1/√nE
∞(err1n(Γ, Pδ/2)) + E
∞(∆¯1(Pδ/2, n)). (20)
The first term tends to zero, as it is known from the results for i.i.d. processes;
thus, to establish (17) we have to show that
E(∆¯1(Pp, n, Z1, . . . , Zn))→ 0 (21)
for any p ∈ (0, 1).
We will also show that (21) is sufficient to prove (18). Indeed,
∆¯1(Pp, n, z1, . . . , zn) ≤ err1n(Γ, Pp, z1, . . . , zn)+
sup
j≤κn; pi:{1,...,n}→{1,...,n},z′n−j ,...,z′n
err1n(Γ, Pp, zpi(1), . . . , zpi(n−j), z
′
n−j, . . . , z
′
n)
Denote the last summand by D. Again, we observe that D will not decrease
if an arbitrary (possibly large) portion of training examples labelled with
ones is replaced with an arbitrary (but consistent with η) portion of the
same size of examples labelled with zeros. Introduce ∆˜1(Pp, n, z1, . . . , zn) as
∆¯1(Pp, n, z1, . . . , zn) with κn in the definition replaced by
2
δ
κn. Using the
same argument as in (19) and (20) we have
E∞(D) ≤ 1
1− 1/√n
(
E∞(∆˜1(Pδ/2, n))+E∞(errn(Γ, Pδ/2)
)
+Pp(pn ≤ δ/2).
Thus, (18) holds true if (21) and
E∞(∆˜1(Pp, n, Z1, . . . , Zn))→ 0. (22)
Finally, we will prove (21); it will be seen that the proof of (22) is analo-
gous (i.e. replacing κn by
2
δ
κn does not affect the proof). Note that
E∞(∆¯(Pp, n, Z1, . . . , Zn)) ≤ Pp
(
sup
j≤κn; pi:{1,...,n}→{1,...,n},z′n−j ,...,z′n∣∣ errn(Γ, Pp, Z1, . . . , Zn) 6= errn(Γ, Pp, Zpi(1), . . . , Zpi(n−j), z′n−j, . . . , z′)∣∣),
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where the maximum is taken over all z′i consistent with η, n − j ≤ i ≤ n.
The last expression should be shown to tend to zero. This we will prove for
each of the predictors separately.
Nearest Neighbour predictor. Fix some distribution Pp, 0 < p < 1 and
some ε > 0. Fix also some n ∈ N and define (leaving x1, . . . , xn implicit)
Bn(x) := P
n+1
p {t ∈ X : t and x have the same nearest neighbour among x1, . . . , xn}
and Bn := E(Bn(X)) Note that E
∞(Bn) = 1/n, where the expectation is
taken over X1, . . . , Xn. Define B := {(x1, . . . , xn) ∈ Xn : Bn ≤ 1/nε} and
A(x1, . . . , xn) := {x : Bn(x) ≤ 1/nε2}. Applying Markov’s inequality twice,
we obtain
E∞(∆¯(Pp, n)) ≤ E∞(∆¯(Pp, n)|(X1, . . . , Xn) ∈ B) + ε
≤ E∞
(
sup
j≤κn; pi:{1,...,n}→{1,...,n},z′n−j ,...,z′n
Pp
{
x : errn(Γ, Pp, Z1, . . . , Zn) 6= errn(Γ, Pp, Zpi(1), . . . , Zpi(n−j), z′n−j, . . . , z′n)∣∣x ∈ A(X1, . . . , Xn)}∣∣(X1, . . . , Xn) ∈ B) + 2ε.
(23)
Removing one point xi from a sample x1, . . . , xn we can only change the
value of Γ in the area
{x ∈ X : xi is the nearest neighbour of x} = Bn(xi),
while adding one point x0 to the sample we can change the value of Γ in the
area
Dn(x0) := {x ∈ X : x0 is the nearest neighbour of x}.
It can be shown that the number of examples (among x1, . . . , xn) for which
a point x0 is the nearest neighbour is not greater than a constant γ which
depends only the space X (see [10], Corollary 11.1). Thus,
Dn(x0) ⊂ ∪i=j1,...,jγBn(xi)
for some j1, . . . , jγ, and so
E∞(∆¯(Pp, n)) ≤ 2ε+ 2(γ + 1)κnE∞( max
x∈A(X1,...,Xn)
Bn(x)|(X1, . . . , Xn) ∈ B)
≤ 2κnγ + 1
nε2
+ 2ε,
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which, increasing n, can be made less than 3ε. 
Partitioning predictor. For any measurable sets B ⊂ Xn and A ⊂ X
define
D(B,A) := E∞
(
sup
j≤κn; pi:{1,...,n}→{1,...,n},z′n−j ,...,z′n
Pp
{
x : errn(Γ, Pp, Z1, . . . , Zn) 6= errn(Γ, Pp, Zpi(1), . . . , Zpi(n−j), z′n−j, . . . , z′n)∣∣x ∈ A}∣∣(X1, . . . , Xn) ∈ B)+ 2ε.
and D := D(Xn,X).
Fix some distribution Pp, 0 < p < 1 and some ε > 0. Introduce
ηˆ(x,X1, . . . , Xn) :=
1
N(x)
n∑
i=1
IYi=1IXi∈A(x)
(X1, . . .Xn will usually be omitted). From the consistency results for i.i.d.
model (see, e.g. [10], Theorem 6.1) we know that En+1|ηˆn(X)− η(X)| → 0
(the upper index in En+1 indicating the number of examples it is taken over).
Thus, E|ηˆn(X) − η(X)| ≤ ε4 from some n on. Fix any such n and let
B := {(x1, . . . , xn) : E|ηˆn(X)−η(X)| ≤ ε2}. By Markov inequality we obtain
Pp(B) ≥ 1−ε2. For any (x1, . . . , xn) ∈ B let A(x1, . . . , xn) be the union of all
cells Ani for which E(|ηˆn(X)− η(X)||X ∈ Ani ) ≤ ε. Clearly, with x1, . . . , xn
fixed, Pp(X ∈ A(x1, . . . , xn)) ≥ 1− ε. Moreover, D ≤ D(B,A) + ε+ ε2.
Fix A := (x1, . . . , xn) for some (x1, . . . , xn) ∈ B. Since η(x) is always
either 0 or 1, to change a decision in any cell A ⊂ A we need to add or
remove at least (1− ε)N(A) examples, where N(A) := N(x) for any x ∈ A.
Let N(n) := E(N(X)) and A(n) := E(Pp(A(X)). Clearly,
N(n)
nA(n)
= 1 for any
n, as EN(X)
n
= A(n).
As before, using Markov inequality and shrinking A if necessary we can
have Pp(
ε2nA(X)
N(n)
≤ ε|X ∈ A) = 1, Pp( ε
2nA(n)
N(X)
≤ ε|X ∈ A) = 1, and D ≤
D(B,A) + 3ε + ε2. Thus, for all cells A ⊂ A we have N(A) ≥ εnA(n), so
that the probability of error can be changed in at most 2 κn
(1−ε)εnA(n) cells; but
the probability of each cell is not greater than N(n)
εn
. Hence E∞(∆¯(Pp, n)) ≤
2 κn
n(1−ε)ε2 + 3ε+ ε
2. 
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Appendix C: proofs for Section 4
Proof of Theorem 4. Fix some probability distribution Pp and some n ∈ N.
Let ϕ× be any decision rule ϕ ∈ C picked by Γn−κn on which (along with the
corresponding permutation) the maximum
max
j≤κn; pi:{1,...,n}→{1,...,n}
| errn(Γ, z1, . . . , zn)− errn−j(Γ, zpi(1), . . . , zpi(n−j))|
is reached. We need to estimate P n(| err(ϕ∗)− err(ϕ×)| > ε).
Clearly, |errn(ϕ×)−errn(ϕ∗)| ≤ κn, as κn is the maximal number of errors
which can be made on the difference of the two samples.
Moreover,
P n
(| err(ϕ∗n)− err(ϕ×)| > ε)
≤ P n(| err(ϕ∗n)− 1nerrn(ϕ∗)| > ε/2)
+P n
(| 1
n
errn(ϕ
×)− err(ϕ×)| > ε/2− κn/n
)
Observe that
P n(sup
ϕ∈C
| 1
n
errn(ϕ)− err(ϕ)| > ε) ≤ 8S(C, n)e−nε2/32, (24)
see [10], Theorem 12.6. Thus,
∆(Pp, n, ε) ≤ 16S(C, n)e−n(ε/2−κn/n)2/32 ≤ 16S(C, n)e−nε2/512
for n > 4/ε2. So,
P(errn(Γ,P) > ε) ≤ Isupp∈[δ,1−δ] err(ϕPp ,Pp)>ε/2
+16αC−1n S(C, n)e−nδ
2ε2/2048 + (1− Cn).
It remains to notice that
err(ϕPp, Pp) = inf
ϕ∈C
(p err1(ϕ, Pp) + (1− p) err0(ϕ, Pp))
≤ inf
ϕ∈C
(err1(ϕ, P1/2) + err
0(ϕ, P1/2)) = 2 err(ϕP1/2 , P1/2)
for any p ∈ [0, 1].
So far we have proven (11) and (12); (13) and (14) can be proven analo-
gously, only for the case η ∈ C we have
P n(sup
ϕ∈C
| 1
n
errn(ϕ)− err(ϕ)| > ε) ≤ S(C, n)e−nε
instead of (24), and err(ϕPp, Pp) = 0. 
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