Abstract. We propose several models to segment images corrupted by additive or multiplicative noise, and by a smooth field (as global intensity inhomogeneity), in a variational curve evolution approach. The proposed energies can be seen as particular K − f unctionals or J − f unctionals that arise in the theory of interpolation between spaces. In the additive case, we decompose an image function u 0 into the sum v + w + noise. Here, v is a piecewise-constant component, capturing edges and discontinuities, while w is a smooth component, capturing global intensity inhomogeneities. We also propose a piecewiseconstant segmentation model of data corrupted by multiplicative noise; the fidelity term is chosen appropriately for such degradation model. Then, we extend this model to piecewise-smooth segmentation, decomposing the data u 0 into the product v · w · noise, where again v is piecewise-constant, while w is smooth. Theoretical and experimental results are presented.
Introduction
Important problems in image analysis are noise removal, object and boundary detection, and partitioning. We introduce and analyze several models for image segmentation, decomposition and denoising. Implicit representation [9] , [10] , [15] is used to represent edges in a variational approach, as in [23] , [5] , [6] , [21] . The proposed methods continue the existing curve evolution techniques based on implicit representation and on region based segmentation model [14] , such as [5] , [6] , [21] , [20] , [19] .
We first decompose a given image u 0 into the sum v + w + noise, where v is piecewise-constant, modeling sharp edges, while w is smooth, capturing global intensity inhomogeneities, smooth variations, variable lightning. A related prior work in a variational approach, while proposed for image restoration and not for image segmentation, is [4] , where, given an image data u 0 ∈ L 2 (Ω), two components v and w are extracted from u 0 , such that u 0 = v + w + noise, by solving inf v,w Ω |∇v| + α Ω |D 2 w| + λ Ω |u 0 − v − w| 2 dx . Thus v will be close to a piecewise-constant image (a function of bounded variation), and w close to a smooth image of bounded Hessian. In the present work, we will explicitly impose that v is piecewise-constant, thus edges will be extracted from u 0 . The degradation model will be u 0 = v + w + noise, with Gaussian additive noise of zero mean, and with the above properties on v and w respectively, piecewise-constant and smooth. We also consider the multiplicative case in a curve evolution segmentation approach. Here, we use a fidelity term inspired by the image restoration model [17] , [18] . In [17] , [18] , a model for image restoration in the presence of multiplicative noise was proposed, by solving inf u λ Ω | u0 u − 1| 2 dx + Ω |∇u| . In the present work, u will be represented by u = vw, with v piecewise-constant and w ≡ 1 or w is smooth. Thus, we assume that the data u 0 follows a degradation model with multiplicative noise (of the form noise = 1+"noise", where "noise" is Gaussian noise of zero mean), given by u 0 = v·w·noise. In medical imaging, the factor w is called a bias field or intensity inhomogeneity. A related work to our multiplicative piecewisesmooth model with segmentation has been proposed in [13] , where the bias field is also smooth, multiplicative and represented by w, u is piecewise-constant as in [5] , [6] , but the noise is additive, and not multiplicative: u 0 = v · w + noise. Thus our proposed purely multiplicative model u 0 = v · w · noise will have a different fidelity term, inspired from [17] , [18] , and it applies to a different statistical model. Other related models that deal with intensity inhomogeneities and bias fields, by different approaches, are [22] and [1] . We would like to mention that many techniques in image analysis (like the functional minimizations introduced here) can be seen as particular cases of K − f unctionals or J −f unctionals arising in the theory of interpolation between spaces [3] , [2] . In general, two function Banach spaces X 1 and X 2 are considered, with X 1 ⊂ X 2 , or X 1 smoother than X 2 , and to u 0 ∈ X 1 + X 2 and λ > 0 is associated a J − f unctional J(u 0 , λ) = inf u0=u1+u2,u1∈X1,u2∈X2
where p ≥ 1 is a constant. In image analysis, canonical examples of J −f unctionals include the image segmentation model [14] (given here in a weak formulation [7] ),
is open, bounded, connected, and with C 1 boundary, H 1 is the 1-dimensional Hausdorff measure, and S u is the jump-set of u ∈ SBV (Ω) = X 1 , the space of special functions of bounded variation. A second canonical example in image restoration is given by the J − f unctional [16] ,
In [21] , computational models for piecewise-constant (PC) segmentation and piecewise-smooth (PS) segmentation have been introduced, which can represent n phases in an image using m = log 2 (n) level set functions, in the framework of the segmentation model [14] . In the piecewise-constant case, the model from [21] is as follows.
(Ω) be a given noisy image, Ω ⊂ IR 2 , and u be the desired piecewise-constant image that we would like to recover and segment, given that u 0 ≈ u + η, Ω ηdx = 0. Denote Φ = (φ 1 , ..., φ m ) the vector of implicit functions φ i : Ω → IR, and H( Φ) = (H(φ 1 ), ..., H(φ m )) the vector of Heaviside functions. Two pixels (x 1 , x 2 ), (y 1 , y 2 ) ∈ Ω belong to the same phase, if and only if H( Φ(x 1 , x 2 )) = H( Φ(y 1 , y 2 )), and there are up to n = 2 m phases. Let P = {P i : 1 ≤ i ≤ n} be the set of disjoint phases or subsets of the partition, and c = (c 1 , ..., c n ) be an unknown constant vector. Then the energy minimization problem for (PC) segmentation in the case of additive noise can be written as [21] :
In the above functional, for m = 1 and n = 2 we have χ P1 = H(φ 1 ), χ P2 = H(−φ 1 ); for m = 2 and n = 4 we have
, and there are n = 2 m different possibilities to define χ Pi , satisfying 1≤i≤n χ Pi ≡ 1. Here H is the one-dimensional Heaviside function, and the segmented image is given by u(x) = n i=1 c i χ Pi (x). In this paper we propose extensions of these models. The proposed methods could also be written in the general form of a J − f unctional with λ i = λ.
The outline of the paper is as follows. In Section 2 we introduce our proposed models in the additive piecewise-smooth case, and we show existence of minimizers using the standard method of calculus of variations for two particular cases. In Section 3 we extend the model from [5] , [6] to segmentation of piecewise-constant images corrupted by multiplicative noise. In Section 4 we present our multiplicative piecewise-smooth model and give a result for existence of minimizers. The corresponding Euler-Lagrange equations associated with each minimization, together with several experimental results using the proposed 2-phase methods are also presented in each section.
Piecewise-smooth model with additive noise (APS)
For our first model, we will consider the unknown u = v + w, where v is piecewise-constant and w is a smooth function on Ω modeling intensity inhomogeneities. We propose the following energy minimization model, giving the data u 0 and the degradation model u 0 = v + w + noise: minimize
is the Hessian of w, and |D 2 w| = w 2 x1x1 + 2w 2 x1x2 + w 2 x2x2. . This new model for image denoising, segmentation and decomposition is different from the piecewise-smooth segmentation model from [21] .
Remark 2.1. We recall that in two dimensions, if Ω is an open, bounded subset of IR 2 , with a C 1 boundary, and if w ∈ H 2 (Ω) = W 2,2 (Ω), then based on the General Sobolev Inequality [11] , we have that w ∈ C 0,γ (Ω), with 0 < γ < 1, and
. This corresponds to the case p = 2 in (2.1).
2.1. Existence of minimizers for the APS model when p = 2. Keeping Φ, w fixed, and minimizing (2.1) with respect to c i , we obtain when P i = ∅:
Therefore, using χ Ej := H(φ j ), 1 ≤ j ≤ m, (2.1) can be written as
Our problem becomes the minimization problem (2.3)
Theorem 2.2. Assume that Ω is an open and bounded subset of IR
.., n = 2 m and ν 1 , ν 2 > 0. Then there are functions χ Ej ∈ BV (Ω), with χ Ej (x) ∈ {0, 1} dx-a.e in Ω, and w ∈ H 2 (Ω) as solutions of problem (2.3).
Proof. Let (χ E 1,k , ..., χ E m,k , w k ) be a minimizing sequence of (2.3). Without loss of generality, we can assume that w k,Ω :
By Poincaré's inequality, we have for all k,
Therefore, (2.6) and (2.7) imply that w k H 2 (Ω) ≤ C, for all k. Based on Remark 2.1, we deduce that w k is also uniformly bounded in L ∞ (Ω). Notice that χ E j,k L 1 (Ω) ≤ |Ω|, for all j, k. By passing to subsequences if necessary, there exist functions χ Ej ∈ BV (Ω), j = 1, ..., m, and w ∈ H 2 (Ω) such that χ E j,k converges to χ Ej weak* in BV (Ω) [12] (and strongly in L 1 (Ω) and a.e.), and w k converges to w weakly in H 2 (Ω). We have
Theorem, we have, up to a subsequence, w k → w strongly in L 2 (Ω) and dx− a.e. in Ω. It is easy to verify that c i,k → c i as k → ∞. From the Lebesgue Dominated Convergence Theorem, we obtain
.., n, where c i is computed using (2.2) and w k are uniformly bounded in L ∞ (Ω). Therefore,
and (χ E1 , ..., χ Em , w) is a minimizer. Moreover, each χ Ej ∈ BV (Ω) is a characteristic function of some set E j ⊂ Ω with finite perimeter, since χ E j,k → χ Ej dx-a.e.
in Ω and χ E j,k ∈ {0, 1}. Also, we have n i=1 χ Pi = 1 dx-a.e. Remark 2.3. We may not have uniqueness for this minimization problem. Suppose (c 1 , ..., c n , w) is a minimizer, then for any constant c, (c 1 −c, ..., c n −c, w+c) is another minimizer, since the energy is the same for all c.
Existence of minimizers for the APS model when
(Ω), and |D 2 u|(Ω) < ∞, where
The vector space of all functions of bounded Hessian in Ω is denoted by BH(Ω). Equipped with the norm u BH(Ω) = u W 1,1 (Ω) + |D 2 u|(Ω), BH(Ω) becomes a Banach space. 3 , the functional
is continuous in the W 1,1 (Ω)-topology. Therefore |D 2 u|(Ω) is lower semicontinuous with respect to the W 1,1 (Ω)-topology.
Remark 2.6. We recall the following result from [8] : if Ω is an open and bounded subset of IR 2 , with a C 2 uniform boundary, then there is a linear continuous injection from BH(Ω) into C(Ω).
Recall the minimization problem when p = 1, (2.8) inf
where
and c i are given as before by (2.2). Recall that Ω |D 2 w| = |D 2 w|(Ω). 
.., n = 2 m and ν 1 , ν 2 > 0. Then there are functions χ Ej ∈ BV (Ω), with χ Ej (x) ∈ {0, 1} dx-a.e in Ω, and w ∈ BH(Ω) as solutions of problem (2.8).
Proof. The proof is almost similar with the case p = 2. By Poincaré-Wirtinger's inequality, we will deduce that w k will be uniformly bounded in L 2 (Ω) and thus in L 1 (Ω). Thus w k will be now uniformly bounded in BH(Ω), and a subsequence w k will converge to w ∈ BH(Ω) weak* in BH(Ω) and strongly in W 1,1 (Ω). This sequence will also be uniformly bounded in L ∞ (Ω) and in C(Ω), based on Remark 2.6. The other steps are similar and we omit them.
The difference between the cases p = 1 and p = 2 will be in the fact that for p = 1, w can have, roughly speaking, discontinuities along curves in the 1st order derivatives of w, because in this case ∇w ∈ BV (Ω) 2 only.
A two-phase APS model. The minimization for two-phases with
Keeping φ and w fixed, and minimizing F AP S 2 with respect to the constants c 1 and
with respect to w, and keeping c 1 , c 2 , and φ fixed, we obtain the Euler-Lagrange equation for w, parameterized in the gradient descent direction by an artificial time t ≥ 0, with w(0, x) = w 0 (x),
and with zero boundary conditions for 1st, 2nd and 3rd order partial derivatives of w on ∂Ω. To obtain the Euler-Lagrange equation for φ, we will replace H in (2.9) with a more regular H ǫ [5] , such that H ǫ → H as ǫ → 0. Therefore, using δ ǫ = H ′ ǫ , keeping c 1 , c 2 , and w fixed, formally minimizing with respect to φ the regularized energy, we obtain the Euler-Lagrange equation for φ(t, x), also parameterized in the gradient descent direction by an artificial time t ≥ 0, with φ(0, x) = φ 0 (x), with boundary condition ∂φ ∂ n | ∂Ω = 0, n denoting the outward unit normal to ∂Ω. In Figures 1-6 we show experimental results on synthetic and real images, some corrupted by noise, with the model (2.9). We denote by v = c 1 H(φ) + c 2 H(−φ) the piecewise-constant component extracted from u 0 . We present the final detected contours superposed over the initial data u 0 . In our experimental results, we let λ 1 = λ 2 . We have used semi-implicit finite differences schemes to discretize the equations in φ and w. The piecewise-constant segmentation model [6] would not produce the correct segmentation, while the piecewise-smooth model [21] would be more complicated. In the case of noisy images, we assume that the noise is white, Gaussian, additive, of zero mean and of variance 20. 
Minimizing F
AP S 4
with respect to it's variables, and replacing H by H ǫ , we obtain: 
Piecewise-constant model with multiplicative noise (MPC)
Let u 0 = u · η be a given image containing multiplicative noise η. Assume u 0 ∈ L ∞ (Ω), Ω ⊂ IR 2 is bounded with Lipschitz boundary, and u is piecewiseconstant. We further assume that |Ω| = 1, Ω η = 1, and the convention 0 0 = 0. Inspired by the image restoration model in the case of multiplicative noise [17] for the data fidelity term, we introduce here a new piecewise-constant segmentation model for images corrupted by multiplicative noise, in the spirit of [5] , [6] , [21] . We propose to minimize the following energy 
Keeping φ fixed, minimizing L
MP C 2
with respect to c 1 and c 2 , we obtain explicit (3.2) , we obtain an Euler-Lagrange equation for φ, parameterizing the gradient descent direction and with similar boundary conditions, 
In Figure 7 , we successfully use the multiplicative model from (3.2) to denoise and segment two images corrupted by multiplicative noise of mean 1 (we have constructed the multiplicative noise using the formula noise = 1 + η, where η is white Gaussian noise of zero mean and variance 20). It is natural that the multiplicative noise does not appear that strong in the darker areas. Also, a rescaling for visual purposes has been performed, because, even if u ∈ (0, 255], but u 0 = u · noise may take values larger than 255.
3.2.
A four-phase MPC model. The energy for the four-phase case is 
Piecewise-smooth model with multiplicative noise (MPS)
In this last case, the unknown u is piecewise-smooth, i.e. u = v · w, where v is piecewise-constant and w is smooth. Therefore, u 0 = u · noise = (v · w) · noise, with |Ω| = 1, and Ω noise = 1. Similarly, we can express the energy for this model to represent n = log 2 m phases in an image written using characteristic functions as
where again D 2 w is the Hessian matrix of w, constrained to be a smooth function, belonging to H 2 (Ω), and χ Pi is made of products of χ Ej or 1 − χ Ej of m factors, Figure 7 . Two-phase MPC model. Denoising and segmentation of two images corrupted by multiplicative noise of mean 1. Evolution of contours displayed over the initial noisy image and the segmented image v = c 1 H(φ) + c 2 H(−φ) of averages over time.
We assume in addition that u 0 ≥ α > 0, where α is a (small) positive constant.
Minimizing L
MP S n
with respect to c i , for fixed χ Ej and fixed w, we obtain
4.1. Existence of minimizers for the MPS model. We only consider the case p = 2, while the case p = 1 is similar. Consider the minimization (4.3) inf
Theorem 4.1. Let Ω be an open and bounded subset of IR 2 , with a C 1 boundary ∂Ω. Let also u 0 ∈ L ∞ (Ω), such that u 0 (x) ≥ α > 0, for all x ∈ Ω, and µ j > 0, j = 1, ..., m, λ i > 0, i = 1, ..., n = 2 m and ν 1 , ν 2 , ν 3 > 0. Then there are functions χ Ej ∈ BV (Ω), χ Ej (x) ∈ {0, 1} dx-a.e in Ω, and w ∈ H 2 (Ω) with w(x) ≥ α > 0 for all x ∈ Ω, as solutions of (4.3).
Proof. Consider a minimizing sequence (χ E 1,k , ..., χ E m,k , w k ) of (4.3). We have for j = 1, ..., m, i = 1, ..., n, and all k,
We have χ E j,k L 1 (Ω) ≤ |Ω|, for all j = 1, ..., m and all k. By passing to subsequences if necessary, there exist functions χ Ej ∈ BV (Ω), j = 1, ..., m, and w ∈ H 2 (Ω) such that χ E j,k converges to χ Ej weak* in BV (Ω) for all j (and strongly in L 1 (Ω) and dx−a.e. in Ω), and w k ⇀ w weakly in H 2 (Ω). We obtain
Based on Remark 2.1, we also have here that w k , w are uniformly bounded in L ∞ (Ω) and in C 0 (Ω). Since, up to a subsequence, w k → w a.e. and w k ≥ α, we obtain w ≥ α and
Since u 0 ≥ α > 0, and w k ≥ α > 0 we have,
Again, since w k are uniformly bounded in L ∞ (Ω), we have that the sequence c i,k is bounded, and that 
