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THE SPACELIKE-CHARACTERISTIC CAUCHY PROBLEM
OF GENERAL RELATIVITY IN LOW REGULARITY
STEFAN CZIMEK AND OLIVIER GRAF
Abstract. In this paper we study the spacelike-characteristic Cauchy problem for the
Einstein vacuum equations. We prove that given initial data on a maximal compact
spacelike hypersurface Σ ' B(0, 1) ⊂ R3 and the outgoing null hypersurfaceH emanating
from ∂Σ, the time of existence of a solution to the Einstein vacuum equations is controlled
by low regularity bounds on the initial data at the level of curvature in L2.
The proof uses the bounded L2 curvature theorem [22], the extension procedure for the
constraint equations [12], Cheeger-Gromov theory in low regularity [13], the canonical
foliation on null hypersurfaces in low regularity [15] and global elliptic estimates for
spacelike maximal hypersurfaces.
Contents
1. Introduction 2
1.1. Einstein vacuum equations and the Cauchy problem of general relativity 2
1.2. Weak cosmic censorship and the bounded L2 curvature theorem 3
1.3. The spacelike-characteristic Cauchy problem of general relativity 5
1.4. Acknowledgements 7
2. Geometric setup and main results 7
2.1. Weyl tensors on Lorentzian 4-manifolds 7
2.2. Foliations on null hypersurfaces H 8
2.3. Foliations of the spacetime M by spacelike maximal hypersurfaces 10
2.4. Spherical coordinates on Σ 13
2.5. Relations between foliations on M and H 14
2.6. Integration on H and norms 16
2.7. Initial data norms 17
2.8. Main result 19
2.9. Proof of the main theorem 20
2.10. Organisation of the paper 23
3. Calculus inequalities and prerequisite results 23
3.1. Calculus on S 23
3.2. Calculus on Σ 24
3.3. Energy estimates for the curvature tensor on M 25
3.4. An extension procedure for the constraint equations 26
Date: September 17, 2019.
1
ar
X
iv
:1
90
9.
07
35
5v
1 
 [m
ath
.A
P]
  1
6 S
ep
 20
19
2 STEFAN CZIMEK AND OLIVIER GRAF
3.5. The bounded L2 curvature theorem 27
4. Low regularity estimates 28
4.1. Overview of the proof of Proposition 2.28 28
4.2. First consequences of the bootstrap assumptions 30
4.3. Weak regularity of Σt∗ 31
4.4. Estimates for n on Σt∗ 31
4.5. Construction of a background foliation of Mt∗ 32
4.6. Energy estimates for curvature tensor on Σt∗ 33
4.7. Elliptic estimates for k on Σt∗ 37
4.8. Improvement of ν − 1 43
5. Higher regularity estimates 45
5.1. Proof of the case m = 1 45
5.2. Higher regularity estimates for m ≥ 2 58
6. Classical local existence of spacetime with maximal foliation 66
7. Existence of global coordinates on Σ by Cheeger-Gromov theory 70
Appendix A. Global elliptic estimates for Hodge systems on Σ 73
A.1. General Hodge systems on Σ 74
A.2. Elliptic estimates for the second fundamental form k on a maximal
hypersurface Σ 76
A.3. Elliptic estimates on Σt for curvature 78
Appendix B. Proof of Lemma 3.6 79
Appendix C. Comparison estimates between two maximal foliations on M 80
Appendix D. Proof of Proposition 5.2 85
D.1. The wave parametrix formalism of Klainerman-Rodnianski-Szeftel 85
D.2. Estimation of E1 86
D.3. Estimation of E2 87
References 90
1. Introduction
1.1. Einstein vacuum equations and the Cauchy problem of general relativity.
A Lorentzian 4-manifold (M,g) is called a vacuum spacetime if it solves the Einstein
vacuum equations
Ric = 0, (1.1)
where Ric denotes the Ricci tensor of the Lorentzian metric g. The Einstein vacuum
equations are invariant under diffeomorphisms, and therefore one considers equivalence
classes of solutions. Expressed in general coordinates, (1.1) is a non-linear geometric cou-
pled system of partial differential equations of order 2 for g. In suitable coordinates, for
example so-called wave coordinates, it can be shown that (1.1) is hyperbolic and hence
admits an initial value formulation, see for example Chapter 10 in [36] for background on
THE SPACELIKE-CHARACTERISTIC CAUCHY PROBLEM 3
the Cauchy problem of general relativity.
The corresponding initial data for the Einstein vacuum equations is given by specifying a
triplet (Σ, g, k) where (Σ, g) is a Riemannian 3-manifold and k is a g-tracefree symmetric
2-tensor on Σ satisfying the constraint equations,
Rscal = |k|2g − (trgk)2,
div k = d(trgk),
(1.2)
where Rscal denotes the scalar curvature of g, d the exterior derivative on (Σ, g) and
|k|2g := gadgbckabkcd, trgk := gijkij, (div k)i := ∇jkij,
where ∇ denotes the covariant derivative on (Σ, g) and we use, as in the rest of this paper,
the Einstein summation convention. In the future development (M,g) of such initial data
(Σ, g, k), Σ ⊂M is a spacelike hypersurface with induced metric g and second fundamen-
tal form k.
For our purposes, it suffices to consider initial data posed on maximal hypersurfaces, that
is, satisfying trk = 0, see also [3]. In this case, we say that (Σ, g, k) is a maximal initial
data set, and the constraint equations (1.2) reduce to
Rscal =|k|2g,
div k =0,
trgk =0.
1.2. Weak cosmic censorship and the bounded L2 curvature theorem. One of the
main open questions in general relativity is the so-called weak cosmic censorship conjecture
formulated by Penrose in 1969, see [26].
Conjecture 1.1 (Weak cosmic censorship conjecture). Generically, all singularities form-
ing in the context of gravitational collapse are covered by black holes.
In the pioneering work [7], Christodoulou proves the weak cosmic censorship conjecture
for the vacuum-scalar field in spherical symmetry. In Christodoulou’s proof, a low regu-
larity control of the Einstein equations is essential for analysing the dynamical formation
of black holes. This strongly suggests that a crucial step to prove the weak cosmic cen-
sorship in the absence of symmetry is to control the Einstein vacuum equations in very
low regularity.
We remark that in the (1 + 1)-setting of spherical symmetry, Christodoulou bounds the
regularity of initial data in a low scale-invariant BV-norm. Outside of spherical symmetry,
however, this BV-norm is not suitable anymore and regularity should be measured with
respect to L2-based spaces; we refer the reader to the introduction of [22].
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A breakthrough result in the low regularity control of the Einstein equations in absence
of symmetry is the bounded L2 curvature theorem by Klainerman-Rodnianski-Szeftel [22].
Before stating it, we define the volume radius of a Riemannian 3-manifold.
Definition 1.2 (Volume radius). Let (Σ, g) be a Riemannian 3-manifold, and let r > 0
be a real. The volume radius of Σ at scale r is defined by
rvol(Σ, r) := inf
p∈Σ
inf
0<r′<r
volg(Bg(p, r
′))
r′3
,
where Bg(p, r
′) denotes the geodesic ball of radius r′ centered at p ∈ Σ.
The following theorem is proved in [22], see also the companion papers [31]-[35]. We state
a more technical version in Section 3.5, see Theorem 3.12.
Theorem 1.3 (The bounded L2 curvature theorem, version 1). Let (Σ, g, k) be asymp-
totically flat, maximal initial data for the Einstein vacuum equations such that Σ ' R3.
Assume further that for some ε > 0,
‖Ric‖L2(Σ) ≤ ε, ‖k‖L2(Σ) + ‖∇k‖L2(Σ) ≤ ε and rvol(Σ, 1) ≥ 1
2
.
Then:
(1) L2-regularity. There is a universal constant ε0 > 0 such that if 0 < ε < ε0, then
the maximal globally hyperbolic development (M,g) of the initial data (Σ, g, k)
contains a foliation (Σt)0≤t≤1 of maximal spacelike hypersurfaces defined as level
sets of a time function t such that Σ0 = Σ and for 0 ≤ t ≤ 1,
‖R‖L∞t L2(Σt) . ε, ‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) . ε, inf0≤t≤1 rvol(Σt, 1) ≥
1
4
.
(2) Propagation of smoothness. Smoothness of the initial data is propagated into
the spacetime, and the spacetime remains smooth up to Σ1 = {t = 1}.
Remarks on Theorem 1.3.
(1) As Theorem 1.3 is local in nature due to the finite speed of propagation for (1.1),
we do not specify here further the asymptotic flatness condition, see also Remark
2.3 in [22].
(2) Theorem 1.3 is primarily to be understood as a continuation result for smooth
solutions of the Einstein vacuum equations, see Remark 1.2 in the introduction of
[22]. This holds similarly for the results of this paper.
(3) The proof of Theorem 1.3 relies crucially on a plane wave representation formula
for the wave equation on low regularity spacetimes developed in [31]-[35]. This
plane wave representation formula is constructed as a Fourier integral operator
which necessitates the assumption Σ ' R3.
However, Christodoulou’s work [7] as well as related results on the formation of trapped
surfaces [8] [21] [16] [2] and gravitational impulses [24] [25] consider initial data posed on
null hypersurfaces rather than on a spacelike hypersurface as assumed in Theorem 1.3.
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This motivates the study of the Cauchy problem of general relativity in low regularity
with initial data posed on null hypersurfaces.
1.3. The spacelike-characteristic Cauchy problem of general relativity. In this
paper, we consider the spacelike-characteristic Cauchy problem of general relativity, where
initial data is posed on
(1) a compact spacelike maximal hypersurface with boundary Σ ' B(0, 1) ⊂ R3,
(2) the outgoing null hypersurface H emanating from ∂Σ,
satisfying straight-forward compatibility conditions on ∂Σ, see Section 7.6 in [11] for
example for details. Local existence for the spacelike-characteristic Cauchy problem for
smooth initial data follows from [4] [29] [23], see also Proposition 2.27.
Remark 1.4. In general, initial data posed on a null hypersurface is subject to constraint
equations, namely the so-called null constraint equations, see for example [15]. We do
not state them as they do not play a role in this paper.
(a) The spacelike Cauchy hypersur-
face of Theorem 1.3.
(b) The spacelike-characteristic
Cauchy hypersurface of Theorem 1.5.
The next theorem is a rough version of our main result, see Theorem 2.26 for a more
precise statement.
Theorem 1.5 (Main Theorem, version 1). Consider initial data for the spacelike-characteristic
Cauchy problem and let (M,g) denote its maximal globally hyperbolic development. As-
sume that for some real ε > 0,
‖Ric‖L2(Σ) ≤ ε, ‖k‖L2(Σ) + ‖∇k‖L2(Σ) ≤ ε, rvol(Σ, 1/2) ≥ 1/4, volg(Σ) ≤ 8pi,
where Ric and k denote the intrinsic Ricci curvature and second fundamental form of
Σ ⊂ M, respectively, and ∇ denotes the induced covariant derivative on Σ. Assume
further that with respect to the so-called canonical foliation by spacelike 2-spheres (Sv)v≥1
on H, see Definition 2.8, it holds that
‖α‖L2(H) + ‖β‖L2(H) + ‖ρ‖L2(H) + ‖σ‖L2(H) + ‖β‖L2(H) ≤ ε,∥∥∥∥trχ− 2v
∥∥∥∥
L∞(H)
+
∥∥∥∥trχ+ 2v
∥∥∥∥
L∞(H)
≤ ε, (1.3)
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where (α, β, ρ, σ, β) denote null components on H of the Riemann curvature tensor R
of (M,g), and trχ and trχ denote the two null expansions on H; see Section 2.2 for
definitions. Then:
(1) L2-regularity. There is a universal constant ε0 > 0 such that if 0 < ε < ε0, then
(M,g) contains a foliation (Σt)1≤t≤2 by maximal spacelike hypersurfaces defined
as level sets of a time function t with Σ1 = Σ such that for 1 ≤ t ≤ 2,
∂Σt = St
and
‖R‖L∞t L2(Σt) . ε, ‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) . ε,
inf
1≤t≤2
rvol(Σt, 1/2) ≥ 1
8
, volg(Σt) ≤ 32pi.
(2) Propagation of regularity. Smoothness of the initial data is propagated into
the spacetime, and the spacetime remains smooth up to Σ2 = {t = 2}.
Remarks.
(1) Theorem 1.5 assumes only initial data bounds at the level of curvature in L2 and
makes no symmetry assumptions. Until now, in the available literature the Cauchy
problem for the Einstein vacuum equations with initial data on null hypersurfaces
outside of symmetry is studied under the assumption of either
• higher regularity of the full initial data, see for example [29], [6], [10],
• higher regularity of specific components of the initial data, see for example
[23], [24], [25]. More precisely, in [24] the null curvature component α is only
assumed to be a distribution while β, ρ, σ and β are assumed to be controlled
up to two angular derivatives in L2.
(2) The assumed geometric control (1.3) of the canonical foliation (Sv)v≥1 on H is
essential for the regularity of the spacetime. In the authors’ companion paper
[15], it is shown that assuming small bounded L2 curvature flux on H (in the
geodesic foliation) and further low regularity geometry bounds on the initial sphere
S1 = Σ ∩H, the canonical foliation (Sv) exists for 1 ≤ v ≤ 2 and satisfies (1.3).
(3) The assumptions rvol(Σ, 1/2) ≥ 1/4 and volg(Σ) ≤ 8pi on Σ are solely used to
invoke the Cheeger-Gromov theory developed in Section 7, see Theorem 4.1.
(4) The proof of Theorem 1.5 uses the bounded L2 curvature theorem, see Theorem
1.3, and the extension procedure for the constraint equations [12], see Theorem
3.10, as black boxes.
(5) The methods developed in this paper and [12] [13] [14] [15] appear promising for
a future study of the characteristic Cauchy problem of general relativity where
initial data is posed on two transversally intersecting null hypersurfaces.
In the next section, we rigorously define the geometric setup, state the main results and
give an overview of the proof of Theorem 1.5.
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2. Geometric setup and main results
In this section, we introduce the notation and main equations of this paper, state the
precise version of our main theorem (see Section 2.8) and give an overview of its proof
(see Section 2.9).
Lowercase Latin letters range over {1, 2, 3} and uppercase Latin letters over {1, 2}. Greek
letters range over {0, 1, 2, 3}. We tacitly use the Einstein summation convention. In an
inequality, a constant Cα1,··· ,αk depends on the quantities α1, · · · , αk. We say that a scalar
function is smooth if it is k-times continuously differentiable for each integer k ≥ 0.
2.1. Weyl tensors on Lorentzian 4-manifolds. In this section, we define Weyl tensors
and the Bel-Robinson tensor of a Weyl tensor following the introduction and Sections 7
and 8 of [9]. The Bel-Robinson tensor is used in this paper to estimate the curvature
tensor, see Sections 3.3, 4 and 5.
Definition 2.1 (Weyl tensor). Let (M,g) be a vacuum spacetime. A 4-tensor W is
a Weyl tensor if it has the same symmetries as the Riemann curvature tensor and is
tracefree, that is,
Wαβγδ = −Wβαγδ =−Wαβδγ, Wαβγδ =Wγδαβ,
Wαβγδ + Wαγδβ + Wαδβγ =0, Wβδ = W
α
βαδ =0.
Let the left dual ∗W of a Weyl-tensor W be
∗Wαβγδ :=
1
2
∈αβµν Wµνγδ
where ∈ denotes the volume form on (M,g).
Definition 2.2 (Bel-Robinson tensor). Let W be a Weyl tensor on a vacuum spacetime
(M,g). The Bel-Robinson tensor of W is defined by
Q(W)αβγδ := WανγµW
ν µ
β δ +
∗Wανγµ∗W
ν µ
β δ .
The following modified Lie derivative takes Weyl tensors into Weyl tensors, see Lemma
7.1.2 in [9]. Together with the Bel-Robinson tensor, it is used to derive higher regularity
energy estimates for the Riemann curvature tensor in Section 5.
Definition 2.3 (Modified Lie derivative). Let W be a Weyl field and X a vectorfield on
a vacuum spacetime (M,g). Define the modified Lie derivative by
L̂XW := LXW − 1
2
(X)[W] +
3
8
trg
(X)piW,
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where (X)pi := LXg and
(X)[W]αβγδ :=
1
2
(X)piµαWµβγδ +
1
2
(X)piµβWαµγδ +
1
2
(X)piµγWαβµδ +
1
2
(X)piµδWαβγµ.
2.2. Foliations on null hypersurfaces H. Let (M,g) be a vacuum spacetime and let
H be an outgoing null hypersurface emanating from a spacelike 2-sphere (S1, g/). Let
moreover T be a given timelike vectorfield on S1. In the following we introduce the
geometric setup of foliations on H following the notations and normalisations of [15]
and [17].
Definition 2.4 (Geodesic foliation on H). Let L be the unique H-tangential null vector-
field on S1 with g(L, T ) = −1. Extend L as null geodesic vectorfield onto H. Let s be the
affine parameter of L on H defined by
Ls = 1 on H, s|S1 = 1.
Denote the level sets of s by S ′s and the geodesic foliation by (S
′
s).
Definition 2.5 (General foliations on H). Let v be a given scalar function on H. We
denote the level sets of v by Sv0 = {v = v0} and the corresponding foliation by (Sv). We
define the null lapse Ω of (Sv) on H by
Ω := Lv. (2.2)
Remark 2.6. The geodesic foliation of H corresponds to Ω = 1.
Definition 2.7 (Orthonormal null frame). Let (Sv) be a foliation on H. Let L be the
unique null vector field on H orthogonal to each Sv and such that g(L, L) = −2. The pair
(L, L) is called a null pair for the foliation (Sv). Let (e1, e2) be an orthonormal frame
tangential to each Sv. The frame (L, L, e1, e2) is called an orthonormal null frame for the
foliation (Sv).
Let (Sv) be a foliation on H and let (L, L, e1, e2) be an orthonormal null frame for (Sv).
• Denote by g/ and ∇/ the induced metric and covariant derivative on Sv,
• For a given Sv-tangential k-tensor W , define
∇/ LWA1...Ak := Π β1A1 · · ·Π βkAk DLWβ1...βk ,
where Π denotes the projection operator onto the tangent space of Sv and D is
the covariant derivative on (M,g).
• Let the null connection coefficients be defined by
χAB := g(DAL, eB), χAB := g(DA L, eB),
ζA :=
1
2
g(DAL, L), ηA :=
1
2
g(DL L, eA).
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Further decompose χ and χ into their trace and tracefree parts,
trχ := g/ABχAB, χ̂AB := χAB − 1
2
trχg/AB,
trχ := g/ABχ
AB
, χ̂
AB
:= χ
AB
− 1
2
trχg/AB.
• For a given Weyl tensor W on (M,g), define its null decomposition by
αAB(W) :=WALB L, βA(W) :=
1
2
WALLL, ρ(W) :=
1
4
WLLLL,
σ(W) :=
1
4
∗WLLLL, βA(W) :=
1
2
WALLL, αAB(W) :=WALBL.
In particular, for the Riemann curvature tensor in a vacuum spacetime, we denote
the null curvature components by
αAB :=RALB L, βA :=
1
2
RALLL, ρ :=
1
4
RLLLL,
σ :=
1
4
∗RLLLL, βA :=
1
2
RALLL, αAB :=RALBL.
• For Sv-tangent vectorfields X define
div/ X := ∇/ AXA, curl/ X :=∈AB ∇/ AXB,
where ∈AB:= ∈ABLL.
• Define on H the positive definite metric hv with respect to the foliation (Sv) by
hvαβ := gαβ +
1
2
(L+ L)α(L+ L)β.
For a given k-tensor W on M, let on H
|W|2hv := Wα1...αkWα′1...α′k (hv)
α1α′1 . . . (hv)αkα
′
k . (2.3)
In a vacuum spacetime, the following Ricci equations hold, see [9],
DLL = 0, DL L = 2ηAeA,
DAL = χABeB − ζAL, DA L = χABeB + ζA L,
DLeA = ∇/ LeA + ηAL, DAeB = ∇/ AeB +
1
2
χAB L+
1
2
χ
AB
L.
(2.4)
In the rest of this paper, we choose the orthonormal frame (eA)A=1,2 tangential to a foli-
ation (Sv) on H to be Fermi propagated, that is, satisfying ∇/ LeA = 0.
We turn to the definition of the canonical foliation on H.
10 STEFAN CZIMEK AND OLIVIER GRAF
Definition 2.8 (Canonical foliation on H). Let (Sv) be a foliation on H. We say that
(Sv) is the canonical foliation on H if v|S1 = 1 and
4/ log Ω =− div/ ζ +
(
ρ− 1
2
χ̂ · χ̂
)
−
(
ρ− 1
2
χ̂ · χ̂
)
,
log Ω =0,
where for scalar functions f , f denotes the average of f on the 2-sphere Sv.
In [15], it is shown that the canonical foliation is well-defined under the assumption of
small L2 curvature flux and small low regularity foliation geometry on the initial sphere
S1, see the introduction of [15] for more details and background on the canonical foliation.
2.3. Foliations of the spacetime M by spacelike maximal hypersurfaces. Let
t be a scalar function on a vacuum spacetime (M,g) whose level sets Σt constitute a
foliation by spacelike maximal hypersurfaces.
• Let g denote the induced metric on Σt and ∇ its covariant derivative. Let 4
denote the Laplace-Beltrami operator of g.
• Let e0 := T denote the future-pointing timelike unit normal to Σt. Define the
second fundamental form k of Σt by
kij =− g(DiT, ej),
where (ei)i=1,2,3 is an orthonormal frame tangent to Σt. Define the foliation lapse
n by
n−2 := g(Dt,Dt),
satisfying in particular,
T = −nDt. (2.5)
We remark that the deformation tensor (T )pi := LTg can be expressed as
(T )piαβ = −2kαβ − n−1 (Tα∇βn+ Tβ∇αn) . (2.6)
Moreover, define the connection 1-form A by
(Aµ)αβ := g(Dµeβ, eα).
• Let ∈abc:= ∈abcT , and for two symmetric g-tracefree 2-tensors V and W , and a
vectorfield X on Σt define
div Vi :=∇jVji,
curlVij :=
1
2
(
∈ilm ∇lV mj+ ∈jlm ∇lV mi
)
,
(V ×W )ij := ∈ abi ∈ cdj VacWbd +
1
3
(V ·W )gij,
(V ∧W )i := ∈ mni V lmWln,
(X ∧ V )ij := ∈ mni XmAnj+ ∈ mnj XmAin.
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• For a Weyl tensor W, define its electric-magnetic decomposition with respect to T
as follows,
E(W)ab := WaTbT , H(W)ab :=
∗WaTbT .
In particular, for the Riemann curvature tensor R of a vacuum spacetime, let
Eab := RaTbT , Hab :=
∗RaTbT .
The 2-tensors E(W) and H(W) are Σ-tangent, symmetric and g-tracefree, see
Section 7.2 in [9]. By definition of the modified Lie derivative, see Definition 2.3,
it holds that
LˆTE(W) =E
(
LˆTW
)
− k × E(W) + 2n−1∇n ∧H(W),
LˆTH(W) =H
(
LˆTW
)
− k ×H(W)− 2n−1∇n ∧ E(W),
(2.7)
where LˆTH(W) and LˆTE(W) are the g-tracefree parts of LTH(W) and LTE(W),
respectively. Moreover, by definition of the Bel-Robinson tensor, see Definition 2.2,
|E(W)|2 + |H(W)|2 = Q(W)TTTT . (2.8)
• Define on M the Riemannian metric ht by
htαβ := gαβ + 2TαTβ,
and for k-tensors W on Σt, let
|W|2ht := Wα1...αkWα′1...α′k
(
ht
)α1α′1 . . . (ht)αkα′k . (2.9)
In particular, for Weyl tensors W it holds by Section 7 in [9] that
|W|2ht . Q(W)TTTT . |W|2ht . (2.10)
The Einstein vaccuum equations imply the following structure equations of the maximal
foliation, see equations (1.0.11a)-(1.0.14d) in [9]. We have the first variation equation,
LTgij = −1
2
kij, (2.11a)
the second variation equation,
DTkij = Eij − n−1∇i∇jn+ kilkl j, (2.11b)
the Gauss-Codazzi equation
div ki =0, (2.11c)
curl kij =Hij, (2.11d)
the maximality of Σt,
trgk = 0, (2.11e)
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the lapse equation,
4n = n|k|2g, (2.11f)
the traced Gauss equation,
Ricij = Eij + kiak
a
j , (2.11g)
and the twice-traced Gauss equation,
Rscal = |k|2g. (2.11h)
With respect to a folation (Σt) by maximal hypersurfaces, the Bianchi equations can be
written as follows, see Proposition 7.2.1 in [9].
Proposition 2.9 (Maxwell’s equations for E(W) and H(W)). Let (M,g) be a vacuum
spacetime. Let E(W) and H(W) be the electric-magnetic decomposition of a Weyl tensor
W relative to a maximal foliation (Σt) onM. Assume that W satisfies the inhomogeneous
Bianchi equations
DαWαβγδ = Jβγδ.
Then, with J∗βγδ :=
1
2
Jβµν ∈µνγδ,
divE(W) = + k ∧H(W) + J,
divH(W) =− k ∧ E(W) + J∗,
−LˆTH(W) + curlE(W) =− n−1∇n ∧ E(W)− 1
2
k ×H(W)− J∗,
LˆTE(W) + curlH(W) =− n−1∇n ∧H(W) + 1
2
k × E(W)− J.
(2.12)
Remarks.
(1) In Appendix A, we interprete (2.12) with (2.7) as 3-dimensional Hodge system for
E(W) and H(W) on Σt and prove elliptic estimates.
(2) In particular, it follows by Proposition 2.9 that in a vacuum spacetime (M,g)
where R satisfies by the Bianchi equations
DαRαβγδ = 0,
it holds that
divE =k ∧H,
divH =− k ∧ E,
−LˆTH + curlE =− n−1∇n ∧ E − 1
2
k ×H,
LˆTE + curlH =− n−1∇n ∧H + 1
2
k × E.
(2.13)
The following commutator identity allows us to derive elliptic estimates for T (n), see
(18.4) in Appendix E in [22] for a proof.
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Lemma 2.10 (Commutator identity). It holds on Σt that for scalar functions f on Σt,
[4, T ]f = 2k∇2f − 2n−1∇n∇T (f)− |k|2T (f) + 2n−1k∇n∇f.
2.4. Spherical coordinates on Σ. Let (Σ, g) be a given maximal spacelike hypersurface
in a vacuum spacetime (M,g) diffeomorphic to the closed unit ball in R3, that is, Σ '
B(0, 1) ⊂ R3. Using this diffeomorphism we can define standard spherical coordinates
(r, θ1, θ2) with r ∈ [0, 1] on Σ. We denote the level sets of r by Sr, and for two reals
1 ≤ r1, r2 ≤ 2, let A(r1, r2) denote the coordinate annulus
A(r1, r2) := {p ∈ Σ : r1 ≤ r(p) ≤ r2}.
Then:
• The metric g can be expressed in coordinates (r, θ1, θ2) for r > 0 as
g = a2dr2 + g/AB(b
Adr + dθA)(bBdr + dθB),
where
– a is called the foliation lapse,
– g/ is called the induced metric on Sr,
– b is called the Sr-tangent shift vector.
• Let N be the outward pointing unit normal to Sr and let (e1, e2) denote an or-
thonormal frame tangent to Sr. Define the second fundamental form of Sr for
r > 0 by
ΘAB := g(∇AN, eB).
We split Θ into its trace and tracefree part,
trΘ := g/ABΘAB, ΘˆAB := ΘAB − 1
2
trΘg/AB,
Further, in coordinates (r, θ1, θ2) we can express for r > 0,
N =
1
a
∂r − 1
a
b, ΘAB = − 1
2a
∂r(g/AB) +
1
2a
(L/bg/)AB,
where L/ denotes the Lie derivative on Sr.
• Let ∇/ and 4/ denote the induced covariant derivative and Laplace-Beltrami op-
erator on Sr, respectively. We note the relations (see Chapter 3 in [9])
∇NN = −a−1∇/ a, ∇AN = ΘABeB, divN = trΘ.
• we decompose the second fundamental form k on Σ into Sr-tangential tensors as
follows,
δ := kNN , A :=kNA, ηAB := kAB.
We note that trη = −δ because trk = 0 on Σ by maximality.
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Using the above, we can decompose ∇k as follows (see Sections 3.1 and 4.4 in [9]),
∇AkBC =∇/ AηBC + ΘABC + ΘACB, ∇NkNN =N(δ) + 2a−1∇/ a · ,
∇NkAB =∇/ NηAB − a−1∇/ AaB − a−1∇/ BaA, ∇AkNN =∇/ Aδ − 2ΘACC ,
∇NkNA =∇/ NA + a−1∇/ Ca ηCA − a−1∇/ Aa δ, ∇BkNA =∇/ BA + η CA ΘCB − δΘAB.
Then the Gauss-Codazzi equations (2.11c) and (2.11d) imply that (see Section 4.4 in [9])
N(δ) + div/  =− 2a−1∇/ a · + η ·Θ− δtrΘ, (2.14a)
∇/ NB + (div/ η)B =− a−1∇/ CaηCB + a−1δ∇/ Ba− trΘB −ΘBCC , (2.14b)
∇/ Bδ −∇/ NB = ∈ANB HNA + 2ΘBCC + a−1∇/ CaηCB − a−1δ∇/ Ba, (2.14c)
∇/ BA −∇/ NηAB = ∈CNB HAC − η CA ΘCB + δΘAB + a−1∇/ CaηCB (2.14d)
+ a−1∇/ CaηCA,
∇/ BηCA −∇/ AηCB = ∈NAB HCN + ΘCBA −ΘCAB. (2.14e)
Note that (2.14e) implies in particular
(div/ η)A = −∇/ Aδ+ ∈NAB HBN + ΘABB + trΘA. (2.15)
2.5. Relations between foliations onM and H. Let (M,g) be a vacuum spacetime,
let Σ ' B(0, 1) be a spacelike maximal hypersurface, and let H be the outgoing null
hypersurface emanating from S1 := ∂Σ. Let
• (Σt)t≥1 be a foliation onM by maximal spacelike hypersurfaces given as level sets
of a time function t such that Σ1 = Σ. Let T denote the unit normal to Σt.
• (Sv)v≥1 be a foliation on H by spacelike 2-spheres such that S1 = {v = 1}. Let
(L, L, e1, e2) be an orthonormal null frame of (Sv).
Assume furthermore that for t ≥ 1,
∂Σt = St, i.e. t = v on H.
Definition 2.11. Let the slope ν on H be defined by
ν :=− g(L, T ). (2.16)
Remark 2.12. Using Lemma 2.13 below, the above definition of ν in (2.16) is equiv-
alent to ν−1 := −g(L, T ). Thus, by Definition 2.4, it follows that on S1 we have the
normalisation
ν = 1.
The proof of the next lemma is left to the reader.
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Lemma 2.13. On H it holds that
T =
1
2
νL+
1
2
ν−1 L, N =
1
2
νL− 1
2
ν−1 L,
L =ν−1(T +N), L =ν(T −N),
(2.17)
and moreover on H,
ΘAB =
1
2
νχAB − 1
2
ν−1χ
AB
,
ηAB = −1
2
νχAB − 1
2
ν−1χ
AB
,
δ = −trη = 1
2
νtrχ+
1
2
ν−1trχ.
Lemma 2.14 (Slope equation). On H it holds that
ν−1∇/ Aν = −A + ζA. (2.18)
Proof. Using (2.4) and Lemma 2.13, we have
ν−1∇/ Aν =− ν−1∇/ A(g(L, T ))
=− ν−1(g(DA L, T ) + g(L,DAT ))
=− ν−1(g(χ
AB
eB + ζA L, T )− g(L, kAjej)
)
=ζA + ν
−1Ag(L,N)
=ζA − A.
This finishes the proof of (2.18). 
In addition to the slope equation of Lemma 2.14, we have the next transport equation for
ν on H. It is used in Sections 4 and 5 to estimate T (n) on spacelike hypersurfaces.
Lemma 2.15 (Transport equation for ν on H). It holds on H that
L(ν) = −n−1N(n)− δ.
Proof. We have by (2.4) and Lemma 2.13 that
L(ν) =− Lg(L, T )
=− g(DL L, T )− g(L,DLT )
=− ν−1g(L,DT+NT )
=− g(T −N,DT+NT )
=− n−1N(n)− δ,
where we used that DTT = −n−1∇n. This finishes the proof of Lemma 2.15. 
Further, we note that the lapse n can be expressed on ∂Σt as follows.
16 STEFAN CZIMEK AND OLIVIER GRAF
Lemma 2.16. It holds on ∂Σt that
n = ν−1Ω−1. (2.19)
Proof. Indeed, by (2.2) and Lemma 2.13,
Ω = L(v) = L(t) = ν−1T (t) = ν−1n−1,
where we used that t = v on H and T (t) = n−1. 
The next lemma follows by the definitions in Sections 2.1 and 2.2, and Lemma 2.13; the
proof is left to the reader.
Lemma 2.17. The following identity holds on H,
Q(R)LTTT =
1
4
ν3|α|2 + 3
2
ν|β|2 + 3
2
ν−1(ρ2 + σ2) +
1
2
ν−3|β|2.
2.6. Integration on H and norms. In this section we define integration on null hyper-
surfaces H and norms on Σ and H.
Definition 2.18 (Integration on H). Let (Sv)1≤v≤2 be a foliation on a null hypersurface
H. For scalar functions f on H, let∫
H
f :=
2∫
1
∫
Sv
Ω−1fdµg/
 dv,
where the integral over Sv is with respect to the induced metric g/ and Ω := L(v) denotes
the null lapse of (Sv).
Definition 2.19 (Norms on H). Let (Sv)1≤v≤2 be a foliation on a null hypersurface H.
Let 1 ≤ p < ∞ be a real and let F be an Sv-tangent tensor on H. Define for integers
m ≥ 0,
‖F‖L2(H) :=
(∫
H
|F |2
)1/2
,
‖F‖L∞v Lp(Sv) := sup
1≤v≤2
‖F‖Lp(Sv) ,
‖F‖L∞v L∞(Sv) := sup
1≤v≤2
‖F‖L∞(Sv) ,
‖F‖L∞v H1/2(Sv) := sup
1≤v≤2
‖F‖H1/2(Sv) ,
where the fractional Sobolev spaces H1/2(Sv) are defined in Section 3.1. Further, for
spacetime tensors W, define
‖W‖L∞(H) := supH |W|hv ,
where hv denotes the Riemannian metric on H associated to the foliation (Sv), see (2.3).
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Notation. More generally, for ease of presentation, we omit the domain of integration
when it is clear over what interval the integration takes place.
Definition 2.20 (Norms onM). Let (M,g) be a vacuum spacetime foliated by spacelike
maximal hypersurfaces Σt given as level sets of a time function t onM. For Σt-tangential
tensors F define
‖F‖L∞t L2(Σt) := supt ‖F‖L2(Σt),
and for spacetime tensors W let
‖W‖L∞t L2(Σt) := supt
∫
Σt
|W|2ht
1/2 ,
‖W‖L∞(Σt) := sup
Σt
|W|ht ,
where ht denotes the Riemannian metric on Σt associated to the foliation (Σt), see (2.9).
2.7. Initial data norms. In this section, we introduce the types of regularity and initial
data norms used in our main result. We have the following definition of weak regularity
of 2-spheres, see [15] and [30].
Definition 2.21 (Weakly regular 2-spheres). Let 0 ≤ N <∞ be an integer and c > 0 be
a real number. A Riemaniann 2-sphere (S, g/) is a weakly regular sphere with constants
N, c if
• it can be covered by N coordinate patches,
• there is a partition of unity η adapted to the above coordinate patches,
• there are functions 0 ≤ η˜ ≤ 1 which are compactly supported in the coordinate
patches and equal to 1 on the support of η,
• on each coordinate patch there exists an orthonormal frame (e1, e2),
such that on each coordinate patch,
c−1 ≤
√
det g/ ≤ c,
c−1|ξ|2 ≤ g/ABξAξB ≤ c|ξ|2 for all ξ ∈ R2,
|∂xAη|+ |∂xA∂xBη|+ |∂xA η˜| ≤ c,
‖∇/ ∂xA‖L2 + ‖∇/ eA‖L4 ≤ c.
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Low regularity initial data norms. Let (Sv) be the canonical foliation on H. Assume
that each Sv is a weakly regular 2-sphere with constants N, c. Define
OΣ0 := ‖k‖L2(Σ) + ‖∇k‖L2(Σ) ,
RΣ0 := ‖Ric‖L2(Σ) ,
OH0 :=
∥∥∥∥trχ− 2v
∥∥∥∥
L∞(H)
+
∥∥∥∥trχ+ 2v
∥∥∥∥
L∞(H)
+ ‖∇/ trχ‖L∞v L2(Sv) +
∥∥∇/ trχ∥∥
L∞v L2(Sv)
+ ‖χ̂‖L∞v L4(Sv) +
∥∥χ̂∥∥
L∞v L4(Sv)
+ ‖ζ‖L∞v L4(Sv) + ‖ζ‖L∞v H1/2(Sv)
+ ‖∇/ Ω‖L∞v L4(Sv) + ‖∇/ Ω‖L∞v H1/2(Sv) + ‖Ω− 1‖L∞(H),
RH0 := ‖α‖L2(H) + ‖β‖L2(H) + ‖ρ‖L2(H) + ‖σ‖L2(H) +
∥∥β∥∥
L2(H) .
Here H1/2(Sv) is an L
2-based fractional Sobolev space on Sv bounding 1/2 derivatives,
see Definition 3.2.
Remark 2.22. In [15], it is shown that the weak regularity of the 2-spheres Sv and the
norm OH0 can be bounded by the L2 curvature flux RH0 and low regularity bounds on the
geometry of the initial sphere S1 = Σ ∩H. We refer to [15] for more details.
Higher regularity initial data norms. As higher regularity initial data norms, we
consider the following. For integers m ≥ 1, let
OΣm :=
∑
|α|≤m+1
‖∇αk‖L∞(Σ),
RΣm :=
∑
|α|≤m
‖DαR‖L∞(Σ) +
∑
|α|≤m
‖∇αRic‖L∞(Σ),
OHm :=
∑
|α|≤m+1
∥∥∥∥∇/ α(trχ− 2v
)∥∥∥∥
L∞(H)
+
∥∥∥∥∇/ α(trχ+ 2v
)∥∥∥∥
L∞(H)
+ ‖∇/ α∇/ trχ‖L∞(H) +
∥∥∇/ α∇/ trχ∥∥
L∞(H) + ‖∇/ αχ̂‖L∞(H) +
∥∥∇/ αχ̂∥∥
L∞(H)
+ ‖∇/ αζ‖L∞(H) + ‖∇/ α∇/ ζ‖L∞(H) +
∑
|α|+|β|≤m+2
‖∇/ αΩ‖L∞(H) + ‖∇/ βLα(Ω)‖L∞(H),
RHm :=
∑
|α|≤m
‖DαR‖L∞(H).
Remark 2.23. For ease of presentation of the proof of the higher regularity estimates, we
choose L∞-based norms instead of L2-based norms for higher regularity initial data. As
consequence, the higher regularity estimates of this paper are not sharp. However, they
are sufficient for the proof of the main theorem, see Section 2.9.
Remark 2.24. In [15], it is shown that for integers m ≥ 1 the norm OHm can be bounded
by higher regularity curvature fluxes and bounds on the geometry of the initial sphere
S1 = Σ ∩H. We refer to [15] for more details.
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2.8. Main result. To state our precise main result, we first introduce the next definition.
Definition 2.25 (Weakly regular balls). A Riemannian 3-manifold with boundary Σ
is a weakly regular ball with constant 0 < εball < 1/2 if there is a coordinate chart
φ : B(0, 1)→ Σ such that on B(0, 1),
(1− εball)|ξ|2 ≤ gijξiξj ≤ (1 + εball)|ξ|2 for all ξ ∈ R2,
‖∂gij‖L2(B(0,1)) + ‖∂2gij‖L2(B(0,1)) ≤ εball
and for all integers m ≥ 1 the metric components gij can be estimated in higher regularity
by the Ricci tensor as follows,
‖gij − eij‖Hm+2(B(0,1)) .
∑
|α|≤m
‖∇αRic‖L2(Σ) + εball,
where eij denotes the standard Cartesian components of the Euclidean metric.
Here, for integers m ≥ 0, Hm(B(0, 1)) denotes the standard L2-based Sobolev spaces on
B(0, 1) bounding m derivatives.
The following is the main result of this paper.
Theorem 2.26 (Main theorem, version 2). Let there be given smooth initial data for
the spacelike-characteristic Cauchy problem on Σ and H and let (Sv)1≤v≤2 denote the
canonical foliation on H. Assume that the 2-spheres Sv are uniformly weakly regular with
constants N, c and that for some real ε > 0,
OΣ0 +RΣ0 +OH0 +RH0 ≤ ε, 1/4 ≤ rvol(Σ, 1/2) ≤ 8, 2pi ≤ volg(Σ) ≤ 8pi. (2.20)
Then the following holds.
(1) L2-regularity. Let 0 < εball < 1/2 be a real number. There is a universal constant
ε0 > 0 such that if 0 < ε < ε0, then the maximal smooth globally hyperbolic devel-
opment (M,g) of the given initial data contains a foliation (Σt)1≤t≤2 of maximal
spacelike hypersurfaces defined as level sets of a time function t with Σ1 = Σ and
∂Σt = St for 1 ≤ t ≤ 2,
Σt is a weakly regular ball with constant εball,
and such that for 1 ≤ t ≤ 2,
‖Ric‖L∞t L2(Σt) + ‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖DTk‖L∞t L2(Σt) . ε,
‖n− 1‖L∞t L∞(Σt) + ‖∇n‖L∞t L2(Σt) + ‖∇2n‖L∞t L2(Σ) . ε,
1/8 ≤ inf
1≤t≤2
rvol(Σt, 1/2) ≤ 16,
pi/2 ≤ volg(Σt) ≤ 32pi.
(2.21)
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(2) Propagation of smoothness. Smoothness of the initial data is propagated into
the spacetime, and the spacetime is smooth up to Σ2 = {t = 2}. More specifically,
for integers m ≥ 1, for 1 ≤ t ≤ 2,∑
|α|≤m
‖DαR‖L∞t L2(Σt) ≤C
(OΣm,RΣm,OHm,RHm,m) ,∑
|α|≤m+1
‖Dα ((T )pi) ‖L∞t L2(Σt) ≤C (OΣm,RΣm,OHm,RHm,m) , (2.22)
where (T )pi := LTg denotes the deformation tensor of T .
Remarks.
(1) In the proof of Theorem 2.26, we derive L2-bounds for R using the Bel-Robinson
tensor Q(R), see Proposition 3.8, which in turns requires a trilinear estimate for
the corresponding error term. It is due to this trilinear estimate that we need to
invoke the bounded L2 curvature theorem, see Theorem 3.12. We note that for the
proof of the higher regularity estimates m ≥ 2 of Theorem 2.26, the corresponding
error term can be bounded by a classical Gro¨nwall argument.
(2) In Theorem 2.26, at the level of L2-regularity, each hypersurface Σt is by construc-
tion a weakly regular ball with constant εball and hence admits global coordinates
such that gij ∈ H2(Σt). However, because the existence of each of these global co-
ordinates follows by an application of Cheeger-Gromov theory to Σt (see Theorem
4.1), we have no control of regularity of the components gij in the t-direction.
(3) In [15], it is shown that the weak regularity of the 2-spheres Sv and the norm OH0
can be bounded by the L2 curvature flux RH0 and low regularity bounds on the
geometry of the initial sphere S1 = Σ ∩ H. Analogously, the norms OHm can be
bounded by higher regularity curvature fluxes and bounds on the geometry of the
initial sphere S1. We refer to [15] for more details.
(4) The regularity assumptions (2.20) on the canonical foliation (succesfully estab-
lished in [15] at the level of bounded L2 curvature) are crucial for the proof of
Theorem 2.26. However, the exact definition of the canonical foliation is not used
in this paper. Thus, any other foliation with similar regularity properties could
be used to prove Theorem 2.26.
(5) The higher regularity estimates proved in Theorem 2.26 are not sharp, see also
the previous Remark 2.23. Nevertheless, they are sufficient for proof of Theorem
2.26, see below.
2.9. Proof of the main theorem. The proof of Theorem 2.26 goes by a bootstrapping
argument which we set up and prove in this section. Let T ∈ [1, 2] be defined as
T := sup
t∗∈[1,2]
{
There is a time function 1 ≤ t ≤ t∗ as in Theorem 2.26
such that (2.21) and (2.22) hold
}
.
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In the following, we show that T = 2 for ε > 0 sufficiently small.
Step 1. It holds that T > 1. Indeed, this follows from the next local existence and
continuation result. Its proof is given in Section 6.
Proposition 2.27 (Classical local existence and continuation). Consider smooth initial
data for the spacelike-characteristic Cauchy problem on Σ and H together with a smooth
canonical foliation (Sv)v≥1 on H. Then for a small real number τ > 0, the maximal
globally hyperbolic development (M,g) contains a foliation by smooth spacelike maximal
hypersurfaces (Σt)1≤t≤1+τ given as level sets of a smooth time function t such that Σ1 = Σ
and for each 1 ≤ t ≤ 1 + τ ,
∂Σt = St.
Moreover, the foliation (Σt) can be locally continued in a smooth fashion as long as the
foliation (Σt) and the spacetime remains smooth.
Remarks.
• The existence of a local maximal foliation in Proposition 2.27 follows by a classical
perturbation argument of Bruhat [5], see Theorem 6.2.
• We could explicitly formulate Proposition 2.27 in terms of function spaces of finite
regularity, but for ease of presentation we choose the smooth class, that is, Ck for
every integer k ≥ 0.
Step 2. Assuming that a set of bootstrap assumptions holds up to 1 < t∗0 < 2, we show
that we can improve them for ε > 0 sufficiently small. Indeed, the next proposition is
proved in Section 4.
Proposition 2.28 (Improvement of bootstrap assumptions). Let (M,g) be a vacuum
spacetime with past boundary consisting of a compact spacelike maximal hypersurface with
boundary Σ ' B(0, 1) ⊂ R3 and the outgoing null hypersurface H emanating from ∂Σ.
Assume that H is foliated by the canonical foliation (Sv)1≤v≤2. Let 1 < t∗0 ≤ 2 be a real
number, and let t be a time function on M such that its level sets (Σt)1≤t≤t∗0 are spacelike
maximal hypersurfaces with Σ1 = Σ, satisfying for each 1 ≤ t ≤ t∗0,
∂Σt = St.
Assume that for some small ε > 0,
RΣ0 +OΣ0 +OH0 +RH0 ≤ ε,
and for some fixed, large D > 0, for 1 ≤ t ≤ t∗0,
‖Ric‖L∞t L2(Σt) ≤Dε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖k‖L∞t L2(St) ≤Dε,
‖ν − 1‖L∞t L∞(St) + ‖∇/ ν‖L∞t L4(St) + ‖∇/ ν‖L∞t H1/2(St) ≤Dε,
1/8 ≤ rvol(Σt, 1/2) ≤ 16,
pi/2 ≤ volg(Σt) ≤ 32pi.
22 STEFAN CZIMEK AND OLIVIER GRAF
There exists a universal constant ε0 > 0 such that if 0 < ε < ε0, then for 1 ≤ t ≤ t∗0,
‖Ric‖L∞t L2(Σt) .D′ε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖DTk‖L∞t L2(Σt) + ‖k‖L∞t L2(∂Σt) .D′ε,
‖ν − 1‖L∞t L∞(St) + ‖∇/ ν‖L∞t L4(St) + ‖∇/ ν‖L∞t H1/2(St) .D′ε,
‖n− 1‖L∞t L∞(Σt) + ‖∇n‖L∞t L2(Σt) + ‖∇2n‖L∞t L2(Σt) .D′ε,
1/8 < rvol(Σt, 1/2) < 16,
pi/2 < volg(Σt) < 32pi,
for a constant 0 < D′ < D.
Step 3. The following higher regularity estimates are proved in Section 5.
Proposition 2.29 (Higher regularity estimates). Let (M,g) be a vacuum spacetime
whose past boundary consists of a compact spacelike maximal hypersurface with boundary
Σ ' B(0, 1) and the outgoing null hypersurface H of ∂Σ. Let (Sv)1≤v≤2 be the canonical
foliation on H. Let 1 < t∗0 ≤ 2 and assume that there is a time function 1 ≤ t ≤ t∗0 in M
such that its level sets Σt are maximal spacelike hypersurfaces with Σ1 = Σ and such that
for 1 ≤ t ≤ t∗0 and a real number 0 < εball < 1/2,
∂Σt = St,
Σt is a weakly regular ball with constant εball,
and assume moreover that for some ε > 0, for 1 ≤ t ≤ t∗0,
‖Ric‖L∞t L2(Σt) . ε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖DTk‖L∞t L2(Σt) + ‖k‖L∞t L2(St) . ε,
‖ν − 1‖L∞t L∞(St) + ‖∇/ ν‖L∞t L4(St) + ‖∇/ ν‖L∞t H1/2(St) . ε,
‖n− 1‖L∞t L∞(Σt) + ‖∇n‖L∞t L2(Σt) + ‖∇2n‖L∞t L2(Σt) . ε.
For ε > 0 and εball > 0 sufficiently small, it holds that for all integers m ≥ 1, on
1 ≤ t ≤ t∗0, ∑
|α|≤m
‖DαR‖L∞t L2(Σt) ≤C
(OΣm,RΣm,OHm,RHm,m, εball) ,∑
|α|≤m+1
‖Dα ((T )pi) ‖L∞t L2(Σt) ≤C (OΣm,RΣm,OHm,RHm,m, εball) ,
where (T )pi := LTg denotes the deformation tensor of T .
Remarks.
(1) The smallness of εball > 0 and ε > 0 is only used in the proof of the case m = 1.
(2) The estimates for m = 1 require a trilinear estimate based on the null structure
of the Einstein vacuum equations, see Section 5. In Appendix D we reduce this
trilinear estimate to the (m = 1)-estimates of [22].
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(3) The estimates for m ≥ 2 are based on a classical Gro¨nwall argument together with
the estimates for m = 1; see Section 5.2.
Step 4. By the higher regularity estimates of Proposition 2.29, it follows that on each
hypersurface Σt, the induced initial data is smooth. Thus by Proposition 2.27 and Propo-
sition 2.28, we can continue the spacetime such that (2.21) and (2.22) hold beyond T for
each T < 2, which yields a contradiction to the maximality of T . This concludes the
proof of Theorem 2.26.
2.10. Organisation of the paper. The paper is organised as follows.
• In Section 3, we recall calculus prerequisites, elliptic estimates and energy esti-
mates.
• In Section 4, we improve the bootstrap assumptions, see Proposition 2.28.
• In Section 5, we show higher regularity estimates, see Proposition 2.29.
• In Section 6, we prove classical local existence and smooth continuation of space-
times with maximal foliations, see Proposition 2.27.
• In Section 7, we prove existence of global coordinates on Σ, see Theorem 4.1.
• In Appendix A, we prove global elliptic estimates for Hodge systems on Σ.
• In Appendix B, we prove the trace estimate of Lemma 3.6.
• In Appendix C, we prove comparison estimates between two maximal foliations
on a spacetime M.
• In Appendix D, we discuss the trilinear estimate for the higher regularity estimates
m = 1, see Proposition 5.2.
3. Calculus inequalities and prerequisite results
3.1. Calculus on S. In this section, we recapitulate calculus prerequisites on Riemannian
2-spheres (S, g/) that satisfy the weak regularity condition of Definition 2.21. The next
lemma is proved for example in [30].
Lemma 3.1 (Sobolev inequalities on S). Let (S, g/) be a weakly regular Riemannian 2-
sphere with constants N, c. Then it holds that for each tensor F on S,
‖F‖L∞(S) .‖∇/ F‖L4(S) + ‖F‖L2(S),
where the constant depends only on N, c.
We introduce the following fractional Sobolev spaces on S.
Definition 3.2 (Fractional Sobolev spaces on S). Let (S, g/) be a Riemannian 2-sphere
and let s ∈ R. For tensors F on S, define the norm
‖F‖Hs(S) := ‖(1−4/ )s/2F‖L2(S),
where the fractional Laplace-Beltrami operator is defined by standard spectral decomposi-
tion, see [30].
24 STEFAN CZIMEK AND OLIVIER GRAF
The next are straight-forward properties of fractional Sobolev spaces (see for example
Section 2 and Theorem 3.6 in [30], and Lemma 3.5 and Appendix B in [15]).
Lemma 3.3 (Properties of fractional Sobolev spaces). Let (S, g/) be a weakly regular
Riemannian 2-sphere with constants N, c. Let F1 and F2 be two tensors on S. Then it
holds that
‖F1F2‖H1/2(S) .
(‖F1‖L∞(S) + ‖∇/ F1‖L2(S)) ‖F2‖H1/2(S).
and further for tensors F on S,
‖∇/ F‖H−1/2(S) . ‖F‖H1/2(S),
where the constants depend only on N, c.
3.2. Calculus on Σ. In this section, we recall calculus prerequisites on compact Rie-
mannian 3-manifolds with boundary Σ ' B(0, 1) ⊂ R3.
The following standard Sobolev inequalities follow for example from Section 3 in [33].
Lemma 3.4 (Sobolev inequalities on Σ). Let F be a tensor on Σ ' B(0, 1) ⊂ R3 and let
g be a Riemannian metric on Σ such that
1
4
|ξ| ≤ gijξiξj ≤ 2|ξ|2 for all ξ ∈ R2. (3.1)
Then
‖F‖L∞(Σ) .‖F‖L2(Σ) + ‖∇F‖L2(Σ) + ‖∇2F‖L2(Σ),
‖F‖L6(Σ) .‖F‖L2(Σ) + ‖∇F‖L2(Σ).
Remark 3.5. In Lemma 3.4 we distinguish between the C0-regularity (3.1) and the
stronger H2-regularity of weak balls because the spacelike maximal hypersurfaces of the
bounded L2 curvature theorem admit the former but not the latter, see Theorem 3.12. The
hypersurfaces constructed in the main Theorem 2.26 are weak balls.
The next well-known trace estimates follow from the theory of function spaces in [1] and
[30]. A proof is provided in Appendix B.
Lemma 3.6 (Trace estimate). Let F be a tensor on Σ ' B(0, 1) ⊂ R3 and let g be a
Riemannian metric on Σ such that
1
4
|ξ| ≤ gijξiξj ≤ 2|ξ|2 for all ξ ∈ R2.
Then it holds that
‖F‖L2(∂Σ) .‖F‖L2(Σ) + ‖∇F‖L2(Σ),
‖F‖L4(∂Σ) .‖F‖L2(Σ) + ‖∇F‖L2(Σ). (3.2)
Moreover, if (Σ, g) is a weakly regular ball with constant 0 < εball < 1/2, then
‖F‖H1/2(∂Σ) .‖F‖L2(Σ) + ‖∇F‖L2(Σ), (3.3)
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and for integers m ≥ 1,∑
|α|≤m
‖∇/ αF‖H1/2(∂Σ) .
∑
|α|≤m+1
‖∇αF‖L2(Σ) +
∑
|α|≤m
‖∇αRic‖L2(Σ) + Cmεball. (3.4)
The next lemma shows that in spherical coordinates the metric components are estimated
away from r = 0 by the constant εball of the weakly regular ball, see Lemma 2.22 in [12]
for a proof.
Lemma 3.7 (Estimates for metric components in spherical coordinates). Let (Σ, g) be a
weakly regular ball with constant 0 < εball < 1/2. Then
‖a− 1‖H2(A(1/2,1)) + ‖b‖H2(A(1/2,1)) + ‖g/ − γ‖H2(A(1/2,1)) .εball,∥∥∥∥trΘ− 2r
∥∥∥∥
H1(A(1/2,1))
+
∥∥∥Θ̂∥∥∥
H1(A(1/2,1))
+ ‖∇/ a‖H1(A(1/2,1)) .εball,
(3.5)
where γ denotes the standard round metric on Sr, and the notation for a, b, g/ and A(r1, r2)
was introduced in Section 2.4.
3.2.1. Global elliptic estimates for the Laplace-Beltrami operator on Σ. In this section
we cite global elliptic estimates for the Laplace-Beltrami operator. They are a straight-
forward generalisation of the global elliptic estimates of Appendix A in [13].
Proposition 3.8. Let (Σ, g) be a weakly regular ball with constant 0 < εball < 1/2. Then
for any scalar function f on Σ,∑
|α|≤2
‖∇αf‖L2(Σ) .‖4f‖L2(Σ) + ‖∇/ f‖H1/2(∂Σ) + ‖f‖L2(∂Σ),∑
|α|≤3
‖∇αf‖L2(Σ) .‖∇4f‖L2(Σ) + ‖4f‖L2(Σ)
+ ‖∇/ 2f‖H1/2(∂Σ) + ‖∇/ f‖H1/2(∂Σ) + ‖f‖L2(∂Σ).
Furthermore, for integers m ≥ 1,∑
|α|≤m+2
‖∇αf‖L2(Σ)
.
∑
|α|≤m
‖∇α4f‖L2(Σ) +
∑
|α|≤m+1
‖∇/ αf‖H1/2(∂Σ)
+ Cm
∑
|α|≤m
‖∇αRic‖L2(Σ) + εball
(‖4f‖L2(Σ) + ‖∇/ f‖H1/2(∂Σ) + ‖f‖L2(∂Σ)) .
3.3. Energy estimates for the curvature tensor on M. The following classical en-
ergy estimate for Weyl tensors is proved in [9], see the introduction and Lemma 8.1.1
therein.
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Proposition 3.9 (Energy estimate for Weyl tensors). Let (M,g) be a vacuum spacetime
bounded by two disjoint maximal spacelike hypersurfaces Σ1 and Σ2 and an outgoing null
hypersurface H, and assume that M is foliated by the spacelike level sets (Σt)1≤t≤2 of a
time function t such that {t = 1} = Σ1 and {t = 2} = Σ2. Let T denote the timelike unit
normal to Σt. Let further W be a Weyl tensor on M. Then it holds that∫
Σ2
Q(W)TTTT =
∫
Σ1
Q(W)TTTT +
∫
H
Q(W)LTTT
−
∫
M
DµQ(W)µTTT −
∫
M
3
2
Q(W)αβTT
(T )piαβ,
(3.6)
where (T )pi := LTg denotes the deformation tensor of T and the integral over H is defined
in Definition 2.18.
3.4. An extension procedure for the constraint equations. In this section, we cite
in detail the exact statement of the extension procedure for the constraint equations [12]
which is used as black box in this paper.
Theorem 3.10 (An extension procedure for the constraint equations, [12]). Let (g¯, k¯)
be initial data for the Einstein equations on a maximal hypersurface Σ = B(0, 1) ⊂ R3.
There exists a universal constant ε > 0 such that if
‖g¯ − e‖H2(B(0,1)) + ‖k¯‖H1(B(0,1)) < ε,
where e denotes the Euclidean metric, then (g¯, k¯) can be smoothly extended to asymptoti-
cally flat, maximal initial data (g, k) on R3 with
(g, k)|B(0,1) = (g¯, k¯),
which is bounded by
‖g − e‖H2−1/2(R3) + ‖k‖H1−3/2(R3) . ‖g¯ − e‖H2(B(0,1)) + ‖k¯‖H1(B(0,1)).
Moreover, for integers m ≥ 1,
‖g − e‖Hm+2−1/2(R3) + ‖k‖Hm+1−3/2(R3) ≤ C
(‖g¯ − e‖Hm+2(B(0,1)) + ‖k¯‖Hm+1(B(0,1))) ,
where the constant C > 0 depends only on m.
Remark 3.11. In Theorem 3.10, for integers m ≥ 0, Hm+2−1/2(R3) and Hm+1−3/2(R3) denote
weighted L2-based Sobolev spaces bounding m coordinate derivatives and measuring as-
ymptotic flatness, see [12]. In particular, for ε > 0 sufficiently small, the global maximal
initial data (g, k) on R3 satisfies the assumptions of the bounded L2 curvature theorem,
see Theorem 3.12 below.
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3.5. The bounded L2 curvature theorem. In this section, we cite in detail the bounded
L2 curvature theorem [22] which is used as black box in this paper. The theorem as stated
below is a paraphrase of Theorems 2.4 and 2.5 in [31] and Theorem 2.18 in [33].
Theorem 3.12 (The bounded L2 curvature theorem, version 2). Let (Σ, g, k) be asymp-
totically flat maximal initial data for the Einstein vacuum equations such that Σ ' R3.
Assume moreover there are global coordinates in which
1
2
eij ≤ gij ≤ 3
2
eij,
and that for some ε > 0,
‖Ric‖L2(Σ) ≤ ε, ‖k‖L2(Σ) + ‖∇k‖L2(Σ) ≤ ε, rvol(Σ, 1/2) > 1/4.
Then.
(1) L2-regularity. There is a universal constant ε0 > 0 such that if 0 < ε < ε0, then
the maximal globally hyperbolic development (M,g) of the initial data (Σ, g, k)
contains a foliation of maximal spacelike hypersurfaces (Σt)0≤t≤1 with Σ0 = Σ
such that on each Σt,
1
4
eij ≤ gij ≤ 2eij,
‖Ric‖L∞t L2(Σt) . ε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖DTk‖L∞t L2(Σt) + ‖A‖L∞
t˜
L4(Σ˜t˜)
. ε,
‖n− 1‖L∞(M) + ‖∇n‖L∞(M) + ‖∇2n‖L∞t L2(Σt) + ‖∇T (n)‖L∞t L2(Σt) . ε,
rvol(Σt, 1/2) ≥ 1/8.
Moreover, for each ω ∈ S2, there is a foliation (Hωu)ωu∈R of M by weakly regular
(see remarks below) null hyperplanes Hωu given as level sets of an optical function
ωu such that
sup
ω∈S2
‖R · L‖L∞u L2(Hωu) . ε,
where L denotes the Hωu-tangential null vectorfield with g(T, L) = −1. In addi-
tion, the following trilinear estimate holds,∣∣∣∣∣∣
∫
M
Q(R)ijTTk
ij
∣∣∣∣∣∣ . ε‖R‖2L∞t L2(Σt) + ε‖R‖L2(M) supω∈S2 ‖R · L‖L∞ωuL2(Hωu). (3.7)
(2) Higher regularity. For integers m ≥ 1, it holds that∑
|α|≤m
‖DαR‖L∞t L2(Σt) .
∑
|α|≤m
‖∇αRic‖L2(Σ) + ‖∇α∇k‖L2(Σ),∑
|α|≤m+1
‖Dα ((T )pi) ‖L∞t L2(Σt) . ∑
|α|≤m
‖∇αRic‖L2(Σ) + ‖∇α∇k‖L2(Σ),
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where (T )pi := LTg denotes the deformation tensor of T .
Remarks.
(1) Theorem 1.3 is the small data version of the bounded L2 curvature theorem. A
corresponding large data version is obtained in [22] by a rescaling procedure.
(2) We refer to Definition 5.3 in [22] for a definition of weakly regular null hypersur-
faces. For the purposes of this paper, it suffices to note that weak regularity is
sufficient for an application of Stokes’ theorem as in Proposition 3.9.
(3) In Appendix D, we give more details about the Yang-Mills formalism and wave
parametrix construction of [22] and use the estimates of that paper to prove a
trilinear estimate, see in particular (D.1) and (D.2).
4. Low regularity estimates
In this section we prove Proposition 2.28. Let ε > 0 be a real. Assume that
OΣ0 +RΣ0 +OH0 +RH0 ≤ ε, (4.1)
and further, for a large, fixed constant D > 0, assume that for 1 ≤ t ≤ t∗0 (where t∗0 < 2),
‖Ric‖L∞t L2(Σt) ≤Dε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖k‖L∞t L2(St) ≤Dε,
‖ν − 1‖L∞t L∞(St) + ‖∇/ ν‖L∞t L4(St) + ‖ν−1∇/ ν‖L∞t H1/2(St) ≤Dε,
1/4 ≤ rvol(Σt, 1/2) ≤ 8,
pi/2 ≤ volg(Σt) ≤ 32pi.
(4.2)
In the following, we prove that for ε > 0 sufficiently small, for 1 ≤ t ≤ t∗0,
‖Ric‖L∞t L2(Σt) .D′ε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖k‖L∞t L2(St) .D′ε,
‖ν − 1‖L∞t L∞(St) + ‖∇/ ν‖L∞t L4(St) + ‖ν−1∇/ ν‖L∞t H1/2(St) .D′ε,
1/4 < rvol(Σt, 1/2) < 8,
pi/2 < volg(Σt) < 32pi.
for a constant 0 < D′ < D, and furthermore,
‖n− 1‖L∞t L∞(Σt) + ‖∇n‖L∞t L2(Σt) + ‖∇2n‖L∞t L2(Σt) . ε.
4.1. Overview of the proof of Proposition 2.28. In the following, we outline the main
steps of the proof of Proposition 2.28. An important tool applied in the proof is the next
theorem about the existence of global coordinates. Its proof using the Cheeger-Gromov
theory of manifold convergence is given in Section 7.
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Theorem 4.1 (Existence of global regular coordinates). Let (M, g) be a compact Rie-
mannian 3-manifold with boundary such that M ' B(0, 1) ⊂ R3, and assume that for two
reals ε > 0 and 0 < V <∞,
‖Ric‖L2(M) ≤ ε, ‖trΘ− 2‖L4(∂M) + ‖Θ̂‖L4(∂M) ≤ ε, rvol(M, 1/2) ≥ 1/4, volg(M) ≤ V,
where Θ denotes the second fundamental form of ∂M ⊂ M . Then for every real number
0 < εball < 1/2, there is an ε0 > 0 such that if 0 < ε < ε0, then
(M, g) is a weakly regular ball with constant εball,
that is,
(1) H2-regularity. There is a coordinate chart φ : B(0, 1)→M such that
‖gij − eij‖H2(B(0,1)) . εball,
(1− εball)|ξ|2 ≤ gijξiξj ≤ (1 + εball)|ξ|2 for all ξ ∈ R2.
(2) Higher regularity. For integers m ≥ 1, the following estimate for the coordinate
components gij holds,
‖gij − eij‖Hm+2(B(0,1)) . CV
∑
|α|≤m
‖∇αRic‖L2(M) + Cm,V
 .
We are now in position to give an overview of the proof of Proposition 2.28. It suffices to
improve the bootstrap assumptions on Σt∗ for a fixed real 1 ≤ t∗ ≤ t∗0.
(1) Let 0 < εball < 1/2 be a small constant to be determined below. By the bootstrap
assumptions (4.2) together with Theorem 4.1, we deduce that for ε > 0 sufficiently
small, Σt∗ is a weakly regular ball with constant 0 < εball < 1/2. For εball > 0
sufficiently small, this directly improves the bootstrap assumptions on volg(Σt∗)
and rvol(Σt∗ , 1/2).
(2) For 0 < εball < 1/2 and ε > 0 sufficiently small, the extension procedure for the
constraint equations (see Theorem 3.10) can be applied to Σt∗ . This yields an
extension of the maximal initial data (Σt∗ , g, k) to an asymptotically flat initial
data set of size bounded by εball.
(3) For εball > 0 sufficiently small, we can subsequently apply backwards the bounded
L2 curvature theorem (see Theorem 1.3) to the above extended initial data set.
This yields a foliation of the past of Σt∗ inM by maximal hypersurfaces (Σ˜t˜)0≤t˜≤t∗
with controlled foliation geometry. In particular, this foliation admits ∇˜n˜ ∈
L∞(Mt∗) and a trilinear estimate, see Theorem 3.12.
(4) Using the εball-control of the foliation Σ˜t˜ we can estimate R using the Bel-Robinson
tensor (see Proposition 3.8), relating the curvature flux through Σt∗ with the
curvature fluxes through H and Σ which are in turn bounded by the ε-small
initial data norms. This improves the bootstrap assumption on the curvature flux
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on Σt∗ . It is in this step that the control of ∇˜n˜ ∈ L∞(Mt∗) and the trilinear
estimate for the (Σ˜t˜)0≤t˜≤t∗-foliation are needed.
(5) The second fundamental form k on Σt∗ satisfies a Hodge system and thus global
elliptic estimates (see Corollary A.6) improve the bounds on ∇k ∈ L2(Σt∗). Here
we use that the source terms for the Hodge system of k depend only on already
improved curvature terms. Moreover, in this step it is crucial to analyse the
boundary integrals appearing in the global elliptic estimates for k. Indeed, they
admit a special structure which allows to split them up into one part which bounds
the slope ν betweenH and Σt∗ and the L2(∂Σt∗)-norm of k, and another part which
can be estimated by the assumed ε-smallness of the null connection coefficients of
the canonical foliation on H.
(6) The L2(Σt∗)-norm of k is estimated using the previously improved L
2(∂Σt∗)-norm
of k and L2(Σt∗)-norm of ∇k. The estimate for DTk in L2(Σt∗) follows by the
second variation equation (2.11b).
(7) The bootstrap assumptions for ν on ∂Σt∗ are improved by using the slope equation
(2.18) and the bounds mentioned in (5) together with the assumed ε-smallness of
the null connection coefficients of the canonical foliation.
(8) The foliation lapse n of the foliation Σt is improved by global elliptic estimates
applied to the maximal lapse equation, using that k on Σt∗ and the boundary
value n = Ω−1ν−1 on ∂Σt∗ are improved in the previous steps.
We remark that to compare the curvature fluxes through H and Σ with the initial data
norms on H and Σ, a comparison argument between the two maximal foliations (Σt)1≤t≤t∗
and (Σ˜)0≤t˜≤t∗ is needed, see Lemma 4.3 and its proof in Appendix C. This comparison
argument requires the control n − 1 ∈ L∞(Mt∗), and hence in the proof of Proposition
2.28 below, we use the bootstrap assumptions to bound n of size Dε before improving
them.
4.2. First consequences of the bootstrap assumptions. We first remark that by the
smallness assumption (4.1),∥∥∥∥trχ+ 2t
∥∥∥∥
L∞t L∞(St)
+
∥∥∥∥trχ− 2t
∥∥∥∥
L∞t L∞(St)
. ε,
‖χ̂‖L∞t L4(St) +
∥∥χ̂∥∥
L∞t L4(St)
. ε.
Therefore on the one hand, using that by Lemma 2.13
trΘ− 2
t
=
1
2
νtrχ− 1
2
ν−1trχ− 2
t
=
1
2
(ν − 1)trχ+ 1
2
(
trχ− 2
t
)
− 1
2
(ν−1 − 1)trχ− 1
2
(
trχ+
2
t
)
,
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we have that by (4.1) and (4.2),∥∥∥∥trΘ− 2t
∥∥∥∥
L∞t L∞(St)
.Dε. (4.3)
On the other hand, using that by Lemma 2.13
Θ̂ =
1
2
νχ̂− 1
2
ν−1χ̂,
we get that by (4.1) and (4.2), ∥∥∥Θ̂∥∥∥
L∞t L4(St)
. ε. (4.4)
4.3. Weak regularity of Σt∗. From (4.2), (4.3) and (4.4), we have for ε > 0 sufficiently
small that
‖Ric‖L2(Σt∗ ) + ‖k‖L2(Σt∗ ) + ‖∇k‖L2(Σt∗ ) .Dε,∥∥∥∥trΘ− 2t∗
∥∥∥∥
L4(St∗ )
+
∥∥∥Θ̂∥∥∥
L4(St∗ )
.Dε,
rvol(Σt∗ , 1/2) ≥ 1/4, volg(Σt∗) ≤32pi.
Therefore by Theorem 4.1, for any real εball > 0, there is ε0 > 0 such that if 0 < ε < ε0,
then Σt∗ is a weakly regular ball with constant εball. Moreover, we can pick εball > 0 and
ε > 0 sufficiently small such that
max
i,j=1,2,3
(
‖gij − eij‖H2(Σt∗ ) + ‖kij‖H1(Σt∗ )
)
. εball, (4.5)
and further,
1/4 < rvol(Σt∗ , 1/2) < 8, pi/2 < volg(Σt∗) < 32pi,
which improves the bootstrap assumptions on rvol(Σt∗ , 1/2) and volg(Σt∗).
4.4. Estimates for n on Σt∗. The lapse function n is by (2.2), (2.5), (2.19) and (2.11f)
a solution to the following elliptic boundary value problem,
∆n =n|k|2g on Σt∗ ,
n = ν−1Ω−1 on ∂Σt∗ .
(4.6)
In this section, we prove that for ε > 0 sufficiently small,
‖n− 1‖L∞(Σt∗ ) + ‖∇n‖L2(Σt∗ ) + ‖∇2n‖L2(Σt∗ ) . Dε. (4.7)
Remark 4.2. In accordance with the continuity argument, we do not have any bootstrap
assumptions on n in (4.2).
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On the one hand, by (4.1) and (4.2), the boundary value n = ν−1Ω−1 satisfies for ε > 0
small
‖n− 1‖L∞(∂Σt∗ ) . ‖ν − 1‖L∞(∂Σt∗ ) + ‖Ω− 1‖L∞(∂Σt∗ )
.Dε,
‖∇/ n‖L2(∂Σt∗ ) . ‖∇/ ν‖L2(∂Σt∗ ) + ‖∇/ Ω‖L2(∂Σt∗ )
.Dε.
Using further (2.18), (4.1), (4.2) and Lemmas 3.3 and 3.6, we get
‖∇/ n‖H1/2(∂Σt∗ )
=
∥∥∥∥ 1νΩ (ν−1∇/ ν)+ 1νΩ2∇/ Ω
∥∥∥∥
H1/2(∂Σt∗ )
.
(∥∥∥∥∇/ ( 1Ων
)∥∥∥∥
L2(∂Σt∗ )
+
∥∥∥∥ 1Ων
∥∥∥∥
L∞(∂Σt∗ )
+
∥∥∥∥∇/ ( 1Ω2ν
)∥∥∥∥
L2(∂Σt∗ )
+
∥∥∥∥ 1Ω2ν
∥∥∥∥
L∞(∂Σt∗ )
)
·
(∥∥ν−1∇/ ν∥∥
H1/2(∂Σt∗ )
+ ‖∇/ Ω‖H1/2(∂Σt∗ )
)
.
∥∥ν−1∇/ ν∥∥
H1/2(∂Σt∗ )
+ ‖∇/ Ω‖H1/2(∂Σt∗ )
.Dε.
On the other hand, by (4.2), (4.6), Lemma 3.4 and Ho¨lder’s inequality, we have that
‖4n‖L2(Σt∗ ) = ‖n|k|2‖L2(Σt∗ )
. (1 + ‖n− 1‖L6(Σt∗ ))‖k‖2L6(Σt∗ )
. (1 + ‖n− 1‖L2(Σt∗ ) + ‖∇n‖L2(Σt∗ ))
(‖k‖L2(Σt∗ ) + ‖∇k‖L2(Σt∗ ))2
. (1 + ‖n− 1‖L2(Σt∗ ) + ‖∇n‖L2(Σt∗ ))(Dε)2.
Therefore by the elliptic estimates of Proposition 3.8 together with the above, we get, for
εball > 0 and ε > 0 sufficiently small,
‖n− 1‖L2(Σt∗ ) + ‖∇n‖L2(Σt∗ ) + ‖∇2n‖L2(Σt∗ )
. ‖4n‖L2(Σt∗ ) + ‖∇/ n‖H1/2(∂Σt∗ )
. (1 + ‖n− 1‖L2(Σt∗ ) + ‖∇n‖L2(Σt∗ ))(Dε)2 +Dε
.Dε,
where we used the smallness of ε > 0 to absorb the term in the left-hand side. The
estimate (4.7) follows then by the Sobolev inequality of Lemma 3.4.
4.5. Construction of a background foliation of Mt∗. In this section, we apply back-
wards the bounded L2 curvature theorem to Σt∗ backwards to construct a background
foliation of the past of Σt∗ in M, denoted by Mt∗ .
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By Theorem 3.10 and (4.5), for εball > 0 sufficiently small, (Σt∗ , g, k) can be extended to
an asymptotically flat maximal initial data set on R3 which satisfies the assumptions of
Theorem 3.12. Subsequently, Theorem 3.12 yields that the following holds for εball > 0
sufficiently small.
(1) The spacetime regionMt∗ is foliated by spacelike maximal hypersurfaces (Σ˜t˜)0≤t˜≤t∗
given as level sets of a time function t˜ with Σt∗ = Σ˜t∗ ∩Mt∗ and satisfying for
0 ≤ t˜ ≤ t∗,
‖R˜ic‖L∞
t˜
L2(Σ˜t˜)
. εball, ‖k˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖∇˜k˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖A˜‖L∞
t˜
L4(Σ˜t˜)
. εball,
‖R‖L∞
t˜
L2(Σ˜t˜)
. εball, ‖n˜− 1‖L∞
t˜
L∞(Σ˜t˜)
+ ‖∇˜n˜‖L∞
t˜
L∞(Σ˜t˜)
. εball.
(4.8)
Let T˜ denote the future-pointing time-like unit normal to Σ˜t˜.
(2) For each ω ∈ S2, the spacetime Mt∗ is foliated by a family of null hyperplanes
(Hωu)ωu∈R given as level sets of an optical function ωu satisfying
sup
ω∈S2
‖R · L˜‖L∞ωuL2(Hωu∩Mt∗ ) . εball,
where L˜ is the unique Hωu-tangent null vectorfield with g(L˜, T˜ ) = −1.
(3) Define the angle ν˜ between T and T˜ by
ν˜ := −g(T, T˜ ). (4.9)
The proof of the next lemma is provided in Appendix C.
Lemma 4.3 (Comparison of maximal foliations onMt∗). For ε > 0 and εball > 0
sufficiently small, it holds that with respect to the foliation (Σ)1≤t≤t∗,
‖ν˜ − 1‖L∞(Mt∗ ) . εball, ‖k˜‖L∞t L4(Σt) . εball, (4.10)
where k˜ denotes the second fundamental form of Σ˜t˜.
4.6. Energy estimates for curvature tensor on Σt∗. In this section, we prove that
‖R‖L∞
t˜
L2(Σ˜t˜∩Mt∗ ) . ε. (4.11)
Using that Σt∗ = Σ˜t∗ ∩Mt∗ , (4.11) implies in particular that
‖R‖L2(Σt∗ ) . ε. (4.12)
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We turn to the proof of (4.11). By a standard application of (3.6) with W = R and
multiplier field T˜ , we have
‖R‖2
L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ sup
ω∈S2
‖R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
.
∫
Σ1
Q(R)T˜ T˜ T˜ T +
∫
H
Q(R)T˜ T˜ T˜L +
∣∣∣∣∣∣
∫
Mt∗
Q(R)αβT˜ T˜pi
αβ
∣∣∣∣∣∣︸ ︷︷ ︸
=:E
, (4.13)
where the integral over H is defined in Definition 2.18.
We bound the error term E on the right-hand side of (4.13) as follows. By (2.6) the
components of pi := LˆT˜g are
piT˜ T˜ = 0, piT˜ j = n˜
−1∇jn˜, piab = −2k˜ab.
Hence, by (4.2) and (4.8),
E =
∣∣∣∣∣∣
∫
Mt∗
Q(R)αβT˜ T˜pi
αβ
∣∣∣∣∣∣
.
∣∣∣∣∣∣
∫
Mt∗
Q(R)abT˜ T˜ k˜
ab
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
Mt∗
n˜−1Q(R)T˜ jT˜ T˜ ∇˜jn˜
∣∣∣∣∣∣
.
∣∣∣∣∣∣
∫
Mt∗
Q(R)abT˜ T˜ k˜
ab
∣∣∣∣∣∣+
(
1 + ‖n˜− 1‖L∞(Mt∗ )
)
‖∇˜n˜‖L∞(Mt∗ )‖R‖2L∞t L2(Σt)
.
∣∣∣∣∣∣
∫
Mt∗
Q(R)abT˜ T˜ k˜
ab
∣∣∣∣∣∣+ εball‖R‖2L∞t L2(Σt).
(4.14)
The first term on the right-hand side of (4.14) is estimated by a localisation of the trilinear
estimate (3.7) of Theorem 3.12. Indeed, a direct inspection of its proof on page 112 in
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[22] yields that the following estimate holds on Mt∗ ,∣∣∣∣∣∣
∫
Mt∗
Q(R)abT˜ T˜ k˜
ab
∣∣∣∣∣∣ .εball‖R‖2L∞t˜ L2(Σ˜t˜∩Mt∗ ) + εball‖R‖L2(Mt∗ ) supω∈S2 ‖R · L˜‖L∞ωuL2(Hωu∩Mt∗ )
.εball‖R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ εball‖R‖L∞
t˜
L2(Σ˜t˜)
sup
ω∈S2
‖R · L˜‖L∞ωuL2(Hωu∩Mt∗ )
.εball‖R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ εball
(
sup
ω∈S2
‖R · L˜‖L∞u L2(Hωu∩Mt∗ )
)2
.
Plugging the above and (4.14) into (4.13), we get
‖R‖2
L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ sup
ω∈S2
‖R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
.
∫
Σ1
Q(R)T˜ T˜ T˜ T +
∫
H
Q(R)T˜ T˜ T˜L
+ εball‖R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ εball
(
sup
ω∈S2
‖R · L˜‖L∞ωuL2(Hωu∩Mt∗ )
)2
.
∫
Σ1
Q(R)T˜ T˜ T˜ T︸ ︷︷ ︸
:=I1
+
∫
H
Q(R)T˜ T˜ T˜L︸ ︷︷ ︸
:=I2
,
(4.15)
where we used the smallness of εball > 0 to absorb the term on the left-hand side. It
remains to bound I1 and I2 on the right-hand side of (4.15).
Estimation of I1. Let (ei)i=1,2,3 be an orthonormal frame of Σ1. Decompose T˜ with
respect to this frame into
T˜ = ν˜T + C1e1 + C
2e2 + C
3e3, (4.16)
and denote C0 := ν˜−1. By (4.10) and the fact that (T, e1, e2, e3) is an orthonormal frame,
we deduce that for i = 1, 2, 3, ∥∥Ci∥∥
L∞(Σ1)
. √εball. (4.17)
Using (4.16), we get that∫
Σ1
QT˜ T˜ T˜ T =
∫
Σ1
QTTTT +
∫
Σ1
CµQµTTT +
∫
Σ1
CµCνQµνTT +
∫
Σ1
CµCνCλQµνλT .
From Lemmas 7.3.1 and 7.3.2 in [9], we get that for µ, ν, λ = 0, 1, 2, 3,
|QµνλT | . QTTTT . |R|2ht . (4.18)
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Hence by (4.17), we deduce that for εball > 0 and ε > 0 sufficiently small,∫
Σ1
QT˜ T˜ T˜ T .
(
1 +
√
εball +
√
εball
2
+
√
εball
3
)∫
Σ1
QTTTT
. ‖R‖2L2(Σ0)
.ε2,
(4.19)
where we used the smallness of the initial data (4.1).
Estimation of I2. Let (N, e1, e2) be a local frame on H such that (e1, e2) is an orthonor-
mal frame tangent to ∂Σt and N is tangent to Σt and normal to ∂Σt. Decompose T˜
into
T˜ = ν˜T + C1e1 + C2e2 + C3N, (4.20)
and denote C0 := ν˜ − 1. For i = 1, 2, 3, we have by (4.10) and since (N, e1, e2) is
orthonormal, ∥∥Ci∥∥
L∞(H) .
√
εball. (4.21)
Using (4.20), we get∫
H
QT˜ T˜ T˜L =
∫
H
QTTTL +
∫
H
CµQµTTL
+
∫
H
CµCνQµνTL +
∫
H
CµCνCλQµνλL.
By Lemmas 7.3.1 and 7.3.2 of [9], we have
|QµνλL| . QTTTL.
By the above, Lemma 2.17 and (4.1), we get for ε > 0 and εball > 0 sufficiently small,∫
H
QTTTL . ‖ν˜‖3L∞(H) ‖α‖2L2(H) + ‖ν˜‖L∞(H) ‖β‖2L2(H)
+
∥∥ν˜−1∥∥
L∞(H) (‖ρ‖
2
L2(H) + ‖σ‖2L2(H)) +
∥∥ν˜−3∥∥
L∞(H)
∥∥β∥∥2
L2(H)
. ‖α‖2L2(H) + ‖β‖2L2(H) + ‖ρ‖2L2(H) + ‖σ‖2L2(H) +
∥∥β∥∥2
L2(H)
.ε2,
and therefore with (4.21), ∫
H
QT˜ T˜ T˜L .ε2. (4.22)
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Plugging (4.19) and (4.22) into (4.15), we get that for εball > 0 and ε > 0 sufficiently
small,
‖R‖2
L∞
t˜
L2(Σ˜t˜∩M)
+ sup
ω∈S2
‖R · L˜‖2L∞ωuL2(Hωu∩M) . ε
2.
This proves in particular (4.11) and consequently (4.12).
4.7. Elliptic estimates for k on Σt∗. In this section we prove the next global elliptic
estimate for k on Σt∗ to improve the bootstrap assumption (4.2) for k.
Proposition 4.4 (Global elliptic estimate for k). It holds that
‖∇k‖2L2(Σt∗ ) + ‖k‖4L4(Σt∗ ) + ‖k‖2L2(∂Σt∗ ) + ‖∇/ ν‖2L2(∂Σt∗ ) . (
√
Dε)2.
Proof. From Corollary A.6, we have the following well-known, classical global elliptic
estimate for k (a proof is provided in Appendix A.2),∫
Σt∗
|∇k|2 + 1
4
|k|4 −
∫
∂Σt∗
∇akbNkba .
∫
Σt∗
|R|2ht , (4.23)
where N denotes the outward-pointing unit normal to ∂Σt∗ ⊂ Σt∗ .
By (2.11c), the boundary term on the left-hand side of (4.23) can be rewritten as
−
∫
∂Σt∗
∇akbNkba =−
∫
∂Σt∗
(
∇NkbNkbN +∇CkbNkbC
)
=−
∫
∂Σt∗
(
−∇CkbCkbN +∇CkNNkNC +∇CkANkAC
)
=
∫
∂Σt∗
∇CkACkAN +∇CkNCkNN −∇CkNNkNC −∇CkANkAC .
(4.24)
Using the boundary decomposition of k on ∂Σt∗ , see Section 2.3,
δ := kNN , A := kNA, ηAB := kAB,
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together with (2.15) and integration by parts, the right-hand side of (4.24) equals
−
∫
∂Σt∗
∇akbNkba =
∫
∂Σt∗
2(div/ η)A
A − 2 · ∇/ δ + 3ΘABAB + trΘ||2
+
∫
∂Σt∗
δ2trΘ− 2δηABΘAB + ηABΘBCηCA
=
∫
∂Σt∗
−4 · ∇/ δ − 2 ∈AB HBNA + 5ΘABAB + 3trΘ||2
+
∫
∂Σt∗
δ2trΘ− 2δηABΘAB + ηABΘBCηCA.
(4.25)
The right-hand side of (4.25) is then rewritten as
−
∫
∂Σt∗
∇akbNkba =−
∫
∂Σt∗
4 · ∇/ δ + 2 ∈AB HBNA
+
∫
∂Σt∗
(
trΘ− 2
t∗
)(
11
2
||2 + 2|δ|2 + 1
2
|η|2
)
+
∫
∂Σt∗
5Θ̂AB
AB − 2δΘ̂ABηAB − ηACΘ̂CBη AB
+
∫
∂Σt∗
11
t∗
||2 + 4
t∗
|δ|2 + 1
t∗
|η|2.
(4.26)
On the right-hand side of (4.26), we can use Lemmas 2.13 and 2.14, that is, the relations
A =− ν−1∇/ Aν + ζA,
δ =
1
2
νtrχ+
1
2
ν−1trχ,
∇/ δ =∇/
(
1
2
νtrχ+
1
2
ν−1trχ
)
=
(
1
t∗
(
1 +
1
ν2
)
+
1
2
(
trχ− 2
t∗
)
− 1
2
1
ν2
(
trχ+
2
t∗
))
︸ ︷︷ ︸
=:F (ν,trχ,trχ)
∇/ ν
+
1
2
ν∇/ trχ+ 1
2
ν−1∇/ trχ,
(4.27)
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to rewrite
−
∫
∂Σt∗
4 · ∇/ δ =−
∫
∂Σt∗
4ζ · ∇/ δ +
∫
∂Σt∗
4ν−1∇/ Aν∇/ Aδ
=−
∫
∂Σt∗
4ζ · ∇/ δ +
∫
∂Σt∗
4ν−1F (ν, trχ, trχ)|∇/ ν|2
+
∫
∂Σt∗
2
(∇/ ν · ∇/ trχ+ ν−2∇/ ν · ∇/ trχ) .
(4.28)
By (4.2) and (4.3), it holds for ε > 0 sufficiently small that on ∂Σt∗ ,
ν−1F (ν, trχ, trχ) ≥ 1
8
.
Hence, for ε > 0 sufficiently small, (4.28) yields
−
∫
∂Σt∗
4 · ∇/ δ ≥ +
∫
∂Σt∗
1
2
|∇/ ν|2 +
∫
∂Σt∗
2
(∇/ ν · ∇/ trχ+ ν−2∇/ ν · ∇/ trχ)− 4ζ · ∇/ δ. (4.29)
Plugging (4.26) and (4.29) into (4.23), we get for ε > 0 sufficiently small that∫
Σt∗
|∇k|2 + 1
4
|k|4 +
∫
∂Σt∗
|k|2 +
∫
∂Σt∗
|∇/ ν|2
.
∫
Σt∗
|R|2ht︸ ︷︷ ︸
:=I1
+
∣∣∣∣∣∣
∫
∂Σt∗
∈AB HBNA
∣∣∣∣∣∣︸ ︷︷ ︸
:=I2
+
∣∣∣∣∣∣
∫
∂Σt∗
(
trΘ− 2
t∗
)
|k|2
∣∣∣∣∣∣︸ ︷︷ ︸
:=I3
+
∣∣∣∣∣∣
∫
∂Σt∗
Θ̂AB
AB
∣∣∣∣∣∣︸ ︷︷ ︸
:=I4
+
∣∣∣∣∣∣
∫
∂Σt∗
δΘ̂ABη
AB
∣∣∣∣∣∣︸ ︷︷ ︸
:=I5
+
∣∣∣∣∣∣
∫
∂Σt∗
ηACΘ̂
CBη AB
∣∣∣∣∣∣︸ ︷︷ ︸
:=I6
+
∣∣∣∣∣∣
∫
∂Σt∗
ζ · ∇/ δ
∣∣∣∣∣∣︸ ︷︷ ︸
:=I7
+
∣∣∣∣∣∣
∫
∂Σt∗
∇/ ν · ∇/ trχ
∣∣∣∣∣∣︸ ︷︷ ︸
:=I8
+
∣∣∣∣∣∣
∫
∂Σt∗
ν−2∇/ ν∇/ trχ
∣∣∣∣∣∣︸ ︷︷ ︸
:=I9
.
(4.30)
In the following, we bound each term I1-I9 from (4.30).
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Estimation of I1. From (4.12), we directly have
I1 :=
∫
Σt∗
|R|2ht . ε2. (4.31a)
Estimation of I2. The integral I2 is estimated by
I2 :=
∣∣∣∣∣∣
∫
∂Σt∗
∈AB HBNA
∣∣∣∣∣∣ .
(
‖‖L2(Σt∗ ) + ‖∇‖L2(Σt∗ )
)(
‖H‖L2(Σt∗ ) + ‖E‖L2(Σt∗ )
)
.Dε · ε
.(
√
Dε)2.
(4.31b)
Indeed, (4.31b) follows from a standard bilinear trace theorem (see for example Lemma
4.14 in [33]). For completeness, we outline the proof of (4.31b) here. In the following we
use (4.5), spherical coordinates (r, θ1, θ2) on Σt∗ as defined in Section 2.4, and (3.5). Let
φ : Σt∗ → [0, 1] be a smooth radial cut-off function such that φ(p) = 1 for r(p) ≥ 3t∗/4
and φ(p) = 0 for r(p) ≤ t∗/2. Then we have by the fundamental theorem of calculus, the
Bianchi identity (2.13) and integration by parts on Sr,∫
∂Σt∗
∈AB HBNA =
t∗∫
t∗/2
∂r
φ∫
Sr
∈AB HBNA
 dr
.
t∗∫
t∗/2
φ
∫
Sr
∈AB (∇NHBN)A
 dr + ε(Dε)
.
t∗∫
t∗/2
φ
∫
Sr
∈AB (−∇/ CHBC)A
 dr + ε(Dε)
.
t∗∫
t∗/2
φ
∫
Sr
∈AB HBC∇/ CA
 dr + ε(Dε)
.‖H‖L2(Σt∗ )‖∇/ ‖L2(Σt∗ ) + ε(Dε)
.ε(Dε)
.(
√
Dε)2,
where we estimated the error terms by εDε and used that 0 < εball < 1/2; details are left
to the reader.
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Estimation of I3. Using (4.2) and (4.3), we have
I3 :=
∣∣∣∣∣∣
∫
∂Σt∗
(
trΘ− 2
t∗
)
|k|2
∣∣∣∣∣∣ ≤
∥∥∥∥trΘ− 2t∗
∥∥∥∥
L∞(∂Σt∗ )
 ∫
∂Σt∗
|k|2

.(Dε)3.
(4.31c)
Estimation of I4, I5 and I6. By Lemma 3.6, (4.3) and (4.4), we have
I4 :=
∣∣∣∣∣∣
∫
∂Σt∗
Θ̂AB
AB
∣∣∣∣∣∣ .‖Θ̂‖L4(∂Σt∗ )‖‖L2(∂Σt∗ )‖‖L4(∂Σt∗ )
.‖Θ̂‖L4(∂Σt∗ )‖‖L2(∂Σt∗ )
(
‖‖L2(Σt∗ ) + ‖∇‖L2(Σt∗ )
)
.(Dε)3.
(4.31d)
The terms I5 and I6 are bounded similarly as
I5 + I6 . (Dε)3; (4.31e)
details are left to the reader.
Estimation of I7, I8 and I9. By (4.1) and (4.27), we have
I7 :=
∣∣∣∣∣∣
∫
∂Σt∗
ζ · ∇/ δ
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫
∂Σt∗
F (ν, trχ, trχ)ζ · ∇/ ν + 1
2
ζ · (ν∇/ trχ+ ν−1∇/ trχ)
∣∣∣∣∣∣
.
(
1 + ‖ν − 1‖L∞(∂Σt∗ ) +
∥∥∥∥trχ− 2t∗
∥∥∥∥
L∞(∂Σt∗ )
+
∥∥∥∥trχ+ 2t∗
∥∥∥∥
L∞(∂Σt∗ )
)
· ‖ζ‖L2(∂Σt∗ )
(
‖∇/ ν‖L2(∂Σt∗ ) + ‖∇/ trχ‖L2(∂Σt∗ ) + ‖∇/ trχ‖L2(∂Σt∗ )
)
.ε(Dε) + ε2.
(4.31f)
The terms I8 and I9 are bounded similarly by (4.1),
I8 + I9 . (
√
Dε)2; (4.31g)
details are left to the reader.
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Plugging (4.31a)-(4.31g) into (4.30), we get that for εball > 0 and ε > 0 sufficiently small,∫
Σt∗
|∇k|2 + 1
4
∫
Σt∗
|k|4 +
∫
∂Σt∗
|k|2 +
∫
∂Σt∗
|∇/ ν|2 . (
√
Dε)2.
This finishes the proof of Proposition 4.4. 
It remains to control the L2-norm of k on Σt∗ .
Lemma 4.5. It holds that
‖k‖L2(Σt∗ ) .
√
Dε.
Proof. The estimate follows in a standard way from the above bounds for ‖∇k‖L2(Σt∗ )
and ‖k‖L2(∂Σt∗ ), and the L∞-control of gij established in Section 4.3. For completeness,
we write out full details. Using (4.5), define spherical coordinates (r, θ1, θ2) on Σt∗ as in
Section 2.4. Let γ and dµγ denote the standard round metric on Sr (of radius r > 0)
and its volume element, respectively. Using the fundamental theorem of calculus, it holds
that
1
r2
∫
Sr
|k|2gdµγ =
r∫
t∗
∂r′
 1
r′2
∫
Sr′
|k|2gdµγ
 dr′ + 1
t∗2
∫
St∗
|k|2gdµγ
=
r∫
t∗
1
r′2
∫
Sr′
∂r′
(|k|2g) dµγ
 dr′ + 1
t∗2
∫
St∗
|k|2gdµγ
=
r∫
t∗
1
r′2
∫
Sr′
∇∂r′k · k dµγ
 dr′ + 1
t∗2
∫
St∗
|k|2gdµγ
≤ 1
r2
∥∥|∂r|2g∥∥L∞(B(0,t∗))
 r∫
t∗
∫
Sr′
|∇k|2gdµγdr′

1/2 r∫
t∗
∫
Sr′
|k|2gdµγdr′

1/2
+
1
t∗2
∫
St∗
|k|2gdµγ
. 1
r2
∥∥|∂r|2g∥∥L∞(B(0,t∗)) (1 + εball)‖∇k‖L2(Σt∗ )(1 + εball)‖k‖L2(Σt∗ )
+
1
t∗2
∫
St∗
|k|2gdµγ.
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Multiplying the above with r2, using Proposition 4.4 and that by definition of the spherical
coordinates on B(0, t∗) and the weak regularity of Σt∗ with constant εball, for r > 0,
|∂r|2g = grr =
xi
r
xj
r
gij ≤ (1 + εball)x
i
r
xj
r
eij = 1 + εball,
it follows that for 0 < r ≤ t∗,∫
Sr
|k|2gdµγ . ‖∇k‖L2(Σt∗ )‖k‖L2(Σt∗ ) +
∫
∂Σt∗
|k|2g . (
√
Dε)2.
In particular, using that Σt∗ is a weakly regular ball with constant 0 < εball < 1/2, we get
that
‖k‖2L2(Σt∗ ) .
∫
Σt∗
|k|2gdµe .
t∗∫
0
∫
Sr
|k|2gdµγ
 dr .(√Dε)2,
where e denotes the Euclidean metric on Σt∗ = B(0, 1). This finishes the proof of Lemma
4.5. 
Lemmas 4.4 and 4.5 together with the trace estimate of Lemma 3.6 yield the following.
Corollary 4.6. It holds that
‖k‖H1/2(∂Σt∗ ) + ‖k‖L4(∂Σt∗ ) .
√
Dε.
4.8. Improvement of ν − 1. We first prove the next lemma.
Lemma 4.7. It holds that
‖ν − 1‖L2(∂Σt∗ ) .
√
Dε.
Proof. Recall from Lemma 2.13 that on ∂Σt∗ ,
δ =
1
2
νtrχ+
1
2
ν−1trχ.
This can be rewritten as
δ =
1
2
ν
(
trχ− 2
t∗
)
+
1
2
ν−1
(
trχ+
2
t∗
)
+
1
t∗
ν(ν + 1)(ν − 1),
which leads to
ν − 1 = t
∗
ν(ν + 1)
(
δ − 1
2
ν
(
trχ− 2
t∗
)
− 1
2
ν−1
(
trχ+
2
t∗
))
.
Consequently, using Proposition 4.4 and (4.1), we can estimate
‖ν − 1‖L2(∂Σt∗ ) .‖δ‖L2(∂Σt∗ ) +
∥∥∥∥trχ− 2t∗
∥∥∥∥
L2(∂Σt∗ )
+
∥∥∥∥trχ+ 2t∗
∥∥∥∥
L2(∂Σt∗ )
.
√
Dε.
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This finishes the proof of Lemma 4.7. 
Moreover, we have the following.
Lemma 4.8. It holds that
‖∇/ ν‖L4(∂Σt∗ ) + ‖ν − 1‖L∞(∂Σt∗ ) + ‖ν−1∇/ ν‖H1/2(∂Σt∗ ) .
√
Dε.
Proof. Indeed, by Lemma 2.14, (4.1) and Corollary 4.6, we have
‖∇/ ν‖L4(∂Σt∗ ) .‖‖L4(∂Σt∗ ) + ‖ζ‖L4(∂Σt∗ )
.
√
Dε+ ε.
Consequently, by Lemmas 3.1 and 4.7, we have
‖ν − 1‖L∞(∂Σt∗ ) .‖∇/ (ν − 1)‖L4(∂Σt∗ ) + ‖ν − 1‖L2(∂Σt∗ )
.
√
Dε.
Further, by Lemmas 2.14 and 3.6, with (4.1) and Proposition 4.4 and Lemma 4.5,
‖ν−1∇/ ν‖H1/2(∂Σt∗ ) .‖ζ‖H1/2(∂Σt∗ ) + ‖‖H1/2(∂Σt∗ )
.‖ζ‖H1/2(∂Σt∗ ) +
(‖‖L2(Σt∗ ) + ‖∇‖L2(Σt∗ ))
.
√
Dε.
This finishes the proof of Lemma 4.8. 
We note that at this point we can reapply the estimates of Section 4.4 for n to get
‖n− 1‖L∞(Σt∗ ) + ‖∇n‖L2(Σt∗ ) + ‖∇2n‖L2(Σt∗ ) .
√
Dε.
As a consequence of the above, we can improve the bound for DTk.
Lemma 4.9. It holds that
‖DTk‖L2(Σt∗ ) .
√
Dε.
Proof. Indeed, by the second variation equation (2.11b), that is,
DTkij = Eij − n−1∇i∇jn+ kilkl j,
we get that
‖DTk‖L2(Σt∗ ) .‖E‖L2(Σt∗ ) + ‖∇2n‖L2(Σt∗ ) +
(‖∇k‖L2(Σt∗ ) + ‖k‖L2(Σt∗ ))2
.
√
Dε+ (
√
Dε)2.
This finishes the proof of Lemma 4.9 and the improvement of (4.2). 
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5. Higher regularity estimates
In this section we prove Proposition 2.29. In Sections 5.1-5.1.6 we prove the higher
regularity estimates for m = 1, and in Section 5.2 we outline the estimates for m ≥ 2. As
remarked in Section 2.9, the case m = 1 requires a trilinear estimate which necessitates
an inspection of the Yang-Mills formalism and wave parametrix construction of [22], see
Proposition 5.2 and its proof in Appendix D. On the contrary, the cases m ≥ 2 are proved
by a classical Gro¨nwall argument together with straight-forward generalisations of the
methods for m = 1.
5.1. Proof of the case m = 1. In this section, we prove the case m = 1 of Proposition
2.29. Assume that
OΣ1 +RΣ1 +OH1 +RH1 <∞,
and that for two reals 1 < t∗0 ≤ 2 and ε > 0, it holds for 1 ≤ t ≤ t∗0 that
Σt is a weakly regular ball with constant εball > 0
and
‖Ric‖L∞t L2(Σt) . ε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖k‖L∞t L2(∂Σt) . ε,
‖ν − 1‖L∞t L∞(St) + ‖∇/ ν‖L∞t L4(St) + ‖∇/ ν‖L∞t H1/2(St) . ε,
‖n− 1‖L∞t L∞(Σt) + ‖∇n‖L∞t L2(Σt) + ‖∇2n‖L∞t L2(Σt) . ε,
(5.1)
In the following we show that for εball > 0 and ε > 0 sufficiently small, it holds that for
1 ≤ t ≤ t∗0,
‖∇E‖L∞t L2(Σt) + ‖∇H‖L∞t L2(Σt) .OH1 +RH1 +OΣ1 +RΣ1 + εball, (5.2)
‖∇2k‖L∞t L2(Σt) + ‖∇/ 2ν‖L∞t L2(St) + ‖∇/ 2ν‖L∞t H1/2(St) (5.3)
.OH1 +RH1 +OΣ1 +RΣ1 + εball
‖DR‖L∞t L2(Σt) .OH1 +RH1 +OΣ1 +RΣ1 + εball, (5.4)
‖∇3n‖L∞t L2(Σt) + ‖∇2T (n)‖L∞t L2(Σt) + ‖∇T 2(n)‖L∞t L2(Σt) (5.5)
.OΣ1 +RΣ1 +OH1 +RH1 + εball.
Notation. Pick 1 ≤ t∗ ≤ t∗0. In the following, we prove (5.2), (5.3), (5.4) and (5.5) on
Σt∗ . As t
∗ was chosen arbitrarily, this implies (5.2), (5.3), (5.4) and (5.5) for 1 ≤ t ≤ t∗0.
Remark 5.1. The smallness of εball > 0 and ε > 0 is only used in the proof of the
estimates for m = 1. For the cases m ≥ 2, no further smallness assumption is made.
We start by setting up the geometric framework. By the assumption that Σt∗ is a weakly
regular ball with constant εball > 0 and (5.1), we can pick εball > 0 and ε > 0 sufficiently
small such that
‖gij − eij‖H2(Σt∗ ) + ‖kij‖H1(Σt∗ ) . εball. (5.6)
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By (5.6) and for εball > 0 sufficiently small, we can use Theorem 3.10 to extend (Σt∗ , g, k)
to an asymptotically flat, regular maximal initial data set on R3 which satisfies the as-
sumptions of the bounded L2 curvature theorem, see Theorem 3.12. Consequently, ap-
plying Theorem 3.12 backwards from Σt∗ , we get:
(1) The past of Σt∗ in M, denoted by Mt∗ , is foliated by maximal spacelike hyper-
surfaces (Σ˜t˜)0≤t˜≤t∗ given as level sets of a time function t˜ with Σ˜t∗ ∩Mt∗ = Σt∗
and satisfying
‖R‖L∞
t˜
L2(Σ˜t˜)
. εball,
‖k˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖∇˜k˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖A˜‖L∞
t˜
L4(Σ˜t˜)
. εball,
‖n˜− 1‖L∞
t˜
L∞(Σ˜t˜)
+ ‖∇˜n˜‖L∞
t˜
L∞(Σ˜t˜)
+ ‖∇˜2n˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖∇˜T˜ (n˜)‖L∞
t˜
L2(Σ˜t˜)
. εball,
(5.7)
where ∇˜ denotes the covariant derivative on Σ˜t˜, and moreover, by the combined
higher regularity estimates of Theorems 3.10 and 3.12, it holds that on 0 ≤ t˜ ≤ t∗,
‖DR‖L∞
t˜
L2(Σ˜t˜)
+ ‖D2pi‖L∞
t˜
L2(Σ˜t˜)
.‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball.
Let e˜0 := T˜ denote the timelike unit normal to Σ˜T˜ , and let E˜ and H˜ be the
electric-magnetic decomposition with respect to T˜ .
(2) For each ω ∈ S2, the spacetime Mt∗ is foliated by a family of null hyperplanes
(Hωu)ωu∈R given as level sets of an optical function ωu satisfying
sup
ω∈S2
‖R · L˜‖L∞ωuL2(Hωu) . εball,
where L˜ is the Hωu-tangent null vectorfield with g(L˜, T˜ ) = −1.
(3) Recall from (4.9) that the angle ν˜ between T and T˜ is defined by
ν˜ := −g(T, T˜ ).
By Lemma 4.3 proved in Appendix C, it holds that for ε > 0 and εball > 0
sufficiently small, along the foliation (Σt)1≤t≤t∗ ,
‖ν˜ − 1‖L∞(Mt∗ ) . εball, ‖k˜‖L∞t L4(Σt) . εball, (5.8)
where k˜ denotes the second fundamental form of Σ˜t˜.
In the rest of this section we proceed as follows.
• In Section 5.1.1 we prove by elliptic estimates that on Σt∗ ,
‖∇E‖L2(Σt∗ ) + ‖∇H‖L2(Σt∗ ) . ‖LˆT˜R‖L2(Σt∗ ) +RH1 + εball. (5.9)
• In Section 5.1.2 we prove by using the Bel-Robinson tensor that for 0 ≤ t˜ ≤ t∗,
‖LˆT˜R‖L∞
t˜
L2(Σ˜t˜∩Mt∗ ) .R
Σ
1 +RH1
+
√
εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
)
+ εball,
(5.10)
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which necessitates a trilinear estimate.
• In Section 5.1.3, we prove by elliptic estimates for k that on Σt∗ ,
‖∇2k‖L2(Σt∗ ) + ‖∇/ 2ν‖L2(St∗ )
.RH1 +
√
εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
)
+ εball.
(5.11)
• In Section 5.1.4, we combine (5.9), (5.10) and (5.11) to conclude the proof of (5.2)
and (5.3), that is,
‖∇E‖L2(Σt∗ ) + ‖∇H‖L2(Σt∗ ) .OH1 +RH1 +OΣ1 +RΣ1 + εball,
‖∇2k‖L2(Σt∗ ) + ‖∇/ 2ν‖L2(St∗ ) + ‖∇/ 2ν‖H1/2(St∗ ) .OH1 +RH1 +OΣ1 +RΣ1 + εball.
• In Section 5.1.5, we prove (5.4), that is,
‖DR‖L2(Σt∗ ) .OH1 +RH1 +OΣ1 +RΣ1 + εball.
• In Section 5.1.6, we prove (5.5), that is,
‖∇3n‖L2(Σt∗ ) + ‖∇2T (n)‖L2(Σt∗ ) + ‖∇T 2(n)‖L2(Σt∗ ) .OΣ1 +RΣ1 +OH1 +RH1 + εball.
5.1.1. Elliptic estimates for curvature: The proof of (5.9). In this section, we prove (5.9).
First we note that on Σt∗ , by construction, E = E˜,H = H˜, ∇˜E˜ = ∇E and ∇˜H˜ = ∇H.
Therefore it suffices to prove that
‖∇˜E˜‖L2(Σt∗ ) + ‖∇˜H˜‖L2(Σt∗ ) . ‖LˆT˜R‖L2(Σ˜t˜∩Mt∗ ) +R
H
1 + εball.
By Proposition 2.9 with (2.7), and using that R satisfies the homogeneous Bianchi equa-
tions, E˜ and H˜ satisfy the following Hodge system on Σt∗ ,
d˜ivE˜ = + k˜ ∧ H˜,
c˜urlE˜ = + H˜(LˆT˜R)−
3
2
k˜ × H˜ − 3n˜−1∇˜n˜ ∧ E˜,
d˜ivH˜ =− k˜ ∧ E˜,
c˜urlH˜ =− E˜(LˆT˜R) +
3
2
k˜ × E˜ − 3n˜−1∇˜n˜ ∧ H˜.
where d˜iv and c˜url denote the divergence and symmetrised curl operators on Σ∗, respec-
tively. By application of the elliptic estimates of Corollary A.9 and using (5.7), we thus
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get ∫
Σt∗
|∇˜E˜|2 + |∇˜H˜|2
.
∫
Σt∗
|LˆT˜R|2 +
∫
∂Σt∗
∇˜bE˜aN E˜ab +
∫
∂Σt∗
∇˜bH˜aN H˜ab
+ εball
2
(
‖∇˜H˜‖2L2(Σt∗ ) + ‖∇˜E˜‖2L2(Σt∗ )
)
+ εball
4.
Thus for εball > 0 and ε > 0 sufficiently small, we get∫
Σt∗
|∇˜E˜|2 + |∇˜E˜|2 .
∫
Σt∗
|LˆT˜R|2 +
∫
∂Σt∗
∇bEaN Eab +
∫
∂Σt∗
∇bHaN Hab + εball2,
where we used that ∇ = ∇˜ and E = E˜,H = H˜ on Σt∗ .
Using the spacetime relations
∇aEbN =DaRTbTN − kacRcbTN − kacRTbcN ,
∇aHbN =Da∗RTbTN − kac∗RcbTN − kac∗RTbcN ,
we can estimate the boundary integrals on the right-hand side above for εball > 0 and
ε > 0 small by∫
∂Σt∗
∇bEaN Eab +
∫
∂Σt∗
∇bHaN Hab
.
∫
∂Σt∗
|DR|2ht + |R|2ht + |k||R|2ht
.‖DR‖2L∞(H) + ‖R‖2L∞(H) + ‖k‖L1(∂Σt∗ )‖R‖2L∞(H)
.‖DR‖2L∞(H) + ‖R‖2L∞(H) +
(‖∇k‖L2(Σt∗ ) + ‖k‖L2(Σt∗ )) ‖R‖2L∞(H)
.‖DR‖2L∞(H) + ‖R‖2L∞(H) + ε‖R‖2L∞(H)
.RH1 .
To summarise the above, we get that for εball > 0 and ε > 0 sufficiently small, for
0 ≤ t˜ ≤ t∗,
‖∇˜E˜‖L2(Σt∗ ) + ‖∇˜H˜‖L2(Σt∗ ) . ‖LˆT˜R‖L2(Σ˜t˜∩Mt∗ ) +R
H
1 + εball.
This finishes the proof of (5.9).
THE SPACELIKE-CHARACTERISTIC CAUCHY PROBLEM 49
5.1.2. Energy estimate for the curvature tensor: The proof of (5.10). In this section, we
prove that for 0 ≤ t˜ ≤ t∗,
‖LˆT˜R‖L∞
t˜
L2(Σ˜t˜∩Mt∗ ) . R
Σ
1 +RH1 +
√
εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
)
+ εball.
Indeed, applying (3.6) to the Weyl tensor W := LˆT˜R yields
‖LˆT˜R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ sup
ω∈S2
‖LˆT˜R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
.
∫
Σ1
Q(LˆT˜R)T˜ T˜ T˜ T +
∫
H
Q(LˆT˜R)T˜ T˜ T˜L
−
∫
Mt∗
3
2
Q(LˆT˜R)αβT˜ T˜piαβ︸ ︷︷ ︸
:=E1
−
∫
Mt∗
DαQ(LˆT˜R)αT˜ T˜ T˜︸ ︷︷ ︸
:=E2
,
(5.12)
where the integral over H is defined in Definition 2.18.
The terms E1 and E2 are estimated by the following trilinear estimate.
Proposition 5.2 (Trilinear estimate for m = 1). For ε > 0 and εball > 0 sufficiently
small, it holds that
|E1|+ |E2| .εball‖LˆT˜R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ εball sup
ω∈S2
‖LˆT˜R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
+ εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
+ εball
)2
+ εball
2.
(5.13)
Remark 5.3. In Appendix D, we argue that Proposition 5.12 follows readily from the
(m = 1)-estimates proved in Section 13 of [22] in the Yang-Mills formalism by estimating
the most difficult integrand terms of E1 and E2 through their corresponding estimates in
[22].
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Plugging (5.13) into (5.12), we get that for εball > 0 and ε > 0 sufficiently small,
‖LˆT˜R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ sup
ω∈S2
‖LˆT˜R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
.
∫
H
Q(LˆT˜R)T˜ T˜ T˜L +
∫
Σ1
Q(LˆT˜R)T˜ T˜ T˜ T
+ εball‖LˆT˜R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ εball sup
ω∈S2
‖LˆT˜R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
+ εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
+ εball
)2
+ εball
2
.
∫
H
Q(LˆT˜R)T˜ T˜ T˜L︸ ︷︷ ︸
:=I1
+
∫
Σ1
Q(LˆT˜R)T˜ T˜ T˜ T︸ ︷︷ ︸
:=I2
+ εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
)2
+ εball
2,
(5.14)
where we used the smallness of εball > 0 to absorb the second and third term on the
right-hand side of the first inequality into the left-hand side. It remains to estimate I1
and I2 on the right-hand side of (5.14).
Estimation of I1. By definition of Q in Definition 2.2,
Q(LˆT˜R)T˜ T˜ T˜L = (LˆT˜R)T˜ µT˜ ν(LˆT˜R) ν µT˜ L + dual term,
where by Definition 2.3 and using that (Σ˜t˜) is maximal,
(LˆT˜R)αβγδ :=(LT˜R)αβγδ −
1
2
(
piµαRµβγδ + pi
µ
βRαµγδ + pi
µ
γRαβµδ + pi
µ
δRαβγµ
)
,
which can be written schematically as
LˆT˜R = DR + pi ·R,
and thus
Q(LˆT˜R)T˜ T˜ T˜L = DR ·DR + pi ·R ·DR + pi · pi ·R ·R.
Therefore, for ε > 0 and εball > 0 sufficiently small,
I1 :=
∫
H
Q(LˆT˜R)T˜ T˜ T˜L .
∫
H
|DR|2
ht˜
+ |pi|ht˜ |R|ht˜ |DR|ht˜ + |pi|2ht˜ |R|2ht˜
.
∫
H
|DR|2hv + |pi|ht˜ |R|hv |DR|hv + |pi|2ht˜ |R|2hv
(5.15)
where we used (5.1) and (5.8) to compare ht˜ with hv on H.
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By Lemma 3.6 and (5.7),∫
H
|pi|ht˜ +
∫
H
|pi|2
ht˜
.‖pi‖L∞
t˜
L2(∂Σ˜t˜)
+ ‖pi‖2
L∞
t˜
L2(∂Σ˜t˜)
.
(
‖pi‖L∞
t˜
L2(Σ˜t˜)
+ ‖∇pi‖L∞
t˜
L2(Σ˜t˜)
)
+
(
‖pi‖L∞
t˜
L2(Σ˜t˜)
+ ‖∇pi‖L∞
t˜
L2(Σ˜t˜)
)2
. εball + εball2.
Plugging this into (5.15) yields that for εball > 0 sufficiently small,
I1 .‖R‖2L∞(H) + ‖DR‖2L∞(H) .
(RH1 )2 . (5.16)
Estimation of I2. First, by (4.18) and (5.8),∫
Σ1
Q(LˆT˜R)T˜ T˜ T˜ T .
∫
Σ1
Q(LˆT˜R)T˜ T˜ T˜ T˜ .
∫
Σ1
|E˜(LˆT˜R)|2 + |H˜(LˆT˜R)|2.
Second, by definition of LˆT˜ , see Definition 2.3, and using that (Σ˜t˜) is maximal, we have
for an Σ˜t˜-tangential frame (e˜a)a=1,2,3,
E˜(LˆT˜R)ab =(LT˜R)T˜ aT˜ b −
1
2
(
pic
T˜
RcaT˜ b + pi
c
aRT˜ cT˜ b + pi
c
T˜
RT˜ acb + pi
c
bRT˜ aT˜ c
)
,
The Lie derivative on the right-hand side can be rewritten as
(LT˜R)T˜ aT˜ b =DT˜RT˜ aT˜ b − n˜−1∇˜cn˜
(
RcaT˜ b + RT˜ acb
)− k˜acRT˜ cT˜ b − k˜bcRT˜ aT˜ c.
From the above two, we get that∫
Σ1
|E˜(LˆT˜R)|2 .‖|DR|h˜‖2L2(Σ1) + ‖|R|h˜‖2L2(Σ1)‖∇˜n˜‖2L∞(M) + ‖|R|h˜‖2L∞(Σ1)‖k˜‖2L2(Σ1)
.‖DR‖2L∞(Σ1) + ‖R‖2L∞(Σ1)
.
(RΣ1 )2 ,
where we used (5.7), and ht˜ and ht denote the Riemannian metrics corresponding to (Σ˜t˜)
and (Σt), respectively, and we used (5.8) to compare h
t˜ and ht.
It follows similarly that ∫
Σ1
|H˜(LˆT˜R)|2 .
(RΣ1 )2 ;
details are left to the reader. To summarise the above, we proved that
I2 :=
∫
Σ1
Q(LˆT˜R)T˜ T˜ T˜ T .
(RΣ1 )2 . (5.17)
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Plugging (5.16) and (5.17) into (5.14) shows that
‖LˆT˜R‖2L∞
t˜
L2(Σ˜t˜)
.
(RΣ1 )2 + (RH1 )2
+ εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
)2
+ εball
2.
This finishes the proof of (5.10).
5.1.3. Elliptic estimates for k on Σt∗ for m = 1. In this section we prove (5.11), that is,
‖∇2k‖L2(Σt∗ ) + ‖∇/ 2ν‖L2(∂Σt∗ )
.RH1 + εball + εball
(‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ )) .
Analogously to Section 4.7, the idea is to use elliptic estimates for k and exploit the special
structure of the appearing boundary integral. For completeness, we provide more details
below.
We recall that k satisfies on Σt∗ the Hodge system
divg k =0,
curlgk =H,
trgk =0.
In the following higher regularity estimates for k, we use the notation of Appendix A. In
the notation of Appendix A, the above Hodge system of k implies that
A(k)iab =∈mab Him, D(k) = 0. (5.18)
We note that by (5.18) together with Lemma A.5, we can express the symmetrised deriv-
ative ∇k of k as (∇k)
a1a2b
=∇bka1a2 +
1
3
∈mba1 Ha2m +
1
3
∈mba2 Ha1m. (5.19)
Applying the fundamental elliptic estimate for Hodge systems (see Lemma A.2 and note
that it applies only to symmetric tensors) to the symmetrised derivative ∇k of k and
using Lemmas A.4 and A.5, we get the next elliptic estimate (see also Lemma A.7)∫
Σt∗
|∇2k|2 +
∫
∂Σt∗
(∇k)a1a2N D(∇k)a1a2 − ∫
∂Σt∗
∇b
(∇k)
a1a2N
(∇k)a1a2b
.
∫
Σt∗
|∇H|2 + εball2,
(5.20)
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By the definition of the divergence D, see Definition A.1, we can rewrite the boundary
integrals as ∫
∂Σt∗
(∇k)a1a2N D(∇k)a1a2 − ∫
∂Σt∗
∇b
(∇k)
a1a2N
(∇k)a1a2b
=
∫
∂Σt∗
(∇k)a1a2N ∇D(∇k)a1a2D − ∫
∂Σt∗
∇D
(∇k)
a1a2N
(∇k)a1a2D . (5.21)
In the following, it suffices to analyse the first term on the right-hand side of (5.21).
Indeed, by an integration by parts on ∂Σt∗ , the second term equals the first term up to
error terms Q which can be estimated as
|Q| . ‖∇E‖2L2(Σt∗ ) + ‖∇H‖2L2(Σt∗ ) + εball
+ εball(‖∇Ric‖2L2(Σt∗ ) + ‖∇2k‖2L2(Σt∗ ) + εball2).
where we used the property that Σt∗ is a weakly regular ball of constant εball. In the
following, we write Q as general notation for such error terms.
We turn to the analysis of the first term on the right-hand side of (5.21). We consider
three cases.
Case 1: a1, a2 ∈ {1, 2}. In this case denote A1 := a1 and A2 := a2. By (5.19), see also
(2.14a)-(2.14e), and integration by parts on ∂Σt∗ ,∫
∂Σt∗
(∇k)A1A2N ∇D (∇k)
A1A2D
=
∫
∂Σt∗
(
∇A1kA2N + 1
3
∈mNA1 HA2m +
1
3
∈mNA2 HA1m
)
· ∇D
(
∇A2kA1D +
1
3
∈mDA2 HA1m +
1
3
∈mdA1 HA2m
)
=
∫
∂Σt∗
∇/ A2kA2N∇/ A1∇/ DkA1D +Q
=
∫
∂Σt∗
div/  div/ div/ η +Q
=−
∫
∂Σt∗
div/  div/ ∇/ δ +Q.
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Using the slope equation (2.18) and (4.27),
A =− ν−1∇/ Aν + ζA,
∇/ δ =∇/
(
1
2
νtrχ+
1
2
ν−1trχ
)
= F (ν, trχ, trχ)︸ ︷︷ ︸
≥1/8.
∇/ ν + 1
2
ν∇/ trχ+ 1
2
ν−1∇/ trχ,
we get from the above and standard elliptic estimates on ∂Σt∗ that∫
∂Σt∗
(∇k)A1A2N ∇D (∇k)
A1A2D
=
∫
∂Σt∗
F (ν, trχ, trχ)|4/ ν|2 +Q
&
∫
∂Σt∗
|4/ ν|2 +Q
&
∫
∂Σt∗
|∇/ 2ν|2 +Q.
This finishes our discussion of Case 1.
Case 2: a1 ∈ {1, 2}, a2 = N . In this case let A1 := a1. We have∫
∂Σt∗
(∇k)A1NN ∇D(∇k)A1ND = ∫
∂Σt∗
∇A1kNN∇D∇A1kND +Q
=
∫
∂Σt∗
∇/ A1δ∇/ A1 div/ +Q
=−
∫
∂Σt∗
div/ ∇/ δ div/ +Q.
Hence by the same reasoning as in Case 1, we get that∫
∂Σt∗
(∇k)A1NN ∇D(∇k)A1ND & ∫
∂Σt∗
|∇/ 2ν|2 +Q.
This finishes our discussion of Case 2.
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Case 3: a1 = a2 = N . The idea is to use (5.19), see also (2.14a)-(2.14e), to reduce the
number of N ’s. Indeed, we have∫
∂Σt∗
(∇k)NNN ∇D(∇k)NND = ∫
∂Σt∗
∇NkNN∇D∇DkNN +Q
=−
∫
∂Σt∗
∇AkNA∇D∇DkNN +Q
=−
∫
∂Σt∗
div/  div/ ∇/ δ +Q.
Hence by the same reasoning as in Case 1, we get that∫
∂Σt∗
(∇k)NNN ∇D(∇k)NND & ∫
∂Σt∗
|∇/ 2ν|2 +Q.
This finishes our discussion of Case 3.
By plugging the above estimates for Cases 1, 2 and 3 with (5.21) into (5.20), we get that
‖∇2k‖2L2(Σt∗ ) + ‖∇/ 2ν‖2L2(∂Σt∗ )
. ‖∇H‖2L2(Σt∗ ) + εball2 +Q
. ‖∇E‖2L2(Σt∗ ) + ‖∇H‖2L2(Σt∗ ) + εball2 + εball(‖∇Ric‖2L2(Σt∗ ) + ‖∇2k‖2L2(Σt∗ ) + εball2)
.RH1 + εball2 + εball(‖∇Ric‖2L2(Σt∗ ) + ‖∇2k‖2L2(Σt∗ ) + εball2).
This finishes the proof of (5.11).
5.1.4. Conclusion of the proof of (5.2) and (5.3). In this section, we conclude the proof
of (5.2) and (5.3), that is,
‖∇E‖L2(Σt∗ ) + ‖∇H‖L2(Σt∗ ) .OH1 +RH1 +OΣ1 +RΣ1 + εball,
‖∇2k‖L2(Σt∗ ) + ‖∇/ 2ν‖L2(∂Σt∗ ) + ‖∇/ 2ν‖H1/2(∂Σt∗ ) .OH1 +RH1 +OΣ1 +RΣ1 + εball.
Combining (5.9), (5.10) and (5.11), and noting that on Σt∗ , ∇˜E˜ = ∇E and ∇˜H˜ = ∇H,
we have
‖∇E‖L2(Σt∗ ) + ‖∇H‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + ‖∇/ 2ν‖L2(∂Σt∗ )
.OH1 +RH1 +OΣ1 +RΣ1 +
√
εball
(
‖∇2k‖2L2(Σt∗ ) + ‖∇Ric‖2L2(Σt∗ )
)
+ εball.
(5.22)
Using that by (2.11g),
Ricij = Eij + kiak
a
j ,
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we have that
‖∇Ric‖L2(Σt∗ ) . ‖∇E‖L2(Σt∗ ) +
√
εball‖∇2k‖L2(Σt∗ ) + εball. (5.23)
Plugging (5.23) into (5.22), we get that for εball > 0 and ε > 0 sufficiently small,
‖∇E‖L2(Σt∗ ) + ‖∇H‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + ‖∇/ 2ν‖L2(∂Σt∗ )
.OH1 +RH1 +OΣ1 +RΣ1 +
√
εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
)
+ εball
.OH1 +RH1 +OΣ1 +RΣ1 +
√
εball
(
‖∇E‖L2(Σt∗ ) + (1 +
√
εball)
∥∥∇2k∥∥
L2(Σt∗ )
+ εball
)
.OH1 +RH1 +OΣ1 +RΣ1 + εball,
where we used the smallness of εball > 0 to absorb the term into the left-hand side. This
finishes the proof of (5.2).
For the proof of (5.3), it remains to estimate ‖∇/ 2ν‖H1/2(∂Σt∗ ). Using the slope equation
(2.18), we get that
‖∇/ 2ν‖H1/2(∂Σt∗ ) .‖∇/ ζ‖H1/2(∂Σt∗ ) + ‖∇/ ‖H1/2(∂Σt∗ )
.OH1 +
(‖∇2k‖L2(Σt∗ ) + ‖∇Ric‖L2(Σt∗ ) + εball)
.OH1 +RΣ1 +RH1 + εball,
where we used the above estimate for k and ∇Ric and Lemma 3.6.
5.1.5. Proof of (5.4). In this section we prove (5.4), that is,
‖DR‖L2(Σt∗ ) . OH1 +RH1 +OΣ1 +RΣ1 + εball.
By the electric-magnetic decomposition of R into Eab := RTaTb and Hab :=
∗RTaTb, it
suffices to prove that∫
Σt∗
|DRT ·T ·|2h + |D∗RT ·T ·|2h .
(OH1 +RH1 +OΣ1 +RΣ1 + εball)2 . (5.24)
In the following, we prove (5.24). We first bound DTRTaTb and DT
∗RTaTb. On the one
hand,
DTEab =DTRTaTb − n−1∇cn (RcaTb + RTadb) ,
DTHab =DT
∗RTaTb − n−1∇cn (∗RcaTb + ∗RTacb) .
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On the other hand, by the Bianchi equations (2.12) we have
DTEab =LˆTEab − (kacEcb + kbcEca − k · E gab) ,
=− curlHab − (n−1∇n ∧H)ab + 1
2
(k × E)ab − (kacEcb + kbcEca − k · E gab) ,
DTHab =LˆTHab − (kacHcb + kbcHca − k ·H gab)
= curlEab + (n
−1∇n ∧ E)ab + 1
2
(k ×H)ab − (kacHcb + kbcHca − k ·H gab) .
By combining the two above, we get that
‖DTRTaTb‖L2(Σt∗ ) + ‖DT ∗RTaTb‖L2(Σt∗ )
.‖∇E‖L2(Σt∗ ) + ‖∇H‖L2(Σt∗ )
+
(‖∇2n‖L2(Σt∗ ) + ‖∇n‖L2(Σt∗ ) + ‖n‖L2(Σt∗ )) (‖∇E‖L2(Σt∗ ) + ‖E‖L2(Σt∗ ))
+
(‖∇2n‖L2(Σt∗ ) + ‖∇n‖L2(Σt∗ ) + ‖n‖L2(Σt∗ )) (‖∇H‖L2(Σt∗ ) + ‖H‖L2(Σt∗ ))
+
(‖∇k‖L2(Σt∗ ) + ‖k‖L2(Σt∗ )) (‖∇E‖L2(Σt∗ ) + ‖E‖L2(Σt∗ ))
+
(‖∇k‖L2(Σt∗ ) + ‖k‖L2(Σt∗ )) (‖∇H‖L2(Σt∗ ) + ‖H‖L2(Σt∗ ))
.OH1 +RH1 +OΣ1 +RΣ1 + εball,
where we used (5.2), (5.3) and (5.10).
We next bound DcRTaTb and Dc
∗RTaTb. We have that
DcRTaTb =∇cEab + kcdRdaTb + kcdRTaTd,
Dc
∗RTaTb =∇cHab + kcd∗RdaTb + kcd∗RTaTd.
Hence,
‖DcRTaTb‖L2(Σt∗ ) + ‖Dc∗RTaTb‖L2(Σt∗ )
.OH1 +RH1 +OΣ1 +RΣ1 + εball,
where we used (5.2) and (5.3). This finishes the proof of (5.4).
5.1.6. Proof of (5.5). In this section we prove (5.5), that is,
‖∇3n‖L2(Σt∗ ) + ‖∇2T (n)‖L2(Σt∗ ) + ‖∇T 2(n)‖L2(Σt∗ ) .OΣ1 +RΣ1 +OH1 +RH1 + εball.
First, by applying Proposition 3.8 to the boundary value problem for n in (4.6), that is,
∆n =n|k|2g on Σt∗ ,
n = ν−1Ω−1 on ∂Σt∗ ,
(5.25)
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and using (5.2) and (5.3), we have that for εball > 0 sufficiently small,∑
|α|≤3
‖∇αn‖L2(Σt∗ )
.‖∇4n‖L2(Σt∗ ) + ‖4n‖L2(Σt∗ ) + ‖∇/ 2n‖H1/2(∂Σt∗ ) + ‖∇/ n‖H1/2(∂Σt∗ ) + ‖n‖L2(∂Σt∗ )
.‖∇ (n|k|2) ‖L2(Σt∗ ) + ‖n|k|2‖L2(Σt∗ ) + ‖∇/ 2(Ω−1ν−1)‖H1/2(∂Σt∗ )
+ ‖∇/ (Ω−1ν−1)‖H1/2(∂Σt∗ ) + ‖Ω−1ν−1‖L2(∂Σt∗ )
.OΣ1 +RΣ1 +OH1 +RH1 + εball.
Second, we turn to the estimation of T (n) and TT (n). On the one hand, by Lemma 2.10
and (2.11b), T (n) satisfies on Σt∗ the equation
4(T (n)) =T (4n) + [4, T ]n
=T (n)|k|2 + 2nkDTk + 2k∇2n− 2n−1∇n∇T (n)− |k|2T (n)
+ 2n−1k|∇n|2
=2nk(E − n−1∇2n+ k · k) + 2k∇2n− 2n−1∇n∇T (n) + 2n−1k|∇n|2
(5.26)
On the other hand, we have by Lemma 2.15 that on ∂Σt,
T (n) =νL(n)−N(n)
=νL(ν−1Ω−1)−N(n)
=− 1
νΩ
L(ν)− 1
Ω2
L(Ω)−N(n)
=− 1
νΩ
(
− n−1N(n)− δ
)
− 1
Ω2
L(Ω)−N(n),
(5.27)
which implies by Lemma 3.6 and (4.1) that
‖T (n)‖H1/2(∂Σt∗ ) + ‖∇/ T (n)‖H1/2(∂Σt∗ ) . OΣ1 +RΣ1 +OH1 +RH1 + εball. (5.28)
Applying standard elliptic estimates to (5.26), see for example Lemma 3.8, and using
(5.28), (4.1) and (4.2), we get that
‖∇2T (n)‖L2(Σt) + ‖∇T (n)‖L2(Σt) . OΣ1 +RΣ1 +OH1 +RH1 + εball. (5.29)
The proof of the control of ∇T 2(n) follows by commuting (5.25) once more with T ,
applying standard elliptic estimates and using Lemma 2.15 to control the boundary value
of T 2(n); we leave details to the reader, and see also Appendix E in [22]. This finishes
our discussion of the proof of (5.5).
5.2. Higher regularity estimates for m ≥ 2. In this section we outline the proof of
higher regularity estimates for m ≥ 2. The proof is based on an induction in m ≥ 1.
The base case m = 1 is proved in the previous sections. In the following we discuss the
induction step m→ m+ 1.
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We recall the geometric setup. Let (M,g) be a vacuum spacetime whose past is bounded
by a compact spacelike maximal hypersurface Σ ' B(0, 1) and the outgoing null hyper-
surface H emanating from ∂Σ. For some real 1 < t∗0 ≤ 2, assume there exists a foliation
(Σt)1≤t≤t∗0 of spacelike maximal hypersurfaces given as level sets of a time function t with
t(Σ) = 1 and such that ∂Σt = St, where (St)1≤t≤t∗0 denotes the canonical foliation on H.
Assume that for ε > 0 it holds for 1 ≤ t ≤ t∗0 that
‖Ric‖L∞t L2(Σt) . ε,
‖k‖L∞t L2(Σt) + ‖∇k‖L∞t L2(Σt) + ‖k‖L∞t L2(∂Σt) . ε.
Assume as induction hypothesis that for an integer m ≥ 1, we have that for 1 ≤ t ≤ t∗0,∑
|α|≤m
‖DαR‖L2(Σt) +
∑
|α|≤m+1
‖Dαpi‖L2(Σt)
+
∑
|α|≤m
‖∇αRic‖L2(Σt) + ‖∇/ α∇/ ν‖H1/2(∂Σt)
.C(OHm,RHm,OΣm,RΣm,m).
(5.30)
In the following we prove the induction step, that is, we show that for 0 ≤ t ≤ t∗0,∑
|α|≤m+1
‖DαR‖L2(Σt) +
∑
|α|≤m+2
‖Dαpi‖L2(Σt)
+
∑
|α|≤m+1
‖∇αRic‖L2(Σt) + ‖∇/ α∇/ ν‖H1/2(∂Σt)
.C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
(5.31)
We proceed as follows.
(1) In Section 5.2.1, we prove that for each 0 ≤ t ≤ t∗0,∑
|α|≤m+1
‖∇αE‖L2(Σt) + ‖∇αH‖L2(Σt)
. ‖Lˆm+1T R‖L2(Σt) + C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
(5.32)
The proof of (5.32) is based on the fact that E and H satisfy a 3-dimensional
Hodge system on Σt by the Bianchi equations.
(2) In Section 5.2.2, we prove that for 0 ≤ t ≤ t∗0,
‖Lˆm+1T R‖L2(Σt) .C(OHm+1,RHm+1,OΣm+1,RΣm+1,m). (5.33)
The proof of (5.33) is based on an energy estimate for the curvature using the
Bel-Robinson tensor together with the classical Gro¨nwall lemma.
Remark 5.4. Contrary to the case m = 1 where the error integral in the Bel-
Robinson energy estimate needed to be bounded by a trilinear estimate, in the case
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m ≥ 2 we can argue solely by the classical Gro¨nwall lemma and the estimates for
m = 1. In particular, we do not use the bounded L2 curvature theorem.
(3) In Section 5.2.3, we show that for 1 ≤ t ≤ t∗0,∑
|α|≤m+1
‖∇α∇k‖L2(Σt∗ ) +
∑
|α|≤m+1
‖∇/ α∇/ ν‖L2(∂Σt∗ )
.OHm+1 +RHm+1 +OΣm+1 +RΣm+1 + Cmεball.
(5.34)
The proof of (5.34) is based on standard higher regularity estimates for the Hodge
system satisfied by k together with the special structure of the boundary term.
(4) In Section 5.2.4, we conclude the proof of (5.31).
5.2.1. Elliptic curvature estimates on Σt: The proof of (5.32). In this section we prove
(5.32), that is, ∑
|α|≤m+1
‖∇αE‖L2(Σt) + ‖∇αH‖L2(Σt)
.‖Lˆm+1T R‖L2(Σt) + C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
The idea is to apply elliptic estimates to the Hodge systems satisfied by E(LˆiTR) and
H(LˆiTR) on Σt for 0 ≤ i ≤ m. More specifically, denoting
J
(
LˆiTR
)
βγδ
:= Dα
(
LˆiTR
)
αβγδ
,
it holds by Proposition 2.9 with (2.7), see also (A.4), that
div E
(
LˆiTR
)
a
= +
(
k ∧H
(
LˆiTR
))
a
+ J
(
LˆiTR
)
TaT
,
curl E
(
LˆiTR
)
ab
= +H
(
Lˆi+1T R
)
ab
− 3
(
n−1∇n ∧ E
(
LˆiTR
))
ab
− 3
2
(
k ×H
(
LˆiTR
))
ab
− J∗
(
LˆiTR
)
aTb
,
div H
(
LˆiTR
)
a
=−
(
k ∧ E
(
LˆiTR
))
a
+ J∗
(
LˆiTR
)
TaT
,
curl H
(
LˆiTR
)
ab
=− E
(
Lˆi+1T R
)
ab
− 3
(
n−1∇n ∧H
(
LˆiTR
))
ab
+
3
2
(
k × E
(
LˆiTR
))
ab
− J
(
LˆiTR
)
aTb
.
(5.35)
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By standard higher regularity elliptic estimates applied to the above Hodge system (see
the methods developed in Sections A.1, A.3 and 5.1.1), we have for each 0 ≤ i ≤ m,∥∥∥∇m+1−i (LˆiTR)∥∥∥
L2(Σt)
.
∥∥∥∇m+1−iE (LˆiTR)∥∥∥
L2(Σt)
+
∥∥∥∇m+1−iH (LˆiTR)∥∥∥
L2(Σ˜t)
+ C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
.
∥∥∥∇m−iLˆi+1T R∥∥∥
L2(Σt)
+ ‖∇m−iJ(LˆiTR)‖L2(Σt) + ‖∇m−iJ∗(LˆiTR)‖L2(Σt)
+ C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
.
∥∥∥∇m−iLˆi+1T R∥∥∥
L2(Σt)
+ C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1),
(5.36)
where we used (5.30) and directly bounded the boundary integrals appearing in the elliptic
estimates by initial data norms, see also Section 5.1.1. Furthermore, in (5.36) we estimated
the currents J
(
LˆiTR
)
on the right-hand side of (5.35) as product terms by standard
product estimates with (5.30). Indeed, by Proposition 7.1.2 in [9], J
(
LˆiTR
)
, for i ≥ 1,
can be expressed as follows,
J
(
LˆiTR
)
:=Dα
(
LˆiTR
)
αβγδ
=L̂TJ
(
Lˆi−1T R
)
βγδ
+
1
2
piµνDν
(
Lˆi−1T R
)
µβγδ
+
1
2
Dαpiαλ
(
Lˆi−1T R
)λ
βγδ
+
1
2
(Dβpiαλ −Dλpiαβ)
(
Lˆi−1T R
)αλ
γδ
+
1
2
(Dγpiαλ −Dλpiαγ)
(
Lˆi−1T R
)α λ
β δ
+
1
2
(Dδpiαλ −Dλpiαδ)
(
Lˆi−1T R
)α λ
βγ
,
(5.37)
where
L̂TJ
(
Lˆi−1T R
)
βγδ
:=LTJ
(
Lˆi−1T R
)
βγδ
− 1
2
pi µβ J
(
Lˆi−1T R
)
µγδ
− 1
2
pi µγ J
(
Lˆi−1T R
)
βµδ
− 1
2
pi µδ J
(
Lˆi−1T R
)
βγµ
.
By the above recursive relation together with the fact that J(R) = 0 by the Bianchi
equations, it follows that J
(
LˆiTR
)
consists of product terms.
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Returning to the proof of (5.32), by successive combination of (5.36) for 0 ≤ i ≤ m, we
get that
∑
|α|+|β|≤m+1
∥∥∥∇αLˆβTR∥∥∥
L2(Σt)
.
∥∥∥Lˆm+1T R∥∥∥
L2(Σt)
+ C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1),
(5.38)
which implies in particular that
∑
|α|≤m+1
‖∇αE‖L2(Σt) + ‖∇αH‖L2(Σt)
.
∑
|α|≤m+1
‖∇αR‖L2(Σt) + C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
.‖Lˆm+1T R‖L2(Σt) + C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
This finishes the proof of (5.32).
5.2.2. Energy estimate for the curvature: Proof of (5.33). In this section we prove (5.33),
that is, for 0 ≤ t˜ ≤ t∗,
‖Lˆm+1T R‖L2(Σt ≤C
(OHm+1,RHm+1,OΣm+1,RΣm+1,m) .
The idea is to apply the integral identity (3.6) to the Weyl tensor Lˆm+1T R with multiplier
field T . This yields for 0 ≤ t ≤ t∗0,
‖Lˆm+1T R‖2L2(Σt) .
∫
Σ1
Q(Lˆm+1T R)TTTT +
∫
H
Q(Lˆm+1T R)TTTL
−
∫
Mt
3
2
Q(Lˆm+1T R)αβTTpiαβ︸ ︷︷ ︸
:=E1
−
∫
Mt
DαQ(Lˆm+1T R)αTTT︸ ︷︷ ︸
:=E2
,
(5.39)
where Mt denotes the past of Σt in Mt∗0 . In the following, we first bound E1 and E2.
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Estimation of E1. By (4.18),
E1 :=
∫
Mt
3
2
Q(Lˆm+1T R)αβTTpiαβ
. ‖pi‖L∞(Mt∗0 )
∫
Mt
|Q(Lˆm+1T R)αβTT |
. ‖pi‖L∞(Mt∗0 )
(
1 + ‖n− 1‖L∞(Mt∗0 )
) t∫
0
∥∥∥Lˆm+1T R∥∥∥2
L2(Σt′ )
dt′.
This finishes the estimation of E1.
Estimation of E2. Using that
DαQ
(
Lˆm+1T R
)
αTTT
=2
(
Lˆm+1T R
) µ ν
T T
J
(
Lˆm+1T R
)
µTν
+ 2∗
(
Lˆm+1T R
) µ ν
T T
J∗
(
Lˆm+1T R
)
µTν
,
we can estimate
E2 :=
∫
Mt
DαQ(Lˆm+1T R)αTTT
.
t∫
0
∥∥∥Lˆm+1T R∥∥∥
L2(Σt′ )
∥∥∥J (Lˆm+1T R)∥∥∥
L2(Σt′ )
dt′
.
∑
|α|≤m
‖DαR‖L∞t L2(Σt) +
∑
|α|≤m+1
‖Dαpi‖L∞t L2(Σt) + 1

×
t∫
0
∥∥∥Lˆm+1T R∥∥∥2
L2(Σt′ )
dt′ + C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
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where we used that by (5.37), J
(
Lˆm+1T R
)
consists of product terms which can, together
with the elliptic estimates (5.38), be estimated as follows,∥∥∥J (Lˆm+1T R)∥∥∥
L2(Σt′ )
.
∥∥∥Lˆm+1T R∥∥∥
L2(Σt′ )
∑
|α|≤2
‖Dαpi‖L2(Σt′ )

+ ‖R‖L∞(Σt′ )
 ∑
|α|≤m+1
‖Dαpi‖L2(Σt′ ) +
∑
|α|≤m
‖DαR‖L2(Σt′ )

+ C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
.
∥∥∥Lˆm+1T R∥∥∥
L2(Σt′ )
 ∑
|α|≤m+1
‖Dαpi‖L∞L2(Σt) +
∑
|α|≤m
‖DαR‖L∞t L2(Σt)

+ C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
Plugging the above estimates for E1 and E2 into (5.39), we get that for 0 ≤ t ≤ t∗0,
‖Lˆm+1T R‖2L2(Σt)
.
∫
Σ1
Q(Lˆm+1T R)TTTT +
∫
H
Q(Lˆm+1T R)TTTL + C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
+
 ∑
|α|≤m+1
‖Dαpi‖L∞L2(Σt) +
∑
|α|≤m
‖DαR‖L∞t L2(Σt) + 1
 t∫
0
∥∥∥Lˆm+1T R∥∥∥2
L2(Σt′ )
dt′.
Therefore Gro¨nwall’s lemma yields that for 0 ≤ t ≤ t∗0,
‖Lˆm+1T R‖2L∞t L2(Σt)
.
∫
Σ1
Q(Lˆm+1T R)TTTT︸ ︷︷ ︸
:=I1
+
∫
H
Q(Lˆm+1T R)TTTL︸ ︷︷ ︸
:=I2
+C(OHm+1,RHm+1,OΣm+1,RΣm+1,m).
The boundary integrals I1 and I2 are estimated similarly as in Sections 4.6 and 5.1.2 by
I1 + I2 . C(OHm+1,RHm+1,OΣm+1,RΣm+1,m).
This finishes the outline of the proof of (5.32).
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5.2.3. Elliptic estimate for k on Σt∗: Proof of (5.34). In this section, we prove (5.34),
that is, ∑
|α|≤m+1
‖∇α∇k‖L2(Σt) + ‖∇/ αν‖L2(∂Σt) .C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
The idea is to use higher regularity elliptic estimates for the Hodge system satisfied by k,
see Sections A.1 and A.2, which yields∑
|α|≤m+1
‖∇α∇k‖2L2(Σt∗ ) + B . C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1),
where we used (5.32) (5.33), and B is a boundary integral whose special structure allows
to bound it from below by
‖∇/ m+1ν‖2L2(∂Σt∗ ) . B. (5.40)
Indeed, the analysis of the structure of the boundary integral B is similar to the analysis
done in Section 5.1.3. The only difference in the analysis of m ≥ 2 is that normal deriva-
tives in the boundary integral are systematically reduced to ∂Σt-tangential derivatives by
applying (2.14a) and (2.14b), that is,
N(δ) =− div/ − 2a−1∇/ a · + η ·Θ− δtrΘ,
∇/ NB =− (div/ η)B − a−1∇/ CaηCB + a−1δ∇/ Ba− trΘB −ΘBCC ,
an even number of times. This is due to the fact that the integrand of the boundary
integral is a contraction of two tensors. As a consequence, the sign is conserved and the
coercivity, that is, the constant of (5.40) is bounded from below by a positive constant.
This finishes our discussion of (5.34).
5.2.4. Conclusion of (5.31). In this section, we conclude the proof of (5.31), that is,∑
|α|≤m+1
‖DαR‖L2(Σt) +
∑
|α|≤m+2
‖Dαpi‖L2(Σt)
+
∑
|α|≤m+1
‖∇αRic‖L2(Σt) + ‖∇/ α∇/ ν‖H1/2(∂Σt)
.C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1).
Indeed, first, the estimate∑
|α|≤m+1
‖DαR‖L2(Σt) .C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
follows directly from the previous estimates for ∇αR, |α| = m + 1, and Lˆm+1T R, that is,
(5.32) and (5.33); see also Section 5.1.5.
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Second, the estimate∑
|α|≤m+2
‖Dαpi‖L2(Σt) . C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
follows by the previous estimates for∇αE and∇αH, |α| = m+1, and∇αk, |α| = m+2, on
Σt, that is, (5.32) and (5.34), by consecutively applying higher regularity elliptic estimates
(see Proposition 3.8) to the boundary value problems satisfied by T i(n), 0 ≤ i ≤ m+1 (see
also Section 5.1.6) and applying T -derivatives to the second variation equation (2.11b)
(see Lemma 4.9). We leave details to the reader.
Third, the estimate∑
|α|≤m+1
‖∇αRic‖L2(Σt) . C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
follows by the previous estimates for ∇αE and ∇αH, |α| = m+ 1, and ∇αk, |α| = m+ 2
on Σt, that is, (5.32) and (5.34), by using the traced Gauss equation (2.11g).
Fourth, the estimate
‖∇/ α∇/ ν‖H1/2(∂Σt) .C(OHm+1,RHm+1,OΣm+1,RΣm+1,m+ 1)
follows by using the slope equation (2.18), that is,
ν−1∇/ Aν = −A + ζA on ∂Σt.
together with (5.32), (5.33), (5.34) and Lemma 3.6. This finishes our discussion of the
proof of (5.31).
6. Classical local existence of spacetime with maximal foliation
In this section, we prove Proposition 2.27. First, we have the next classical local existence
result for the spacelike-characteristic Cauchy problem of general relativity.
Theorem 6.1 (Classical local existence). Let there be given smooth initial data for the
spacelike-characteristic Cauchy problem on a maximal hypersurface with boundary Σ and
the outgoing null hypersurface H emanating from ∂Σ. Then its unique maximal smooth
globally hyperbolic future development (M,g) has past boundary Σ ∪H.
Proof. The proof follows from the literature results [4] and [29], see also [23]. Indeed,
on the one hand, by classical local existence for the spacelike Cauchy problem [4] with
data on Σ, the past boundary of the intersection of (M,g) with the future domain of
dependence D(Σ) of Σ equals Σ.
On the other hand, considering data on ∂D(Σ) together with the data on H, it follows
by the work of Rendall [29] that the past boundary of (M,g) intersected with the future
of H contains H. We remark that the data at ∂Σ is well-posed by the assumption that
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given initial data for the spacelike-characteristic Cauchy problem satisfies the necessary
compatibility conditions on ∂Σ, see Section 7.6 in [11] for details. This finishes the proof
of Theorem 6.1. 
In the rest of this section, we prove Proposition 2.27. Let Σ be a compact maximal hy-
persurface with boundary and let H be the outgoing null hypersurface emanating from
∂Σ. Let (Sv)v≥1 be a foliation on H by spacelike 2-spheres Sv. Let (M,g) denote the
maximal globally hyperbolic future development of the initial data on Σ and H.
In the following, we construct a local time function t in the future of Σ such that t|Σ = 1
and for small values t ≥ 1,
• we have t = v on H,
• the level sets Σt of t are maximal spacelike hypersurfaces in (M,g).
The main ingredient for this construction is the work [5] of Bruhat which shows that
in shift-free background coordinates the linearisation of the mean curvature functional is
surjective, see Theorem 6.2 below.
Our construction of the time function is thus split into three steps.
(1) Construction of local shift-free background coordinates (xµ)µ=0,1,2,3 in the future
of Σ,
(2) Construction of a family of maximal spacelike hypersurfaces on M,
(3) Proof that the above family of spacelike maximal hypersurfaces can be written as
level sets of a smooth time function t onM satisfying {t = 1} = Σ and t(Sv) = v
for v ≥ 1 small.
Step 1. Construction of shift-free background coordinates. First, define a scalar
function x0 on Σ ∪H by
x0 = 1 on Σ, x0 = v on H,
where v denotes the parameter of the given foliation (Sv)v≥1 on H. By the Whitney
extension theorem (see its similar application in [29] and references therein) there exists
a smooth extension of x0 into M such that its level sets (Σx0)x0≥1 are a local foliation of
the future of Σ in (M,g). Let e0 be the future-pointing timelike unit normal to Σx0 .
Second, let (xi)i=1,2,3 be given coordinates on Σ. We extend them as local coordinates
(xi)i=1,2,3 onto M as follows. First let
xi := fi on H,
where (fi)i=1,2,3 ∈ C∞(H) are smooth, increasing functions chosen below. Then define
(xi)i=1,2,3 on M as solution to
e0(x
i) = 0 on M, xi = xi on Σ0, xi = fi on H.
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The smoothness of xi inM requires compatibility conditions on (fi)i=1,2,3 and their deriva-
tives at ∂Σ = H ∩ Σ. By the Whitney extension theorem (see its similar application in
[29] and references therein), there exists a choice (fi)i=1,2,3 such that these compability
conditions are satisfied.
By construction, (xµ)µ=0,1,2,3 locally form a coordinate system on the future of Σ. More-
over, the coordinates are by construction shift-free, that is, e0(x
i) = 0 for i = 1, 2, 3.
Step 2: Construction of a foliation of maximal spacelike hypersurfaces. In
the following, near the maximal hypersurface Σ we perturb the level sets Σx0 on M to
maximal hypersurfaces. The next perturbation result is a paraphrase of [5].
Theorem 6.2 (Construction of nearby maximal spacelike hypersurfaces by perturbation).
Let m ≥ 0 be an integer. Let (M,g) be a vacuum spacetime and let Σ ⊂M be a compact
maximal spacelike hypersurface with boundary, that is, satisfying
Hg(Σ) = 0,
where Hg(Σ) denotes the mean curvature of Σ with respect to g. Let (x
µ)µ=0,1,2,3 be a
shift-free coordinate system on M such that Σ = {x0 = 1}. Let g′ be another Lorentzian
metric on M such that for some ε > 0, with respect to the coordinate system (xµ)µ=0,1,2,3,
‖g − g′‖Cm′ (M) < ε.
There are universal m′0 > and ε0 > 0 such that if m
′ ≥ m′0 and 0 < ε < ε0, then there is
a Cm(Σ)-function ϕ : Σ→ R with ϕ|∂Σ = 0 such that
Hg′(graphΣ(ϕ)) = 0,
where
graphΣ(ϕ) := {x0 = ϕ(x1, x2, x3) + 1} ⊂ M.
Moreover, we have the bound
‖ϕ‖Cm(Σ) ≤ Cε,
where the constant C > 0 depends on (M,g), Σ and m.
Proof. The proof is based on the implicit function theorem. It is shown in [5] that the
linearisation of the mean curvature functional under graphs in shift-free coordinates is an
isomorphism. We refer the reader to [5] for more details. 
In the following we use Theorem 6.2 to construct for a sufficiently small real τ > 0 a
family of functions
(ϕx0 : Σx0 → R)1≤x0≤1+τ (6.1)
such that for 1 ≤ x0 ≤ 1 + τ ,
Hg(graphΣx0 (ϕx0)) = 0.
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In Step 3 below, we show that the graphs graphΣx0 (ϕx0) can be realised as level sets of a
well-defined smooth time function t.
We turn to the construction of the family (6.1). By construction, in the (x1, x2, x3)-
coordinates, the boundary ∂Σx0 of Σx0 varies smoothly in x
0. Therefore, for τ > 0
sufficiently small, there is a smooth family of diffeomorphisms (Ψλ : R3 → R3)λ≥0 such
that for each fixed λ ≥ 0, for x0 ≥ 1 + λ,
Ψλ(Σx0) = Σx0−λ.
For τ > 0 sufficiently small, define further the next smooth family of spacetime diffeo-
morphisms. For λ ≥ 0, let Ψλ be such that
Ψλ(x
0, x1, x2, x3) = (x0 − λ,Ψλ(x1, x2, x3)).
In particular, Ψλ maps Σx0 into Σx0−λ for x0 ≥ λ. We note that Ψλ(Σ1+λ) = Σ1.
Let m ≥ 0 be an integer and ε > 0 be a real. For τ > 0 sufficiently small, it holds that
for 0 ≤ λ ≤ τ ,
‖Ψ∗λg − g‖Cm(V ) ≤ ε,
where V is a fixed open portion of the future of Σ in (M,g).
Therefore for τ > 0 sufficiently small, by Theorem 6.2, there exists a family of graphs
denoted by
(ϕ1+λ : Σ1 → R)0≤λ≤τ
such that
HΨ∗λg(graphΣ1(ϕ1+λ)) = 0.
By applying the inverse diffeomorphism Ψ−1λ , it follows that for 0 ≤ λ ≤ τ ,
Hg(graphΣ1+λ(ϕ1+λ)) = 0,
where we abused notation by writing ϕ1+λ instead of ϕ1+λ ◦Ψ−1λ . This finishes the con-
struction of the family (6.1).
Step 3: Analysis of the time function. Let the scalar function
1 ≤ t(x0, x1, x2, x3) ≤ 1 + τ
on M be implicity defined by
x0 = ϕt(x
1, x2, x3) + t. (6.2)
Claim 6.3. The function t(x0, x1, x2, x3) is locally well-defined and smooth. Moreover,
(t, x1, x2, x3) locally are coordinates for the future of Σ in (M,g).
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We start the proof of Claim 6.3 by estimating ∂tϕt(x
1, x2, x3). By construction, on the
one hand, for each 1 ≤ t ≤ 1 + τ , ϕt satisfies the maximal surface equation
Hg(graphΣt(ϕt)) = 0. (6.3)
On the other hand, ϕt|t=1 = 0 by the maximality of Σ.
Therefore, taking the ∂t-derivative of (6.3) shows that ∂tϕt|t=1 lies in the kernel of the
linearisation of the mean curvature functional at t = 0. However, in Theorem 6.2 (see also
the given remarks on the proof) it is shown that this kernel is trivial, hence we conclude
∂tϕt|t=0 = 0.
By smoothness of the family (ϕt)t in t, it follows that for τ > 0 sufficiently small, for
1 ≤ t ≤ 1 + τ ,
‖∂tϕt‖C0(Σt) ≤ 1/2.
Plugging this into (6.2), we get that for τ > 0 sufficiently small, on 1 ≤ t ≤ 1 + τ ,
∂x0t =
1
∂tx0
=
1
∂tϕt + 1
≤ 2 <∞.
This shows that 1 ≤ t ≤ 1 + τ is well-defined and the level sets of t (which are exactly the
constructed maximal spacelike hypersurfaces) locally foliate the future of Σ in (M,g).
By construction it follows moreover that (t, x1, x2, x3) locally is a coordinate system. The
smoothness of t is then deduced from (6.2), details are left to the reader.
Remark 6.4. In the continuity argument of Section 2.9, we need to smoothly continue
a given time function. The proof is similar and details are left to the reader. The main
point is to show that
∂mt ϕt = 0 at {t = 1} = Σ.
Indeed, this holds because ϕt = 0 at t = 1, so that arguing as for ∂tϕt|t=1 above yields the
result.
7. Existence of global coordinates on Σ by Cheeger-Gromov theory
In this section we prove Theorem 4.1 by applying the Cheeger-Gromov theory developed
in [13]. We remark that Theorem 4.1 is an example of a low regularity curvature pinching
result and its proof is based, like the standard higher regularity curvature pinching theory
(see [28]), on a convergence result and a rigidity result, see Theorem 7.3 and Lemma 7.4
below, respectively.
In the following, we first introduce the necessary definitions and prerequisite results before
turning to the proof of Theorem 4.1.
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Notation. We denote diffeomorphism equivalence and isometry of manifolds by ' and
∼=, respectively.
Definition 7.1 (H2-convergence of functions and tensors). Let (M, g) be a compact Rie-
mannian 3-manifold with boundary. Let (ϕi) be a finite number of fixed charts covering
M . A sequence of functions (fn)n∈N on M is said to converge in H2 as n → ∞, if for
each ϕi, the pullbacks (ϕi)
∗fn converge in H2 as n→∞. The convergence of a sequence
of tensors on M in H2 is defined similarly.
Definition 7.2 (H2-convergence of manifolds with boundary). A sequence (Mn, gn) of
compact Riemannian 3-manifolds with boundary is said to converge to a Riemannian
manifold with boundary (M, g) in the H2-topology as n → ∞, if for large n there exist
diffeomorphisms Ψn : M →Mn such that (Ψn)∗gn → g in the H2-topology on M .
The following convergence theorem is a direct consequence of the theory developed in [13].
Theorem 7.3 (H2-convergence). Let (Mn, gn) be a sequence of smooth compact Rie-
mannian 3-manifolds with boundary such that Mn ' B(0, 1) ⊂ R3 and for a real number
0 < V <∞,
‖Ricn‖L2(Mn) → 0 as n→∞,
‖trΘn − 2‖L4(∂Mn) + ‖Θ̂n‖L4(∂Mn) → 0 as n→∞,
rvol(Mn, 1/2) ≥ 1/4,
volgn(Mn) ≤V.
(7.1)
Then, there is a smooth compact Riemannian 3-manifold (M, g) with M ' B(0, 1) ⊂ R3
such that as n→∞,
(Mn, gn)→ (M, g) in the H2-topology,
that is, for large n there are global diffeomorphisms Ψn : M →Mn such that, with respect
to charts on M ,
‖(Ψ∗ngn)ij − gij‖H2 → 0.
Moreover, for integers m ≥ 1 it holds that
‖(Ψ∗ngn)ij − gij‖Hm+2 ≤CV
∑
|α|≤m
(‖∇αRic‖L2(M) + ‖∇αRicn‖L2(Mn))
+ Cm,V ‖(Ψ∗ngn)ij − gij‖H2 .
(7.2)
In the proof of Theorem 4.1, we use in addition to the above the following rigidity result
which identifies the limit manifold (M, g) of Theorem 7.3 as the unit ball in Euclidean
space.
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Lemma 7.4 (Rigidity result). Let (M, g) be a smooth compact Riemannian 3-manifold
with boundary such that M ' B(0, 1) ⊂ R3 and
Ric = 0 on M, tr Θ = 2, Θ̂ = 0 on ∂M.
Then,
(M, g) ∼= (B(0, 1), e).
Proof. First, by the Gauss equation it follows that the Gauss curvature of (∂M, g/) is
K = 1, and hence by classical differential geometry, g/ is isometric to the standard round
metric, that is, there exist smooth coordinates (θ1, θ2) on ∂M such that
g/ = (dθ1)2 + sin2(θ1)(dθ2)2.
Using the above coordinates (θ1, θ2) together with tr Θ = 2 and Θ̂ = 0 on ∂M , and Ric = 0
on M , it is straight-forward to show that (M, g) smoothly extends to (R3\B(0, 1), e) when
identifying ∂M and ∂B(0, 1) ⊂ R3; see for example the analogous argument in Section
5.3.3 of [13]. The resulting smooth Riemannian 3-manifold is in particular flat, complete
and has cubic volume growth of geodesic balls. Hence by Proposition 4.4 in [13] it must
be isometric to (R3, e). Further, by the classical Liebmann’s theorem, the only smooth
simply connected closed 2-surface with constant Gauss curvature K = 1 in R3 is the round
unit sphere, so we deduce that
(M, g) ∼= (B(0, 1), e).
This finishes the proof of Lemma 7.4. 
We are now in position to prove Theorem 4.1.
Proof of Theorem 4.1. The proof is by contradiction. Let (Mn, gn) be a sequence of
smooth compact Riemannian 3-manifolds with boundary such that Mn ' B(0, 1) ⊂ R3
and for a real number 0 < V <∞,
‖Ricn‖L2(Mn) ≤
1
n
,
‖trΘn − 2‖L4(∂Mn) + ‖Θ̂n‖L4(∂Mn) ≤
1
n
,
rvol(Mn, 1/2) ≥ 1/4,
volgn(Mn) ≤V.
(7.3)
Given 0 < εball < 1/2, assume there does not exist an integer N ≥ 1 and finite constants
CV > 0 and Cm,V > 0, together with a family of global charts
(ϕn : B(0, 1)→Mn)n≥N
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such that on B(0, 1),
‖(gn)ij − eij‖H2(B(0,1)) . εball,
(1− εball)|ξ|2 ≤ (gn)ijξiξj ≤ (1 + εball)|ξ|2 for all ξ ∈ R2.
(7.4)
and for integers m ≥ 1,
‖(gn)ij − eij‖Hm+2(B(0,1)) . CV
∑
|α|≤m
‖∇αRicn‖L2(Mn) + Cm,V
 , (7.5)
where, as in the following, we abuse notation by writing gn instead of Ψ
∗
ngn.
On the one hand, by Theorem 7.3, there is a smooth limit manifold (M, g) such that as
n→∞,
(Mn, gn)→ (M, g) in the H2-topology (7.6)
and the estimates (7.2) hold.
From the above convergence and (7.3), it follows that the smooth limit manifold (M, g)
satisfies Ric = 0 in M , and trΘ = 2 and Θ̂ = 0 on ∂M . Hence by Lemma 7.4,
(M, g) ∼= (B(0, 1), e), (7.7)
which trivially admits global smooth coordinates.
Combining (7.6), (7.7) with (7.2), we get that for n large, there are global diffeomorphisms
Ψn : B(0, 1)→Mn satisfying
‖(gn)ij − eij‖H2(B(0,1)) → 0 as n→∞,
and, for integers m ≥ 1,
‖(gn)ij − eij‖Hm+2(B(0,1)) ≤CV
∑
|α|≤m
(‖∇αRic‖L2(B(0,1)) + ‖∇αRicn‖L2(Mn))
+ Cm,V ‖(gn)ij − gij‖H2(B(0,1))
.CV
∑
|α|≤m
‖∇αRicn‖L2(Mn) + Cm,V ,
where we used that n is large and Ric = 0 on M . This yields a contradiction to (7.4) and
(7.5), and hence finishes the proof of Theorem 4.1. 
Appendix A. Global elliptic estimates for Hodge systems on Σ
In this section we discuss global elliptic estimates for general Hodge systems on compact
Riemannian 3-manifolds with boundary Σ. This is a slight generalisation of the elliptic
estimates in [9] where non-compact manifolds without boundary are considered.
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A.1. General Hodge systems on Σ. In this section, we introduce tools and results to
obtain elliptic estimates for general Hodge systems. They are applied in Sections A.2 and
A.3 to the specific Hodge systems of this paper. We have the following notation.
Definition A.1. Let m ≥ 0 be an integer. For a given totally symmetric (m+ 2)-tensor
F , define
A(F )a1...am+1bc :=∇cFa1...am+1b −∇bFa1...am+1c,
D(F )a1...am+1 :=∇cFa1...am+1c.
The following lemma is a straight-forward generalisation of Lemma 4.4.1 in [9] to manifolds
with boundary. The proof is by integration by parts and left to the reader.
Lemma A.2 (Fundamental integral identity for Hodge systems). Let (Σ, g) be a compact
Riemannian 3-manifold with boundary and let m ≥ 0 be an integer. Let F be a totally
symmetric (m+ 2)-tensor on Σ. Then it holds that∫
Σ
|∇F |2 =
∫
Σ
1
2
|A(F )|2 + |D(F )|2
−
∫
Σ
m+1∑
i=1
(
Rl aibcFa1...l...am+1c + Ric
l
bFa1...am+1l
)
F a1...am+1b
−
∫
∂Σ
F a1...am+1ND(F )a1...am+1 +
∫
∂Σ
∇bFa1...am+1NF a1...am+1b.
In this paper we use Lemma A.2 to derive elliptic estimates of Hodge systems. Higher
regularity elliptic estimates for Hodge systems are proved by introducing the symmetrised
derivative and reapplying Lemma A.2, see details below.
Definition A.3 (Symmetrised derivative). Let m ≥ 0 be an integer. For a given totally
symmetric (m+ 2)-tensor F , let
(∇F )a1...am+2c :=
1
m+ 3
(
∇cFa1...am+2 +
m+2∑
i=1
∇aiFa1...c...am+2
)
.
In the next lemma, we express A(∇F ) and D(∇F ) in terms of A(F ) and D(F ).
Lemma A.4. Let F be a totally symmetric (m+ 2)-tensor. Then it holds that
A(∇F ) =∇A(F ) + R · F,
D(∇F ) =∇A(F ) +∇D(F ) + R · F,
where R · F denotes contractions between R and F .
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Proof. First,
A(∇F )a1···am+2bc =∇c
(∇F)
a1···am+2b −∇b
(∇F)
a1···am+2c
=
1
m+ 3
∇c
(
∇bFa1···am+2 +
m+2∑
i=1
∇aiFa1···b···am+2
)
− 1
m+ 3
∇b
(
∇cFa1···am+2 +
m+2∑
i=1
∇aiFa1···c···am+2
)
=
1
m+ 3
(∇c∇b −∇b∇c)Fa1···am+2
+
1
m+ 3
m+2∑
i=1
((∇c∇ai −∇ai∇c)Fa1···b···m+2 − (∇b∇ai −∇ai∇b)Fa1···c···m+2)
+
1
m+ 3
m+2∑
i=1
∇ai
(∇cFa1···b···am+2 −∇bFa1···c···am+2)︸ ︷︷ ︸
=A(F )a1···ai−1ai+1···am+2bc
,
where we can further express
(∇c∇b −∇b∇c)Fa1···am+2 =
m+2∑
i=1
RdaibcFa1···d···am+2 .
Second,
D(∇F )a1···am+2 =∇c
(∇F)
a1···am+2c
=
1
m+ 3
∇c
(
∇cFa1···am+2 +
m+2∑
i=1
∇aiFa1···c···am+2
)
=
1
m+ 3
∇c∇cFa1···am+2 +
1
m+ 3
m+2∑
i=1
∇c∇aiFa1···c···am+2 ,
where the first term on the right-hand side equals
∇c∇cFa1···am+2 =∇cA(F )a1···am+2c +
(∇c∇am+2 −∇am+2∇c)Fa1···am+1c +∇am+2D(F )a1···am+1 ,
and for the sum on the right-hand side,
∇c∇aiFa1···c···am+2 = (∇c∇ai −∇ai∇c)Fa1···c···am+2 +∇aiD(F )a1···ai−1ai+1···am+2 .
This finishes the proof of Lemma A.4. 
Thus by Lemma A.4, to derive higher regularity estimates for F we can apply Lemma
A.2 to the Hodge system satisfied by ∇F and get an estimate for ∇∇F . To relate the
regularity of the symmetrised derivative ∇F to the regularity of ∇F , we have the next
lemma.
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Lemma A.5. Let m ≥ 0 be an integer. Let F be a totally symmetric (m + 2)-tensor.
Then, schematically,
∇F = ∇F + A(F ).
Proof of Lemma A.5. By direct calculation,
∇bFa1...am+2 =(m+ 3)(∇F )a1...am+2b −
m+2∑
i=1
∇aiFa1...b...am+2
=(m+ 3)(∇F )a1...am+2b −
m+2∑
i=1
∇aiFa1...ai−1ai+1...am+2b
=(m+ 3)(∇F )a1...am+2b −
m+2∑
i=1
(
∇bFa1...am+2 + A(F )a1...ai−1ai+1...am+2bai
)
=(m+ 3)(∇F )a1...am+2b − (m+ 2)∇bFa1...am+2 −
m+2∑
i=1
A(F )a1...ai−1ai+1...am+2bai
which shows that
∇bFa1...am+2 =(∇F )a1...am+2b −
1
m+ 3
m+2∑
i=1
A(F )a1...ai−1ai+1...am+2bai .
This finishes the proof of Lemma A.5. 
To summarise the above, higher regularity estimates for Hodge systems can be proved by
induction, using the recursive relation of Lemma A.4, the relation between ∇ and ∇ of
Lemma A.5 and the basic integral identity of Lemma A.2. For ease of presentation, in the
next sections we discuss more specifically the Hodge systems which appear in this paper.
A.2. Elliptic estimates for the second fundamental form k on a maximal hyper-
surface Σ. Let (M,g) be a vacuum spacetime and let Σ ' B(0, 1) be a compact spacelike
maximal hypersurface in M. By (2.11c), (2.11d) and (2.11e), the second fundamental
form k of Σ satisfies the following Hodge system,
Rscal(g) =|k|2g,
divg k =0,
curlg k =H,
trg k =0.
In the notation of Definition A.1, k satisfies in particular
A(k)iab =∈mab Him, D(k) = 0. (A.1)
Lemma A.2 together with (A.1) yields the following corollary (see Section 8.3 in [20] for
the case of manifolds without boundary).
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Corollary A.6 (Fundamental global elliptic estimate for k). Let (M,g) be a vacuum
spacetime and let Σ ' B(0, 1) be a compact spacelike maximal hypersurface in M. Then
it holds that ∫
Σ
|∇k|2 + 1
4
|k|4 −
∫
∂Σ
∇akbNkba .
∫
Σ
|R|2ht ,
where N denotes the outward-pointing unit normal to ∂Σ ⊂ Σ and T denotes the timelike
unit normal to Σ.
Proof. By Lemma A.2 with F = k, we have∫
Σ
|∇k|2 =
∫
Σ
1
2
|H|2 −
∫
Σ
(
Rl abcklc + Ric
l
bkal
)
kab +
∫
∂Σ
∇bkaNkab. (A.2)
In dimension n = 3, the full Riemann curvature tensor is determined by Ric, yielding
Rl abcklck
ab = 2Ricjlk
jikl i −
1
2
Rscal|k|2.
Plugging this into (A.2), we get∫
Σ
|∇k|2 =
∫
Σ
1
2
|H|2 −
∫
Σ
(
3Ricl bkalk
ab − 1
2
Rscal|k|2
)
+
∫
∂Σ
∇bkaNkab. (A.3)
On the one hand, by (2.11g), we have
Eij := RT iTj = Ricij − kimkmj .
On the other hand, in dimension n = 3, it holds for symmetric tracefree 2-tensors F that
3tr(F 4) ≥ |F |4.
Hence it follows from (A.3) that∫
Σ
1
2
|H|2 =
∫
Σ
|∇k|2 + 3Ricsakbskba −
1
2
|k|4 −
∫
∂Σ
∇akbNkba
=
∫
Σ
|∇k|2 + 3(Esa + k smkma)kbskba −
1
2
|k|4 −
∫
∂Σ
∇akbNkba
≥
∫
Σ
|∇k|2 + 3Esakbskba +
1
2
|k|4 −
∫
∂Σ
∇akbNkba.
Using that |E|2 + |H|2 . |R|2ht by (2.8) and (2.10), we obtain∫
Σ
|∇k|2 + 1
4
|k|4 −
∫
∂Σ
∇akbNkba .
∫
Σ
|R|2ht .
This finishes the proof of Corollary A.6. 
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Furthermore, the next higher regularity estimates for k follow by a standard induction
argument as outlined above in Section A.1; we leave details to the reader.
Lemma A.7 (Higher regularity elliptic estimates for k). Let (M,g) be a vacuum space-
time and let Σ ' B(0, 1) be a compact spacelike maximal hypersurface inM. For integers
m ≥ 1, it holds that
∑
|α|≤m+1
‖∇αk‖L2(Σ) + B .
∑
|α|≤m
‖∇αH‖L2(Σ) + C
(‖k‖L2(Σ) + ‖∇k‖L2(Σ)) ,
where B denotes boundary integrals and the constant C > 0 depends on m.
Remark A.8. The boundary integrals in Corollary A.6 and Lemma A.7 discussed in
detail in Sections 4 and 5.
A.3. Elliptic estimates on Σt for curvature. Let (M,g) be a vacuum spacetime
and let (Σt) be a maximal foliation on M. Let T denote the timelike unit normal to
Σt. We recall from Proposition 2.9 and (2.7) that for a Weyl tensors W satisfying the
inhomogeneous Bianchi equations
DαWαβγδ = Jβγδ,
it holds that
divE(W)a = + (k ∧H(W))a + JTaT ,
curlE(W)ab = +H
(
LˆTW
)
ab
− 3 (n−1∇n ∧ E(W))
ab
− 3
2
(k ×H(W))ab − J∗aTb,
divH(W)a =− (k ∧ E(W))a + J∗TaT ,
curlH(W)ab =− E
(
LˆTW
)
ab
− 3 (n−1∇n ∧H(W))
ab
+
3
2
(k × E(W))ab − JaTb.
(A.4)
Interpreting (A.4) as coupled Hodge system for E(W) and H(W), we get the next global
elliptic estimates on Σ as corollary of the fundamental integral identity of Lemma A.2;
we leave details to the reader.
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Corollary A.9 (Elliptic estimates for E(W) and H(W)). Let E(W) and H(W) be
solutions to (A.4) on Σt. Then it holds that∫
Σt
|∇E(W)|2 + |∇H(W)|2
.
∫
Σt
(
|LˆTW|2ht + |J |2
)
+
∫
∂Σt
∇bE(W)aN E(W)ab +
∫
∂Σt
∇bH(W)aN H(W)ab
−
∫
∂Σt
JTaT E(W)
aN −
∫
∂Σt
J∗TaT H(W)
aN
+
(
‖n−1∇n‖L∞(Σt) + ‖∇k‖2L2(Σt) + ‖k‖2L2(Σt)
)(
‖∇E‖2L2(Σt) + ‖E‖2L2(Σt)
)
+
(
‖n−1∇n‖L∞(Σt) + ‖∇k‖2L2(Σt) + ‖k‖2L2(Σt)
)(
‖∇H‖2L2(Σt) + ‖H‖2L2(Σt)
)
.
Furthermore, the next higher regularity estimates for E(W) and H(W) follow by a stan-
dard induction argument as outlined above in Section A.1; we leave details to the reader.
Lemma A.10 (Higher regularity elliptic estimates for E(W) and H(W)). Let (M,g) be
a vacuum spacetime and let Σt ' B(0, 1) be a compact spacelike maximal hypersurface in
M. For integers m ≥ 1, it holds that∑
|α|≤m+1
‖∇αE(W)‖L2(Σt) + ‖∇αE(W)‖L2(Σt)
.
∑
|α|≤m
‖∇αLˆTW‖L2(Σt) + ‖∇αJ‖L2(Σt) + ‖∇αk‖L2(Σt) + ‖∇α∇n‖L2(Σt) + B
+ C
(‖k‖L2(Σt) + ‖∇k‖L2(Σt) + ‖∇n‖L∞(Σt))
·
 ∑
|α|≤m+1
‖∇αE(W)‖L2(Σt) + ‖∇αE(W)‖L2(Σt)
 ,
where B denotes boundary integrals and the constant C > 0 depends on m.
Remark A.11. The boundary integrals in Corollary A.9 and Lemma A.10 are estimated
by the initial data norms in Section 5, where we do (in contrast to the elliptic estimates
for k) not use their particular structure.
Appendix B. Proof of Lemma 3.6
In this section we prove the trace estimates of Lemma 3.6. We have to show that for
Riemannian metrics g on a manifold Σ satisfying in global coordinates
1
4
|ξ| ≤ gijξiξj ≤ 2|ξ|2 for all ξ ∈ R2
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the next trace estimate for tensors F holds,
‖F‖L2(∂Σ) . ‖F‖L2(Σ) + ‖∇F‖L2(Σ),
‖F‖L4(∂Σ) . ‖F‖L2(Σ) + ‖∇F‖L2(Σ). (B.1)
Moreover, we show that on weakly regular balls (Σ, g) with constant 0 < εball < 1/2, it
holds that
‖F‖H1/2(∂Σ) . ‖F‖L2(Σ) + ‖∇F‖L2(Σ), (B.2)
and for integers m ≥ 1,∑
|α|≤m
‖∇/ αF‖H1/2(∂Σ) .
∑
|α|≤m+1
‖∇αF‖L2(Σ) +
∑
|α|≤m
‖∇αRic‖L2(Σ) + Cmεball. (B.3)
First, the estimates (B.1) are straight-forward, see for example Corollary 3.26 in [33] for
a concise proof.
We turn to discuss (B.2). On the one hand, by Sections 7.50 to 7.56 in [1], for each open
smooth sets U ⊂⊂ ∂B(0, 1) and V ⊂ B(0, 1) with U ⊂ V ∩ ∂B(0, 1), it holds that
H1(V ) ↪→ H1/2(U),
where H1/2(U) is a local, coordinate-defined fractional Sobolev space on U .
On the other hand, if gij ∈ H2(B(0, 1)) then in particular g/AB ∈ W 1,4(∂B(0, 1)) in lo-
cal coordinates on the unit sphere. By Proposition 3.2 in [30], this control suffices to
compare the coordinate-defined spaces H1/2(U) with the space H1/2(∂B(0, 1)) which is
defined more geometrically in Definition 3.2. We refer also to Appendix B of [30]. This
finishes the proof of (B.2), details are left to the reader.
The higher regularity trace estimate (B.3) is a straight-forward generalisation of (B.2)
using the fact that on a weakly regular ball we have, by definition,∑
|α|≤m+2
‖∂α(gij − eij)‖L2(B(0,1)) .
∑
|α|≤m
‖∇αRic‖L2(Σ) + Cmεball.
This finishes the proof of Lemma 3.6.
Appendix C. Comparison estimates between two maximal foliations on M
In this section we prove Lemma 4.3. First, we recall the geometric setup. Let 1 < t∗ ≤ 2
be a real and let (Mt∗ ,g) be a vacuum spacetime whose past boundary consists of a
spacelike maximal hypersurface with boundary Σ ' B(0, 1) and its outgoing null hyper-
surface H emanating from ∂Σ.
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Assume that Mt∗ is foliated by a maximal spacelike foliations (Σt)1≤t≤t∗ with Σ1 = Σ
and satisfying
‖R‖L∞t L2(Σt) ≤Dε,
‖∇k‖L∞t L2(Σt) + ‖k‖L∞t L2(Σt) ≤Dε,
‖n− 1‖L∞(Mt∗ ) + ‖∇n‖L∞t L2(Σt) + ‖∇2n‖L∞t L2(Σt) .Dε.
(C.1)
Let T denote the timelike unit normal to Σt.
Assume further that there is a second foliation onMt∗ by maximal hypersurfaces (Σ˜t˜)0≤t˜≤t∗
with Σt∗ = Σ˜t∗ satisfying
‖R‖L∞
t˜
L2(Σ˜t˜)
≤ εball,
‖∇˜k˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖k˜‖L∞
t˜
L2(Σ˜t˜)
+ ‖Dpi‖L∞
t˜
L2(Σ˜t˜)
+ ‖A˜‖L∞
t˜
L4(Σ˜t˜)
≤ εball,
‖n˜− 1‖L∞(Mt∗ ) + ‖∇˜n˜‖L∞(Mt∗ ) + ‖∇˜2n˜‖L∞
t˜
L2(Σ˜t˜)
. εball,
(C.2)
where ∇˜ and k˜ denote the induced covariant derivative and the second fundamental form
on Σ˜t˜, respectively. Let T˜ denote the timelike unit normal to Σ˜t˜.
We turn to the proof of Lemma 4.3. We need to show that for ε > 0 and εball > 0
sufficiently small, for 1 ≤ t ≤ t∗,
‖ν˜ − 1‖L∞t L∞(Σt) . εball, (C.3)
‖k˜‖L∞t L4(Σt) . εball, (C.4)
where the angle ν˜ between T and T˜ is defined as
ν˜ := −g(T, T˜ ). (C.5)
The proof of Lemma 4.3 is based on a standard continuity argument starting at Σt∗ = Σ˜t∗ ,
where by construction ν˜ = 1 and k = k˜, and going backwards in t. In the following, we
only discuss the bootstrap assumption and its improvement. Details are left to the reader.
Bootstrap assumption. Let 1 ≤ t∗0 < t∗ be a real. Assume that for a large constant
M > 0,
‖ν˜ − 1‖L∞(Mt∗ ) ≤Mεball. (C.6)
First consequences of the bootstrap assumption. By writing for an orthonormal
frame (e˜i)i=1,2,3 on Σ˜t˜ the relation
T = ν˜T˜ + g(T, e˜i)e˜i,
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and using that g(T, T ) = −1, we have that
−1 = −|ν˜|2 +
∑
i=1,2,3
|g(T, e˜i)|2,
which implies by (C.6) that
‖g(T, e˜i)‖L∞(Mt∗ ) .
√
Mεball. (C.7)
Let (ei)i=1,2,3 be the orthonormal frame tangent to Σt constructed by the Gram-Schmidt
method applied to the Σt-tangential frame
(e˜1 + g(e˜1, T )T, e˜2 + g(e˜2, T )T, e˜3 + g(e˜3, T )T ),
and set moreover e0 := T . By the Gram-Schmidt construction and (C.6) and (C.7), we
get that for i 6= j and ε′, ε > 0 sufficiently small,
‖g(ei, e˜i)− 1‖L∞(Mt∗ ) + ‖g(e˜i, ej)‖L∞(Mt∗ ) +
∥∥∥g(T˜ , ei)∥∥∥
L∞(Mt∗ )
.
√
Mεball. (C.8)
Improvement of the bootstrap assumption. Define shift-free coordinates (t, x1, x2, x3)
on Mt∗ by transporting (x1, x2, x3) from Σt∗ along T . Then it holds that ∂t = n−1T .
First, by definition of ν˜, see (C.5), we get
n∂tν˜ =− g(DTT, T˜ )− g(T,DT T˜ )
=−
(
g(T˜ , ei)g(DTT, ei) + g(T, e˜µ)g(T, e˜i)g(e˜i,De˜µT˜ )
)
=−
(
g(T˜ , ei)(−n−1∇ein)− g(T, e˜j)g(T, e˜i)k˜ij − ν˜g(T, e˜i)(n˜−1∇˜in˜)
)
.
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Integrating in t and using that ν˜|t=t∗ = 1, we get that for ε > 0 and εball > 0 sufficiently
small, for t∗0 ≤ t ≤ t∗,
‖ν˜ − 1‖L∞t L4(Σt)
.
∥∥∥g(T˜ , ei)∥∥∥
L∞(Mt∗ )
‖∇ein‖L4(Mt∗ )
+ ‖g(T, e˜i)‖L∞(Mt∗ ) ‖g(T, e˜j)‖L∞(Mt∗ )
∥∥∥k˜ij∥∥∥
L4(Mt∗ )
+ ‖ν˜‖L∞(Mt∗ ) ‖g(T, e˜i)‖L∞(Mt∗ )
∥∥∥∇˜in˜∥∥∥
L4(Mt∗ )
.
∥∥∥g(T˜ , ei)∥∥∥
L∞(Mt∗ )
(
‖∇n‖L∞t L2(Σt) +
∥∥∇2n∥∥
L∞t L2(Σt)
)
+ ‖g(T, e˜i)‖L∞(Mt∗ ) ‖g(T, e˜j)‖L∞(Mt∗ )
(∥∥∥k˜∥∥∥
L∞
t˜
L2(Σ˜t˜)
+
∥∥∥∇˜k˜∥∥∥
L∞
t˜
L2(Σ˜t˜)
)
+ ‖ν˜‖L∞(Mt∗ ) ‖g(T, e˜i)‖L∞(Mt∗ )
(∥∥∥∇˜n˜∥∥∥
L∞t L2(Σt)
+
∥∥∥∇˜2n˜∥∥∥
L∞t L2(Σt)
)
.
√
Mεball(Dε) +
√
Mεballεball,
(C.9)
where we used (C.1), (C.6), (C.7) and (C.8), and Lemma 3.4.
Second, by definition of ν˜ in (C.5), for i = 1, 2, 3,
∇ei ν˜ =− g(DeiT, T˜ )− g(T,DeiT˜ )
=−
(
g(T˜ , ej)kij + g(T, e˜j)g(ei, e˜µ)g(e˜j,De˜µT˜ )
)
=−
(
g(T˜ , ej)kij − g(T, e˜j)g(ei, e˜l)k˜lj + g(T, e˜j)g(ei, T˜ )(n˜−1∇˜jn˜)
)
By (C.1), (C.8) and standard Sobolev embedding on Σt, we have
‖∇ν˜‖L∞t L4(Σt) .
∥∥∥g(T˜ , ej)∥∥∥
L∞(Mt∗ )
‖k‖L∞t L4(Σt)
+ ‖g(T, e˜j)‖L∞(Mt∗ ) ‖g(ei, e˜l)‖L∞(Mt∗ )
∥∥∥k˜∥∥∥
L∞t L4(Σt)
+ ‖g(T, e˜j)‖L∞(Mt∗ )
∥∥∥g(ei, T˜ )∥∥∥
L∞(Mt∗ )
∥∥∥∇˜n˜∥∥∥
L∞t L∞(Σt)
.
√
MεballDε+
√
Mεball
∥∥∥k˜∥∥∥
L∞t L4(Σt)
+
√
Mεballεball.
(C.10)
By (C.9) and (C.10), it follows with standard Sobolev embedding on Σt (see Lemma 3.4)
that
‖ν˜ − 1‖L∞(Mt∗ ) .
√
Mεball(Dε+ εball) +
√
Mεball
∥∥∥k˜∥∥∥
L∞t L4(Σt)
. (C.11)
84 STEFAN CZIMEK AND OLIVIER GRAF
To estimate the remaining term
∥∥∥k˜∥∥∥
L∞t L4(Σt)
on the right-hand side of (C.11), we apply
the following technical lemma whose proof is postponed to the end of this section.
Lemma C.1 (Technical lemma). Under the assumption of (C.1), (C.2), (C.6) and εball >
0 and ε > 0 sufficiently small, it holds for every scalar function f on Mt∗ that for
1 ≤ t ≤ t∗,
‖f‖L∞t L4(Σt) . ‖Df‖
1/4
L∞
t˜
L2(Σ˜t˜)
‖f‖3/4
L∞
t˜
L6(Σ˜t˜)
+ ‖f‖L4(Σt∗ ) .
Applying Lemma C.1 to f = k˜ij, we have
‖k˜ij‖L∞t L4(Σt) . ‖D(k˜ij)‖
1/4
L∞
t˜
L2(Σ˜t˜)
‖k˜ij‖3/4L∞
t˜
L6(Σ˜t˜)
+ ‖k˜ij‖L4(Σt∗ )
.
(
‖Dpi‖L∞
t˜
L2(Σ˜t˜)
+ ‖pi‖L∞
t˜
L4(Σ˜t˜)
‖A˜‖L∞
t˜
L4(Σ˜t˜)
)1/4
‖k˜‖3/4
L∞
t˜
L6(Σ˜t˜)
+ ‖k‖L4(Σt∗ )
. εball1/4εball3/4 +Dε.
(C.12)
Plugging (C.12) into (C.11), we get that for εball > 0 and ε > 0 sufficiently small,
‖ν˜ − 1‖L∞(Mt∗ ) .
√
Mεball(Dε+ εball)
. εball,
where the constant is strictly smaller than M . This improves the bootstrap assumption
(C.6) and hence proves (C.3). The estimate (C.4) follows directly from (C.12). This
finishes the proof of Lemma 4.3.
It remains to prove Lemma C.1. Let (t, x1, x2, x3) denote the shift-free coordinate system
constructed on Mt∗ above. Using that trk = 0, (C.1), (C.2) and ∂t = n−1T , we have for
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t∗0 ≤ t ≤ t∗,
∫
Σt
f 4 dµg =
t∫
t∗
∂t
∫
Σt′
f 4 dµg
 dt′ + ∫
Σt∗
f 4 dµg
= 4
t∫
t∗
∫
Σt′
∂tff
3 dµg
 dt′ + ∫
Σt∗
f 4 dµg
.
∫
Mt∗
|Df |ht |f |3 +
∫
Σt∗
f 4 dµg
.
∫
Mt∗
|Df |ht˜ |f |3 +
∫
Σt∗
f 4 dµg
. ‖Df‖L∞
t˜
L2(Σ˜t˜)
‖f‖3L∞
t˜
L6(Σ˜t˜)
+
∫
Σt∗
f 4 dµg,
where we used (C.6) to compare the positive-definite norms ht˜ and ht. This finishes the
proof of Lemma C.1.
Appendix D. Proof of Proposition 5.2
In this section, we provide more details on the proof of Proposition 5.2, that is, the claim
that for
E1 :=
∫
Mt∗
3
2
Q(LˆT˜R)αβT˜ T˜piαβ, E2 :=
∫
Mt∗
DαQ(LˆT˜R)αT˜ T˜ T˜ ,
it holds that
|E1|+ |E2| .εball‖LˆT˜R‖2L∞
t˜
L2(Σ˜t˜∩Mt∗ )
+ εball sup
ω∈S2
‖LˆT˜R · L˜‖2L∞ωuL2(Hωu∩Mt∗ )
+ εball
(
‖∇Ric‖L2(Σt∗ ) +
∥∥∇2k∥∥
L2(Σt∗ )
+ εball
)2
+ εball
2.
The necessary estimates are essentially provided in Sections 11-13 of [22]. For complete-
ness, we outline below how to relate the most crucial terms to the parametrix formalism
of [22] and the null structure of the Einstein equations.
D.1. The wave parametrix formalism of Klainerman-Rodnianski-Szeftel. We
recall from [22] that the connection 1-form components (Ai)lm := (Ai)lm satisfy the
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following structural equations (see Lemmas 6.5 and 13.1 in [22])
A = curlB + E,
∂A = curl(∂B) + E ′,
where
• the vectorfields Bi and ∂Bi satisfy wave equations which exhibit a null structure
(see Sections 7.2 and 13.2 in [22]),
• E and E ′ are error terms with better regularity.
In our case we applied the bounded L2 curvature theorem on the maximal hypersurface
Σ˜t∗ which is constructed by application of Theorem 3.10 to the maximal hypersurface
Σt∗ ⊂M, see also Section 4.5. In particular, we have by Theorem 3.10 that on Σ˜t∗ ,
‖R˜ic‖L2(Σ˜t∗ ) + ‖∇˜k˜‖L2(Σ˜t∗ ) . εball,
and
‖∇˜R˜ic‖L2(Σ˜t∗ ) + ‖∇˜2k˜‖L2(Σ˜t∗ ) + ‖R˜ic‖L2(Σ˜t∗ ) + ‖∇˜k˜‖L2(Σ˜t∗ )
.‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball.
Hence in our situation, the wave parametrix is controlled at the level of m = 0 by the
quantity εball, and at the level of m = 1 by
‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball.
Taking into account the above, we cite the next estimates proved in [22].
(1) At the level of m = 0, it holds by Proposition 7.4 and Lemma 8.3 in [22] (see also
the bottom of page 186 therein) that
sup
ω∈S2
‖∇/ ∂B‖L∞ωuL2(Hωu) . εball. (D.1)
(2) At the level of m = 1, it holds by Proposition 13.2 in [22] that
sup
ω∈S2
∥∥∇/ C(∂2B)∥∥L∞ωuL2(Hωu) .‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball. (D.2)
In the following, we connect the most important terms of the integrands in E1 and E2
to the wave parametrix estimates of [22]. For ease of presentation, we leave away the
tilde-notation in the next sections.
D.2. Estimation of E1. The Weyl tensor LˆTR has the same symmetries as R and thus,
an inspection of the proof of the trilinear estimate for m = 0 (see Section 11 in [22])
directly yields the trilinear estimate
E1 . εball‖LˆTR‖2L∞t L2(Σt) + εball‖LˆTR‖L2(Mt∗ ) sup
ω∈S2
‖LˆTR · L‖L∞ωuL2(Mt∗∩Hωu)
. εball‖LˆTR‖2L∞t L2(Σt) + εball sup
ω∈S2
‖LˆTR · L‖2L∞ωuL2(M∩Hωu).
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D.3. Estimation of E2. By direct calculation (see Propositions 7.1.1 and 7.1.2 in [9])
and expanding in an orthonormal frame (T, ei), i = 1, 2, 3, we get
DαQ(LˆTR)αTTT
=(LˆTR) a bT T
(
piαβDαRβaTb + (divpi)
βRβaTb
)
+ (LˆTR) a bT T
(
(Dapiαβ −Dβpiαa)RαβTb + (DTpiαβ −DβpiαT )Rα βa b
)
+ (LˆTR) a bT T
(
(Dbpiαβ −Dβpiαb)Rα βaT
)
+ dual terms
=(LˆTR) a bT T
(
piαβDαRβaTb − 2DTpiTjRjaTb + DTpiijRi ja b −DTpiiaRiT Tb
)
+ (LˆTR) a bT T
(
Dipi
iTRTaTb + DipijTR
i j
a b + DbpiTjR
T j
aT + 2DipiTaR
i
T Tb
)
+ (LˆTR) a bT T
(
Dipi
ijRjaTb + DbpiijR
i j
aT −DjpiibRi jaT −DjpiiaRij T b
)
+ dual terms.
(D.3)
We claim that the terms in (D.3) are bounded by the estimates of Sections 11-13 of [22].
In the following, we discuss only the following three terms of (D.3)
T1 :=(LˆTR) a bT T piαβDαRβaTb,
T2 :=(LˆTR) a bT T DβpiαaRαβTb,
T3 :=(LˆTR) a bT T DβpiαT )Rα βa b.
Indeed, the other terms in (D.3) are readily related to the formalism of [22].
Discussion of T1. Using that
piTT = 0, piTj = n
−1∇jn, piij = −2kij,
the most critical term in T1 is given by
(LˆTR) A BT T kijDiRjATB.
By the parametrix representation for B (see Section 11 in [22]), it follows that, up to
lower order terms,
kijDiRjATB ∼∈ilm N lDmRjATB ∼ DCRjATB ∼ ∇/ C∂2B.
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By Section 11.1 in [22] and (D.2), it holds that∫
Mt∗
(
LˆTR
) A B
T T
(
kijDiRjATB
)
.εball sup
ω∈S2
∥∥∥LˆTR · ∇/ C(∂2B)∥∥∥
L2ωuL
1(Hωu)
+ εball
2
.εball
(∥∥∥LˆTR∥∥∥2
L2(Mt∗ )
+ sup
ω∈S2
∥∥∇/ C(∂2B)∥∥2L∞ωuL2(Hωu)
)
+ εball
2
.εball
∥∥∥LˆTR∥∥∥2
L∞t L2(Σt)
+ εball
(‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball)2 + εball2.
This finishes our outline of the estimation T1.
Discussion of T2. The most important term of T2 is given by
(LˆTR) A BT T DjpiiARij TB,
which can be rewritten as (up to bounded terms)
(LˆTR) A BT T RiT jARij TB,
where we used that for a, b, c = 1, 2, 3,
∇akbc −∇bkac = RcTab.
At first glance, this seems to lead to the desastrous (LˆTR)L·L·RL·L·RL·L·. However, in
the following, we show that due to the null structure of the Einstein vacuum equations,
this is not the case. Indeed, on the one hand, we note that
(LˆTR) A BT T RiT jARij TB = (LˆTR) A BT T RCTNARCNT˜B +
(
LˆTR
)
(R · L) R,
where the second term is easily estimable.
On the other hand, using that LˆTR is a Weyl tensor, it holds that
(LˆTR) 1 1T T = −(LˆTR) 2 2T T + (LˆTR) · L.
Therefore, the most difficult term is given by
(LˆTR) A BT T RCTNARCNTB
=(LˆTR) 1 2T T
(
RCTN1R
CN
T2 + RCTN2R
CN
T1
)
+ (LˆTR) 1 1T T
(
RCTN1R
CN
T1 −RCTN2RCNT2
)
=(LˆTR) 1 2T T
(
R1TN1R
1N
T2 + R1TN2R
1N
T1 + R2TN1R
2N
T˜2
+ R2TN2R
2N
T1
)
+ (LˆTR) 1 1T T
(
R1TN1R
1N
T1 −R1TN2R1NT2 + R2TN1R2NT1 −R2TN2R2NT2
)
.
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Given that Rµν = 0, it holds that
R1TN1R
1N
T2 + R1TN2R
1N
T1 + R2TN1R
2N
T2 + R2TN2R
2N
T1
=R1NT1 (R1NT2 + R1TN2) + R2TN2 (R2TN1 + R2NT1)
=R1TN1 (R2TN1 + R1TN2)−R1TN1 (R2TN1 + R2NT1)
=0,
and
R1TN1R
1N
T1 −R1TN2R1N T2 + R2TN1R2N T1 −R2TN2R2N T2
=(−R2TN2)(−R2TN2) + R2TN1R2NT1 −R1TN2R1NT2 −R2TN2R2TN2
=0.
Therefore, the possibly dangerous term turns out to vanish, that is,
(LˆTR) A BT T RCTNARCNTB = 0.
This finishes our discussion T2.
Discussion of T3. The only critical term of T3 is
(LˆTR) A BT T ∇N∇NnRN NA B.
However, using that 4n = n|k|2 on Σt, this can be rewritten as
(LˆTR) A BT T ∇N∇NnRN NA B =(LˆTR) (∇/ ∇/ n) R + l.o.t.
=(LˆTR) (∇/ ∂B) R + l.o.t..
By writing R = ∂(∂B), we get by Sections 11.2 and 13.2 in [22] and (D.2) that∫
Mt∗
(LˆTR) (∇/ ∂B) R
.
(‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball) sup
ω∈S2
∥∥∥(LˆTR) (∇/ ∂B)∥∥∥
L2ωuL
1(Hωu)
.
(‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball) ∥∥∥LˆTR∥∥∥
L2(Mt∗ )
sup
ω∈S2
‖∇/ ∂B‖L∞ωuL2(Hωu)
.
(‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball) ∥∥∥LˆTR∥∥∥
L∞t L2(Σt)
εball
.εball
(‖∇Ric‖L2(Σt∗ ) + ‖∇2k‖L2(Σt∗ ) + εball)2 + εball ∥∥∥LˆTR∥∥∥2
L∞t L2(Σt)
.
This finishes our discussion of T3, and hence of E2.
90 STEFAN CZIMEK AND OLIVIER GRAF
References
[1] R. Adams, J. Fournier. Sobolev Spaces. Pure and Applied Mathematics (140), Academic Press,
Second Edition, 2003
[2] X. An, J. Luk. Trapped surfaces in vaccum arising from mild incoming radiation. Adv. Theo. Math.
Phys., 21(1), 2017, 1-120.
[3] R. Bartnik, Existence of maximal surfaces in asymptotically flat spacetimes. Comm. Math. Phys. 94
(1984), no. 2, 155-175.
[4] Y. Bruhat, The´ore`me d’existence pour certains syste`mes d’e´quations aux de´rive´es partielles non-
line´aires. Acta Math. 88, (1952). 141-225.
[5] Y. Bruhat. Maximal submanifolds and submanifolds with constant mean extrinsic curvature of a
Lorentzian manifold. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 3 (1976), no. 3, 361-376.
[6] Y. Bruhat, P.T. Chrus´ciel, J.M. Martin-Garcia. The Cauchy problem on a characteristic cone for
the Einstein equations in arbitrary dimensions. Ann. Henri Poincare´ 12 (2011), no. 3, 419-482.
[7] D. Christodoulou. The instability of naked singularities in the gravitational collapse of a scalar field.
Ann. of Math. 149 (1999), 183-217.
[8] D. Christodoulou. The Formation of Black Holes in General Relativity. EMS Monographs in Math-
ematics, 2009.
[9] D. Christodoulou, S. Klainerman. The global nonlinear stability of the Minkowski space. Princeton
Mathematical Series, 41. Princeton University Press, Princeton, NJ, 1993. x+514 pp.
[10] P.T. Chrus´ciel, T.-T. Paetz. The many ways of the characteristic Cauchy problem. Classical Quantum
Gravity 29 (2012), no. 14, 145006, 27 pp.
[11] P.T. Chrus´ciel, T.-T. Paetz. Characteristic initial data and smoothness of Scri. I. Framework and
results. Ann. Henri Poincar 16 (2015), no. 9, 2131-2162.
[12] S. Czimek. An extension procedure for the constraint equations. Ann. PDE 4 (2018), no. 1, Art. 2,
122 pp.
[13] S. Czimek. Boundary harmonic coordinates on manifolds with boundary in low regularity. Commun.
Math. Phys. (2019), https://doi.org/10.1007/s00220-019-03430-7, 47 pages.
[14] S. Czimek. The localised bounded L2 curvature theorem. Commun. Math. Phys. (2019),
https://doi.org/10.1007/s00220-019-03458-9, 20 pages.
[15] S. Czimek, O. Graf. The canonical foliation on null hypersurfaces in low regularity. arXiv, 2019, 69
pp.
[16] S. Klainerman, J. Luk, I. Rodnianski. A fully anisotropic mechanism for formation of trapped surfaces
in vacuum. Invent. Math. 198 (2014), no. 1, 1-26.
[17] S. Klainerman, I. Rodnianski. Causal geometry of Einstein-vacuum spacetimes with finite curvature
flux. Invent. Math. 159 (2005), no. 3, 437-529.
[18] S. Klainerman, I. Rodnianski. A geometric approach to the Littlewood-Paley theory. Geom. Funct.
Anal. 16 (2006), no. 1, 126-163.
[19] S. Klainerman, I. Rodnianski. Sharp trace theorems for null hypersurfaces on Einstein metrics with
finite curvature flux. Geom. Funct. Anal. 16 (2006), no. 1, 164-229.
[20] S. Klainerman, I. Rodnianski. On the breakdown criterion in general relativity. J. Amer. Math. Soc.
23 (2010), no. 2, 345-382.
[21] S. Klainerman, I. Rodnianski. On the formation of trapped surfaces. Acta Math., 208 (2012), 211-333.
[22] S. Klainerman, I. Rodnianski, J. Szeftel. The bounded L2 curvature conjecture. Invent. Math. 202
(2015), no. 1, 91-216.
[23] J. Luk. On the local existence for the characteristic initial value problem in general relativity. Int.
Math. Res. Not. 2012, no. 20, 4625-4678.
[24] J. Luk, I. Rodnianski. Local propagation of impulsive gravitational waves. Comm. Pure Appl. Math.
68 (2015), no. 4, 511-624.
THE SPACELIKE-CHARACTERISTIC CAUCHY PROBLEM 91
[25] J. Luk, I. Rodnianski. Nonlinear interaction of impulsive gravitational waves for the vacuum Einstein
equations. Camb. J. Math. 5 (2017), no. 4, 435-570.
[26] R. Penrose. Gravitational Collapse: the Role of General Relativity. Rivista del Nuovo Cimento,
Numero Speziale I (1969), 252-276.
[27] P. Petersen. Convergence Theorems in Riemannian Geometry. Comparison Geometry, 30 (1997),
MSRI Publications, 167-202.
[28] P. Petersen. Riemannian geometry. Third edition. Graduate Texts in Mathematics, 171. Springer,
Cham, 2016. xviii+499 pp.
[29] A. Rendall. Reduction of the Characteristic Initial Value Problem to the Cauchy Problem and Its
Applications to the Einstein Equations. Proc. Roy. Soc. London Ser. A 427 (1990), no. 1872, 221-239.
[30] A. Shao. New tensorial estimates in Besov spaces for time-dependent (2+1)-dimensional problems.
J. Hyperbolic Differ. Equ. 11 (2014), no. 4, 821-908.
[31] J. Szeftel. Parametrix for wave equations on a rough background I: regularity of the phase at initial
time. arXiv:1204.1768, 2012, 145 pp.
[32] J. Szeftel. Parametrix for wave equations on a rough background II: construction and control at initial
time. arXiv:1204.1769, 2012, 84 pp.
[33] J. Szeftel. Parametrix for wave equations on a rough background III: space-time regularity of the
phase. Aste´risque 401, 2018, 321 pp.
[34] J. Szeftel. Parametrix for wave equations on a rough background IV: control of the error term.
arXiv:1204.1771, 2012, 284 pp.
[35] J. Szeftel. Sharp Strichartz estimates for the wave equation on a rough background. Annales Scien-
tifiques de l’E´cole Normale Supe´rieure 49 (2016), no. 6, 1279-1309.
[36] R. Wald. General relativity. University of Chicago Press, 1984, 506 pages.
(Stefan Czimek) Department of Mathematics, University of Toronto, Canada
E-mail address: stefan.czimek@utoronto.ca
(Olivier Graf) Laboratoire Jacques-Louis Lions, Sorbonne University, France
E-mail address: grafo@ljll.math.upmc.fr
