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Abstract 
Institutional and Individual Influences on Scientists’ Data Sharing Behaviors 
by 
Youngseek Kim 
In modern research activities, scientific data sharing is essential, especially in terms of 
data-intensive science and scholarly communication. Scientific communities are making 
ongoing endeavors to promote scientific data sharing. Currently, however, data sharing is 
not always well-deployed throughout diverse science and engineering disciplines. 
Disciplinary traditions, organizational barriers, lack of technological infrastructure, and 
individual perceptions often contribute to limit scientists from sharing their data. Since 
scientists’ data sharing practices are embedded in their respective disciplinary contexts, it 
is necessary to examine institutional influences as well as individual motivations on 
scientists’ data sharing behaviors. 
The objective of this research is to investigate the institutional and individual factors 
which influence scientists’ data sharing behaviors in diverse scientific communities. Two 
theoretical perspectives, institutional theory and theory of planned behavior, are 
employed in developing a conceptual model, which shows the complementary nature of 
the institutional and individual factors influencing scientists’ data sharing behaviors. 
Institutional theory can explain the context in which individual scientists are acting; 
whereas the theory of planned behavior can explain the underlying motivations behind 
scientists’ data sharing behaviors in an institutional context. 
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This research uses a mixed-method approach by combining qualitative and quantitative 
methods: (1) interviews with the scientists in diverse scientific disciplines to understand 
the extent to which they share their data with other researchers and explore institutional 
and individual factors affecting their data sharing behaviors; and (2) survey research to 
examine to what extent those institutional and individual factors influence scientists’ data 
sharing behaviors in diverse scientific disciplines.  
The interview study with 25 scientists shows three groups of data sharing factors, 
including institutional influences (i.e. regulative pressures by funding agencies and 
journals and normative pressure); individual motivations (i.e. perceived benefit, risk, 
effort and scholarly altruism); and institutional resources (i.e. metadata and data 
repositories). The national survey (with 1,317 scientists in 43 disciplines) shows that 
regulative pressure by journals; normative pressure at a discipline level; and perceived 
career benefit and scholarly altruism at an individual level have significant positive 
relationships with data sharing behaviors; and that perceived effort has a significant 
negative relationship. Regulative pressure by funding agencies and the availability of data 
repositories at a discipline level and perceived career risk at an individual level were not 
found to have any significant relationships with data sharing behaviors.   
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1. Problem Statement 
Research background, motivation of this research, definitions of terms, research objective 
and questions, theoretical perspective, and significance of the study are discussed in this 
chapter. The main objective of this research is to investigate the factors influencing 
scientists’ data sharing behaviors in diverse scientific disciplines. In order to fully 
understand scientists’ data sharing, I propose the research framework combining 
institutional and individual perspectives; it can explain how individual scientists make 
their decisions under institutional influences. The significance of this research is 
presented in terms of theory, method, and practice. 
1.1. Background 
Data sharing is a critical issue in modern scientific research with the emergence of e-
Science or cyberinfrastructure. The term e-Science is defined as “networked and data-
driven science,” (Hey et al. 2006) and a critical aspect of it centers on global 
collaboration in key areas of science being enabled by grid computing and data-centric 
scientific research based on data repositories (Hey et al. 2002). e-Science promises to 
reshape and enhance the way science is done, by empowering data-driven scientific 
research and improving the synthesis and analysis of scientific data in a collaborative and 
shared fashion (Wright et al. 2011).  
The underlying foundation of e-Science–data sharing–was enabled and facilitated by 
many contemporary scientific endeavors, including the development of networked 
collaboration technologies, institutional data repositories, and collaborative efforts on 
metadata standards. First, the advancement of networked collaboration technologies has 
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enhanced the way scientists currently access information, communicate, and collaborate 
(Kling et al. 2000; McCain 2000). Second, the rise of institutional data repositories has 
helped scientists to share their data and novel scientific findings because they could better 
examine relationships among previous findings. Third, the collaborative efforts on data or 
metadata standards have increased accessibility of scientific data by different scientists. 
In summary, e-Science has revolutionized the process of scientific discovery by enabling 
data-centric science or scientists sharing their data and reusing others’ data through 
technological development and collaborative effort (Hey et al. 2008). 
The vision of data-intensive scientific research is made possible by sharing raw data sets 
among scientists. An enormous amount of primary data continues to be generated by 
large science institutions and individual scientists through new scientific research 
methods, such as simulations, sensor networks, and satellite surveys in different research 
fields (Hey et al. 2006). This huge amount of shared scientific data can potentially 
provide dramatic insights which cannot be found by looking only at individual data sets 
(Buetow 2005; Hey et al. 2006). Government agencies and research institutions promote 
data sharing through data repositories, where scientists can openly share their raw data 
(Atkins et al. 2003). Hey and Trefethen (2003) also highlight that the imminent 
availability of primary data sets through data repositories is one of the critical 
components which supports e-Science or cyberinfrastructure. 
In the same vein, as science and engineering research becomes more data-intensive, data 
sharing and reuse appear to be important issues of scholarly communication in science 
and engineering fields (Cragin et al. 2006). Traditionally, scholarly knowledge was 
shared through journal articles or increasingly article pre-prints; however, diverse e-
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Science technologies based on the Internet (e.g. personal communication methods and 
data repositories) allow scientists to share all their knowledge, especially raw data sets. In 
the perspective of scholarly communication, primary data collected by individual 
scientists becomes an important “information currency” along with research analyses and 
findings in the traditional publications (Davis et al. 2007). Individual scientists benefit 
from data sharing by validating previous research findings, developing new hypotheses, 
expediting their research works, and educating science trainees based on the shared raw 
data sets (Borgman 2007; Borgman 2010; Campbell et al. 2002; Fienberg 1994; Fienberg 
et al. 1985; Tenopir et al. 2011; Vickers 2006). 
In order to achieve the core vision of data-intensive science, it is critical to allow 
individual scientists to share their research data with other scientists through diverse 
methods (i.e. data repositories or personal communications). Individual scientists usually 
work on small science or on their own research projects in a small or middle-sized group 
of graduate students, post-docs, and staff members. Individual scientists generate large 
amounts of data through their daily research activities (Boyce et al. 2006). Heidorn (2008) 
found that “(up to) 80% of all science is in the long tail of scientific research made up of 
smaller, less costly projects.” Carlson (2006) also argued that typically small science 
generates more data than big science, which requires high-cost resources and joint 
collaborations from multiple disciplines. Additionally, the scientists in small science span 
more scientific fields and generate increased and diverse forms of data over the 
researchers in big science (Carlson 2006). 
Scientific data are more valuable when they are shared and can be reused beyond the 
value of when the data were originally collected (Faniel et al. 2011). In modern scientific 
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research, it has become necessary for individual scientists to share their data with other 
scientists by using central or local repositories and/or personal communication methods. 
Within the last few decades, scientists observed the importance of data sharing, and many 
scientific communities paid considerable attention to the benefits of data sharing (Strier et 
al. 2010) because of the premise that data sharing would contribute to the advancement of 
science. Individual scientists’ data sharing behaviors are more important in small science 
as compared to big science, which has systematic procedures of data management and 
institutional data repositories for data sharing. Small science often does not have any 
substantial mechanism and data repository to manage the growing amounts of data by 
individual scientists (Borgman et al. 2007b). This research focuses on scientists’ data 
sharing behaviors in the context of small science rather than big science.  
1.2. Motivation 
As the raw data becomes important in terms of scholarly communication and data-
intensive scientific research, data sharing is now essential in most modern research 
activities (Faniel et al. 2011). In terms of scholarly communication, the advancement of 
information and communication technologies has enabled scientists to share their data 
with their research publications for diverse purposes, including validating original 
research findings, building new hypotheses, expediting current research, and educating 
science trainees. Furthermore, in terms of data-intensive scientific research, data sharing 
can accelerate scientific collaboration and enable large-scale research. Borgman (2007) 
highlights how synthesized data for an initial research project can be raw data for 
subsequent research. Scientists can extend their research by conducting comparative 
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studies and with more sophisticated analyses and syntheses that is based on shared data 
sets. 
In the last few decades, the science and engineering communities made continuous 
endeavors to promote scientists’ data sharing in order to improve scholarly 
communication and eventually realize the vision of data-centric scientific research. 
National funding agencies, in order to leverage their investments, began to require their 
grant awardees to eventually make primary data available to others (National Science 
Foundation 2010). Researchers gradually agreed that primary data generated by public 
funding should be shared with others (Arzberger et al. 2004). Also, many scientific 
journals’ data sharing policies began to mandate data sharing for the published articles, 
which was implemented throughout several scientific communities (Faniel et al. 2011). 
Along with mandatory data sharing policies, scientific communities developed data 
repositories where scientists could freely and openly share their data, and also worked 
towards the development of metadata which facilitate data sharing.  
Despite continuous efforts by funding agencies and science institutions, data sharing is 
still not well-deployed throughout science and engineering disciplines. Although data 
sharing benefits scientists and improves scientific research development, scholars 
observed that data sharing is not a common practice (Piwowar et al. 2010). In some 
disciplines, such as genetics and molecular biology, scientists continue to have prolific 
positive outcomes through data sharing. Still, many other disciplines do not fully deploy 
the idea of data sharing for their scientists and engineers. Sometimes, even fields which 
have good support and an environment towards data sharing still struggle with the actual 
data sharing by individual scientists. 
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There are several barriers that prevent scientists from sharing data. According to the 
traditional norms of science, scientists are supposed to share their scientific findings and 
related information under the ideals of communalism (Merton 1968). However, 
disciplinary traditions, institutional barriers, lack of technological infrastructure, 
intellectual property concerns, and individual perceptions prevent scientists from sharing 
their data with others. Prior efforts focused on the development of data repositories and 
relevant technical tools which facilitated scientists’ data sharing. However, diverse 
external issues, including the policies developed by funding agencies, journals, and 
university tenure and promotion systems, continue to influence scientists’ data sharing 
(Borgman 2010). Related to these institutional issues, individual scientists’ perception 
toward data sharing significantly influences their data sharing behaviors.  
Compared to the importance of data sharing in scientific research, prior studies do not 
fully address the complex nature of data sharing. Scholars from a diverse range of 
disciplines studied scientists’ data sharing, in order to understand both the prevalence of 
sharing or withholding of data, and factors which influence data sharing or withholding. 
Although scientists’ data sharing practices are embedded in a higher level context (i.e. 
scientific discipline or institution), prior studies focused on the technical and the 
individual aspects of data sharing, rather than combining them within their institutional 
contexts. The institutional or disciplinary context is critical for understanding scientists’ 
data sharing. Each scientific discipline has its own institutional context(s), influencing its 
scientists’ data sharing behaviors, along with individual and technological aspects of data 
sharing. 
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Figure 1.1 Scientists under Disciplinary Contexts 
As seen in Figure 1.1 above, scientists’ data sharing is embedded in their respective 
disciplinary contexts, including relevant associations, journal publishers, and funding 
agencies. For that reason, it is necessary to examine disciplinary influences on data 
sharing behaviors in diverse scientific disciplines. Scholars argue that data sharing is 
deeply rooted in the disciplinary practice and culture where scientists conduct their 
research (Sterling et al. 1990; Tenopir et al. 2011), and the facilitators or barriers vary 
significantly among and within scientific disciplines (Borgman 2007; Pryor 2009; 
Tenopir et al. 2011). Individual scientists’ data sharing behaviors are influenced by 
institutional contexts which differ among disciplines. Both individual and institutional 
factors influencing scientists’ data sharing need to be investigated carefully since this 
investigation can provide a holistic view of data sharing across diverse scientific 
disciplines.  
Although the idea of data sharing is promising and can enhance scientific discovery, it 
cannot be achieved without scientists’ voluntary data sharing behaviors and institutional 
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supports. In order to achieve the core vision of data-intensive scientific research, it is 
critical to deploy data sharing among scientists. Successful data sharing can be achieved 
by considering technological infrastructure, institutional context, and individual 
motivations, which vary across disciplines (Borgman 2007; Pryor 2009; Tenopir et al. 
2011). This study helps to understand the main factors which influence scientists’ data 
sharing behaviors across different disciplines by considering both individual motivation 
and institutional contexts (including technological infrastructure) together.  
1.3. Definitions of Terms 
Small Science versus Big Science 
Small science refers to science performed by an individual scientist or a small group of 
scientists (e.g. an investigator with a mix of post-docs, graduate students, and/or staffs) 
working on their own chosen projects. By contrast, big science refers to science 
performed by a significant number of scientists requiring huge amounts of resources and 
addressing large-scale scientific problems. In big science, scientists’ decisions on data 
sharing are significantly restricted by the organizational policies of higher level decision 
makers. But in small science, scientists’ decisions on data sharing are made by the 
individual scientists. This research examines individual scientists’ decision making 
toward data sharing in their daily scientific research activities, so small science is a main 
context for this research. 
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Scientist 
Scientist refers to a scholar or researcher in academia who generates and disseminates 
scientific knowledge publicly. STEM (Science, Technology, Engineering, and 
Mathematics) researchers are considered as the main group of scientists. 
Research Data 
Research data (data in general) refers to the extensive range of research results and 
relevant information. In the perspective of small science, individual scientists or a small 
group of scientists, collect data by using diverse collection methods including observation, 
experiment, and simulation. The research data may include any research-related 
information, such as research techniques and related materials (Blumenthal et al. 2006). 
Data are considered to be a fundamental infrastructural component of scientific research 
(Uhlir 2010), especially because in the perspective of data-intensive research, data are not 
the end products of research, but needs to be considered as part of an evolving data 
stream in a scientific field (Hilgartner et al. 1994). 
Data Sharing  
Data sharing is individual scientist’s behavior to provide their raw (or preprocessed) data 
to other scientists by making it accessible through central/local data repositories or by 
sending data via personal communication methods upon request. In this research, data 
sharing does not involve providing data by big science research centers, which sometimes 
collect and distribute data to other scientists in their fields as their main duties. 
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Data Reuse  
Data reuse is defined as individual scientist’s behavior of using other scientists’ data for 
their own research purpose by downloading data from central/local data repositories or 
requesting the data via personal communication methods. Data reuse does include using 
the data from the big science research centers for their own research. In this research data 
reuse was partially considered at the preliminary study; however, the main focus of this 
research is “data sharing.”  
1.4. Research Objective and Questions 
The main objective of this research is to investigate the factors influencing scientists’ 
data sharing behaviors in diverse scientific communities. This research focuses on 
scientists’ data sharing behaviors, in order to foster data sharing in scientific communities, 
and eventually help scientists to achieve a core vision of data-intensive scientific research. 
In order to achieve this goal, this research will have a systematic investigation on the 
topic area.  
This research assumes that scientists’ data sharing behaviors are not a matter of 
individual scientist’s arbitrary choice, but rather, decisions on whether to share data with 
the researchers outside of their research group reflect the choices among communities of 
colleagues embedded within their disciplines. Therefore, this research considers both 
individual and contextual factors in influencing scientists’ decisions to share their data 
with others. More specifically, this research considers the combination of institutional 
and individual factors that influences scientists’ decisions on data sharing behaviors. By 
taking an integrated perspective both at the disciplinary and individual levels, this 
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research demonstrates the dynamics of institutional and individual influences affecting 
scientists’ data sharing behaviors. 
This research considers the disciplinary differences in scientists’ data sharing behaviors 
as well as individual differences. Since data sharing practices vary depending on 
scientific disciplines as well as individual scientists (Borgman 2007; Pryor 2009; Tenopir 
et al. 2011), it is important to understand both disciplinary and individual level factors 
influencing scientists’ data sharing behaviors in diverse scientific communities. There are 
two primary research questions (RQ) this research aims to address: 
RQ1: What are the institutional and individual factors that influence scientists’ 
data sharing behaviors? 
RQ2: To what extent do those factors influence scientists’ data sharing behaviors 
in diverse disciplines? 
The first research question aims to identify both institutional and individual factors that 
influence scientists’ data sharing behaviors in general. The preliminary study of this 
research exactly covers the first research question by exploring the factors motivating and 
discouraging scientists’ current data sharing behaviors. The second research question 
aims to investigate the extent to which institutional and individual factors identified at the 
previous stage influence scientists’ data sharing behaviors in general. Survey method was 
used to test the research model with scientists in diverse disciplines. These two research 
questions are interconnected, and by addressing those two research questions, this 
research can provide a refined view of scientists’ data sharing behaviors across 
disciplines.  
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1.5. Theoretical Perspective 
Contemporary collaboration in science and engineering fields requires the orchestration 
of technological infrastructure, institutional support, and interpersonal interactions (Kim 
et al. 2012). Similarly, scientists’ data sharing as the microcosm of contemporary 
collaboration involves the same three areas of infrastructure, institutions, and people. 
Individual scientists are nested in institutional contexts, including belonging to 
universities and academic disciplines, and support from organizational and disciplinary 
technological infrastructure. In order to understand scientists’ data sharing behaviors, this 
research considers the combination of infrastructure, institution, and people as important 
components influencing scientists’ data sharing.  
For example, a scientific discipline may have well-established data sharing practices 
supported by infrastructure, institutions, and scientists inside the discipline. Scientists’ 
data sharing is facilitated through disciplinary data repositories (as technological 
infrastructure) where the scientists, in the discipline, can upload their own research data 
and download others’ data. Also, the repositories are made available by organizational 
support. In addition, the discipline may have strong institutional support, which 
encourages scientists to share data. Institutional support may include requirements by 
funding agencies and journals, professional associations’ pressures, and the discipline’s 
norms about data sharing. Lastly, individual scientist’s perceptions and attitudes toward 
data sharing may also interact with both infrastructures and diverse institutions and 
therefore, scientists nested in their institutions are influenced by these technological 
resources. Scientists actively interacting with their organizations and disciplines will 
eventually make their own decisions on data sharing behaviors. 
 13 
 
In order to fully understand scientists’ data sharing, we need to consider how individual 
scientists make their decisions under institutional influences. In the pursuit of data 
sharing by an individual scientist, how the institution is set up may influence an 
individual scientist’s decision making. Although some institutions provide a well-
designed institutional repository and have some institutional requirements for their 
scientists to share data, scientists also need to see personal and/or professional value in 
sharing data in institutional repositories. In other words, scientists make their decisions in 
the context of belonging to universities, professional associations, academic disciplines, 
journals, and funding agencies when deciding to share their data with others. At the same 
time, individual scientists need to have information and technology management skills to 
prepare and submit the data. Any human and IT support (training) by their affiliated 
organizations can reduce the barriers involved in data sharing. Therefore, individual 
scientist’s decision making toward data sharing must also be understood within the 
institutional contexts and technological infrastructure, which are inter-connected. 
Institutional theory is a perspective from sociology and organizational studies that may 
help to weave together the intertwined forces of institutions, infrastructure, and people. 
Institutional theory can provide insight about how social actors are influenced by 
institutional pressures from the institutional environment. While the traditional focus of 
institutional theory was at the organizational level of analysis, neo-institutional theory 
extends its scope to diverse social actors, including individuals as well as organizations 
under their institutional contexts (Scott 2001). The neo-institutional theory assumes that 
institutional environments including institutional rules, norms, and culture influence 
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individuals’ attitudes and behaviors (George et al. 2006; Tolbert 1985; Tolbert et al. 
1983).  
Contemporary perspectives on institutional theory consider individual beliefs concerning 
proper social behavior and, specifically, when those beliefs arise from organizational 
rules, structures, and practices (Barley et al. 1997; Daniels et al. 2002; Duxbury et al. 
1991). This connects nicely with individual-level motivation theories, which describe 
individual behavior as jointly influenced by beliefs, attitudes, norms, and intentions. This 
study employs the theory of planned behavior as an individual motivational theory, which 
can then be connected with institutional theory. The theory of planned behavior provides 
insights regarding how individuals’ attitude, subjective norm, and perceived behavioral 
control influences individuals’ behaviors mediated by intention. The integration of 
institutional theory and theory of planned behavior can both better explain scientists’ 
motivations and how seeking organizational legitimacy is influenced by institutional 
pressures. This study can help to validate new theoretical frameworks of the combination 
of institutional theory and the theory of planned behavior. 
1.6. Significance of the Study 
This research is significant in terms of theory, method, research (field), and practice. In 
the theoretical perspective, the integration of institutional theory and individual 
motivation theory (i.e. theory of planned behavior) can provide a new theoretical lens to 
understanding scientists’ data sharing behaviors. The theoretical framework can offer an 
insight into how institutional and individual factors influence scientists’ data sharing 
behaviors together. Furthermore, this research can show how individuals’ beliefs, 
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attitudes, and behaviors are influenced by and constituted by institutional contexts, and 
how these institutional influences can be interpreted differently according to individuals’ 
motivations. In terms of theoretical contribution, this research can link the micro level 
theory that examines individuals’ motivations with the macro level theory that examines 
the role of institutional influences. 
Although neo-institutional theory considers individuals’ attitudes and behaviors in the 
context of their institution, not many studies have been conducted which empirically 
explain the mechanism of how institutions actually influence individuals’ behaviors (or 
intentions). By empirical study, this research can help to validate the main assumptions of 
neo-institutional theory, or that institutional pressures (logics) affect individuals’ attitudes 
and behaviors. This study can bridge the gap between the neo-institutional theory’s 
perspective and the psychological explanation of attitude and behavior by theory of 
planned behavior. In addition, by considering the context of institution, this study can 
make progress in the field of theory of planned behavior, which uses the de-
contextualized model of individual level analyses. 
In the methodological perspective, this research employs a mixed-method approach with 
multilevel analysis, and with extensive triangulation can help to understand the 
phenomena of scientists’ data sharing. The mixed-method of combining qualitative and 
quantitative approaches can provide more fruitful outcomes in studying scientists’ data 
sharing behaviors. Since prior studies have not been conducted in this area and because 
of the complex nature of data sharing in different scientific communities, the mixed-
method approach should be useful. In addition, this research employs a multilevel 
analysis to investigate the factors influencing scientists’ data sharing behaviors at both 
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discipline and individual levels. The employment of multilevel analysis can disentangle 
the dynamics of institutional and individual effects on scientists’ data sharing behaviors. 
In the research (field) perspective, this research can provide valuable insights into the 
domains of scholarly communication and data curation. The advancement of information 
technologies changed the way scientists communicate and collaborate regarding their 
scholarly works from traditional publications or article pre-prints to original data. This 
research can contribute to the area of scholarly communication by examining scientists’ 
emerging scientific communication methods based on their original data. In addition, 
understanding data sharing is important for library and data curation. Libraries and 
librarians can provide their expertise and systems for scientists’ data curation, and 
therefore facilitate their data sharing and reuse (Borgman 2010). Delserone (2008) 
emphasized “data service” as being one of the core services and areas of expertise in 
library services, and it will potentially support e-Science by building knowledge and 
capacity within the libraries. By understanding the nature of scientists’ data sharing, this 
research can provide valuable insights for data curation in terms of how to provide any 
necessary service to help scientists to share and reuse data.  
In the practical perspective, this research can help scientific communities by possibly 
accelerating scientists’ data sharing behaviors as a part of their scientific collaborations, 
and eventually enable the vision of data-intensive scientific research. By understanding 
scientists’ data sharing in the institutional and individual perspectives, this research can 
provide useful guidelines and recommendations in designing metadata standards and 
repositories. Also, this research can help to develop relevant policies for data sharing 
which best facilitate individual scientists’ data sharing in different scientific communities. 
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First, the effective development of data repositories requires the careful understanding of 
scientists’ data sharing practices. Borgman and colleagues (2007a) also argued that the 
design and development of data repositories and information services need to consider 
data practices in their user communities. The final outcomes of this research can provide 
valuable insights to better guide the development of central or local data repositories in 
different disciplines. This research can examine the roles of metadata and data repository 
in regards to scientists’ data sharing, and it can help scientific communities to manage 
their existing or future metadata and repositories to best facilitate scientists’ data sharing. 
Second, this research can also provide valuable insights for designing relevant policies 
for data sharing in the perspectives of funding agencies and journal publishers. Many 
journals in science and engineering research now require that their authors submit the 
experiment’s data to relevant data repositories and/or provide their data to other scientists 
upon request. Recently, national and public funding agencies have required their grant 
awardees to share the primary data with other scientists as a part of their data 
management requirements. However, the effectiveness of these policies toward scientists’ 
data sharing is still in question. This research can show how institutional policies, such as 
those of funding agencies and journals, are influencing scientists’ data sharing. 
1.7. Summary 
Data sharing is a critical issue in modern scientific research with the emergence of e-
Science or cyberinfrastructure. e-Science revolutionized the process of scientific 
discovery by enabling data-centric science or scientists sharing their data and reusing 
others’ data through technological development and collaborative effort (Hey et al. 2008). 
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In the perspective of scholarly communication, primary data collected by individual 
scientists becomes an important “information currency” along with research analyses and 
finding in the traditional publications (Davis et al. 2007). As the primary data becomes 
important in terms of data-intensive scientific research and scholarly communication, 
data sharing practices are now essential in most modern research activities. 
The objective of this research is to investigate the factors influencing scientists’ data 
sharing behaviors in different scientific communities by examining both discipline and 
individual level predictors together. Since data sharing varies depending on scientific 
disciplines (Borgman 2007; Pryor 2009; Tenopir et al. 2011), it is important to explore 
the institutional factors as well as individual factors influencing scientists’ data sharing 
behaviors across various scientific communities. In summary, both institutional and 
individual factors influencing scientists’ data sharing behaviors need to be examined 
carefully. This investigation can provide a holistic view of institutional and individual 
factors influencing scientists’ data sharing across diverse scientific disciplines. 
This research is significant in terms of theory, method, research, and practice. In the 
theoretical perspective, the integration of institutional theory and individual motivation 
theory (i.e. theory of planned behavior) can provide a new theoretical lens to 
understanding scientists’ data sharing behaviors. In the methodological perspective, this 
research employs a mixed-method approach with multilevel analysis and with extensive 
triangulation. In the research perspective, this research can provide valuable insights to 
the domains of scholarly communication and data curation. In the practical perspective, 
this research can help scientific communities by possibly accelerating scientists’ data 
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sharing as a part of their scientific collaborations, and eventually enable the vision of 
data-intensive scientific research. 
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2. Literature Review 
This chapter reviews scientists’ norms and values, scholarly communication, and the 
literature of scientists’ data sharing and reuse. In order to understand scientists’ data 
sharing behaviors, this research considers scientists’ norms and values as the structure of 
science. Also, this research provides the overview of scholarly communication in regards 
to data sharing. Then, the synthesis of the literature on scientists’ data 
sharing/withholding and reuse is provided. Prior studies in data sharing/withholding have 
focused on prevalence of data sharing/withholding, factors influencing data 
sharing/withholding, and the consequences of data sharing/withholding. Lastly, this 
chapter provides the limitations of previous studies. 
2.1. Scientists’ Norms and Values 
In order to understand scientists’ data sharing behaviors, this research considers scientists’ 
norms and values as the structure of science. Scientific norms and values are embedded 
in scientists’ data sharing behaviors as seen in scholarly communications. According to 
Robert K. Merton’s (1973) research, science’s norms and value system make science 
different from other social institutions. This section reviews the nature of science, 
scientists’ norms and values, and scholarly communication as the basis of data sharing. 
2.1.1. Nature of Science  
In order to study scientists’ data sharing, it is important to understand the nature of 
science. Scientists conduct research by stating research problems, acknowledging 
previous literature, conducting research, interpreting research findings, and using 
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publication channels (Pierce 1990). Popper (1968) and Gauch (2003) identified several 
additional steps of scientific research, including (1) observing and experiencing 
natural/social phenomena, (2) developing hypotheses and predictions, (3) testing those 
hypotheses and predictions, and (4) presenting findings and deriving conclusions which 
may generate new hypotheses or refute the old ones.  
Because the scientific research process relies entirely on evidence and logic, science is 
generally assumed to produce superior knowledge (Merton 1973). Scientific research 
uses science’s own methods, standards, norms, and mechanisms to generate and evaluate 
knowledge. In particular, scientific research has developed through the diverse scholarly 
communication mechanisms of peer-review, publication, citation, and criticism for 
validity and further research. All of these norms and mechanisms to facilitate the 
production of scientific knowledge enhance scientific superiority and make science an 
institution able to exist by itself with a self-controlling system. Merton (1973) also argued 
that scientific superiority has been enhanced by following its scientific methods and 
norms which facilitate the production of scientific knowledge. 
Science is considered as both an autonomous and a social institution, which is to say, 
both independent from and dependent upon other institutions. Science as an institution is 
free from external controls and judgments, which means that the scientific community 
has the right to self-control its own research activities by leading its own research 
agendas and evaluating research findings in its knowledge production (Barber 1952; 
Goldsmith 1967; Merton 1970; Polanyi 1945; Richter 1980). At the same time, science is 
also a social institution. Scientists and other institutions interact and have a close 
relationship with society (Ziman 2000). Merton (1973) argued that it is important to 
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avoid the simplistic view that science is autonomous and independent from external 
controls and judgments. Science is embedded in its social and cultural contexts, and is 
usually influenced by the economy, culture, and other external forces (Bloor 1976; Pinch 
et al. 1984). Whitley (2000) indicated that science as a social institution has changed its 
structure and operation through industrialization by depending on other social institutions 
(p. 266). Additionally, the scientific community relies on the government and other 
organizations for its funding (McGrath 2002). Since the relationship between scientists 
and funders is hierarchical, their scientific research may be influenced by funders. 
2.1.2. Norms of Science 
Science as a social activity relies on interaction between individual scientists (Kuhn 
1996). Social interaction within the scientific communities follows the norms that 
regulate scientific research, practice, publication, and scientists’ data sharing practices. 
Understanding scientific norms is important because the norms would influence scientists’ 
data sharing practices. Scientists conform to these community standards because they 
make scientific research more valid and reliable. There are no absolute norms that affect 
scientists across time and scientific disciplines; however, there are both traditional norms 
and counter-norms that affect social practices in different scientific communities. Merton 
(1973) defined the four traditional norms of science as communalism, universalism, 
disinterestedness, and organized skepticism. These scientific norms can explain how a 
scientific community works.  
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Communalism 
Communalism in this context means that scientific findings must be made available to the 
general public and shared with all members of the scientific community (Braxton 1986). 
Merton (1973) argued that scientific findings should be owned by the community that 
produces them, because most scientific findings are based on collaboration among 
scholars and on the work of previous scholars. If scientists provide the scientific 
community with insufficient information about their findings, other scientists will be 
unable to replicate or disprove the original findings. Communalism enables open and free 
sharing of scientific knowledge, and it also encourages the sharing of supporting data 
along with the final analysis and results. 
Universalism 
Universalism in the scientific community means that scientific research must be judged 
by scientific criteria rather than by identities of the scientists (Merton 1973). This norm 
tells that research needs to be judged by the standardized criteria of research rather than 
scientists’ diverse social characteristics, including scientists’ race, gender, class, religion, 
and other personal characteristics. Universalism employs universal criteria to generate, 
manage, and evaluate knowledge (Merton 1973). The blind review process in peer-
reviewed journals is a good example of the idea of universalism in practice. Gaston (1973) 
found that social class origins and educational backgrounds do not significantly influence 
scientists’ research productivity in England’s high-energy physics community. 
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Disinterestedness 
Disinterestedness is defined as “the preference for the advancement of knowledge as 
opposed to the individual motives of the scientist” (Braxton 1986). Disinterestedness 
means that scientists must be detached from their personal economic rewards toward their 
research. According to the norm of disinterestedness, scientists are supposed to be less 
interested in any personal reward (e.g. financial benefits or personal reputation) for their 
research than in the development of scientific knowledge in their research community. 
Disinterestedness also prohibits scientists from aligning their research with funding 
opportunities (MacFarlane et al. 2008). 
Organized Skepticism 
Organized skepticism as a scientific community norm means that scientific findings 
should be examined for empirical evidence of scientific merit before being accepted as 
new scientific knowledge (Merton 1973). According to this norm, scientists must review 
all scientific findings with a degree of skepticism, even their own research findings 
(Merton 1973). Published scientific work must be possible to replicate; if it is not, it must 
be denied. All these conditions must hold before findings can be accepted; scientists can 
replicate or deny any scientific work which was published for the public based on the 
norm of organized skepticism. Organized skepticism requires scientists to examine other 
scientists’ works in terms of empirical evidence and logics before they accept the 
findings as true scientific knowledge. 
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2.1.3. Counter Norms 
Other scholars reconsidered the scientists’ conformity to Merton’s four scientific norms 
arguing that scientists do not behave entirely according to Merton’s four scientific norms, 
but rather also seek their own interests through scientific research (Mitroff 1974; Mulkay 
1976). Mulkay (1976) found that scientists use scientific norms to negotiate and justify 
self-interested behaviors in relation to scientific norms and their interests. Mitroff (1974) 
provided counter-norms to Merton’s four norms of science, including solitariness, 
particularism, interestedness, and organized dogmatism. Mitroff (1974) argued that 
Merton’s original norms of science and his alternative norms are mixed in an actual 
science institution.  
Solitariness 
Solitariness as the counter-norm to communalism means that scientists consider their 
research findings as protected property and feel secrecy is needed to protect their rights 
over their research findings (Mitroff 1974). Scientists are also more interested in their 
intellectual property than in project completion and publication (Brown 2003; Marshall 
1990; McCain 1991). Under solitariness, scientific findings belong to the scientists who 
identify those findings, not to the whole scientific community (Mitroff 1974). Those 
scientists will protect their research findings with patents or property rights. Scientists’ 
funding sources also encourage solitariness. Research studies funded by private 
companies or organizations become secret to other members of the scientific community 
(Mowery 2005).  
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Particularism 
Particularism, as the counter-norm to universalism, is judging scientific findings 
according to scientists’ social backgrounds (Mitroff 1974). Mulkay (1976) argued that the 
distribution of recognition is biased toward researchers of prestigious universities. 
Merton and Sztompka (1996) identified another example of particularism, known as the 
Matthew Effect. That example holds that the scientist who made a valuable scientific 
finding can be considered as having more merit because of his or her reputation. 
According to the Matthew Effect, scientists who make a significant scientific 
improvement in their disciplines tend to have more unquestioned credibility than they 
should have (Merton et al. 1996). The blanket acceptance of scientific findings by well-
known scholars is another example of particularism (Andersen 2001).  
Interestedness 
Interestedness is the counter-norm of disinterestedness, and it means that scientists care 
more about personal financial benefits from research than about personal satisfaction and 
reputation from scientific findings (Mitroff 1974). According to interestedness, scientists 
seek personal financial rewards through their research performance. Another form of 
interestedness is developing a research agenda based on funding opportunities, rather 
than on a desire to seek scientific findings in the scientist’s area of research interest.  
Organized Dogmatism 
Organized dogmatism as the counter-norm to organized skepticism means that scientists 
accept certain scientific findings without examining them carefully (Mitroff 1974). 
Scientists need to be skeptical of previous findings before they accept them as new 
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scientific knowledge. Scientists need to indicate the shortcomings of previous research 
when their research findings invalidate the earlier studies (Mitroff 1974). Another form 
of organized dogmatism occurs when a scientist is skeptical of other scientists’ findings 
(but not his or her own), although the scientist needs to be skeptical of his or her findings 
as well as of others’ findings (Mitroff 1974). Table 2.1 below shows a summary of 
Merton’ (1973) norms of science and Mitroff’s (1974) counter norms:  
Definitions 
Norms of 
Science 
Counter Norms Definitions 
Scientific findings must be 
shared with all members of 
the scientific community 
Communalism Solitariness 
Scientists consider research 
findings as protected 
property and secrecy is 
needed to protect them 
Scientific research must be 
judged by scientific criteria 
rather than by scientists 
Universalism Particularism 
Judging scientific findings 
according to scientists’ 
social backgrounds 
The preference for the 
advancement of knowledge 
as opposed to the individual 
motives of the scientist 
Disinterested-
ness 
Interestedness 
Scientists care more about 
financial benefits from 
research than personal 
satisfaction and reputation 
Scientific findings should 
be examined for empirical 
evidence of scientific merit 
before being accepted 
Organized 
Skepticism 
Organized 
Dogmatism 
Scientists accept certain 
scientific findings without 
examining them carefully 
Table 2.1 Summary of Merton’ (1973) Norms of Science and Mitroff’s (1974) Counter Norms 
2.1.4. Values of Science 
Merton (1957) described the race for priority, which showed that scientists place high 
value on being recognized as the first discoverer of scientific findings. Academic 
reputation based on research production is an important value in many scientific 
communities (Merton 1957). The motivation for scientists to achieve reputation is an 
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important value in many scientific communities. Merton (1973) argued that scientific 
institutions work based on a reward system in which recognition and credit go to those 
who make original contributions to scientific knowledge. Many previous studies have 
found that scientists work based on the reward of a favorable reputation (Dundar et al. 
1998). 
Scientists internalize the four scientific norms as institutionalized values (Merton 1973). 
The value of credit and priority in scientific communities supports Merton’s four norms 
of communalism, universalism, disinterestedness, and organized skepticism (Merton 
1957). Scientists can gain rewards in the form of reputation and credit by sharing their 
research findings with other scientists without any limitation (communalism). Their 
reputations and rewards are not supposed to be based on their social or educational 
backgrounds, but rather on the quality of their research (universalism) (Cole et al. 1973). 
Scientists want to be recognized for advancing science knowledge rather than being 
satisfied with monetary benefits (disinterestedness). Lastly, the scientific community is 
supposed to provide appropriate credit to scientists who contributed to knowledge of 
science only after members of the community examine previous studies in terms of their 
empirical evidences and logic (organized skepticism).  
The reward system in science is associated with the publication of research as a scholarly 
communication practice (Borgman 2007). Scientists achieve science’s core values by 
publishing and being cited by other scientists. As Latour (1987) indicated, citations can 
provide justifications and appropriate rewards for scientists’ research findings. Through 
citations, scientists acknowledge previous research and provide appropriate credit.  
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Scientists would conform to the norms of science and to science’s institutionalized 
reward system in order to achieve their values in science. Publication as scholarly 
communication practice supports the scientific community’s reward systems. Scientists’ 
data sharing is, like publication, an extension of scientists’ scholarly communication. As 
such, the norms and values of science can be applied to scientists’ data sharing practices. 
Previous studies about scientists’ data sharing show the coexistence of Merton’s 
traditional norms of science and Mitroff’s counter norms of science (Louis et al. 2002). 
For example, McCain’s (1991) study found that geneticists behave based on 
communalism and disinterestedness; however, Ceci’s (1988) study showed that 
geneticists follow solitariness and interestedness as norms.  
2.2. Scholarly Communication 
Conducting scientific research requires salient communication features for sharing 
scientific findings and knowledge (Garvey 1979). In the field of information science, 
these communication features are called scholarly communication, which is “the study of 
how scholars in any field use and disseminate information through formal and informal 
channels” (Borgman 1990). Scientists generate scientific findings and knowledge, and 
they disseminate and discuss scientific findings and knowledge through diverse formal 
communication channels such as journals and conferences (Pierce 1990). Additionally, 
they use interpersonal networks to discuss and disseminate research findings and 
scientific knowledge through information communication channels such as personal 
electronic communications. 
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Formal scientific communication channels establish the priority of scientific research 
findings and support reward systems in scientific communities (Zimmerman 2003). As a 
major formal scientific communication channel, peer-reviewed journals work as a 
window for disseminating and evaluating scientific knowledge (Schickore 2008). 
Journals also facilitate scientific communication by helping scientists share and discuss 
their research findings. More importantly, the system of journal publication supports the 
values of science by providing scientists with appropriate rewards (i.e. priority and credit) 
through the mechanism of publication and citation.  
Traditionally, formal scholarly communication is based on journal articles and 
conference proceedings; more recently, it has also been based on article preprints in some 
disciplines. Scientists share their knowledge through these formal communication 
channels by locating relevant information from articles. However, modern scientific 
research requires original data sets for diverse purposes such as large-scale computation, 
comparative research, or replication of previous works for further research. Borgman 
(2007) also argued that sharing data as well as publishing improves scientific 
communication by increasing research transparency and reproducibility. For example, 
many research works in the field of biology require data collected by other scientists in 
order to validate previous research, and future research is often designed to duplicate 
previous works. Therefore, in the perspective of scholarly communication, data sharing 
becomes important in modern scientific research activities (Cragin et al. 2006).  
Emerging information and communication technologies have enabled new scholarly 
communication methods of data sharing. Scientists share data through informal 
communication channels such as email, Web file sharing, and FTP services, and share 
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data through formal communication channels such as local or central data repositories. 
Khatibi and Montazer (2009) argued that electronic scientific databases (i.e. data 
repositories) enhance scholars’ research processes by facilitating scientific 
communications and collaborations based on the original data sets. 
Scholars treat both research publications and data as important sources of scholarly 
communication. Raw data sets have become important “information currency” for 
scholarly communication, as they supplement traditional research analysis and findings in 
journal publications (Davis et al. 2007). Although data sets have become an important 
form of scientific communication, there have been few studies on how scientists’ data 
collection, management, analysis, and archiving support scholarly communications 
(Heidorn 2008). Understanding scientists’ data sharing behaviors can help scientific 
communication scholars to better support scientists in their data management and in their 
scientific research. 
Sharing data among scientists means that more scientists can benefit from the data; 
however, data sharing has not yet been established as major scholarly communication 
methods throughout different scientific communities (Borgman 2007). Rather, each 
discipline has developed its own informal or formal data sharing practices associated with 
its scholarly communication practices. The new system of scientific communication takes 
a long time to fulfill the emerging need for reliable transfer of scientific knowledge 
(Zimmerman 2003). Data sharing would be desirable scientific behavior under the norms 
of communalism and disinterestedness. However, unlike traditional publication methods, 
data sharing does not have standard or formal mechanisms of citation, and thus cannot 
provide appropriate rewards for the scientists who collected the data (Borgman 2010). A 
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standardized citation system would help scientists to achieve their values. This research 
involves diverse issues of data sharing as a new method of scientific communication. The 
next section will discuss in detail issues of data sharing and reuse in previous literature. 
2.3. Data Sharing/Withholding 
This literature review covers prior studies in not only scientists’ data sharing behaviors, 
but also their data withholding behaviors. This research focuses on data sharing behavior, 
which means providing raw data to other scientists by making it accessible through data 
repositories, or by sending data via personal communication methods upon request. In the 
literature review, data withholding behavior as an opposite form of data sharing behavior 
was considered. Data withholding behavior can be defined as refusing to provide raw 
data to other scientists when scientists are expected to provide their data by depositing it 
into data repositories, or by sending it via personal communication methods upon request.  
Previous literature on scientists’ data sharing and withholding has paid considerable 
attention to (1) the prevalence of data sharing and withholding, (2) the motivations 
behind and barriers to data sharing and withholding, and (3) the benefits and (other) 
consequences of data sharing and withholding (Campbell et al. 2002; Campbell et al. 
1998; Campbell et al. 2000; Louis et al. 2002). Although data sharing is desirable 
according to scientific communities’ norms of communalism and disinterestedness and 
can contribute to the advancement of scientific research, there is ample evidence that 
scientists nonetheless withhold their data rather than sharing it in popular science journals 
(Campbell et al. 2003; Cohen 1995; Piwowar 2011). A good amount of previous data 
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sharing research has focused on whether scientists allow or deny other researchers access 
to their data (e.g. Campbell et al. 2002; McCain 1991).  
2.3.1. Prevalence of Data Sharing/Withholding 
Most previous research on data sharing and withholding has studied the prevalence of 
data withholding rather than data sharing. Many such studies have focused on one 
specific form of data withholding: scientists’ denial of others’ requests for the raw data 
used in their published research (Campbell et al. 2002). Blumenthal and colleagues (1997) 
surveyed life scientists across the nation and discovered that 8.9% of those life science 
researchers had denied a request for the data used in their publications. A later study by 
Campbell and colleagues (2002) found that during the previous three years, 12% of 
geneticists at U.S. major research universities had denied other researchers access to their 
publication related information. Vogeli and colleagues (2006) reported that 7.9% of 
science trainees had denied other researchers’ requests to access the data for their own 
published research. Another study, with faculty members at U.S. medical schools, found 
a slightly higher 12.5% denied request rate between 1996 and 1997 (within last three 
years) (Campbell et al. 2000).  
Data withholding rates vary across different disciplines and through different publication 
stages (Borgman 2007; Pryor 2009; Tenopir et al. 2011). For example, Blumenthal and 
colleagues (1997) found that geneticists in the field of life science were more likely to 
deny others’ requests than were non-geneticists in that field. Blumenthal and colleagues 
(2006) confirmed this finding in 2000 by surveying U.S. geneticists and other life 
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scientists, where 44% of geneticists and 32% of other life scientists participated in 
various forms of data withholding during the three years prior to the study.  
Data withholding rates also depend on the publication status of research. In another study 
of geneticists, Louis and colleagues (2002) found that 30% of genetic researchers 
reported that they withheld data at least once, pre-publication, within the past three years. 
Vogeli and colleagues (2006) surveyed science trainees regarding data withholding and 
found that 23.0% of trainees were denied access to publication related materials and 20.6% 
were denied access to unpublished research. Similarly, Blumenthal and colleagues (2006) 
found that data about published articles was more often withheld (geneticists 35%, other 
life scientists 25%) than was the data about pre-published works (geneticists 23%, other 
life scientists 12%). 
Data withholding behaviors also vary from discipline to discipline. Reidpath and Allotey 
(2001) requested publication-related data from the authors of 29 articles published in the 
British Medical Journal. Only one author released the data requested. In another 
behavioral research study, Savage and Vickers (2009) requested data sets from the 
authors of 10 articles published in the PLoS (Public Library of Science) journals, which 
represent the new trend of “open access”, and received only one response.  
Studies related to data sharing often use bibliometrics analysis to explain data sharing’s 
prevalence. One such study by Piwowar and Chapman (2008b) investigated the 
prevalence of data sharing regarding gene expression microarray data by counting the 
papers that linked to NCBI (National Center for Biotechnology Information)’s Gene 
Expression Omnibus (GEO) database. More recently, Piwowar (2011) conducted another 
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study that used bibliometric analysis to identify how frequently raw gene expression 
microarray datasets were shared after publication. She found that 25% of the 11,603 
articles about gene expression microarray published between 2000 and 2009 provided 
their raw datasets in major data repositories. This shows that the actual rate of data 
sharing within the scientific community is relatively low (Blumenthal et al. 2006), and it 
varies by discipline (Borgman 2007; Pryor 2009; Tenopir et al. 2011).  
In the field of psychology, Wicherts and colleagues (2006) requested research-related 
information from 141 authors of articles published in American Psychological 
Association (APA) journals. They found that only 38, or 27.0%, of those authors released 
research-related data upon request. This response rate is similar to the response rate of 
24.3% (9 out of 37 requests) which Wolins (1962) reported when they requested data 
from 37 authors who published articles in APA journals. Similarly, Craig and Reese 
(1973) reported that 37.7% of authors (20 out of 53) provided either original data or a 
summary of data analysis in major APA journals. These studies show that data sharing 
varies by discipline, and that in the field of psychology, the data-sharing rate has 
decreased over the past several decades, despite advances in technological 
communication tools and the widespread availability of the Internet. Table 2.2 below 
shows the summary of prior research findings about prevalence of data withholding: 
Withholding Types Sources Subject/Discipline 
Withholding 
Rate 
Denying a request for 
the data of published 
articles 
(Blumenthal et al. 
1997) 
Life Scientists 8.9% 
(Campbell et al. 2000) Medical Scientists 12.5% 
(Campbell et al. 2002) Geneticists 12.0% 
(Vogeli et al. 2006) Science Trainees 7.9% 
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Denying a request for 
the data of published 
and unpublished 
works 
(Louis et al. 2002) Geneticists 30% 
(Vogeli et al. 2006) Science Trainees 20.6% 
(Blumenthal et al. 
2006) 
Geneticists 23% 
(Blumenthal et al. 
2006) 
Other Life Scientists 12% 
Withholding data in 
various forms 
(Blumenthal et al. 
2006) 
Geneticists 44% 
(Blumenthal et al. 
2006) 
Other Life Scientists 32% 
Experiment study by 
requesting the data of 
published articles 
(Wolins 1962) 
American 
Psychological 
Association Journals 
24.3% (9/37) 
(Craig et al. 1973) 37.7% (20/53) 
(Wicherts et al. 2006) 27.0% (38/141) 
(Reidpath et al. 2001) 
British Medical 
Journal 
3.4% (1/29) 
(Savage et al. 2009) PLoS Journals 10% (1/10) 
Depositing the gene 
expression 
microarray 
(Piwowar 2011) 
Geneticists 
(Microarray) 
25%  
(Sharing Rate) 
Table 2.2 Summary of Prior Research Findings about Prevalence of Data Withholding 
2.3.2. Factors Influencing Data Sharing/Withholding 
Prior studies provide research on diverse factors influencing scientists’ data sharing and 
withholding. According to the theoretical perspective considering the combination of 
institution, infrastructure, and people as important components influencing scientists’ 
data sharing behaviors, I categorized those factors into three groups. These include: 
institutional factors (i.e. funding agency’s policy, journal requirements, and contract with 
industry sponsors); resource factors (i.e. metadata and data repositories); and individual 
factors (i.e. personal characteristics, perceived benefit, perceived effort, perceived risk). 
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In addition, other organizational and environmental factors have been studied as 
important factors influencing scientists’ data sharing and withholding.  
Institutional Factors 
Funding Agency’s Policy  
Stanley and Stanley (1988) argued that contemporary scientists consider data sharing 
among researchers to be an obligation rather than a voluntary activity. Funding agencies’ 
policies help to cause this sense of obligation. Scientific funding agencies such as 
National Institute of Health (NIH) and National Science Foundation (NSF) require their 
grant awardees to allow shared access to the data collected (National Institutes of Health 
2003; National Science Foundation 2010). Scientific organizations across a variety of 
disciplines have implemented similar policies mandating data sharing (Faniel et al. 2011). 
Scientific communities are gradually agreeing that research data generated using public 
funding needs to be freely and openly available to all interested parties (Arzberger et al. 
2004). 
Since 2003, the NIH in the U.S. has required any project that receives more than 
$500,000 of funding per year follow the NIH’s data sharing policies (National Institutes 
of Health 2003), and the NSF recently mandated that grant awardees make a data 
management plan as a condition of their funding (National Science Foundation 2010). 
The National Cancer Institute (NCI) also requires grant applicants to create a data sharing 
plan (Colditz 2009). 
Researchers studied the correlation between the data sharing policy and the scientists’ 
data sharing; scholars found that these data sharing policies caused community pressure 
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to share scientific data (McCullough et al. 2008; Piwowar et al. 2008a). Similarly, based 
on bibliometric analysis, Piwowar and Chapman (2008b) found a significant correlation 
between funding agencies’ data sharing requirements and scientists’ actual data sharing. 
Still another study found that scientists who received a large number of NIH grants were 
more likely to share their data with others (Piwowar 2011). However, Piwowar and 
Chapman (2010) found that there was no significant correlation between the NIH data 
sharing requirement and scientists’ actual data sharing behavior. According to their 
findings, data sharing had not significantly increased over the last 10 years. Studies on 
funding agencies’ data sharing policies and their influence on scientists’ data sharing 
often draw mixed or contradictory conclusions, and have focused on specific subgroups 
of scientists rather than scientists as a whole.  
Journal Requirements 
Just as funding agencies created their own data sharing policies, journals have 
implemented their own data sharing policies affecting the scientists whose articles they 
publish (McCain 1995; Piwowar et al. 2008a; Piwowar et al. 2008b). McCain (1995) 
found that only 132 out of 850 natural science, medical, and engineering journals had at 
least one journal policy statement mandating (1) depositing data in publicly available data 
repositories, (2) sharing research related materials upon request, and (3) providing 
supplementary publication-related services. However, now many biomedicine and 
molecular biology journals require scientists to submit original datasets to databases once 
their articles are accepted (Brown 2003; McCain 1995; Piwowar et al. 2008a; Piwowar et 
al. 2008b). Bebeau and Monson (2011) found that social science fields such as 
psychology, sociology, and education also have data sharing agreements in the form of 
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ethics. A recent study by Piwowar and Chapman (2008b) reviewed 70 journal policies in 
the research area of microarrays and found that 52 out of the 70 journals, or 74.3%, 
explicitly mentioned data sharing requirements. Many journals now require authors to 
share information with other researchers either by depositing their data in publically 
available data repositories or by providing the data freely upon request (Savage et al. 
2009).  
Several studies have tested the relationship between journals’ data sharing policies and 
actual data sharing behavior. Piwowar and Chapman (2010) reviewed the database 
submission information in the articles published in the journals that required authors to 
deposit their original data, and observed that studies published in these journals tended to 
share their data through data repositories. Piwowar and Chapman (2008b) found that 
there is a positive correlation between the strength of journals’ data sharing policies and 
the rate at which scientists deposit data in a public database. Scholars who published 
articles in prestigious journals were also more likely to share their data in data 
repositories (Piwowar et al. 2010), as were the authors of articles published in open 
access journals (Piwowar 2011).  
However, several studies pointed out that, in the actual practice of data sharing in 
different scientific fields, the publication-related data and materials are not always 
available for other researchers (Cech et al. 2003). Noor and colleagues (2006) found that 
for 3% to 20% of articles published in genetics journals with clear data sharing policies, 
authors did not deposit their data in any relevant data repositories. Another study by 
Savage and Vickers (2009) investigated whether the authors whose articles were 
published in journals with strong data sharing policies provided raw datasets when 
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requested; they found that only one author sent data out of the 10 requests made. These 
studies show that journals’ data sharing policies positively influence the prevalence of 
sharing data through depositing it in central data repositories; however those policies still 
do not consistently motivate scientists to share their data, through either data repositories 
or personal communications (e.g. email). 
Contract with Industry Sponsors 
Industry sponsors are common in many science and engineering fields, and they support a 
great deal of research. However, previous studies have found that contracts with industry 
sponsors make scientists less likely to share their data with others (Louis et al. 2002). 
Campbell and colleagues (1998) found that industry sponsors often place restrictions on 
the research outcomes supported by their funding, which prevented scientists from 
sharing data with others. Louis and colleagues (2002) reported that 21% of geneticists 
withheld their data in order to keep agreements with industry sponsors. Campbell and 
Bendavid (2003) found that government agencies sometimes provide scientists with 
funding under strict policies about data sharing, even though these government projects 
are publicly-funded research. In a recent study, Blumenthal and colleagues (2006) found 
that geneticists or other life scientists participating in close relationships with industry 
were more likely to withhold data both verbally and in published form. Additional studies 
found that faculty members were reluctant to submit data to data repositories for fear of 
copyright or contract infringement (Foster et al. 2005).   
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Resource Factors 
Metadata Standards 
Metadata standard is an important factor in scientists’ data sharing. Metadata is defined 
as data about data that formalizes and standardizes unorganized data (Zimmerman 2007). 
Standardized data vocabularies help scientists to avoid generating heterogeneous 
representations of similar datasets (Saltz et al. 2006). The limitations of metadata 
standards and descriptions makes data sharing more difficult for scientists to discover and 
use data from more than one research center (Horsburgh et al. 2011). Scholars argued that 
in order to stabilize and maintain scientific data, scientific researchers must develop 
consistent metadata standards (Bowker et al. 2000). Recently, many research groups have 
introduced and encouraged the adoption of metadata standards to enable data discovery 
and reuse (Bietz et al. 2010; Field et al. 2008; Hey et al. 2004; Karasti et al. 2010).  
Previous studies have largely focused on the development of metadata standards within 
specific scientific fields (Diaz et al. 2011; Karasti et al. 2008; Millerand et al. 2010; Ribes 
et al. 2010). For example, the field of ecology developed the Ecological Metadata 
Language (EML) to organize and manage ecological data (Karasti et al. 2008), and the 
field of life science developed its own metadata standard for experimental research to 
encourage data sharing and archiving (Paton 2008). Standardized data and metadata 
allow for a more collective research practice (Ribes et al. 2010) and for data integration 
in a distributed environment (Diaz et al. 2011). However, most previous studies on 
metadata standards have focused on data sharing and reuse in research collaboration 
projects rather than on allowing access to publication data. Therefore, it is necessary to 
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study whether metadata standards can facilitate scientists’ data sharing by reducing the 
time and effort it takes for them to share their data.  
Data Repositories 
The availability of data repositories can be another important factor affecting scientists’ 
data sharing. Data repositories were designed to allow research communities to store, 
share, query, and download data (Fennema-Notestine 2009; Horsburgh et al. 2011). They 
help scientists to validate results, facilitate reuse and reanalysis, and eventually advance 
scientific findings through large sets of data (Schwartz et al. 2010). There are web-based 
data repositories available across many different scientific disciplines including biology, 
genetics, medicine, geosciences, and astronomy (Eschenfelder et al. 2011). Institutional 
repositories at universities provide additional data management support such as electronic 
documents, digital archival collections, and data curation (Choudhury 2008; Witt 2008). 
A well-known example of an institutional data repository is the DataStaR (Data Staging 
Repository) hosted by Cornell University. The DataStaR is a temporary local data 
repository designed to support data sharing among research collaborators during the 
research process and to help scientists publish quality data and metadata in an external 
repository supported by librarians (Steinhart 2007).  
Previous studies have found that both disciplinary and organizational data repositories 
facilitate and promote scientists’ data sharing (Marcial et al. 2010). Brown (2003) argued 
that in the field of molecular biology, the acceptance and usage of disciplinary data 
repositories have improved research dramatically, by providing a storage and retrieval 
mechanism for the research data in the field’s publications. Cragin and colleagues (2010) 
 43 
 
also investigated how institutional data sharing repositories influence scientists’ data 
sharing, and concluded that institutional repositories can facilitate data sharing among 
scientists by providing data stewardship. They also argued that scientists may have 
difficulties sharing data in part because data repositories are not readily available or 
suitable (Cragin et al. 2010). Fennema-Notestine (2009) argued that the Biomedical Data 
Repository (BDR) in clinical communities has increased data accessibility and supported 
existing research and education related data sharing structures. However, scholars also 
argued that scientists do not fully utilize existing data repositories to reuse others’ 
research data (Glover et al. 2006; Karasti et al. 2006).  
Individual Factors 
Characteristics 
Several studies exist on the characteristics of scientists who readily share their data and 
on the characteristics of scientists who refuse requests for their data (Cragin et al. 2010; 
Piwowar 2011; Piwowar et al. 2010). Scholars used bibliometric analysis to identify the 
characteristics of biologists who share their data with others (Piwowar 2011; Piwowar et 
al. 2010). They found that researchers with high levels of career experience and impact 
were more likely to share their data (Piwowar et al. 2010), and that the more prior 
experience authors had with sharing or reusing data, the more likely they were to share 
their data (Piwowar 2011).  
Prior studies found that scientists who deny others’ requests for their data have several 
similar characteristics. Male researchers in particular are more involved in data 
withholding among geneticists and other life scientists (Blumenthal et al. 2006), and 
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researchers who want to file a patent or commercialize their research results are more 
likely to withhold and refuse requests for their data (Campbell et al. 2003; Campbell et al. 
2002). Campbell and Bendavid (2003) found that 80% of life scientists indicated they 
needed to keep research results secret for patent filing purposes. In addition, researchers 
supported by industries are more likely to withhold their data through tactics such as 
delaying publication by more than six months (Campbell et al. 2003).  
In addition, those scientists who “were denied” access to other researchers’ data also have 
several characteristics in common. Campbell and colleagues (2000) found that scientists 
who withheld research data, published many articles, and applied for patents were more 
likely to be refused access to others’ data. Vogeli and colleagues (2006) also argued that 
scientists are less willing to share their data with those who have industry relationships 
because of fears that shared data might be used for commercial purposes. However, 
existing studies on scientists’ characteristics as they relate to data sharing are limited to 
certain characteristics and specific disciplines; therefore, further research must study a 
wider range of characteristics within a variety of scientific disciplines. 
Perceived Benefits (Reward and Reputation) 
Previous studies considered perceived benefit as an important factor influencing scientists’ 
data sharing. Perceived benefit was studied as a form of reward and reputation in 
scientists’ data sharing. The reward and reputation of scientific work can be measured by 
citation counts because the citations are used for research funding, promotion decisions, 
and salaries, so are a reasonable metric for the perceived benefits of scientific work 
(Diamond 1986). Previous studies have found that professional recognition (Kim 2007), 
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institutional recognition (Kankanhalli et al. 2005), and academic reward (Kling et al. 
2003) influence scientists’ data sharing behaviors. Stanley and Stanley (1988) found that 
when scientists perceive a lack of reputation and recognition incentives in data sharing, 
they are less likely to share their data. Similarly, Sterling and Weinkam (1990) indicated 
that the potential loss of monetary, political or psychological reward is one reason 
scientists do not share their data. However, Piwowar, Day & Fridsma (2007) found that, 
counter to these scientists’ expectations, the number of times a work is cited is positively 
associated with the public availability of that work’s original data. Works containing data 
available through public data repositories were 69% more likely to be cited (Piwowar et 
al. 2007). 
Reciprocal benefit as a part of perceived benefit was studied as an important factor for 
internal data sharing (personal data sharing). Social exchange between data producers and 
reusers, especially as it pertains to perceived reciprocity, influences both scientists’ data 
sharing (Collins 1992) and their knowledge sharing (Nahapiet et al. 1998). One study 
indicated that scientists share their data among close associates or their own social 
acquaintances (Zimmerman 2007) because these associates are then more likely to share 
their own data. Louis and colleagues (2002) found that scientists (28% of geneticists) are 
reluctant to share their data because others may not reciprocate. However, in the context 
of modern data sharing, the concept of social exchange may not apply, since scientists 
provide their data through data repositories or to strangers upon request. 
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Perceived Efforts (Arrangement and Interoperability) 
The time and effort which researchers need to spend are an important factor preventing 
data sharing. Previous studies on scientists’ data sharing have reported that the effort of 
data sharing, such as organizing and preparing data, prevents scientists from sharing their 
data with others. Stanley and Stanley (1988) noted that the time and effort which takes to 
organize or prepare data are critical factors preventing data sharing. According to 
Campbell and colleagues’ (2002) study, 80% of geneticists who denied others’ requests 
reported that they withhold their data simply because producing the publication-related 
information and data takes too much effort. Louis and colleagues (2002) also noted that 
more than two-thirds of geneticists were less likely to share prepublication results 
because of the extra effort involved in sharing data. Foster and Gibbons (2005) and Kim 
(2007) found that faculty members were reluctant to submit content to institutional 
repositories because it requires additional work, such as creating metadata. In a recent 
study, Tenopir and colleagues (2011) found that scientists do not make their data 
available online because they lack the time and funding to organize their data.  
Data sharing requires considerable administrative work, but many scientists do not have 
enough time and support from their organizations to manage their data (Tenopir et al. 
2011). For this reason, scientists may fear information requests because scientists must 
then spend a significant amount of time addressing those requests (Piwowar 2010). 
Brandt (2007) argued that scientists do not have time to organize data, so they need 
institutional support to describe and organize their data for future reuse. Similarly, Giffels 
(2010) argued that scientists need information experts’ support to participate in data 
sharing because external support is very limited. 
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Technical issues regarding compatibility and interoperability contribute to the perceived 
effort involved in data sharing. As modern science becomes more data-driven, 
collaborative, and interdisciplinary, the interoperability of data and tools becomes 
increasingly important (Edwards et al. 2011). In particular, the interoperability of 
technologies is crucial in allowing scientists to collaborate with others in different 
disciplines (Stein 2008). Previous literature has paid considerable attention to technical 
aspects of data sharing (Akbulut-Bailey 2011; Arzberger et al. 2004). Several studies 
have concluded that scientists find data sharing or reuse more difficult and time-
consuming if data types and relevant technologies are incompatible or not interoperable 
(Reitsma et al. 2009).  
Perceived Risks (Control, Misuse, Criticism, and Data Sensitivity) 
Scientists may view data sharing as risk, which includes losing publication and 
commercialization opportunities and worrying about misuse and criticism by other 
scientists. First, one of the main reasons scientists do not want to share their data is that 
they view data sharing as losing publication opportunities. Scholars found that scientists 
are reluctant to share their data because of concerns about losing publication 
opportunities and the exclusive rights to their data (Reidpath et al. 2001; Savage et al. 
2009; Stanley et al. 1988). Stanley and Stanley (1988) found that scientists are also 
concerned about reusers’ qualifications and about publicly available data being misused. 
Louis and colleagues (2002) found that scientists avoid sharing their data in order to 
protect their own or their students’ abilities to publish. Similarly, Campbell and 
colleagues (2002) reported that geneticists deliberately withhold publication-related data 
because they want to keep further publication opportunities open for themselves, their 
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graduate students, and postdoctoral fellows. Scientists worried that if they share their data 
openly, other scientists would be able to publish before they could (Sedberry et al. 2011), 
so they viewed data sharing as losing future opportunities to improve their reputations 
and receive other benefits of publication (Walsh et al. 2003). Weil and Hollander (1991) 
described this pattern as the desire to protect scientists’ scientific priority.  
Additionally, the trend of claiming data as property inhibits scientists’ data sharing 
because scientists view data sharing as losing commercialization opportunities (Tenopir 
et al. 2011). Generally, scientists believe that formal intellectual property law does not 
apply to data sharing practices, and their scientific data sharing practices rely more on 
their own policies, practices, and norms (Fisher et al. 2010). However, scientists in some 
research disciplines would claim their intellectual property toward their research findings 
because of commercialization (Tenopir et al. 2011). Concerns about intellectual property 
are significant in the disciplines where scientists can file patents and potentially 
commercialize their research (Blumenthal et al. 2006; Taylor 2007). Previous studies 
showed that the scientists who intend to file patents and monetize their research findings 
are more likely withhold their data (Blumenthal et al. 1997; Blumenthal et al. 1996).  
Scientists’ concerns about misuse and criticism of data also decrease the prevalence of 
data sharing. Scientists fear that their data will be misused or used without appropriate 
attribution (Borgman 2007; Cragin et al. 2010; Pryor 2009). Sterling and Weinkam (1990) 
indicated that scientists are reluctant to share their data because other scientists may 
misinterpret their findings, which may lead to bias or accusations of research fraud. 
Sedberry and colleagues (2011) indicated that scientists may misuse or misinterpret 
original data because they lack the original context in which the data were collected. 
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Vickers (2006) reported that clinical trialists seem to be concerned with misinterpretation 
of their research. Along with concerns about misuse of data, some scientists also have 
concerns about potential criticism from other scientists based on possible errors (Liotta et 
al. 2005). Similarly, Sterling and Weinkam (1990) found that scientists are reluctant to 
share data because of the potential for conflict and disagreement between scientists. 
Lastly, the perceived sensitivity of data also prevents scientists from sharing data. 
Previous studies show that scientists do not want to share their data because of privacy in 
the case of human subject research (Lane et al. 2010; 2009) and sensitivity of data for 
national security (Sterling et al. 1990). Borgman (2009) indicated that data sharing is 
limited in the fields where human subject research is prevalent, such as social science and 
biomedical science. Lane and Schur (2010) and Savage and Vickers (2009) found that 
data sharing can be difficult in health care related fields because of patients’ privacy 
concerns (e.g. HIPAA’s privacy rule). More practically, informed consent agreements 
may not allow scientists to reuse original data in subsequent studies (Piwowar 2010). 
Previous research has also found that scientists avoid sharing data when they feel the data 
itself is sensitive (Crall et al. 2010; Sterling et al. 1990). For example, Sterling and 
Weinkam (1990) found that scientists oppose the international exchange of scientific data 
due to national security concerns. Crall and colleagues (2010) also found that 27% of the 
citizen science groups studied were concerned about data sharing because of the 
sensitivity of the data they collected on endangered species. 
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Other Individual, Organizational, and Environmental Factors 
Previous research also identified other individual, organizational, and environmental 
factors influencing scientists’ data sharing. In regards to individual factors, Blumenthal 
and colleagues (2006) reported that scientists’ prior negative experiences and their 
mentors’ discouragement are significantly associated with verbal or written data 
withholding among geneticists and other life scientists. In regards to organizational 
factors, Campbell and Bendavid (2003) reported that according to a survey of 79 
technology transfer officers, research universities’ institutional policies prevent scientists 
at those universities from sharing research materials without a material transfer 
agreement. In regarding to environmental factors, Tenopir and colleagues (2011) found 
that the decision to share data relies on what stage of publication research is in when 
others request the data. Other scholars have found that competiveness in either research 
labs or scientific communities negatively influence scientists’ data sharing (Tenopir et al. 
2011; Vogeli et al. 2006). In the context of a research laboratory or group, the 
competition for recognition positively influences data sharing behaviors within that 
research group or lab (Vogeli et al. 2006), and similarly, in the context of a research 
community, the competiveness of a field of research negatively influences scientists’ data 
sharing behaviors within that field (Tenopir et al. 2011). Table 2.3 below shows the 
summary of prior studies on the factors influencing scientists’ data sharing: 
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Data Sharing Factors Studies 
In
st
it
u
ti
o
n
al
 F
ac
to
rs
 
Funding agency’s Policy 
McCullough et al. 2008; Piwowar et al. 2008a; 2008b; 
Piwowar et al. 2010 
Journal Requirements 
Piwowar et al. 2008b; Piwowar et al. 2010; Noor et al. 
2006; Savage et al. 2009 
Contract with Industry 
Sponsors 
Louis et al. 2002; Campbell et al. 1998; Blumenthal et al. 
2006; Campbell et al. 2003 (Government) 
Organizational Policies Campbell & Bendavid 2003; 
Competiveness of 
Environments  
Vogeli et al. 2006 (Labs); Tenopir et al. 2011 (Scientific 
Communities) 
R
es
o
u
rc
es
 
Metadata standard 
Bowker et al. 2000; Zimmerman 2007; Michener 2006; 
Karasti et al. 2010;  
Data repositories 
Marcial et al. 2010; Cragin et al. 2010; Fennema-
Notestine 2009; 
In
d
iv
id
u
al
 F
ac
to
rs
 
Characteristics 
Gender (Blumenthal et al. 2006), Prior Experience 
(Piwowar 2011), Career level (Piwowar et al. 2010) 
Perceived Benefits Kim 2007; Kling et al. 2003 / Kankanhalli et al. 2005  
Reciprocal Benefit Zimmerman 2007; Louis et al. 2002 (Internal Sharing) 
Perceived Efforts 
Campbell et al. 2002; Louis et al. 2002; Foster & 
Gibbons 2005; Kim 2007; Tenopir et al. 2011 
P
er
ce
iv
ed
 R
is
k
s 
Losing Publication 
Opportunities 
Reidpath et al. 2001; Savage et al. 2009; Campbell et al. 
2002 
Losing 
Commercialization 
Opportunities 
Tenopir et al. 2011; Blumenthal et al. 2006; Blumenthal 
et al. 1997; Blumenthal et al. 1996; Taylor 2007 
Misuse 
Borgman 2007; Cragin et al. 2010; Pryor 2009; Vickers 
2006 
Privacy Lane et al. 2009; Borgman 2009; Savage & Vickers 2009 
Sensitivity of data Crall et al. 2010 
Potential Criticism Liotta et al. 2005 
Table 2.3 Summary of Prior Studies on the Factors Influencing Scientists’ Data Sharing 
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2.3.3. Consequences of Data Sharing 
Previous studies in data sharing have studied the benefits of data sharing and the 
consequences of data withholding. From survey, interviews, and focus groups scholars 
identified major benefits of data sharing. First, scientists validate previous research by 
peer review of the original data (Fienberg 1994; Fienberg et al. 1985). By reanalyzing the 
original data, scientists can confirm or refute research findings (Borgman 2007; Fienberg 
1994), which helps prevent scientific error or misbehaviors such as fraud or selective 
reporting (Vickers 2006). As such, data sharing supports open and transparent scientific 
research (Borgman 2007; Campbell et al. 2002; Krathwohl 1998). Second, scientists can 
also test secondary hypotheses using existing data sets (Borgman 2010; Fienberg 1994; 
Fienberg et al. 1985; Vickers 2006), and can conduct meta analyses (Vickers 2006), 
which eventually lead to new scientific innovation (Borgman 2010; Campbell et al. 2002; 
Tenopir et al. 2011). Similarly, scientists can build better research using other scientists’ 
shared data (Vickers 2006). Data sharing allows scientists to advance science by building 
on other scientists’ works (Louis et al. 2002). Lastly, the data shared can also be used to 
educate science trainees (Vickers 2006). Campbell and colleagues (2002) found that 
scientists believe that the free and open sharing of publication related information, data, 
and materials is a critical tool for educating their students.  
Throughout the national survey and interviews, researchers identified the consequences 
of data withholding in their research communities. One of the main consequences of data 
withholding is that it hinders the scientific research progress (Blumenthal et al. 2006; 
Vogeli et al. 2006). Campbell and colleagues (2002) reported that data withholding 
prevents scientists from confirming, replicating, and building on previous published 
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research. The same study also found that geneticists were more likely to report the 
negative influences of data withholding on their research progress than were other life 
scientists. Some researchers reported that data withholding also ruined trust and 
collegiality among researchers (Blumenthal et al. 2006). A more recent Vogeli’s (2006) 
study found that researchers who had denied other’s requests or who had their own 
requests denied reported that data withholding had significant negative influences on the 
quality of their education, communication in their research group, and their relationships 
with their colleagues.  
2.4. Data Reuse 
Relevant issues of data reuse as the extension of data sharing are reviewed in this section. 
Data sharing is possible based on the premise that the data collected has continuing value 
for future reuse beyond its original value (Pienta et al. 2010). Uhlir (2010) also argued 
that the value of data increases when scientists can make more use of the data. The reuse 
of scientific data can be defined as the secondary use of data collected for one purpose to 
solve one or more additional research questions (Zimmerman 2008). Data reuse can be 
understood as active sharing, or the final goal of data sharing. Scientists reuse data for 
purposes similar to the purposes behind data sharing, such as understanding general 
trends, confirming or reputing original research findings, providing trainees with 
educational sources, and encouraging data use in policy making and evaluation (Faniel 
2009; Zimmerman 2008). 
Previous studies have paid comparatively little attention to the reuse of data (Zimmerman 
2008), and very few studies have been done specifically in the area of data reuse (e.g. 
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Birnholtz et al. 2003; Carlson et al. 2007; Wallis et al. 2006). In the perspective of 
practices, the data management policies by NIH and NSF do not exactly cover the reuse 
of data (National Institutes of Health 2003; National Science Foundation 2008).  
Previous studies identified various reasons scientists do not actively reuse others’ data. 
First, there is little incentive to use others’ data (Sterling et al. 1990). Second, scientists 
may have difficulty locating necessary data sets because there is no data repository in 
their scientific communities (Marcial et al. 2010). Scientists need to negotiate data 
ownership and related issues with the original data producers or the copyright owners 
(Van House et al. 1998). Finally, with regards to the data itself, shared data often does not 
contain enough information to be reusable. Data producers do not always consider the 
extent to which others can use their data (Baker et al. 2007; Cragin et al. 2010).  
Various factors can facilitate the reuse of data: improved data repositories and associated 
infrastructures, complete data, trust among scientists and regarding data, and contextual 
information (Carlson et al. 2007; Jirotka et al. 2005). Prior studies identified both trust 
and the context of data as critical factors influencing data reuse (Carlson et al. 2007; 
Jirotka et al. 2005). Since the data are contextualized where the data originally collected, 
the researchers need to trust and understand data within the context that it was originally 
collected in order to properly reuse it (Cragin et al. 2006; Jirotka et al. 2005; Zimmerman 
2008).  
Trust of data is an important factor influencing data reuse. Trusting data means believing 
in its quality and provenance (Carlson et al. 2007). Scientists evaluate the reusability of 
data by assessing its trustworthiness based on their previous experiences (e.g. field 
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knowledge) (Borgman 2007; Faniel et al. 2010; Zimmerman 2007), relevant 
documentation (Wallis et al. 2007), and their trust in their colleagues (Cragin et al. 2006; 
Zimmerman 2007). A study of habitat ecologists indicated that scientists may examine 
any and all documentation related to their colleagues’ data collection before they actually 
feel they can trust and reuse their colleagues’ data (Wallis et al. 2007). Cragin and 
Shankar (2006) and Zimmerman (2007) found that trust among scientists can facilitate 
scientists’ data reuse by increasing the extent to which data are trusted.  
Scholars have also considered the limitations of metadata and the necessity of contextual 
information for actual data reuse. Although metadata can facilitate scientists’ data sharing, 
scholars argued that current metadata models are not enough to support scientists’ data 
reuse (Birnholtz et al. 2003; Bourne 2005; Cragin et al. 2010). Edwards and colleagues 
(2011) even posited that metadata may cause friction between scientific collaborators and 
hinder data sharing and reuse. For this reason, scientists treat both specific details and 
metadata as contextual information necessary to help them comprehend others’ original 
data (Zimmerman 2008). 
Therefore, scholars argued that contextual information is critical for data reuse (Birnholtz 
et al. 2003; Carlson et al. 2007). Bowker and Star (1999) argued that the interpretation of 
scientific data is an active and context-dependent process, so metadata are insufficient 
information to provide the data reuser with the full context in which the data were 
originally collected (Cragin et al. 2010). For this reason Zimmerman (2007) indicated 
that informal communication between data producers and reusers is often necessary to 
help scientists to understand the raw data. Contextual information can help scientists 
reuse data by making the raw data more useful and accessible in complete and accurate 
 56 
 
details (Baker et al. 2009; Zimmerman 2008). Markus (2001), however, argued that it is 
very difficult to capture all kinds and sufficient amounts of contextual information 
necessary to let others reuse data. 
2.5. Limitations of Previous Studies 
Although previous studies in scientists’ data sharing provide valuable insights, they are 
limited in terms of main focus, research methods, theoretical frameworks used, what 
research constructs are employed, and what disciplines are studied. First, previous studies 
have focused mainly on individual motivational factors and technical factors in scientists’ 
data sharing behaviors. However, Tenopir and colleagues (2011) argued that effective 
data sharing does not just depend on those factors; it is influenced by the practices and 
culture of everyone involved in the research process as well as by researchers’ 
perceptions. Since scientists’ data sharing is influenced by individual motivations, 
institutional pressures, and facilitating resources, future studies need to consider those 
factors.  
Second, the majority of previous studies did not use any explicit theoretical model to 
explain scientists’ data sharing behaviors. There are not many theoretical models 
currently exist to guide research on scientists’ data sharing. Previous studies have focused 
on the prevalence of, benefits and consequences of, and factors affecting scientists’ data 
sharing and withholding (Blumenthal et al. 1997; Blumenthal et al. 2006; Campbell et al. 
2002; Campbell et al. 2000; Cragin et al. 2010; Kim 2007; Louis et al. 2002; Piwowar 
2011). These studies do not employ any explicit theoretical background or identify causal 
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paths among different factors influencing data sharing. Those studies use baseline 
surveys to understand the percentage of each factor. 
Third, previous studies identified few research constructs regarding the factors 
influencing scientists’ data sharing. They found institutional factors (funding agencies 
and journals’ pressures), individual factors (characteristics, rewards, effort, control, fear 
of misuse, and criticism), and resource factors (metadata and data repositories); however, 
they focused more on individual perception factors rather than on disciplinary and 
organizational factors. Additionally, those constructs studied were not synthesized as a 
research model and were studied sporadically. For example the factors of normative 
pressure in a research discipline, scholarly altruism, individual attitude, and scientists’ 
self-efficacy toward information management all may influence scientists’ data sharing 
behaviors, but these factors have not yet been studied.  
Fourth, previous studies did not cover diverse science and engineering disciplines in 
regards to scientists’ data sharing behaviors. Much of the prior research has focused on 
life scientists, geneticists, medical researchers, ecologists, and psychologists, rather than 
on scientists’ data sharing behaviors across a variety of science and engineering 
disciplines. Studies within each discipline also have a limited research scope and 
extensiveness. As scientists’ data sharing varies by discipline (Borgman 2007; Pryor 
2009; Tenopir et al. 2011), scientific data sharing behaviors cannot be fully understood 
without considering disciplinary factors as well as individual motivations. Therefore, 
more investigation is needed to understand the full picture of data sharing within and 
between diverse science and engineering disciplines. The multilevel study would be a 
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useful approach to investigate both disciplinary and individual level factors influencing 
scientists’ data sharing behaviors across different disciplines.  
Fifth, although previous studies employ a number of research methods to examine the 
factors influencing scientists’ data sharing and reuse, survey was the dominant method 
used. As such, the current information on scientific data sharing practices is largely 
limited to data that the survey method can uncover. Scholars indicated that scientists’ 
actual data withholding is more prevalent than what scientists reported in a survey 
(Blumenthal et al. 2006; Kuo et al. 2008b). Therefore, future research needs to consider 
qualitative methods or mixed methods to investigate scientists’ data sharing behaviors.  
By understanding the limitations of previous studies, researchers can develop a 
theoretical framework to address individual motivations, institutional pressures, and 
technical resources in research on data sharing. The new theoretical framework would 
include extensive research constructs including individual, institutional, and resource 
factors. In addition, this framework would allow researchers to investigate scientists’ data 
sharing behaviors across disciplines rather than focusing on one specific discipline. 
Lastly, this research framework would employ a variety of data collection methods, 
including interviews and survey, to provide an extensive picture of scientists’ data 
sharing. This framework can triangulate scientists’ data sharing behaviors across different 
disciplines.  
2.6. Summary 
In order to understand scientists’ data sharing practices, this research considers scientists’ 
norms and values as the structure of science. Scientific norms and values are embedded 
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in scientists’ data sharing practices as seen in scholarly communications. Merton (1973) 
defined the four traditional norms of science as communalism, universalism, 
disinterestedness, and organized skepticism. Mitroff (1974) provided counter-norms to 
Merton’s four norms of science, including solitariness, particularism, interestedness, and 
organized dogmatism. Mitroff (1974) argued that Merton’s original norms of science and 
his alternative norms are mixed in an actual science institutions.  
Although data sharing is desirable according to scientific communities’ norms of 
communalism and disinterestedness and can contribute to the advancement of scientific 
research, there is ample evidence that scientists nonetheless withhold their data rather 
than sharing it in popular science journals (Cohen 1995). Prior studies involving research 
on diverse factors influencing scientists’ data sharing and withholding, can be categorized 
into three groups, including institutional factors (i.e. funding agency’s policy; journal 
requirements; and contract with industry sponsors); resource factors (i.e. metadata and 
data repositories); and individual factors (i.e. personal characteristics, perceived benefit, 
perceived effort, perceived risk).  
Although previous studies in scientists’ data sharing provide valuable insights, they are 
limited in terms of main focus, research methods, theoretical frameworks used, what 
research constructs are employed, and what disciplines are studied. First, previous studies 
have focused mainly on individual motivational factors and resource factors rather than 
institutional or disciplinary factors. Second, the majority of previous studies hardly 
employed any explicit theoretical model to explain scientists’ data sharing behaviors. 
Third, previous studies identified few research constructs regarding the factors 
influencing scientists’ data sharing. Fourth, previous studies did not cover diverse science 
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and engineering disciplines in regards to scientists’ data sharing behaviors. Fifth, 
although previous studies employ a number of research methods to examine the factors 
influencing scientists’ data sharing and reuse, survey was the dominant method used. By 
understanding the limitations of previous studies, this research discusses possible 
theoretical frameworks and research methods which can triangulate scientists’ data 
sharing behaviors across different disciplines.  
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3. Theoretical Framework 
This chapter provides theoretical foundations and conceptual model development. Two 
theoretical perspectives including institutional theory and theory of planned behavior are 
employed in developing a conceptual model to understand and distinguish both 
institutional and individual factors influencing scientists’ data sharing behaviors. 
Institutional theory can explain the context in which individual scientists are acting; 
whereas the theory of planned behavior can explain the underlying motivations behind 
scientists’ data sharing behaviors in an institutional context.  
3.1. Institutional Theory 
This research employs sociological institutional theory for one of main theoretical 
foundations. Institutional theory was originally developed to explain organizational 
behaviors, or why firms adopt similar organizational structures and practices and how 
they become similar to each other under institutional pressures (DiMaggio et al. 1983). 
This is called organizational isomorphism, and organizations are hypothesized to be 
fundamentally influenced by it in order to achieve organizational legitimacy (Deephouse 
1996). DiMaggio and Powell (1983) argued that organizational legitimacy can help firms 
do business with other similar firms by accessing essential resources. Institutional theory 
emphasizes the way organizations achieve organizational legitimacy rather than 
productivity or efficiency in an institutional environment (Meyer et al. 1977; Scott 2001).  
Institutional theory has evolved over the last several decades, and neo-institutional theory 
has extended its scope to encompass individuals as well as organizations (Scott 2001). In 
this study, the term institutional theory mostly means neo-institutional theory developed 
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by modern institutional theory scholars, DiMaggio and Powell (1983), and Scott (2001). 
Institutional theory can provide significant insights about how social actors are 
influenced by institutional pressures from their institutional environment. According to 
institutional theory, social actors face external pressures to conform to shared notions of 
desirable and appropriate behaviors in order to secure resources and have social support 
by observing organizational legitimacy (DiMaggio et al. 1983; Tolbert 1985). Social 
actors not only consider the efficiency or productivity of social behaviors (rationality) but 
also consider the legitimacy of social behaviors (DiMaggio et al. 1983; Oliver 1991).  
Institutions and Institutional Logic 
Institutions are considered regulations that constrain individuals’ choices and provide 
predictable conditions (Scott 2001). Institutions can be defined as social structures which 
include taken-for-granted, formal, or informal rules that restrict social behaviors (Bjorck 
2004). Social structures are comprised of symbolic elements, material resources, and 
social activities (Scott 2001). Scott (2001) defined institutions as “social structures that 
have attained a high degree of resilience” (p. 48). Institutions are established through 
institutionalization, which is the process by which rules and behaviors become taken-for-
granted and legitimized (Meyer et al. 1977; Tolbert et al. 1983). Once institutions are 
established, they provide social actors with constraints that work as authoritative 
guidelines for social behaviors and are taken for granted (DiMaggio et al. 1983; Scott 
2004). Individual beliefs form from notions of legitimacy that are constructed by 
institutions (Barley 1986).  
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Institutional logic as a shared cognitive framework can be defined as a set of collectively 
constructed assumptions, beliefs, rules, and practices. Institutional logic provides 
individuals with principles to help them interpret their experiences and develop their 
behaviors (Friedland et al. 1991; Haveman et al. 1997; Thornton et al. 1999). Institutional 
logic, which resides at different levels and fields, is enacted by institutional actors 
(Chiasson et al. 2005). In the relationship between organizations and individuals, 
institutional logic on an organizational level ultimately plays out at the level of individual 
action (Battilana 2006). Thornton and Ocasio (2008) argued that institutional logic shapes 
individual actions in an organization by providing collective identities that consist of 
regulative, normative, and cultural-cognitive bases for community members. More 
specifically, institutional theory scholars also argued that institutional logic shapes 
people’s attitudes and behaviors by structuring incentives (Friedland et al. 1991; Luo 
2007). 
Institutional pressures 
According to institutional theory, an institutional environment provides social 
expectations and norms, allowing social actors to perform socially-acceptable behaviors, 
develop socially acceptable practices, and create proper organizational structures and 
operations (DiMaggio et al. 1983; Meyer et al. 1977; Scott 2001). Social actors need to 
conform to those social expectations and norms in order to maintain their legitimacy 
(DiMaggio et al. 1983; Heugens et al. 2009; Zsidisin et al. 2005). Institutional legitimacy 
as the shared notion of desirable and appropriate actions can be exerted through broader 
rules, professional norms, and taken-for-granted beliefs (DiMaggio et al. 1983; Meyer et 
al. 1977; Scott 2001). Scott (2001) identified these pressures as the three pillars of 
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institutions: regulative, normative, and cultural-cognitive. Social actors try to conform to 
these shared notions of regulative, normative, and cultural-cognitive pressures to achieve 
and maintain their legitimacy. The details of regulative, normative, and cultural-cognitive 
pressures are provided below. 
The regulative pillar includes coercive aspects of institutions, such as laws or rules, 
which regulate and constrain actors’ behaviors (Scott 2001). The regulative pillar forces 
compliance through fear of sanctions for disobedience (Scott 2001). Regulative pressures 
are defined as “both formal and informal pressures exerted on organizations by other 
organizations upon which they are dependent” (DiMaggio et al. 1983). The regulatory 
pressure provides individuals with governmental or authoritative power which regulates 
individuals’ behaviors (Scott 2007). Previous studies found that on an organizational 
level, regulative pressures stem from diverse sources: resource dominant organizations 
(e.g. suppliers), parent corporations, and regulatory bodies (e.g. government) (Teo et al. 
2003). Regulative pressures are sometimes explicitly written as rules and sanctions (Scott 
2001). 
Normative pressures can be defined as the legitimizing means that stem from collective 
expectations in a particular institutional context (DiMaggio et al. 1983; Scott 2001). Scott 
(2001) argued that normative pressures, as collective expectations, are important 
mechanisms to determine appropriate and legitimate behaviors in a community. 
Collective expectations become shared norms through training, education, and 
association (DiMaggio et al. 1983). The main institutions that exert normative pressure 
include the research community, local networks, affiliations, and certification agencies 
which espouse public values (Heinrich et al. 2004). Actors are likely to adjust their 
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behaviors according to their beliefs about what other members in the same community 
view as appropriate (Deephouse 1996).  
Cultural-cognitive pressure as a mimetic mechanism occurs “when an organization 
imitates the actions of other structurally-equivalent organizations that occupy similar 
economic network positions in the same industry” (Burt 1982). Cultural-cognitive 
pressures have two main components: the prevalence of a practice in an industry and the 
perceived success of high-status organizations in an industry (Haveman 1993). Cultural-
cognitive pressures push social actors to voluntarily and consciously copy other 
successful and high-status actors practices and behaviors because they believe those 
successful actors’ actions are more likely to produce positive results (DiMaggio et al. 
1983). Since the cultural-cognitive pillar is rooted in an institutional context, it is difficult 
to recognize and identify. In other words, the cultural-cognitive pillar is related to a 
shared understanding of reality that is taken for granted. Actors imitate the practices and 
behaviors of successful and high-status social actors because they believe that the actions 
taken by them will be more likely produce more positive results. The three institutional 
pillars are summarized in Table 3.1: 
Component Regulative Normative Cultural-Cognitive 
Basis of 
compliance 
Expedience Social obligation 
Taken for 
grantedness 
Shared 
understanding 
Basis of order Regulative rules 
Binding 
expectations 
Constitutive schema 
Mechanisms Coercive Normative Mimetic 
Logic Instrumentality Appropriateness Orthodoxy 
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Indicators 
Rules and Laws 
Sanctions 
Certification 
Accreditation 
Common beliefs 
Shared logics of 
action 
Basis of legitimacy Legally sanctioned Morally governed 
Comprehensible 
Culturally supported 
Table 3.1: Scott’s Three Pillars of Institutions (Koulikoff-Souviron et al. 2008) 
Previous institutional theory based studies have mainly focused on how institutional logic 
influences organizations and their structures, but less attention has been paid to how 
institutional logic influences individuals in an institutional environment (Battilana 2006; 
Vandenabeele 2007; Zucker 1991). Although institutional theory considers that 
individuals’ behaviors are influenced by institutional logic (Scott 2001), previous studies 
in institutional theory have not systematically investigated how institutional logic shapes 
individuals’ attitudes and behaviors (Rupidara et al. 2011; Szyliowicz et al. 2010). 
Compared to the macro-level view of institutional theory (DiMaggio et al. 1983), a 
number of institutional theory scholars argued that institutional theory can be applied to 
study micro-level phenomena by looking at how institutional pressures influence 
individuals’ beliefs, attitude, and behaviors (Battilana 2006; Hall et al. 1996; Robinson 
2011; Robson et al. 1996; Roth et al. 1994; Suddaby 2010; Wicks 2001; Zucker 1977; 
Zucker et al. 2004). 
There are a good number of studies representing micro-level analysis of individual 
behaviors based on institutional theory (Carney et al. 2009; Kisfalvi et al. 2011; Mezias et 
al. 1994; Sitkin et al. 2005). For example, Granfield (2007) used institutional theory to 
identify personality and motivational factors as well as institutional factors that influence 
lawyers’ participation in pro bono work. Similarly, scholars used institutional theory to 
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explain individuals’ asset building behaviors under a financial program (Johnson et al. 
2010; Ssewamala et al. 2004), and they even acknowledge that individual-level theories 
must be combined with institutional theory (Ssewamala et al. 2004). Some research has 
even been done on cognitive aspects of institutional theory (George et al. 2006; Powell et 
al. 2008). Sometimes, neo-institutional theory even considers how individual actors can 
influence their institutions (e.g. institutional entrepreneurs) (Phillips et al. 2007), and 
emphasizes the role of actors in shaping institutional processes (Garud et al. 2002; 
Greenwood et al. 2006; Lam 2010; Oliver 1991). 
3.2. Theory of Planned Behavior 
This study employs theory of planned behavior as an individual motivation theory, which 
can be connected with institutional theory. The theory of planned behavior, and its 
precursor, the theory of reasoned action, are well-established social psychology theories 
that describe how salient beliefs influence behavioral intentions and subsequent behavior 
(Ajzen 1991; Fishbein et al. 1975). The theory of planned behavior provides insights 
regarding how an individual’s attitudes, subjective norms, and perceived behavioral 
controls influence his or her behavior mediated by intention. Along with institutional 
theory, theory of planned behavior can explain how individual scientists make their 
decision based on their own motivations. This section reviews both theory of reasoned 
action and theory of planned behavior as theoretical foundations for individual 
motivation theory in this research. 
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Theory of Reasoned Action 
Fishbein and Ajzen’s (1975) Theory of Reasoned Action (TRA) explains an individual’s 
behavior based on his or her behavioral intention, which is in turn influenced by his/her 
attitude toward the behavior and perception of subjective norms regarding the behavior. 
According to Fishbein and Ajzen (1975), behavioral intention refers to “a person’s 
intentions to perform various behaviors,” and attitude and subjective norms are defined as 
“a person’s favorable or unfavorable evaluation of an object (or behavior)” and “a 
person’s perception that most people who are important to him/her think he/she should or 
should not perform the behavior.” Attitude and subjective norms are determined by a 
person’s behavioral and normative beliefs (Fishbein et al. 1975). Behavioral beliefs refer 
to an individual’s deeply held opinions and ideas about the consequences of a given 
behavior, whereas normative beliefs are a person’s deeply held opinions and ideas about 
the perceived expectations of specific referent individuals or groups for his/her behaviors 
(Fishbein et al. 1975). The theory of reasoned action model is shown in Figure 3.1: 
 
Figure 3.1 Theory of Reasoned Action (Fishbein et al. 1975) 
  
 69 
 
Theory of Planned Behavior 
Similar to theory of reasoned action, the Theory of Planned Behavior (TPB) is a well-
established social psychology theory also stating that specific salient beliefs influence 
behavioral intentions and subsequent behavior (Ajzen 1991). Theory of planned behavior 
added another construct to theory of reasoned action’s framework, perceived behavioral 
control, which means “one’s perceptions of his/her ability to act out a given behavior 
easily” (Ajzen 1991). In TPB, each of the determinants of behavioral intention including 
attitude, subjective norm, and perceived behavioral control is in turn determined by 
underlying belief structures including behavioral, normative, and control beliefs (Ajzen 
1991).  
In the theory of planned behavior, attitude, subject norm, and perceived behavioral 
control are the key components which explain behavioral intention. In last decades both 
theory of reasoned action and theory of planned behavior have been applied in diverse 
social scientific disciplines and have received significant empirical supports. The theory 
of planned behavior is depicted in Figure 3.2:  
 
Figure 3.2 Theory of Planned Behavior (Ajzen 1991) 
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First, attitude toward a particular behavior has been found to predict individuals’ 
intention to perform that behavior (Ajzen et al. 1980; Fishbein et al. 1975). Prior 
empirical studies support the relationship between attitude and behavioral intention (Hsu 
et al. 2008; Pavlou et al. 2006; Wu et al. 2007). For example, in technology adoption and 
use literature, the relationship between attitude and intention has received empirical 
support (Dickinger et al. 2008; Titah et al. 2009). In knowledge (information) sharing 
literature, attitude has been examined and found to positively and significantly influence 
behavioral intention to share knowledge (Bock et al. 2005; Kolekofski Jr et al. 2003). In 
this research, attitudinal beliefs are considered as important motivational factors 
influencing scientists’ data sharing behaviors. 
Second, subjective norms have been studied in different areas of research including 
technology adoption (Hsu et al. 2004; Venkatesh et al. 2000), knowledge sharing (Kuo et 
al. 2008a; Kuo et al. 2008b; Ryu et al. 2003), and marketing (Swan et al. 1989). For 
example, in prior technology adoption studies subjective norm was found to influence 
individuals’ intention to adopt and use technologies (Hsu et al. 2004; Venkatesh et al. 
2000). In regards to knowledge sharing, Ryu and colleagues (Ryu et al. 2003) found that 
subjective norms positively influence physicians’ intention to share their knowledge with 
others through direct and indirect paths. However, in the existing literature on data 
sharing, researchers have rarely studied how subjective norms influence scientists’ data 
sharing behaviors.  
Third, perceived behavioral control refers to people’s perceptions of the ease or difficulty 
of conducting a particular behavior and the amount of control they need to have over the 
behavior (Ajzen 1991). Perceived behavioral control was introduced to explain situations 
 71 
 
in which people lack volitional control over their targeted behaviors (Ajzen 1991). Ajzen 
(1991) argued that if a behavior is not controllable, people are not likely to consider 
performing it. Perceived behavioral control can be broken down into two smaller 
constructs: internal behavioral control (self-efficacy) and external behavioral control 
(resource-facilitating conditions) (Ajzen 2002; Armitage et al. 1999; Manstead et al. 
1998).  
Internal behavioral control, or self-efficacy, is a construct proposed by Bandura (1986) 
and is defined as an individual’s subjective judgments of his or her capabilities to 
perform a behavior (Bandura 1986). Compared to self-efficacy, internal perceived 
behavioral control, which focuses on individual’s own capability to perform a behavior, 
external perceived behavioral control is defined as individual judgments about the 
availability of facilitating resources and environments to perform a behavior (Ajzen 1991; 
Hsu et al. 2004; Taylor et al. 1995). In the study of knowledge sharing, scholars found 
that perceived behavioral control was a significant predictor of intention to share 
knowledge (Husted et al. 2002). Ryu and colleagues (2003) found that perceived 
behavioral control influences physicians’ intentions to share their knowledge. Kuo and 
Young (2008b) also found that perceived behavioral control actually precedes the 
intention to share knowledge. This research considers resource-facilitating conditions to 
be external behavioral controls at the institutional level. 
The limitations of theory of planned behavior and theory of reasoned action are that these 
theories only consider personal factors rather than any institutional or social factors (Shi 
et al. 2008). Prior studies employing theory of planned behavior used the de-
contextualized model of individual level analyses (Shi et al. 2008). For example, the 
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studies employing external behavioral control (i.e. resource-facilitating conditions) were 
criticized because they included a non-individual level construct in their theoretical 
models and tested the models by considering the external behavioral control as the same 
individual level construct (Hsu et al. 2004). Although theory of planned behavior can 
explain individuals’ motivations and actions, it has its limitations in explaining any 
contextual factor regarding their behaviors. The theory of planned behavior as an 
individual level theory does not fully explain scientists’ data sharing behavior, so it is 
necessary to combine it with institutional theory to explain scientists’ data sharing 
behaviors under their institutional contexts. In the next section, I present the conceptual 
model development based on both institutional theory and theory of planned behavior. 
3.3. Conceptual Model Development 
Drawing upon institutional theory and the theory of planned behavior, this research 
proposes a conceptual model to investigate how both institutional and individual drivers 
influence scientists’ data sharing behaviors. Scientists’ data sharing behaviors can be 
understood through the lens of institutions’ seeking organizational legitimacy and 
individual motivation. Institutional theory (Scott 2001) provides significant insights 
regarding the importance of institutional environments including institutional rules, 
norms, and culture on individuals’ actions (behaviors) (Tolbert 1985; Tolbert et al. 1983). 
In contrast, the theory of planned behavior provides insights regarding how individuals’ 
attitudes, subjective norms, and perceived behavioral control influences individuals’ 
behaviors mediated by intention (Ajzen 1991). 
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Institutional Perspective 
This research’s conceptual model builds on insights from Scott’s (2001) neo-institutional 
theory. According to Scott (2001), institutions shape individuals’ beliefs and their non-
rational behaviors by positing institutional influences on behaviors. Individuals are 
embedded in institutional environments, which provide individuals with a basis for 
actions and shape individuals’ behaviors (Powell 1991; Thornton et al. 2008). Individual 
actors consider diverse institutional influences in order to interpret what actions are 
legitimately available to them and make their decisions (Lawrence et al. 2011).  
Returning to Scott’s (2001) three pillars, neo-institutional theory posits three kinds of 
institutional pressures influencing behaviors: regulative, normative, and cultural-
cognitive. These institutional pressures provide guidelines and constrain actions (Scott 
2001). Regulative pressure arises from the rules that an authoritative organization or actor 
sets for desirable behaviors of other organizations or its organizational members. 
Regulative pressure provides organizations or individuals with coercive constraints, and 
legally sanctions those who do not comply. Normative pressure refers to social obligation 
caused by collective expectations in a community. Normative pressure sets shared norms 
for the appropriateness of individuals’ or organizations’ behaviors. Training, education, 
and association teach individuals shared norms, and individuals are governed morally by 
these collective expectations. Lastly, cultural-cognitive pressure refers to the shared 
understanding of the world that is taken for granted. The cultural-cognitive institution is 
deeply embedded in communities and is supported culturally. Organizations or 
individuals observe others’ activities and simply imitate their behaviors. 
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These three pillars of institutional pressure map onto individual scientists’ data sharing 
behaviors in the context of research communities. Firstly, institutions have regulative 
pressures that they apply to foster desired behaviors. As resource-dominant organizations, 
the funding agencies that support scientists’ research may create regulative pressures for 
scientists to share data as a condition of their funding. Also, journal publishers exert 
regulative pressures on the authors of scientific articles through editorial policies on data 
sharing. Secondly, scientific disciplines and professions may have their own social 
expectations that encourage or discourage data sharing. Social expectations based on 
shared norms in scientific communities provide scientists in those communities with 
normative pressures to share data. Scientific communities may have collective 
expectations about data sharing based on shared norms (e.g. communalism), and these 
collective expectations pressure scientists to share their data. In effect, as institutional and 
disciplinary pressures on data sharing increase due to increased data sharing among 
colleagues within a scientific community, individual researchers respond to these 
pressures with some consideration of the merits of participating in the trend (Scott 2001; 
Tolbert et al. 1983). Lastly, scientists may take data sharing for granted as a part of their 
culture in their scientific communities. A shared understanding of data sharing in a 
scientific community provides cultural cognitive pressures for scientists to imitate 
approved practices and behaviors without individual cognitive processes. In this case, 
data sharing is deeply embedded in research communities as constitutive schema (Scott 
2001). 
Traditional institutional theory has focused on how regulative, normative, and cultural-
cognitive pressures legitimize organizational structures and practices in a given sector, 
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and on how this legitimacy tends to foster organizational isomorphism across 
organizations within the sector. However, this research is more concerned with how these 
pressures influence individuals’ behaviors in an institutional context. Scott’s (2001) neo-
institutional theory can explain how the three pillars of institutions influence scientists’ 
data sharing behaviors at an individual level from the perspective of legitimacy and 
isomorphism. Individual scientists seek legitimacy through data sharing under 
institutional pressures, but individual scientists also behave based on individual 
motivations stemming from their own beliefs and perceptions. Along with institutional 
theory, the theory of planned behavior can help to explain individual scientists’ data 
sharing behaviors based on their own motivations from perceptions. 
Individual Perspective 
The theory of reasoned action and its successor, the theory of planned behavior are well-
established social psychology theories that describe how salient beliefs influence 
behavioral intentions and subsequent behavior (Ajzen 1991; Fishbein et al. 1975). Theory 
of planned behavior explains an individual’s behavior based on his or her behavioral 
intention, which is influenced by his/her attitude toward a behavior, perception of the 
subjective norms regarding that behavior, and perceived behavioral control. Behavioral 
intention refers to a person’s aim to perform a particular behavior (Ajzen 1991). An 
attitude is a cognitive and emotional evaluation of an object or behavior (Ajzen 1991). A 
subjective norm is a person’s belief that people who are important to him or her expect 
that he or she should or should not perform a particular behavior (Ajzen 1991). Perceived 
behavioral control is an individual’s perceptions of his or her ability to perform a given 
behavior easily (Ajzen 1991). Each of the determinants of behavioral intention is in turn 
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influenced by underlying belief structures such as behavioral, normative, and control 
beliefs (Ajzen 1991; Fishbein et al. 1975).  
Using the perspective from the theory of planned behavior, scientists’ data sharing 
behaviors can be explained by behavioral intentions emerging from: (1) the attitudes they 
form from their behavioral beliefs and evaluations of the “outcomes” of data sharing; (2) 
their understanding of subjective norms around data sharing coming from “close 
colleagues” expectations; and (3) the perceived controllability of their data sharing 
behaviors.  
First, scientists’ attitudes toward data sharing influence their intentions to share data. 
Scientists’ behavioral beliefs and their evaluations of the consequences of data sharing 
lead them to form attitudes toward data sharing. Second, subjective norms influence 
scientists’ data sharing intentions. The subjective norm in the theory of planned behavior 
is a concept similar to that of normative pressures in institutional theory. In contrast to 
normative pressure, which comes from virtually connected other scientists in their fields 
(Meyer et al. 1977; Scott 2001), subjective norms come from “close colleagues” in their 
interpersonal social network. Lastly, Perceived Behavioral Control (PBC) may influence 
scientists’ data sharing behavior. Scientists can form their perceived behavioral controls 
from both internal PBC and external PBC. Internal PBC is similar to the construct 
proposed by Bandura (1986) – self efficacy – that reflects judgments of one’s own 
capabilities to enact a behavior successfully. With respect to data sharing behavior, a 
sense of internal PBC may arise from scientists’ expertise (or lack thereof) in using the 
tools and technologies that facilitate data sharing. External PBC is an individual 
judgment about the availability of resources and opportunities to perform the behavior 
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(Hsu et al. 2004). A researcher’s judgments about the availability of IT support within a 
team or organization, and the existence of data sharing protocols, procedures, and data 
repositories, may influence how likely they are to engage in data sharing (Hsu et al. 
2004). 
Underlying Assumptions 
This study combines institutional theory and the theory of planned behavior. In order to 
integrate two different theories, it is important to understand their underlying assumptions. 
The main assumption behind the theory of planned behavior is that individuals are 
rational and make reasonable decisions based on their attitudes, subjective norms, and 
perceived behavioral controls (Ajzen 1991; Fishbein et al. 1975). Although the theory of 
planned behavior assumes individuals’ rationality, it does not imply that all behaviors are 
necessarily rational from an objective point of view (Contento 2011). The core 
assumption of institutional theory is that social actors respond to institutional influences 
to conform (DiMaggio et al. 1983; Scott 1995). Institutional theory basically rejects the 
assumption of rational choice theory that social actors are rationally seeking to maximize 
efficiency and productivity (DiMaggio et al. 1983; Scott 1995). In other words, 
institutional theory assumes that individual actors do not conduct their behavior based on 
‘pure’ rationality; they pursue acceptable performance to legitimize their behaviors along 
with rationality in an institutional context (Budros 2002). Therefore, the integration of 
institutional theory with the theory of planned behavior can provide a complementary 
view of scientists’ data sharing behaviors by focusing on the conformity to legitimacy 
and individual motivations of behavior together. 
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Previous studies have already combined both institutional theory and individual-level 
theories to understand individuals’ behaviors. For example, Shi, Shambare, and Wang 
(2008) connected institutional theory and the theory of reasoned action (Ajzen 1991; 
Fishbein 1980; Fishbein et al. 1975) to examine the adoption of Internet banking. 
Similarly, Teo, Wei, and Benbasat (2003) and Son and Benbasat (2007) used institutional 
theory to examine top executives’ and high-level managers’ intentions to adopt inter-
organizational systems and, they brought the concept of intention from Ajzen and 
Fishbein (1980)‘s work. 
The conceptual model (Figure 3.3) below provides an extensive map of scientists’ data 
sharing behaviors and shows how scientists make their own decisions to share data based 
on both institutional theory and theory of planned behavior. In addition, this conceptual 
model considers institutional resources as important underlying infrastructures supporting 
scientists’ data sharing behaviors. 
 
Figure 3.3 Conceptual Model for Scientists’ Data Sharing Behaviors 
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3.4. Summary 
Drawing upon institutional theory and the theory of planned behavior, this research 
proposes a conceptual model to investigate how both institutional and individual drivers 
influence scientists’ data sharing behaviors. Scientists’ data sharing behavior can be 
understood through the lens of individual motivation and institutions’ seeking 
organizational legitimacy. Institutional theory (Scott 2001) provides significant insights 
regarding the importance of institutional environments including organizational rules, 
norms, and culture on individuals’ actions (behaviors) (Tolbert 1985; Tolbert et al. 1983). 
In contrast, the theory of planned behavior provides its insights regarding how 
individuals’ beliefs influence individuals’ behaviors. 
This research’s conceptual model builds on insights from Scott’s (2001) neo-institutional 
theory. Neo-institutional theory posits three kinds of institutional pressures influencing 
behaviors: regulative, normative, and cultural-cognitive. Regulative pressure provides 
organizations or individuals with coercive constraints, and legally sanctions those who do 
not comply. Normative pressure sets shared norms for the appropriateness of individuals’ 
or organizations’ behaviors. The cultural-cognitive institution is deeply embedded in 
communities and is supported culturally. These three pillars of institutional pressure map 
onto individual scientists’ data sharing behaviors in the context of research communities. 
The conceptual model also employs Ajzen’s (1991) theory of planned behavior as an 
individual motivation theory, which can be connected with institutional theory. The 
theory of planned behavior provides insights regarding how an individual’s attitudes, 
subjective norms, and perceived behavioral controls influence his or her behavior 
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mediated by intention. Along with institutional theory, theory of planned behavior can 
explain how individual scientists make their decision based on their own motivations. 
The conceptual model provides an extensive map of scientists’ data sharing behaviors 
based on the combination of institutional pressures and individual motivations.  
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4. Preliminary Study and Results 
This chapter covers the overall research design of this dissertation and the preliminary 
interview study performed prior to the main survey study. A total of 25 individual 
interviews were conducted to understand scientists’ current data sharing practices. The 
main purpose of the preliminary study was to explore the landscape of scientists’ data 
sharing practices in difference scientific communities. Results showed support for an 
institutional perspective on data sharing, as well as an individual perspective for better 
understanding of scientists’ data sharing behaviors. The results of this preliminary study 
were used to assist in the development of research model and the design of survey. 
4.1. Research Design 
This research uses a mixed-method approach by combining qualitative and quantitative 
methods to gain better insight in studying scientists’ data sharing behaviors. The 
exploration of research questions occurred through two interconnected investigations: (1) 
interviews with scientists in diverse scientific disciplines to understand the extent to 
which they share their data with other researchers and exploration of institutional and 
individual factors affecting their data sharing behaviors; and (2) survey research to 
examine to what extent those institutional and individual factors influence scientists’ data 
sharing behaviors in diverse science disciplines. The overall research procedures with 
interview and survey studies are presented in Figure 4.1 below. 
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Figure 4.1 Overall Research Procedures with Qualitative and Quantitative Methods 
In the first phase, a preliminary study was conducted based on interviews with individual 
scientists from different disciplines. The main purpose of the preliminary study was to 
explore the landscape of scientists’ data sharing in different scientific communities, as 
well as the factors influencing scientists’ data sharing behaviors. The results of the 
preliminary study were used to develop a research model for variations in data sharing 
through the lens of theories that account for individual choices within institutional 
contexts. Benbasat and colleagues (1987) pointed out that qualitative approaches are 
suitable for investigating a phenomenon in which research and theory are at their early or 
formative stages. The results of this preliminary study were used to assist in the 
development of research model and the design of survey. The detailed research method 
and analysis for this preliminary study is reported in Chapter 3. 
At the second phase, the research model developed at the first stage was tested with a 
survey method. This research employs a survey as a main research method. Survey is a 
well-known quantitative research method based on the responses to questions by a 
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research helps to examine the constructs and hypothesized relationships of the scientists’ 
data sharing model. By conducting the survey in diverse science and engineering 
disciplines, this research can validate the scientists’ data sharing model by investigating 
both institutional and individual influences of scientists’ data sharing behaviors.  
The preliminary study has limitations in confirming and validating the relationships 
between the predictors and data sharing behaviors, since it only employed 25 interviews 
from a limited number of academic institutions in the central New York. The survey 
method can produce more generalized results about the institutional and individual 
factors influencing scientists’ data sharing behaviors, since surveys employ a probability 
sampling from the large population (Schutt 2006). The rest of this chapter covers the 
details of survey method, including population and sampling, instrument development, 
and reliability and validity issues. Also, the data collection procedure and data analysis 
plan for the field survey is presented at the end of this chapter.  
4.2. Data Collection 
From October 2011 to December 2011, I conducted a total of 25 individual interviews to 
understand STEM (Science, Technology, Engineering, and Mathematics) researchers’ 
current data sharing practices. The main focus of the interviews was two-fold: (1) to 
explore domain specific data sharing practices in diverse disciplines; and (2) to 
investigate the factors motivating and discouraging STEM researchers’ current data 
sharing. The Institutional Review Board (IRB) at Syracuse University provided approval 
of a plan to conduct the individual interviews within three research universities in the 
eastern U.S. I sent a recruiting email message directly to the STEM researchers, and I 
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also contacted department chairs to distribute the recruiting email message to their STEM 
researchers. I received 28 responses in total from STEM researchers in three research 
universities, and I ultimately interviewed 25 interviewees. The remaining three 
respondents could not be scheduled in time to complete data collection. In order to 
understand the domain specific data sharing practices in diverse disciplines, I tried to 
include at least one or two researchers in each research discipline (see Table 4.1). 
All the interview sessions were audio-recorded and subsequently transcribed. All the 
interviews were conducted in English except one interview, which was conducted in 
Korean for the convenience of the interviewee. I transcribed the interview in Korean and 
then translated into English for the data analysis. Each interview took 25-35 minutes. I 
used an open-ended semi-structured interview method by asking similar structured 
interview questions to all the interviewees including STEM researchers’ current data 
sharing methods, types of data generated and shared, their perceived motivations and 
barriers of data sharing, and lastly interviewees’ demographic information and work 
environments. An example of the interview questions was: “What motivates researchers 
(including you) in your field to share their data?” (The preliminary study’s interview 
questions are provided in the Appendix 8.1.) During the interviews, the participants were 
asked to answer the questions based on not only their own experience but also their 
observations in their research disciplines in general.  
The 25 participants for the interviews include 11 tenured (full and associate) professors, 
eight assistant professors, one emeritus professor, one professor of practice, two post-
doctoral research associates, and two doctoral candidates from three major research 
universities in the eastern U.S. (17 men and 8 women). Given the goals of this research, I 
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mainly interviewed professors rather than graduate students, but the two post-docs and 
two senior doctoral students provided perspectives that seemed complementary to the 
other data, so I retained them in the corpus. The research disciplines of the 25 interview 
participants are shown in Table 4.1. There were a few minor differences between the 
names of the departments the interviewees belonged to versus their disciplinary 
affiliations. 
Discipline 
Number of 
Interviewees 
Biology 2 
Chemistry 3 
Computer Science 2 
Ecology 5 
Electrical Engineering 1 
Environmental Engineering 4 
Mathematics 1 
Mechanical Engineering 2 
Physics 3 
Radiation Oncology 1 
Science Education 1 
Total 25 
Table 4.1 Research Disciplines of Interviewees 
4.3. Data Analysis 
The content analysis technique was used to interpret the qualitative data of preliminary 
interviews. The transcribed interviews were imported into “QDA Miner,” a qualitative 
data analysis tool. The coding scheme was developed by using both deductive and 
inductive approaches. I started with ideas arising from neo-institutional theory and 
individual motivation perspectives to create the data analysis coding scheme. The basic 
coding scheme included institutional theory-based constructs (regulative, normative, 
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cultural-cognitive pressures); individual motivation-based constructs (benefits, risks, and 
efforts); and resource constructs (organizational and institutional resources). As I 
processed the data, I also used an inductive approach to create more specific codes (e.g. 
scholarly altruism). The interview corpus contained 837 utterances overall; I applied 
codes to 276 of these utterances regarding the factors both motivating and preventing 
researchers’ data sharing (Table 4.2 only reports the number of respondents out of 25 
interviewees in each code; there was only 209 responses in total except 67 redundant 
responses.). 
4.4. Results 
The codes revealed STEM researchers’ work environments, the types of data they 
commonly generated, current data sharing methods, and their motivations for and barriers 
to data sharing. In the following sections, I report on each of these topics by providing a 
holistic overview of what the codes and their underlying utterances revealed. The coding 
scheme I used for the motivating and impeding factors of data sharing, a brief 
explanation of each code, and the numbers of respondents out of 25 interview participants 
in each code are shown in Table 4.2. The frequency of the factors influencing scientists’ 
data sharing in the form of a radar plot is displayed in Figure 4.2. 
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Category Code Name Brief Explanations 
Number of 
Responses 
Regulative 
Pressures 
Funding agency 
pressure 
Funding agencies (e.g. NSF and NIH) 
require researchers to share their data 
16 
Journal’s 
requirement 
Journal publishers require researchers to 
publish their data before their articles are 
published 
9 
Special funding 
restrictions 
Sharing private companies’ and military 
data is restricted 
6 
Normative 
Pressures 
Professionalism 
in the fields 
Data sharing is a part of their professional 
mission to develop science  
13 
Colleagues’ 
expectations 
Feel social pressures by colleagues (being 
expected to share their data) 
7 
Cultural-
Cognitive 
Pressure 
Colleagues’ 
performance 
Observed other colleagues who use shared 
data and improve their research 
performance 
3 
 
 
Perceived 
Benefits 
 
 
 
Demonstration 
of quality work 
Shared data indicates the quality of your 
work; improve the overall research quality 
6 
Credits and 
reputation 
Expect credits (e.g. authorship, citations, 
acknowledgements), reputation, and 
recognition 
15 
Research 
performance 
Conduct a comparative study or large-
scale study (novel scientific finding); save 
time and effort in replicating and 
collecting data 
14 
Perceived 
Efforts 
Data annotation 
Need to annotate data with their own 
metadata schemes (no standardized 
metadata scheme) 
10 
Data 
organization 
Takes time to organize data for more 
understandable, compatible, interoperable 
formats 
11 
Data set location 
and 
interpretation 
Takes time to find appropriate data sets 
and understand the data exactly 
4 
Technical 
problems 
Being involved with compatibility and 
interoperability issues with data 
9 
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Category Code Name Brief Explanations 
Number of 
Responses 
Perceived 
Risks 
Losing 
publication 
opportunities 
Have less opportunities for future 
publications; make more exclusive 
publications if data are not shared 
15 
Getting Scooped 
Worried about data theft; cannot trust 
others 
8 
Misinterpretation 
and scrutiny 
Worried about having different results by 
not being analyzed properly or being 
criticized by others because data are not 
reliable or low quality 
13 
Altruism 
Altruistic 
motivation 
Allow other researchers to find something 
interesting that the first people missed; 
contribute to scientific developments; 
help others to save time and effort 
12 
Self-
Efficacy 
IM/IT expertise Have technology expertise to manage data 5 
Institutional 
Resources 
IM/IT support 
Have internal IT/IM supports from their 
organizations 
11 
Data repository 
Have data repositories or enough space to 
share data 
9 
Metadata 
standard 
Have data sharing standards (metadata 
schemes) and systematic procedures 
13 
Table 4.2 Content Code Explanations and Counts 
 89 
 
 
Figure 4.2 Frequencies of the Factors Influencing Scientists’ Data Sharing 
4.4.1. Research Environment and Data Generated 
Most of the interview participants worked in team-based research environments or a 
mixture of team-based and individual work; only two scholars, a mathematician and 
theoretical physician mainly worked as individuals. The research teams usually included 
a lead professor, one or two post-docs, and a few doctoral and masters’ students.  
The researchers reported that they generated a large amount of domain-specific original 
data including experimental data (e.g. genome sequencing data, compound data), field 
data (e.g. soil measurement, animal behavior, tree counts), and computational data (e.g. 
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software code, computer simulation data). Most of the interviewees felt that they had 
limited individual authority to share their data by acknowledging that sometimes they 
need to seek permission from others for any collaboratively collected data. Only two 
interviewees (one post-doc and one doctoral candidate) felt they had no authority over 
sharing the data they collected.  
Researchers reported different perceptions of the importance of data sharing in their 
fields. The researchers in biology, chemistry, and ecology agreed that data sharing is 
critical for novel scientific findings, but the researchers in computer science, electrical 
engineering, mechanical engineering, mathematics, and radiation oncology disagreed 
with this belief. Researchers in environmental engineering and physics reported a mixture 
of both perspectives. 
4.4.2. Data Sharing Methods 
Researchers in different disciplines reported different data sharing methods. Most 
researchers reported internal data sharing within their research teams or among 
collaborators; they usually used email, FTP servers, and website as the major internal 
data sharing methods. I assumed from the start that this type of internal sharing was 
occurring, and did not investigate further beliefs or motivations in this area. 
Researchers also reported diverse forms of external data sharing with the researchers 
outside their research team or collaborators. First, researchers asserted that they share 
their data upon request; they use email or website upload as method of fulfilling such 
requests. Researchers also reported contacting other researchers individually to gain 
access to their data sets from published articles. Across different disciplines, this data 
 91 
 
sharing method was common, and it was the only data sharing method in the disciplines 
which do not have any informal or formal data repositories.  
Second, some researchers who do not have any formal data repositories in their 
disciplines used a personal website to share their data with other researchers. A group of 
scholars in a similar research subject develop an informal or ad hoc data repository and 
share data with other researchers in the research subject area.  
Third, some disciplines including biology, chemistry, and ecology use a range of external 
repositories (e.g. Dryad), and domain-specific data repositories (e.g. GenBank, Protein 
Data Bank, Computational Chemistry Database, Crystallography Open Database, Long 
Term Ecological Research Data Repository). These researchers reported well-developed 
data sharing protocols including data repository and data and metadata standards. In these 
same disciplines, most of the journals require researchers to publish their data in data 
repositories.  
Finally, researchers in certain disciplines such as chemistry – where there are small, but 
highly structured data sets – share their data as an electronic supplement through the 
journals’ websites. For example, some scholars in chemistry share their compound data 
through their journals’ online supplements.  
Some researchers reported an explicit expectation of various types of professional credits 
for data sharing including co-authorship, citation, and acknowledgement when their 
shared data are used by other researchers. There was insufficient data to judge the 
differences for these expectations among different disciplines, but I noted that the 
researchers whose disciplines have well established data sharing practices expected less 
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credit than the researchers who do not have any formal way of data sharing. Additionally, 
I noted that junior researchers had higher expectations for credit than senior researchers 
and mentioned strengthening the tenure case as the primary motivation for this.  
Roughly one third of the interviewees reported that researchers in their field generally 
share their data after publication. The researchers in the disciplines which do not have 
any formal data sharing mechanism almost always share their data only after publication. 
For example, researchers in the engineering fields reported sharing their data only after 
publication. Another third of the interviewees reported that they shared their data right 
after their data collection or after a fixed embargo period, regardless of publication status. 
For example, some researchers in biology and ecology shared their data to a data 
repository right after data collection. These particular researchers reported a strong sense 
of trust that their colleagues would not “scoop” them using the shared data.  
Lastly, where data sharing was a journal requirement, researchers in chemistry and 
biology and some researchers in ecology shared their data along with their publications. 
As noted above, these were cases where journals support a simultaneous publication of 
relatively small, structured data sets as supplements. 
In terms of types of data shared, the researchers in some disciplines (e.g. biology, ecology, 
environmental engineering) shared raw data, but the researchers in other disciplines (e.g. 
chemistry, physics) share more refined or processed data. Also, the researchers in 
computer science, computational chemistry, and physics were prone to share both 
software and simulation results.  
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4.4.3. Factors Influencing Data Sharing 
The primary focus of this research was on the factors influencing researchers’ current 
data sharing practice. Based on the coding I did, I confirmed specific factors both 
motivating and preventing researchers’ data sharing. In the material below, I explain 
these factors in three separate groups including institutional, individual, and resource 
factors.  
Institutional Factors 
Pressures by funding agencies, journal publishers, and private funding organizations 
influenced researchers’ data sharing practice. First, the single most significant motivation 
for scientists’ data sharing (giving) is a push by funding agencies to make data from 
funded projects available. Scientific funding agencies in the U.S. including National 
Science Foundation (NSF) and National Institutes of Health (NIH) require their awardees 
to share the research data from projects they fund. Second, journals’ requirement of data 
sharing is another factor. The journals in biology, chemistry, and some in ecology require 
their researchers to publish their data in any types of data repositories. Third, private and 
certain government funding agencies restrict researchers’ data sharing. For example, 
some pharmaceutical companies and military agencies typically do not allow their 
awardees to share their data. 
Disciplinary influences also affected researchers’ data sharing. In many disciplines, data 
sharing is considered part of the professional responsibility; researchers believe that data 
sharing is one of their missions, and that it will help the development of their research 
disciplines. In these same disciplines, researchers reported that they are expected to share 
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their data; they feel pressure from their colleagues to do so. Researchers reported 
observing what other researchers do, and they indicated that they tried to follow 
colleagues’ practices that they saw as useful. A few researchers reported a belief that the 
research performance of other researchers who use the shared data would improve.  
Individual Motivation Factors 
Researchers also gave evidence that they carefully examined pros and cons of data 
sharing before they committed to sharing data. First of all, some researchers reported a 
belief that data sharing could highlight the quality of their work in research. For some, 
data sharing provided professional “credit” including co-authorship, citation, and 
acknowledgement, and reputation. In terms of using the shared data, researchers also 
believed that data sharing would improve their research (e.g. time saving in collecting the 
same data, replicating data for another research, conducting diverse comparison studies 
and large scale research). 
Researchers also believed that data sharing imposes efforts for them. In some scientific 
disciplines (e.g. ecology and environmental engineering) researchers saw the importance 
of data sharing, but they saw data sharing as very costly in time and effort. Due to a lack 
of established metadata standards and data preparation procedures, they saw the 
processes of organizing and annotating their data as very expensive. These same 
researchers also reported technical problems in the data sharing such as data 
compatibility and interoperability issues. This was a similar finding across each discipline 
that did not have well-established data sharing standards (metadata), procedures, and 
repositories. Researchers in those disciplines also reported that it took substantial time to 
 95 
 
locate and understand other researchers’ data since the data do not have any established 
data repositories and standardized metadata.  
Certain perceived risks by researchers also discouraged them from sharing their data with 
other researchers. Many researchers worried about losing publication opportunities by 
sharing their data. It took a lot of time and effort to collect data, and they desired having 
as many publications as possible from their data. These researchers also worried about 
getting scooped on innovative findings when they shared their data with other researchers. 
Two scholars in environmental engineering mentioned that “data sharing is a little bit of a 
threat to our science because it is less incentive to collect your own data when all data are 
freely shared.” Additionally, several researchers considered that misinterpretation and 
heightened scrutiny of their data would be possible risks if they shared their data.  
Altruism emerged in about half of the interviews as a factor influencing researchers’ data 
sharing. Some researchers reported a strong desire to help their colleagues to save time in 
collecting data and to avoid replicating experiments unnecessarily. Additionally, these 
researchers believed that their colleagues could exploit the data in ways that would 
extend the original findings and thereby benefit the scientific area where they collectively 
worked. These researchers reported a sense of personal satisfaction coming from sharing 
their data. A couple of the interviewees mentioned the importance of data sharing cross 
disciplines not only within a discipline. A biologist mention that “it is also critical to 
improve [data] sharing across disciplines because a lot of research now days is becoming 
more multi-disciplinary so for example you have engineers working with biologists or 
physicists working with engineers and especially in my field in tissue engineering its very 
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multidisciplinary field … If scholars in different disciplines could share that information, 
then the field of tissue engineering would progress a lot faster.”  
Institutional Resource Factors 
Institutional resources were found to be important factors influencing scientists’ data 
sharing practices. I focused my questioning on two distinct areas: an individual’s 
organizational resource to support the relevant IT tools (internal resources), and the 
availability of appropriate community tools and infrastructure (external resources). 
Internal resources included any information management and/or IT support from within 
their own research team or host organization. Researchers with strong internal support in 
these areas also reported more extensive data sharing and reuse.  
External resources referred to supports for researchers to share their data provided by the 
research community at large. In this area, researchers reported data repositories, metadata 
standards, and established data sharing procedures as key features. Biologists and 
chemists reported that they could easily share their data because they have well-
developed data repositories, metadata standards, and procedures to share their data with 
other researchers. Researchers in engineering fields generally did not report any central 
or domain data repositories. These engineers also reported needing to spend a lot of time 
to annotate, organize, upload, and manage their data on subject-specific or ad hoc data 
repositories. Researchers in ecology reported that they are aware of the importance of 
data repositories and metadata standards and they have developed domain specific 
repositories and subject specific repositories. Since their data were unstructured, however, 
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they reported that they still needed to develop better metadata standards and data sharing 
procedures. 
4.4.4. Changes in Data Sharing 
Our interviewees reported that during recent years they had observed changes in their 
data sharing practices. Many of the interviewees reported that researchers’ awareness, 
funding agencies’ push, journals’ requirements, technological improvements, and 
increased availability of data repository as changes they had experienced within recent 
memory. Just a few mentioned the emergence of data sharing standards as another recent 
change. 
4.4.5. Supports Needed for Data Sharing 
I asked the interviewees what kinds of additional supports they needed to facilitate data 
sharing. Ten of the 25 interviewees mentioned they do not need any supports since they 
are satisfied with their current data sharing practices. One biologist and one chemist said 
that they can easily share their data because they have well-established metadata 
standards, data sharing procedures, and data repositories. However, the remainder of the 
interviewees mentioned that metadata standards and data repositories are the main 
concerns of their current data sharing practice. Additionally, two researchers mentioned 
that they desired a data portal site where they could search available data sets. Several 
interviewees indicated that they needed better technology support. In particular, they 
reported that they needed professionals who could manage data sets, databases, storage, 
and other IT infrastructure. 
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4.5. Discussion 
In this section, I provide the synthesis of my preliminary study’s findings. The 
institutional perspective seems helpful in understanding the preliminary interview data. In 
the disciplines of biology and chemistry as well as within some areas of physics, 
researchers seem to have well-established data sharing methods covering the data 
lifecycle. These methods are supported by many if not all of the institutions in which they 
are embedded, mainly through the availability of data sharing standards and repositories. 
 
Figure 4.3 Factors Influencing STEM Researchers’ Data Sharing Practices 
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Neo-institutional theory and theory of planned behavior provided a productive lens for 
reviewing the interview data. Some newer forms of institutional theory incorporate a 
cross-level perspective by linking institutional forces together with the motivations and 
behaviors of individual actors. I began this study by framing the situation of the 
researcher as an individual actor embedded within his or her discipline as well as within 
the host institution and a variety of external institutions (e.g., funding agencies). 
Regulative, normative, and cultural-cognitive forces acting on institutions may trickle 
down to influence the decisions and behaviors of individuals who work within those 
institutions. An overview of the preliminary findings is provided in Figure 4.3. 
To have well-established data sharing practices, researchers need to have supportive 
institutional environments (e.g. data sharing structures, norms, policies), sufficient 
resources (e.g. metadata standards, repositories), and positive attitudes toward data 
sharing (e.g., perceived benefits, efforts, risks). The combination of these can lead to 
more proactive data sharing practices among researchers. In addition, one surprising 
finding arose from the spontaneous reports of altruistic motivations for sharing data. 
Contrasting biology or chemistry with the discipline of ecology, many ecologists realize 
that data sharing is critical for their research, but they have difficulties in data sharing 
because they do not have well-established metadata standards and domain-specific data 
repositories. For those who do share data, this means spending more time and effort to 
annotate and organize their data with their own metadata and format. Relatedly, because 
they do not have well-established central or domain specific data repositories, they share 
their data through ad hoc mechanisms such as Web servers and email exchanges among 
their collaborative group members. One ecologist mentioned that “[they] should have the 
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official protocol for [data they collected] … those should be peer reviewed and approved 
and archived just like our data documentation … [they need to] share the procedures not 
the data only.” Researchers also mentioned the importance of having access to 
information professionals who can support their data sharing in terms of information and 
technology management. The information professional can help not only share their data, 
but also use other researchers’ data by locating and interpreting the data. 
In addition, it seems important to have a central data search mechanism so that 
researchers can find appropriate data sets for their research. Some researchers mentioned 
that they have difficulties in locating and interpreting other researchers’ data, and they 
mentioned the necessity of a central data search mechanism. Even in areas where 
researchers are very good at sharing their data with other researchers, many researchers 
still do not actively seek other researchers’ data sets. Data sharing is a two-way process 
of providing their own data and using other researchers’ data. In order to achieve the 
promise of data sharing, researchers need to not only provide their data, but also use other 
researchers’ data more actively.  
Finally, and perhaps most importantly, this study indicated the importance of aligning 
institutional pressures with individual motivations for professional achievement. The 
most frequently mentioned driver of data sharing behavior was the “push” by the funding 
agencies that support research to ensure that data from the projects they support are made 
available to other researchers. This force, together with pressure exerted from scholarly 
journals, can have a strong influence over time on the choices and activities of individual 
researchers. Ultimately, the advocacy of funders and journals will also need to reflect on 
universities’ policies and mechanisms for promotion and tenure in order to have a more 
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direct influence on the data sharing activities of researchers. When sharing (and reuse) of 
data leads directly to an improvement of professional reputation and resulting career 
rewards, researchers will have strong individual motivations to participate in data sharing 
and reuse. 
Taken together, the results support the idea that when institutional forces, infrastructure, 
and individual motives converge, the behavior of individual researchers will change in 
response. Many of the researchers I interviewed reported having seen this convergence 
and these changes during the course of their own careers. Further research efforts are 
needed to examine the role that altruistic motivations may play in establishing a virtuous 
cycle of data sharing and reuse that can increase the collective benefits obtained from 
societal investment in science and engineering. 
4.6. Limitation 
The sample in this preliminary study included only a subset of the range of STEM 
disciplines, only one or two researchers from each of these disciplines, and only 
researchers from eastern U.S. research universities. Each interviewee reported 
observations and his/her own experiences from their personal research careers, so it is 
likely that the results are idiosyncratic for certain disciplines – and particularly those 
where there is substantial variation in sub-disciplinary practices. Therefore, the 
frequencies of each coding scheme would be limited in its interpretation.  In future 
research, I need to include a more representative range of scholars and a more deliberate 
effort to obtain participants from a representative set of sub-disciplinary areas. Although 
the interview provides rich data, future research should also include mixed methods (e.g., 
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surveys) in order to triangulate on the findings offered here. In addition, an objective 
snapshot of available repositories and metadata standards for presentation to informants 
could elicit more specific responses to why a researcher uses or does not use a particular 
data sharing resource. In addition, I focused in this study primarily on the motivations 
and challenges to sharing data rather than those associated with using deposited data. 
Although certain questions assessed both sides of the data sharing equation, I found that 
using other researchers’ data is still new to many researchers. 
4.7. Summary 
This preliminary study shows three groups of data sharing factors including institutional 
influences, individual influences, and institutional resources. In terms of institutional 
factors, STEM researchers reported that pressures by funding agencies, journal publishers, 
private funding organizations, and their disciplinary influences affected their data sharing 
practice. In terms of individual motivation factors, researchers reported that perceived 
benefits (e.g. academic credits), efforts (e.g. annotation, organization), and risks (e.g. 
getting scooped) of data sharing influenced their data sharing. Lastly, in terms of 
institutional resources, researchers reported that internal capability (e.g. local IT support) 
and external capability (e.g. data repository) affected their data sharing. In addition, 
altruism emerged as an important factor influencing researchers’ data sharing.  
Results showed support for an institutional perspective on data sharing as well as an 
individual perspective for better understanding of scientists’ data sharing behaviors. To 
have well-established data sharing practices, researchers need to have supportive 
institutional environments (e.g. data sharing structures, norms, policies), sufficient 
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infrastructure (e.g. metadata standards, repositories), and positive attitudes toward data 
sharing (e.g., perceived benefits, efforts, risks). The results of this research synthesis were 
used to assist in the development of research model and the design of a survey that was 
distributed to diverse scientific disciplines at the main stage of this research. 
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5. Research Model and Hypotheses 
A refined research model and its hypotheses are developed based on theories, previous 
literature, and the preliminary study. The conceptual model presented in the Chapter 3 
provides an extensive map of scientists’ data sharing behaviors according to the 
combination of institutional theory and the theory of planned behavior. However, this 
research focuses on selected research constructs by considering the results of preliminary 
study and prior studies, and this research develops its specific research model. The 
research model shows the complementary nature of the individual and institutional 
factors influencing scientists’ data sharing behaviors. 
5.1. Research Model 
Based on the conceptual model, a refined research model is developed to explain and 
predict scientists’ data sharing behaviors. This research model includes previous studies’ 
findings and incorporates the findings from the preliminary study in this research. 
Drawing on theories, previous literature, and the preliminary study, this research 
identifies two groups of factors – institutional predictors and individual predictors, 
respectively – that influence scientists’ data sharing behaviors. The combination of two 
theoretical perspectives provides an opportunity to examine scientists’ data sharing 
behaviors from both institutional and individual perspectives. Institutional theory 
explains the context within which individual scientists are acting; whereas the theory of 
planned behavior explains the underlying motivations behind scientists’ data sharing 
behaviors in an institutional context.  
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This research focuses on selected research constructs based on the results of preliminary 
study and prior studies. The institutional factors include regulative pressures (from 
funding agencies and journals), normative pressures (from each discipline), and 
institutional resources (e.g. data repositories); individual factors including behavioral 
beliefs for attitude (i.e. perceived benefits, risks, and efforts toward data sharing behavior) 
and altruism. Since the research constructs of cultural-cognitive pressure in institutional 
theory and subjective norm in the theory of planned behavior were found minimally, 
those research constructs were removed for the final research model. Therefore, the final 
research model only considers regulative pressure, normative pressure, and institutional 
resource (i.e. resources-facilitating conditions as the external perceived behavioral 
control) at a discipline level, and it assesses behavioral beliefs for attitude and actual data 
sharing behavior at an individual level. By focusing on scientists’ perceptions of benefits, 
risks, and efforts toward data sharing along with regulative and normative pressures, this 
study seeks to explore what combination of institutional and individual factors that 
influence scientists’ decisions to share data with others. The Figure 5.1 below shows the 
research model for scientists’ data sharing behaviors. 
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Figure 5.1 Research Model and Hypotheses (H) for Scientists’ Data Sharing Behaviors 
The multilevel model above shows how institutional and individual factors influence 
scientists’ data sharing behaviors. For the institutional level factors, this research includes 
regulative pressures from funding agencies and journal publishers, normative pressure, 
and institutional resources (i.e. metadata and data repository); for the individual level 
factors, this research considers individual scientist’s behavioral beliefs toward data 
sharing (i.e. perceived career benefit, perceived career risk, perceived effort) and 
scholarly altruism. This research eventually considers individual scientist’s data sharing 
behavior as an outcome variable influenced by those institutional and individual factors. 
Scientists’ data sharing behaviors can be best explained by considering both institutional 
and individual level factors together, and this research can shows how both institutional 
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and individual factors cause scientists to make their decisions on data sharing. Each 
construct and related hypothesis is provided below. 
5.2. Research Hypotheses 
5.2.1. Individual Level 
The three behavioral beliefs toward data sharing including perceived career benefit, 
perceived career risk, and perceived effort would influence scientists’ data sharing 
behaviors. Based on prior literature and my preliminary study, I found that these three 
behavioral beliefs are the main individual level perceptions which either positively or 
negatively influence scientists’ data sharing behaviors. Perceived career benefit would 
positively influence scientists’ data sharing behaviors; however, both perceived career 
risk and perceived effort would negatively influence scientists’ data sharing behaviors. 
Lastly, this research considers scholarly altruism as an important individual level factor 
influencing scientists’ data sharing behaviors. Scholarly altruism would positively 
influences scientists’ data sharing behaviors.  
Perceived Career Benefit 
Scientists’ perceptions of the career benefit of data sharing would positively influence 
their data sharing behaviors. Perceived career benefit means the degree to which a 
scientist believes that sharing data could provide rewards such as recognition and 
reputation through acknowledgements, citations, and sometimes authorships. Perceived 
career benefit is the value that scientists derive from demonstrating quality work, having 
more citations and credits, and eventually increasing their reputation and recognition of 
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their work. Since scientists consider recognition and reputation to be valuable to their 
careers, they believe that sharing data can benefit their career by helping to increase their 
recognition and reputation. 
Prior studies reported that scientists’ perceptions of rewards (i.e. acknowledgements, 
citations, and authorship) for data sharing enhanced their data sharing behaviors 
(Kankanhalli et al. 2005; Kling et al. 2003); however, if they perceive low or no reward, 
they are unlikely to share their data with others (Sterling et al. 1990). In the context of 
knowledge sharing, perceived (career) benefits in the forms of recognition, reputation, 
and rewards were found to have significant influences on individuals’ knowledge sharing 
attitudes and their intentions to share knowledge (Jones et al. 1997). My preliminary 
study also confirmed that scientists are willing to share their data because they perceive 
career benefits from data sharing (e.g. increased citation, possible credit, demonstration 
of quality work). Thus, the perceived career benefit of data sharing would encourage 
scientists to share their data with other scientists. 
H1: The perceived career benefit of data sharing positively influences scientist’s 
data sharing behavior. 
Perceived Career Risk 
The perceived career risk involved in data sharing would negatively influence scientists’ 
data sharing behaviors. A risk refers to the natural probability of having an undesirable 
consequence. Prior studies defined perceived risk as the degree to which a person 
believes that his/her behavior has such as negative outcome (Conchar et al. 2004; Lee et 
al. 2009). In this study perceived career risk is defined as a scientist’s belief about the 
potential uncertain negative outcomes from data sharing, which affect their career 
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undesirably. The perception of data sharing as risky is an important barrier for scientists 
who are considering whether to make their data available to other scientists. Based on my 
preliminary study, the potential negative outcomes of data sharing can be categorized into 
three groups including (1) losing control over data, (2) losing publication opportunities, 
and (3) getting scooped. These outcomes negatively influence scientists’ academic 
careers.  
Perceived risk has been studied in different areas, including online customers’ perceived 
risk (Miyazaki et al. 2001; Shin 2008), consumer behavior (Pavlou 2003; Taylor 1974), 
organizations’ technology adoption (Benlian et al. 2011), and information sharing (Awad 
et al. 2006; Posey et al. 2010). The concept of risk has sometimes been studied with 
regards to trust, which is a critical element of an organizational climate that facilitates 
knowledge utilization and exchange (Inkpen 1996; Roberts 2000). In the context of 
scientists’ data sharing, prior studies identified diverse components of perceived (career) 
risk including losing publication opportunities (Reidpath et al. 2001; Savage et al. 2009; 
Stanley et al. 1988), protecting one’s career (Campbell et al. 2002; Louis et al. 2002), and 
misuse of data (Borgman 2007; Cragin et al. 2010; Pryor 2009). Therefore, if scientists 
believe that data sharing has possible negative outcomes for their careers, they are less 
likely to share their data with others.  
H2: The perceived career risk involved in data sharing negatively influences 
scientist’s data sharing behavior. 
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Perceived Effort 
The perceived effort required to share data would negatively influence scientists’ data 
sharing behaviors. Perceived effort refers to the degree to which a scientist believes that 
sharing data would require work (energy) and time. In regards to technology adoption 
studies, perceived effort corresponds to effort expectancy, “the degree of ease associated 
with the use of the technology” (Venkatesh et al. 2003), and perceived ease of use, “the 
degree to which a person believes that using a particular system would be free from effort” 
(Davis 1989). In the context of knowledge sharing, Thorn and Connolly (1987) found 
that individuals were less likely to share their knowledge the more time and effort it took 
to share it. In regards to scientists’ data sharing, prior studies also pointed out time and 
effort required to share their data impeded scientists’ data sharing (Campbell et al. 2002; 
Stanley et al. 1988; Tenopir et al. 2011). Therefore, if scientists believe that data sharing 
requires their effort, they are less likely to share their data with others.  
H3: The perceived effort required to share data negatively influences scientist’s 
data sharing behavior. 
Scholarly Altruism 
Scientists’ scholarly altruism would increase their data sharing behaviors. Scholarly 
altruism refers to the degree to which a scientist is willing to work to increase others’ 
welfare without expecting any benefits in return (Hsu et al. 2008). Some previous studies 
in knowledge sharing defined the concept of altruism as a form of intrinsic motivation 
(Cho et al. 2010; Hung et al. 2011a; Hung et al. 2011b; Lee et al. 2010), since altruism 
provides few tangible rewards, but offers psychological benefits such as satisfaction and 
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enjoyment of helping others (Krebs 1975; Smith 1981). However, this research defines 
the concept of scholarly altruism by focusing on an individual’s willingness to help 
others and contribute to the welfare of his or her community without expecting returns 
(Baytiyeh et al. 2010; Fehr et al. 2003; Fehr et al. 2006; Kankanhalli et al. 2005). The 
idea of intrinsic motivation was excluded in the concept of scholarly altruism. The 
preliminary study showed that in the context of scientists’ data sharing, scholarly altruism 
motivates scientists to help other scientists save time and effort, allow others to find 
something missing from the original research, and help them contribute to scientific 
development in their research fields. 
There are few prior studies focusing on the link between (scholarly) altruism and 
scientists’ data sharing. A couple of studies found that altruism is an important factor 
influencing faculty members’ contribution to institutional data repositories (Foster et al. 
2005; Kim 2007). Those faculty members who contribute their data to institutional 
repositories have greater altruism to make their data available to the public (Cronin 2005; 
Foster et al. 2005; Kim 2007). In the context of knowledge sharing, altruism was found to 
be an important factor influencing individuals to share their knowledge with others 
(Constant et al. 1996; Davenport et al. 1998; He et al. 2009; Hung et al. 2011a; 
Kankanhalli et al. 2005; Lin 2008). Those studies have showed that altruism has a 
significant influence on individuals’ knowledge sharing attitudes and their intention to 
share knowledge (Cho et al. 2010; Constant et al. 1994; Lin 2007). My preliminary study 
also shows that scientists share their data based on their scholarly altruism. Therefore, if 
scientists have more altruistic motivations, they are more likely to share their data with 
others. 
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H4: Scientist’s scholarly altruism positively influences his/her data sharing 
behavior. 
Data Sharing Behavior 
This research considers actual data sharing behavior as an outcome variable. In the 
context of scientists’ data sharing, data sharing behavior can be defined as the extent to 
which scientists provide other scientists with their research data and information related 
to their published articles by depositing them into data repositories and providing them 
upon request. In this research, data sharing behaviors can be determined by both 
individual predictors (i.e. perceived career benefit, perceived career risk, perceived effort, 
and scholarly altruism) and institutional predictors (i.e. regulative pressures by funding 
agencies and journal publishers, normative pressure, and the availabilities of metadata 
standards and data repositories).  
This research model does not consider the behavioral intention included in Ajzen’s (1991) 
original model. The behavioral intention is assumed to capture individual motivational 
factors such as attitude, subjective norm, and perceived behavioral control (Ajzen 1991), 
and the intention to perform or not perform a behavior is an immediate determinant of the 
actual behavior (Ajzen et al. 1985). The construct of behavioral intention has been 
criticized because of its low ability to predict actual behavior (Burton-Jones et al. 2006; 
Jasperson et al. 2005; Kim et al. 2005; Limayem et al. 2007). Ajzen (1991) reported that 
the three predictors (i.e. attitude, subjective norm, perceived behavioral control) of 
intention can explain 50 percent of the variance in intention on average; however, 
intention only explains 26 percent of the variance in behavior on average (Ajzen 1991). 
In this research, the actual data sharing behavior was measured in order to examine the 
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direct relationships between individual and institutional predictors and scientists’ data 
sharing behaviors.  
5.2.2. Institutional Level 
Regulative Pressures (by Funding Agencies and Journal Publishers) 
Governmental funding agencies and journal publishers exert regulative pressures on 
scientists regarding their data sharing behaviors. They require scientists to share data in 
order to receive funding or publish articles in their journals. Scientific funding agencies 
create data management and sharing policies requiring grantees to share raw data with 
others. Funding agencies can increase regulative pressures on scientists by controlling the 
funding resources available to them. As such, scientists are subject to coercion from 
scientific funding agencies such as NSF and NIH, which are resource dominant 
organizations, so they need to comply to secure their own survival (Pfeffer et al. 1978).  
Similarly, many science and engineering journals in some disciplines require their 
authors to share original data in various ways, such as submitting data to data repositories, 
and/or providing data upon request. Since journal publishers control access to the 
publication of research articles, they are one of the dominant sources of coercion for 
scientists. Scientists who feel more regulative pressures from journals will be more likely 
to share their data with others. Prior studies found that the compliance with regulative 
pressures influence individuals’ intention and their actual behaviors directly (Liu et al. 
2010; Teo et al. 2003). Therefore, this research assumes that the regulative pressures by 
funding agencies and journal publishers would directly influence scientists’ data sharing 
behaviors.  
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H5: The regulative pressure by funding agencies positively influences scientist’s 
data sharing behavior. 
H6: The regulative pressure by journal publishers positively influences scientist’s 
data sharing behavior. 
Normative Pressure 
In the context of scientists’ data sharing behaviors, normative pressure would lead 
scientists who are in the same community to follow the socially adopted norms of their 
communities. Normative pressures constrain scientists’ data sharing behaviors through a 
system of values, norms, expectations, and roles (DiMaggio et al. 1991; Scott 2001). Ceci 
(1988) found that scientists in the physical and social sciences endorse the data sharing 
principle, since it is a desirable norm in scientific communities. Scientists’ perceptions of 
normative pressure originate from their research communities, which share similar values, 
norms, and expectations. Scientists conform to norms in order to maintain their 
legitimacy by reassuring constituents in their fields (John et al. 2001; Zsidisin et al. 2005). 
The institutional norm as the forms of professionalism and expectation from peer-
scientists in a scientific community would positively influence scientists’ data sharing 
behaviors.  
H7: The normative pressure in a scientific discipline positively influences 
scientist’s data sharing behavior.  
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Institutional Resources (Metadata Standard and Data Repository) 
Institutional resources including metadata standards and data repositories in a discipline 
positively influence scientists’ data sharing behaviors. The institutional resources which 
are already known as resource-facilitating conditions in prior studies would be important 
institutional level factors influencing scientists’ data sharing. Resource facilitating 
conditions were originally studied as external behavioral controls in the theory of planned 
behavior (Ajzen 1991). Compared to self-efficacy (i.e. internal perceived behavioral 
control), which focuses on individual’s own capability to perform a behavior, resource-
facilitating conditions (i.e. external perceived behavioral control) is defined as individual 
judgments about the availability of facilitating resources and environments to perform a 
behavior (Ajzen 1991; Hsu et al. 2004; Taylor et al. 1995). In the context of scientists’ 
data sharing, resource-facilitating conditions mean the availability of necessary resources 
including metadata standards and data repositories in a discipline for scientists’ data 
sharing.  
According to the theory of planned behavior, resources-facilitating conditions as the 
external perceived behavioral control influence an individual’s attitude, intention, and 
his/her actual behavior (Ajzen 1991; Hsu et al. 2004; Taylor et al. 1995). In addition, 
prior studies found that resource-facilitating conditions reduce the perceived efforts as 
individual’s attitudinal belief (Phang et al. 2006). Resource-facilitating conditions have 
been studied in prior knowledge sharing studies, and those studies revealed that the 
resource-facilitating conditions play an important role in predicting people’s attitude 
toward knowledge sharing, intentions to share knowledge (Ryu et al. 2003; So et al. 
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2005). Therefore, scientists’ resource-facilitating conditions including metadata standards 
and data repositories would enhance scientists’ data sharing behaviors.  
H8: The availability of metadata standards in a discipline positively influences 
scientist’s data sharing behavior.  
H9: The availability of data repositories in a discipline positively influences 
scientist’s data sharing behavior. 
The current research focuses on how institutional and individual factors influence 
scientists’ data sharing behaviors across scientific disciplines. The research model and 
hypotheses developed at this stage were empirically validated by using survey data 
collected from scientists in diverse science and engineering disciplines. The survey 
research helps in investigating data sharing factors at individual and institutional levels. 
In the next chapter, I present the research methodology and relevant issues for survey 
research. 
5.3. Methodological Consideration 
Consistent with the multilevel theoretical framework combining institutional theory 
(discipline level) and theory of planned behavior (individual level), a multilevel analysis 
was employed for this research, since the estimation of variances in different levels is 
theoretically relevant (Dansereau et al. 1995; Klein et al. 1994). The theoretical 
framework presented in this research shows that scientists’ data sharing behaviors are 
expected to vary significantly, based on both on their discipline as well as individual 
factors.  
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Individual scientists are nested within scientific disciplines, and this research assumes 
that the scientists in the same discipline share the same institutional influences. 
Variations in scientists’ data sharing behaviors are partly attributable to scientists’ 
perceptions and characteristics toward data sharing and partly attributable to the 
institutional influences in their disciplines. Multilevel analysis is an appropriate method 
for analyzing data in which one unit is nested within another higher level unit (Sacco et al. 
2003). Therefore, this research employs a multilevel analysis in order to validate the 
research model and hypotheses developed above.  
5.4. Summary 
This research model explains and predicts scientists’ data sharing behaviors. It includes 
previous studies’ findings in data sharing and incorporates findings from my preliminary 
study. This research model identifies two groups of factors – individual influences and 
institutional influences, respectively – that influence scientists’ data sharing behaviors. 
This research model shows the complementary nature of the individual and institutional 
factors influencing scientists’ data sharing behaviors. Institutional theory explains the 
context within which individual scientists are acting; whereas the theory of planned 
behavior explains the underlying motivations behind scientists’ data sharing behaviors in 
an institutional context. 
Based on the research model developed from institutional theory and theory of planned 
behavior, this research proposes several hypotheses to be tested empirically. Those 
hypotheses focus on individual level and discipline level: At the individual level, this 
research examines whether perceived career benefit, perceived career risk, perceived 
 118 
 
effort, and scholarly altruism influence individual scientist’s data sharing behavior. At 
discipline level, this research examines whether regulative pressures by funding agencies 
and journal publishers and normative pressure in each discipline influence scientist’s data 
sharing behavior. Lastly, this research also examines whether institutional resources 
including metadata standards and data repositories influence scientist’s data sharing 
behavior.   
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6. Methodology 
This chapter describes the procedure of survey method employed in this research as a 
main research method. The following sections contain the details of survey method, 
including research design; population and sampling; instrument development; and 
relevant reliability and validity issues. This research has created its own survey 
instrument through a series of steps. The instrument development section presents a 
procedure that includes item creation, scale development, and instrument testing. At the 
end of this chapter, I provide a data collection procedure and data analysis plan for the 
field survey conducted in diverse science and engineering disciplines.  
6.1. Population and Sampling 
6.1.1. Target Population 
The target population of this research includes faculty members and post-doctoral 
researchers in U.S. academic institutions who belong to STEM (Science, Technology, 
Engineering, and Mathematics) disciplines. They are expected to have their own data 
collected and to have ownership of those data. The sampling frame of this research can be 
identified from the scholar list in the Community of Science’s (CoS) Scholar Database 
(http://pivot.cos.com), which provides a researcher profile directory in the world mainly 
from universities and colleges. The CoS scholar database provides the means to directly 
access the population of this research. Based on the list of scholars who are registered in 
U.S. academic institutions, scientists are randomly selected from STEM disciplines 
categorized in the CoS database. 
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The CoS database currently has the profile directory of over 3 million (3,188,174 as of 
9/16/2012) scholars around the world in 15 major academic disciplines. The 15 major 
discipline categories include agriculture, allied health, applied science, architecture, arts, 
business, education, engineering, environmental science, humanities, law, mass 
communication, medicine, natural science, and social science. Scientists’ profiles are 
created based on publicly available information, mainly from university websites and also 
user input. The original purpose of the CoS database is to help researchers find any 
potential collaborator across multiple disciplines based on topics of interest. The CoS 
database provides each scholar’s profile information, including affiliation, expertise, 
publication and grant summary, communities, keywords, degrees, personal website, and 
contact information (address and email). 
In the United States, there are 1,663,156 registered scholars in 15 major disciplines 
categorized by the CoS scholar database (as of 9/16/2012). By using query, I identified a 
total of 533,674 scholars in STEM disciplines (categorized by NSF discipline codes), 
including Engineering (67,146), Physical Sciences (52,996), Earth, Atmospheric, and 
Ocean Sciences (17,778), Computer Science (30,680), Agricultural Sciences (16,568), 
Biological Sciences (113,120), Psychology (25,677), Social Sciences (52,107), and 
Health Sciences (157,602). Each population of nine main STEM disciplines and 56 sub-
disciplines can be found in the Appendix 8.2. The list of scholars in each discipline 
includes faculty members, post-doctoral researchers, and sometimes graduate student 
researchers. The sampling frame used in this research is close to the desired research 
target population. Based on the sampling frame, I can select the sample in each discipline 
by using random sampling method.  
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6.1.2. Sampling Plan 
Sample Size 
This research employs a multilevel analysis for its statistical analysis technique. In 
multilevel analysis, the sample size depends on the number of participants in one group 
and the number of groups. There is no concrete agreement about adequate sample size 
(i.e. number of groups and number of members in each group) for multilevel analyses 
(Raudenbush et al. 2002). Prior studies recommended a minimum of 30 to 50 groups with 
20 to 30 members in each group as necessary for multilevel analysis (Bickel 2007; Heck 
et al. 1999; Hox 2002; Maas et al. 2005). In terms of the Level-1 sample size, scholars 
have suggested that a minimum of 20 observations in each group is required to have 
stable measurements for aggregated group-level variables (Hox 2002; Scherbaum et al. 
2009). For the Level-2 sample size, scholars have recommended at least 10 groups 
necessary for each group-level predictor (Goldstein 2011; Raudenbush et al. 2002). In 
addition, scholars have argued that it is more important to increase the number of groups 
included for multilevel analysis, as opposed to the number of members in each group 
(Zhang et al. 2009). 
This research planned to collect a sample size of at least 50 disciplines, with a minimum 
of 20 scientists per discipline according to the sample size recommendations of prior 
studies (Goldstein 2011; Hox 2002; Raudenbush et al. 2002; Scherbaum et al. 2009). 
Since this research has five Level-2 predictors (i.e. regulative pressures by funding 
agencies and journals, normative pressure, availabilities of metadata and data 
repositories), it is necessary to have at least 50 disciplines to detect Level-2 effects 
(Goldstein 2011; Raudenbush et al. 2002). Also, since this research measures group-level 
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variables based on individual data in each group, at least 20 scientists (observations) are 
needed in each discipline (Hox 2002; Scherbaum et al. 2009). Therefore, the sample size 
required for this research should be equal to or greater than 1,000 scientists who belong 
to at least 50 disciplines, with a minimum of 20 scientists comprising each discipline. 
This sample size can allow conducting a valid multilevel statistical analysis. 
Sampling Strategy 
The sampling frame which I use for this research represents the target population, so the 
results of the sample can be generalized to the population. The survey participants were 
sampled based on a probability random sampling method. From the CoS scholar database, 
the potential participants were randomly selected from a panel of individual scientists 
who work in U.S. academic institutions, have occupational titles of faculty, researcher, 
and post-docs, and have Ph.D. degrees. Especially, potential participants are expected to 
have at least one publication based on research data generated in the last two years. 
A pilot survey was conducted to understand the reliability and feasibility of the CoS 
scholar database for the sampling frame of this research. From the pilot survey 
distribution with 400 randomly selected potential participants, it was found that about 
20.50 % (82 people) of the randomly-selected scientists in ecology were not usable 
because they do not have email addresses (11, 2.75%), or the email addresses provided 
are not valid (71, 17.75%). A total of 318 people (79.50%) were identified as potential 
survey participants and were asked to take the pilot survey. Among 318 potential 
participants, 34 people (10.69%) participated in the online survey (without any 
reminders), and 26 people out of 34 actual participants were found to be ecologists. In 
 123 
 
addition, it was found that some graduate students and staff members have incorrect titles, 
and are inappropriately registered as scientists. 
Based on the pilot survey result above, the field survey needs to be distributed to about 
300 potential participants in at least 50 disciplines to effectively secure a minimum of 20 
valid scientists in each discipline. The pilot survey also shows that about one-fifth of the 
registered scientists in the CoS database were not reachable due to invalid email 
addresses. Therefore, for the final survey distribution, 400 people in each discipline 
should be randomly selected from the CoS scholar database in order to expect to have 
300 potential participants in each discipline with valid email addresses.  
Since there are a total of 533,674 registered scholars in nine main STEM disciplines and 
56 sub-disciplines in the CoS scholar database (the disciplines of mathematics and 
statistics were excluded since their research focuses on theoretical works and usually 
does not generate any data), 400 people were randomly selected from 56 STEM sub-
disciplines (except psychology). Since psychology has three sub-disciplines (clinical, 
non-clinical, and combined) according to NSF discipline codes, 1,200 people were 
randomly selected from the psychology discipline as categorized in the CoS scholar 
database. This resulted in 23,200 people randomly selected from 56 STEM disciplines. 
The detailed process of survey distribution was provided in the Section 5.5 Data 
Collection Procedure of this chapter.  
6.2. Instrument Development 
In this section, the process of survey instrument development is described. The 
development and validation of the survey instrument follows the prescribed set of steps 
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proposed by Moore and Benbasat (1991). They laid out three stages of instrument 
development, including item creation, scale development, and instrument testing. The 
scale development procedure is shown in Figure 6.1. Scale development is necessary in 
this research because prior studies did not test their measurement items in scientists’ data 
sharing context. In addition, this research developed new measurement items for some of 
the constructs through the scale development procedure.  
 
Figure 6.1 Scale Development Procedure 
6.2.1. Stage 1: Item Creation 
At the item creation stage, the initial measurement items were created based on prior 
literature and preliminary interviews. As the first step of item creation, each construct 
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was defined according to the theoretical framework. Then, an extensive literature review 
was conducted to identify and evaluate the existing measurement items for each construct. 
In addition, new measurement items were generated based on the content analysis of 
preliminary interviews in order to fill out the gaps between existing measurement items 
and the constructs studied in this research. The definition of each construct was provided 
in the Table 6.1 below, and the literature review was presented in Chapter 2. 
 
Construct Definition Source 
Perceived Career 
Benefit 
The degree to which a scientist believes that sharing 
data could provide rewards such as recognition and 
reputation through acknowledgements, citations, 
and sometimes authorships 
(Bock et al. 
2005) 
Perceived Career 
Risk 
A scientist’s belief about the potential uncertain 
negative outcomes from data sharing, which affect 
their career undesirably 
(Featherman 
et al. 2003) 
Perceived Effort 
The degree to which a scientist believes that sharing 
data would require work (energy) and time 
(Davis et al. 
1989) 
Scholarly Altruism 
The degree to which a person is willing to work to 
increase others’ welfare without expecting any 
returns 
(Hsu et al. 
2008) 
Regulative 
Pressure by 
Funding Agency 
Coercive aspects of funding agencies which regulate 
and constrain scientists’ data sharing behaviors 
(Scott 2001) 
Regulative 
Pressure by 
Journals 
Coercive aspects of journals, which regulate and 
constrain scientists’ data sharing behaviors 
(Scott 2001) 
Normative 
Pressure 
The legitimizing means that stem from collective 
expectations in a scientific discipline 
(Scott 2001) 
Metadata 
A set of data that provides information about one or 
more aspects of the original research data 
(Venkatesh 
et al. 2003) 
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Data Repository 
A digital archive where scientists can deposit their 
data of published articles and download other 
researchers’ data  
(Venkatesh 
et al. 2003) 
Data Sharing 
Behavior 
The extent to which scientists provide their research 
data and information related to their published 
articles with other scientists by depositing them into 
data repositories and providing them upon request 
(Ajzen 
1991) 
Table 6.1 Definitions of Each Construct in the Research Model 
The pertinent measurement items in prior literature were reviewed for coverage, 
reliability, and validity. Most of the measurement items were adapted for this research 
with minor modifications. In the selection of initial items, if similar items appeared in 
different sources, only well-tested items were adopted for the pre-test of the initial items 
(Moore et al. 1991). However, any slightly redundant items were included for subject 
matter experts to review and pretest in the scale development stage (DeVellis 2003). The 
complementary use of the measurement items from multiple sources would increase both 
breadth and validity of the instrument (DeVellis 2003). At this item creation stage, three 
to four times more items than the final survey items were developed, then those items 
were reviewed by the subject matter experts and pretested by a small sample of target 
population at the scale development stage. 
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Research Constructs 
From 
Literature 
Newly 
Created 
Total 
Items 
Discipline 
Level 
Predictors 
Regulative Pressure by Funding 
Agencies 
9 2 11 
Regulative Pressure by Journal 
Publishers 
9 2 11 
Normative Pressure by Disciplines 10 2 12 
Metadata 9 2 11 
Data Repository 9 2 11 
Individual 
Level 
Predictors 
Perceived Career Benefit 10 3 13 
Perceived Career Risk 11 2 13 
Perceived Effort 9 4 13 
Scholarly Altruism 12 7 19 
DV Data Sharing Behavior 5 6 11 
Total  93 32 125 
Table 6.2 Numbers of Initial Items Adapted from Literature and Newly Created 
A total of 125 initial measurement items for 10 constructs were identified from prior 
literature (93 items) and newly developed based on the content analysis of the 
preliminary interviews (32 items). While most of the measurement items were adapted 
from prior studies on institutional theory (Kostova et al. 2002; Son et al. 2007; Teo et al. 
2003) and knowledge sharing (Baytiyeh et al. 2010; Bock et al. 2005; Kankanhalli et al. 
2005; McLure Wasko et al. 2000), and technology adoption (Davis 1989; Davis et al. 
1989; Taylor et al. 1995; Thompson et al. 1991; Venkatesh et al. 2003), new 
measurement items were developed in areas of limited numbers of measurement items. In 
particular, some of the scholarly altruism items were newly created for this study, based 
on the theoretical literature and the preliminary study (Batson 1991; Fehr et al. 2003; 
Fehr et al. 2006). The content analysis of the preliminary interviews not only 
compensated, but also validated the measurement items from the prior literature. The 
 128 
 
numbers of initial items adapted from literature and newly created for research constructs 
are shown in Table 6.2. 
6.2.2. Stage 2: Scale Development 
Subject Matter Expert Review 
At the scale development stage, a panel of judges (who are the Subject Matter Experts 
(SMEs) from diverse scientific disciplines) reviewed and purified the initial measurement 
items generated at the item creation stage. The objectives of this scale development stage 
include (1) the evaluation of the construct validity of the items developed initially; and (2) 
refinement of the ambiguous items after the initial item creation (Moore et al. 1991). In 
addition, the survey instrument needs to be understood by scientists in diverse disciplines, 
so it was assured that the SMEs from different disciplines understood the survey 
questionnaires by producing more generalized statements. 
The panel of judges was comprised of six faculty members and two post-doctoral 
researchers in the disciplines of biology, ecology (post-doc), chemistry (two professors), 
computer science (post-doc), environmental engineering, industrial engineering, and 
electrical engineering. They were provided with the definitions of constructs and asked to 
examine how well the initial items represented each construct. They evaluated the initial 
measurement items based on the definitions of the constructs, and provided feedback 
regarding the appropriateness of the items, sentence structure, and phrasing according to 
their research contexts. In particular, the review by the panel of SMEs was utilized to 
improve the clarity, readability, understandability, and appropriateness of the 
measurement items. 
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According to the feedback and comments of the panel of judges, I removed and modified 
some of the items which were redundant, did not cover the meaning of each construct, 
and mislead survey participants with differing interpretations. However, some of the 
redundant and similar items were included for the later pretest in order to check their 
reliability and validity with other items in each construct. Also, the feedback from the 
panel of judges resulted in modifying the number of scale points and the survey 
instruction and layout. After this purification and refinement process, the total number of 
initial items, 125, was substantially reduced, to 77. The number of items initially created 
and the number of items remaining for each construct are shown in Table 6.3. A full list 
of the purified and refined items can be found in the Appendix 8.3. 
Research Constructs 
Number of 
Initial Items  
Number of 
Pretest Items 
Discipline 
Level 
Predictors 
Regulative Pressure by Funding 
Agencies 
11 8 
Regulative Pressure by Journal 
Publishers 
11 8 
Normative Pressure by Disciplines 12 8 
Metadata 11 7 
Data Repository 11 7 
Individual 
Level 
Predictors 
Perceived Career Benefit 13 10 
Perceived Career Risk 13 8 
Perceived Effort 13 8 
Scholarly Altruism 19 8 
DV Data Sharing Behavior 11 5 
Total  125 77 
Table 6.3 Numbers of items for each construct before and after SME review 
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Pre-Test of Items and Instrument 
A pretest of the purified items from the SME review was conducted to revise and refine 
the measurement items by using reliability analysis and feedback from individual 
scientists representing the target population. A pretest is desirable in a survey study since 
the survey participants only can answer the survey questions and items provided in a 
survey questionnaire (Dillman 2007). The pretest also helped to reduce the number of 
survey items to be included in the field survey. Any items which had measurement errors 
or did not share the core value with other items in each construct were removed at this 
stage.  
Main-Discipline Sub-Discipline 
Number of 
Respondents 
Percentage of 
Respondents 
Engineering 
Aerospace Engineering 1 3.45% 
Biomedical Engineering 3 10.34% 
Civil Engineering 1 3.45% 
Electrical Engineering 1 3.45% 
Physical Sciences 
Chemistry 1 3.45% 
Physics 1 3.45% 
Earth Sciences Geosciences 3 10.34% 
Mathematical 
Sciences 
Mathematics 1 3.45% 
Computer Science Computer Science 2 6.90% 
Agricultural Sciences Forestry 1 3.45% 
Biological Sciences 
Biology 1 3.45% 
Cell and Molecular 
Biology 
2 6.90% 
Ecology 3 10.34% 
Genetics 1 3.45% 
Pathology 1 3.45% 
Psychology Clinical Psychology 2 6.90% 
 
Psychology, Except 
Clinical 
4 13.79% 
Total 
 
29 100.00% 
Table 6.4 Research Disciplines of Pre-Test Participants 
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The pretest was performed with scientists including faculty members and post-doctoral 
researchers in STEM disciplines at a research institution in the eastern U.S. The pretest 
instrument was sent to 268 potential participants by email on October 23, 2012. The 
email message for this pretest included information about the purposes of this research, 
the pretest survey, and the online survey link. Only one reminder was sent after one week 
(on October 30, 2012). A total of 29 scientists participated in the pretest survey either 
partially or fully. The response rate of this pretest was low (10.82%) because of the 
potential that participants might learn that the survey instrument was not an actual survey 
and so might decide not to participate in the pretest (Dillman 2007). The discipline 
information of pretest participants is shown in Table 6.4, and Table 6.5 below shows the 
demographics of pretest participants. 
Profile Category 
Number of 
Respondents 
Percentage of 
Respondents 
Gender Female 11 37.93% 
 Male 18 62.07% 
Age 25-34 4 13.79% 
 35-44 13 44.83% 
 45-54 0 0.00% 
 55-64 7 24.14% 
 65+ 5 17.24% 
Education PhD/Doctoral Degree 29 100% 
Position Assistant Professor 10 34.48% 
 Associate Professor 8 27.59% 
 Full Professor 7 24.14% 
 Professor Emeritus 1 3.45% 
 Lecturer/Instructor 1 3.45% 
 Post-Doctoral Fellow 1 3.45% 
 Researcher 1 3.45% 
Total  29 100% 
Table 6.5 Demographics of Pretest Participants 
 132 
 
At the pretest stage, 10 constructs containing 77 items were pretested for reliability of 
measurement. The reliability of the refined items from the SME review was assessed 
using the item-to-total correlation coefficient and Cronbach’s alpha. Item-to-total 
correlation refers to the relationship of the selected item with the sum of the other items. 
The items whose item-to-total correlation is less than .6 were dropped or reworded 
(Nunnally  et al. 1994) since those items provide low explanation power and attenuate the 
overall reliability of the items for each construct (Nunnally  et al. 1994). Also, any items 
whose Cronbach’s alpha if the item was deleted is larger than overall Cronbach’s alpha 
was removed. Cronbach’s alpha is commonly used to measure reliability. The value of 
Cronbach’s alpha greater than .7 can be considered as a good measure (Nunnally  et al. 
1994). In this stage, some similar items from different prior studies were carefully 
examined, so any redundant and similar items were removed or reworded. Through this 
pretest process, only three to four items were selected for each construct in order to 
minimize the response time in the final instrument. Cronbach’s alpha for original items 
and Cronbach’s alpha for selected items for each construct are shown in Table 6.6.  
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Variable 
Number 
of 
Original 
Items 
Cronbach’s 
α for 
Original 
Items 
Number 
of 
Selected 
Items 
Cronbach’s 
α for 
Selected 
Items 
Regulative Pressure by Funding Agency 8 .874 4 .809 
Regulative Pressure by Journals  8 .908 4 .885 
Normative Pressure by Disciplines 8 .926 4 .866 
Metadata 7 .842 3 .820 
Data Repository 7 .809 3 .851 
Perceived Career Benefit 10 .913 4 .859 
Perceived Career Risk 8 .896 4 .843 
Perceived Effort 8 .905 4 .887 
Scholarly Altruism 8 .856 6 .831 
Data Sharing Behavior 5 N/A 5 N/A 
Total 77  41  
Table 6.6 Reliability of Each Independent Variable (Pretest: n=29) 
After the pretest for reliability, 36 items were removed, and only 41 items were retained 
for the pilot testing and final field distribution. The detailed procedure and explanation of 
refining items for each construct in the pretest stage was presented in the Appendix 8.4. 
The list of items which were deleted in this stage can be found in the same Appendix.  
Revisions of Item and Instrument 
From the pretest, any potential problems were identified in the survey instrument. The 
respondents provided their feedback regarding the instruction, format of the survey, 
measurement scale, and wording of the items. There were some significant changes made 
at this stage. They included: (1) Any redundant measurement items were removed, 
leaving only key measurement items in each scale; (2) Questions were grouped into five 
parts including introduction, institutional pressure, individual perceptions, their data 
sharing behaviors, and the demographic information; (3) Several questions were included 
to identify scholars who generate actual research data, such as “Do you produce actual 
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research data?,” aimed at identifying the scientists who generate scientific research data; 
(4) The items measuring data sharing behaviors were updated logically to address diverse 
types of data sharing behaviors. Also, (5) a seven-point Likert scale was selected for all 
measurement items for consistency purposes. The measurement scales range from 
“Strongly Disagree” to “Strongly Agree” for scientists’ perceptions and disciplinary 
factors regarding their data sharing; or “Never” to “Always” for their data sharing 
behaviors. Lastly (6), the overall clarity and comprehensibility were improved by 
feedback from pretest survey participants (See the Appendix 8.5 for details). 
6.2.3. Stage 3: Instrument Testing 
Pilot-Test 
At the instrument testing stage, a pilot test of the survey instrument from the prior scale 
development stage was conducted with a representative sample out of the target 
population. The main objective of this pilot test was to ensure that “the various scales 
demonstrate the appropriate levels of reliability” (Moore et al. 1991). Since the survey 
instrument in this research uses multiple measurement items, reliability of the 
measurement items for each construct is critical. For reliability assessment, this research 
employs Cronbach’s alpha and item-to-total correlations. 
Out of 4,006 scientists listed in the discipline of ecology in the CoS scholar database, 400 
scientists were randomly selected for this pilot test. The pilot test instrument was 
distributed by email on November 12, 2012, and no reminder was sent. The email 
message included introduction to and purpose of the survey, and the link to the pilot 
survey. Another purpose of the pilot test was to assess whether contact information listed 
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in the CoS scholar directory is reliable, and how many scientists chosen from the CoS 
directory would respond to this survey. There were 82 people (20.50%) who could not be 
reached because they lacked email addresses (11, 2.75%); or the emails listed were 
returned due to invalid addresses (71, 17.75%). A few people responded regarding their 
ineligibility to be considered in this pilot survey, either because they are retired and do 
not produce any research data, or because they are not scientists. Therefore, 82 out of 400 
were removed from the pilot sample, and 318 out of 400 email messages were delivered 
to the potential participants. A total of 36 submissions were recorded on the survey 
website, and out of the 36 submissions, there were 34 valid responses used for the data 
analysis of the pilot test. The profiles of the pilot test sample are shown in Table 6.7. 
Profile Category 
Number of 
Respondents 
Percentage of 
Respondents 
Discipline Ecology 26 76.47% 
 Forestry 3 8.82% 
 Plant Sciences 2 5.88% 
 Biophysics 1 2.94% 
 Microbiology 1 2.94% 
 Biology 1 2.94% 
Gender Male 21 61.76% 
 Female 11 32.35% 
 Missing 2 5.88% 
Age 25-34 7 20.59% 
 35-44 5 14.71% 
 45-54 9 26.47% 
 55-64 11 32.35% 
 65+ 2 5.88% 
Education Bachelor’s Degree 3 8.82% 
 Master’s Degree 2 5.88% 
 PhD/Doctoral Degree 29 85.29% 
Position Graduate Student 5 14.71% 
 Post-Doctoral Fellow 1 2.94% 
 Researcher 6 17.65% 
 Assistant Professor 5 14.71% 
 Associate Professor 5 14.71% 
 Full Professor 8 23.53% 
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 Professor Emeritus 3 8.82% 
 Other 1 2.94% 
Total  34 100% 
Table 6.7 Demographics of Pilot-Test Participants 
Pilot-Test Analysis 
The psychometric properties of the scales in this pilot instrument were evaluated by using 
reliability measures. For the reliability measure, the pilot study employed Cronbach’s 
alpha and item-to-total correlations. Cronbach’s alpha ranged between .806 (Regulative 
Pressure by Funding Agencies) and .970 (Scholarly Altruism). The item-to-total 
correlations of the measurement items ranged between .525 to .956, which are above .50 
(Doll et al. 1988; Netemeyer et al. 1996). The reliability values including Cronbach’s 
alpha and item-to-total correlation based on the pilot test are shown in Table 6.8.  
Variable 
Number 
of 
Items 
Cronbach’s 
alpha 
Item-to-
Total 
Correlation 
Number 
of Cases 
Used 
Regulative Pressure by Funding 
Agencies 
4 
.806 .525 - .794 
30 
Regulative Pressure by Journals 4 .946 .805 - .918 30 
Normative Pressure by Disciplines 4 .834 .546 - .772 33 
Metadata 3 .928 .756 - .907 30 
Data Repository 3 .933 .838 - .885 32 
Perceived Career Benefit 4 .892 .560 - .863 33 
Perceived Career Risk 4 .894 .772 - .826 34 
Perceived Effort 4 .906 .726 - .808 34 
Scholarly Altruism 6 .970 .817 - .956 31 
Table 6.8 Reliability Values for Pilot Test (n=34) 
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Recommended Changes to the Survey Instrument 
The reliability values on Table 6.8 above show that all the constructs are satisfactory in 
terms of their construct reliability. A few minor changes were made after this pilot testing 
stage because any significant changes would influence the reliability and validity of the 
items for the final study. The online survey system recorded the time spent to complete 
this survey, and it was found that 7-10 minutes was taken to complete the pilot survey. 
Although this study planned to avoid student scientists, retired scientists, and any 
scientists who work outside academic institutions; it was found that the CoS scholar 
database included student and retired scientists and non-academic scientists registered as 
scientists with incorrect titles. Therefore, additional demographic survey questions about 
scientists’ job titles, educational background, and work sector were included in the final 
survey in order to identify valid participants for this research. This survey instrument was 
distributed to the rest of the scientists in diverse scientific disciplines in the final survey 
distribution. 
6.2.4. Measurement of Constructs 
The theoretical framework was translated into measurements of constructs. The 
measurement scales were refined and validated through the prior instrument development 
procedure. Most of the survey items were adapted from previous studies, and they were 
modified for the context of scientists’ data sharing through the scale development 
procedure. Some of the survey items were newly created and validated with the existing 
measurement items. In regards to the measurement of scientist’s data sharing behavior, 
new items were developed to capture diverse forms of data sharing behaviors by 
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considering the number of times they share their data with others. In this study, a 
minimum of three items for each construct were used to measure each construct, which is 
more reliable than using a single or two-item measurement (Fabrigar et al. 1999; Rakov 
et al. 2000). All the variables were measured using Likert scales (1 – 7), ranging from 
“Strongly Disagree” to “Strongly Agree” for scientists’ perceptions and disciplinary 
factors regarding their data sharing; or “Never” to “Always” for their data sharing 
behaviors. Respondents were asked to mark the response which best describes their level 
of agreement in the statements.  
Since this research employs a multilevel model, institutional level constructs need to be 
measured properly in order to conduct a multilevel analysis. Regulative pressures, 
normative pressure, and institutional resources in a discipline can be considered as 
“shared (institutional) properties” because they are usually originated from experience, 
perceptions, and values (Klein et al. 2000). These shared (institutional) property 
constructs were measured by individual scientists’ subjective rating for the items of those 
constructs. Through these subjective measurements, this research can examine the extent 
to which those shared property constructs are shared by individual scientists in a same 
discipline (Klein et al. 2000). The measurement items for each construct and its sources 
are indicated in Table 6.9. 
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Construct Items Sources 
Regulative 
Pressure by 
Funding 
Agencies 
 Data sharing is mandated by the policy of public funding 
agencies.  
 Data sharing policy of public funding agencies is 
enforced. 
 Public funding agencies require researchers to share data. 
 Public funding agencies can penalize researchers if they do 
not share data. 
(Kostova et al. 
2002) 
(Teo et al. 2003) 
Regulative 
Pressure by 
Journals 
 Data sharing is mandated by journals’ policy. 
 Data sharing policy of journals is enforced. 
 Journals require researchers to share data. 
 Journals can penalize researchers if they do not share 
data. 
(Kostova et al. 
2002) 
(Teo et al. 2003) 
Normative 
Pressure 
 It is expected that researchers would share data. 
 Researchers care a great deal about data sharing. 
 Researchers share data even if not required by policies. 
 Many researchers are currently participating in data 
sharing. 
(Kostova et al. 
2002) 
(Son et al. 2007) 
Metadata 
 Researchers can easily access metadata. 
 Metadata are available for researchers to share data. 
 Researchers have the metadata necessary to share data. 
(Thompson et al. 
1991) 
(Taylor et al. 
1995) 
(Venkatesh et al. 
2003) 
Data 
Repository 
 Researchers can easily access data repositories. 
 Data repositories are available for researchers to share 
data. 
 Researchers have the data repositories necessary to share 
data. 
Perceived 
Career 
Benefit 
 I can earn academic credit such as more citations by 
sharing data. 
 Data sharing would enhance my academic recognition. 
 Data sharing would improve my status in a research 
community. 
 Data sharing would be helpful in my academic career. 
(McLure Wasko 
et al. 2000) 
(Bock et al. 2005) 
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Perceived 
Career Risk 
 There is a high probability of losing publication 
opportunities if I share data. 
 Data sharing may cause my research ideas to be stolen by 
other researchers. 
 My shared data may be misused or misinterpreted by 
other researchers. 
 I believe that the overall riskiness of data sharing is high. 
(Featherman et al. 
2003) 
(Pavlou 2003) 
Perceived 
Effort 
 Sharing data involves too much time for me (e.g. to 
organize/annotate). 
 I need to make a significant effort to share data. 
 I would find data sharing difficult to do. 
 Overall, data sharing requires a significant amount of 
time and effort. 
(Davis 1989) 
(Davis et al. 
1989) 
(Thompson et al. 
1991) 
Scholarly 
Altruism 
 I am willing to help other researchers by sharing data. 
 I would share data so that other researchers can conduct 
their research more easily. 
 I would share data so that other researchers can utilize it 
for their research. 
 I would share data to support open scientific research. 
 I would share data to contribute to better scientific 
research. 
 I would share data to help improve the quality of 
scientific research. 
(Kankanhalli et 
al. 2005) 
(Baytiyeh et al. 
2010) 
Newly Developed 
Data Sharing 
Behavior 
 How frequently have you deposited your data into 
disciplinary data repositories for every article? 
 How frequently have you deposited your data into 
institutional data repositories for every article? 
 How frequently have you uploaded your data into public 
Web spaces for every article? 
 How frequently have you provided access to your data by 
publishing supplement materials for every article? 
 How frequently have you responded to the data sharing 
request(s) by providing data via personal communication 
methods (e.g. email)? 
Newly Developed 
Table 6.9 Measurement Items for Research Constructs 
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6.3. Reliability and Validity 
Reliability 
This research considers the issues of reliability and validity (including content and 
construct validities). Since this research employs a survey as a main research method, 
issues of measurement reliability and validity are all important. Reliability includes both 
test-retest reliability and internal consistency of the items. Reliability is a precondition for 
securing measurement validity (Schutt 2006). Test-retest reliability refers to the extent to 
which a measure procedure yields consistent outcomes at different timeframes (Schutt 
2006), and the internal consistency (which is also called inter-item reliability), refers to 
the extent to which multiple measures are consistent towards the same concept. This 
research ensures reliability in terms of test-retest issue and internal consistency by using 
well-developed items and performing instrument development procedures (i.e. item 
creation, scale development, instrument testing). Also, reliability assessment for each 
construct was conducted by checking internal consistency of variables. In terms of 
statistical methods, this research uses the Cronbach’s alpha as the internal consistency 
(inter-item reliability) measure indicator (Schutt 2006).  
Content Validity 
Content validity refers to the extent to which the items cover the full range of the concept 
(Schutt 2006). Content validity can be ensured by reasonable instrument construction and 
representative items (Ragin 1994). Content validity was ensured by adapting the majority 
of the survey items from previous studies through in-depth literature review. In addition, 
content validity was warranted by presenting the survey items to a panel of judges who 
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are the Subject Matter Experts (SMEs) from diverse scientific disciplines. At the scale 
development stage, eight SMEs were provided with the refined version of measurement 
items of 10 constructs, and they were asked to examine the survey items in terms of 
appropriateness and completeness of the measurements for each construct (Schutt 2006). 
Some of the items were modified to accommodate the recommendations and suggestions 
by the SMEs.  
Construct Validity 
Construct validity refers to the extent to which a set of items in a survey correctly 
operationalize the concept needing to be studied based on a theory (Schutt 2006). There 
are two approaches to construct validation: convergent validity and discriminant validity. 
Convergent validity refers to the extent to which one measure of a concept is similar to 
other measures of the same concept (Schutt 2006). Discriminant validity refers to the 
extent to which a measure of a concept is different from other measures of other concepts 
(Schutt 2006). In order to ensure construct validity, this research employs multiple items 
to measure each construct, and the survey items are adapted from the supportive literature. 
Construct validity was also warranted by the eight SMEs who reviewed the survey items 
in terms of convergent and discriminant validities. In terms of statistical method, the 
construct validity is evaluated by conducting factor analysis, to show whether common 
factors appear in multiple underlying items.  
6.4. Data Collection Procedure 
This section presents the data collection procedure of the survey study. Since this 
research involves human subjects, Institutional Review Board (IRB) approval was 
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granted prior to data collection (i.e. interviews, survey). This research was approved by 
the IRB at Syracuse University, and the IRB documents are attached in the Appendix 
8.14. The IRB allowed me to conduct preliminary interviews and pretest surveys with 
scientists (mostly faculty members) at Syracuse University, State University of New 
York – College of Environmental Science and Forestry, and Cornell University 
(additional approval was made from the IRB at Cornell University to recruit only the 
preliminary interview participants). The IRB at Syracuse University also allowed me to 
perform the national survey with the sampling frame based on the list of scientists from 
the CoS scholar database. A formal request was made to receive permission from the CoS 
Pivot (PROQUEST) in conducting a random sampling from its scholar database, and CoS 
Pivot allowed me to perform the random sampling using their scholar database for only 
the purpose of this research. 
A PHP Web program was developed to randomly select the sample from the CoS scholar 
database. The Amazon Web Services was used to set up the PHP program to 
communicate with the CoS scholar database. By retrieving the scholar list from the 
database, each scholar’s name, email address, discipline, affiliated institution and 
department, and position were recorded into the sample database in the Amazon Web 
server. Exactly 400 people were randomly selected from each of 56 STEM disciplines 
(except psychology – where 1,200 people were randomly selected from that discipline) 
based on the criteria of those professionals working in U.S. (academic) institutions and 
having Ph.D. degrees. The occupational title criterion was left open since some of the 
scientists’ job titles were either missing or incorrect. The randomly retrieved scholar list 
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was saved in the Web database at Amazon Web Services first, then it was downloaded as 
a DBF file to be used for field survey distribution. 
A total of 23,200 people in 56 STEM disciplines were retrieved from the random 
sampling procedure above. By examining the retrieved scholar list, 1,369 people (5.90%) 
were found not to have any email addresses, and 42 people (0.18%) were removed 
because their email addresses were redundant. The initial email message introducing this 
research, the researcher, and the eligibility of this study was sent to those remaining 
21,789 people on November 15, 2012. The initial email message is included in the 
Appendix 8.6. After the initial email was distributed, 5,036 email messages (21.71%) 
were returned and not delivered due to incorrect and invalid email addresses. Therefore, 
1,411 ineligible people (due to no email address or redundant email addresses) and 5,036 
invalid email addresses were removed from the distribution of the field survey instrument, 
and 16,753 out of 23,200 people from the random sampling were identified as potential 
survey participants. The result of random sampling and initial message distribution is 
summarized in Table 6.10.  
Category Frequency Percentage 
Number of Random Sample 23,200 100.00% 
Excluded 
Sample 
Email Missing 1,369 5.90% 
Redundant Email 42 0.18% 
Returned Email  5,036 21.71% 
Number of Adjusted Sample 16,753 72.21% 
Table 6.10 Result of Random Sampling and Initial Message Distribution  
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This led to 16,753 potential survey participants of 56 disciplines who would receive the 
following messages with the survey link. The survey questionnaire was created and 
distributed to individual scientists by using SurveyGizmo (http://www.surveygizmo.com). 
The student version of SurveyGizmo service allows setting up online surveys and 
collecting unlimited responses. The online survey questionnaire consists of research 
introduction and purpose, specific questions to measure the constructs, and respondents’ 
demographic information. This online survey presents an online consent form at the 
beginning of the survey, so the participants can proceed to this survey by agreeing to the 
survey requirements by IRB. Once a participant has submitted the survey, the survey data 
were recorded in the online survey (SurveyGizmo) server and used for the future data 
analyses. Two incentives were offered for survey participants who submitted their 
responses and provided their email addresses: (1) a raffle to win one of ten $50 gift cards 
and (2) the final report of this survey. 
6.5. Data Analysis Plan 
This research employs a combination of several statistical analyses techniques for the 
survey data collected. Surveys usually produce a quantified description for a defined 
variable, and many times they can show the relationship between variables based on 
statistical data analysis (Schutt 2006). Statistical data analysis methods help to make 
survey results generalizable into a large population, but statistical analysis methods do 
not provide such detailed explanations (Punch 2005). The survey data in this research 
have multiple measures for each construct, and also include some demographic and 
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discipline information of the participants. The survey data are analyzed for descriptive 
statistics, reliability and validity analysis, and multilevel analysis.  
This research uses Cronbach’s alpha and factor analysis for the scale assessment. Since 
survey is the main research method, it is important to assess the reliability and validity of 
the measurement items. Cronbach’s alpha is used to evaluate the reliability of the items 
for each construct. The construct validity was evaluated by using principal component 
factor analysis, which assesses the extent to which indicators specified for each measure 
refer to the same conceptual construct. Both convergent validity and discriminant validity 
can be assessed using principal component factor analysis approach. In addition, the one-
way Analysis of Variance (ANOVA) test was conducted to examine nonresponse bias by 
comparing early and late respondents.  
A multilevel regression analysis (also called Hierarchical Linear Modeling) is utilized as 
a main data analysis method to test the research hypotheses and answer the research 
questions. The hierarchical data collected from survey allows a multilevel analysis with 
scientists nested within their disciplines. The multilevel analysis allows investigating the 
nested nature of “scientists with disciplines” by simultaneously examining both 
discipline- and individual-level influences on scientists’ data sharing behaviors. Before 
the multilevel analysis, the Intraclass Correlation Coefficients (ICCs) and rwg statistics are 
used to assess whether the disciplinary-level variables are properly aggregated to the 
group level of analysis. 
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6.6. Summary 
This chapter covers the procedure of survey method employed in this research as a main 
research method. The theoretical framework is translated into the measurements of 
constructs. The survey method can help to examine the constructs and hypothesized 
relationships of the scientists’ data sharing model. By conducting the survey in diverse 
science and engineering disciplines, this research can validate the scientists’ data sharing 
model and answer the research questions. The survey method can produce more 
generalized results about scientists’ data sharing behaviors across different disciplines. 
This research has created its own survey instrument through a series of steps including 
item creation, scale development, and instrument testing. At the item creation stage, the 
initial measurement items were created based on the prior literature and the preliminary 
interviews. At the scale development stage, a panel of judges reviewed and purified the 
initial measurement items, and the refined items were pre-tested by potential survey 
participants. At the instrument testing stage, a pilot test of the survey instrument from the 
prior scale development stage was conducted with a representative sample out of the 
target population. 
The target population of this research includes faculty members and post-doctoral 
researchers in the U.S. academic institutions who belong to STEM disciplines. The 
sampling frame of this research is identified from the scholar list in the CoS scholar 
database. A total of 16,753 people of 56 disciplines were randomly selected and 
identified as potential survey participants. In order to analyze the survey data collected, 
this research uses a variety of statistical techniques including Cronbach’s alpha, principal 
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component factor analysis, ANOVA, and multilevel analysis. Especially, a multilevel 
regression analysis is utilized as a main data analysis method to test the research 
hypotheses and answer the research questions. 
 
  
 149 
 
7. Survey Data Analysis and Results 
This chapter provides survey data analysis and results. The data collection procedure, 
including data cleaning and preparation, is presented at the beginning, followed by a 
report on the demographics of survey participants. The next section covers the scale 
assessments in terms of reliability and validity of the measurement items. Then, a 
summary of the research’s data aggregation and an evaluation of the assumptions of 
multilevel analysis are presented. Lastly, the results of multilevel analysis are presented 
according to the three-step multilevel modeling procedure, and the findings for the 
hypothesized relationships are provided. The next chapter discusses the results presented 
in this chapter and provides the implications of this research. The data analysis procedure 
in this chapter is summarized in Figure 7.1: 
 
Figure 7.1 Data Analysis Procedure 
7.1. Data Collection 
7.1.1. Data Collection Results 
The final field survey instrument was distributed to the 16,753 potential survey 
participants in 56 STEM disciplines by email on November 19, 2012. Those 16,753 
potential participants were randomly selected from the CoS scholar database. They 
already received the initial email sent to introduce the research and survey, and to 
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identify potential survey participants with valid email addresses. The email messages 
with the final field survey instrument were sent by using Outlook with mail-merge 
function. The email messages included an introduction, a description for the purpose of 
the survey, and a link to the online survey plus the online survey questionnaire. The 
questionnaire consisted of a brief research introduction and purpose statement, plus 
specific questions to measure the constructs as well as demographic questions.  
Two reminders were sent, on December 17, 2012 and January 14, 2013, in order to 
encourage participation in the survey. These follow-up messages were needed to increase 
the response rate (Babbie 1990; Dillman 2007). After receiving 1,926 responses from the 
main survey by December 16, 2012, the first reminder was sent on December 17, 2012 to 
the same potential participants in the final field survey, except those who indicated they 
wanted to opt out and those who were not eligible for this survey (due to retirement, 
student scientist, non-scientist, returned email reasons). An additional 587 responses were 
received by January 13, 2013 after the first reminder (2,513 responses in total). The 
second and last reminder was sent on January 14, 2013 to the non-responding individuals. 
(Those who participated in the survey, and those who indicated they wanted to opt out 
were excluded from the last reminder.) After that reminder was sent, an additional 161 
responses were received until the online survey was closed on February 15, 2013, with 
2,674 responses in total.  
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Message Type 
Date  
Sent 
Number of 
Responses 
Number of 
Accumulated 
Responses 
First Email  11/19/2012 1,926 1,926 
1
st
 Reminder 12/17/2012 587 2,513 
2
nd
 Reminder 1/14/2013 161 2,674 
Table 7.1 Number of Responses Received by Each Message Distribution 
The numbers of responses received by each message distribution are shown in Table 7.1. 
The three email messages, including the first email message and the two reminders, are 
included in the Appendix 8.6, and the final survey instrument is included in the Appendix 
8.7. 
Although potential survey participants were refined through the initial email message 
distribution, there were still 197 returned emails (1.18%) because of incorrect email 
addresses. A total of 391 people responded that they were not eligible to participate in the 
survey due to retirement (252, 1.50%), student scientists (87, 0.52%), and non-scientists 
(52, 0.31%). Therefore, 588 out of 16,573 final survey recipients (3.51%) were removed 
from the response rate calculation, and a total of 16,165 participants (96.49%) received 
the email messages of the final field survey instrument. In addition, some scientists (464, 
2.76%) replied that they did not want to participate in the following survey (I did not sent 
any further emails to this group, but I counted them as valid potential participants for the 
response rate calculation). The summary of the field survey distribution result is indicated 
in Table 7.2. 
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Number of Email with Survey Link Sent 16,753 100.00% 
Returned Email (Not Delivered) 197 1.18% 
Retired (by Reply) 252 1.50% 
Student (by Reply) 87 0.52% 
Not Scientist (by Reply) 52 0.31% 
Adjusted Sample Size 16,165 96.49% 
(Note) Opt Out  462 (2.76%) 
Table 7.2 Summary of the Field Survey Distribution Results 
The online survey on the SurveyGizmo website was accessible for the invited scientists 
for three months, from November 19, 2012 to February 15, 2013. A total of 1,926 
responses were received after the first email was sent, and 587 additional responses were 
received after the second email (first reminder) was sent. The other 161 additional 
responses were received after the third email (second reminder) was sent. On February 15, 
2013, the survey link was deactivated when there were no more responses during the 
week. From November 19, 2012 to February 15, 2013, a total of 2,674 participants 
submitted their partial and full responses. Out of 2,674 responses, there were 2,470 valid 
responses used for the data analysis, and 204 responses were removed because those 
responses were missing more than 20% of answers and/or the answers regarding 
participants’ data sharing behaviors, which is critical for the data analysis. A total of 
2,470 responses remained as valid survey submissions. In this research, the sample size 
was adjusted from 16,753 (original sample size) to 16,165 (adjusted sample size) due to 
returned email (197), retirement (252), student (87), and non-scientists (52) (Pinelli 1991). 
This led to the response rate of 15.28% (2,470 valid responses out of 16,165 adjusted 
potential participants).  
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Main Disciplines 
Survey 
Distributed 
Valid 
Response 
Received 
Response 
Rate 
Engineering 2,831 356 12.58% 
Physical Sciences 820 142 17.32% 
Earth, Atmospheric, and Ocean Sciences 912 193 21.16% 
Mathematical Sciences - 17 - 
Computer Science 305 25 8.20% 
Agricultural Sciences 1,895 285 15.04% 
Biological Sciences 4,338 789 18.19% 
Psychology 838 95 11.34% 
Social Sciences 1,447 266 18.38% 
Health Fields 2,779 230 8.28% 
Other Disciplines  49  
Missing  23  
Total 16,165 2,470 15.28% 
Table 7.3 Response Rates by Disciplines 
The response rates by main STEM discipline are shown in Table 7.3, and the response 
rates by specific STEM disciplines is included in the Appendix 8.8. The demographics 
and the disciplines of survey respondents (before the selection process) are included in 
the Appendix 8.9 and 8.10. 
7.1.2. Inclusion and Exclusion Criteria  
This research has a strict inclusion and exclusion criteria regarding its sample. This 
research originally planned to collect a panel of individual scientists who (1) work in the 
U.S. academic institutions, (2) have their Ph.D. degrees, and (3) hold occupational titles 
of faculty, researchers, and post-docs. In addition, this research only included (4) the 
scientists who are currently research-active and who produce their own data which can be 
shared with other scientists. The respondents who met the criteria above can answer the 
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survey questions easily, and this increases the reliability and validity of the measurement 
items (Babbie 1990). 
Another criterion used for the sample selection is the number of qualified respondents in 
each discipline who meet the above criteria. Since this research utilizes a multilevel 
analysis by aggregating individuals’ responses in each discipline to group-level variables, 
it is necessary to have a minimum of 20 observations per discipline in order to ensure 
reliable measures for the group-level variables (Hox 2002; Scherbaum et al. 2009). On 
the other hand, it is also important to have at least 10 groups (disciplines) for each group-
level predictor in order to detect Level-2 effects in a multilevel analysis (Goldstein 2011; 
Raudenbush et al. 2002). Since this research has four discipline-level variables (the 
metadata construct was removed at the later stage), it is necessary to have 40 groups to 
provide enough statistical power for detecting Level 2 effects. Therefore, in this research, 
I decided to include any disciplines which have at least 15 qualified scientists for the 
multilevel analysis in order to increase the number of disciplines, and five additional 
disciplines were included for the final sample selection (43 disciplines in total).  
This research excludes (1) scientists who are from non-academic institutions since their 
data-sharing decisions may be made by their organizations (298, 12.06%), (2) student 
scientists, since they often do not have any authority to share their research data and may 
not have a clear understanding about institutional pressures (e.g. funding agencies’ 
requirement), (247, 10.00%), and (3) the scientists who did not produce any data related 
to their publications in the last two years, since they do not have any data to share (155, 
6.28%). In terms of the number of scientists in each discipline, this research excludes any 
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disciplines which have less than 15 qualified scientists (304, 12.31%) or which are 
categorized as “others” (e.g. bioscience-other) (149, 6.03%). This results in 1,317 usable 
responses for the final data analysis for hypothesis testing, and out of 2,470 initial usable 
responses, 1,153 responses are excluded. The detailed list of the excluded respondents is 
indicated in Table 7.4. 
Stage Category Frequency Percentage 
Initial 
Sample 
Initial Responses Received 2,674 100.00% 
Not Usable Responses  204 7.63% 
Usable Responses 2,470 92.37% 
Hold-Out 
Sample 
Non-Academic Institutions 298 12.06% 
Degree and Position Requirement 247 10.00% 
No Publication (last two years) 155 6.28% 
Other Disciplines 
(9 disciplines & missing) 
149 6.03% 
Less Than 15 Observations 
(41 disciplines) 
304 12.31% 
Final Usable Responses 1,317 53.32% 
Table 7.4 Detailed List of the Excluded Respondents 
7.1.3. Data Cleaning and Preparation 
Data Cleaning 
Data cleaning was conducted prior to the actual data analysis. The data cleaning process 
identifies any problems with the final field survey data to make sure that the results of 
data analysis are valid (Levy 2006). According to Levy (2006), there are four important 
reasons for data cleaning: (1) accuracy of the data collected, (2) missing data, (3) outliers, 
and (4) response-set. The survey data collected was reviewed by these four criteria.  
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First, data accuracy is important for a valid data analysis. Since this research used online 
survey method, errors in data collection and entry into statistics software were reduced. 
The final field survey data on the Web server (SurveyGizmo website) was directly 
transferred into an SPSS file. After the original data file was imported into SPSS, each 
response case was carefully reviewed about its discipline and other data collected. Some 
of the survey participants actually wrote their discipline names rather than choosing from 
the listed categories, so those data were recoded into each discipline category.  
Second, each survey submission was inspected for completeness and missing values. 
Missing values arise when participants do not provide their answers on any item(s) or 
when error(s) occur in the data-collection procedure (Levy 2006). Each survey response 
recorded on the server was imported into SPSS with missing values. Both “Don’t Know” 
and “Not Applicable” responses were treated as missing values. The preliminary analysis 
of the original survey data shows that there are 3.05% of missing values, including user 
and system missing values. In the original survey data, the portions of missing values for 
each construct ranges from 0.47% (Perceived Career Risk) to 5.39% (Regulative Pressure 
by Journals), except Metadata (15.59%). The construct of metadata was found to have a 
large portion of missing values (2.71% of “Don’t Know,” 12.0% of “Not Applicable”, 
and 0.89% of system missing). One possible reason for this result would be that the 
questionnaire for metadata was not clear, so some of the survey participants did not 
interpret the questionnaire for metadata properly. The portions of missing values for each 
construct in both original survey data and computed score data are given in Table 7.5.  
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Construct 
Portion of Missing Values for Each Construct 
Original Survey Data  Computed Score Data 
Funding Agencies’ Regulative Pressure 3.91% 2.20% 
Journals’ Regulative Pressure 5.39% 3.19% 
Normative Pressure 1.58% 0.84% 
Metadata 15.59% 14.88% 
Data Repository 3.52% 2.89% 
Perceived Career Benefit 1.21% 0.38% 
Perceived Career Risk 0.47% 0.15% 
Perceived Effort 1.23% 0.53% 
Scholarly Altruism 1.15% 0.00% 
Data Sharing Behavior 1.09% 0.00% 
Total 3.05% 2.20% 
Table 7.5 Portion of Missing Values in Original Survey Data and Computed Score Data 
This research calculates a mean score for each independent variable, and those mean 
scores are used for the final data analysis. This procedure somewhat reduces the portion 
of missing values. In the computed mean score data, the portions of missing values for 
each construct ranges from zero (0.0%), for Scholarly Altruism and Data Sharing 
Behavior), to 3.19% (Regulative Pressure by Journals), except for Metadata (which was 
at 14.88%). Those missing values are treated as pairwise deletion in reliability analysis, 
factor analysis, and ANOVA to avoid decreasing sample size and to utilize the cases with 
missing values. In the multilevel analysis, the missing values (for individual level 
variables) are treated as listwise deletion, since the multilevel regression analysis does 
not allow any missing values in its data analysis, and the portion of missing data in this 
research were small (Goldstein 2011; Heck et al. 1999; Raudenbush et al. 2002). It was 
found that only 12 cases out of 1,317 responses were removed in the multilevel analysis 
based on the listwise deletion. Since the discipline level variables were aggregated by 
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individual responses, there was no missing value for the aggregated discipline level 
variables. 
Third, outliers are examined in the survey data collected. Outliers refer to cases with 
unusual values on variables which distort statistics (Levy 2006; Tabachnick et al. 2000). 
The effect of outliers in this research is marginal since this research employs a large 
sample size for data analysis. This research employed Mahalanobis distance analysis and 
Cook’s D to detect any outliers. Mahalanobis distance analysis utilizes the distance 
between a case and the mean of the remaining cases, and the value(s) more than 25 needs 
to be carefully examined for extreme cases (Tabachnick et al. 2000). Cook’s D is used to 
detect outliers by measuring the effect of a case in a research model, and the value(s) 
more than 1 need to be investigated for unusual cases (Tabachnick et al. 2000). In this 
research, 22 cases were identified as possible outliers based on Mahalanobis distance 
analysis, but according to Cook’s D, there was no case identified as outliers. Those 22 
cases were carefully examined, but they were not removed for the final analysis since 
they have reasonable scores for each variable.  
Fourth, response-sets are also examined in the survey data collected. Response-set occurs 
when respondents provide the same answers for all the items in a survey questionnaire 
(Levy 2006). The response-set problem can be detected by using a response-set test. In 
this research, the survey data were examined in regards to response-set, but no visible 
response-set was detected.  
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Data Preparation 
When data cleaning and screening were completed, the raw items for each variable were 
aggregated into one composite score. A mean score was computed for each independent 
variable by averaging the individual item scores for each construct when there are more 
than two-thirds individual scores recorded (Hair et al. 2006). The data sharing behavior 
construct (dependent variable) was calculated by choosing the maximum frequency of 
data sharing behavior in five different types of data sharing behaviors (Hwang et al. 2009) 
since scientists’ data sharing methods vary across disciplines. This yielded ten new scores 
for the nine independent variables and one dependent variable. The group mean was also 
used for the aggregated variable scale for each disciplinary level independent variable 
(Mayer et al. 2007).  
7.2. Demographics of the Respondents 
In this section, descriptive statistics for the survey participants are presented. The 
descriptive statistics of demographics include gender, age, ethnicity, education, position, 
status, sector, and discipline. Of the selected sample of 1,317 scientists, there were 936 
male participants (71.07%) and 348 female participants (26.42%), while 33 participants 
(2.51%) did not indicate their gender. In terms of age, the survey participants are well 
distributed in each age group: 25-34 (139, 10.55%), 35-44 (332, 25.21%), 45-54 (334, 
25.36%), 55-64 (328, 24.91%), 65+ (174, 13.21%), and 10 (0.76%) missing values. With 
regards to the distribution of ethnicity, the number of Asian was 167 (12.68%), African-
American was 14 (1.06%), Caucasian was 1,046 (79.42%), Hispanic was 32 (2.43%), 
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Native American was 1 (0.08%), Other/Multi-Racial was 27 (2.05%), and 30 participants 
(2.28%) did not indicate ethnicity. In terms of position, most of the survey participants 
were professors. They were listed as full professor (544, 41.31%), associate professor 
(305, 23.16%), assistant professor (197, 14.96%), professor emeritus (53, 4.02%), 
professor of practice (6, 0.46%), and lecturer (8, 0.61%). There were also these 
distinctions in respondents: post-doctoral fellow (101, 7.67%), researcher (78, 5.92%), 
and other positions (e.g. director, medical doctor, research professor) (25, 1.90%). In 
regards to status, 790 participants (59.98%) received tenure, 187 participants (14.20%) 
are on tenure track, 268 participants (20.35%) are not on tenure track, 57 participants 
(4.33%) were retired, and 15 participants (1.14%) did not indicate their status. As for the 
education and work sector, all the participants (1,317, 100%) have PhD degrees and work 
in academic institutions. The summary of demographics of survey participants is 
presented in Table 7.6 below. 
Demographic Category Number Percentage 
Gender Male 936 71.07% 
 
Female 348 26.42% 
 
Missing 33 2.51% 
Age 25-34 139 10.55% 
 
35-44 332 25.21% 
 
45-54 334 25.36% 
 
55-64 328 24.91% 
 
65+ 174 13.21% 
 
Missing 10 0.76% 
Ethnic Asian/Pacific Islander 167 12.68% 
 
Black/African-American 14 1.06% 
 
Caucasian 1,046 79.42% 
 
Hispanic 32 2.43% 
 
Native American/Alaska Native 1 0.08% 
 
Other/Multi-Racial 27 2.05% 
 
Missing 30 2.28% 
Education PhD/Doctoral Degree 1,317 100.00% 
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Demographic Category Number Percentage 
Status Tenured 790 59.98% 
 On Tenure Track 187 14.20% 
 Not On Tenure Track 268 20.35% 
 Retired 57 4.33% 
 Missing 15 1.14% 
Position Lecturer/Instructor 8 0.61% 
 
Professor of Practice 6 0.46% 
 
Post-Doctoral Fellow 101 7.67% 
 
Researcher 78 5.92% 
 
Assistant Professor 197 14.96% 
 
Associate Professor 305 23.16% 
 
Full Professor 544 41.31% 
 
Professor Emeritus 53 4.02% 
 
Other 25 1.90% 
Sector Academic 1,317 100% 
Total  1,317 100% 
Table 7.6 Demographics of Survey Participants  
With regards to the academic disciplines, 1,317 survey participants belong to 43 STEM 
disciplines based on the NSF discipline codes. They are from seven disciplines of 
Engineering (181, 13.74%), three disciplines of Physical Sciences (93, 7.06%), three 
disciplines of Earth, Atmospheric, and Ocean Sciences (114, 8.66%), five disciplines of 
Agricultural Sciences (129, 9.79%), 14 disciplines of Biological Sciences (552, 41.91%), 
three disciplines of Psychology (77, 5.85%), five disciplines of Social Sciences (115, 
8.73%), and three disciplines of Health Sciences (56, 4.25%). The discipline information 
of survey participants is shown in Table 7.7. 
Main Discipline Sub Discipline Frequency Percentage 
Engineering Biomedical Engineering 28 2.13% 
 Chemical Engineering 35 2.66% 
 Civil Engineering 27 2.05% 
 Electrical Engineering 26 1.97% 
 Environmental Engineering 22 1.67% 
 Mechanical Engineering 23 1.75% 
 Metallurgical and Materials Engineering 20 1.52% 
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Main Discipline Sub Discipline Frequency Percentage 
Physical Sciences Astronomy 27 2.05% 
 Chemistry 30 2.28% 
 Physics 36 2.73% 
Earth, Atmospheric, 
and Ocean Sciences 
Atmospheric Sciences 20 1.52% 
Geosciences 52 3.95% 
 Ocean Sciences 42 3.19% 
Agricultural 
Sciences 
Agricultural Sciences 26 1.97% 
Animal Sciences 22 1.67% 
 Forestry 21 1.59% 
 Natural Resources Conservation 21 1.59% 
 Plant Sciences 39 2.96% 
Biological Sciences Biochemistry 55 4.18% 
 Biology 21 1.59% 
 Biometry and Epidemiology 15 1.14% 
 Biophysics 24 1.82% 
 Botany 17 1.29% 
 Cell Biology 35 2.66% 
 Developmental Biology 32 2.43% 
 Ecology 60 4.56% 
 Entomology and Parasitology 21 1.59% 
 Genetics 48 3.64% 
 Microbio, Immunology, and Virology 70 5.32% 
 Molecular Biology 57 4.33% 
 Neuroscience 73 5.54% 
 Physiology 24 1.82% 
Psychology Clinical Psychology 22 1.67% 
 Psychology, Except Clinical 34 2.58% 
 Psychology, Combined 21 1.59% 
Social Sciences Anthropology 23 1.75% 
 Geography 23 1.75% 
 Political Science 30 2.28% 
 Public Administration 15 1.14% 
 Sociology 24 1.82% 
Health Fields Nursing 21 1.59% 
 Oncology/Cancer Research 16 1.21% 
 Preventive Medicine & Comm. Health 19 1.44% 
Total 
 
1317 100% 
Table 7.7 Disciplines of Survey Participants  
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7.3. Scale Assessment 
7.3.1. Construct Reliability Analysis 
This section presents the scale assessments in terms of reliability and validity of the 
measurement items. As stated earlier, the reliability of constructs was assessed by using 
Cronbach’s alpha indicator, which is the most common measure of scale reliability (Field 
2009). Cronbach’s alpha is used to estimate the internal consistency of multiple items for 
a construct and assess the extent to which a set of items belong to a construct. Since this 
study uses various survey items by other scholars, it is important to examine that the 
combination of the items for each construct is still valid and reliable. Cronbach’s alpha 
values of .70 or greater are considered acceptable for the internal consistency of a 
construct (Hair et al. 2006; Nunnally  et al. 1994). In social science, Cronbach’s alpha 
value of .80 or more is considered more than enough, and Cronbach’s alpha value of .60 
is considered to be acceptable in exploratory research (Nunnally  et al. 1994).  
Variable 
Number 
of 
Items 
Cronbach’s 
alpha 
Number of 
Cases 
Used 
Item-to-
Total 
Correlation 
Regulative Pressure by Funding 
Agencies 
4 
.867 
1210 .646 - .800 
Regulative Pressure by Journal 
Publishers 
4 
.911 
1177 .739 - .859 
Normative Pressure by Disciplines 4 .875 1269 .694 - .766 
Metadata 3 .925 1087 .805 - .880 
Data Repository 3 .931 1251 .846 - .878 
Perceived Career Benefit 4 .922 1273 .734 - .876 
Perceived Career Risk 4 .867 1301 .592 - .793 
Perceived Effort 4 .877 1277 .710 - .766 
Scholarly Altruism 6 .948 1256 .806 - .869 
Table 7.8 Reliability Values (N=1,317) 
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All of the Cronbach’s alpha values for the constructs studied in this research are indicated 
in Table 7.8. The Cronbach’s alpha values in this research for each construct were greater 
than .70. They range from .867 for Regulative Pressure by Funding Agencies and 
Perceived Career Risk to .948 for Scholarly Altruism. The descriptive statistics for each 
item are provided in the Appendix 8.11. 
Each set of multiple measurement items for a construct was examined using item-to-total 
correlations to identify items which have measurement errors or do not share the core 
values of each construct. The items with low item-to-total correlation scores indicates 
that they do not belong to the same domain of construct and do need to be removed to 
increase the reliability of the measurement items for a construct (Nunnally  et al. 1994). 
In this research, all the items have item-to-total correlations ranging from .592 to .880, 
which are above .50 (Field 2009). Cronbach’s alpha coefficients and item-to-total 
correlations are indicated in Table 7.8, saying that all the research constructs have 
satisfactory reliability values. 
7.3.2. Construct Validity Analysis 
The construct validity of the measurement items was assessed by using factor analysis. 
The main objectives of this factor analysis are: (1) to test for convergent and discriminant 
validity of constructs and their relevant items and (2) evaluate the reliability of the 
measurement items used. In this research, principal component factor analysis with 
Varimax rotation was performed by extracting factors with Eigen values greater than 1. 
The results of factor analysis show the existence of nine factors with Eigen values greater 
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than 1, and good convergent and discriminant validity. All of the nine observed factors 
explained 79.00% of the total variance, which is considered satisfactory (Hair et al. 2006). 
All items are loaded with factor loading value of .619 or more on each intended construct 
for which they were used to operationalize, showing good convergent validity. There are 
no cross-construct loadings above .285 for each factor, showing good discriminant 
validity. The factor loading value of .40 is considered as a minimum loading vale for 
acceptable construct validity (Field 2009; Gefen et al. 2000; Hair et al. 2006).  
Convergent and discriminant validity can be ensured when a set of items for each 
construct load significantly (i.e. factor loading value of greater than .40) on only one 
factor and exhibit lower loadings (i.e. factor loading value of less than .40) on the other 
factors (Field 2009; Hair et al. 2006). The results of factor analysis are indicated in Table 
7.9 in that a set of items measuring each construct are clustered with high factor loadings 
to represent a single factor. 
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Factors Items 
Factor Loading 
1 2 3 4 5 6 7 8 9 
Regulative 
Pressure by 
Funding 
Agencies 
RPFA1 .227 .206 .054 -.004 .796 -.076 .103 .120 .076 
RPFA2 -.030 .148 .101 -.010 .758 .053 .168 .121 .095 
RPFA3 .181 .243 .081 .011 .820 -.041 .131 .093 .093 
RPFA4 .054 .279 .094 .061 .752 -.049 .051 .049 .055 
Regulative 
Pressure by 
Journal 
Publishers 
RPJP1 .150 .834 .053 -.019 .209 -.003 .131 .141 .124 
RPJP2 .007 .808 .125 .002 .226 -.010 .147 .075 .101 
RPJP3 .138 .852 .089 -.009 .213 -.015 .127 .139 .137 
RPJP4 .044 .804 .091 .009 .222 -.038 .082 .048 .108 
Normative 
Pressure by 
Disciplines 
NPD1 .264 .277 .160 .000 .279 -.076 .619 .184 .132 
NPD2 .187 .203 .120 -.037 .175 -.046 .757 .079 .230 
NPD3 .195 .053 .151 -.021 .035 -.104 .833 .073 .144 
NPD4 .208 .132 .139 -.067 .161 -.090 .778 .198 .156 
Metadata MD1 .054 .150 .058 -.045 .099 -.021 .220 .244 .853 
MD2 .089 .147 .055 -.034 .130 -.056 .205 .261 .859 
MD3 .082 .187 .094 -.047 .100 -.050 .147 .259 .824 
Data 
Repository 
DR1 .146 .133 .070 -.086 .133 -.074 .155 .832 .269 
DR2 .169 .122 .021 -.067 .156 -.068 .148 .856 .256 
DR3 .157 .157 .072 -.084 .122 -.066 .131 .825 .273 
Perceived 
Career 
Benefit 
PCB1 .132 .045 .817 -.006 .148 -.098 .065 .006 .065 
PCB2 .232 .117 .885 -.035 .086 -.077 .115 .032 .047 
PCB3 .285 .104 .842 .007 .063 -.080 .151 .046 .058 
PCB4 .265 .110 .828 -.046 .038 -.144 .158 .093 .038 
Perceived 
Career 
Risk 
PCR1 -.184 .008 -.102 .086 -.018 .836 -.060 .036 -.049 
PCR2 -.150 .039 -.047 .075 .000 .887 -.019 -.037 -.043 
PCR3 -.055 -.127 -.104 .283 -.019 .667 -.064 -.115 -.002 
PCR4 -.317 .001 -.146 .186 -.082 .756 -.140 -.103 -.029 
Perceived 
Effort 
PE1 -.138 -.009 .009 .830 .019 .168 -.043 -.041 -.052 
PE2 .054 .046 .019 .881 .023 .070 .001 .006 -.004 
PE3 -.226 -.049 -.032 .781 -.026 .192 -.042 -.105 -.042 
PE4 -.012 -.001 -.062 .867 .030 .092 -.018 -.060 -.019 
Scholarly 
Altruism 
SA1 .786 .138 .163 -.081 .052 -.184 .218 .195 .031 
SA2 .819 .111 .166 -.050 .063 -.206 .173 .165 .002 
SA3 .794 .075 .174 -.043 .075 -.238 .176 .174 -.005 
SA4 .857 .033 .162 -.058 .121 -.104 .106 .030 .094 
SA5 .885 .041 .183 -.081 .101 -.071 .096 .033 .088 
SA6 .881 .043 .183 -.074 .076 -.060 .087 .012 .077 
Eigenvalue 11.10 4.32 3.16 2.31 1.99 1.73 1.44 1.39 1.02 
Variance Explained 30.83% 11.99% 8.76% 6.41% 5.51% 4.81% 4.00% 3.86% 2.84% 
Cumulative Variance  30.83% 42.81% 51.58% 57.99% 63.50% 68.31% 72.31% 76.17% 79.00% 
Table 7.9 Results of Principal Component Factor Analysis with Varimax Rotation 
7.3.3. Multi-Trait-Multi-Method (MTMM) 
The validity of the instrument including convergent and discriminant validity was tested 
by using Multi-Trait-Multi-Method (MTMM). The MTMM calculates the correlations 
between each item and the other items which comprise the constructs in a study. The 
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items comprising the same construct have high correlations (convergent validity), and the 
items comprising different constructs need to have low correlations (discriminant 
validity).  
In this research, the results of MTMM show that a set of items measuring the same 
construct have relatively high correlations, indicating convergent validity, and the items 
measuring different constructs have relatively low correlations, indicating discriminant 
validity (except metadata and data repository). The inter-item correlation coefficients 
between items of the same construct ranged from .537 (Regulative Pressure by Funding 
Agencies) to .956 (Scholarly Altruism), which are greater than the inter-item correlation 
coefficients between items of the different constructs (ranged from .014. to .516) except 
metadata and data repository. The inter-item correlation coefficients between items of 
metadata and data repository range from .485 to .569, which may cause a possible 
multicollinearity problem. The Inter-Item and Intra-Item Correlation Matrix is included 
in the Appendix 8.11. 
7.4. Data Preparation for Multilevel Analysis 
7.4.1. Data Aggregation  
More than half of hypotheses in this research are investigating the influences of the 
independent variables at a disciplinary (group) level (e.g. normative pressure from each 
discipline) on a dependent variable at an individual level (i.e. scientist’s data sharing 
behavior). Aggregated scales for discipline-level variables were created based on the 
individual scientists’ responses on a set of items for each discipline-level construct. The 
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individual responses for group level variables can be aggregated to the group level if 
there is a sufficient within-group agreement for considering group level variables as 
shared properties (Klein et al. 1994; Kozlowski et al. 2000). Therefore, it is important to 
check whether the aggregations of individual scientists’ responses to the discipline-level 
variables are appropriate. In this research, Intraclass Correlations Coefficients (ICCs) 
including ICC(1) and ICC(2) and rwg statistics (Bliese 2000; James et al. 1993) were 
utilized to assess whether the discipline-level variables (i.e. regulative pressures from 
funding agencies and journal publishers, normative pressure, metadata, and data 
repository) can be aggregated to the group level of analysis (Kozlowski et al. 2000).  
ICC(1)  
The intraclass correlation coefficients including ICC(1) and ICC(2) were examined to 
assess the appropriateness of data aggregation to the group level. Both ICC(1) and ICC(2) 
evaluate the consensus of responses within a group (Bliese 2000; Kozlowski et al. 2000); 
however, ICC(1) assesses the between-group variance by calculating the proportion of 
between-group variance to total variance that is explained by group membership (James 
1982), and ICC(2) only assesses the within-group agreement in each group for the group-
level variables. The following formula presents the calculation of ICC(1) value 
(Raudenbush et al. 2002):  
ICC(1) = τ00 / (τ00+σ
2
) 
Where τ00 is the between-group variance and σ
2
 is the within-group variance.  
In this research, ICC(1) measures the variances both within and between discipline(s) to 
assess whether scientists in the same discipline answered more similarly than did 
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scientists across disciplines on discipline-level variables. ICC(1) can show how much 
discipline-level predictors vary across different disciplines. The ICC(1) values ranging 
from .05 to .20 are considered reasonable for between-group variance and appropriate for 
multilevel analysis by aggregating individual responses to the group level (Bliese 2000). 
In organizational studies, a minimum value of .05 for ICC(1) is considered acceptable 
and recommended for data aggregation and multilevel analysis (James 1982).  
One-way random effect ANOVA models for each of the five disciplinary variables were 
conducted, and Table 7.10 below presents the within-group variance, the between-group 
variance, and the ICC(1) for each discipline-level measure. The values for regulative 
pressure by funding agencies (.072), regulative pressure by journal publishers (.182), 
normative pressure (.086), and repository (.156) were within the acceptable range (.05 
to .20) except metadata (.049), which is slightly below the expected range. All p-values 
for between-group variance are statistically significant, indicating that there is a 
significant between-discipline variance. The ICC(1) values represent that between 4.9% 
(i.e. metadata) to 18.2% (i.e. regulative pressure by journal publishers) of the variation in 
these five discipline-level variables can be explained by discipline membership. The data 
aggregation statistics including ICC(1) and ICC(2) are indicated in Table 7.10.  
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Variable 
Within-Group 
Variance (σ2) 
Between-
Group 
Variance (τ00) 
ICC(1) ICC(2) 
Regulative Pressure 
by Funding Agencies 
0.189
***
 2.426
**
 0.072 0.705 
Regulative Pressure 
by Journals 
0.606
***
 2.719
***
 0.182 0.872 
Normative Pressure 0.196
***
 2.084
**
 0.086 0.742 
Metadata 0.124
***
 2.379
**
 0.049 0.614 
Data Repository 0.445
***
 2.411
***
 0.156 0.850 
       ***
p<.001, 
**
p<.01, 
*
p<.05 
Table 7.10 Data Aggregation Statistics for Discipline-Level Variables 
ICC(2) 
ICC(2) was utilized to assess the reliability and validity of discipline-level measures 
calculated by individual scientists’ responses in each discipline (Bliese 2000). In order to 
assess the reliability of the discipline-level means for each discipline-level construct, 
ICC(2) values are computed by the between-group variance and with-group variance in 
the ANOVA results (Dixon et al. 2006). ICC(2) values equal to or greater than .70 are 
considered acceptable for data aggregation (Lindell et al. 1999; Richardson et al. 2005). 
ICC(2) is calculated by the Spearman-Brown formula as validated by Shrout and Fleiss 
(Shrout et al. 1979):  
ICC(2) = k*ICC(1) / (1+(k–1)*ICC(1)) 
Where ICC(1) is the intraclass correlation coefficient from the one-way random effect 
ANOVA results, and k is the average number of scientists in a discipline.  
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In this research, ICC(2) values for each of the discipline-level predictors were computed 
based on ICC(1) and the average group size (30.63). ICC(2) values are influenced by the 
average group size (Bliese 2000), so it is necessary to have more respondents in order to 
increase the reliability of group means on the discipline-level predictors. Since the 
average group members in each discipline is 30.63, so the ICC(2) values are rather low. 
ICC(2) values for regulative pressure by funding agencies (.705), regulative pressure by 
journal publishers (.872), normative pressure (.742), and repository (.850) were 
satisfactory (Table 7.10); however, ICC(2) value for metadata (.614) did not meet the 
cutoff criteria of .70 (Lindell et al. 1999; Richardson et al. 2005), and it means that the 
aggregated value for metadata has poor reliability as a discipline-level predictor.  
rwg 
In organizational research, within-group agreement is calculated for a certain measure by 
each group using the rwg statistic (James et al. 1993). The rwg compares the observed 
variance on a variable in each group to the expected variance due to random error 
(LeBreton et al. 2008). The rwg index is calculated by the following formula:  
rwg = 1 – (Sx
2 
/ σE
2
) 
Where Sx
2
 is the observed variance on the variable X, and σE
2
 is the expected level of 
random variance due to random error (James et al. 1993). In this research, the expected 
variance was derived from a uniform distribution of 7 point Likert scale (LeBreton et al. 
2008). 
In this research, multi-item indices, rwg(j), were employed by calculating the mean of a set 
of items’ rwg based on the above equation (James et al. 1993; Lindell et al. 1999). If there 
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is a strong within-group agreement, the rwg will become 1; if there is a strong within-
group disagreement, the rwg will become 0 (LeBreton et al. 2008). The rwg is independent 
of the between-group variance level since it assesses the within-group variance for a 
variable only (James et al. 1993). The median rwg value equal to or greater than .70 for a 
set of groups is recommended (Bliese 2000; James et al. 1993), suggesting sufficient 
within-group agreement on a group level variable. However, the median rwg value of .60 
is considered to be acceptable depending on research contexts (LeBreton et al. 2008). 
The rwg(j) (within-group agreement) results are provided in Table 7.11 as an assessment 
on whether scientists within each discipline share similar discipline-level values (e.g. 
normative pressure). Across the five discipline-level variables, the median rwg(j) values for 
normative pressure (.76) and data repository (.70) were above the .70 recommended 
value, and the median rwg(j) values for regulative pressure by funding agencies (.67) and 
regulative pressure by journal publishers (.65) were slightly below the .70 but still above 
the .60 acceptable value, suggesting moderate agreement. However, the median rwg(j) 
value for metadata (.54) was below the .70 recommended value and the .60 acceptable 
value (Bliese 2000; James et al. 1993; LeBreton et al. 2008). A full list of within-group 
agreement results for each discipline-level variable by each discipline was presented in 
the Appendix 8.13. 
Group-Level Variable 
rwg Results 
Average Median Minimum Maximum 
Regulative Pressure by Funding Agency 0.65 0.67 0.28 0.88 
Regulative Pressure by Journal 0.65 0.65 0.23 0.90 
Normative Pressure 0.74 0.76 0.46 0.95 
Metadata 0.53 0.54 0.19 0.75 
Repository 0.69 0.70 0.28 0.95 
Table 7.11 Group Reliability & Within-Group Agreement Results (k=43) 
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The decision about data aggregation needs to be made collectively based on ICC(1), 
ICC(2), and rwg(j) (LeBreton et al. 2008). By considering any relevant indicators, four 
discipline-level variables (including regulative pressure by funding agency, regulative 
pressure by journal, normative pressure, and data repository) were aggregated to group 
level from the individual scientists’ responses in each discipline. All the relevant 
indicators (i.e. ICC(1), ICC(2), and rwg(j)) for data aggregation were within the acceptable 
ranges for those four discipline-level predictors.  
However, one discipline-level variable, metadata, was not aggregated to group-level. The 
ICC(1) for metadata (.049) is slightly below the cut-off value (.05) (Bliese 2000), and the 
ICC(2) (.614) and the median rwg(j) value (.54) are below the recommended value (.70) 
(Lindell et al. 1999; Richardson et al. 2005) (LeBreton et al. 2008). In addition, the 
construct of metadata was found to have a large portion of missing values (15.59%), 
based on the original survey data collected. These statistical indicators for metadata show 
that metadata construct failed to measure the concept of metadata, and it cannot work as a 
discipline-level variable by data aggregation. Therefore, the metadata construct was 
removed from the subsequent analysis in this research. 
7.4.2. Evaluation of Multilevel Regression Assumptions 
A set of assumptions for multilevel regression analysis were reviewed prior to data 
analysis. The violations of assumptions for multilevel analysis can lead to bias of 
statistical analysis conducted. Regression analysis requires the following assumptions, 
including normality, multicollinearity, linearity, and homoscedasticity (Goldstein 2011; 
Heck et al. 1999; Tabachnick et al. 2000). These assumptions were tested prior to 
 174 
 
performing the multilevel analysis. The diagnoses of normality, multicollinearity, 
linearity, and homoscedasticity show that the main assumptions of regression analysis are 
not violated.  
Normality  
Normality of the error term is one of the key assumptions in multilevel analysis. The 
violation of the normality assumption can lead to bias of statistical analysis. The 
normality of the error term can be assessed by using visual inspections of a histogram and 
a normal probability plot of the standardized residuals. The histogram and the normal 
probability plot of the standardized residuals below (Figure 7.2 and 7.3) show that the 
normality of the error term was not violated.  
 
Figure 7.2 Histogram of the Standardized Residuals 
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Figure 7.3 Normal Probability Plot of the Standardized Residual 
Also, skewness and kurtosis are usually assessed as the measures for normality. 
Skewness refers to the lopsidedness of a distribution, while kurtosis refers to the 
peakedness or the flatness of a distribution. As kurtosis becomes close to zero, a 
distribution becomes normal shape; a positive value means a peaked distribution; and a 
negative one, a flatter distribution. According to Kline (2005), the cut-off value for 
extreme is 3 for skewness and 10 for kurtosis. In this research, aggregated mean scales 
based on a set of items for each construct were used, so normality of the error term was 
assessed by examining the skewness and kurtosis of the aggregated mean scales. No 
variable was found to have an extreme value regarding normality measures: skewness (-
1.735 to 0.097) and kurtosis (-1.364 to 4.281). The Kurtosis data in Table 7.12 below 
shows that the distribution for scholarly altruism is slightly peaked; however, it is within 
the range of normality. Each variable has a normal distribution, so data transformation 
required for normal statistical analysis was not necessary.  
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Variable Skewness Kurtosis 
Discipline 
Level 
Predictors 
Regulative Pressure by Funding Agencies -.728 -.284 
Regulative Pressure by Journals .097 -1.138 
Normative Pressure by Disciplines -.656 -.339 
Data Repository -.655 -.547 
Individual 
Level 
Predictors 
Perceived Career Benefit -.487 -.345 
Perceived Career Risk -.147 -.459 
Perceived Effort -.419 -.134 
Scholarly Altruism -1.735 4.281 
Dependent 
Variable 
Data Sharing Behavior -.218 -1.364 
Table 7.12 Measures of Kurtosis and Skewness for Variables 
Multicollinearity 
Multicollinearity is one of the important assumptions in multilevel analysis. 
Multicollinearity occurs when two or more independent variables are highly correlated 
(.80 and above) with each other in a research model (Kline 2005; Tabachnick et al. 2000). 
If there are high correlations among the independent variables, they cannot measure 
distinctive dimensions, but measure the same dimension(s) (Kline 2005). 
Multicollinearity distorts the data analysis of multilevel analysis by providing unstable 
parameter estimates. Multicollinearity can be detected by examining the Variance 
Inflation Factor (VIF) or the tolerance (1/VIF). If the VIF measure is greater than 10 or 
tolerance is less than 0.1, it raises a concern of multicollinearity (Field 2009; Hair et al. 
2006). Or, strictly VIF more than 2.5 or tolerance less than .40 causes multicollinearity 
(Allison 1999). The presence of multicollinearity can be also examined by inspecting 
correlation coefficients among the independent variables in the correlation matrix. If the 
correlation coefficients of any two independent variables are greater than .80, this causes 
a concern of multicollinearity (Kline 2005; Tabachnick et al. 2000). 
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Variable  
Not Aggregated 
Group-Level 
Variable 
Aggregated Group-
Level Variable 
Toleranc
e 
VIF 
Toleranc
e 
VIF 
Discipline 
Level 
Predictors 
Regulative Pressure by 
Funding 
.648 1.543 .352 2.838 
Regulative Pressure by Journal  .633 1.579 .468 2.135 
Normative Pressure  .565 1.771 .441 2.267 
Data Repository .731 1.368 .443 2.259 
Individual 
Level 
Predictors 
Perceived Career Benefit .717 1.395 .756 1.322 
Perceived Career Risk .716 1.397 .712 1.405 
Perceived Effort .850 1.176 .837 1.195 
Scholarly Altruism .570 1.755 .652 1.533 
Table 7.13 Collinearity Statistics (DV: Data Sharing Behavior) 
In this research, multicollinearity was examined by investigating VIF and correlation 
matrix. First, VIF was examined by running multiple regressions. The VIFs for the 
independent variables when data sharing behavior was treated as dependent variable are 
indicated in Table 7.13. As shown in Table 7.13, all VIFs of the independent variables 
are less than 10, showing no presence of multicollinearity (Kline 2005). Second, 
multicollinearity was also examined by inspecting the association between the 
independent variables in the correlation matrix. The correlation matrix generated by all 
the independent variables in this research model is presented in Table 7.14. All the 
correlations are less than .537, which is lower than the cut-off value of .80 for 
multicollinearity (Kline 2005; Tabachnick et al. 2000).  
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Regulative 
Pressure by 
Funding Agency 
1 
       
Regulative 
Pressure by Journal 
.537** 1 
      
Normative 
Pressure 
.437** .441** 1 
     
Repository .321** .363** .448** 1 
    
Perceived Career 
Benefit 
.237** .275** .411** .233** 1 
   
Perceived Career 
Risk 
-.110** -.120** -.281** -.217** -.292** 1 
  
Perceived 
Effort 
-.029 -.076** -.146** -.189** -.165** .381** 1 
 
Scholarly 
Altruism 
.304** .294** .519** .360** .471** -.441** -.238** 1 
Table 7.14 Correlation Matrix (with Non-Aggregated Group Level Variable) 
The correlations of the aggregated group-level independent variables are indicated in 
Table 7.15. The correlation matrix shows slightly high statistically significant 
correlations among the aggregated group-level independent variables, ranging from .365 
to .681; however, these correlation coefficients are lower than the cut-off value of .80 for 
multicollinearity (Kline 2005; Tabachnick et al. 2000). 
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Regulative 
Pressure by 
Funding 
Agency 
Regulative 
Pressure by 
Journal 
Normative 
Pressure 
Data 
Repository 
Regulative Pressure 
by Funding Agency 
1 
   
Regulative Pressure 
by Journal 
.681** 1 
  
Normative 
Pressure 
.622** .539** 1 
 
Data Repository .586** .365** .612** 1 
Table 7.15 Correlation Matrix (Aggregated Group Level Variable Only) 
Linearity 
One of the important assumptions of multilevel analysis is linearity, which means that the 
dependent variable has a linear relationship with its independent variables. Linearity 
among observed variables can be assessed by inspecting scatter plots of independent and 
dependent variables (Tabachnick et al. 2000). Another way of detecting non-linearity is 
to examine residual plots, which were drawn by the standardized residuals and the 
standardized predicted value (Tabachnick et al. 2000). In this research, linearity 
assumption was ensured by observing the scatter plots based on each independent 
variable. The scatter plots matrix of the relationships between independent variables and 
dependent variable are shown in Figure 7.4. The scatter plots matrix suggests that each 
relationship between an independent variable and the dependent variable has a linear 
association.  
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Funding Agencies’ Pressure 
 
Journals’ Pressure 
 
Normative Pressure 
 
Data Repositories 
 
Perceived Career Benefit 
 
Perceived Career Risk 
 
Perceived Effort 
 
Scholarly Altruism 
 
Figure 7.4 Scatter Plots Matrix 
Homoscedasticity 
Homoscedasticity refers to the assumption that the variance around the regression line 
needs to be fairly constant and same for all values of an independent variable. 
Homoscedasticity can cause the serious distortion of regression analysis and result (Berry 
et al. 1985). The homoscedasticity assumption can be assessed by visual inspection of a 
scatterplot of the standardized residuals and the standardized predicted values (Field 
2009). Homoscedasticity can be ensured if the scatterplot of the residuals and the 
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dependent variable shows a rectangular shape not curved or skewed shapes respectively 
(Tabachnick et al. 2000).  
 
Figure 7.5 Scatterplot of Residuals and the Dependent Variable 
A scatterplot of residuals and the dependent variable (Figure 7.5), shows that the 
scatterplot has a balanced distribution of residuals by the predicted value, and it is not 
curved nor skewed. Although the perfect shape for homoscedasticity is a balanced 
rectangular shape, the present research has a slightly rotated rectangular form. According 
to Fox (1991), this type of slightly rotated rectangular shape is affected by a discrete 
dependent variable, which is measured by n-point scales. In addition, if the sample size is 
large enough, the violation of homoscedasticity assumption is minimal on its data 
analysis and interpretation (Howell 2012).  
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7.5. Descriptive Statistics 
7.5.1. Construct Descriptive Statistics 
The scores from the multiple measurement items for each independent variable were 
averaged to provide an overall score for each of eight independent variables by each 
scientist. Then, the four discipline-level independent variables were calculated by 
aggregating a set of individual scientists’ responses in each discipline toward each 
discipline-level variable. The four individual-level independent variables were the same 
as the average scores from the multiple items for each individual-level independent 
variable by each scientist. Lastly, the dependent variable was computed based on the 
maximum score of the diverse types of data sharing behaviors (e.g. depositing data into 
data repositories or providing data upon requests). The multilevel regression analysis was 
conducted by using these newly developed scores for each variable. The descriptive 
statistics of each variable were calculated including mean and standard deviation (Table 
7.16). 
Research Constructs 
Number of 
Cases Used 
Mean 
Standard 
Deviation 
Discipline 
Level 
Predictors 
Regulative Pressure by Funding 
Agencies 
43 4.54 0.51 
Regulative Pressure by Journal 
Publishers 
43 3.39 0.84 
Normative Pressure  43 4.88 0.53 
Data Repository 43 4.79 0.73 
Individual 
Level 
Predictors 
Perceived Career Benefit 1,312 4.64 1.56 
Perceived Career Risk 1,315 4.20 1.44 
Perceived Effort 1,310 4.57 1.34 
Scholarly Altruism 1,317 6.08 1.03 
Dependent 
Variable 
Data Sharing Behavior 1,317 4.30 2.18 
Table 7.16 Descriptive Statistics (N=1,317 and k=43) 
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7.5.2. Nonresponse Analysis 
This research pays attention to nonresponse bias. Survey nonresponse can be defined as 
“the discrepancy between the group approached to complete a survey and those who 
eventually provide data” (Burkell 2003, p. 241). This study utilized several steps to 
reduce the nonresponse bias, based on the response facilitation approaches by Rogelberg 
and Stanton (2007) and Burkell (2003). The steps were: (1) make instructions clear and 
easy to follow; (2) present survey questions in a logical order and so they are easy to 
understand; (3) minimize the length of the survey and reduce the time required to be 
spent on the survey (i.e. 5-7 minutes); (4) provide potential survey participants with a 
pre-notification message in a personalized format; (5) offer a relevant incentive for the 
survey participants (i.e. a final report of this survey); and lastly (6) use follow-up 
messages in order to encourage survey participants. 
This research also employs the wave analysis technique in order to detect nonresponse 
bias based on the data set collected (Rogelberg et al. 2007). Nonresponse analysis was 
conducted to check whether there are any significant differences between participating 
respondents and non-respondents. Babbie (1990) suggested the nonresponse analysis 
method which compares early responses and late responses by using the late responses as 
a proxy for nonresponses. In this research, the first 30% of responses were compared with 
the last 30% of responses to see if any significant differences existed in variables between 
those two groups. The first 30% of respondents participated in the survey right after the 
first email was sent, and the last 30% of respondents took the survey after the second and 
third emails (reminders) were sent. One-way Analysis of Variance (ANOVA) test was 
conducted on all the summated means (for independent variables) and maximum scores 
 184 
 
(for dependent variable) in order to compare the mean differences for each variable 
between early and late participants. 
The ANOVA test shows that there are significant mean differences between the first and 
last groups of respondents for some of the variables including regulative pressure by 
funding agencies (F=4.99, p<.05), regulative pressure by journals (F=11.29, p<.01), 
normative pressure (F=9.21, p<.01), and data sharing behavior (F=3.91, p<.05). However, 
there were no significant differences between the first and last groups of respondents for 
the other variables including data repository (F=2.95, p=.086), perceived career benefit 
(F=0.31, p=.578), perceived career risk (F=0.03, p=.859), perceived risk (F=1.30, 
p=.255), and scholarly altruism (F=0.69, p=.406). Table 7.17 below presents the results 
of the ANOVA test. 
 Research Constructs 
Round 1 
(n=439) 
Round 2 
(n=439) F Sig. 
Mean SD Mean SD 
Discipline 
Level 
Predictors 
Regulative Pressure by 
Funding Agencies 
4.82 1.49 4.58 1.62 4.99 .026 
Regulative Pressure by 
Journal Publishers 
3.91 1.79 3.49 1.83 11.29 .001 
Normative Pressure by 
Disciplines 
5.14 1.43 4.83 1.54 9.21 .002 
Data Repository 5.04 1.66 4.84 1.75 2.95 .086 
Individual 
Level 
Predictors 
Perceived Career 
Benefit 
4.74 1.56 4.68 1.52 0.31 .578 
Perceived Career Risk 4.18 1.36 4.20 1.48 0.03 .859 
Perceived Effort 4.49 1.29 4.59 1.29 1.30 .255 
Scholarly Altruism 6.14 1.02 6.09 0.97 0.69 .406 
Dependent 
Variable 
Data Sharing Behavior 4.59 2.14 4.30 2.23 3.91 .048 
Table 7.17 Nonresponse Analysis with Early and Late Respondents 
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The results of the nonresponse analysis indicate that a possible nonresponse bias exists. 
This is because the participants who took this survey are more likely to rate their 
institutional pressures (i.e. regulative pressures by funding agencies and journals and 
normative pressure) as high than did those who did not participate in this survey; and also 
because the survey participants are also more likely to share their data than non-
participants. Bosnjak and colleagues (2005) also found that survey participants in Web-
based surveys perceived more social pressures than non-participants. Although 
nonresponse biases exist in some of the variables, the effects of these nonresponses are 
marginal. The mean differences for each variable, divided by their averaged Standard 
Deviation (SD), range from 0.133 (Data Sharing Behavior) and 0.232 (Regulative 
Pressure by Journals), which are considered small differences (Groves 2006). In addition, 
following ANOVA analyses on the first and the last groups of respondents for different 
disciplines shows that there are no significant differences between early and late 
respondents in each discipline. Since the discipline-level predictors are aggregated from 
individual responses in each discipline, the effect of nonresponse bias by those predictors 
are small (canceling nonresponse biases) (Groves et al. 2008). Therefore, any weighting 
method for nonresponse bias was not used in this research. 
7.6. Multilevel Model and Hypotheses Testing 
7.6.1. Overview of Multilevel Analysis 
This research employs a multilevel analysis method, which investigates the nested nature 
of social phenomena (e.g. students within schools) and accomplishes an integrated 
understanding of the multiple units of analysis. Among the diverse multilevel models by 
 186 
 
Kozlowski and Klein (2000), this research considers a cross-level direct-effect model, 
which examines how both higher-level predictors and lower-level predictors account for 
a lower-level outcome. In this research, the hierarchical data allows a multilevel analysis 
with scientists nested within their disciplines. The multilevel analysis enables examining 
the influence of both individual and discipline-level predictors on scientists’ data sharing 
because it can simultaneously estimate the variation of scientists’ data sharing behaviors 
based on individual and discipline-level predictors. 
A multilevel regression analysis integrates a unique random effect for each group and 
considers the variation of these random effects in estimating standard errors (Ethington 
1997). In Ordinary Least Squares (OLS) regression, the intercept and coefficients do not 
vary across groups. However, in multilevel regression analysis, the intercept and 
coefficients are allowed to vary across groups and the variation of the intercept and 
coefficients are estimated. Therefore, compared to OLS regression in which individual 
and group level variances in a dependent variable are not estimated simultaneously, the 
multilevel regression analysis estimates both individual and group level residuals 
simultaneously (Ethington 1997; Hox 2002; Raudenbush et al. 2002).  
Multilevel analysis can overcome the levels of analysis problem caused by data 
aggregation or disaggregation in OLS regression for multilevel data. In order to conduct 
OLS regression with hierarchical data, all data needs to be either disaggregated to a lower 
level or aggregated to a higher level. Prior studies have disaggregated the group level 
variables to the individual level variables by assigning each individual level unit a score 
representing a group level unit (Hofmann 1997); however, this violates the independence 
of observations assumption and causes misestimated standard errors (Ethington 1997; 
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Hox 2002). Raudenbush and Bryk (2002) pointed out that misestimated standard errors 
would increase the risk of mistakenly finding a statistically significant relationship (Type 
I error).  
Another unit of analysis problem is the aggregation of individual level data to group level. 
This causes the aggregation bias, which changes the meaning of data aggregated 
(Ethington 1997; Hox 2002). Prior studies have aggregated the individual-level variables 
to the group-level variables by assigning each group-level unit a mean score for each unit. 
This aggregation approach loses any variance that resides at the individual level and 
becomes difficult to examine the cross-level relationships. Scholars have discussed the 
levels of analysis issues extensively (Ostroff et al. 1999), and they argued that the levels 
of analysis should be carefully considered in examining multilevel relationships 
(Dansereau et al. 1995; Sacco et al. 2003). Multilevel analysis addresses these potential 
problems with multilevel data by decomposing variance into different levels and 
integrating a unique random effect for each group (Raudenbush et al. 2002).  
7.6.2. Multilevel Model 
The multilevel regression analysis in this research was performed using Hierarchical 
Linear Modeling (HLM) software. For the data analysis, the three-step multilevel 
modeling procedure (Hofmann 1997) was conducted. First, the fully unconditional model 
with no individual and discipline level predictors was created, and this null model was 
used to determine what portions of the total variance in the dependent variable resided 
within and between groups. A one-way ANOVA was utilized to partition the variance in 
the dependent variable (data sharing behavior) within and between discipline components. 
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This allowed determining whether there is significant between-discipline variance in 
scientists’ data sharing behaviors (Raudenbush et al. 2002). The null model with no 
predictors at Level 1 and 2 was estimated as the following equations: 
Level 1: Yij = β0j + rij 
Level 2: β0j = γ00 + u0j 
Where Yij is the dependent variable (data sharing behavior for scientist i in discipline j), 
β0j is the mean data sharing behavior in discipline j, γ00 is the grand mean of data sharing 
behavior across all disciplines, rij is within discipline variance (σ
2
) in data sharing 
behavior, and u0j is between discipline variance (τ) in data sharing behavior (Raudenbush 
et al. 2002). The estimation of the null model can measure the proportion of within- and 
between-discipline variances in the dependent variable (data sharing behavior) (Kreft et 
al. 1998; Wong et al. 2008). The proportion of within- and between-group variances in 
the null model is set to be a baseline for the changes of within- and between-group 
variances when both individual and group-level predictors were added into the 
subsequent models (Raudenbush et al. 2002).  
In the second step of the multilevel modeling procedure, the within-discipline (individual 
level) models were created. This Level 1 model consisted of individual-level predictors 
including scientists’ perceptions (i.e. perceived career benefit, perceived career risk, and 
perceived effort) and their scholarly altruism. The estimation of the Level 1 model can 
determine whether there was significant variance in the intercept parameters estimated at 
Level 1. Based on a random coefficient regression model (Hofmann 1997), the Level 1 
model was estimated as the following equations:  
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Level 1: Yij = β0j + β1j*(Perceived Career Benefit) + β2j*(Perceived Career Risk) 
+ β3j*(Perceived Effort) + β4j*(Scholarly Altruism) + rij 
Level 2: β0j = γ00 + u0j 
β1j = γ10 + u1j to β4j = γ40 + u4j  
In this model, the dependent variable of scientists’ data sharing behaviors (Yij) is modeled 
as a function of a linear combination of scientists’ attitudinal perception factors and their 
scholarly altruism. This means that scientists’ data sharing behaviors are composed of 
intercept β0j, slopes for each discipline (β1j to β4j: discipline-level influences for the 
corresponding individual-level predictors in discipline j), and a random effect, rij. In this 
model, the intercept would vary across scientific disciplines, and the intercept is 
calculated by the grand mean of data sharing behavior across all disciplines, plus between 
random errors in data sharing behavior for each discipline. The individual-level 
parameters were fixed in this model, meaning that the individual level coefficients 
remained the same across all scientific disciplines (Raudenbush et al. 2002).  
In the third step of the multilevel modeling procedure, the between discipline (group level) 
models were included. One of important objectives in this research is to test a set of 
discipline-level predictors influencing the between-discipline variance in scientists’ data 
sharing behaviors. This multilevel model allows the total variation in scientists’ data 
sharing behaviors to be divided into its within-discipline and between-discipline variance 
components. The multilevel model with predictors at Level 1 and 2 was estimated as the 
following equations: 
 190 
 
Level 1: Yij = β0j + β1j*(Perceived Career Benefit) + β2j*(Perceived Career Risk) 
+ β3j*(Perceived Effort) + β4j*(Scholarly Altruism) + rij 
Level 2: β0j = γ00 + γ01*(Regulative Pressure by Funding Agencies) + 
γ02*(Regulative Pressure by Journal Publishers) + γ03*(Normative 
Pressure) +  
γ04*(Data Repository) + u0j 
β1j = γ10 + u1j to β4j = γ40 + u4j 
In this model, the intercept β0j is calculated as a function of the grand mean across all 
disciplines on scientists’ data sharing behaviors, a combination of discipline level 
predictors, and random error (u0j) of each discipline. The γ01 to γ04 represents the 
influences of the corresponding discipline level predictors on scientists’ data sharing 
behaviors. This model allows the intercept β0j to vary according to discipline level 
predictors in a discipline. So, this model with Level 1 and Level 2 predictors can 
determine whether variance in the intercept β0j can be explained by the Level 2 predictors. 
The effect u0j assumes that discipline intercepts can have random errors. 
7.6.3. Hypotheses Testing 
Unconditional (Null) Model  
The unconditional model (in which no discipline- and individual-level predictors were 
included other than scientists’ data sharing behaviors) was formulated. Based on the 
unconditional model with one-way ANOVA, the between- and within- discipline 
variance in scientists’ data sharing behaviors was estimated (Raudenbush et al. 2002). 
The ANOVA results showed that there was significant between-discipline variance in 
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scientists’ data sharing behaviors (F (1, 42) = 684.729, p<.001). The χ2 test for the 
portion of variance in data sharing behaviors between disciplines (the Level 2 residual 
variance of the intercept, u0 or τ00) was also significant (χ
2
=352.065, p<.001) – between 
discipline variance is significantly different from zero for scientists’ data sharing 
behaviors as a dependent variable. This significant result suggests that further analysis for 
examining disciplinary-level influences on scientists’ data sharing behaviors can be 
pursued using multilevel analyses. The results of these analyses were shown in Table 
7.18.  
Fixed Effect Coefficient 
Standard 
Error 
t-Ratio P-Value 
Data Sharing  
Behavior (γ00) 
4.130 0.155 26.592 <0.001 
Random Effect 
Variance 
Component 
df 
Chi-
Square 
P-Value 
Intercept (u0) 0.915 
42 352.065 <0.001 
Level 1 (r) 3.865 
Table 7.18 Results from Unconditional Model 
Based on the unconditional model, this research examined how much the amount of 
variance in scientists’ data sharing behaviors resided within and between disciplines. The 
null model showed that the estimate for within-discipline (scientist level) variance was 
3.865, and the between-discipline variance (discipline level) was 0.915 (see Table 7.18). 
The Intraclass Correlation Coefficient (ICC) was calculated by the portion of 
disciplinary-level variance (τ00) of the total variance, including disciplinary- and 
individual-level variances (τ00+σ
2
) in the dependent variable (i.e. data sharing behavior) 
(Raudenbush et al. 2002). The ICC for scientists’ data sharing behaviors was .191 
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(0.915/(0.915+3.865)=.191), indicating that 19.1 percent of the total variance in scientists’ 
data sharing behaviors existed between disciplines, while 80.9 percent of the variance 
existed within disciplines. In other words, the scientists’ data sharing behaviors may vary 
between disciplines, and the scientists’ data sharing behaviors were influenced by not 
only individual-level predictors, but also by discipline-level predictors. 
Individual Level Model 
The Level 1 model was estimated based on the individual-level variables only, with no 
discipline-level predictors included for the Level 2 model. The Level 1 model includes 
four individual-level variables (including perceived career benefit, perceived career risk, 
perceived effort, and scholarly altruism). The within-discipline variance has changed 
from 3.865 to 3.227, and this difference shows the portion of within-discipline variance 
explained by individual level predictors (Within-Group R
2
=.165). These four individual-
level independent variables explained 16.5 percent of the within-discipline variance 
((3.865 – 3.227) / 3.865 = .165). After adding individual-level predictors, the residual 
variance at the disciplinary level becomes low (from .915 to .588). This means that some 
of the between-discipline variance in data sharing behaviors was partially explained by 
those individual-level predictors identified in the Level 1 model. Table 7.19 below shows 
the results of the individual-level model. 
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Predictors 
Step 1 Step 2 Step 3 
Null Model 
Individual-Level 
Predictors Only 
Adding Group-
Level Predictors 
Discipline 
Level 
Predictors 
Funding Agencies’ Pressure   -0.051 
Journals’ Pressure     0.366** 
Normative Pressure      0.762
**
 
Data Repository    0.194 
Residual Variance (τ00) 0.915 0.588  0.129 
Individual 
Level 
Predictors 
Perceived Career Benefit   0.088
*
  0.081
*
 
Perceived Career Risk  -0.010 -0.008 
Perceived Effort    -0.142
***
   -0.138
***
 
Scholarly Altruism    0.688
***
    0.667
***
 
Residual Variance (σ2) 3.865  3.227  3.229 
Within-Group R
2
   0.165  
Between-Group R
2
   0.781 
***
p<.001, 
**
p<.01, 
*
p<.05 
Table 7.19 Fixed-Effect Results for Data Sharing Behavior 
Multilevel Model (Individual and Discipline Level Model) 
The multilevel model was estimated by using both Level 1 and Level 2 predictors. Based 
on the Level 1 model, four discipline-level predictors (including funding agencies’ 
regulative pressure, journals’ regulative pressure, normative pressure, and data repository) 
were added into the multilevel model. The between-discipline variance has changed from 
0.588 to 0.129, and this difference shows the portion of between-discipline variance 
explained by discipline-level predictors (Between-Group R
2
=.781). These four discipline-
level predictors accounted for 78.1 percent of the between-discipline variance in data 
sharing behaviors ((0.588 – 0.129) / 0.588 = .781). Overall R2 based on both discipline 
and individual level predictors was 0.298. The results of multilevel model including 
unstandardized beta and standard error, standardized beta, t-value, and p-value are shown 
in Table 7.20. In this research, the standardized β was not interpreted due to a possible 
risk to misunderstand this value since discipline-level variables are aggregated from 
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individual responses in each group with marginal reliability (Goldstein 2011). The results 
of hypotheses testing are also provided below: 
Fixed Effect 
Unstandardized 
Coefficients Standardized 
Beta 
t-ratio p-value 
Beta Std. Error 
Discipline Level      
Funding Agencies’ 
Pressure 
-0.051 0.243 -0.012 -0.210 0.835 
Journals’ Pressure 0.366 0.130 0.140 2.826 0.007 
Normative Pressure 0.762 0.216 0.184 3.526 0.001 
Data Repository 0.194 0.148 0.064 1.311 0.198 
Individual Level      
Perceived Career Benefit 0.081 0.037 0.059 2.179 0.030 
Perceived Career Risk -0.008 0.041 -0.006 -0.203 0.839 
Perceived Effort -0.138 0.041 -0.085 -3.368 <0.001 
Scholarly Altruism 0.667 0.060 0.315 11.081 <0.001 
      
Random Effect Variance Component df 
Chi-
Square 
p-value 
Intercept 0.129 
38 81.199 <0.001 
Level 1 3.229 
Table 7.20 Results from Research Model (2 Level Model) 
Hypothesis 1: Perceived Career Benefit 
Perceived career benefit was found to have a significant, positive effect on scientists’ data 
sharing behaviors (β=0.081(unstandardized), p<.05). This shows that scientists who 
perceive more career benefits involved in data sharing are more likely to share their data 
with others. Therefore, the hypothesis that “the perceived career benefit involved in data 
sharing positively influences scientist’s data sharing behavior” was supported. 
Hypothesis 2: Perceived Career Risk 
Perceived career risk was not found to have a significant relationship with scientists’ data 
sharing behaviors (β=-0.008, p=.839). Therefore, the hypothesis that “the perceived 
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career risk involved in data sharing negatively influences scientist’s data sharing behavior” 
was not supported. The null hypothesis was accepted because the large significance level 
shows that the result could be due to random chance.  
Hypothesis 3: Perceived Effort 
Perceived effort was proven to have a significant negative influence on scientists’ data 
sharing behaviors (β=-0.138, p<.001). This indicates that scientists who perceive more 
efforts involved in data sharing are less likely to share their data with others. Therefore, 
the hypothesis that “the perceived effort required to share data negatively influences 
scientist’s data sharing behavior” was supported.  
Hypothesis 4: Scholarly Altruism 
Scholarly altruism was found to have a significant, positive effect on scientists’ data 
sharing behaviors (β=0.667, p<.001). This shows that scientists who have more scholarly 
altruism are more likely to share their data with others. Therefore, the hypothesis that 
“scientist’s scholarly altruism positively influences his/her data sharing behavior” was 
supported.  
Hypothesis 5: Regulative Pressure by Funding Agencies 
Regulative pressure by funding agencies was not found to have a significant relationship 
with scientists’ data sharing behaviors (β=-0.051, p=.835). Therefore, the hypothesis that 
“the regulative pressure by funding agencies positively influences scientist’s data sharing 
behavior” was not supported.  
  
 196 
 
Hypothesis 6: Regulative Pressure by Journals 
Regulative pressure by journal publishers was proven to have a significant, positive 
influence on scientists’ data sharing behaviors (β=0.366, p<.01). This indicates that 
scientists experiencing higher regulative pressure from journals in their disciplines are 
more likely to share their data with others. Therefore, the hypothesis that “the regulative 
pressure by journal publishers positively influences scientist’s data sharing behavior” was 
supported. 
Hypothesis 7: Normative Pressure 
Normative pressure was found to have a significant, positive effect on scientists’ data 
sharing behaviors (β=0.762, p<.01). This shows that both the professionalism and the 
expectation from peer-scientists in a scientific community positively influence scientist’s 
data sharing behavior. Therefore, the hypothesis that “the normative pressure in a 
scientific discipline positively influences scientist’s data sharing behavior” was supported.  
Hypothesis 8: Metadata 
This hypothesis was not tested because of low internal consistency of the measurement.  
Hypothesis 9: Data Repositories 
The availability of data repositories in each discipline was not found to have a significant 
relationship with scientists’ data sharing behaviors (β=0.194, p=.198). Therefore, the 
hypothesis that “the availability of data repositories in a discipline positively influences 
scientist’s data sharing behavior” was not supported. 
The summary of hypothesis testing results is shown in Figure 7.6: 
 197 
 
 
***
p<.001, 
**
p<.01, 
*
p<.05  
Figure 7.6 Hypothesis Testing Results based on Scientists’ Data Sharing Behavior Model 
Effect Size 
In this multilevel analysis, the effect sizes for the predictors which were found to be 
statistically significant were calculated by using Cohen’s f2 for multilevel regression 
(Selya et al. 2012). The following formula presents the calculation of Cohen’s f2 effect 
size measure (Cohen 1988): 
f
2 
= (R
2
AB – R
2
A) / (1 – R
2
AB) 
Where R
2
A is the proportion of variance explained by the predictor A (relative to a null 
model), R
2
AB is the proportion of variance explained by all the predictors (relative to a 
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null model). According to Cohen’s (1988) guideline for f2 effect size measure for 
multilevel regression analysis, f
2 
> 0.02 is a small effect size, f
2 
> 0.15 is a medium effect 
size, and f
2 
> 0.35 is a large effect size. Table 7.21 below shows Cohen’s f2 effect size 
measures for regulative pressure by journals (0.014), normative pressure (0.021), 
perceived career benefit (0.003), perceived effort (0.008), and scholarly altruism (0.090).  
Predictor R
2
A R
2
AB 
Cohen’s f2 
Effect Size 
Regulative Pressure by Journals 0.289 
0.298 
0.014 
Normative Pressure 0.283 0.021 
Perceived Career Benefit 0.296 0.003 
Perceived Effort 0.293 0.008 
Scholarly Altruism 0.235 0.090 
Table 7.21 Cohen’s f2 Effect Size Measure for Multilevel Regression Analysis 
7.7. Summary 
The data collection procedure led to a total of 1,317 valid participants in 43 STEM 
disciplines for the data analysis. Those survey participants work in U.S. academic 
institutions, have their Ph.D. degrees, hold occupational titles of faculty, researchers, and 
post-docs, and currently produce research data. Once the survey data were collected, data 
cleaning was conducted in terms of accuracy of the data collected, missing data, outliers, 
and response-set. In addition, this research performed nonresponse analysis and identified 
a possible nonresponse bias which needs to be addressed in the interpretation of results.  
Scale assessment was conducted by using Cronbach’s alpha, principal component factor 
analysis, and multi-trait-multi-method. The results of scale assessment suggest that all the 
 199 
 
research constructs have satisfactory reliability and validity values. In addition, reliability 
statistics (i.e. ICC(1), ICC(2), rwg) were utilized to assess the discipline-level variables 
can be aggregated to the group level analysis. The reliability statistics show that four 
discipline-level predictors can be aggregated to group level; however, metadata were 
found to have low reliability as a discipline-level predictor, so the metadata construct was 
removed from the subsequent analysis.  
This research employs a multilevel analysis method in order to examine the influence of 
both individual and discipline level predictors on scientists’ data sharing behaviors. The 
results of multilevel analysis show that there are significant between-discipline variances 
as well as within-discipline variances. At the individual level, perceived career benefit, 
perceived effort, and scholarly altruism were found to have significant relationships with 
data sharing behavior. At the institutional level, both regulative pressure by journals and 
normative pressure were found to have significant positive relationships with data sharing 
behavior.   
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8. Discussion and Conclusions 
This chapter covers the discussions of findings and the implications of this research. 
Based on the results of this research, each research finding was reviewed and considered 
along with prior studies and their meanings. In the implications section, both theoretical 
and methodological contributions of this research were provided, and then practical 
implications were presented with regard to funding agencies, journals, professional 
associations, and research institutions. Lastly, the limitations of this research, and 
suggestions for future research were provided.  
8.1. Summary of Findings 
The main objective of this research is to investigate to what extent institutional and 
individual factors influence scientists’ data sharing behaviors regarding whether they 
provide their data in published articles. Multilevel analysis is employed to examine both 
institutional and individual level effects on scientists’ data sharing behaviors. Using a 
multilevel model, scientist’s data sharing behavior is modeled at Level 1 with individual 
factors (i.e. perceived career benefit, perceived career risk, perceived effort, and scholarly 
altruism), by incorporating the institutional factors (i.e. regulative pressures by funding 
agencies and journals, normative pressure, and the availability of data repositories) at 
Level 2. 
The results of multilevel analysis show that there are significant between-discipline 
variances (19.1%) as well as within-discipline variances (80.9%) in scientists’ data 
sharing behaviors. At the individual level, perceived career benefit (β=0.081, p<0.05) and 
scholarly altruism (β=0.667, p<.001) are found to have significant positive relationships 
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with scientists’ data sharing behaviors, and perceived effort (β=-0.138, p<.001) is found 
to have a significant negative relationship with scientists’ data sharing behaviors. 
Perceived career risk (β=-0.008, p=0.839), however, is not found to be significantly 
related to scientists’ data sharing behaviors. These four individual-level independent 
variables explain 16.5 percentage of the within-discipline variance (Within-Group 
R
2
=.165). 
At the discipline level, both regulative pressure by journals (β=0.366, p<0.01) and 
normative pressure (β=0.762, p<0.01) are found to have significant positive relationships 
with data sharing behaviors; however, regulative pressure by funding agencies (β=-0.051, 
p=0.835) is not found to have a significant relationship with data sharing behaviors. Also, 
the availability of data repositories (β=0.194, p=0.198) is not found to be significantly 
related to scientists’ data sharing behaviors. These four discipline-level predictors 
account for 78.1 percent of the between-discipline variance in data sharing behaviors 
(Between-Group R
2
=.781). Therefore, this research demonstrates that scientists’ data 
sharing behaviors are influenced by both institutional factors (i.e. regulative pressure by 
journals and normative pressure) and individual factors (i.e. perceived career benefit, 
perceived effort, and scholarly altruism).  
In addition to the multilevel regression analyses, I also conducted multiple regression 
analyses with the same hypotheses. The multiple regression analyses show how scientists’ 
perceptions towards institutional pressures (i.e. regulative pressures by funding agencies 
and journal publishers, and normative pressure) and institutional resources (i.e. metadata 
and data repository) along with their individual motivations (i.e. perceived career benefit 
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and risk, perceived effort, and scholarly altruism) influence their data sharing behaviors. 
The results of the multiple regression analyses were presented in Table 8.1. 
Fixed Effect 
Unstandardized 
Coefficients Standardized 
Beta 
t-ratio p-value 
Beta Std. Error 
Discipline Level      
Funding Agencies’ 
Pressure 
0.061 0.043 0.045 1.425 0.155 
Journals’ Pressure 0.218 0.038 0.183 5.698 <0.001 
Normative Pressure 0.081 0.051 0.056 1.578 0.115 
Metadata -0.012 0.047 -0.009 -0.261 0.794 
Data Repository 0.204 0.044 0.160 4.622 <0.001 
Individual Level      
Perceived Career Benefit 0.072 0.044 0.052 1.662 0.097 
Perceived Career Risk 0.004 0.046 0.002 0.077 0.939 
Perceived Effort -0.200 0.046 -0.123 -4.380 <0.001 
Scholarly Altruism 0.472 0.071 0.226 6.605 <0.001 
Table 8.1 Results of Multiple Regression Analyses 
The results of the multiple regression analyses are slightly different from the results of 
the multilevel regression analyses. Regulative pressure by journal publishers (β=0.218, 
p<0.001), data repository (β=0.204, p<0.001), perceived effort (β=-0.200, p<0.001), and 
scholarly altruism (β=0.472, p<0.001) were found to have significant relationships with 
data sharing behaviors in the multiple regression analysis. However, it was also found 
that regulative pressure by funding agencies (β=0.061, p=0.155), normative pressure 
(β=0.081, p=0.115), metadata (β=-0.012, p=0.794), perceived career benefit (β=0.072, 
p=0.097), and perceived career risk (β=0.004, p=0.939) did not have significant 
relationships with data sharing behaviors in the multiple regression analysis. The results 
of multiple regression analyses were also discussed along with the results of the 
multilevel analyses in the following discussion section. 
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8.2. Discussion of Findings 
8.2.1. Individual Level Predictors 
Perceived Career Benefit 
Perceived career benefit was found to have a significant positive influence on scientists’ 
data sharing behaviors. This means that scientists who perceive there are more career 
benefits in sharing data in their published articles are more likely to share their data with 
others. This result supports prior studies’ findings that professional recognition (Kim 
2007), institutional recognition (Kankanhalli et al. 2005), and academic reward (Kling et 
al. 2003) all influence scientists’ data sharing behaviors. Recognition and reputation 
through increased citations and possible credits are associated with the concept of 
perceived career benefits. This research shows that in the perspective of motivation, 
scientists’ data sharing behaviors are driven by their perceived values of their behaviors 
and by the rewards they expect to derive from sharing their data. 
Prior studies in knowledge sharing also found that expected social rewards from 
knowledge sharing behavior have a positive effect on individuals’ attitudes toward 
knowledge sharing and their intentions to share knowledge (Hsu et al. 2008; Jones et al. 
1997; Kim et al. 2009). The concept of reward through recognition and reputation is a 
well-known factor influencing knowledge sharing behavior (Hung et al. 2011b). This 
research shows that in the context of scientists’ data sharing, as scientists perceive more 
career benefits through recognition and reputation, they are more willing to share their 
data with others. This finding is also related to Piwowar and colleagues’ (2007) finding 
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that articles that provided their relevant data sets (i.e. microarray data) through data 
repositories received more citations than articles that did not provide their data sets. 
Perceived Career Risk 
In this research, perceived career risk was not found to have a significant relationship 
with scientists’ data sharing behaviors. Prior studies argued that scientists view data 
sharing as potential loss (e.g. losing publication opportunities) or impediment for their 
careers, so they are reluctant to share their data (Louis et al. 2002; Reidpath et al. 2001; 
Savage et al. 2009; Stanley et al. 1988). However, this research did not find any 
significant negative relationship between perceived career risk and scientists’ data 
sharing behaviors. One possible reason for this insignificant result is that data sharing in 
this research is conceptualized as sharing the data of published articles only rather than 
the data of unpublished articles. Therefore, the different concepts of data sharing in each 
research need to be considered in interpreting this finding. 
Scientists have concerns about sharing the data of unpublished work, but they are less 
concerned about sharing the data of published articles. Several survey participants 
provided the comments that they are less concerned about sharing the data of published 
articles. A scholar in plant science mentioned, “I avoid sharing sensitive data before it is 
published because I do not want my students and postdocs to be scooped. [...] Once we 
are published, then we share our data and the scientific materials with any who want 
them.” Therefore, this research suggests that perceived career risk involved in sharing the 
data of published articles does not have a significant negative effect on scientists’ data 
sharing behaviors (i.e. sharing the data of published articles).  
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Perceived Effort 
Perceived effort was found to have a significant negative effect on scientists’ data sharing 
behaviors. This means that scientists who perceive that it requires more effort to 
participate in data sharing are less likely to share their data with others. The analysis of 
preliminary interviews also shows that the efforts required for data sharing prevent 
scientists from sharing their data across different disciplines. This result supports many of 
prior studies’ arguments that the efforts (e.g. additional work, cost, and time) involved in 
data sharing discourage scientists to share their data (Campbell et al. 2002; Foster et al. 
2005; Louis et al. 2002; Tenopir et al. 2011). This finding is also relevant to what 
Tenopir and colleagues (2011) recently found: scientists do not make their data available 
online because they lack the time and funding to organize their data. 
Data sharing requires a lot of time and effort from scientists to make their data accessible. 
Scientists need to organize and arrange their data sets for other scientists, and sometimes 
they also need to provide extensive explanations about their data in order to help other 
scientists make sense of the data sets. Therefore, many scientists have concerns about the 
efforts involved in data sharing, so perceived effort negatively influences scientists’ data 
sharing behaviors. A scholar in electrical engineering emphasized the issue of extra effort 
required in data sharing, saying: “For many small experiments, the amount of effort 
required to fully organize, document, and explain data to an outside researcher is greater 
than the effort required to simply recreate the experiment.”  
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Scholarly Altruism 
Scholarly altruism was found to have a significant relationship with scientists’ data 
sharing behaviors. This finding agrees with prior studies’ findings that altruism has a 
significant influence on information sharing behaviors (Hsu et al. 2008). In the context of 
data sharing, a few prior studies discovered that altruism is an important factor 
influencing faculty members’ contribution to institutional data repositories (Foster et al. 
2005; Kim 2007); in the context of knowledge sharing, altruism was extensively studied 
and found to have significant influence on knowledge sharing (Constant et al. 1996; 
Davenport et al. 1998; He et al. 2009; Hung et al. 2011a; Kankanhalli et al. 2005; Lin 
2008).  
Some of previous studies in information sharing defined the concept of altruism as a form 
of intrinsic motivation (i.e. having psychological benefits such as satisfaction and 
enjoyment of helping others) (Cho et al. 2010; Hung et al. 2011a; Hung et al. 2011b; Lee 
et al. 2010); however, this research redefines “scholarly altruism” by focusing on 
individual’s willingness to work to increase others’ welfare and contribute to their 
communities without expecting anything in return (Hsu et al. 2008). This research shows 
that scholarly altruism motivates scientists to help other scientists to save time and effort, 
allowing them to find something missing from the original research, and contributing to 
scientific development in their fields through data sharing.  
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8.2.2. Institutional Level Predictors 
Regulative Pressure by Funding Agencies 
Regulative pressure by funding agencies was not found to have a significant relationship 
with scientists’ data sharing behaviors, and this finding is different from what prior 
research argued. Prior studies found that data sharing policies by funding agencies have 
positive influences on scientists’ data sharing (McCullough et al. 2008; Piwowar et al. 
2008a); however, this research did not find a significant correlation between regulative 
pressure by funding agencies and scientists’ data sharing behaviors. The discrepancy of 
the findings between prior studies and this research may be resulting from the differences 
in disciplines included for each research. Prior studies focused on certain disciplines in 
biological sciences (Piwowar 2011; Piwowar et al. 2008b); however, this research 
extended to diverse STEM disciplines.  
Many scholars argued that funding agencies’ data sharing policies would increase 
scientists’ data sharing behaviors (McCullough et al. 2008; Piwowar et al. 2008a; 2008b; 
Stanley et al. 1988); however, this research did not find a positive correlation between 
funding agencies’ regulative pressure and scientists’ data sharing behaviors across 
diverse STEM disciplines. One possible interpretation of this insignificant result is that 
since the data sharing policy by NSF was implemented recently (National Science 
Foundation 2010), the effects of funding agencies’ push was not reflected in scientists’ 
data sharing behaviors as yet. The analysis of preliminary interviews shows that there are 
two different perspectives regarding NSF’s new data sharing policy. A professor in 
environmental engineering mentioned:  
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“Every proposal has a data sharing policy now. And so we were rewarded, 
and I mean, I guess we are penalized for not sharing data because you 
won’t get your grant unless you have a policy for sharing your data. So I 
think that you know the question about not sharing data is now moot 
because NSF funded most of our research. We have to share our data.”  
However, another professor in biology mentioned that NSF policy does not have a 
significant impact on scientists’ data sharing, by saying:  
“I haven’t seen much of it yet, how NSF’s changes [of data management 
policy] will affect people because it’s a relative new requirement. […] 
And NSF themselves, I was personally at NSF when they were making 
these changes, and even then, program officers at NSF weren’t taking it 
particularly seriously. […] So, you know, if it meant the difference 
between your proposal being funded and not being funded, then people are 
going to take it very seriously. But it was just an extra thing you had to 
write.”  
In addition, it also might be possible that scientists do not perceive funding agencies’ data 
sharing policies as a serious coercive pressure, even if the agencies have had data sharing 
policies for a while (e.g. biological and health sciences funded by NIH). A number of 
survey participants commented that national funding agencies do not enforce their data 
sharing policies, so scientists do not perceive any serious coercive pressures from funding 
agencies. A professor in neuroscience mentioned:  
“There is little institutional/funding pressure to do so [data sharing]. NIH 
(biomedical funding) requires data sharing, but [it is] only taken seriously 
by a few disciplines (genomic data, brain imaging). As far as I can tell 
there are no explicit checks on whether data sharing occurs or penalties if 
the data [are] is not made available.”  
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This shows that although there are data sharing policies required by funding agencies 
(NSF and NIH), scientists do not perceive any serious coercive pressures from those 
policies because (1) the data sharing policies were implemented recently (i.e. NSF), and 
(2) funding agencies do not explicitly enforce their data sharing policies except particular 
discipline(s) (i.e. NIH). Therefore, it can be concluded that regulative pressure by funding 
agencies does not have a significant influence on scientists’ data sharing behavior across 
diverse STEM disciplines.  
Regulative Pressure by Journals 
This research found that journals’ regulative pressure has a significant influence on 
scientists’ data sharing behaviors. This finding demonstrates that journals exert strong 
coercive pressures on scientists’ data sharing behaviors. This finding is consistent with 
some of the prior bibliometric studies’ findings that there are positive correlations 
between the existence of data sharing policy in journals and the rate at which scientists 
deposit data in public databases (Piwowar et al. 2008b; Piwowar et al. 2010). However, 
other studies argued that the data sharing policies in certain journals did not have 
significant impacts on actual data sharing rates (Cech et al. 2003).  
Compared to prior studies, this research examined the relationship between regulative 
pressure by journals and scientists’ data sharing behaviors across different science and 
engineering disciplines, and found that regulative pressure by journals in each discipline 
positively increases scientists’ data sharing behaviors. A good number of journals in 
biological sciences have required their authors to submit data either as supplements or in 
data repositories as a condition of publication, and more journals (e.g. evolutionary 
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biology and ecology) recently have implemented data sharing policies which require their 
authors to share data by depositing it into data repositories (Savage et al. 2009; Weber et 
al. 2010). This research shows that there is a significant relationship between the 
regulative pressure by journals in each discipline and scientists’ data sharing behaviors. 
Normative Pressure 
This research found that normative pressure from each scientific discipline (or 
community) significantly influence scientists’ data sharing behaviors across different 
disciplines. Prior studies did not examine the relationship between the normative pressure 
in each discipline and their scientists’ data sharing behaviors as yet. This research showed 
that there are significant between-discipline variances in normative pressure, and 
normative pressure in each discipline positively influences scientists’ data sharing 
behaviors. This finding supports the idea that the scientific community’s consensus 
toward data sharing is critical to facilitate scientists’ data sharing behaviors (Zimmerman 
2007). 
The normative pressures can be formulated as the forms of professionalism and 
expectation from peer-scientists in a scientific community. Scientists need to conform to 
the established norms in their disciplines in order to maintain their legitimacy and 
conduct research with other scientists. This research shows normative pressures differ 
across diverse scientific disciplines, and normative pressure plays an important role in 
scientists’ data sharing behaviors. Scientists socially agree on their data sharing practices 
and follow the socially adopted norms about their data sharing. Therefore, scientists in 
the disciplines which have strong normative pressures about data sharing are more likely 
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to share their data with other scientists, In other words, scientists in the disciplines with 
low normative pressures are less likely to share their data.  
Data Repository 
The availability of data repositories in a discipline was not found to have a significant 
relationship with scientists’ data sharing behaviors. Although the analysis of preliminary 
interviews showed that the lack of data repositories was an important barrier for data 
sharing in several disciplines, this survey study did not confirm the positive relationship 
between the availability of data repositories in each discipline and scientists’ data sharing 
behaviors. Prior studies argued that the existences of data repositories facilitate and 
promote scientists’ data sharing in certain disciplines (e.g. molecular biology) (Brown 
2003; Cragin et al. 2010; Marcial et al. 2010). However, this research examined the 
relationship between the availability of data repositories and data sharing behaviors 
across diverse scientific disciplines, and it did not find any significant relationship. 
This result shows that the availability of data repositories does not necessarily increases 
scientists’ data sharing behaviors. The comments provided by survey participants indicate 
that the existing data repositories in some disciplines do not support scientists’ data 
sharing due to the difficulties and the lack of supports in using those repositories. A 
microbiologist mentioned that, “NCBI Pubmed is a data repository that is so onerous to 
submit to (e.g., multiple genomes), that there is a significant barrier to data fidelity in this 
important public repository.” Also, the existing data repositories in each discipline do not 
allow scientists to share all types of data generated in their disciplines. Another scholar in 
psychology mentioned that, “In my sub-field, there is one prominent and well respected 
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repository for sharing raw data -- it’s the CHILDES website. But this is a place for 
naturalistic data, not experimental work. While it is some trouble to post to CHILDES 
(formatting, permissions, etc.) it is well respected.” Although this finding seems 
unexpected, the availability of data repositories in each discipline may provide some 
explanation for scientists’ data sharing behaviors.  
8.3. Implications of the Study 
8.3.1. Theoretical Implications 
This section on theoretical implications addresses how the research findings of this study 
contribute to theories employed in this research. This study developed a multilevel 
theoretical framework by combining institutional theory and theory of planned behavior. 
The results of this research show that the multilevel theoretical framework proposed 
nicely accounts for the phenomena of scientists’ data sharing. These findings have 
several theoretical implications for institutional theory and theory of planned behavior.  
First, this research proposes a multilevel theoretical framework to investigate both 
institutional and individual influences on scientists’ data sharing behaviors. The 
multilevel theoretical framework shows that scientists’ data sharing behaviors are driven 
by individual motivations, based on their perceptions toward data sharing, along with 
institutional pressures in their disciplines. Although scholars have studied the diverse 
perceptions of scientists on their data sharing behaviors, prior studies did not fully 
incorporate the institutional context which also determines data sharing behaviors. Based 
on the multilevel theoretical framework, this research shows that both discipline-level 
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factors (i.e. regulative pressure by journals and normative pressure in disciplines) and 
individual-level factors (i.e. perceived career benefit, perceived effort, and scholarly 
altruism) have significant influences on scientists’ data sharing behaviors. The research 
framework integrating institutional theory and theory of planned behavior can help us 
understand similar social phenomena (e.g. scientists in scientific communities). 
Second, with regards to institutional theory, this study sheds light on how institutional 
environments can influence individuals’ behaviors. The results of this research show the 
micro-foundations of institutions by looking at institutional influences and individual 
motivations together. This research can advance the neo-institutional theory by applying 
it to the individual levels. Prior studies using institutional theory mainly focused on 
macro-level analysis rather than micro-level analysis, so individual actors are received 
less attention in the prior studies of institutional theory (Rupidara et al. 2011; Szyliowicz 
et al. 2010). This research examines a micro-level view of institutional theory focusing 
on the institutional influences (i.e. discipline level predictors) on individual scientists’ 
behaviors as well as their motivations (i.e. individual level predictors). The results of this 
research show that individual scientists are influenced by institutional forces including 
regulative pressure by journals and normative pressure in disciplines in order to have the 
legitimacy of their behaviors. These findings confirm the arguments of the micro-level 
view of institutional theory (Carney et al. 2009; Kisfalvi et al. 2011; Mezias et al. 1994; 
Sitkin et al. 2005) – that social actors are influenced by institutional pressures to conform 
to the shared notions of appropriate behaviors (Burt 1987).  
Third, the findings of this research also provide several implications for the theory of 
planned behavior. This research shows that individuals’ perceptions can have direct 
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influences on actual behaviors, not necessarily aggregated by attitude or mediated by 
intention to conduct the behavior. The results of this research show that perceived career 
benefit and perceived effort have direct relationships with actual data sharing behaviors. 
Those results support prior studies looking at the direct relationships between perceptions 
and actual behaviors based on the theory of planned behavior (Shi et al. 2008; Watson et 
al. 2006; Wu et al. 2009). This research also considers actual behavior as an outcome 
variable, without looking at the intention to conduct a behavior. Prior studies employing 
the theory of planned behaviors were criticized because they did not examine actual 
behaviors (Ajzen 2002). This research, however, tried to measure scientists’ actual data 
sharing behaviors with diverse means, and it was found that the measurement of actual 
behavior can work as an important outcome variable in the theory of planned behavior.  
8.3.2. Methodological Implications 
This methodological implication section covers how the research methods used in this 
research contribute to methodological development in the field of information science. 
This research has several methodological implications including (1) mixed-method 
approach combining qualitative and quantitative methods, (2) a multilevel regression 
analysis used for hierarchical data, and (3) scale development procedure taken to validate 
existing items and create new items for research constructs.  
First, this research employed a mixed-method approach combining qualitative and 
quantitative approaches, and this mixed-method approach provided more fruitful 
outcomes in studying scientists’ data sharing behaviors. The qualitative approach helped 
to identify diverse institutional- and individual-level predictors influencing scientists’ 
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data sharing behaviors with a rich and comprehensive context of the phenomena. The 
qualitative approach also assisted in the development of the research model and the 
design of survey. The quantitative approach helped to validate the research model by 
using a survey method. The quantitative approach effectively explained the phenomenon 
of scientists’ data sharing behaviors across diverse disciplines with more generalizable 
results. Many scholars emphasize the synergy of using the qualitative and quantitative 
approaches as not opposing one another, but rather being complimentary (Creswell 2008; 
Greene et al. 1989; Plano Clark et al. 2008). The combination of qualitative and 
quantitative approaches allowed me to triangulate the research questions extensively in 
order to more clearly understand the phenomena of scientists’ data sharing behaviors.  
Second, this research utilized a multilevel analysis method by incorporating both 
discipline- and individual- levels to understand scientists’ data sharing behaviors across 
diverse disciplines. Prior studies have predominantly examined scientists’ data sharing as 
an individual phenomenon ignoring its institutional context; however, it is important to 
examine institutional influences as well as individual motivations together in studying 
scientists’ data sharing behaviors. The multilevel regression analysis was employed to 
validate the multilevel research model, which was developed based on institutional theory 
and theory of planned behavior. Scholars indicated that institutional theory can operate at 
multiple levels, so a multilevel analysis is necessary to understand the social phenomena 
where each individual level is nested and interconnected with an institutional level 
(Oliver 1997; Thornton et al. 2008). In the integrated theoretical framework, institutional 
theory can account for both institutional factors and individual-level behavior, and the 
theory of planned behavior can explain individual-level factors and behavior. By taking a 
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multilevel analysis method, this research showed that institutional pressures and 
individual motivations were closely associated with individual scientists’ data sharing 
behaviors across different disciplines.  
Third, another methodological contribution of this research is the scale development 
procedure, taken to develop the measurement items to be used in the context of scientists’ 
data sharing. Since the existing measurement items were not applied and tested in 
scientists’ data sharing contexts, and there were potential gaps between existing items 
and constructs studied in this research, it was necessary to develop a dedicated 
measurement scale for studying scientists’ data sharing behaviors. This research 
systematically developed its scales by validating the existing measurement items and 
creating new measurement items for its research model. The scale development 
procedure followed the prescribed set of steps including item creation, scale development, 
and instrument testing, as proposed by Moore and Benbasat (1991). Through the scale 
development procedure, this research developed a set of measurement scales for the 
constructs studied in this research by validating existing items and creating new items. 
Those measurement items can be used to measure the same or similar research constructs 
in future research.  
8.3.3. Practical Implications 
This research provides several practical implications based on the results of the survey 
and the content analysis of preliminary interviews. This research suggests that both 
institutional and individual factors need to be considered in order to encourage scientists’ 
data sharing behaviors. This section presents practical implications with regards to 
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institutional level factors (i.e. funding agencies, journals, norms in scientific disciplines, 
and data repositories) and individual level factors (i.e. perceived career benefit and risk, 
perceived effort, and scholarly altruism).  
Funding Agencies 
This research suggests that funding agencies need to enforce their data sharing policies 
after awarding grants. The results of this research shows that regulative pressure currently 
exhibited by funding agencies does not have a significant effect on scientists’ data 
sharing behaviors across different disciplines. The national funding agencies (e.g. NSF 
and NIH) have required their grantees to share data generated by their funds (National 
Institutes of Health 2003; National Science Foundation 2010). Many scientists are 
already aware of the data sharing policies by funding agencies. However, it is 
questionable whether funding agencies’ data sharing policies actually exert coercive 
pressure on scientists’ data sharing behaviors. Some scientists commented that funding 
agencies do not explicitly enforce their data sharing policies except in particular 
disciplines, so scientists do not perceive any serious coercive pressures from those 
policies. Therefore, in order to encourage data sharing, funding agencies need to develop 
a mechanism to check whether their grantees share data, and this mechanism can display 
more coercive pressures on scientists’ data sharing behaviors. 
Journals 
This research shows that journals can play a critical role for encouraging scientific data 
sharing. Regulative pressure by journals was found to have a significant positive 
influence on scientists’ data sharing behaviors, and this result demonstrates that journals 
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in some disciplines exert strong coercive pressures on scientists’ data sharing. Since those 
journals usually require data sharing as a condition of publication, scientists should 
observe data sharing policies by those journals. Therefore, in order to encourage data 
sharing, journals in each discipline need to require their authors to share data for their 
published articles. This can be done via two different methods: (1) mandating authors to 
submit their data to public repositories prior to publication (if there are any relevant 
repositories available in their disciplines), or (2) requiring authors with “explicit journal 
policy” to provide their data to those who request the data or relevant information (if 
there is no relevant repository available in their disciplines).  
Norms in Disciplines 
This research suggests that in order to facilitate data sharing, it is important to build 
community norms of data sharing in each scientific discipline. The results of this research 
show that each discipline has different norms about data sharing, and the normative 
pressures from each discipline significantly affect scientists’ data sharing behaviors 
across different disciplines. Therefore, having positive normative pressures is important 
to support data sharing in each discipline. The normative pressures would influence 
scientists’ data sharing behaviors in terms of social and moral obligations (Scott 2001). 
Education and training in each discipline can help scientists develop similar disciplinary 
norms about data sharing in the form of scientific ethics (DiMaggio et al. 1983), and 
professional associations and accreditation agencies in scientific communities can 
actually exert normative pressures with regards to data sharing (Grewal et al. 2002). Each 
scientific community can develop their norms of data sharing through education and 
training that are supported by their professional associations and accreditation agencies.  
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Data Repositories 
This research shows that the availability of data repositories in each discipline does not 
necessarily increase scientists’ data sharing behaviors across different disciplines. 
Although scholars argued the importance of data repositories with regards to data sharing 
(Brown 2003; Cragin et al. 2010; Marcial et al. 2010), we need to approach the issue of 
data repository carefully. It would be true that data repositories can support data sharing 
in certain domains of research (Marcial et al. 2010), and that the lack of data repositories 
can discourage scientists from sharing their data (Cragin et al. 2010), However, the 
correlation between the availability of data repositories and scientists’ data sharing 
behaviors across different disciplines is doubtful. This may be caused by the fact that 
existing data repositories do not support scientists’ data sharing (e.g. due to suitability 
and accessibility problems); and that the availability of data repositories alone does not 
encourage scientists to share their data. Therefore, scientific communities need to 
develop their data repositories by considering other factors (e.g. accessibility and policy 
guidance) to support data sharing through their data repositories. 
Perceived Career Benefit and Risk 
This research suggests that the scientific community needs to support scientists’ receipt 
of more career benefits (e.g. credits and reputation) through data sharing. This research 
found that the perceived career benefit has a significant positive relationship with 
scientists’ data sharing behaviors; while the perceived career risk was not found to have a 
significant influence on sharing the data of published articles. This means that we can 
encourage scientists’ data sharing behaviors by providing more career benefits, rather 
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than reducing career risks involved in data sharing. This research, however, captured the 
situation that in some disciplines, the current credit mechanism is not supportive of data 
sharing. A scholar in ecology mentioned: 
“I think that more researchers would share data if there was some way that 
they could be cited similarly as publications. […] Unfortunately, there is 
no such system, so researchers have to publish in order to improve their 
academic standing and have no real incentive to share data.”  
Therefore, the scientific community needs to provide appropriate benefits for the 
scientists who originally generate the data sets. In some disciplines, the academic credit 
mechanism needs to be adjusted to facilitate their scientists’ data sharing. 
Perceived Effort 
This research proposes that scientific communities need to consider how to reduce 
scientists’ efforts involved in data sharing. This research found that the perceived effort 
has a significant negative influence on scientists’ data sharing behaviors across different 
disciplines. Many scientists feel that data sharing requires a significant amount of time 
and effort compared to a lack of rewards or incentives for sharing data. The result of this 
research suggests that in order to encourage data sharing, scientific communities should 
support scientists by helping them to organize and arrange their data sets, thus allowing 
the data sets to be shared with other scientists. Each scientific community can develop 
standardized data sharing protocols and procedures to minimize the efforts involved in 
sharing unstructured data sets. In addition, scientists may need institutional support for 
doing this, including data curation and management, which can reduce the efforts 
scientists need to expend in data sharing. Scientists do not have the expertise and systems 
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to manage and curate data sets, so it would be necessary that information professionals 
help scientists by providing data stewardships for scientists. 
Scholarly Altruism 
Lastly, this research shows that scholarly altruism can support scientific data sharing. 
Scholarly altruism was found to have a significant positive effect on scientists’ data 
sharing behaviors across different disciplines. This result suggests that scientists are 
willing to help other scientists, and to contribute to their scientific communities without 
expecting anything in direct return. Scholarly altruism motivates scientists to share their 
data with others, even though there is a lack of incentive and a significant amount of 
effort involved in data sharing. With the existence of scholarly altruism in scientific 
communities, scientists may feel grateful when other scientists share their data, and they 
eventually will want to reciprocate other scientists’ efforts. A scholar in biology 
mentioned, “I find it fulfilling and stimulating to be able to hand off data I have collected 
(even if unpublished) to younger colleagues. The ability to look at data with new eyes 
and new ideas is the essence of science.” Therefore, in order to facilitate data sharing, it 
is more important to create an altruistic culture of data sharing in scientific communities. 
This altruistic culture would come from the nature of scientific research, and scientific 
communities need to preserve this culture as an important value of science.  
8.4. Limitations of the Study 
This research has tried to address any possible limitations involved in its research 
processes; however, it has several limitations in survey instrument, data collection and 
analysis. In this section, I addressed the limitations of this research: (1) generalized 
 222 
 
survey instrument, (2) self-selection bias, (3) self-report problem, (4) discipline-level 
construct measurement, (5) deletion of metadata construct, (6) measurement problems in 
metadata and data repository constructs, (7) limitation of sampling strategy, and (6) small 
group size for several disciplines included in final analysis.  
First of all, one of the main limitations is that the survey in this research did not consider 
domain-specific data sharing, but looked at general data sharing of published articles in 
diverse disciplines. Although the field survey was polished by eight subject matter 
experts in different disciplines through scale development process, some participants in 
the same discipline might approach some of the survey questions differently. For 
example, in certain disciplines the raw data of published articles may include materials 
(e.g. reagent, genetically modified organisms), specified experiment protocols, and 
source codes. Some participants would perceive that those are a part of their raw data 
associated with their published articles, but other participants in the same disciplines 
might not consider them in the same way. In addition, the same discipline may have 
different data sharing requirements and expectations depending on the types of data. The 
survey in this research, however, did not capture the domain-specific data sharing 
behaviors in various disciplines. This research focused more on general data sharing 
behaviors regarding the data of published articles in diverse scientific disciplines. Future 
research needs to investigate domain-specific data sharing behaviors. 
Second, the survey method employed in this research may have self-selection bias. 
Although the sampling frame was randomly selected from the CoS scholar database, the 
field survey ultimately involved the participants who voluntarily participated in the 
survey. The overall response rate is only 15.28%, so the survey research may have the 
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self-selection bias problem. This research performed a nonresponse bias test by 
comparing early and late respondents on each construct and found that there are 
significant differences in institutional pressures (i.e. regulative pressures by funding 
agencies and journals and normative pressure) and data sharing behaviors between those 
two response groups; and no significant differences in individual level predictors (i.e. 
perceived career benefit, perceived career risk, perceived effort, and scholarly altruism). 
Since the effects of those nonresponses are marginal, and the discipline level predictors 
are aggregated from individual responses in each discipline, the influence of nonresponse 
bias by those predictors might be small for this research (Groves et al. 2008). However, it 
is still possible that those who participated in the survey would be different from those 
who did not participate in terms of their data sharing behaviors. Therefore, it is necessary 
in future research to validate this research model with a large group of participants. 
Third, another methodological limitation of survey is the self-report nature of the 
dependent measures. The survey method required self-report regarding the measurement 
of scientists’ data sharing behaviors. Each participant was asked to provide their own data 
sharing behaviors themselves, rather than objectively observing their actual behaviors. It 
is impractical to examine each respondent’s data sharing behaviors in diverse methods 
through data repositories, journal supplement, and personal communications. Therefore, 
scientists’ self-reported data sharing behaviors can be a useful proxy for their actual data 
sharing behaviors. Blair and Burton (1987) also pointed that self-report measurements 
can be considered as relative measurements of actual behaviors. 
Fourth, the multilevel method utilized in this research has several limitations; one of the 
limitations is that the discipline-level constructs may have a potential bias in their 
 224 
 
measurements. This research measured the discipline-level constructs by aggregating 
individual scientists’ reports about their discipline-level information. In many 
organizational studies, it is a common method to measure group-level constructs by 
aggregating individuals’ reports on the constructs in each group (Kraut, 1996). However, 
this may not measure the exact status of group-level constructs, and it may cause a 
potential bias in group-level measurements. In this research, the intraclass correlation 
coefficient (ICC) for each discipline-level construct (except metadata) was satisfactory 
(ranging from 0.072 to 0.182 for ICC(1) and from 0.705 to 0.872 for ICC(2)); however, 
the internal consistency scores (rwg(j)) for some of the discipline-level constructs (except 
metadata) marginally supported for data aggregation to the discipline-level constructs 
(median value of rwg(j) ranging from 0.65 to 0.76). Therefore, the scale reliability for the 
discipline-level constructs needs to be carefully considered in this research.  
Fifth, with regards to the fourth limitation of this research, the metadata construct failed 
to work as a discipline-level construct. Each survey participant was asked about the 
availability of metadata in their disciplines by providing the definition of metadata. Since 
scientists were not familiar with the term of metadata, they might interpret the term of 
metadata differently in spite of the definition of metadata and an example provided in this 
survey. The intraclass correlation coefficients were not satisfactory (0.049 for ICC(1) and 
0.614 for ICC(2)), and the internal consistency score (rwg(j)) for metadata did not support 
for data aggregation to the discipline-level construct (median value of rwg(j) for metadata 
is .54). Therefore, the metadata construct was removed and was not considered for the 
further multilevel analysis.  
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Sixth, the metadata and data repository constructs have their limitations to measure what 
they are supposed to measure. The metadata and data repository constructs were 
developed based on the resource-facilitating condition construct (Taylor et al. 1995; 
Thompson et al. 1991), which is an outdated way to measure metadata and data 
repositories. Therefore, the survey questions used to measure the metadata and data 
repository constructs might cause confusion for survey participants. The limitations of the 
measurements in metadata and data repository would eventually affect the quality of 
participants’ responses. Further research should develop more accurate measurement 
scales for metadata and data repository based on more recent literature.   
Seventh, the sampling strategy has its limitation: the discrepancy between the numbers of 
scientists expected to participate in the survey and the actual survey participants in each 
discipline. The survey research planned to recruit an equal number of participants from 
each discipline (equal allocation method); however, the stratified sampling strategy with 
equal allocation method does not work well because of the inaccuracy of scientists’ 
disciplines registered in the CoS scholar database. There are significant differences 
among the numbers of survey participants in some disciplines. For example, neuroscience 
has 73 participants; however, public administration has only 15 participants. This 
discrepancy may cause a possible bias in the results of individual level analysis. In order 
to overcome this limitation, it is necessary to use a more reliable scholar database and to 
recruit more people in the disciplines which have less participants compared to other 
disciplines.  
Lastly, another limitation of the multilevel method in this research is the small group size 
for several disciplines included in the final analysis. Although at least 20 observations in 
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one group are recommended by recent organization studies (Hox 2002; Scherbaum et al. 
2009), this research included five disciplines (out of forty-three disciplines) which 
contain less than 20 members (but still more than 15 members) for its multilevel analysis. 
The small group sizes for those five disciplines may have a potential problem with their 
internal consistency; however, this research decided to include those five disciplines in 
order to increase the statistical power to detect the discipline-level (Level 2) predictors. 
Scholars argued that a sufficient number of groups are required to estimate the level 2 
parameters properly (Goldstein 2011; Raudenbush et al. 2002), and it is more important 
to increase the number of groups included in multilevel analysis as opposed to the 
number of members in each group (Zhang et al. 2009). Excluding disciplines with fewer 
members would reduce statistical power, and make Level-2 estimates unstable (Type II 
error).  
Despite those limitations, this research allows us to examine how discipline-level and 
individual-level predictors influence scientists’ data sharing behaviors across diverse 
scientific disciplines. This would be the first empirical study investigating both 
disciplinary environments and individual motivations with regards to scientists’ data 
sharing behaviors. Future research can improve the current research by considering the 
aforementioned limitations, and I provided possible directions for such future research 
with regards to scientists’ data sharing behaviors. 
8.5. Suggestions for Future Research 
This section provides suggestions for future research based on the findings of this 
research. Future research can (1) investigate some of the research constructs employed in 
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this research, (2) examine the discipline differences in data sharing practices, (3) compare 
the data sharing factors in different major disciplines, (4) consider organizational-level 
factors influencing scientists’ data sharing behaviors, and (5) expand on the issues of data 
reuse along with data sharing. 
First, future research in scientific data sharing should expand upon the relationships 
examined in this research. Future research can investigate some of the research constructs 
employed in this research more carefully. Contrary to the earlier arguments (McCullough 
et al. 2008; Piwowar et al. 2008a), regulative pressure by funding agencies was not found 
to have a significant relationship with data sharing behaviors. Future research can 
examine this construct as an individual level predictor (i.e. perception toward the 
regulative pressure by funding agencies) by considering individual scientists’ funding 
sources, or it might be interesting to re-investigate this construct as a discipline-level 
predictor several years in the future (after the NSF grantees have had chances to share the 
data they collected through the support of their funding agencies). In addition, the 
constructs of both data repository and metadata need to be re-examined; a researcher can 
objectively measure each of those constructs by investigating their availabilities in each 
discipline. Then, those measurements can be entered as objective and accurate discipline-
level data in a multilevel analysis.  
Second, along with the results of this research, future research can examine how the 
discipline and individual level factors influencing scientists’ data sharing behaviors differ 
across different disciplines and what factors contribute to those differences. The 
discipline comparison study can illustrate domain-specific data sharing behaviors, and 
their different patterns of discipline- and individual-level predictors that motivate and 
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prevent scientists’ data sharing behaviors. Since each discipline has its own historical, 
institutional, and research dependent contexts, each discipline has its own pattern of 
factors influencing scientists’ data sharing behaviors, and the different patterns of factors 
can be compared among distinctive scientific disciplines. Especially, both interviews and 
archival study can be employed to understand the context and sequential nature of 
scientists’ data sharing to explore the underlying meanings of their data sharing behaviors 
in different disciplines. 
Third, with regard to the second future research direction, researchers can investigate 
how the discipline and individual level factors influence scientists’ data sharing behaviors 
in different major disciplines (e.g. biological sciences or engineering). Each subordinate 
discipline can be aggregated into its superordinate discipline (e.g. physics under physical 
sciences) or categorized into one domain discipline based on their shared research 
interests (e.g. animal science under agricultural sciences). The hypotheses in this research 
can be tested with a set of relevant disciplines, which can be grouped into one 
superordinate or domain discipline. The results of the hypotheses testing with one set of 
disciplines can be compared and contrasted with another set of disciplines. This future 
research can illustrate how the discipline and individual level factors affect scientists’ 
data sharing behaviors in one group of disciplines, as compared to another group of 
disciplines in similar and/or different ways.  
Fourth, future research needs to consider organizational-level factors influencing 
scientists’ data sharing behaviors as well as disciplinary- and individual-level factors. The 
current research did not address the organizational issues (e.g. organizational supports 
and resources involved in scientists’ data sharing behaviors). Some of the survey 
 229 
 
participants commented that academic institutions influence their data sharing behaviors 
either negatively by concerning potential intellectual property involved in their scientists’ 
research, or positively by supporting their scientists with organizational resources (i.e. 
institutional data repositories and data management supports). For future research, we 
need to consider organizational influences along with disciplinary and individual 
influences on data sharing behaviors. 
Lastly, researchers also need to consider data reuse issues along with data sharing. Data 
sharing is not the final outcome, but reuse of data would be the final goal of data sharing. 
This research focuses on data sharing in the perspective of providing data; however, it is 
very important to understand data reuse in the perspective of actively utilizing existing 
data sets. Future research needs to examine how scientists locate, interpret, and 
understand existing data sets for their own research in view of a data reuse perspective. 
Also, future research can investigate the factors influencing data sharing and reuse 
simultaneously, and explore the relationship between scientists’ data sharing and reuse 
behaviors. 
8.6. Conclusions 
This research has investigated how both institutional environments and individual 
motivations influence scientists’ data sharing behaviors across diverse disciplines. The 
results of this research show that both institutional pressures (i.e. regulative pressure by 
journals and normative pressure in disciplines) and individual motivations (i.e. perceived 
career benefit, perceived effort, and scholarly altruism) have significant relationships 
with scientists’ data sharing behaviors. The findings of this research suggest that in order 
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to encourage data sharing, we need to consider both institutional environments and 
individual motivations simultaneously.  
This research has methodological and theoretical implications. A mixed-method approach 
was employed, including interview study, to examine what kinds of institutional and 
individual factors influence scientists’ data sharing in diverse disciplines, and survey 
study, to investigate to what extent those factors influence scientists’ data sharing 
behaviors across different disciplines. This research proposed the multilevel theoretical 
framework combining institutional theory and theory of planned behavior, which was 
found to nicely account for scientists’ data sharing behaviors across diverse disciplines. 
Then, this research utilized a multilevel analysis method in order to incorporate the 
multilevel theoretical framework and analyze the hierarchical data (i.e. scientists nested 
within their disciplines).  
This research also proposes practical implications. Scientific data sharing can be 
promoted by the joint efforts of funding agencies, journal publishers, professional 
associations, and research institutions. This research argues that the vision of scientific 
data sharing can be achieved through (1) implementing funding agencies’ and journals’ 
data sharing policies with strong enforcement, (2) building community norms of data 
sharing through education and promotion supported by professional associations, (3) 
developing a good incentive system to provide appropriate credits for data sharing, (4) 
reducing the efforts involved in data sharing by standardizing data sharing protocols and 
providing data curation and management supports, and (5) lastly, facilitating individual 
scientists’ scholarly altruism by creating an altruistic culture of data sharing in a scientific 
community. 
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This research shows a holistic picture of the phenomena of scientific data sharing across 
diverse disciplines rather than focusing on a particular case of data sharing in a discipline. 
Scientific data sharing practices may differ across disciplines. Even in disciplines where 
scientists generate different types of data, each discipline may have different data sharing 
requirements and expectations.  
Therefore, future research needs to investigate how data sharing factors differ across 
different disciplines, and what contribute to those differences. Furthermore, future 
research also needs to consider data reuse issues along with data sharing. This series of 
research endeavors can help us better understand scientists’ data sharing behaviors. The 
findings of those research efforts can accelerate scientific collaborations and eventually 
advance scientific development in diverse scientific disciplines.   
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Appendices 
Appendix 1. Preliminary Study Interview Questions 
Questions about Current Research and Data Use 
 What is your research field(s) and what kinds of research do you do? 
 What kinds of data do you usually generate for your research? 
Questions about Data Sharing 
 Would you tell me whether and how researchers (including you) in your field 
share their data? 
 Do researchers have any data repositories, portals, and tools? What are they? 
 Would you believe that you have the authority to decide whether you make some 
or all of your data available for the public? 
Questions about Factors Influencing Data Sharing 
 What motivates researchers (including you) in your field to share their data? 
 What prevents researchers (including you) in your field from sharing their data? 
 Would you feel that you have enough support available to you when you share 
your data? If not, what kind of support would you need that you are not currently 
getting? 
Questions about the Role of Data Sharing in Scientific Research 
 What would you say to the idea that data sharing is critical for novel scientific 
findings?  
 What would you say to the idea that data sharing among researchers will improve 
your research performance? How would you think data sharing help you to 
conduct your research?  
 233 
 
Appendix 2. Field Survey Distribution in Each Discipline 
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Engineering Aerospace Engineering 2,913 394 289 2 6 
 
1 9 6 
 Agricultural Engineering 1,441 370 279 
 
2 3 
 
5 5 
 Biomedical Engineering 8,873 377 277 2 3 
 
1 6 8 
 Chemical Engineering 4,513 391 288 
 
4 2 3 9 11 
 Civil Engineering 6,584 363 292 
 
11 2 1 14 12 
 Computer Engineering 10,441 383 288 8 3 4 1 16 12 
 Electrical Engineering 10,376 372 303 6 13 2 
 
21 6 
 Environmental Eng. 7,273 383 311 2 4 3 
 
9 6 
 Industrial Engineering 2,988 376 304 
 
2 
  
2 5 
 Mechanical Engineering 11,744 376 299 
 
7 1 
 
8 8 
Physical 
Sciences 
Astronomy 10,930 385 293 4 11 3 
 
18 7 
Chemistry 17,084 376 281 5 5 2 
 
12 7 
 Physics 24,982 378 283 
 
6 1 
 
7 4 
Earth, 
Atmospheric, 
& Ocean Sci. 
Geology 10,689 387 319 6 8 2 
 
16 7 
Marine Biology 2,572 379 313 1 4 
 
4 9 12 
Ocean Science 4,517 386 308 1 2 
  
3 9 
Com. Sci. Computer Science 30,680 391 319  10  4 14 3 
Agricultural 
Sciences 
Animal Science 3,324 371 287 5 2 2 
 
9 7 
Food Science & Tech. 2,992 387 290 1 4 
 
1 6 9 
 Forestry 2,726 378 275 2 4 2 1 9 8 
 
Natural Resource 
Conservation 
1,940 372 276 2 8 
  
10 12 
 Plant Pathology 1,919 358 240 2 2 1 
 
5 1 
 Wildlife & Wetlands Sci. 1,666 387 314 2 3 4 
 
9 10 
 Horticulture 2,001 368 266 3 2 
  
5 10 
Biological 
Sciences 
Biochemistry 13,446 376 286 11 1 2 2 16 9 
Biological Science 28,313 366 290 3 
 
3 7 13 13 
 Bioinformatics 3,039 372 304 8 
 
6 8 22 7 
 Biophysics 3,783 394 283 7 4 2 2 15 4 
 Botany 2,493 385 307 5 7 1 2 15 2 
 Cell Biology 9,745 366 296 3 3 3 
 
9 7 
 Developmental Biology 2,068 382 305 5 10 
 
1 16 5 
 Ecology 4,006 383 315 5 6 5 1 17 13 
 Entomology 2,586 390 300 2 2 
  
4 10 
 Genetics 7,301 398 286 3 6 2 3 14 13 
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Disciplines 
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 Microbiology 7,634 394 324 2 1 4 3 10 5 
 Molecular Biology 7,710 389 319 
 
3 3 2 8 8 
 Neuroscience 14,143 376 295 3 5 3 1 12 8 
 Zoology 1,273 384 312 
 
2 1 
 
3 17 
 Biotechnology 5,580 368 303 6 6 
 
1 13 5 
Psychology Psychology 25,677 1167 871 5 22 4 2 33 18 
Social 
Sciences 
Anthropology 9,195 381 319 6 8 3 
 
17 14 
Geography 7,710 394 308 6 4 2 
 
12 11 
 Political Science 12,896 382 297 11 6 2 
 
19 18 
 Public Administration 9,822 376 302 6 10 1 
 
17 15 
 Sociology 12,484 393 306 10 5 5 
 
20 16 
Health Fields Anesthesiology 10,180 335 237 4 
   
4 2 
 Dentistry 10,174 396 290 6 6 
  
12 13 
 Neurology 7,998 396 283 6 1 
  
7 8 
 Nursing 20,628 362 281 
 
2 
  
2 10 
 Obstetrics & Gynecology 8,214 313 199 4 1 
  
5 2 
 Oncology 24,746 376 295 7 
 
1 
 
8 4 
 Pediatrics 18,419 313 230 1 
   
1 5 
 Pharmacy 7,447 382 297 3 1 
  
4 4 
 Psychiatry 18,193 352 253 2 3 
  
5 6 
 Radiology 10,342 363 264 2 1 
  
3 3 
 Surgery 21,261 297 202 1 
   
1 2 
Total 
 
21,789 16,753 197 252 87 52 588 462 
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Appendix 3. Survey Items for Pre-Test 
Constructs Items Sources 
Regulative 
Pressure by 
Funding 
Agencies 
1. In my discipline, data sharing is mandated by 
public funding agencies’ policy. 
(Kostova et al. 2002) 
2. In my discipline, there is public funding 
agencies’ policy to require researchers to share 
data. 
(Liang et al. 2007) 
3. In my discipline, there are public funding 
agencies to promote and enforce data sharing. 
(Kostova et al. 2002) 
4. In my discipline, data sharing policy by public 
funding agencies is strictly enforced. 
(Kostova et al. 2002) 
5. In my discipline, public funding agencies 
force researchers to share data. 
(Shi et al. 2008) 
6. In my discipline, public funding agencies can 
penalize researchers in some manner if they do 
not share data. 
(Teo et al. 2003) 
7. In my discipline, if researchers do not share 
data, public funding agencies will punish 
them. 
(Ke et al. 2009) 
8. In my discipline, if researchers do not share 
data as public funding agencies ask, something 
bad will happen to them. 
(Ke et al. 2009) 
Regulative 
Pressure by 
Journal 
Publisher 
In my discipline, data sharing is mandated by 
journals’ policy. 
(Kostova et al. 2002) 
In my discipline, there is journals’ policy to 
require researchers to share data. 
(Liang et al. 2007) 
In my discipline, there are journals to promote 
and enforce data sharing. 
(Kostova et al. 2002) 
In my discipline, data sharing policy by journals 
is strictly enforced. 
(Kostova et al. 2002) 
In my discipline, journals force researchers to 
share data. 
(Shi et al. 2008) 
In my discipline, journals can penalize 
researchers in some manner if they do not 
share data. 
(Teo et al. 2003) 
In my discipline, if researchers do not share data, 
journals will punish them. 
(Ke et al. 2009) 
In my discipline, if researchers do not share data 
as journals ask, something bad will happen to 
them. 
(Ke et al. 2009) 
Normative In my discipline, it is expected that researchers (Kostova et al. 2002) 
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Constructs Items Sources 
Pressure would share data. 
In my discipline, data sharing is a moral 
obligation. 
(Kostova et al. 2002) 
In my discipline, researchers care a great deal 
about data sharing. 
(Kostova et al. 2002) 
In my discipline, researchers share their data 
even if not required by policies. 
(Kostova et al. 2002) 
In my discipline, data sharing is at the heart of 
who we are as researchers. 
(Kostova et al. 2002) 
In my discipline, the extent to which data sharing 
is adopted by my peer researchers is high. 
(Liang et al. 2007) 
In my discipline, many researchers are currently 
participating in data sharing. 
(Son et al. 2007) 
In my discipline, data sharing has been widely 
adopted by researchers. 
(Liu et al. 2010) 
Metadata 
In my discipline, researchers can easily access 
metadata. 
(Cho 2006; 
Thompson et al. 
1991) 
In my discipline, metadata are available for 
researchers to share data. 
(Taylor et al. 1995) 
In my discipline, there are not enough metadata 
to help researchers share data. 
(Taylor et al. 1995) 
In my discipline, due to lack of metadata, 
researchers have found data sharing is 
difficult. 
(Neufeld et al. 2007) 
In my discipline, researchers have metadata 
necessary to share data. 
(Thompson et al. 
1991; Venkatesh et al. 
2003) 
In my discipline, data sharing is very supportive 
due to metadata. 
(Cheung et al. 2000) 
In my discipline, the current metadata does not 
support data sharing. 
(Neufeld et al. 2007) 
Repository 
In my discipline, researchers can easily access 
data repositories. 
(Cho 2006; 
Thompson et al. 
1991) 
In my discipline, data repositories are available 
for researchers to share data. 
(Taylor et al. 1995) 
In my discipline, there are not enough data 
repositories to help researchers share data. 
(Taylor et al. 1995) 
In my discipline, due to lack of data repositories, 
researchers have found data sharing is 
(Neufeld et al. 2007) 
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Constructs Items Sources 
difficult. 
In my discipline, researchers have data 
repositories necessary to share data. 
(Thompson et al. 
1991; Venkatesh et al. 
2003) 
In my discipline, data sharing is very supportive 
due to data repositories. 
(Cheung et al. 2000) 
In my discipline, the current data repositories do 
not support data sharing. 
(Neufeld et al. 2007) 
Perceived 
Career 
Benefit 
I can earn academic credits such as more 
citations by sharing data. 
 
(Bock et al. 2005) 
Data sharing would enhance my academic 
recognition. 
(McLure Wasko et al. 
2000) 
Data sharing would improve my status in a 
research community. 
(McLure Wasko et al. 
2000) 
Data sharing can give me a possible opportunity 
to collaborate with other researchers. 
(Chiu et al. 2006) 
Data sharing will provide me with possible 
authorships. 
(Chiu et al. 2006) 
Data sharing can help me to build my reputation 
in a research community. 
(Chiu et al. 2006) 
I can earn respect from other researchers by 
sharing data. 
(Bock et al. 2005) 
I can gain some academic rewards by sharing 
data. 
(Bock et al. 2005) 
Data sharing would be helpful in my academic 
career. 
<New> 
Data sharing can demonstrate the quality of my 
research work. 
<New> 
Perceived 
Career Risk 
There is a high probability of losing publication 
opportunities if I share data. 
(Featherman et al. 
2003) 
Data sharing may cause my research ideas to be 
stolen by other researchers. 
(Featherman et al. 
2003) 
My shared data may be misused or 
misinterpreted by other researchers. 
(Featherman et al. 
2003) 
I would label data sharing as a potential loss. (Pavlou 2003) 
I believe that overall riskiness of data sharing is 
high. 
(Pavlou 2003) 
Sharing data may jeopardize my control over the 
data. 
(Hu et al. 2002) 
If I share data, I may suffer loss from (Liu et al. 2008) 
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Constructs Items Sources 
irresponsible behaviors from other researchers. 
If I share data, I may suffer loss from 
opportunistic behaviors from other 
researchers. 
(Liu et al. 2008) 
Perceived 
Effort 
Sharing data involves too much time for me (e.g. 
to organize/annotate). 
(Thompson et al. 
1991) 
Sharing data takes too much time from my 
normal duties. 
(Thompson et al. 
1991) 
I need to make a significant effort to share data. (Davis 1989) 
It is free of effort for me to share data. (Klein 2007) 
I would find data sharing easy to do. (Davis et al. 1989) 
It would be easy for me to become skillful at 
sharing data. 
(Klein 2007) 
I would find data sharing difficult to do. (Davis et al. 1989) 
Overall, data sharing requires a significant 
amount of time and effort. 
(Davis 1989) 
Scholarly 
Altruism 
I am willing to help other researchers by sharing 
data. 
(Kankanhalli et al. 
2005) 
I share data so that other researchers can conduct 
their research more easily. 
(Kankanhalli et al. 
2005) 
I share data so that other researchers can utilize it 
for their research. 
<New> 
I share data so that other researchers have access 
to original data sets. 
<New> 
I share data to support open scientific research. <New> 
I share data to support better scientific research. (Baytiyeh et al. 2010) 
I share data to help improve the quality of 
scientific research. 
(Baytiyeh et al. 2010) 
By sharing data, I want to contribute to scientific 
development. 
<New> 
Data Sharing 
Behavior 
In the last two years, how frequently do you 
deposit your data into disciplinary data 
repositories (including interdisciplinary data 
repositories)? 
<New> 
In the last two years, how frequently do you 
deposit your data into institutional data 
repositories (provided by universities or 
research institutions)? 
<New> 
In the last two years, how frequently do you 
upload data into “public” Web spaces 
(personally managed, non-disciplinary and 
<New> 
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Constructs Items Sources 
non-institutional data repositories)? 
In the last two years, how frequently do you 
provide data by publishing supplementary 
materials (along with your article)? 
<New> 
In the last two years, how frequently do you 
provide your data via personal communication 
methods upon request? 
<New> 
 
  
 240 
 
Appendix 4. Pre-Test Analysis and Results 
Regulative Pressure by Funding Agencies 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: In my discipline, data sharing is mandated 
by public funding agencies’ policy. 
3.72 .922 .608 .861 
Item2: In my discipline, there is public funding 
agencies’ policy to require researchers to share 
data. 
3.66 1.010 .378 .884 
Item3: In my discipline, there are public funding 
agencies to promote and enforce data sharing. 
3.41 .946 .544 .867 
Item4: In my discipline, data sharing policy by 
public funding agencies is strictly enforced. 
2.55 .948 .625 .859 
Item5: In my discipline, public funding agencies 
force researchers to share data. 
2.62 1.115 .708 .850 
Item6: In my discipline, public funding agencies 
can penalize researchers in some manner if they 
do not share data. 
2.59 1.086 .795 .840 
Item7: In my discipline, if researchers do not 
share data, public funding agencies will punish 
them. 
2.34 1.010 .706 .851 
Item8: In my discipline, if researchers do not 
share data as public funding agencies ask, 
something bad will happen to them. 
2.41 1.086 .701 .851 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total Correlation 
(<.60) 
Item 2, 3  
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s α 
Item 2  
Rule3: Redundant Item or Not 
Working well for measurement 
Item 7, 8 (Similar to Item 6); 
Item 2 (Similar to 1) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 8 .874 
Final Items (Item 1, 4, 5, 6) 4 .809 
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Regulative Pressure by Journals 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: In my discipline, data sharing is mandated 
by journals’ policy. 
2.89 1.219 .831 .885 
Item2: In my discipline, there is journals’ policy 
to require researchers to share data. 
2.70 1.265 .747 .895 
Item3: In my discipline, there are journals to 
promote and enforce data sharing. 
2.52 1.051 .552 .910 
Item4: In my discipline, data sharing policy by 
journals is strictly enforced. 
1.85 .770 .781 .893 
Item5: In my discipline, journals force 
researchers to share data. 
2.04 .940 .770 .891 
Item6: In my discipline, journals can penalize 
researchers in some manner if they do not share 
data. 
2.11 .974 .804 .888 
Item7: In my discipline, if researchers do not 
share data, journals will punish them. 
1.93 .829 .806 .890 
Item8: In my discipline, if researchers do not 
share data as journals ask, something bad will 
happen to them. 
1.96 .808 .450 .915 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 3, 8  
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
Item 3, 8  
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 7, 8 (Similar to 6); Item 2 
(Similar to 1) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 8 .908 
Final Items (Item 1, 4, 5, 6) 4 .885 
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Normative Pressure 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: In my discipline, it is expected that 
researchers would share data. 
3.69 1.072 .799 .912 
Item2: In my discipline, data sharing is a moral 
obligation. 
3.52 1.122 .611 .927 
Item3: In my discipline, researchers care a great 
deal about data sharing. 
3.07 1.067 .719 .918 
Item4: In my discipline, researchers share their 
data even if not required by policies. 
3.21 1.082 .770 .914 
Item5: In my discipline, data sharing is at the 
heart of who we are as researchers. 
3.52 1.153 .716 .919 
Item6: In my discipline, the extent to which data 
sharing is adopted by my peer researchers is 
high. 
2.93 1.132 .787 .913 
Item7: In my discipline, many researchers are 
currently participating in data sharing. 
3.28 1.032 .810 .911 
Item8: In my discipline, data sharing has been 
widely adopted by researchers. 
3.00 1.069 .779 .913 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
None  
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
Item 2  
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 6, 8 (Similar to 7); Item 5 
(Not Many Studies) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 8 .926 
Final Items (Item 1, 3, 4, 7) 4 .866 
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Metadata 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: In my discipline, researchers can easily 
access metadata. 
2.77 .908 .648 .812 
Item2: In my discipline, metadata are available 
for researchers to share data. 
2.96 .958 .533 .834 
Item3: In my discipline, there are not enough 
metadata to help researchers share data. 
2.73 .827 .700 .803 
Item4: In my discipline, due to lack of metadata, 
researchers have found data sharing is difficult. 
2.88 .816 .546 .828 
Item5: In my discipline, researchers have 
metadata necessary to share data. 
2.88 .711 .733 .801 
Item6: In my discipline, data sharing is very 
supportive due to metadata. 
2.73 .604 .500 .834 
Item7: In my discipline, the current metadata does 
not support data sharing. 
3.12 .653 .570 .825 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 4, 6, 7 Item 2 (Exception) 
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
None  
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 6, 7 (Confusing/Low 
Variance) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 7 .842 
Final Items (Item 1, 2, 5) 3 .820 
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Data Repository 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: In my discipline, researchers can easily 
access data repositories. 
3.36 1.026 .672 .759 
Item2: In my discipline, data repositories are 
available for researchers to share data. 
3.54 .922 .535 .786 
Item3: In my discipline, there are not enough 
data repositories to help researchers share data. 
2.68 .819 .218 .835 
Item4: In my discipline, due to lack of data 
repositories, researchers have found data sharing 
is difficult. 
3.18 .945 .521 .789 
Item5: In my discipline, researchers have data 
repositories necessary to share data. 
2.96 .744 .798 .746 
Item6: In my discipline, data sharing is very 
supportive due to data repositories. 
2.89 .737 .470 .797 
Item7: In my discipline, the current data 
repositories do not support data sharing. 
3.39 .875 .661 .763 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 3, 4, 6 Item 2 (Exception) 
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
Item 3  
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 6, 7 (Confusing)  
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 7 .809 
Final Items (Item 1, 2, 5) 3 .851 
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Perceived Career Benefit 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: I can earn academic credits such as more 
citations by sharing data. 
2.79 1.166 .637 .908 
Item2: Data sharing would enhance my academic 
recognition. 
3.00 1.089 .830 .894 
Item3: Data sharing would improve my status in 
a research community. 
3.14 .970 .780 .898 
Item4: Data sharing can give me a possible 
opportunity to collaborate with other researchers. 
3.82 .905 .688 .904 
Item5: Data sharing will provide me with 
possible authorships. 
3.14 .891 .425 .918 
Item6: Data sharing can help me to build my 
reputation in a research community. 
3.39 .956 .811 .896 
Item7: I can earn respect from other researchers 
by sharing data. 
3.43 .836 .637 .907 
Item8: I can gain some academic rewards by 
sharing data. 
2.71 1.013 .563 .911 
Item9: Data sharing would be helpful in my 
academic career. 
3.21 .995 .801 .897 
Item10: Data sharing can demonstrate the quality 
of my research work. 
3.61 .916 .659 .905 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 5, 8  
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s α 
Item 5  
Rule3: Redundant Item or Not 
Working well for measurement 
Item 6, 7 (Similar to 2);  
4, 10 (Less Relevant) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 10 .913 
Final Items (Item 1, 2, 3, 9) 4 .859 
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Perceived Career Risk 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: There is a high probability of losing 
publication opportunities if I share data. 
2.69 .930 .669 .885 
Item2: Data sharing may cause my research ideas 
to be stolen by other researchers. 
3.07 .923 .658 .886 
Item3: My shared data may be misused or 
misinterpreted by other researchers. 
3.41 .780 .716 .880 
Item4: I would label data sharing as a potential 
loss. 
2.55 .686 .566 .893 
Item5: I believe that overall riskiness of data 
sharing is high. 
2.72 .841 .721 .879 
Item6: Sharing data may jeopardize my control 
over the data. 
3.24 .951 .645 .887 
Item7: If I share data, I may suffer loss from 
irresponsible behaviors from other researchers. 
3.07 .842 .646 .886 
Item8: If I share data, I may suffer loss from 
opportunistic behaviors from other researchers. 
3.24 .830 .833 .869 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 4  
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
None  
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 6, 7, 8 (Not Many 
Studies) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 8 .896 
Final Items (Item 1, 2, 3, 5) 4 .843 
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Perceived Effort 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: Sharing data involves too much time for 
me (e.g. to organize/annotate). 
3.14 .970 .723 .891 
Item2: Sharing data takes too much time from my 
normal duties. 
3.18 .905 .883 .876 
Item3: I need to make a significant effort to share 
data. 
3.36 .870 .730 .891 
Item4: It is free of effort for me to share data. 3.68 .670 .449 .912 
Item5: I would find data sharing easy to do. 3.29 .810 .707 .893 
Item6: It would be easy for me to become skillful 
at sharing data. 
2.93 .900 .521 .909 
Item7: I would find data sharing difficult to do. 2.79 .917 .758 .888 
Item8: Overall, data sharing requires a significant 
amount of time and effort. 
3.32 .863 .819 .882 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 4, 6  
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
Item 4, 6  
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 2 (Similar to 1);  
5 (Similar to 7) 
 
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 8 .905 
Final Items (Item 1, 3, 7, 8) 4 .887 
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Scholarly Altruism 
 
Items Used for Pretest Mean SD 
Corrected 
Item-Total 
Correlation 
Cronbach’s 
α if Item 
Deleted 
Item1: I am willing to help other researchers by 
sharing data. 
3.83 .602 .535 .846 
Item2: I share data so that other researchers can 
conduct their research more easily. 
3.52 .738 .458 .859 
Item3: I share data so that other researchers can 
utilize it for their research. 
3.66 .670 .630 .835 
Item4: I share data so that other researchers have 
access to original data sets. 
3.62 .622 .475 .853 
Item5: I share data to support open scientific 
research. 
3.97 .566 .616 .838 
Item6: I share data to support better scientific 
research. 
3.90 .618 .769 .819 
Item7: I share data to help improve the quality of 
scientific research. 
3.79 .675 .740 .821 
Item8: By sharing data, I want to contribute to 
scientific development. 
3.97 .566 .616 .838 
 
 
Rules Item(s) Removed Note 
Rule1: Low Item-Total 
Correlation (<.60) 
Item 4 
Item 1, 2 (Exception) 
Rule2: Cronbach’s α if Item 
Deleted > Overall Cronbach’s 
α 
None Item 2 (Exception) 
Rule3: Redundant Item or Not 
Working well for 
measurement 
Item 8 (Similar to 6)  
 
 
Items Considered Number of Items Cronbach’s α 
Original Items 8 .856 
Final Items (Item 1, 2, 3, 5, 6, 
7) 
6 .831 
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Appendix 5. Changes in Measurement Items (after Pre-Test) 
Item 
# 
Constructs & Items Changes Made 
Regulative Pressure by Funding Agencies 
1 
In my discipline, data sharing is mandated by 
the policy of public funding agencies. 
public funding agencies’ 
policy > the policy of public 
funding agencies 
2 
In my discipline, data sharing policy of public 
funding agencies is enforced. 
by > of 
strictly > removed 
3 
In my discipline, public funding agencies 
require researchers to share data. 
force > require 
4 
In my discipline, public funding agencies can 
penalize researchers if they do not share data. 
will > can 
Regulative Pressure by Journal Publisher 
1 
In my discipline, data sharing is mandated by 
journals’ policy. 
No change 
2 
In my discipline, data sharing policy of journals 
is enforced. 
by > of 
strictly > removed 
3 
In my discipline, journals require researchers to 
share data. 
force > require 
4 
In my discipline, journals can penalize 
researchers if they do not share data. 
will > can 
Normative Pressure 
1 
In my discipline, it is expected that researchers 
would share data. 
No change 
2 
In my discipline, researchers care a great deal 
about data sharing. 
No change 
3 
In my discipline, researchers share data even if 
not required by policies. 
No change 
4 
In my discipline, many researchers are currently 
participating in data sharing. 
No change 
Metadata 
1 
In my discipline, researchers can easily access 
metadata. 
No change 
2 
In my discipline, metadata are available for 
researchers to share data. 
No change 
3 
In my discipline, researchers have the metadata 
necessary to share data. 
No change 
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Item 
# 
Constructs & Items Changes Made 
Repository 
1 
In my discipline, researchers can easily access 
data repositories. 
No change 
2 
In my discipline, data repositories are available 
for researchers to share data. 
No change 
3 
In my discipline, researchers have the data 
repositories necessary to share data. 
No change 
Perceived Career Benefit 
1 
I can earn academic credit such as more 
citations by sharing data. 
No change 
2 
Data sharing would enhance my academic 
recognition. 
No change 
3 
Data sharing would improve my status in a 
research community. 
No change 
4 
Data sharing would be helpful in my academic 
career. 
No change 
Perceived Career Risk 
1 
There is a high probability of losing publication 
opportunities if I share data. 
No change 
2 
Data sharing may cause my research ideas to be 
stolen by other researchers. 
No change 
3 
My shared data may be misused or 
misinterpreted by other researchers. 
No change 
4 
I believe that the overall riskiness of data 
sharing is high. 
No change 
Perceived Effort 
1 
Sharing data involves too much time for me 
(e.g. to organize/annotate). 
No change 
2 I need to make a significant effort to share data. No change 
3 I would find data sharing difficult to do. easy > difficult 
4 
Overall, data sharing requires a significant 
amount of time and effort. 
No change 
Scholarly Altruism 
1 
I am willing to help other researchers by sharing 
data. 
No change 
2 
I would share data so that other researchers can 
conduct their research more easily. 
would (added) 
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Item 
# 
Constructs & Items Changes Made 
3 
I would share data so that other researchers can 
utilize it for their research. 
would (added) 
4 
I would share data to support open scientific 
research. 
would (added) 
5 
I would share data to contribute to better 
scientific research. 
want to > would share data to 
better (added) 
6 
I would share data to help improve the quality 
of scientific research. 
would (added) 
Data Sharing Behavior 
1 
In the last two years, how frequently have you 
deposited your data into disciplinary data 
repositories for every article? 
do you deposit > have you 
deposited 
2 
In the last two years, how frequently have you 
deposited your data into institutional data 
repositories for every article? 
do you deposit > have you 
deposited 
3 
In the last two years, how frequently have you 
uploaded your data into “public” Web spaces 
for every article? 
do you upload > have you 
uploaded 
4 
In the last two years, how frequently have you 
provided access to your data by publishing 
supplementary materials for every article? 
provide data > have you 
provided access to your data 
5 
In the last two years, how frequently have you 
responded to the request(s) by providing data 
via personal communication methods? 
provide your data > have you 
responded to the request(s) by 
providing data 
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Appendix 6. Email Messages Used  
1
st
 Email Contact 
Title: Introduction to Survey on Scientists’ Data Sharing 
Dear Dr. [Last Name]: 
Hello, my name is Youngseek Kim, and I am a doctoral candidate in the School of 
Information Studies at Syracuse University. I have been studying scientists’ data sharing 
and reuse in diverse science and engineering disciplines. 
A few days from now I plan to send you an email requesting your participation in a brief 
online survey about scientists’ data sharing behaviors. You have been randomly selected 
to participate in this survey from the Community of Scientists’ Profile Database. I am 
writing you in advance because I have found that many people like to know ahead of time 
that they will be contacted for such activity.  
The survey focus is on the experience of scientists who generate research data, and who 
may or may not share their data of published articles with other scientists outside their 
research group(s). This study is an important one that will help the stakeholders of 
scientific research (e.g. scientists, funding agencies, journals, and research institutions) to 
better understand the factors facilitating and preventing the researchers’ current data 
sharing behaviors. This study is approved by the Institutional Review Board at Syracuse 
University (#IRB11-243). Please visit the project website (http://ykim58.mysite.syr.edu) 
to know more about the research and researcher.  
As a token of appreciation for your participation, survey participants will be entered to 
win one of ten $50 eGift Cards. All survey participants also will receive the final report 
of this survey. 
Thank you for your time and consideration. 
Sincerely, 
Youngseek Kim 
Doctoral Candidate 
School of Information Studies 
Syracuse University 
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2
nd
 Email Contact 
Title: Survey on Scientists’ Data Sharing 
Dear Dr. [Last Name]: 
Hello. I am Youngseek Kim, a doctoral candidate in the School of Information Studies at 
Syracuse University. A few days ago, I contacted you regarding a survey on scientists’ 
data sharing behaviors. 
I am writing to ask your help in conducting this important research, which investigates 
the reasons why scientists make their decisions to share or not to share the research data 
of published articles with other scientists outside their research group(s).  
Previously, I interviewed a number of scientists in diverse science and engineering 
disciplines to explore domain specific data sharing practices and to investigate the factors 
facilitating and preventing the researchers’ current data sharing behaviors. Based on my 
prior study, I have developed a brief survey to further investigate my prior findings and to 
compare the researchers’ data sharing behaviors in different disciplines.  
I am cordially inviting you to participate in this survey. It will take you about five to 
seven minutes to complete. The survey is anonymous and does not collect any 
identification information. You can provide a great deal of assistance by taking a few 
minutes to share your experiences about data sharing.  
Please follow this link to reach the survey: 
[Survey link] 
As a token of appreciation for your participation, survey participants will be entered to 
win one of ten $50 eGift Cards. All survey participants also will receive the final report 
of this survey. 
Thank you very much for considering assisting me with this important study. 
Sincerely, 
Youngseek Kim 
Doctoral Candidate 
School of Information Studies 
Syracuse University  
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3
rd 
Email Contact (1
st
 Reminder) 
Title: Reminder: Survey on Scientists’ Data Sharing 
Dear Dr. [Last Name]: 
Greetings. Last month, I contacted you regarding a survey on scientists’ data sharing 
behaviors. This note comes as a reminder to ask if you would participate in the survey.  
If you have already completed and submitted the online survey, please accept my sincere 
thanks. If not, I would like to ask if you are able to complete the survey sometime this 
week. I would be especially grateful for your help, since it is only by asking researchers 
like you to share your experience that we can understand why scientists decide to share or 
not to share their research data with other scientists.  
In addition, the quality of the survey will depend on the response rate, so I am depending 
upon you to help with this important effort. The survey will take you about five to seven 
minutes to complete. It is anonymous and does not collect any identification information. 
Please follow this link to reach the survey: 
[Survey link] 
Thank you for your support. 
Sincerely, 
Youngseek Kim 
Doctoral Candidate 
School of Information Studies 
Syracuse University 
P.S. If you would prefer to opt out of further emails regarding this study, please reply 
back to this message. 
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4
th
 Email Contact (2
nd
 and Last Reminder) 
Title: Final Reminder: Survey on Scientists’ Data Sharing 
Dear Dr. [Last Name]: 
Hello. About two month ago, I contacted you regarding my research survey on scientists’ 
data sharing behaviors. The survey is now drawing to a close, and this is the last contact I 
plan to make with the random sample of scientists who are registered in the Community 
of Scientists’ Profile Database regarding participation.  
This survey looks at the experience of scientists who generate research data and may or 
may not share their data of published articles with other scientists outside their research 
group(s). This study is an important one that will help the stakeholders of scientific 
research to better understand the factors facilitating and preventing the researchers’ 
current data sharing behaviors. 
I wanted to get in touch one more time since I am concerned that scientists who have not 
responded may have different experiences than those who have. Hearing from everyone 
in this small discipline-wide sample helps assure that the survey results are as accurate as 
possible.  
Consequently, I would like to ask again for your participation in this survey. It will take 
about five to seven minutes to complete. This study is approved by the Institutional 
Review Board at Syracuse University (#IRB11-243). Please visit the project website 
(http://ykim58.mysite.syr.edu) to know more about the research and researcher. Please 
note that this survey is anonymous and does not collect any identification information.  
Please follow this link if you plan to respond to the survey: 
[Survey link] 
Thank you for your time and consideration. 
Sincerely, 
Youngseek Kim 
Doctoral Candidate 
School of Information Studies 
Syracuse University 
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Appendix 7. Final Survey Instrument  
Thank you for your willingness to participate in this survey.  
Completion of this survey is entirely voluntary. The survey is anonymous and does not 
collect any identification information. All answers will be reported as aggregated data. 
You can drop out at any time and for any reason without penalty. 
In order to appreciate your participation, the following benefits will be provided for the 
survey participants.  
(1) Particpants who complete the survey and submit their email address will be 
entered to win one of ten $50 eGift Cards.  
(3) All survey participants also will receive the final report of this survey.  
Please provide your email address at the end of this survey if you would like to be 
entered to win one of eGift Cards and receive the final report of this survey. 
If you have any inquiries about this survey, please let me know by email 
(ykim58@syr.edu) or phone (315-464-0824). If you have any concerns about your rights 
as a participant, contact the Office of Research Integrity and Protections at Syracuse 
University by email (orip@syr.edu) or phone (315-443-3013). 
To begin this survey, please click the NEXT button below. 
By proceeding to the survey I acknowledge that I have read the above statements and that 
I am 18 years of age or older. 
<NEXT BUTTON> 
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(Page 1) 
NOTE: In this survey, Data Sharing means providing the raw data of your published articles to 
other researchers outside your research group(s) by making it accessible through data repositories/ 
public web spaces/ supplementary materials or by sending the data via personal communication 
methods upon request. 
 
ABOUT YOUR DISCIPLINE 
1. Which one of the following best describes your primary subject discipline based on your 
current research? (Dropdown Selection Provided) 
 
Please indicate to what extent you agree with the following statements. For validation reasons, we 
may have to ask similar questions. 
 
2. Public Funding Agencies 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
In my discipline, 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
Data sharing is mandated by the policy of public funding agencies. 1 2 3 4 5 6 7  8 9 
Data sharing policy of public funding agencies is enforced. 1 2 3 4 5 6 7  8 9 
Public funding agencies require researchers to share data. 1 2 3 4 5 6 7  8 9 
Public funding agencies can penalize researchers if they do not share data. 1 2 3 4 5 6 7  8 9 
 
3. Journal Publishers 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
In my discipline, 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
Data sharing is mandated by journals’ policy. 1 2 3 4 5 6 7  8 9 
Data sharing policy of journals is enforced. 1 2 3 4 5 6 7  8 9 
Journals require researchers to share data. 1 2 3 4 5 6 7  8 9 
Journals can penalize researchers if they do not share data. 1 2 3 4 5 6 7  8 9 
 
4. Atmosphere 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
In my discipline, 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
It is expected that researchers would share data. 1 2 3 4 5 6 7  8 9 
Researchers care a great deal about data sharing. 1 2 3 4 5 6 7  8 9 
Researchers share data even if not required by policies. 1 2 3 4 5 6 7  8 9 
Many researchers are currently participating in data sharing. 1 2 3 4 5 6 7  8 9 
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*NOTE: Metadata is a set of data that provides information about one or more aspects of the original 
research data (e.g. Ecological Metadata Language). 
 
5. Metadata* 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
In my discipline, 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
Researchers can easily access metadata. 1 2 3 4 5 6 7  8 9 
Metadata are available for researchers to share data. 1 2 3 4 5 6 7  8 9 
Researchers have the metadata necessary to share data. 1 2 3 4 5 6 7  8 9 
 
6. Data Repositories 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
In my discipline, 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
Researchers can easily access data repositories. 1 2 3 4 5 6 7  8 9 
Data repositories are available for researchers to share data. 1 2 3 4 5 6 7  8 9 
Researchers have the data repositories necessary to share data. 1 2 3 4 5 6 7  8 9 
 
(Page 2) 
ABOUT YOUR MOTIVATION 
7. For Other Researchers 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
I am willing to help other researchers by sharing data. 1 2 3 4 5 6 7  8 9 
I would share data so that other researchers can conduct their research 
more easily. 
1 2 3 4 5 6 7  8 9 
I would share data so that other researchers can utilize it for their research. 1 2 3 4 5 6 7  8 9 
 
8. Benefits 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
I can earn academic credit such as more citations by sharing data. 1 2 3 4 5 6 7  8 9 
Data sharing would enhance my academic recognition. 1 2 3 4 5 6 7  8 9 
Data sharing would improve my status in a research community. 1 2 3 4 5 6 7  8 9 
Data sharing would be helpful in my academic career. 1 2 3 4 5 6 7  8 9 
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9. Concerns 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
There is a high probability of losing publication opportunities if I share data. 1 2 3 4 5 6 7  8 9 
Data sharing may cause my research ideas to be stolen by other researchers. 1 2 3 4 5 6 7  8 9 
My shared data may be misused or misinterpreted by other researchers. 1 2 3 4 5 6 7  8 9 
I believe that the overall riskiness of data sharing is high. 1 2 3 4 5 6 7  8 9 
 
10. Efforts 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
Sharing data involves too much time for me (e.g. to organize/annotate). 1 2 3 4 5 6 7  8 9 
I need to make a significant effort to share data. 1 2 3 4 5 6 7  8 9 
I would find data sharing difficult to do. 1 2 3 4 5 6 7  8 9 
Overall, data sharing requires a significant amount of time and effort. 1 2 3 4 5 6 7  8 9 
 
(Page 3) 
ABOUT YOUR DATA SHARING BEHAVIOR 
11. For Research Community 
Strongly Agree  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Moderately Agree   
 
Slightly Agree    
Neutral     
Slightly Disagree       
Moderately Disagree       
Strongly Disagree        
I would share data to support open scientific research. 1 2 3 4 5 6 7  8 9 
I would share data to contribute to better scientific research. 1 2 3 4 5 6 7  8 9 
I would share data to help improve the quality of scientific research. 1 2 3 4 5 6 7  8 9 
 
12. In the last two years, how many publications involving actual research data have you produced 
per year? 
a) None b) 1-2 c) 3-4 d) 5-6 e) 7+ 
 
13. Data Sharing Frequencies 
Every time  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Usually   
In the last two years, how 
frequently have you… 
Frequently    
Sometimes     
Occasionally       
Rarely       
Never        
Deposited your data into disciplinary data repositories for every article? 1 2 3 4 5 6 7  8 9 
Deposited your data into institutional data repositories for every article? 1 2 3 4 5 6 7  8 9 
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Uploaded your data into “public” Web spaces for every article? 1 2 3 4 5 6 7  8 9 
13. (Continued) 
Every time  
N
o
t 
A
p
p
li
ca
b
le
 
D
o
 N
o
t 
K
n
o
w
 
Usually   
In the last two years, how 
frequently have you… 
Frequently    
Sometimes     
Occasionally       
Rarely       
Never        
Provided access to your data by publishing supplement materials for 
every article? 
1 2 3 4 5 6 7  8 9 
Been personally asked to share data for each article? 1 2 3 4 5 6 7  8 9 
Responded to the request(s) by providing data via personal 
communication methods (e.g. email)? 
1 2 3 4 5 6 7  8 9 
 
(Page 4) 
ABOUT YOURSELF 
14. What is your age? 
a) Under 24 b) 25-34 c) 35-44 
d) 45-54 e) 55-64 f) 65+ 
 
15. What is your gender? 
a) Male b) Female 
 
16. What is your ethnic background? 
a) Asian/Pacific Islander b) Black/African-American c) Caucasian 
d) Hispanic e) Native American f) Other/Multi-Racial 
 
17. What is your highest education so far? 
a) Associate Degree b) Bachelor’s Degree c) Master’s Degree d) PhD/Doctoral Degree 
 
18. What is your current position? 
a) Assistant Professor b) Associate Professor c) Full Professor d) Professor Emeritus 
e) Professor of 
Practice 
f) Lecturer/Instructor g) Post-Doctoral 
Fellow 
h) Researcher 
i) Graduate Student j) Other (Specify)   
 
19. Please choose the option most applicable to you. 
a) Tenured b) On Tenure Track 
But Not Tenured 
c) Not on Tenure 
Track 
d) Retired 
 
20. Which one of the following best describes your primary work sector? 
a) Academic b) Government c) Commercial d) Non-Profit e) Other 
(Specify) 
 
21. Please share any additional comments, questions, or suggestions about scientific data sharing.. 
 
Once you click “SUBMIT” button below, you will be redirected to a separate page, where you 
can provide your email address to be entered to a drawing and receive the final report of this 
survey. 
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Appendix 8. Response Rate by Discipline 
 Discipline Sample Response Rate 
Engineering Aerospace Engineering 280 21 7.50% 
Agricultural Engineering 274 24 8.76% 
Biomedical Engineering 271 31 11.44% 
Chemical Engineering 279 48 17.20% 
Civil Engineering 278 41 14.75% 
Computer Engineering 272 18 6.62% 
Electrical Engineering 282 39 13.83% 
Engineering Science and Engineering Physics - 4 - 
Environmental Engineering 302 33 10.93% 
Industrial/Manufacturing Engineering 302 23 7.62% 
Mechanical Engineering 291 35 12.03% 
Metallurgical and Materials Engineering - 25 - 
Nuclear Engineering - 2 - 
Engineering, other - 12 - 
Physical Sciences Astronomy 275 36 13.09% 
Chemistry 269 47 17.47% 
Physics 276 46 16.67% 
Physical Sciences, other - 13 - 
Earth, 
Atmospheric, and 
Ocean Sciences 
Atmospheric Sciences - 29 - 
Geosciences (Geology) 303 77 25.41% 
Ocean Sciences 305 61 20.00% 
Earth, Atmospheric, and Ocean Sciences, other  
(Marine Biology) 
304 26 8.55% 
Mathematical 
Sciences 
Mathematics and Applied Mathematics - 6 - 
Statistics - 11 - 
Computer 
Science 
Computer Science 305 25 8.20% 
Agricultural 
Sciences 
Agricultural Sciences - 44 - 
Animal Sciences 278 33 11.87% 
Fishing and Fisheries Sciences - 21 - 
Food Sciences (Food Sciences & Technology) 284 15 5.28% 
Forestry 266 38 14.29% 
Natural Resources Conservation 266 28 10.53% 
Plant Sciences (Plant Pathology) 235 55 23.40% 
Soil Sciences - 15 - 
Wildlife and Wildlands Management 305 19 6.23% 
Agricultural Sciences, other (Horticulture) 261 17 6.51% 
Biological 
Sciences 
Anatomy - 4 - 
Biochemistry 270 71 26.30% 
Biology (Biological Science) 277 32 11.55% 
Biometry and Epidemiology (Bioinformatics) 282 25 8.87% 
Biophysics 268 29 10.82% 
Botany 292 25 8.56% 
Cell Biology 287 49 17.07% 
Developmental Biology 289 41 14.19% 
Ecology 298 89 29.87% 
Entomology and Parasitology 296 29 9.80% 
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 Discipline Sample Response Rate 
Genetics 272 60 22.06% 
Microbiology, Immunology, and Virology 314 78 24.84% 
Molecular Biology 311 77 24.76% 
Neuroscience 283 80 28.27% 
Nutrition - 14 - 
Pathology - 7 - 
Pharmacology - 16 - 
Physiology - 29 - 
Zoology 309 20 6.47% 
Biosciences, other (Biotechnology) 290 14 4.83% 
Psychology Clinical Psychology 838 27 3.22% 
Psychology, Except Clinical 
 
46 - 
Psychology, Combined 
 
22 - 
Social Sciences Agricultural Economics - 5 - 
Anthropology 302 38 12.58% 
Economics - 16 - 
Geography 296 37 12.50% 
History and Philosophy of Science - 4 - 
Linguistics - 3 - 
Political Science 278 43 15.47% 
Public Administration 285 24 8.42% 
Sociology 286 42 14.69% 
Social Sciences, other - 54 - 
Health Fields Anesthesiology 233 9 3.86% 
Cardiology - 3 - 
Communication Disorders Sciences - 1 - 
Dental Sciences (Dentistry) 278 18 6.47% 
Endocrinology - 5 - 
Gastroenterology - 3 - 
Hematology - 2 - 
Neurology 276 7 2.54% 
Nursing 279 28 10.04% 
Obstetrics and Gynecology 194 5 2.58% 
Oncology/Cancer Research 287 19 6.62% 
Ophthalmology - 4 - 
Pediatrics 229 12 5.24% 
Pharmaceutical Sciences (Pharmacy) 293 17 5.80% 
Preventive Medicine and Community Health - 23 - 
Psychiatry 248 9 3.63% 
Pulmonary Disease - 2 - 
Radiology 261 9 3.45% 
Surgery 201 10 4.98% 
Veterinary Sciences - 10 - 
Clinical Medicine, other - 14 - 
Health Related, other - 20 - 
Others Other Disciplines 
 
49 
 
Missing 
 
23 
 
 Total 16,165 2,470 15.28% 
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Appendix 9. Demographics of Field Survey Respondents  
Demographic Category Number Percentage 
Gender Male 1,735 70.24% 
 
Female 680 27.53% 
 
Missing 55 2.23% 
Age under 24 7 0.28% 
 
25-34 349 14.13% 
 
35-44 576 23.32% 
 
45-54 576 23.32% 
 
55-64 613 24.82% 
 
65+ 322 13.04% 
 
Missing 27 1.09% 
Ethnic Asian/Pacific Islander 352 14.25% 
 
Black/African-American 34 1.38% 
 
Caucasian 1,881 76.15% 
 
Hispanic 67 2.71% 
 
Native American/Alaska Native 9 0.36% 
 
Other/Multi-Racial 64 2.59% 
 
Missing 63 2.55% 
Education Associates Degree 2 0.08% 
 
Bachelors Degree 39 1.58% 
 
Masters Degree 202 8.18% 
 
PhD/Doctoral Degree 2,202 89.15% 
 
Missing 25 1.01% 
Position Graduate Student 148 5.99% 
 
Lecturer/Instructor 46 1.86% 
 
Professor of Practice 10 0.40% 
 
Post-Doctoral Fellow 147 5.95% 
 
Researcher 210 8.50% 
 
Assistant Professor 334 13.52% 
 
Associate Professor 491 19.88% 
 
Full Professor 807 32.67% 
 
Professor Emeritus 121 4.90% 
 
Other 140 5.67% 
 
Missing 16 0.65% 
Status Tenured 1220 49.39% 
 
On Tenure Track 296 11.98% 
 
Not On Tenure Track 737 29.84% 
 
Retired 138 5.59% 
 
Missing 79 3.20% 
Sector Academic 2,172 87.94% 
 
Government 157 6.36% 
 
Non-profit 53 2.15% 
 
Commercial 47 1.90% 
 
Other 19 0.77% 
 
Missing 22 0.89% 
Total  2,470 100% 
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Appendix 10. Research Disciplines of Field Survey Respondents 
Main Discipline Sub Discipline Frequency Percentage 
Engineering Aerospace Engineering 21 0.85% 
 Agricultural Engineering 24 0.97% 
 Biomedical Engineering 31 1.26% 
 Chemical Engineering 48 1.94% 
 Civil Engineering 41 1.66% 
 Computer Engineering 18 0.73% 
 Electrical Engineering 39 1.58% 
 Engineering Science and Engineering Physics 4 0.16% 
 Environmental Engineering 33 1.34% 
 Industrial/Manufacturing Engineering 23 0.93% 
 Mechanical Engineering 35 1.42% 
 Metallurgical and Materials Engineering 25 1.01% 
 Nuclear Engineering 2 0.08% 
 Engineering, other 12 0.49% 
Physical Sciences Astronomy 36 1.46% 
 Chemistry 47 1.90% 
 Physics 46 1.86% 
 Physical Sciences, other 13 0.53% 
Earth, Atmospheric, 
and Ocean Sciences 
Atmospheric Sciences 29 1.17% 
Geosciences 77 3.12% 
 Ocean Sciences 61 2.47% 
 Earth, Atmospheric, and Ocean Sciences, other 26 1.05% 
Mathematical Sciences 
Mathematics and Applied Mathematics 6 0.24% 
Statistics 11 0.45% 
Computer Science Computer Science 25 1.01% 
Agricultural Sciences 
Agricultural Sciences 44 1.78% 
Animal Sciences 33 1.34% 
 Fishing and Fisheries Sciences 21 0.85% 
 Food Sciences 15 0.61% 
 Forestry 38 1.54% 
 Natural Resources Conservation 28 1.13% 
 Plant Sciences 55 2.23% 
 Soil Sciences 15 0.61% 
 Wildlife and Wildlands Sciences 19 0.77% 
 Agricultural Sciences, other 17 0.69% 
Biological Sciences Anatomy 4 0.16% 
 Biochemistry 71 2.87% 
 Biology 32 1.30% 
 Biometry and Epidemiology 25 1.01% 
 Biophysics 29 1.17% 
 Botany 25 1.01% 
 Cell Biology 49 1.98% 
 Developmental Biology 41 1.66% 
 Ecology 89 3.60% 
 Entomology and Parasitology 29 1.17% 
 Genetics 60 2.43% 
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Main Discipline Sub Discipline Frequency Percentage 
 Microbiology, Immunology, and Virology 78 3.16% 
 Molecular Biology 77 3.12% 
 Neuroscience 80 3.24% 
 Nutrition 14 0.57% 
 Pathology 7 0.28% 
 Pharmacology 16 0.65% 
 Physiology 29 1.17% 
 Zoology 20 0.81% 
 Biosciences, other 14 0.57% 
Psychology Clinical Psychology 27 1.09% 
 Psychology, Except Clinical 46 1.86% 
 Psychology, Combined 22 0.89% 
Social Sciences Agricultural Economics 5 0.20% 
 Anthropology 38 1.54% 
 Economics 16 0.65% 
 Geography 37 1.50% 
 History and Philosophy of Science 4 0.16% 
 Linguistics 3 0.12% 
 Political Science 43 1.74% 
 Public Administration 24 0.97% 
 Sociology 42 1.70% 
 Social Sciences, other 54 2.19% 
Health Fields Anesthesiology 9 0.36% 
 Cardiology 3 0.12% 
 Communication Disorders Sciences 1 0.04% 
 Dental Sciences 18 0.73% 
 Endocrinology 5 0.20% 
 Gastroenterology 3 0.12% 
 Hematology 2 0.08% 
 Neurology 7 0.28% 
 Nursing 28 1.13% 
 Obstetrics and Gynecology 5 0.20% 
 Oncology/Cancer Research 19 0.77% 
 Ophthalmology 4 0.16% 
 Pediatrics 12 0.49% 
 Pharmaceutical Sciences 17 0.69% 
 Preventive Medicine and Community Health 23 0.93% 
 Psychiatry 9 0.36% 
 Pulmonary Disease 2 0.08% 
 Radiology 9 0.36% 
 Surgery 10 0.40% 
 Veterinary Sciences 10 0.40% 
 Clinical Medicine, other 14 0.57% 
 Health Related, other 20 0.81% 
 Other 49 1.98% 
 Missing 23 0.93% 
Total 
 
2,470 100.00% 
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Appendix 11. Descriptive Statistics and Reliability for Final Survey Items 
Construct Item Mean SD 
Number 
of 
Responses 
Cronbach’s 
alpha 
Number 
of Cases 
Used 
Regulative 
Pressure by 
Funding Agencies 
RPFA1 5.37 1.94 1,283 
.867 1,210 
RPFA2 4.01 1.81 1,258 
RPFA3 5.17 1.96 1,270 
RPFA4 4.00 1.86 1,251 
Regulative 
Pressure by 
Journal Publishers 
RPJP1 4.06 2.23 1,274 
.911 1,177 
RPJP2 3.36 1.87 1,217 
RPJP3 3.78 2.19 1,263 
RPJP4 3.06 1.86 1,230 
Normative 
Pressure by 
Disciplines 
NPD1 5.14 1.78 1,301 
.875 1,269 
NPD2 4.85 1.77 1,299 
NPD3 4.89 1.73 1,296 
NPD4 4.90 1.76 1,289 
Metadata MD1 4.02 1.70 1,122 
.925 1,087 MD2 4.19 1.70 1,118 
MD3 4.05 1.69 1,095 
Data Repository DR1 4.93 1.83 1,277 
.931 1,251 DR2 5.10 1.77 1,277 
DR3 4.67 1.81 1,258 
Perceived Career 
Benefit 
PCB1 4.34 1.89 1,293 
.922 1,273 
PCB2 4.71 1.71 1,308 
PCB3 4.89 1.62 1,308 
PCB4 4.61 1.70 1,295 
Perceived Career 
Risk 
PCR1 4.13 1.74 1,313 
.867 1,301 
PCR2 4.26 1.72 1,312 
PCR3 4.68 1.59 1,309 
PCR4 3.72 1.75 1,309 
Perceived Effort PE1 4.49 1.58 1,302 
.877 1,277 
PE2 4.86 1.54 1,297 
PE3 4.02 1.60 1,302 
PE4 4.90 1.57 1,302 
Scholarly 
Altruism 
SA1 6.11 1.166 1,312 
.948 1,256 
SA2 6.11 1.168 1,313 
SA3 6.02 1.270 1,303 
SA4 5.94 1.188 1,301 
SA5 6.16 1.051 1,298 
SA6 6.18 1.050 1,284 
(Field Study: N=1,317) 
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Appendix 12. Inter-Item and Intra-Item Correlation Matrix (MTMM Matrix) 
  
Regulative Pressure by Funding 
Agencies 
Regulative Pressure by Journal 
Publishers 
Normative Pressure by Disciplines Metadata Data Repository 
RPFA1 RPFA2 RPFA3 RPFA4 RPJP1 RPJP2 RPJP3 RPJP4 NPD1 NPD2 NPD3 NPD4 MD1 MD2 MD3 DR1 DR2 DR3 
Regulative 
Pressure by 
Funding 
Agencies 
RPFA1 1                  
RPFA2 .537** 1                 
RPFA3 .841** .574** 1                
RPFA4 .564** .598** .611** 1               
Regulative 
Pressure by 
Journal 
Publishers 
RPJP1 .492** .304** .496** .345** 1              
RPJP2 .361** .488** .394** .418** .697** 1             
RPJP3 .467** .338** .506** .372** .883** .711** 1            
RPJP4 .345** .362** .386** .479** .638** .734** .692** 1           
Normative 
Pressure by 
Disciplines 
NPD1 .485** .322** .492** .325** .516** .368** .494** .359** 1          
NPD2 .354** .348** .369** .274** .389** .366** .395** .288** .644** 1         
NPD3 .235** .192** .228** .178** .251** .218** .241** .187** .575** .626** 1        
NPD4 .338** .309** .350** .268** .350** .298** .352** .264** .618** .650** .709** 1       
Metadata MD1 .255** .276** .272** .183** .350** .295** .350** .277** .379** .429** .343** .406** 1      
MD2 .281** .269** .295** .206** .340** .306** .354** .304** .405** .442** .352** .428** .857** 1     
MD3 .262** .233** .276** .205** .351** .312** .354** .314** .382** .412** .307** .391** .761** .792** 1    
Data Repository DR1 .282** .244** .279** .181** .334** .276** .336** .244** .391** .351** .305** .399** .569** .557** .521** 1   
DR2 .312** .250** .309** .206** .352** .269** .349** .247** .395** .354** .293** .408** .508** .558** .485** .834** 1  
DR3 .278** .248** .293** .185** .355** .274** .357** .248** .387** .342** .300** .388** .530** .550** .548** .794** .829** 1 
Perceived Career 
Benefit 
PCB1 .188** .160** .201** .138** .201** .180** .208** .151** .288** .256** .215** .265** .178** .197** .190** .167** .135** .162** 
PCB2 .205** .156** .228** .146** .254** .235** .258** .195** .345** .303** .309** .329** .181** .195** .189** .196** .186** .213** 
PCB3 .221** .144** .222** .159** .252** .231** .257** .194** .379** .327** .321** .346** .184** .211** .209** .211** .203** .226** 
PCB4 .208** .164** .216** .150** .263** .247** .268** .199** .369** .342** .334** .354** .181** .219** .225** .224** .217** .256** 
Perceived Career 
Risk 
PCR1 -.095** 0.024 -.073** -0.053 -.058* -0.028 -.073** -.063* -.183** -.124** -.206** -.178** -0.051 -.092** -.071* -.125** -.125** -.121** 
PCR2 -.094** 0.026 -0.038 -0.044 -0.03 -0.029 -0.03 -0.044 -.172** -.100** -.175** -.150** -0.045 -.089** -.076* -.149** -.147** -.137** 
PCR3 -.147** -0.044 -.119** -0.045 -.176** -.115** -.182** -.151** -.218** -.139** -.158** -.189** -.133** -.145** -.145** -.207** -.181** -.182** 
PCR4 -.195** -0.048 -.156** -.107** -.149** -.089** -.138** -.107** -.316** -.241** -.309** -.315** -.148** -.187** -.175** -.243** -.241** -.222** 
Perceived Effort PE1 -0.053 0.014 -0.036 0.017 -.108** -0.015 -.090** -0.025 -.110** -.108** -.125** -.152** -.114** -.130** -.115** -.161** -.168** -.166** 
PE2 0.03 0.018 0.018 .075** -0.008 0.021 0.015 0.039 -0.009 -0.02 -0.019 -0.041 -0.025 -0.036 -0.034 -.075** -.061* -.082** 
PE3 -.139** -.060* -.126** -0.041 -.165** -.097** -.150** -.095** -.195** -.185** -.160** -.213** -.136** -.151** -.146** -.230** -.239** -.219** 
PE4 -0.031 -0.006 -0.01 0.03 -.080** -0.045 -.064* -0.032 -.077** -.096** -.093** -.095** -.089** -.084** -.068* -.143** -.131** -.141** 
Scholarly 
Altruism 
SA1 .335** .149** .315** .196** .321** .221** .313** .215** .506** .391** .433** .465** .237** .283** .263** .354** .371** .352** 
SA2 .327** .135** .304** .184** .306** .199** .294** .206** .475** .370** .401** .430** .194** .241** .224** .322** .346** .338** 
SA3 .326** .144** .304** .197** .292** .183** .287** .205** .474** .373** .412** .446** .194** .246** .215** .317** .348** .332** 
SA4 .314** .134** .301** .150** .270** .171** .246** .188** .420** .352** .335** .354** .195** .247** .215** .274** .286** .274** 
SA5 .309** .137** .287** .167** .252** .167** .241** .185** .425** .350** .343** .343** .172** .209** .188** .270** .283** .262** 
SA6 .282** .118** .270** .157** .247** .156** .229** .185** .417** .328** .330** .323** .156** .195** .178** .257** .258** .244** 
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Inter-Item and Intra-Item Correlation Matrix (Continued) 
  Perceived Career Benefit Perceived Career Risk Perceived Effort Scholarly Altruism 
PCB1 PCB2 PCB3 PCB4 PCR1 PCR2 PCR3 PCR4 PE1 PE2 PE3 PE4 SA1 SA2 SA3 SA4 SA5 SA6 
Perceived 
Career Benefit 
PCB1 1                  
PCB2 .731** 1                 
PCB3 .653** .853** 1                
PCB4 .687** .793** .809** 1               
Perceived 
Career Risk 
PCR1 -.193** -.216** -.210** -.262** 1              
PCR2 -.154** -.149** -.143** -.205** .769** 1             
PCR3 -.188** -.193** -.181** -.216** .471** .536** 1            
PCR4 -.270** -.305** -.300** -.349** .649** .697** .590** 1           
Perceived Effort PE1 -.124** -.155** -.150** -.180** .277** .274** .354** .356** 1          
PE2 -0.016 -0.039 -0.033 -0.054 .139** .130** .257** .178** .610** 1         
PE3 -.167** -.206** -.210** -.239** .312** .292** .374** .433** .692** .548** 1        
PE4 -.102** -.136** -.107** -.148** .229** .206** .321** .285** .652** .704** .623** 1       
Scholarly 
Altruism 
SA1 .306** .402** .422** .419** -.331** -.309** -.291** -.490** -.235** -.055* -.346** -.171** 1      
SA2 .302** .400** .428** .426** -.337** -.314** -.284** -.481** -.213** -0.034 -.323** -.146** .908** 1     
SA3 .312** .396** .431** .436** -.362** -.342** -.287** -.495** -.212** -0.029 -.312** -.154** .862** .897** 1    
SA4 .292** .382** .410** .405** -.299** -.280** -.220** -.410** -.195** -0.037 -.317** -.152** .652** .661** .673** 1   
SA5 .306** .386** .416** .408** -.279** -.262** -.208** -.413** -.205** -0.029 -.310** -.133** .671** .690** .682** .853** 1  
SA6 .301** .382** .409** .404** -.270** -.257** -.197** -.407** -.196** -0.036 -.296** -.127** .656** .685** .667** .821** .956** 1 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed).
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Appendix 13. rwg(j) for Each Discipline-Level Construct by Discipline 
                    Group-Level  
Variable 
Discipline 
Regulative 
Pressure by 
Funding 
Agencies 
Regulative 
Pressure by 
Journals 
Normative 
Pressure 
Metadata Repository 
Agricultural Sciences 0.68 0.57 0.64 0.49 0.59 
Animal Sciences 0.50 0.57 0.62 0.48 0.57 
Anthropology 0.59 0.73 0.62 0.50 0.83 
Astronomy 0.69 0.79 0.95 0.75 0.95 
Atmospheric Sciences 0.71 0.90 0.94 0.60 0.71 
Biochemistry 0.64 0.49 0.86 0.59 0.90 
Biology 0.74 0.68 0.85 0.51 0.74 
Biomedical Engineering 0.88 0.74 0.71 0.54 0.64 
Biometry and Epidemiology 0.80 0.58 0.78 0.61 0.51 
Biophysics 0.86 0.31 0.80 0.68 0.87 
Botany 0.57 0.45 0.46 0.19 0.37 
Cell Biology 0.79 0.74 0.87 0.67 0.87 
Chemical Engineering 0.57 0.50 0.63 0.37 0.67 
Chemistry 0.69 0.64 0.88 0.54 0.72 
Civil Engineering 0.79 0.77 0.80 0.64 0.71 
Clinical Psychology 0.63 0.67 0.75 0.23 0.51 
Developmental Biology 0.75 0.70 0.85 0.54 0.82 
Ecology 0.77 0.70 0.71 0.57 0.69 
Electrical Engineering 0.54 0.47 0.81 0.57 0.57 
Entomology and Parasitology 0.29 0.60 0.49 0.57 0.72 
Environmental Engineering 0.79 0.55 0.78 0.56 0.70 
Forestry 0.54 0.83 0.70 0.61 0.68 
Genetics 0.71 0.72 0.81 0.53 0.69 
Geography 0.55 0.81 0.67 0.38 0.92 
Geosciences 0.77 0.76 0.86 0.52 0.76 
Mechanical Engineering 0.56 0.69 0.68 0.48 0.62 
Metallurgical and Materials Eng. 0.68 0.53 0.74 0.64 0.74 
Microbio., Immunology, & Virology 0.73 0.62 0.71 0.42 0.77 
Molecular Biology 0.86 0.77 0.85 0.60 0.88 
Natural Resources Conservation 0.69 0.78 0.79 0.68 0.60 
Neuroscience 0.65 0.65 0.76 0.52 0.75 
Nursing 0.67 0.84 0.76 0.63 0.75 
Ocean Sciences 0.79 0.65 0.75 0.65 0.75 
Oncology/Cancer Research 0.52 0.23 0.60 0.52 0.84 
Physics 0.44 0.60 0.53 0.49 0.39 
Physiology 0.65 0.63 0.72 0.45 0.63 
Plant Sciences 0.60 0.48 0.79 0.58 0.28 
Political Science 0.60 0.64 0.78 0.34 0.60 
Preventive Med. & Comm. Health 0.28 0.85 0.65 0.67 0.70 
Psychology, Combined 0.44 0.33 0.57 0.32 0.38 
Psychology, Except Clinical 0.63 0.60 0.68 0.59 0.64 
Public Administration 0.75 0.82 0.77 0.66 0.80 
Sociology 0.51 0.87 0.77 0.51 0.67 
Average rwg(j) 0.65 0.65 0.74 0.53 0.69 
Median rwg(j) 0.67 0.65 0.76 0.54 0.70 
Minimum rwg(j) 0.28 0.23 0.46 0.19 0.28 
Maximum rwg(j) 0.88 0.90 0.95 0.75 0.95 
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 Created two exams, consulted on weekly quizzes, and led online discussions on the 
Blackboard Learning System 
 
Guest Lecturer 
IST654 Information Systems Analysis (February 22 and September 28, 2011) 
Instructor: Prof. Kevin Crowston 
 Lectured on Human-Centered System Development Life-Cycle and Interface Design 
 Reviewed and provided feedback on students’ project proposals in information system 
designs 
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Teaching Assistant 
IST755 Strategic Management of Information Resources (Spring 2011) 
Instructors: Prof. Michelle Kaarst-Brown and Prof. Herbert Brinberg (2 sections) 
 Graded and provided extensive feedback for assignments and semester-long projects 
 Held office hours to consult with students on their semester-long capstone projects 
IST195 Information Technology (Fall 2008 and Spring 2009) 
Instructor: Prof. Jeffrey Rubin  
 Redesigned IT laboratory materials and supported lab sessions for undergraduate students 
 Assisted the professor with class lecture preparation and graded weekly labs and final projects 
IST466 Professional Issues in Information Management & Technologies (Fall 2007) 
Instructor: Prof. Murali Venkatesh  
 Supported the professor and students technically in using Adobe Premier and Encore 
 Assisted students with their class projects in regard to community wireless service 
 
Teaching Practica 
IST649 Human Interaction with Computers (Fall 2009), Prof. Ping Zhang 
 Updated the reading list in the syllabus and created two short assignments 
 Developed a lab module on system evaluation and graded, and provided feedback to students 
IST619  Applied Economics for Information Managers (Spring 2009), Prof. Ian MacInnes 
 Developed exams on economics and graded and provided extensive feedback for the exams 
 Observed online class management and researched teaching techniques in online courses 
MIS325 Introduction to Information Systems for Managers (Fall 2008–School of 
Management), 
 Prof. Joseph Treglia (Instructor) and Prof. Murali Venkatesh (Faculty Advisor) 
 Created and provided two lectures about website design and development in two sessions 
 Provided consultations for students’ questions and problems in their projects in two sessions 
IST623 Introduction to Information Security (Summer 2008), Prof. Joon Park 
 Created three lectures on social engineering, privacy, and legal issues in security 
 Developed a lab module regarding information privacy and tested it with students  
 
WORK EXPERIENCE 
 
 [W.5] Project Manager, August 2010 – December 2011, Syracuse, NY 
Korean War Veterans’ Digital Memorial (KWVDM) Project in the Maxwell School at SU  
 Wrote a funding proposal with Prof. Jongwoo Han to be submitted to the Ministry of 
Patriots and Veterans Affairs of the Republic of Korea 
 Supervised 4 graduate students and 2 professionals (a Web designer and a Web 
developer) to design and develop the KWVDM website (http:www.kwvdm.org) 
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 [W.4] Web Master, August 2006 – August 2008, Syracuse, NY 
Entrepreneurship and Emerging Enterprises (EEE) in the School of Management at SU  
 Maintained the 170 Web pages of the EEE website and managed the Web databases of EEE  
 Designed and created websites for 2008 USASBE Conference and Syracuse Women 
Business Center with HTML, CSS, JavaScript, and ASP 
 Redesigned WISE Symposium and South Side Innovation Center (SSIC) websites and 
developed new online registration and payment system with ASP, and Access 
 [W.3] Assistant Technology Coordinator, August 2005 – December 2005, Columbia, MO 
School of Information Science & Learning Technologies at UMC  
 Assisted undergraduates in using Web conference software by creating a 40-page guide 
 Coordinated Web conferences with China and maintained the equipment 
 [W.2] Assistant Web Developer, February 2005 – November 2005, Columbia, MO  
School of Information Science & Learning Technologies at UMC 
 Joined in the collaborative learning for K-12 students in Missouri with other countries 
 Involved in developing the portions of 40 Web pages for the Show Me the World website 
 [W.1] Sergeant and Team Leader, The Korea Army, January 2000 – March 2002, Cheongwon, Korea 
 Managed the reserve force management system by updating reserve force data 
 Developed annual training plans for reserve forces and participated in field trainings 
with them 
 
PROFESSIONAL INVOLVEMENT 
 
Academic and Professional Memberships 
 American Society of Information Science and Technology 
 Association for Information Systems 
 Association for Library and Information Science Education 
 
Journal Article Reviewing 
 Journal of the Association for Information Systems (2009-2012) 
 Communications of the Association for Information Systems (2010-2011) 
 AIS Transactions on Human-Computer Interaction (2010-2011) 
 Journal of Computer-Mediated Communication (2010) 
 
Conference Reviewing 
 International Conference on Information Systems (2008-2012) 
 Americas Conference on Information Systems (2010, 2012) 
 Hawaii International Conference on System Sciences (2011) 
 ICIS Pre-Workshop on HCI Research in MIS (2009-2011) 
 Mediterranean Conference on Information Systems (2010) 
 iConference (2009-2010) 
 Symposium on Access Control Models and Technologies (2009) 
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University Service 
 Faculty Search Committee, School of Information Studies at SU (2011-2012) 
 Data Science Certificate of Advanced Study (CAS) Development Initiative,  
School of Information Studies at SU (2009-2010) 
 University Assessment Council, School of Information Studies at SU (2009-2010) 
 Undergraduate Committee, School of Information Studies at SU (2008-2009) 
 
Community Service 
 Volunteer, American Society for Information Science and Technology Annual Meeting 
(2012) 
 Board Member, Korean Student Association at Syracuse University (2009-2011) 
 Organized the Korean Film Festival and the Korean Board Game Night at SU 
 Web Master, Central New York Korean School (CNYKS) (2007-2009) 
 Created the CNYKS website (http://www.cnyks.org) and updated it regularly 
 Instructor, South Side Innovation Center (2007-2009) 
 Taught Microsoft Excel, Access, and Web design for local business owners and 
employees 
 Technology Coordinator, Central New York InterFaith Works (2007) 
 Supported Recruitment and Retention: TOOLS for a Diverse Workforce Conference 
 
 
