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Department of Physics, Drexel University, Philadelphia, PennsylvaniaABSTRACT A population of neurons in the cerebral cortex of humans and other mammals organize themselves into vertical
microcolumns perpendicular to the pial surface. Anatomical changes to these microcolumns have been correlated with neuro-
logical diseases and normal aging; in particular, in area 46 of the rhesus monkey brain, the strength of microcolumns was shown
to decrease with age. These changes can be caused by alterations in the spatial distribution of the neurons in microcolumns and/
or neuronal loss. Using a three-dimensional computational model of neuronal arrangements derived from thin tissue sections
and validated in brain tissue from rhesus monkeys, we show that neuronal loss is inconsistent with the findings in aged individ-
uals. In contrast, a model of simple random neuronal displacements, constrained in magnitude by restorative harmonic forces, is
consistent with observed changes and provides mechanistic insights into the age-induced loss of microcolumnar structure.
Connection of the model to normal aging and disease are discussed.INTRODUCTIONNeuronal structures in the brain exhibit different levels of
organization that span a wide range of scales (1,2). At the
macroscopic scale, neurons arrange themselves into layers;
whereas at the smallest microscopic scale in some parts of
the brain, neurons arrange into microcolumns. These micro-
columns, also known as minicolumns, are micrometer-sized
anatomical structures in the cerebral cortex that consist of
neurons organized into vertical columns. These columns
span, in many cases, from the subcortical white matter to
the pial surface in the brains of humans and some primates
(1–10), with similar structures also observed in dolphins and
rats (10–13). Determining whether these microcolumns are
functional units is still a matter of research. Some studies
suggest that microcolumns are fundamental computational
units of the brain (1–5,7,9,10), whereas others are more
skeptical (14–21). Recent results, however, indicate that
neurons within microcolumns are involved in the executive
control of behavior in rhesus monkeys (22).
Independent of the anatomical function of microcolumns,
changes in their structure have been widely characterized in
the literature and may be predictors of or serve as proxy to
underlying brain pathology. For example, studies have
correlated changes in the microcolumnar structure to neuro-
logical diseases such as Alzheimer’s disease (23,24), schizo-
phrenia (25–29), Down syndrome (30), autism (31–40), and
dyslexia (40,41). Even in normal aging, where cognitive
decline is not accompanied by significant neuronal loss in
the cerebral cortex (42–44), loss of microcolumnar strength
in rhesus monkeys (45–48) and microcolumnar thinning in
humans (49–51) was correlated to both age and cognitiveSubmitted October 22, 2013, and accepted for publication April 4, 2014.
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0006-3495/14/05/2233/10 $2.00decline that may be a consequence of the loss of other
underlying structures (52).
The studies mentioned above offer a correlation between
changes in microcolumnar characteristics and age or dis-
ease. However, the exact neurobiological mechanisms un-
derlying this cognitive decline and neuropathology are not
known. As a step toward unravelling these deleterious
mechanisms, we need to understand what kinds of alter-
ations in the arrangement of neurons within microcolumns
are consistent with the observed quantitative changes. Spe-
cifically, it would be useful to know how neurons in normal
aging rearrange as a function of time into structures with
altered microcolumnar strengths and widths, as defined in
Cruz et al. (45). Likewise, it would be important to know
if the finite, but nonsignificant, loss of neurons during the
aging process (<10% (42,44,53)) plays a role in these
observed changes as a uniform loss across brain regions or
as local losses within micron-sized clusters of neurons.
Finally, understanding how different types of neuronal per-
turbations affect measures of microcolumnarity could give
credence to different models of aging. For instance, plau-
sible mechanisms for the observed changes in microcol-
umns could be that neurons experience alterations in their
apical dendrites or axons along microcolumns, in their basal
dendrites, or more generally on the entire support matrix
keeping neurons in place. This assumption has a biophysical
basis, as it is suspected that the extracellular matrix in the
brain provides a degree of neuroprotection (54–57). These
insights could potentially give clues to changes in other
types of cells surrounding neuronal microcolumns, such as
dendrites, glia, and oligodendrocytes, among others.
Here, we introduce computational models to examine
several mechanisms for neuronal positional disruption
or deletions and test whether they are consistent with
age-induced changes in microcolumnar organization.http://dx.doi.org/10.1016/j.bpj.2014.04.012
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and experimental observations are presented and their
possible relevance to aging and neurological diseases is
discussed.FIGURE 1 Schematic diagram of the different models and their mecha-
nisms for neuronal displacement and deletion. The bottom row of the dia-
gram represents the specific mechanisms of the respective models. The
unrestricted displacement model is not shown.METHODS
The computational models presented here apply specific transformations to
three-dimensional (3D) ensembles of neurons corresponding to healthy
individuals (48). These initial ensembles were generated using a previously
developed computational methodology in which data from digital images of
brain tissue were used to build a plausible 3D arrangement of neurons with
statistical properties consistent with experimental data (48). Specifically,
that previous methodology used measures of microcolumnarity (45) of a
given tissue section to construct, using a density map calculation, the 3D
representation of neurons with the same statistical properties observed in
the experimental tissue. Once generated, these initial ensembles are used
here as the starting point of stochastic simulations that test different models
of displacement and deletion. For simplicity of calculation, the models pre-
sented here consider ensembles of neurons embedded in a Cartesian coor-
dinate system (48). This restriction does not limit the scope of our work or
our conclusions as we compare the results from our models with data
obtained from straight sections of tissue that locally conform to this coor-
dinate system (23,45–47). This approach is common and has been applied
by others to avoid confounding effects from curved regions (23,28,30,49).
However, the general nature of the methodology presented here allows for
straightforward generalizations to other coordinate systems that could bet-
ter describe curved regions of the brain such as those found in the lip or
fundus of any sulcus.
Because neuronal microcolumns are uniquely defined by spatial loca-
tions of neurons, the models presented here only consider the (x,y,z) posi-
tions of neuronal bodies and alter these locations by specific processes.
We consider two distinct models of disruption: deletion of neurons and
iterative displacements of neurons from their original positions. In the dele-
tion model, two mechanisms are tested. In the first mechanism, individual
neurons are randomly deleted, and in the second, neurons within micro-
meter-sized groups or clusters are deleted. The deletion model is motivated
by the small, but nonsignificant, neuronal loss in aging (42,44,53) and the
more radical loss in neurological and neuropathological diseases
(29,58–60). In the displacement model, neurons are iteratively displaced
through three biologically motivated mechanisms: 1), isotropic, where the
supporting matrix of neurons is compromised; 2), in the plane perpendic-
ular to the microcolumnar axis (e.g., by possible atrophy to basal dendrites);
and 3), along the microcolumnar axis (e.g., by possible atrophy to apical
dendrites and/or axons), as proposed elsewhere (45,46). These displace-
ments, on the order of one neuronal diameter (~5 mm), can give rise to
the age-induced microcolumnar disruptions seen in Cruz et al. (46).
To determine which mechanism is applicable to aging, we compare
microcolumnar properties between experiment and simulations. These
microcolumnar properties are expressed in terms of measures of micro-
columnarity, as previously formulated (45). Specifically, measures of
microcolumnarity are derived from density maps generated from neuronal
ensembles according to the procedure explained and summarized below
(see Analyzing phase) (48). The measures of microcolumnarity are 1), S,
the strength of microcolumns (ratio of the neuronal density within a micro-
column to the average neuronal density); 2), T, the strength of nearest-
neighbor microcolumns (ratio of the neuronal density of the neighboring
two microcolumns to the average neuronal density; also measures the
degree of microcolumnar periodicity); 3), W, the microcolumnar width;
4), P, the distance between microcolumns; 5), L, the effective length (ver-
tical span) of microcolumns; 6), and Y, the distance between neurons within
a microcolumn (perpendicular to pia and parallel to microcolumns) (45).
For convenience, we redefine the microcolumnar strength, S, in terms of
F, defined byBiophysical Journal 106(10) 2233–2242F ¼ ðS 1Þ  100: (1)
In contrast to S, the new quantity F has a simpler interpretation, with
its values ranging from F¼ 0 (no microcolumnarity) to F> 0 (microcolum-
narity), and its units of excess percentage of neuronal density within the
microcolumns relative to the global neuronal density.Overview
There are three parts to our simulation methodology. The first part is the
generating phase, in which, following our previous protocol (48), 3D
neuronal arrangements are initially created to correspond to young individ-
uals. Next is the simulation phase, where the initial neuronal positions are
iteratively altered or deleted according to well-defined rules (schematically
shown in Fig. 1 and discussed below). In the final, analyzing phase, two-
dimensional (2D) thin sections are extracted from the larger 3D systems
and their measures of microcolumnarity are obtained and compared with
target experimental measures (from aged individuals). The target measures
serve two purposes: 1), they ensure that the simulation phase follows a plau-
sible model (if the target values could not be reached following the simula-
tion rules, the rules are discarded), and 2), they set a maximum number of
time steps over which the simulation is carried out.
As discussed above, two plausible models for the simulation phase
are tested (see Fig. 1). These models are 1), random deletion of neurons,
and 2), random displacements, in which neurons perform 3D unrestricted
and restricted (by a linear restoring force) random walks. The first model
considers neuron deletions, a mechanism that is nonsignificant in aging
but evident in many neurodegenerative diseases. The second model is based
on the hypothesis that the supporting matrix, which is formed from various
cells and biological components that hold neurons in place, loses integrity
and allows neurons to be displaced from their initial positions. In the unre-
stricted displacement mechanism, it is assumed that the supporting matrix
does not pose any restrictions in displacement, whereas in the restricted
displacement mechanism, the supporting matrix, although compromised,
still poses restrictions on how far neurons can be displaced. All of these
steps are discussed in detail below.Generating phase
The method for generating a 3D neuronal ensemble corresponding to a
young brain has been described in detail elsewhere (48). Briefly, a 3D
neuronal block of size 484 484 484 mm3 (~0.11 mm3) is created by first
generating a crystalline arrangement of neurons. In this arrangement, neu-
rons are placed in microcolumns a distance d away from each other. The
bases on which the microcolumns are constructed are initially placed on
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imental results from rhesus monkeys, a block would typically consist of a
total of over 5000 neurons forming ~340 microcolumns. Although neurons
in the brain are of various sizes, for simplicity of calculation all neurons are
considered here as identically sized particles. The neuronal arrangements
are then perturbed through a series of steps (parameterized by experimental
measurement) to obtain a statistical correspondence between the generated
block of 3D neurons and experimental tissue samples.
Specifically, a small percentage of neurons are first added at random
positions (not belonging to the crystal arrangement) throughout the system
of initial neurons. Because this insertion of randomly placed neurons
increases the global density of the system, in the second step, the density
is reduced to correspond to that experimentally observed by uniformly dis-
carding initial and randomly placed neurons alike. In the third step, the
positions of the microcolumns are randomly displaced (the bases of the col-
umns are displaced in the plane perpendicular to them). Finally, individual
neurons are displaced along the axis of the microcolumns and in the plane
perpendicular to the microcolumns. In sum, this method systematically
transforms a 3D crystalline lattice into a 3D spatial configuration of neurons
that is characterized by microcolumnar measures consistent with those
calculated from thin tissue sections (48). An example of such a com-
puter-generated thin tissue slice is shown in Fig. 2 A. The example shown
represents a thin slice from a young, healthy brain with well-defined micro-
columns that can be observed in Fig. 2 B.Simulation phase
Once the generating phase is completed, the different algorithmic models of
displacement or neuronal deletion are implemented (Fig. 1).
The neuronal deletion model deletes a set of neurons from the initial
neuronal ensembles. Two mechanisms of neuronal deletion, uniform and
cluster deletions, are considered here. In the uniform-deletion mechanism,
given a global deletion fraction, p (where the percentage of neuronal loss is
p  100), for each neuron a random number q between 0 and 1 is generated
and the neuron is deleted if q < p. Fig. 2 D shows one realization of this
uniform deletion mechanism using the neuronal ensemble from Fig. 2 A
as input. In the cluster deletion mechanism, too, each neuron is deleted if
q < p, but in addition, all neurons within a radius Rcl from the deleted
neuron are also deleted. Because neurons are deleted in clusters, the prob-
ability p does not represent the total neuronal loss. A new neuronal loss
probability, p0, is calculated by counting the remaining neurons, subtracting
from the total initial number of neurons, and dividing the result by the totalinitial number of neurons. Fig. 2, E and F, shows two different examples of
the cluster deletion mechanism with the smallest and biggest cluster sizes
explored in our computational experiments. Both mechanisms result in
the comparable neuronal losses of 20% and 18%, respectively.
In the unrestricted displacement model, neurons are iteratively displaced
along 3D random walks that allow the neurons to eventually explore the
totality of the available space. This model extends a previously developed
2D model to a 3D model (45,46). In the restricted displacement model, neu-
rons also perform 3D random walks, but in addition, they are subjected to
restorative harmonic forces. An example is shown in Fig. 2 C, where neu-
rons performed a random walk under the constraints of a harmonic force.
The restricted displacement model is based on the assumption that the
positions of neurons embedded in support matrices with intact elasticity
properties (young individuals) would, on average, be less perturbed than
those in compromised mediums (aged individuals). Thus, we use strong
restorative forces to simulate young brains with intact support matrices
and weak restorative forces to model the compromised support matrices
of aged brains. In accordance with this reasoning, and as a first approxima-
tion, we then consider age to be inversely proportional to the strength of the
restorative force. To account for the fact that most neurons in the brain are
not spherically symmetric (e.g., soma of pyramidal neurons have one axon
process, one apical dendrite, and basal dendrites; thus, restorative forces
may not be isotropic), the restricted displacement model is implemented
by one of three mechanisms, the isotropic restorative force mechanism
(3D - restoring equivalent harmonic forces in all directions), and two aniso-
tropic restorative force mechanisms, explained in detail below.
The implementation of the 3D random walk is carried out by generating
N randomly oriented vectors sn (n ˛ [1,N]) of unit length for each neuron in
the system. By assigning one vector of unit length per neuron, each neuron
is then displaced in the direction of its vector by a distance on the order of
~0.7 mm. The process is then repeated. Because neurons are not allowed to
overlap (volume exclusion), at the end of each displacement step, all
neurons are tested for possible overlap with neighboring neurons (neuron
diameter is taken as 10 mm) by calculating all pairwise distances and veri-
fying that they are greater than one neuronal diameter. For neuron pairs
(n,m) that are found to overlap, repulsive forces (of magnitude 1) are instead
calculated for each neuron in the direction along the axis joining the neuron
centers, where these forces (fn,fm) satisfy fm ¼ fn. Thus, a neuron n is
displaced by either sn (no overlap, random direction) or fn (overlap along
the separation axis).
For the restricted-displacement model, restorative harmonic force
vectors, Fn, are added to either the random walk or nonoverlapping force
vectors as appropriate, by calculatingFIGURE 2 Typical 3D representations of
neuronal ensembles resulting from the different
displacement and deletion mechanisms. For
clarity, the neurons, represented by bright small
spheres, are those within a thin section obtained
from the middle region of a larger cubic ensemble
box. (A) Neuronal positions correspond to the orig-
inal unaltered ensemble (healthy brains). (B) The
same configuration as seen from the top, with
arrows indicating representative microcolumns
(microcolumns oriented along the axis coming
out of the page). (C) A typical neuronal ensemble
resulting from the harmonic force displacement
mechanism using the smallest force constant
(k ¼ 0.005). (D–F) The neuronal-deletion mecha-
nisms acting on the original ensemble from A,
with uniform deletions corresponding to a
maximum of ~35% neuronal loss (D), and dele-
tions of clusters of radius 20 mm (E) and 50 mm
(F) corresponding to neuronal losses of ~20%
and ~18%, respectively.
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where Fn,j is the component of the restoring force along the j direction (j ¼
x,y,z) acting on neuron n (n ¼1,.,N), kj is the spring force constant (with
Cartesian components kx, ky, and kz), rn,j is the jth component of the current
position vector of neuron n, and r0n;j is the initial position vector of the
neuron at time t ¼ 0. For the values of kj used here and the typical distances
rn,j  r0n;j, the range of values of Fn,j are typically of the same order as those
for the random walk and repulsive forces. To avoid large nonbiological
displacements, the total displacement vector, proportional to the resultant
force (sn þ Fn, no overlap; fn þ Fn, overlap), is further normalized to unity.
This normalization is justified by considering that the hypothesized dis-
placements of neurons are small due to an overdamped environment pro-
vided by the dense structure of the support matrix surrounding neurons.
Fig. 2 C shows a thin section from one realization of the restricted displace-
ment model where the final measures of microcolumnarity correspond to
those in an aged individual. On visually comparing Fig. 2, A–C, it is not
apparent that these two realizations are different. Differences only appear
when considering many such realizations and calculating the measures of
microcolumnarity over the entire ensemble of realizations.
Anisotropic restoring forces are now easily considered by implementing
different values for kx, ky, and kz. Thus, for modeling displacements prefer-
entially along the z axis (the axis of the microcolumns) that result from
hypothesized disruptions of the apical dendrite and/or axons, we use kx ¼
ky[ kz. For modeling displacements on the xy plane (the plane perpendic-
ular to the microcolumns) that result from hypothesized disruptions to basal
dendrites, we use kz[ kx ¼ ky. Finally, for modeling isotropic displace-
ments (modeling uniform disruption to all supporting mechanisms of neu-
rons) we use kx ¼ ky¼ kz.Analyzing phase
After implementing the generation and simulation steps described above,
the ensembles of neurons result in 3D coordinates describing microcolum-
nar structures at different stages of disruption. To make a comparison
between experimental results and different simulation models, the cubic
blocks of neuronal ensembles resulting from the generation and simulation
steps are sliced at random angles to obtain quasi-2D 30-mm-thick sections
(slabs) similar to experimentally prepared tissue samples (48). Neuron
coordinates are then transformed into a new coordinate system (x0,y0,z0),
where the z0 direction is perpendicular to the plane of the slab. The random
angles at which the 3D ensembles are cut provide slabs with varying lengths
of microcolumn, as smaller angles would tend to cut parallel to the axis of
microcolumns, whereas angles close to 90 would provide tangential cuts.
Angles of cut are only considered in the 0–60 range to simulate plausible
experimental slicing angles. The quasi-2D slabs are then converted into 2D
systems reminiscent of experimental micrographs by collapsing the perpen-
dicular axis of the sample (z0 ¼ 0), thus identifying each neuron by (x0, y0)
coordinates only. These 2D neuronal positions are then analyzed using our
density-map method to provide measures of microcolumnarity presented
above and derived in Cruz et al. (45) (Fig. S1 in the Supporting Material
shows the locations and regions in the density map that define these mea-
sures of microcolumnarity).
To characterize the degree of neuronal displacement, the average
displacements of the neurons (with respect to their initial positions as a
function of simulation time t) are obtained for neuron i by calculating the
vector defined by the original position, rið0Þ, and the position at time t,
riðtÞ, as
rið0jtÞ ¼ riðtÞ  rið0Þ: (3)
The average displacement of neurons (ensemble average) at time t is then
obtained by calculatingBiophysical Journal 106(10) 2233–2242R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
i
rið0jtÞ  rið0jtÞ
N
vuut
; (4)
where N is the total number of neurons in the system.Statistics
To obtain adequate statistics for the restricted-displacement model, neurons
are displaced for a total of 400 time steps. This maximum number of steps
ensures convergence and stability of our results (for details, see Appendix A
in the Supporting Material). After this number of steps, the restricted
displacement model typically achieves a steady state in which statistical
quantities fluctuate around equilibrium values (see below). Restorative
forces are explored using eight different spring constant values for each
of the 1D, 2D, and 3D mechanisms, ranging from 0.005 to 0.2. For each
mechanism and spring constant value we generated 50 sets of 500 ensem-
bles each. Because of the nature of our calculations, our method yields only
statistical averages from a large number of generated neuronal ensembles.
As such, individual ensembles of neurons do not correspond to particular
experimental measurements; rather, the averages over populations are in
agreement with experimental data. For the neuronal-deletion model, we
examined several different percentages of neuronal loss from 0 to ~35%
for both the uniform- and cluster-deletion mechanisms. Within the
cluster-deletion mechanism, we studied three cluster sizes consisting of
spheres 20, 33.3, and 50 mm in radius. In a similar way, for each percentage
of neuronal loss and cluster size, we generated 50 sets of 500 ensembles
each. Microcolumnar properties were calculated for each of these sets of
neuronal ensembles and averaged over all ensembles. The statistical signif-
icance of each measure was assessed by calculating the standard error of the
mean values.RESULTS
In the next sections, we analyze and compare results from
the neuronal-deletion model and the unrestricted- and
restricted-displacement models. The comparisons are based
on the microcolumnar properties resulting from each model
and are made between the different models, as well as
between the models and experimental results. Although
the main microcolumnar property used in the comparisons
is the percentage microcolumnar strength, F, all properties
are presented and used in discerning the applicability of
each model to aging.Neuronal-deletion model
The simplest model of neuronal disruptions is considered in
the uniform-deletion mechanism of the neuronal-deletion
model. Fig. 3 A shows F versus the percentage of neural
loss for this mechanism. The results indicate that F is not
significantly affected up to a total neural loss of 35%. This
is understood by considering that as neurons are progres-
sively lost (higher values on the x axis), both microcolumnar
and global densities decrease at the same rate, preserving
the value of their ratio and, by definition, F. The situation
is different for the cluster-deletion mechanism, in which
neurons inside a sphere of a given radius are deleted. This
FIGURE 3 Percentage strength of microcolumns for the neuronal dele-
tion mechanisms. (A) F is shown as a function of the percentage of neuronal
loss where individual neurons were deleted at random. (B) F is shown as a
function of total neuronal loss for the cases of neuronal cluster deletions
within a sphere of radius Rcl.
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suggesting that certain neurons are prone to loss in dementia
and are concentrated in clusters within microcolumns (61).
We were surprised to find that in this case, F increases with
increasing neuronal loss (Fig. 3 B). This trend in F can be
simply understood by considering that the density of
neurons within microcolumns decreases at a slower rate
(Fig. S2) compared to the global neuronal density
(Fig. S3 A), resulting in an increase in the ratio between
these two quantities and thus an increase in F as a function
of neuronal loss. Also, because the rate of decrease of the
density of neurons within microcolumns is slower for larger
cluster deletions than for smaller clusters, F for the larger
clusters will increase more steeply with increasing neuronal
loss (Fig. 3 B). From a more mechanistic point of view, for
the same neuronal loss, there is a larger number of smaller
deletion clusters than of larger deletion clusters (Fig. 2, E
and F). This means that the larger number of small deletion
clusters more frequently affects the internal structure of
microcolumns than the few larger clusters big enough to
potentially eliminate entire microcolumns while leaving
the vast majority of neurons relatively intact.
The other microcolumnar properties for the uniform- and
cluster-deletion mechanisms are shown in Figs. S3 and S4,
respectively. As with F, the microcolumnar properties for
the case of uniform deletions did not show significant
changes as a function of neuronal loss (Fig. S3). This again
results from the fact that deleting neurons at random does
not affect the microcolumnar measures (or, of more impor-
tance, their density maps (Fig. S5)), except by increasing the
error bars for each quantity. Cluster deletions (Fig. S4), incontrast, introduce significant changes to W, T, and L as a
function of neuronal loss. The increase in T (Fig. S4 C) is
explained by the same mechanism that increases F, as T is
also a ratio of local to global neuronal density. For W and
L, the explanations are not apparent from an inspection of
their corresponding density maps (Fig. S6). Some under-
standing can be achieved by examining the density profiles
in the horizontal and vertical directions (along the lines in
Fig. S7), as shown in Fig. S8. In Fig. S8 A, the trends in
the width of the central peak show that the larger cluster
sizes correlate with larger W values (resulting in
Fig. S4 B). In a similar way, Fig. S8 B shows that exponen-
tial fits using the first two peaks would have a faster expo-
nential decay for the two larger cluster-deletion cases than
for the smallest cluster deletion (the relative heights of the
peaks is larger for the larger deletion clusters), thus yielding
a shorter length, L.
When comparing the measures of microcolumnarity pre-
sented above to experimental results, we observe that if
neuronal loss results from normal aging, this loss as repre-
sented by the neuronal-deletion model is not responsible
for the observed decrease of microcolumnar strength as a
function of age. In other words, neuronal loss of the magni-
tude found in experiments (~10% (42,44,53)) and in our
model (up to 35%) does not correlatewith either themeasures
of microcolumnarity or the degree of cognitive impairment.Neuron-displacement model
In search of a better model, we now consider the neuronal-
displacement model. Its simplest implementation is the
isotropic nonrestricted-displacement mechanism, where
neurons are subjected to random-walk displacements iso-
tropically, without restrictions. The average root mean-
squared displacement, R, for this mechanism is the expected
square-root time dependence, R ~ t1/2 (Fig. S9 A and Appen-
dix A in the Supporting Material). This behavioral trend is
also observed when neurons are considered as nonoverlap-
ping objects (Fig. S9 A), although in this case, the exponent
in time is slightly smaller than 1/2. The similarity between
these two exponents indicates that although neurons now
experience collisions with each other as they diffuse away
from their original positions, the collisions do not dominate
the dynamics, which is consistent with the relatively
large separation between neurons relative to their size
(a dilute system). Histograms of R(t) values for individual
neurons at different time intervals also illustrate that in addi-
tion to following a Poisson distribution, the average
neuronal displacement would always increase with time
(Fig. S9 B). Thus, because neurons in a mature brain do
not undergo large displacements relative to their linear
size, a viable displacement model must introduce a
constraint on the maximum displacement.
To this end, a modified model of random neuronal dis-
placements considers neurons as random walkers underBiophysical Journal 106(10) 2233–2242
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Fig. 4 A, we show the time evolution of R for various values
of the restoring-force constant (k ¼ 0.005, 0.01, and 0.1) in
the 3D isotropically restrained mechanisms, as compared to
the unrestrained mechanism (k ¼ 0). The results show that
independent of the value of the spring constant, k, the
long-time value of R reached a maximum value (i.e.,
<R>max). In addition, the graph shows that this final value,
<R>max, is in general achieved after only a few hundred
simulation steps. Histograms of R as a function of k for
individual neurons are shown in Fig. 4 B, where for all
nonzero values of k, the histograms converged to a stable
(equilibrium) functional form. The values of <R>max not
only were a function of k, but were different for each of
the displacement mechanisms. Fig. 4 C compares the exper-
imental and theoretical values of<R>max for each displace-
ment mechanism. The theoretical values were determined
by treating each neuron as a particle undergoing Brownian
motion with harmonic constraints that prescribes <R>maxFIGURE 4 (A) R(t) for one realization of a neuronal system undergoing
random displacements (symmetric in all axes) with a harmonic restorative
force for a selection of spring constant values. Systems with no restorative
force (k ¼ 0) exhibited an R value that increased without bounds. At equi-
librium, R for systems with nonzero values of k reached a maximum
average, <R>max. See the Supporting Material for details of how to deter-
mine the critical number of time steps needed for convergence. (B) Histo-
grams of R from individual neurons of the realizations shown in A, where
the histogram for the spring constant value of k ¼ 0 was calculated at
t ¼ 1000 and those for values of k > 0 at the equilibrium, <R>max. (C)
<R>max as a function of 1/k ( symbols, taken from simulations) and kx,
ky, and kz (solid lines, from Eq. A16 in the Supporting Material).
Biophysical Journal 106(10) 2233–2242as a power law of 1/k (see Eq. A16 in Appendix A of the
Supporting Material).
From this figure, we can see that <R>max (for small k)
is slightly lower than the theoretical predictions, probably
due to particle collisions, a finding consistent with the
results shown in Fig. S9 A.
In Fig. 5, A and B, we show F as a function of 1/k (A) and
<R>max (B). Our data show that for the 1D displacement
mechanism, compared to either the 2D or 3D displacement
mechanisms, F decreased considerably more slowly with
both 1/k and <R>max. These results are reasonable, because
displacements in the 1D model were predominantly along
the axis of the microcolumns and thus preserved the number
and density of neurons within the microcolumns. However,
there is a small linear decrease in F due to the excluded-
volume effect of neurons along the axis of the microcolumn,
where some neurons are pushed out of the microcolumns. In
contrast to the 1D mechanism, the 2D and 3D displacement
mechanisms result in a decrease in F as a function of 1/k
(Fig. 5 A). However, for the range of experimentally
observed S (1.25 R S R 1.17, corresponding to 25 R F
R 17), both experiment and the model presented here can
be approximated by a linear decrease in S and F (47). The
sharper decrease in F as a function of 1/k in the 3D model
compared to the 2D model is due to the increased number
of degrees of freedom, which allows neurons to exit micro-
columns in more directions and results in larger average dis-
placements than in the 2D case (seen in Fig. 4 C).
Fig. 5 B shows F versus <R>max and demonstrates that
for moderately larger values of <R>max, F and <R>maxFIGURE 5 Percentage strength of microcolumns, F, for the harmonic
force displacement mechanisms. (A) Percentage strength of microcolumns
as a function of 1/k for different neuronal displacement mechanisms. (B)
Percentage strength of microcolumns as a function of <R>max for different
neuronal displacement mechanisms.
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graph is slower than for the previously reported 2D unre-
stricted model (46). Consequently, to model the same age-
induced decrease in S (in the rhesus monkey brain), the
average displacement would have to be R ~ 4 mm, a value
slightly higher than that reported previously (46) but still
of the same order as the size of a neuronal body. An addi-
tional feature of Fig. 5 B is that for the same value of
<R>max, the value of F for the 2D model is smaller than
that for the 3D model. Because 2D displacements occur
on the plane perpendicular to the microcolumns, they are
more efficient in weakening microcolumnar strength than
are 3D displacements.
Fig. 6 presents the other microcolumnar properties for the
three displacement mechanisms. Although these plots show
that the neuronal density (r), interneuron distance (Y), and
intercolumn distance (P) do not significantly change as a
function of 1/k (or of <R>max, see Fig. S10), the width
(W), strength of periodicity (T), and length (L) of micro-
columns are affected. In the 1D case, values of the width
decrease with 1/k (thinner microcolumns), whereas in the
2D case, they increase. These results can be understood
by considering that in the 1D case, neurons are forced to
stay within the axis of the microcolumn, and displacements
thus result in a spread of neurons along the axis and a thin-
ning of microcolumns. In the 2D case, displacements are
essentially allowed only in the perpendicular plane, thus
increasing microcolumnar widths. This result can also be
understood by directly examining density maps that show
thinner and wider microcolumns for the 1D and 2D cases,
respectively (Fig. S11). A closer look at these densitymaps, focusing on the horizontal direction in the neuronal
density profiles (neuronal density between horizontal lines
c and d in Fig. S7) tells us that the width in the 1D case is
significantly narrower and that in the 2D case significantly
wider than the width in the 3D case (Fig. S12 A). These
results are consistent with each model, where in the 2D
case, widths increase because neurons are displaced in the
direction perpendicular to the microcolumnar axis, whereas
in the 1D case, widths decrease due to dispersion of neurons
along the microcolumn.
The observed decay in the length of microcolumns in
Fig. 6 for the 1D and 3D models can be equally well under-
stood by examining the density maps in the vertical direc-
tions (that is, between vertical lines a and b in Fig. S7). It
can be seen from the neuronal density profiles (Fig. S12
B) that the 1D and 3D cases had a faster decay (thus,
shorter L) than the 2D case. Finally, the reduction in the
microcolumnar periodicity (Fig. 6 C) for the 2D and 3D
cases can be understood in terms of displacements of neu-
rons away from the axis of the microcolumn that tended
to reduce the microcolumnar density and thus the density
of neurons in neighboring columns (i.e., the value of T).DISCUSSION
Specific regions of the cerebral cortex in humans, primates,
cats, rats, and some other animals are characterized by
arrangements of neurons in microcolumns (1–13). It has
been shown that this microcolumnar organization is affected
by normal aging or cognitive decline (45–51), as well as by
neurological disorders such as Alzheimer’s disease (23–41).FIGURE 6 Microcolumnar measurements of
neuronal systems undergoing different harmonic-
force neuronal displacement mechanisms as a
function of 1/k. The graphs correspond to neuronal
density, r (A), width, W (B), degree of micro-
columnar periodicity, T (C), interneuronal distance
of microcolumns, Y (D), intercolumn distance, P
(E), and length, L (F).
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2240 Henderson et al.In this article, we studied two dynamical models to elucidate
the observed age-induced changes in microcolumnar
organization in the rhesus monkey brain (46,47). We posit
that the microcolumnar organization can be disrupted either
by neuronal loss or by neuronal displacements where the
total number of neurons is preserved. The two dynamical
models tested thus consisted of deleting neurons and
randomly displacing neurons in micrometer-size steps.
The neuronal-deletion model consisted of two mechanisms:
random deletions of single neurons and deletions of clusters
of neurons. This model accounts for small but nonsignificant
age-related decreases in neuronal density observed in exper-
iments (42,44,53). In the neuronal-displacement model,
three different mechanisms were tested: 1), displacements
along the axis of the microcolumns (1D); 2), displacements
in the plane perpendicular to the axis of the microcolumns
(2D); and 3), displacements with no particular bias or direc-
tion (isotropic in 3D). Subtle neuronal displacements may
occur in the cortex due to a degradation or loss of rigidity
of the support matrix that keeps the somas in place
(54–57). Each of the three displacement mechanisms would
account for different plausible anatomical processes: loss of
integrity in the apical dendrites and/or axons (1D), loss of
support by the basal dendrites (2D), or general isotropic
loss of support (3D). Our results indicate that in contrast
to the deletion model, the harmonically restrained displace-
ment model yields results consistent with measurements
obtained experimentally for microcolumnarity in the aging
rhesus monkey brain (46,47). All displacement mechanisms
result in decay of microcolumnar strength when restorative
forces are progressively weakened. Because the weakening
of these restorative forces (increasing 1/k) correlates with
an increase in average neuronal displacements and thus
increased spatial disorder, loss of rigidity and tissue coher-
ence may be the mechanistic cause of loss of neuronal orga-
nization with age in the rhesus monkey brain.
On comparing the results of the different displacement
mechanisms with experimental data, we observe that the
1D displacement model is not consistent with the observed
effect of age on microcolumnar strength, suggesting that
displacements along the axis of the microcolumn are less
important than the other two degrees of freedom. This result
is consistent with experimental data on the integrity of
axons and apical dendrites, which, in comparison to the
other anatomical structures that hold the soma in place,
are not overly compromised with age (62). Experimental
results indicate that the width of microcolumns is not
affected by age (46), suggesting that the 3D isotropic model
matches the observed behavior better than the 2D or 1D
models. Because our models are idealized, it is possible
that instead, a mixture of the mechanisms is present in vivo.
For example, by modifying the 3D model with increased
displacements in the perpendicular plane (that is, with kz
larger than but of the same order as kx and ky), the decrease
in microcolumnar length could be lessened at the expense ofBiophysical Journal 106(10) 2233–2242some modest increase in microcolumnar width; thus, a
mixture of the 2D and 3D mechanisms is possible. In gen-
eral, our results suggest that the observed changes in micro-
columnar properties with age are likely a destabilization of
the matrix that holds the neuronal soma (apical and basal
dendrites, axon, glia, and other supporting cells) in place.
The neuronal-deletion model tested whether small
neuronal loss was consistent with experimental data. How-
ever, even considering a significant neuronal loss of 35%,
the microcolumnar strength was unchanged by the uni-
form-deletion mechanism. This result follows from the defi-
nition of our measure for microcolumnar strength, which is
the ratio of the density of neurons within a microcolumn to
the global density of neurons. The cluster-deletion mecha-
nism was inspired in part by previous work on spatial corre-
lation of neuronal loss with amyloid deposits in transgenic
mice models of Alzheimer’s disease (63). Although it was
not directly applicable to the mouse brain, since micro-
columnarity was mainly observed in primates and humans,
it may be applicable to neuropathological diseases associ-
ated with local neuronal loss.
Other works in the literature investigate microcolumnar
properties in terms of neurological diseases and aging
(49–52,64). In particular, microcolumnar thinning was
demonstrated in human aging (50), suggesting microana-
tomical changes to neuronal circuitry that could be impor-
tant in age and/or disease (50). The definition by Chance
et al. (50) of thinning as the width of the microcolumn added
to the two halves of the intercolumnar distances on each side
is equivalent to our measure P, the intercolumnar distance.
However, the quantity P was not found to significantly
correlate with age in brains of rhesus monkeys. In our
models, P is not affected, given the nature of their construc-
tion, our computational models did not consider changes in
the intercolumn distances. Changes in P could be easily
implemented, however, and, as an interesting follow-up to
the modeling work presented here, could take into account
changes in intermicrocolumnar distances using models of
tissue shrinkage.CONCLUSIONS
Here, we examined a 3D computational model to elucidate
the observed changes in microcolumnar organization of
neurons with age in rhesus monkey brains. A model that
considers micrometer-size displacements of the spatial
neuronal locations as a function of age is consistent with
experimentally found microcolumnar measures. The model
presented provides insights into age-related changes in the
supporting matrix of neurons.SUPPORTING MATERIAL
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