Abstract-Neuro-fuzzy systems have been proposed for different applications for many years. In this paper, a k-NN based neuro-fuzzy predictor is developed for time series prediction. We use a neuro-fuzzy system to generate prediction results. A set of fuzzy rules can be generated by a self-constructing clustering method. These rules can be refined by a hybrid learning algorithm. In stead of using all training data to training a model, we utilize the k-NN method to dynamically select k instances for each prediction. Experimental results show that our approach can provide more accurate predictions than other methods.
I. INTRODUCTION Forecasting the future behavior of a real-world time series data is an important research and application area. It has often been used in many fields, such as stock price prediction, transportation prediction [1] and electrical load prediction [2] . A reliable time series prediction technique can help researchers model the underlying system and forecast its behavior.
The essence of time series prediction is to predict future values of a time series based on the patterns or knowledge learned from the past sequential values of the time series. The prediction techniques can be classified into two categories, statistical techniques and techniques based on advanced tools such as neural networks and fuzzy systems. Box and Jenkins proposed an ARMA model [3] . The model consists of autoregression and moving average terms. This model is not effective since it assumes that the time series process is stationary. Recently, many soft computing methods have been proposed for time series forecasting, such as artificial neural network [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , support vector regression machines [14] [15] [16] [17] , and fuzzy theory [18] [19] [20] . Neuro-fuzzy is another popular technology for time series modeling and prediction. It combines the advantages of fuzzy theory and neural networks, i.e., adaptability, quick convergence, and high accuracy.
In general, we use all historical data to create a global model. Huang et al. [21] proposed a k-NN based time series prediction algorithm. This method used Euclidean distance and the trend of a sequence to measure data similarity. The k instances of historical data that are most similar to the testing input are used for training a model which is then used for prediction. As a result, different models are adopted for different testing inputs. In this paper, we propose a k-NN based neuro-fuzzy prediction system. We choose the k most similar data to train a model for each test input. A set of fuzzy rules can be generated by a self-constructing clustering method. These rules can be refined by a hybrid learning algorithm. The remainder of this paper is organized as follows. We give an overview about our prediction system in Section II. Then we describe how to measure data similarity in Section III. In Section IV, we introduce the neuro-fuzzy system. Experiments are presented in Section V. Finally, a conclusion is given in Section VI.
II. SYSTEM ARCHITECTURE
In this section, we give an overview about the proposed prediction system. Fig. 1 shows the system architecture of our proposed k-NN based neuro-fuzzy predictor. The prediction system integrates the k-NN method and the neuro-fuzzy modeling technique. The k-NN method is used to generate the training data set. Neuro-fuzzy modeling is used to perform prediction based on the training data. We use the k-NN method to select he k instances of historical data that are most similar to the testing input. These data are used to create a predicting model. The model will be retrained at each prediction. The algorithm involved can be described as below:
Step 1: Compute similarity between test input and historical data. Then find the k instances which is most similar to the input.
Step 2: Use the data chosen at step 1 to train a neuro-fuzzy model, and use the model to perform prediction for the input.
Step 3: If more predictions are to be done, go to step 1, else stop the process. Details about each component in the prediction system are given below.
III. DATA SIMILARITY
We use the k-NN method to select k instances from training set for each testing vector. The k-NN method is employed to reduce the training set by selecting the k instances in the training data which are closest to the testing vector.
Euclidean distance is often used to measure the similarity between data. However, for a sequence of time series data, the trend of the sequence should also be considered [21] . Suppose we have a time series y. We choose D y previous data to predict the value at the next point t + 1. The testing vector can be expressed as
The ith training vector can be expressed as
The Euclidean distance between the testing vector and the ith training vector can be express as:
Now we take the first difference of the testing vector:
and the first difference of the ith training vector:
We calculate the Euclidean distance between the differential testing vector and the ith differential training vector:
Then we normalize ED(t) and Dif f (t). The total distance is obtained by the following equation:
where
and MIN(ED) are the maximum and minimum value for Dif f and ED. We use this distance measure to find the k most similar data to form the new training set to predict the value at the next point t + 1.
IV. NEURO FUZZY MODELING
Neuro-fuzzy techniques possess the advantages of fuzzy theory and neural networks, i.e., adaptability, quick convergence, and high accuracy. In this paper, we use a neuro-fuzzy modeling technique with self-constructing rule generation and hybrid SVD-based learning [22] to perform prediction. The modeling process consists of two stages, structure identification and parameter identification. The former is used to generated initial fuzzy rules, and the latter is used to refine the parameters involved in a model.
A. Structure Identification
Structure identification focuses on initializing the structure of a neuro-fuzzy system. In this phase, a set of initial fuzzy rules are developed from the given input-output training data.
The idea is based on input-similarity and output-similarity. We use a self-constructing fuzzy clustering algorithm to partition the k training data obtained in Section III into fuzzy clusters. The membership function is defined with the mean and deviation of the data points included in a cluster. Then, the initial fuzzy rules are obtained from the obtained fuzzy clusters. Suppose x 1 , x 2 , ..., x n are input variables and y is the output variable. By input-output similarity tests, the given training data are partitioned into J fuzzy clusters. Each cluster C j is described as (G j ( x), c 
where μ ij (x i ) is the membership function of the fuzzy set associated with
Note that the membership function is assumed to be a Gaussian function, i.e.,
where m ij is its mean and σ ij is its deviation. With these J fuzzy rules, we can construct a five-layer neural-fuzzy network as shown in Figure 2 . The operation of each the neuro-fuzzy network is described as follows. 
4) Layer 4: Computing the conclusion inferred by each fuzzy rule,i.e., 
B. Parameter Identification
The neuro-fuzzy system should be properly trained to generate an optimal input/output mapping. In the parameter identification phase, we use neural network techniques to optimize the parameters associated with the initial fuzzy rules. Ouyang et al. [22] , [23] developed a hybrid learning algorithm, which combines a recursive SVD-based least squares estimator and the gradient descent method, to refine the parameters. The recursive SVD-based least squares estimator is used to modify b 0j , b 1j , . . . , b nj , and the gradient descent method is used to modified m ij and σ ij .
In Figure 2 , the output y is computed by centroid defuzzification as:
where α j ( x) is the degree the input x matches rule R j and is computed by the product operator:
The parameters involved are refined as follows. 
We treat m ij and σ ij as fixed, so we can find an optimal X to minimize Eq.16. We use recursive SVD-based least squares estimator to find X. Details about the recursive SVD-based least squares estimator can be found is in [23] .
Parameters m ij and σ ij are refined by the gradient descent method. The error function is
The learning rules for m ij and σ ij are
where α 1 and α 2 are predefined learning rates.
V. EXPERIMENTAL RESULT
In this section, we use two time series data to compare the performance of the proposed method with others. In Experiment I, we use TAIEX (Taiwan Stock Exchange Capitalization Weighted Stock Index) [24] to evaluate the prediction ability of the U FTS (univariate fuzzy time series model) [25] , U R (univariate conventional regression model,) [25] , U NN( univariate neural network model) [25] , U NN FTS (univariate neural network-based fuzzy time series model) [25] , U NN FTS S (univariate neural network-based fuzzy time series model with substitutes) [25] , Neuro-Fuzzy (Global) [23] , and our proposed method. For convenience, our proposed method is abbreviated as kNF. In Experiment II, we use the Poland Electricity Load data set to demonstrate the effectiveness of our proposed method. Poland Electricity Load [26] is a commonly used benchmark data set for time series prediction. This time series represent the daily load of Poland during around 1500 days in the 1990s.
In the following, MAE, MSE, and RMSE are used for evaluation of the prediction ability for each method. They are defined as:
whereŷ is the predicted value, y is the actual value, i is the ith testing points for 1 ≤ i ≤ n, and n is the number of testing points.
A. Experiment I
In this experiment, we use the TAIEX data set. We adopt mostly a 10-month/2-month split to generate the training and testing data. We use 3 or 5 previous historical data to do prediction for a given time. The method can offer a higher accuracy than the others. Fig. 3 shows pictorially the prediction results using kNF from 1999 to 2004.
B. Experiment II
In this experiment, the Poland Electricity Load data set is used. The data set is shown in Fig. 4 . We use 1000 first values for training, and the rest, over 500 values, for testing. In this experiment, k is set to be 150 and 3 previous data are used to do prediction for a given time.
In Table. III, the results obtained by kNF with different k are shown. Note that setting k to be around 150 can provide better prediction. Table. IV shows a comparison on training error among ARMA, Neural Network, Neuro-Fuzzy, and kNF using the Poland Electricity Load data set. From this table, it is obvious that kNF can have the least MAE and MSE. The method can perform much better than others.
VI. CONCLUSION We have proposed a k-NN based neuro-fuzzy predictor for time series prediction. Instead of using all historical data to training a global model, we choose the k most similar data as the training set to create a local model at each prediction. In this way, the training set each time is more relevant to the prediction to be done than the global model approach. The fuzzy rules are generated automatically by a self-constructing clustering method and the parameters involved in a model are refined by a hybrid learning algorithm. Experimental results have shown that our approach can provide more accurate predictions than other methods. 
