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FROM NEUMANN TO STEKLOV AND BEYOND, VIA ROBIN:
THE WEINBERGER WAY
PEDRO FREITAS AND RICHARD S. LAUGESEN
Abstract. The second eigenvalue of the Robin Laplacian is shown to be maxi-
mal for the ball among domains of fixed volume, for negative values of the Robin
parameter α in the regime connecting the first nontrivial Neumann and Steklov
eigenvalues, and even somewhat beyond the Steklov regime. The result is close to
optimal, since the ball is not maximal when α is sufficiently large negative, and the
problem admits no maximiser when α is positive.
In memory of Hans Weinberger, and the inspiration he provided.
1. Introduction and results
The Robin eigenvalue problem for the Laplace operator on a bounded domain Ω is
−∆u = λu in Ω,
∂u
∂ν
+ αu = 0 on ∂Ω,
(1)
where α is a real parameter. The eigenvalues, denoted λk(Ω;α) for k = 1, 2, . . . , are
increasing and continuous as functions of the boundary parameter α, and for each
fixed α satisfy
λ1(Ω;α) < λ2(Ω;α) ≤ λ3(Ω;α) ≤ · · · → ∞.
This Robin problem models wave motion with an absorbing or radiating boundary
(α < 0 or α > 0). The Robin spectrum connects the Neumann (α = 0), Dirichlet
(α → ∞) and Steklov (λ = 0) eigenvalue problems, and thus generates a global
picture of the spectrum [9]. In this paper we maximize the second Robin eigenvalue:
Theorem A (λ2 is maximal for the ball). If Ω is a bounded Lipschitz domain in
Rn, n ≥ 2, and B is a ball of the same volume as Ω, then
λ2(Ω;α) ≤ λ2(B;α), α ∈
[
− n+ 1
n
R−1, 0
]
,
where R is the radius of B. Equality holds if and only if Ω is a ball.
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2 FROM NEUMANN TO STEKLOV AND BEYOND, VIA ROBIN: THE WEINBERGER WAY
The value α = −R−1 is significant in that it makes λ2 vanish for the ball. Thus the
theorem ensures Ω has at least two negative Robin eigenvalues whenever α < −R−1.
From maximality of the ball at the values α = 0 and α = −R−1 we recover
maximality of the first nontrivial Neumann and Steklov eigenvalues:
Corollary B (Steklov σ1 and Neumann µ1 are maximal for the ball). If Ω is a
bounded Lipschitz domain in Rn, n ≥ 2, and B is a ball of the same volume as Ω,
then
σ1(Ω) ≤ σ1(B) and µ1(Ω) ≤ µ1(B),
with equality if and only if Ω is a ball.
The inequalities for µ1 and σ1 were first proved in the simply connected planar case
by Szego˝ [21] and Weinstock [23], respectively, using complex analytic techniques.
The results were generalized to arbitrary domains in n-dimensions by Weinberger
[22] for µ1, and by Brock [6] for σ1 (who further obtained maximality of the ball
for the harmonic mean of σ1, . . . , σn). In fact, Weinstock normalized the perimeter
rather than area of the domain, and so his result on σ1 is stronger than Brock’s, in
2 dimensions. Bucur et al. [7] recently strengthened the inequality on σ1 to surface
area normalization in all dimensions, for the class of convex domains. For history and
recent developments on Robin, Steklov and Neumann problems, we recommend the
open access book on spectral shape optimization edited by Henrot [19].
Corollary B makes explicit a relation in Theorem A between the Neumann and
Steklov eigenvalue inequalities. These eigenvalues had, until now, been regarded as
representing different aspects of the spectral theory of the Laplace operator, probably
because they lie on different axes in the spectral plane: the Neumann eigenvalue is the
λ-intercept of the curve α 7→ λ2(Ω;α), while the Steklov eigenvalue is its α-intercept.
Our proof of Theorem A is inspired by Weinberger [22], making use of the Rayleigh
quotient
Q[u] = Q[u;α] =
´
Ω
|∇u|2 dx+ α ´
∂Ω
u2 dS´
Ω
u2 dx
, u ∈ H1(Ω).
The domain has Lipschitz boundary, and so H1(Ω) imbeds compactly into L2(Ω).
Hence the Robin spectrum is well defined and discrete, and given by the usual mini-
max variational principles in terms of the Rayleigh quotient.
The difficulty in the Robin case, when compared to the Neumann case (α = 0), lies
in handling the integral over the boundary in the numerator of the Rayleigh quotient.
We start in Proposition 1 by estimating the boundary integral with an integral over
the domain, which then enables us to apply centre of mass and transplantation argu-
ments as in Weinberger’s method. The first part of the paper is dedicated to these
preliminaries, and to ascertaining the necessary monotonicity properties for the Robin
eigenfunctions of the ball. The theorem and corollary are then proved in Section 7
for −R−1 ≤ α ≤ 0, with the proof extended to −n+1
n
R−1 ≤ α < −R−1 in Section 8.
Extremal domains and conjectures for Robin eigenvalues. We start by dis-
cussing the broader context and literature in extremal spectral geometry for the Robin
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problem (1). We are interested in the structure of extremal spectral domains under a
fixed volume constraint, and in the connections to Steklov and Neumann eigenvalues.
The nature of the extremal domain can depend in a critical way on the sign of the
boundary parameter α, which in this paper is assumed to be negative.
First eigenvalue. A Faber–Krahn type inequality holds for the first eigenvalue, for
each positive α, as was proved in two dimensions by Bossel [4] in 1986, and extended
to the n-dimensional case by Daners [13] in 2006, with an alternative approach via
the calculus of variations found more recently by Bucur and Giacomini [10, 11].
For negative values of α it was conjectured by Bareket [3] in 1977 that the ball
would now be the global maximiser (not minimiser) among domains of fixed volume.
This conjecture appears natural not only because the ball is the extremal domain
for the first eigenvalue for most other Laplacian eigenvalue problems, but also due
to a perturbation analysis around the Neumann problem (α = 0). The first Robin
eigenvalue curve passes through (α, λ) = (0, 0) with α-derivative equal to |∂Ω|/|Ω|,
as can be formally seen from the Rayleigh quotient, using that the first eigenfunction
is constant when α = 0. (For more analysis see [18, Theorem 2.1]. Incidentally,
that paper also connects the first Robin eigenvalue to the Ginzburg–Landau theory
of superconductivity.) This α-derivative is minimal for the ball of the same volume,
which leads one to think the ball should have largest first eigenvalue when α < 0 is
small.
Ferone, Nitsch and Trombetti [15] proved in 2015 that the ball is a local maximiser
for the first eigenvalue, when α < 0, and in the same year Freitas and Krejcˇiˇr´ık [17]
showed the disk is a global maximiser among planar domains for each sufficiently
small α < 0. However, in the latter paper the authors also showed in all dimensions
that the ball cannot remain a global maximiser for large (negative) values of the
boundary parameter, thus disproving Bareket’s conjecture in general. This last result
relied on a study of the asymptotic behaviour of eigenvalues of balls and annular
shells as α→ −∞.
Krejcˇiˇr´ık and the first author conjectured that maximisers of the first eigenvalue
should still possess radial symmetry whenever α < 0, and that the global maximiser
should switch from a ball to a shell at some critical value of α. This conjecture was
later supported by numerical evidence [2, Section 5] showing for planar domains of
unit area that an annulus whose radius depends monotonically on α (in a certain
fashion) becomes the maximiser for α < α∗2 ≈ −7.2875. In three dimensions the
transition from the ball to a shell of unit volume is expected to occur at α∗3 ≈ −6.3757.1
For the Bareket conjecture using perimeter normalization instead of area or vol-
ume, the disk is the maximiser among planar domains for all α < 0, by work of
Antunes, Freitas and Krejcˇiˇr´ık [2, Theorem 2], while in higher dimensions the ball is
the maximiser among convex domains by Bucur, Ferone, Nitsch and Trombetti [8].
Second eigenvalue. The numerical results by Antunes, Freitas and Krejcˇiˇr´ık [2] sug-
gest a number of other conjectures. One of these, concerning the second eigenvalue
1This value for α∗3 corrects a misprint in [2].
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λ2(Ω;α), was made explicit by Bucur, Kennedy and the first author as Open Problem
4.41 in [9], and states that the second eigenvalue λ2(Ω;α) should be maximal for the
ball on a range of values (α∗, 0) for some negative value of α∗. This conjecture may
be seen as a natural continuation of the Szego˝–Weinberger maximisation property of
the ball for the first nontrivial Neumann eigenvalue [21, 22]. On the other hand, and
as was pointed out in [9, Proposition 4.42], a similar effect to that described above for
the first eigenvalue must occur — the ball cannot remain the global maximiser for all
α < 0. More precisely, and as the numerical results in [2] also suggest, the value of α∗
indicated above should correspond to the point where another domain, possibly an
annular shell, takes over the role of global maximiser. The value where the shell and
the ball have the same eigenvalue is determined by a somewhat complicated equation
involving the modified Bessel functions Im and Km; see [17].
Theorem A proves this conjecture for the second eigenvalue, on a natural range of α
that includes those (negative) values of α for which the second eigenvalue λ2(B;α) of a
ball with given volume remains positive. This corresponds to the interval between the
Neumann problem at α = 0 and the negative of the first nontrivial Steklov eigenvalue
of the ball B of radius R, which occurs at α = −1/R.
Theorem A fails when α > 0. This may be seen by considering a family of rectangles
RL of unit area with side lengths L and 1/L. One uses separation of variables and the
known bounds on the first eigenvalue of an interval [16, Appendix A.1] (with a = 1/L
being the short side of the rectangle). These bounds give that for fixed positive α,
λ1(RL;α) = 2αL+ O(1) as L→∞,
so that the first eigenvalue of the rectangle can be arbitrarily large, and hence the
second eigenvalue can too. Thus the eigenvalues admit no maximiser, when α is
positive.
How far Theorem A can continue to hold for values of α below −n+1
n
R−1 remains
to be seen. We expect the result will still hold for a (bounded) interval of α values
below that value. This conjecture is supported by the numerical simulations in [2]. For
domains with unit area (R = 1/
√
pi), the transition between the disk and an annulus
having larger second eigenvalue is found in that paper to occur at α ≈ −6.4050, while
our Theorem A is valid for α ∈ [−3
2
√
pi, 0] ≈ [−2.6589, 0]. In three dimensions (R =
( 3
4pi
)1/3 for unit volume), the corresponding transition now occurs at α ≈ −5.5857,
while Theorem A is valid for α ∈ [−(4/3)4/3pi1/3, 0] ≈ [−2.1493, 0]. Just as for the
first eigenvalue, these transitions between balls and annular shells are determined by
solutions of equations involving the modified Bessel functions Im, Km.
Third eigenvalue. The third Robin eigenvalue λ3(Ω;α) is maximal neither for the ball
nor for the double ball of the same volume, when α < 0, according to numerical work
by Antunes et al. [2, Figure 4]. That example is surprising, because the Neumann
eigenvalue µ2(Ω) = λ3(Ω; 0) is known to be maximal for the double ball, by work of
Bucur and Henrot [12]. The fact that such Neumann inequalities need not always
extend to the Robin problem suggests that the validity of Theorem A is not obvious
a priori.
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2. Boundary integral
We need to estimate the boundary integral with a domain integral in the numerator
of the Rayleigh quotient. Recall Ω is a bounded Lipschitz domain.
Proposition 1. If f is nonnegative and C1-smooth then
ˆ
∂Ω
f dS ≥
ˆ
Ω
(
∂f
∂r
+
n− 1
r
f
)
dx,
and equality holds if Ω is a ball centered at the origin. Hence
ˆ
∂Ω
g(r)2 dS ≥
ˆ
Ω
(
2g(r)g′(r) +
n− 1
r
g(r)2
)
dx (2)
whenever g(r) is radial and C1-smooth for r ≥ 0; equality holds if Ω is a ball centered
at the origin.
Proof. The radial function r = |x| has slope at most 1 in each direction, and soˆ
∂Ω
f dS ≥
ˆ
∂Ω
f
∂r
∂ν
dS using that f ≥ 0
=
ˆ
Ω
(∇f · ∇r + f∆r) dx by Green’s theorem
=
ˆ
Ω
(
∂f
∂r
+
n− 1
r
f
)
dx.
If Ω is a ball centered at the origin then ∂r/∂ν = 1 at every boundary point, and so
equality holds in the argument above.
For the final claim of the proposition we want to take f(x) = g(r)2, but this f
might not be differentiable at the origin. So we apply the result on the modified
domain Ω \ B(ε), using that ´
∂B(ε) g(r)
2 dS → 0 as ε → 0 and that g(r)g′(r) and
g(r)2/r are integrable around the origin. 
The case f(x) = |x|2 of the proposition was used by Brasco, De Philippis and
Ruffini [5, Theorem 7.41] in their quantitative version of Betta, Brock, Mercaldo
and Posteraro’s weighted isoperimetric inequality, which led them to a quantitative
version of Brock’s inequality on the first nontrivial Steklov eigenvalue [5, Theorem
7.44]. Those authors also investigate more general radial weights.
3. Center of mass
A standard center of mass argument will be needed when constructing our trial
functions. Let Ω be a bounded Lipschitz domain, suppose g(r) is continuous for
r ≥ 0, and define
vi+1(x) = g(r)
xi
r
, i = 1, . . . , n.
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Proposition 2. If
´∞
0
g(r) dr = ∞ and v is a nonnegative integrable function with´
Ω
v dx > 0, then after a suitable translation of the domain Ω and the function v, the
following orthogonality conditions are satisfied:
ˆ
Ω
vi+1v dx = 0, i = 1, . . . , n.
Proof. Weinberger [22] proved such a proposition by using Brouwer’s fixed point the-
orem. We follow instead a more direct approach [19, §7.4.3] that identifies the desired
translation as a minimum point of the Lyapunov function
L(y) =
ˆ
Ω
F (|y − x|)v(x) dx, y ∈ Rn,
where F (r) =
´ r
0
g(ρ) dρ.
The Lyapunov function depends continuously on y by dominated convergence, since
F is continuous and Ω is bounded. Further, L(y)→∞ as |y| → ∞, because F (r)→
∞ as r →∞ and the nonnegative function v has positive integral. Hence L achieves
a minimum at some point y. The partial derivatives at the minimum point must
vanish, and so
0 =
∂L
∂yi
(y) =
ˆ
Ω
g(|y − x|)yi − xi|y − x|v(x) dx
for each i = 1, . . . , n. Changing variable with x 7→ x+ y and writing |x| = r gives
ˆ
Ω−y
g(r)
xi
r
v(x+ y) dx = 0.
Hence the desired orthogonality holds for vi+1(x) on the translated domain Ω − y,
with respect to the translated function v(·+ y). 
4. Mass transplantation
A mass transplantation argument due to Weinberger is used in the proofs. We
include the argument for the reader’s benefit, and to obtain the “if and only if”
equality statement.
Proposition 3 (Mass transplantation). Suppose Ω ⊂ Rn is a bounded Lipschitz
domain having the same volume as the unit ball B.
If f(r) is decreasing for r ≥ 0 and is integrable on B, then
ˆ
Ω
f(r) dx ≤
ˆ
B
f(r) dx,
and if in addition f(r) is strictly decreasing then equality holds if and only if Ω = B.
If f(r) is increasing and is integrable on B, then the inequality reverses direction.
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Proof. Since f is radially decreasing and Ω and B have the same measure, we findˆ
Ω
f(r) dx =
ˆ
Ω∩B
f(r) dx+
ˆ
Ω\B
f(r) dx
≤
ˆ
Ω∩B
f(r) dx+m(Ω \ B)f(1) (3)
=
ˆ
B∩Ω
f(r) dx+m(B \ Ω)f(1)
≤
ˆ
B∩Ω
f(r) dx+
ˆ
B\Ω
f(r) dx (4)
=
ˆ
B
f(r) dx <∞,
which proves the inequality in the proposition. To prove the equality statement, we
will show the inequality in the proposition is strict when Ω 6= B, assuming f(r) is
strictly decreasing.
The first possibility is that Ω 6⊂ B, so that the open set Ω contains a point at radius
r ≥ 1 and hence contains a neighborhood outside the unit ball. Thus m(Ω \ B) > 0,
and since f is strictly decreasing, inequality (3) is strict.
The second possibility is that B 6⊂ Ω. Then some point of the unit ball lies in
the complement of Ω, and near that point lies a neighborhood in B \ Ω (since the
boundary of Ω is locally a Lipschitz graph that separates Ω from the complement of
Ω). Thus m(B \ Ω) > 0, and since f is strictly decreasing, inequality (4) is strict.
If f is increasing then apply the proposition to −f to get the reverse inequality. 
5. The Robin spectrum of the ball
Consider the Robin eigenvalue problem (1) on the unit ball. In spherical coordinates
(r, θ) ∈ R× Sn−1 we may separate variables in the form
u(r, θ) = g(r)T (θ)
to obtain that the angular part T satisfies
∆Sn−1T (θ) + κ(κ+ n− 2)T (θ) = 0
where κ ≥ 0 is an integer. When κ = 0 (giving a constant function T ) the eigenfunc-
tions on the ball are purely radial. For positive values of κ the angular function T is
a spherical harmonic, and the eigenvalues have multiplicity greater than 1.
The radial part g satisfies the Bessel-type equation
g′′(r) +
n− 1
r
g′(r) +
(
λ− κ(κ+ n− 2)
r2
)
g(r) = 0. (5)
In this section we determine the Robin spectrum of the ball, for every real α.
For the purposes of the rest of the paper, the key facts about the first and second
eigenvalues and eigenfunctions are summarized in the next propositions, and shown
graphically in Figure 1, Figure 2 and Figure 3. The propositions themselves follow
from the remainder of the section.
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α=-2/3α=-1/3α=0
α=1
α=4α=∞
1/2 � r0
1/2
1
g(r)
Figure 1. Plot of the first (radial) Robin eigenfunction of the unit
disk, for various values of α, normalized with g(0) = 1. When α = 0
it is the constant Neumann eigenfunction 1, and when α =∞ it is the
Dirichlet eigenfunction J0(j0,1r).
Proposition 4 (First Robin eigenfunction of the ball). The first eigenvalue is simple
and the first eigenfunction is radial (κ = 0), for each α.
(i) If α < 0 then λ1(B;α) < 0 and the eigenfunction g(r) is positive and radially
strictly increasing, with
g(0) > 0, g′(0) = 0, g′(r) > 0, r ∈ (0, 1).
(ii) If α = 0 then λ1(B; 0) = 0, with constant eigenfunction g(r) ≡ 1.
(iii) If α > 0 then λ1(B;α) > 0 and the eigenfunction g(r) is positive and radially
strictly decreasing, with
g(0) > 0, g′(0) = 0, g′(r) < 0, r ∈ (0, 1).
The first eigenfunction is plotted for various values of α in Figure 1, for the unit
disk in 2-dimensions. For the second eigenvalue, recall the spherical harmonics when
κ = 1 are the functions x1/r, . . . , xn/r (multiplicity n). For example, in 2-dimensions,
they are cos θ and sin θ. We call the case κ = 1 “simple angular dependence”.
Proposition 5 (Second Robin eigenfunctions of the ball). The second eigenfunctions
have simple angular dependence, meaning they take the form g(r)xi/r for i = 1, . . . , n.
The radial part g has g(0) = 0, g′(0) > 0, g(r) > 0 for r ∈ (0, 1), and when α ≤ 0 it
is strictly increasing, with g′(r) > 0.
(i) If α < −1 then
λ2(B;α) = · · · = λn+1(B;α) < 0,
and rg′(r) + αg(r) < 0 for r ∈ (0, 1).
(ii) If α = −1 then g(r) = r and
λ2(B;−1) = · · · = λn+1(B;−1) = 0.
(iii) If α > −1 then
λ2(B;α) = · · · = λn+1(B;α) > 0,
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α=-5/3α=-4/3α=-1α=-2/3α=-1/3α=0α=1α=4α=∞
1/2 � r0
1/2
1
g(r)
Figure 2. Plot of the radial part g(r) of the second Robin eigenfunc-
tion of the unit disk, for various values of α, normalized with g′(0) = 1.
(When α = −1 it is the straight line g(r) = r.) The eigenfunctions are
g(r) cos θ and g(r) sin θ; the eigenvalue has multiplicity 2. This paper
concentrates on α ≤ 0.
Figure 3. Plot of the first two Robin eigenvalues of the unit disk:
λ1(D;α) (κ = 0), and λ2(D;α) = λ3(D;α) (κ = 1), shown as the lowest
curves in blue and red respectively. The next eigenvalues for κ = 0, 1 are
shown in the same colours, while eigencurves corresponding to higher
values of κ are shown in grey. To generate each curve one graphs α in
terms of λ, by the relation α = −√λG′(√λ)/G(√λ), where G = J0 for
the first curve and G = J1 for the second. (When λ < 0, replace λ by
|λ| and change the Bessel J-function to a Bessel I-function.)
and rg′(r) + αg(r) > 0 for r ∈ (0, 1).
The radial part g(r) of the second eigenfunction is plotted for several values of α
in Figure 2, for the unit disk in 2-dimensions.
We proceed now to analyze the spectrum, and establish the propositions.
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Zero eigenvalues. Assume λ = 0. Then (5) simplifies to
r2g′′(r) + (n− 1)rg′(r)− κ(κ+ n− 2)g(r) = 0.
This differential equation has solutions rκ and r−(κ+n−2), except that when κ = 0 and
n = 2 the two solutions coincide, and the second solution should be replaced by log r.
We discard the second solution, in every case, since the eigenfunctions must have
square integrable radial derivative, that is,
´ 1
0
g′(r)2 rn−1dr <∞. Thus g is given by
the first solution:
g(r) = rκ, 0 ≤ r ≤ 1.
The Robin boundary condition g′(1) + αg(1) = 0 requires κ+ α = 0, or α = −κ.
We conclude that zero eigenvalues occur at parameter values α = −κ for integers
κ ≥ 0, with corresponding eigenfunctions u(r, θ) = rκT (θ) where T is a spherical
harmonic of degree κ.
Negative eigenvalues. Assume λ < 0. Letting
g(r) = G
(√−λ r)
in (5), we find G satisfies a differential equation that is independent of λ, namely
G′′(r) +
n− 1
r
G′(r)−
(
1 +
κ(κ+ n− 2)
r2
)
G(r) = 0.
The equation has solution
G(r) = r1−n/2In/2+κ−1(r)
where Iν is the modified Bessel function of the first kind. (We discard the modified
Bessel functions Kn/2+κ−1 of the second kind, since we need eigenfunctions whose
derivatives are square integrable.) Note G(r) = (const.)rκ +O(rκ+2) as r → 0. Thus
κ ≥ 1 implies G(0) = 0, while κ 6= 1 implies G′(0) = 0, and κ = 1 implies G′(0) > 0.
The Robin boundary condition says g′(1) + αg(1) = 0, which is equivalent to√−λG′(√−λ) +αG(√−λ) = 0. To analyze this condition, we logarithmically differ-
entiate G to obtain
r
G′(r)
G(r)
= 1− n
2
+ r
I ′n/2+κ−1(r)
In/2+κ−1(r)
.
The right side of this equation is strictly increasing, by Lemma 10.
The Robin boundary condition in the last paragraph is
y
I ′n/2+κ−1(y)
In/2+κ−1(y)
=
n
2
− 1− α, (6)
where we have written y =
√−λ. As y increases from 0 to ∞, the expression on the
left strictly increases from n/2 + κ − 1 to ∞, by Lemma 10, and so (6) determines
a unique solution yκ(α) > 0, when α < −κ. Clearly yκ(α) is a strictly decreasing
function of α < −κ, and so the eigenvalue λκ(α) = −yκ(α)2 strictly increases from
−∞ to 0 as α increases from −∞ to −κ.
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We will show
yκ(α) > yκ+1(α) whenever α < −(κ+ 1),
so that λκ(α) < λκ+1(α), meaning the negative eigenvalue branches increase mono-
tonically with respect to κ wherever they are defined. Indeed, from (6) and the strictly
increasing dependence with respect to ν in Lemma 10 we find
n
2
− 1− α = yκ(α)
I ′n/2+κ−1(yκ(α))
In/2+κ−1(yκ(α))
< yκ(α)
I ′n/2+κ(yκ(α))
In/2+κ(yκ(α))
,
so that yκ(α) is larger than the root yκ+1(α).
Since the negative eigenvalues increase in value with κ, we conclude that the lowest
eigenvalue comes from the branch with κ = 0, that is, λ1(α) = −y0(α)2 when α < 0.
The eigenfunction is g(r) = G
(√−λ1(B;α) r) where G(r) = r1−n/2In/2−1(r). The
power series for the modified Bessel function shows that g(0) > 0, g′(0) = 0, and
g′(r) > 0 for r > 0.
The next lowest negative eigenvalue is associated with κ = 1, that is, λ2(α) =
−y1(α)2 when α < −1. The radial part of the eigenfunction is g(r) = G
(√−λ2(B;α) r)
where G(r) = r1−n/2In/2(r). The power series for the modified Bessel function shows
g(0) = 0, g′(0) > 0 and g′(r) > 0 for r > 0.
Positive eigenvalues. Assume λ > 0. Letting
g(r) = G
(√
λ r
)
in (5), we find again that G satisfies a differential equation independent of λ,
G′′(r) +
n− 1
r
G′(r) +
(
1− κ(κ+ n− 2)
r2
)
G(r) = 0.
The solution is
G(r) = r1−n/2Jn/2+κ−1(r)
where Jν is the Bessel function of the first kind. (We discard the Bessel functions
Yn/2+κ−1 of the second kind, since we need eigenfunctions whose derivatives are square
integrable.) Note that G is called by some authors an ultraspherical Bessel function.
It satisfies G(r) = (const.)rκ+O(rκ+2) as r → 0. Thus κ ≥ 1 implies G(0) = 0, while
κ 6= 1 implies G′(0) = 0, and κ = 1 implies G′(0) > 0.
The Robin boundary condition says g′(1) + αg(1) = 0, which is equivalent to√
λG′(
√
λ)+αG(
√
λ) = 0. We investigate by logarithmically differentiating G to find
r
G′(r)
G(r)
= 1− n
2
+ r
J ′n/2+κ−1(r)
Jn/2+κ−1(r)
.
The right side of this equation is strictly decreasing, by Lemma 11.
The Robin boundary condition in the last paragraph is
x
J ′n/2+κ−1(x)
Jn/2+κ−1(x)
=
n
2
− 1− α, (7)
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where we have written x =
√
λ. The expression on the left behaves qualitatively like a
negative tangent function for positive values of x, decreasing initially from n/2+κ−1
to −∞, and then from ∞ to −∞ between successive zeros of the denominator, as
Lemma 11 shows. Each branch of the left side of (7) determines α as a strictly
increasing function of x =
√
λ. Taking the inverse function determines a branch of√
λ as a function of α.
For each fixed κ, the lowest branch of
√
λ is defined for α > −κ and decreases to
0 as α decreases to −κ, and increases to jn/2+κ−1,1 as α → ∞. Each higher branch
(m ≥ 1) is defined for all α ∈ R and decreases to jn/2+κ−1,m as α → −∞, and
increases to jn/2+κ−1,m+1 as α→∞. We will use these branches to study the positive
Robin eigenvalues of the unit ball.
Write xκ(α) for the lowest solution branch of (7), when α > −κ, so that 0 <
xκ(α) < jn/2+κ−1,1. We show
xκ(α) < xκ+1(α) whenever α > −κ,
so that the lowest eigenvalue branches increase monotonically with κ wherever they
are defined. We may suppose xκ+1(α) < jn/2+κ−1,1, since otherwise there is nothing to
prove. From (7) and the strictly increasing dependence with respect to ν in Lemma 11
we find
n
2
− 1− α = xκ(α)
J ′n/2+κ−1(xκ(α))
Jn/2+κ−1(xκ(α))
< xκ(α)
J ′n/2+κ(xκ(α))
Jn/2+κ(xκ(α))
which means that xκ(α) is smaller than the root xκ+1(α).
We conclude that the lowest eigenvalue comes from the branch with κ = 0, that
is, λ1(α) = x0(α)
2 when α > 0. The eigenfunction is g(r) = G
(√
λ1(B;α) r
)
where
G(r) = r1−n/2Jn/2−1(r). The power series for the Bessel function gives g(0) > 0 and
g′(0) = 0. Also, G′(r) = −r1−n/2Jn/2(r) by [14, 10.6.6], and since the construction
above ensures x0(α) < jn/2−1,1, we deduce g′(r) < 0 for r ∈ (0, 1).
Next we show the second eigenvalue comes from the branch with κ = 1. For this
we must show
x1(α) < x
1
0(α) whenever α > −1,
where we write x10(α) for the first higher branch with κ = 0, that is, the branch with
m = 1 that is defined for all α ∈ R and satisfies jn/2−1,1 < x10(α) < jn/2−1,2. When
−1 < α < 1, we have n ≥ 2 > 1 + α and so
n
2
− 1− α > −n
2
= jn/2−1,1
J ′n/2(jn/2−1,1)
Jn/2(jn/2−1,1)
by the recurrence relation [14, 10.6.2]
x
J ′ν(x)
Jν(x)
= x
Jν−1(x)
Jν(x)
− ν.
It follows that x1(α) < jn/2−1,1, which by definition is smaller than x10(α). Hence
x1(α) < x
1
0(α).
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Now suppose α > 0. The quantity on the left of (7) can be rewritten as
x
J ′n/2−1(x)
Jn/2−1(x)
= −x Jn/2(x)
Jn/2−1(x)
+
n
2
− 1
by another recurrence relation [14, 10.6.2], and so this quantity can equal n/2−1−α
if and only if
x
Jn/2(x)
Jn/2−1(x)
= α.
Thus the choice x = x10(α) must make the left side positive, since α > 0. The
denominator is negative, because x10(α) lies between the first and second zeros of
Jn/2−1. Thus the numerator must be negative at x = x10(α), which means x
1
0(α) >
jn/2,1, and that is larger than x1(α) < jn/2,1 by construction.
This completes the proof that the second eigenvalue comes from κ = 1, that is,
λ2(α) = x1(α)
2 when α > −1.
We have shown when α > −1 that the second eigenvalue of the unit ball has
κ = 1, and its eigenfunction has radial part g(r) = G
(√
λ2(B;α) r
)
where G(r) =
r1−n/2Jn/2(r). The square root of the eigenvalue is less than jn/2,1. Hence by Lemma 11,
rg′(r)/g(r) is strictly decreasing on r ∈ (0, 1). It equals −α when r = 1, by the Robin
boundary condition. Hence rg′(r) + αg(r) > 0 when 0 < r < 1. If α ∈ (−1, 0] then
it follows that g′(r) > 0 when 0 < r < 1.
6. Explicit eigenvalue bounds for the ball
The second eigenvalue λ2 of the ball, which provides our upper bound in Theo-
rem A, may be computed numerically for each α from equation (7). Or one may
use that formula to compute the inverse function, that is, to compute α in terms of
λ2. To complement those approaches, we obtain in this section accurate and explicit
estimates for the second eigenvalue by means of inequalities on the quotient functions
Jν+1/Jν and Iν+1/Iν .
First we consider α ∈ [−1, 0]. We will concentrate on an upper bound for the
second eigenvalue, because that is more relevant to our work, but it is possible to
obtain a lower bound in a similar fashion.
Proposition 6. The second eigenvalue of the unit ball satisfies the estimate
0 ≤ λ2(B;α) ≤ 1
2
(n+ 2)(n+ 4)
(√
1 + 4
1 + α
n+ 4
− 1
)
, α ∈ [−1, 0],
with equality on both sides when α = −1.
Proof. The recurrence relation [14, 10.6.2] and formula (7) together give
x
Jn/2+1(x)
Jn/2(x)
= −xJ
′
n/2(x)
Jn/2(x)
+
n
2
= 1 + α.
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Meanwhile, from [20, formula (1.2)] we have
x
Jn/2+1(x)
Jn/2(x)
≥ x
2
n+ 2
(
1 +
x2
(n+ 2)(n+ 4)
)
,
noting the formula is valid here since x =
√
λ2(B;α) < jn/2,1. Combining the two
relations, we deduce
x4 + (n+ 2)(n+ 4)x2 − (1 + α)(n+ 2)2(n+ 4) ≤ 0.
Now the quadratic formula implies the desired bound on λ2(B;α) = x2. 
Next consider α < −1, in which range the second eigenvalue is negative.
Proposition 7. If α < −1 then
−(α + 1)2 + (n+ 2)(α + 1) ≤ λ2(B;α) < −(α + 1)2 + n(α + 1).
The proof will yield a slightly stronger upper bound than the one stated.
Proof. First we show λ2(B;α) < (n/2 + 1)(α + 1), which is weaker than the upper
bound we will ultimately prove. A recurrence relation [14, 10.29.2] for the modified
Bessel function with ν = n/2 gives
y
I ′n/2(y)
In/2(y)
− n
2
= y
In/2+1(y)
In/2(y)
,
while applying another formula from [14, 10.29.2] with ν = n/2 + 1 gives
(n/2) + 1
y
In/2+1(y) = −I ′n/2+1(y) + In/2(y) < In/2(y).
Putting these formulas into the eigenvalue condition (6) with κ = 1, we obtain
−(α + 1) = yIn/2+1(y)
In/2(y)
<
y2
(n/2) + 1
.
Substituting y =
√−λ2(B;α) yields
λ2(B;α) < (n/2 + 1)(α + 1), α ∈ (−∞,−1), (8)
as claimed.
Next, a lower bound by Amos [1, formula (9)] gives
−(α + 1) = yIn/2+1(y)
In/2(y)
≥ y
2
(n/2 + 1) +
√
y2 + (n/2 + 1)2
.
Rearranging,
−(α + 1)
√
y2 + (n/2 + 1)2 ≥ y2 + (n/2 + 1)(α + 1).
The right side of this inequality is positive by (8). Squaring both sides and canceling
the common factor of y2 yields the lower bound on λ2(B;α) in the proposition.
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An upper bound by Amos [1, formula (11)] gives
−(α + 1) = yIn/2+1(y)
In/2(y)
≤ y
2
n/2 +
√
y2 + (n/2 + 2)2
.
Rearranging,
−(α + 1)
√
y2 + (n/2 + 2)2 ≤ y2 + (n/2)(α + 1).
Squaring both sides and solving the resulting quadratic inequality for the negative
quantity λ2(B;α) = −y2 yields
λ2(B;α) ≤ 1
2
(
−(α + 1)2 + n(α + 1)−
√(
(α + 1)2 − n(α + 1))2 + 8(n+ 2)(α + 1)2) .
By discarding the second term in the square root we obtain the upper bound on
λ2(B;α) in the proposition. 
7. Proof of Theorem A when −R−1 ≤ α ≤ 0, and proof of Corollary B
First rescale the domain so that Ω has the same volume as the unit ball B, using
the scaling relation
λ(Ω;α) = t−2 λ(t−1Ω; tα), t > 0,
with the particular choice t = R.
Step 1. After this rescaling, we have R = 1, B = B, and the task is to prove
λ2(Ω;α) ≤ λ2(B;α), α ∈ [−1, 0].
The restriction α ≥ −1 ensures by Proposition 5 that λ2(B;α) ≥ 0. Thus we may
assume λ2(Ω;α) ≥ 0, since otherwise there is nothing to prove.
Step 2. To adapt Weinberger’s method from the Neumann case [22], we define trial
functions by
vi+1(x) = g(r)
xi
r
, i = 1, . . . , n,
where g(r) equals the radial part of the second Robin eigenfunction of the unit ball.
We constructed g in Proposition 5 for r ∈ [0, 1], and now extend it outside the ball
by
g(r) = g(1)e−α(r−1), r > 1.
The slopes of g from the left and right agree at r = 1 because the Robin boundary
condition on the unit sphere and the preceding formula for g outside the sphere give
g′(1−) = −αg(1) = g′(1+).
Properties of g we need from Proposition 5 are that g(r) is nonnegative and strictly
increasing for r ∈ [0, 1], with g(0) = 0, g′(0) > 0. Note g(r) is increasing for r ≥ 1,
and so
´∞
0
g(r) dr =∞. Clearly vi+1 is C1-smooth on Rn.
The center of mass result in Proposition 2 guarantees the domain Ω can be trans-
lated to make the following orthogonality conditions hold:ˆ
Ω
vi+1v1 dx = 0, i = 1, . . . , n,
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where v1 ≥ 0 is the eigenfunction for the first eigenvalue λ1(Ω;α). Each vi+1 is
therefore a valid trial function for the second eigenvalue λ2(Ω;α).
Step 3. The Rayleigh characterization of the second eigenvalue implies λ2(Ω;α) ≤
Q[vi+1], and so
λ2(Ω;α)
ˆ
Ω
v2i+1 dx ≤
ˆ
Ω
|∇vi+1|2 dx+ α
ˆ
∂Ω
v2i+1 dS, i = 1, . . . , n,
with equality when Ω = B. Substituting the definition vi+1 = g(r)xi/r, we obtain
λ2(Ω;α)
ˆ
Ω
g(r)2x2i /r
2 dx
≤
ˆ
Ω
(
g′(r)2x2i /r
2 + r−2g(r)2(1− x2i /r2)
)
dx+ α
ˆ
∂Ω
g(r)2x2i /r
2 dS.
Summing over i gives
λ2(Ω;α)
ˆ
Ω
g(r)2 dx ≤
ˆ
Ω
(
g′(r)2 + (n− 1)r−2g(r)2) dx+ α ˆ
∂Ω
g(r)2 dS.
Next we estimate the boundary integral with a domain integral: from formula (2) in
Proposition 1, and the fact that α ≤ 0, we deduce
λ2(Ω;α)
ˆ
Ω
g(r)2 dx ≤
ˆ
Ω
h(r) dx (9)
where
h(r) = g′(r)2 + (n− 1)r−2g(r)2 + 2αg(r)g′(r) + αn− 1
r
g(r)2. (10)
Equality holds in (9) if Ω = B. Note h is continuous, since we constructed g′ to be
continuous even at r = 1.
Step 4. To continue adapting Weinberger’s method, we show the integrands are
monotonic:
Lemma 8. g(r)2 is increasing and h(r) is strictly decreasing, for 0 < r <∞.
Proof. By construction g(r) is strictly increasing and positive for 0 < r ≤ 1, and is
strictly increasing for r ≥ 1 except when α = 0 (in which case g(r) is constant for
r ≥ 1). The same properties hold for g(r)2.
For h(r), when 0 < r < 1 we differentiate the definition (10) to obtain
h′(r) = −2λ2(B;α)g(r)
(
g′(r) + αg(r)
)− 2(n− 1)
r
(
g′(r)− g(r)
r
)2
+ α(n− 1)g(r)
2
r2
+ 2αg′(r)2,
where we eliminated g′′(r) from the formula with the help of the differential equation
(5) (taking κ = 1 there). The formula for h′(r) contains four terms. The second term
is certainly less than or equal to zero, and so are the third and fourth terms since
α ≤ 0. The first term is less than or equal to zero since λ2(B;α) ≥ 0, g(r) > 0, and
g′(r) + αg(r) > rg′(r) + αg(r) ≥ 0
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by Proposition 5. Thus h′(r) ≤ 0. In fact, when α = 0 the first term in h′(r) is
negative, and when −1 ≤ α < 0 the fourth term is negative. Thus h′(r) < 0 when
0 < r < 1.
Now consider r ≥ 1. Substituting g(r) = g(1)e−α(r−1) into the definition (10) for
h(r) gives
h(r) = g(1)2
(
−α2 + (n− 1)1 + αr
r2
)
e−2α(r−1),
and so
h′(r) = g(1)2
(
2α3 − 2(n− 1)
r3
[
(1 + αr)2 − αr/2
])
e−2α(r−1),
which is negative since α ≤ 0. 
Step 5. Since g2 is increasing and h is strictly decreasing by Lemma 8, the mass
transplantation in Proposition 3 implies thatˆ
B
g(r)2 dx ≤
ˆ
Ω
g(r)2 dx, (11)
ˆ
Ω
h(r) dx ≤
ˆ
B
h(r) dx. (12)
In inequality (12), equality holds if and only if Ω = B.
Inserting the relations (11) and (12) into inequality (9) gives
λ2(Ω;α)
ˆ
B
g(r)2 dx ≤
ˆ
B
h(r) dx, (13)
where on the left side of the inequality we used the supposition λ2(Ω;α) ≥ 0. Our
derivation shows that equality holds if and only if Ω = B. Hence λ2(Ω;α) ≤ λ2(B;α),
with equality if and only if Ω = B.
Remark. The domain Ω in the proof above is obtained from the original domain
by rescaling and translation. Thus the equality statement for the original domain is
simply that it is a ball, not necessarily centered at the origin.
Proof of Corollary B. (a) When α = 0, the Robin eigenvalue problem becomes
the Neumann problem:
−∆u = µu in Ω,
∂u
∂ν
= 0 on ∂Ω.
The Neumann spectrum is traditionally indexed from j = 0 whereas we index the
Robin spectrum from j = 1, and so 0 = µ0 < µ1 ≤ µ2 ≤ . . . with µ1(Ω) = λ2(Ω; 0).
Thus Theorem A with α = 0 gives Weinberger’s upper bound [22] on the first non-
trivial Neumann eigenvalue: µ1(Ω) ≤ µ1(B) with equality if and only if Ω is a ball.
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(b) Next, the Steklov spectrum of the Laplacian is denoted 0 = σ0 < σ1 ≤ σ2 ≤ . . .
where the eigenvalue problem is
∆u = 0 in Ω,
∂u
∂ν
= σu on ∂Ω.
Thus σ belongs to the Steklov spectrum exactly when 0 belongs to the Robin spectrum
with α = −σ.
To prove the claim σ1(Ω) ≤ σ1(B) in the corollary, again rescale Ω so that it has
the same volume as the unit ball. Choosing α = −1 in Theorem A implies
λ2
(
Ω;−1) ≤ λ2(B;−1) = 0.
Choosing instead α = 0 gives λ2(Ω; 0) = µ1(Ω) > 0. Since Robin eigenvalues vary
continuously with α, some number α˜ ∈ [−1, 0) must exist for which λ2(Ω; α˜) = 0. We
choose α˜ to be the greatest such number, so that λ2(Ω;α) > 0 for all α > α˜. Then
−α˜ belongs to the Steklov spectrum, and is the smallest positive Steklov eigenvalue.
Hence σ1(Ω) = −α˜ ≤ 1 = σ1(B), as we needed to show. If equality holds then
α˜ = −1, and so λ2(Ω;−1) = 0 = λ2(B;−1). The equality statement in Theorem A
then implies Ω is a ball.
8. Proof of Theorem A when −n+1
n
R−1 ≤ α < −R−1
By rescaling we may take R = 1 so that B is the unit ball B, as previously. When
α < −1 the second eigenvalue of the unit ball is negative, and so the derivation of
inequality (13) from (11) breaks down. So we modify the proof of Theorem A. By
subtracting λ2(B;α)
´
Ω
g(r)2 dx from both sides of (9) we find
(λ2(Ω;α)− λ2(B;α))
ˆ
Ω
g(r)2 dx ≤
ˆ
Ω
h˜(r) dx (14)
where
h˜(r) = h(r)− λ2(B;α)g(r)2
= g′(r)2 + (n− 1)r−2g(r)2 + 2αg(r)g′(r) + αn− 1
r
g(r)2 − λ2(B;α)g(r)2. (15)
Note h˜ is continuous, since g and g′ are continuous. We now modify Steps 4 and 5.
Step 4˜. The modified integrand is monotonic:
Lemma 9. If α ∈ [−n+1
n
,−1) then h˜(r) is strictly decreasing, for 0 < r <∞.
Proof. Proposition 7 implies that
λ2(B;α) + α2 ≥ −(α + 1)2 + (n+ 2)(α + 1) + α2
= n(α + 1) + 1
≥ 0 (16)
because α ≥ −(n+ 1)/n. We will use this fact below, when treating h˜(r).
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First consider the range 0 < r < 1. Differentiating definition (15) gives
h˜′(r) = 2
(
ag′(r)2 + bg′(r)g(r)/r + c
(
g(r)/r
)2)
where we eliminated g′′(r) from the formulas with the help of the differential equation
(5) (taking κ = 1 there), and the coefficients are
a = α− n− 1
r
,
b = −2λr + 2n− 1
r
,
c = −αλr2 + 1
2
(n− 1)α− n− 1
r
,
with λ = λ2(B;α).
The coefficients a and c are negative. We will show the discriminant b2−4ac is also
negative, so that h˜′(r) < 0 as desired. Fix the parameters n ≥ 2, 0 < r < 1,−n+1
n
≤
α < −1. We will prove the discriminant is negative for all values λ ∈ [−α2, 0], which
suffices for our purposes since λ2(B;α) lies in that interval by inequality (16), when
−n+1
n
≤ α < −1.
The discriminant is a quadratic function of λ: let
q(λ) = r2(b2 − 4ac)
= 2r
(
(n− 1)α(n+ 1− rα)− 2r(2(n− 1) + rα(n− 1− rα))λ+ 2r3λ2) ,
where we multiplied the discriminant by r2 for convenience. Clearly q(λ) is convex,
since q′′(λ) = 8r4 > 0. In order to prove q is negative we need only show negativity
at the endpoints, that is, at λ = 0 and λ = −α2. This is easily done, since
q(0) = 2rα(n− 1)(n+ 1− rα) < 0
and
q
(−α2) = 1
2
rα(n− 1) (8(rα + 3/4)2 + 4n− 1/2) < 0.
It remains to consider the range r ≥ 1. Substituting g(r) = g(1)e−α(r−1) into the
definition (15) gives
h˜(r) = g(1)2
(
(n− 1)1 + αr
r2
− α2 − λ2(B;α)
)
e−2α(r−1),
and so
h˜′(r) = g(1)2
(
−2(n− 1)
r3
(1 + αr)2 +
n− 1
r2
α + 2α(α2 + λ2(B;α))
)
e−2α(r−1).
Recalling that λ2(B;α) + α2 ≥ 0 by (16), we conclude h˜′(r) < 0 when r > 1, and so
h˜(r) is strictly decreasing for r ≥ 1. 
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Step 5˜. Since h˜ is strictly decreasing by Lemma 9, the mass transplantation in
Proposition 3 implies that ˆ
Ω
h˜(r) dx ≤
ˆ
B
h˜(r) dx,
with equality if and only if Ω = B. Inserting this last inequality into (14), we deduce
(λ2(Ω;α)− λ2(B;α))
ˆ
Ω
g(r)2 dx ≤
ˆ
B
h˜(r) dx
with equality if and only if Ω = B. The left side equals 0 when Ω = B and so the
right side must equal 0. (Alternatively, the right side can be evaluated to equal 0 by
using the definition of h˜ and the differential equation satisfied by g.) Thus
λ2(Ω;α)− λ2(B;α) ≤ 0
with equality if and only if Ω = B, which completes the proof of the theorem.
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Appendix A. Bessel function facts
This appendix establishes monotonicity properties of Bessel and modified Bessel
functions that were used in Section 5 to analyze the Robin spectrum of the ball.
Lemma 10. Let ν ≥ 0. The function rI ′ν(r)/Iν(r) is strictly increasing from ν to ∞
as r increases from 0 to ∞. Further, for each positive r the expression rI ′ν(r)/Iν(r)
is strictly increasing as a function of ν ≥ 0.
Proof. The infinite product expansion of the modified Bessel function (found by using
the relation Iν(r) = i
−νJν(ir) and the product for Jν in [14, 10.21.15]) gives
r
I ′ν(r)
Iν(r)
= r
d
dr
log Iν(r)
= ν + 2
∞∑
m=1
r2
r2 + j2ν,m
. (17)
Each term of the sum is strictly increasing as a function of r, by (17), and the sum
clearly tends to ∞ as r →∞.
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For monotonicity with respect to ν, let δ > 0 and 0 ≤ ν < ν + δ. We want to show
r
I ′ν(r)
Iν(r)
< r
I ′ν+δ(r)
Iν+δ(r)
for each r > 0, which is equivalent to(
log
Iν+δ(r)
Iν(r)
)′
> 0.
This inequality holds for small r > 0, since the leading order term in the power series
for Iν(r) is (r/2)
ν (see [14, 10.25.2]), and similarly for Iν+δ(r).
To show the inequality holds for all r > 0, it suffices to establish the following
implication: (
log
Iν+δ(r)
Iν(r)
)′
= 0 =⇒
(
log
Iν+δ(r)
Iν(r)
)′′
> 0.
Expanded out, the implication reads
I ′ν(r)
Iν(r)
=
I ′ν+δ(r)
Iν+δ(r)
=⇒ I
′′
ν (r)
Iν(r)
−
(
I ′ν(r)
Iν(r)
)2
<
I ′′ν+δ(r)
Iν+δ(r)
−
(
I ′ν+δ(r)
Iν+δ(r)
)2
.
We may substitute for the second derivatives using the modified Bessel equation
r2I ′′ν (r) + rI
′
ν(r)− (r2 + ν2)Iν(r) = 0,
thereby reducing the desired conclusion to
ν2
r2
− 1
r
I ′ν(r)
Iν(r)
−
(
I ′ν(r)
Iν(r)
)2
<
(ν + δ)2
r2
− 1
r
I ′ν+δ(r)
Iν+δ(r)
−
(
I ′ν+δ(r)
Iν+δ(r)
)2
.
Applying the hypothesis reduces the inequality to ν2 < (ν + δ)2, which is true. 
Lemma 11. Let ν ≥ 0. The function rJ ′ν(r)/Jν(r) is strictly decreasing from ν to
−∞ on the interval (0, jν,1), and strictly decreasing from ∞ to −∞ on each interval
(jν,m, jν,m+1) for m ≥ 1, that is, between successive zeros of the denominator.
Further, for each positive r, the expression rJ ′ν(r)/Jν(r) is strictly increasing as a
function of ν ≥ 0 on each interval of ν-values on which r is not a zero of Jν.
Proof. The infinite product expansion of the Bessel function [14, 10.21.15] gives
r
J ′ν(r)
Jν(r)
= r
d
dr
log Jν(r)
= ν + 2
∞∑
m=1
r2
r2 − j2ν,m
(18)
= ν + 2
∞∑
m=1
(
j2ν,m
r2 − j2ν,m
+ 1
)
. (19)
Each term of the sum is strictly decreasing as a function of r wherever it is defined,
by (19), and the sum clearly tends to −∞ as r → jν,m from the left, and tends to ∞
as r → jν,m from the right..
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Further, each zero jν,m is strictly increasing as a function of ν, by [14, 10.21(iv)],
and so the expression in (18) is strictly increasing as a function of ν, when r is fixed,
provided ν avoids values at which r = jν,m for some m.
Aside. Monotonicity with respect to ν can also be proved by studying the second
derivative of log |Jν+1/Jν |, like we did for modified Bessel functions in the proof of
Lemma 10. 
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