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1Introduction générale
Depuis plusieurs millénaires, l’homme a cherché avec intérêt à comprendre le monde qui
l’entoure. Aussi, les phénomènes par le passé inexplicables par les limitations de la science
furent généralement attribués à des manifestations mystiques ou divines. C’est notamment
le cas des phénomènes dits “extrêmes” comme, par exemple, l’apparition d’éruptions vol-
caniques, de séismes, d’éclipses ou de vagues géantes à la surface des océans.
Aussi, on retrouve historiquement dans chaque civilisation, une divinité dont l’irascibi-
lité est généralement associée à la formation de tels phénomènes. On citera, par exemple,
les éclipses de lunes qui, dans la Grèce antique, signiﬁait la venue sur terre de la déesse
Artémis ou même le mythe du triangle des Bermudes pour expliquer la disparition tra-
gique de bateaux selon un aspect mystique plutôt que par la considération de conditions
de mer diﬃciles ou l’apparition de vagues géantes destructrices aussi appelées “vagues
scélérates”.
Paradoxalement, nombre de ces manifestations a attiré l’attention des scientiﬁques
depuis plus de 2000 ans aﬁn d’expliquer rationnellement l’apparition de tels événements.
On notera au passage qu’historiquement, l’optique a d’ailleurs été au centre des préoccu-
pations des intellectuels et des chercheurs depuis les prémices de la science. De nos jours,
la majorité de ces phénomènes extrêmes peut être aisément expliquée scientiﬁquement.
Ainsi, la prévision d’une éclipse paraît aujourd’hui triviale étant donné les connaissances
et les observations accumulées en astronomie au cours des derniers siècles.
Ce point met clairement en lumière la prédictibilité de nombreux phénomènes extrêmes
dans la nature, sous réserve de la connaissance des mécanismes, ainsi que des conditions
initiales menant à leur formation. D’un certain point de vue, la nature qui nous entoure
est intrinsèquement instable et en perpétuelle mutation. Aussi, de telles manifestations re-
posent largement sur des dynamiques périodiques ou chaotiques et leur prédiction nécessi-
terait la connaissance de la globalité des conditions initiales dont la somme d’informations
est, dans la plupart des cas, quasi-inﬁnie et inaccessible pour l’observateur.
Un autre point d’intérêt consiste à la caractérisation de phénomènes extrêmes par ce
même observateur. En eﬀet, la notion d’extrême est particulièrement subjective. Dans
l’inconscient collectif, un événement extrême fait généralement référence à l’apparition
d’un phénomène de grande intensité. Néanmoins, si l’on considère l’étude de la météoro-
logie, un ouragan de force trois frappant les côtes françaises s’avérerait être un événement
particulièrement intense et extrême, alors que l’apparition d’un tel cyclone tropical aux
abords des côtes de Floride est, bien que tout aussi intense, beaucoup moins rare dans un
contexte où de tels événements climatiques se produisent annuellement dans cette région
par le biais de dynamiques météorologiques et climatiques globales de mieux en mieux
comprises.
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On peut alors aisément comprendre que la notion d’instabilité et d’événements ex-
trêmes est intimement lié aux paramètres du système considéré ainsi qu’à l’échelle de
temps (pour un système continu) ou au nombre d’événements (dans un système discret)
observé d’un point de vue statistique.
Dans le contexte de l’optique, de nombreuses avancées ont été faites au cours du
dernier siècle à la fois d’un point de vue théorique mais aussi technologique. On peut
notamment relever en 2010 l’anniversaire des 50 ans de l’invention du laser par Theodore
H. Maiman qui a, dans les années 60, apporté un vent nouveau sur la recherche en optique
fondamentale mais aussi donné lieu à de nombreuses inventions désormais utilisées quoti-
diennement. En eﬀet, l’utilisation du laser en tant que source optique stable et cohérente
conjointement à des guides d’onde ﬁbrés ont permis l’obtention de nouveaux phénomènes.
Reposant sur le fort conﬁnement spatial de la lumière, et éventuellement temporel, par
l’utilisation de sources optiques d’impulsions ultracourtes, l’interaction entre la lumière et
la matière peut donner lieu à des eﬀets dits non-linéaires car ne dépendant pas linéairement
de l’amplitude du champ lumineux incident. C’est dans ce contexte que s’est développé
l’étude de phénomènes liés à l’interaction complexe entre la lumière et la matière telle que
la génération de supercontinuum optique dans les ﬁbres.
Pendant plusieurs décennies, la communauté scientiﬁque a étudié les instabilités dans
les sources supercontinuum principalement dans le but de sa stabilisation pour des appli-
cations de métrologie. Nous noterons ainsi l’obtention en 2005 du prix Nobel de physique
par John L. Hall et Theodor W. Hänsch pour leur contribution à la spectroscopie de
précision reposant notamment sur la génération de peigne optique de fréquence, intime-
ment liée à la génération de supercontinua. Néanmoins, au cours des dernières années,
les instabilités non-linéaires dans le supercontinuum sont devenues un domaine d’étude à
part entière étant donné leurs liens intrigants avec nombres d’autres systèmes physiques
complexes tel que l’hydrodynamique en eau profonde.
Les travaux présentés dans cette thèse se situent à l’interface entre l’étude des insta-
bilités non-linéaires complexes mises en jeu lors de la propagation d’une onde électroma-
gnétique dans un guide d’onde, et l’aspect statistique des événements qui en découlent.
Y sont rapportées les études eﬀectuées au sein du département d’optique P.M. Duﬃeux
de l’institut FEMTO-ST relatifs à l’étude expérimentale et numérique des instabilités
non-linéaires et des événements extrêmes ayant lieu dans les ﬁbres optiques.
Ces travaux résultent de collaborations académiques internationales dont les parte-
naires privilégiés sont l’université technologique de Tampere en Finlande (TUT), l’uni-
versité nationale australienne située à Canberra (ANU), l’université technologique danoise
(DTU), l’université d’Aston à Birmingham et l’université de Dublin (DCU). De plus, dans
le cadre du rapprochement des universités visé par le PRES Bourgogne/Franche-Comté
une large part des travaux de recherche présentés dans cette thèse s’inscrit dans une
collaboration avec l’institut Carnot de Bourgogne (ICB) et certains de ses membres, no-
tamment de l’équipe SLCO, tels que Bertrand Kibler et Guy Millot. On relèvera aussi,
dans un contexte nationale, que certains travaux présentés sont menés en partenariat avec
l’université Lille 1 et les laboratoires PhLAM/IRCICA.
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La présentation de ce travail se compose de cinq chapitres. Le premier d’entre eux a
pour but d’introduire les notions relatives à la propagation d’une onde lumineuse dans une
ﬁbre optique. On y discutera notamment des eﬀets non-linéaires inhérents à l’évolution
d’un champ lumineux intense fortement conﬁné spatialement et/ou temporellement qui
pourront être observés dans les ﬁbres optiques de nouvelle génération. Nous aborderons
aussi la modélisation de ces eﬀets d’un point de vue numérique ainsi que les approxima-
tions eﬀectuées dans les approches analytiques visant à comprendre les mécanismes de
propagation d’une onde lumineuse dans un guide onde.
Dans le second chapitre, nous traiterons de la génération de supercontinuum optique au
sein des ﬁbres, présentant comme caractéristique principale un spectre très étendu. Après
avoir procédé à une déconstruction des mécanismes d’expansion spectrale du champ, nous
verrons que sous certaines conditions, celui-ci peut receler d’importantes ﬂuctuations pro-
venant de l’interaction complexe des eﬀets linéaires et non-linéaires lors de la propagation.
Les résultats numériques qui y seront présentés s’inscrivent dans le cadre d’une étude com-
mune menée avec TUT.
Dans le troisième chapitre, ces ﬂuctuations stochastiques seront abordées selon plu-
sieurs approches. Dans une première partie, relevant de travaux collaboratifs avec DTU
à Copenhague, nous traiterons des propriétés statistiques des instabilités du superconti-
nuum ainsi que l’apparition d’événements dits extrêmes, par leur aspect statistiquement
rare, en considérant une approche standard et universelle. Par la suite, nous verrons que
ces ﬂuctuations statistiques proviennent du transfert et de l’ampliﬁcation du bruit initial
à travers les mécanismes complexes ayant lieu au cours de la propagation. Ainsi, nous
aborderons, dans une étude numérique menée en partenariat avec l’université d’Aston,
la possibilité de traiter ces instabilités comme source d’aléa physique en considérant la
génération de marches aléatoires et de nombres aléatoires à partir des ﬂuctuations des
supercontinua.
Le quatrième chapitre traitera du mécanisme d’instabilité de modulation sous deux
aspects majeurs. Dans un premier temps, une approche analytique de l’instabilité de mo-
dulation sera mise en place à partir de solutions exactes de l’équation de propagation
connues depuis plusieurs décennies et réinterprétées dans le contexte de l’optique ﬁbrée.
Après une approche numérique, visant à déterminer les conditions d’excitation de ces so-
lutions sous des conditions expérimentales réalistes, nous verrons ainsi que des expériences
menées à Dijon ont permis une meilleure compréhension de ce phénomène, mais aussi la
première observation expérimentale de solutions analytiques, prédites il y a plus de 35
ans, mais jusqu’alors jamais observées dans la nature.
Dans un second temps, nous traiterons de la phase d’émergence de l’instabilité lors
de la génération de supercontinuum au regard des résultats obtenus. Nous verrons ainsi
que les conditions de bruit et son ampliﬁcation dans la phase initiale d’expansion spec-
trale sont des facteurs clés dans l’apparition d’importantes ﬂuctuations et d’événements
extrêmes dans les supercontinua, mais que ceux-ci peuvent également être interprétés
dans un contexte plus universel à travers d’autres systèmes physiques non-linéaires. Les
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travaux de recherche présentés dans ce chapitre s’inscrivent d’une part dans un contexte
internationale avec des études analytiques et numériques menés avec TUT , DCU et ANU,
ainsi que dans une dimension nationale, via des études expérimentales mises en place et
menées à l’ICB de Dijon sur la plate-forme de caractérisation PICASSO.
Enﬁn, dans le cinquième chapitre, les dynamiques d’évolution du supercontinuum ainsi
que ses propriétés statistiques seront étudiées expérimentalement par des mesures spec-
trales eﬀectuées en temps réel à l’institut FEMTO-ST. Dans ces travaux menés avec nos
partenaires de PhLAM/IRCICA, TUT, et DCU, nous vériﬁerons que les mécanismes d’ex-
pansion spectrale étudiés dans les chapitres précédents sont validés expérimentalement et
en bon accord avec les résultats issus du modèle numérique. Au-delà de la caractéri-
sation statistique eﬀectuée selon les méthodes détaillées dans le troisième chapitre, nous
introduirons la notion de corrélations spectrales apportant de nouvelles informations dans
l’étude des dynamiques clés à la base des importantes ﬂuctuations du supercontinuum et
notamment dans le contexte de la phase d’émergence de l’instabilité vu au chapitre 4.
5Chapitre 1
Introduction à la ﬁbre optique
non-linéaire
Dans ce chapitre, nous allons eﬀectuer un résumé succinct des phénomènes ayant lieu
lors de la propagation d’une onde électromagnétique au sein d’une ﬁbre optique. Nous
détaillerons tout d’abord les eﬀets linéaires propres aux interactions de la lumière avec la
matière dans un régime d’intensité lumineuse faible ainsi que l’approximation de guidage
monomode. Puis nous verrons que, depuis l’avènement de nouveaux types de ﬁbres op-
tiques dites de dernière génération, de nouveaux régimes de propagation ont pu être mis
en jeu selon les propriétés de guidage souhaitées. Aussi, il est désormais relativement aisé
de fortement conﬁner la lumière de manière temporelle et spatiale au sein de la matière,
donnant ainsi lieu à de nouveaux eﬀets.
Ces eﬀets ont pour cause l’apparition de termes du champ électrique quadratique non
négligeables, ainsi nommés non-linéaires, et qui seront explicités dans la troisième partie
de ce chapitre. On y traitera notamment de l’apparition de solitons dans des conditions
d’excitations particulières. Dans le chapitre 2 de ce manuscrit, nous étudierons la géné-
ration de supercontinuum optique dont la formation réside dans l’interaction complexe
des diﬀérents mécanismes résumés dans ce chapitre. C’est pourquoi la compréhension
conjointe de ces eﬀets linéaires et non-linéaires s’exprimant lors de la propagation d’une
onde électromagnétique dans une ﬁbre optique, ainsi que ses formalismes propres, sont
les prérequis essentiels pour appréhender la suite de ces travaux.
Introduction
La communication d’information par transmission lumineuse a depuis longtemps été uti-
lisée par l’homme. En remontant à l’antiquité, le positionnement des étoiles et les phares
côtiers guidaient les marins. Au XVI siècle, la construction de tours génoises permettaient
la prévention d’actes de piraterie par la propagation rapide de signaux lumineux de proche
en proche aux tours adjacentes. Plus récemment, Alexander G. Bell, connu pour l’inven-
tion du téléphone, mis au point le photophone en 1880 [1]. Ce système transmettait un
signal sonore sous forme de signal lumineux par la vibration d’un miroir réﬂéchissant la
lumière du soleil alors qu’un dispositif similaire situé jusqu’à 200 mètres plus loin per-
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mettait la retranscription du signal sonore orignal. Bien que considéré comme précurseur,
ce procédé aérien était très sensible aux perturbations atmosphériques et sa portée rela-
tivement faible condamna cette invention. Pour pallier ce problème, les premiers travaux
de John L. Baird et Clarence W. Hansell dès 1927 menèrent à un brevet sur la trans-
mission d’images de télévision par de ﬁnes ﬁbres de verre dont le procédé ne sera jamais
vraiment mis en oeuvre [2, 3]. Puis, en 1930, Heinrich Lamm parvient à mettre au point
la première image d’un ﬁlament transmise par un réseau de ﬁbre de quartz [4]. Ce n’est
que consécutivement à 1960 et l’invention du laser rubis par Theodore H. Maiman [5] que
la transmission par ﬁbre optique retrouve un nouvel essor. En eﬀet, dès 1964 Charles K.
Kao décrit et imagine un système de communication reposant sur l’utilisation conjointe
du laser et de la ﬁbre optique [6]. Ces travaux visionnaires sur les ﬁbres en silice et la dé-
monstration expérimentale de la preuve de principe de ce système pour des transmissions
d’informations optiques longue distance lui vaudront le prix Nobel de physique en 2009.
Dès lors, une course technologique s’établit aﬁn d’obtenir des ﬁbres optiques à faible
perte aﬁn de permettre une transmission sur des distances plus importantes [7–9]. Typi-
quement en silice (SiO2), ces ﬁbres optiques possèdent des propriétés qui peuvent varier
grandement selon leurs types et leurs procédés de fabrication. Dans ce chapitre, nous
allons procéder à un résumé succinct des eﬀets inhérents à la propagation d’ondes lumi-
neuses au sein de ﬁbres optiques, ainsi qu’aux nouvelles applications liées à l’apparition
de ﬁbres de nouvelle génération.
1.1 Propagation linéaire
1.1.1 Notion de guidage optique dans les ﬁbres
La ﬁbre optique consiste en un matériau diélectrique recouvert d’une gaine dont l’indice
de réfraction ni = c/vi, rapport de la vitesse de la lumière dans le vide c et dans le
matériau vi, est inférieur à celui du coeur. Due à cette diﬀérence d’indice de réfraction,
la lumière incidente dans le coeur reste piégée au sein de la ﬁbre optique par le procédé
bien connu de réﬂexion totale interne (TIR - Total Internal Reﬂection) mis en évidence
par les physiciens franco-suisses Jean-Daniel Colladon et Jacques Babinet en 1840 [9]. Ce
piégeage optique de l’onde électromagnétique permet alors une transmission d’information
et une interaction avec le milieu propagatif sur de grandes distances.
Figure 1.1 – Schéma d’une ﬁbre optique classique selon une coupe transversale (a) et proﬁl
d’indice correspondant (b).
1.1. Propagation linéaire 7
Dans la Fig. 1.1(a), nous présentons une vue classique d’une ﬁbre optique. Le guidage
est assuré par un saut d’indice optique suﬃsant entre le coeur et la gaine comme illustré
dans la Fig. 1.1(b), où l’on présente une coupe transversale du proﬁl d’indice de réfraction
de la ﬁbre.
L’onde ainsi piégée peut néanmoins se propager selon plusieurs modes transverses
propres [10] présentés dans la Fig. 1.2. Aussi, il convient de distinguer deux catégories de
ﬁbres optiques : Les ﬁbres optiques dites monomodes (SMF - Single Mode Fiber) qui ne
supportent que la propagation du mode fondamental présenté en Fig. 1.2(a), et les ﬁbres
multimodes (MMF - MultiMode Fiber) dont le régime de propagation correspond à une
superposition de plusieurs modes propres tels que vus dans la Fig. 1.2(b).
Figure 1.2 – Proﬁls spatiaux de guidages dans une ﬁbre. (a) Mode de guidage fondamen-
tal (LP01) obtenu dans une ﬁbre purement monomode. (b) Modes de guidages
d’ordres supérieurs obtenus dans une ﬁbre possédant un paramètre de fréquence
normalisée V = 11 (ﬁbre hautement multimode)
Le mode de guidage fondamental, généralement noté HE11, est une solution hybride
(non cylindrique symétrique) de l’équation d’onde vectorielle et possède un proﬁl d’inten-
sité radial quasi-gaussien [10]. Ce mode n’est en fait pas à strictement parler fondamental
puisqu’il supporte deux modes de polarisations orthogonalement dégénérés. Néanmoins,
lorsque la diﬀérence d’indice entre le coeur et la gaine est faible, une approximation va-
lable consiste à considérer ce mode de guidage selon sa polarisation rectiligne selon un
axe, noté LP01 (LP - Linearly Polarized). D’une manière plus générale, la distinction du
type de guidage d’une ﬁbre se fait par le calcul du paramètre de fréquence normalisé V
donné par l’Eq. (1.1).
V =
2π
λ
a
√
n2c − n2g (1.1)
Ainsi, une ﬁbre est considérée comme monomode lorsque la condition V < 2.405 est
assurée [10]. La plupart des ﬁbres optiques actuelles possèdent un coeur et une gaine qui
sont tous les deux constitués de silice fondue (SiO2) de haute pureté chimique. Aussi, la
diﬀérence d’indice optique nécessaire au guidage de l’onde est obtenue par ajout de do-
pants à la Silice (tel que du Germanium, Titane...) ayant pour conséquence une diﬀérence
d’indice relative faible ∆ = (nc − ng)/nc ∼ 10−3.
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Ainsi, le type de régime de guidage de la ﬁbre est, pour une longueur d’onde donnée,
intimement lié au diamètre de son coeur : Typiquement 8 µm pour une ﬁbre monomode
silice standard (SMF-28) et 50 µm pour une ﬁbre multimode, en considérant une longueur
d’onde λ = 1550 nm . Il convient de noter que dans le cadre des applications télécoms, les
ﬁbres monomodes sont les plus couramment utilisées. Dans ce manuscrit, les ﬁbres décrites
et utilisées (bien que non destinées à des applications télécoms) seront considérées comme
purement monomodes sauf exception explicitement spéciﬁée. D’une manière générale, le
proﬁl transverse du mode de guidage sera exprimé par la fonction F (x, y) dont la largeur
caractéristique varie en fonction de la longueur d’onde considérée [10].
1.1.2 Atténuation
Un facteur limitant à la transmission par ﬁbre optique a pendant de nombreuses années
été dû à de fortes pertes au sein de ces ﬁbres. En eﬀet, les premières ﬁbres fabriquées par
Corning Glass Work en 1970 [7] possédaient un coeﬃcient d’atténuation de 20 dB/km.
Depuis, de nombreux progrès ont étés accomplis aﬁn de réduire cet eﬀet limitatif dont les
causes principales sont présentées ci-dessous.
Diﬀusion Rayleigh
En dehors des régions spectrales présentant une forte absorbtion moléculaire, l’eﬀet pré-
dominant des pertes au sein d’une ﬁbre optique correspond au phénomène de diﬀusion
Rayleigh [11]. En eﬀet, lorsqu’une onde électromagnétique se propage dans un milieu
diélectrique, son interaction avec le nuage électronique des molécules provoque une po-
larisation de celui-ci (absorption partielle de son énergie) qui est réémise sous forme de
rayonnement isotrope. On parle alors de diﬀusion dite élastique puisque l’énergie globale
de l’onde est conservée. Néanmoins, le comportement isotrope du rayonnement diﬀusé
introduit des pertes, notamment par rétrodiﬀusion, mais aussi parce qu’une partie du
rayonnement réémis possède un angle trop important par rapport à l’axe de propagation
de la ﬁbre pour satisfaire à la condition de réﬂexion totale interne. Ainsi, une partie de la
lumière n’est plus piégée et s’échappe dans la gaine de la ﬁbre menant à une diminution
globale de l’intensité lumineuse. Ce phénomène est relié linéairement à l’intensité inci-
dente mais aussi à la longueur d’onde selon I ∼ I0λ−4. Ainsi, la proportion de lumière
diﬀusée diminue fortement lorsque la longueur d’onde incidente augmente.
Absorption
D’autre part, un eﬀet d’absorption moléculaire du milieu propagatif contribue aussi à
l’atténuation de l’intensité lumineuse incidente. En eﬀet, chaque matériau absorbe des
rayonnements électromagnétiques qui sont propres aux fréquences d’excitation des mo-
lécules qui le constitue (spectre d’absorption). Ainsi, dans le cas des ﬁbres optiques, on
retrouvera principalement une forte absorption dans l’ultra-violet (UV) ainsi que dans
l’infrarouge (IR) due à l’absorption intrinsèque de la silice. D’autre part, les impuretés
présentes lors de la fabrication de la ﬁbre ou les dopants ajoutés à la silice aﬁn de modiﬁer
l’indice optique présentent eux aussi des pics d’absorption spéciﬁques dits extrinsèques.
On peut ainsi noter la présence d’un important pic d’absorption vibrationelle à 1383 nm
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dû aux ions OH−, inhérents à l’adsorption de la vapeur d’eau ambiante lors du procédé
de fabrication.
Pertes globales
D’un point de vue global, les pertes sont généralement exprimées sous la la forme d’un
coeﬃcient d’atténuation α reliant la puissance transmise en sortie de ﬁbre PT à la puis-
sance initiale d’entrée P0. Ainsi, les pertes étant uniformément réparties le long de la ﬁbre,
l’absorption est liée à la distance de propagation L et à α, donné en m−1 :
PT = P0 exp(−αL) (1.2)
Dans la littérature ainsi que dans les références constructeur, ce coeﬃcient d’atté-
nuation est, la plupart du temps, donné en échelle logarithmique αdB avec une unité en
dB.km−1 :
αdB = −10
L
log
(
PT
P0
)
(1.3)
Dans la Fig. 1.3, on présente la courbe d’atténuation d’une ﬁbre standard en fonction
de la longueur d’onde injectée.
Figure 1.3 – Courbe d’atténuation d’une ﬁbre silice monomode en fonction de la longueur
d’onde. Les pertes totales sont données selon un ligne continue et les pertes par
diﬀusion Rayleigh sont représentées par une ligne pointillée.
On voit alors très clairement que d’énormes avancées techniques durant les dernières
décennies [9] ont permis de fortement réduire les pertes à seulement 0.2 dB.km−1 aux
alentours de 1550 nm. On peut d’ailleurs noter que la fenêtre spectrale proche de ce
minimum de pertes (Bande C : 1530 - 1565 nm) est à l’heure actuelle utilisée mondialement
pour les transmissions télécoms.
On peut aussi remarquer, d’après la Fig. 1.3, que l’atténuation globale de la ﬁbre varie
de manière signiﬁcative selon la longueur d’onde considérée. Néanmoins, et dans le cadre
d’une onde quasi-monochromatique, on pourra s’aﬀranchir de ce coeﬃcient en eﬀectuant
une simple mise à l’échelle de la longueur d’interaction L sous la forme d’une longueur
eﬀective équivalente Leff =
(
1− e−αL
)
/α [12].
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1.1.3 Dispersion
Lors de la propagation d’une onde lumineuse, un eﬀet important provient de la dépendance
de la réponse de cette onde en fonction du milieu de propagation. Il s’agit de la dispersion
de l’onde électromagnétique. Cette propriété, due à une variation de l’indice optique
(n), entraîne une variation de la vitesse relative de l’onde qui peut dépendre du mode de
guidage considéré mais aussi et surtout de la réponse en fréquence de l’indice de réfraction
de la ﬁbre. On parle alors de dispersion chromatique. Nous détaillons ici succinctement
les eﬀets dispersifs inhérents à la propagation d’un champ dans une ﬁbre optique.
Dispersion chromatique du matériau
Une contribution majeure au phénomène de dispersion au sein d’une ﬁbre optique pro-
vient de la dépendance de la réponse du milieu en fonction de la fréquence d’excitation
de l’onde lumineuse. Cette dispersion du matériau, dite chromatique, est due à l’inter-
action de l’onde électromagnétique avec les électrons liés du milieu propagatif diélectrique.
Dans le cas d’une ﬁbre optique, la réponse de la silice dépend de la fréquence op-
tique ν de l’onde qui s’y propage (généralement exprimée en terme de pulsation ω =
2πν = 2πc/λ). En eﬀet, une absorption partielle de l’onde électromagnétique sous forme
d’excitation (oscillation) des électrons liés se produit par résonance de manière plus ou
moins importante selon la fréquence de l’onde incidente [13]. L’indice de réfraction du
milieu n = c/v varie alors selon la fréquence de l’onde électromagnétique considérée selon
l’équation de Sellmeier :
n2(ω) = 1 +
m∑
j=1
Bjω
2
j
ω2j − ω2
(1.4)
Dans ce cas, nous donnons dans le Tab. 1.1 les coeﬃcients de ces résonances Bj ainsi
que leurs longueurs d’onde propres λj = 2πc / ωj [14].
m = 3 Bj λj [µm]
j=1 0.6961663 0.0684043
j=2 0.4079426 0.1162414
j=3 0.8974794 9.896161
Table 1.1 – Coeﬃcients de résonance de Sellmeier pour la silice valable dans la plage de lon-
gueurs d’onde 365 nm - 2.3 µm.
D’une manière générale, les eﬀets de la dispersion chromatique sont pris en compte
théoriquement par un développement en série de Taylor de la constante propagation
β(ω) = ω
c
n(ω) eﬀectué autour de la fréquence centrale ω0 tel que [12] :
β(ω) = β0 + β1(ω − ω0) + β22 (ω − ω0)
2 +
β3
6
(ω − ω0)3 + ...+ βk
k!
(ω − ω0)k (1.5)
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Dans ce cas, on pose alors β0 = β(ω0) et βk décrit alors la dérivée d’ordre k de la
constante de propagation par rapport à ω :
βk =
(
∂kβ
∂ωk
)
ω=ω0
(1.6)
Ainsi, le terme β1 est équivalent à l’inverse de la vitesse de groupe vg et relié à l’indice
de groupe ng tel que :
β1 =
1
vg
=
ng
c
=
1
c
(
n+ ω
∂n
∂ω
)
(1.7)
De manière équivalente, la dispersion de la vitesse de groupe (GVD - Group Velocity
Dispersion) est exprimée par la variable β2 selon :
β2 =
∂β1
∂ω
=
1
c
(
2
∂n
∂ω
+ ω
∂2n
∂ω2
)
(1.8)
Ce paramètre s’annule (β2 = 0) lorsque le champ incident possède une longueur d’onde
λD dite de dispersion nulle (ZDW - Zero Dispersion Wavelength). D’un point de vue phy-
sique, la valeur de β2 traduit la variation de la vitesse de groupe vg entre deux longueurs
d’onde diﬀérentes. Dans la littérature, on exprime souvent la dispersion du champ consi-
déré selon le paramètre D :
D =
∂β1
∂λ
= −2πc
λ2
β2 (1.9)
Dans la Fig. 1.4, nous présentons l’indice de réfraction n et l’indice de groupe ng ainsi
que les paramètres de dispersion de la vitesse de groupe présentés en considérant une
propagation dans la silice pure.
Figure 1.4 – (a) Courbe de variation d’indice optique n (ligne continue) et d’indice de groupe
ng (trait pointillé) de la silice. (b) Dispersion de la vitesse de groupe β2 et para-
mètre de dispersion D correspondant.
On retrouve dans ce cas une longueur d’onde de dispersion nulle à λD = 1270 nm. De
plus, on peut identiﬁer deux régimes de dispersion diﬀérents dépendant de la valeur de β2.
Lorsque D est négatif (β2 > 0), les hautes fréquences se déplacent plus lentement que les
basses fréquences et on parle alors de régime de dispersion normale. D’autre part, lorsque
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l’on retrouve une valeur de D positive (β2 < 0), le phénomène contraire se produit et on
observe les basses fréquences se propageant plus lentement que les hautes fréquences. On
parle dans ce cas de dispersion anormale.
Dans la Fig. 1.4, nous avons présenté la dispersion chromatique due à la variation
de l’indice de réfraction de la silice. Néanmoins, dans de nombreuses ﬁbres optiques, le
saut d’indice optique coeur-gaine est assuré par l’ajout de dopants dans le coeur de la
ﬁbre (Germanium...). Bien que le pourcentage global de ces dopants soit faible, on notera
que les propriétés optiques de ceux-ci peuvent être très diﬀérents de ceux de la silice et
ainsi induire d’importantes variations dans les caractéristiques de dispersion du matériau
considéré et devront ainsi être pris en compte.
Dispersion du guide d’onde
Dans une ﬁbre optique, une composante importante de la dépendance fréquentielle de
l’indice optique provient d’une contribution du guide d’onde qui relève de la variation de
la taille du mode de guidage selon la fréquence du champ considéré. En eﬀet, les propriétés
dispersives d’une ﬁbre ne dépendent pas uniquement du matériau considéré mais aussi de
la géométrie du guide d’onde introduisant une dispersion supplémentaire [10,13].
Dans le cas d’une ﬁbre optique à saut d’indice, l’onde électromagnétique est réﬂéchie à
l’interface coeur-gaine. Cependant, le diamètre du mode de guidage F (x, y) dépend de la
longueur d’onde considérée et toutes les longueurs d’onde ne sont pas réﬂéchies au même
point de l’interface. Ce phénomène induit une dépendance en longueur d’onde du chemin
optique parcouru par le champ et mène ainsi à un retard supplémentaire dû au guide
d’onde.
Dans une ﬁbre monomode standard, la contribution du guide à la dispersion est géné-
ralement largement inférieure à celle de la dispersion chromatique induite par le matériau.
Néanmoins, la prise en compte de cet eﬀet dispersif mène à un léger décalage de la lon-
gueur d’onde de dispersion nulle λD jusqu’à 1300 nm. En revanche, selon la conception
de la ﬁbre optique envisagée, la contribution du guide d’onde dans la dispersion totale
peut devenir prédominante et ainsi permettre une ingénierie plus poussée de la dispersion
totale. On peut notamment citer le décalage de la longueur d’onde de dispersion nulle
vers 1550 nm obtenue pour une ﬁbre à dispersion décalée (DSF - Dispersion Shifted Fi-
ber) utilisée généralement pour la transmission de données dans la fenêtre télécom [9,12].
On notera également les larges possibilités et la souplesse de l’ajustement de la dispersion
obtenues lors de la conception des ﬁbres à cristaux photoniques (PCF - Photonic Cristal
Fiber) abordée dans la seconde partie de ce chapitre.
D’un point de vue mathématique, l’ajout de la contribution du guide d’onde se fait
en remplaçant l’indice de réfraction n par un indice de réfraction eﬀectif neff . Ainsi,
l’approche en série de Taylor de la constante de propagation sera considérée de manière
équivalente dans les Eqs. (1.5)-(1.9) en posant la constante de propagation totale β(ω)
telle que :
β(ω) =
ω
c
neff (ω) (1.10)
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Dispersion des modes de guidage
On peut aussi noter que la vitesse de groupe de l’onde dépend du mode de guidage de
la ﬁbre (modes propres). Il existe alors une dispersion dite intermodale. Cette dispersion
des modes de guidage a, dans notre cas, très peu d’intérêt étant donné que l’on considère
des ﬁbres optiques purement monomodes ne supportant que le mode de propagation
fondamental. Néanmoins, on se doit de relever que même le mode fondamental possède
deux modes de guidage orthogonaux et dégénérés. Aussi, une variation dans la symétrie
cylindrique de la ﬁbre ou une tension anisotropique exercée sur celle-ci peuvent avoir
comme conséquence une levée de dégénérescence des modes, et donc une variation dans
l’indice optique de chaque axe de polarisation propre de la ﬁbre (on parle communément
d’axes lents et rapides). Cette approche nécessite généralement une résolution vectorielle
du système selon les deux axes propres de polarisations [10]. Cependant, dans le cas d’un
faible degré de biréfringence modale Bm = |nx−ny|, les eﬀets peuvent généralement êtres
considérés comme négligeables car associés à des longueurs de battements de polarisation
LB relativement importantes.
Dans le cadres de ﬁbres quasiment cylindriques, de faible longueurs, ou de ﬁbres à
maintien de polarisation (PMF - Polarization Maintaining Fiber), on peut globalement
s’aﬀranchir des eﬀets de la biréfringence de la ﬁbre [12] et considérer une approche pure-
ment scalaire pour modéliser la propagation d’une onde lumineuse dans une ﬁbre mono-
mode. C’est cette approche qui sera mise en oeuvre dans ce mémoire.
Dispersion globale
Dans le cas d’un champ se propageant dans une ﬁbre monomode, on ne prendra en compte
que la contribution du matériau et du guide d’onde en considérant l’indice eﬀectif du
guide neff avant l’expansion en série de Taylor de la constante de propagation donnée par
l’Eq. (1.5). Dans la suite de ce manuscrit, nous considérerons ainsi systématiquement l’in-
dice de réfraction eﬀectif total dans les calculs de dispersion. Néanmoins, aﬁn de simpliﬁer
le formalisme mathématique, l’indice eﬀectif sera noté n de telle sorte que neff → n.
1.2 Fibres à cristaux photoniques
Comme cela a été mentionné précédemment, la structure de la ﬁbre optique utilisée pour
la propagation d’un champ électromagnétique peut avoir une inﬂuence très importante
sur le régime de guidage et les caractéristiques propagatives qui en découlent. Les ﬁbres à
cristaux photoniques en sont un parfait exemple. Celles-ci, aussi appelées ﬁbres microstruc-
turées, sont inspirées par les cristaux photoniques et basées sur l’arrangement périodique
d’une structure particulière au sein même de la ﬁbre. De cette manière, le contrôle de la
structure permet d’aborder une multiplicité de régimes de guidage et notamment le dé-
veloppement de ﬁbres monomodes sur une large plage de longueurs d’onde et possédant
un mode fondamental plus conﬁné que les ﬁbres classiques à saut d’indice [15].
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1.2.1 Principe
L’idée initiale de structuration de ﬁbres optiques fut abordée par Philip St. J. Russell en
1991 en proposant l’utilisation d’une ﬁbre à coeur creux entouré d’une structure pério-
dique de trous microscopiques. Dès 1996, cette approche fut vériﬁée expérimentalement
par cette même équipe avec la première fabrication d’une ﬁbre microstructurée présentant
une structure périodique mais comportant un coeur solide en silice en raison des limita-
tions technologiques liées à la fabrication [16]. Depuis ces études pionnières, de nombreux
travaux ont été menés aﬁn de répondre aux besoins académiques mais aussi industriels.
Aussi, une grande diversité des structures envisagées et de leurs conception a permis l’ob-
tention d’un large éventail de PCF dont quelques exemples disponibles commercialement
sont présentés dans la Fig. 1.5.
Figure 1.5 – Exemples de ﬁbres à cristaux photoniques (PCF) disponibles commercialement
et possédant une structure air-silice à arrangement périodique (vues selon une
coupe transversale). (a) PCF à coeur solide de diamètre 10 µm et de structure
hexagonale classique. (b) PCF à coeur solide de diamètre 2 µm et de structure
hexagonale de type nid d’abeille. (c) PCF à coeur creux de 5 µm pour un guidage
par bandes interdites.
D’un point de vue général, il est possible de distinguer les PCF selon deux grandes
catégories associées à des régimes de propagation distincts. Les ﬁbres présentant un coeur
creux au centre de la structure périodique tel qu’illustré dans la Fig. 1.5(c) possèdent un
régime de guidage basé sur un eﬀet de bandes interdites photoniques (PBG - Photonic
Band Gap). Ce régime de guidage repose sur l’interférence des réﬂexions multiples ayant
lieu aux diﬀérentes interfaces air-silice de la structure périodique de la ﬁbre [17, 18]. Les
applications de ces PCF sont nombreuses, notamment pour le piégeage de particules ou
de nouvelles approches dans la détection optique et l’optique non-linéaire [19].
Dans le contexte de la génération de supercontinuum optique, nous nous intéressons
plus particulièrement aux PCF présentant un coeur solide au centre de la structure pé-
riodique tels que présentés dans les Figs. 1.5(a-b). Dans ce cas, la région centrale en silice
est entourée d’une structure périodique de trous d’airs qui assure un guidage optique par
un phénomène de réﬂexion totale interne modiﬁée. D’une manière simpliste, on peut en-
visager cette ﬁbre comme une structure à saut d’indice dont le coeur en silice possède
un indice supérieur à l’indice “moyen” de la structure périodique alentour (constituée de
trous d’airs au sein d’une matrice de silice).
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Les PCF à coeur solide oﬀrent de nombreux avantages par rapport aux ﬁbres conven-
tionnelles. En eﬀet, bien que le régime de guidage repose globalement sur les mêmes
mécanismes physiques, la structuration du guide d’onde propose de nouveaux degrés de
libertés et donc la possibilité de concevoir des ﬁbres avec des propriétés de guidage optique
nouvelles [20].
Cette modiﬁcation des propriétés de guidage peut alors être fortement liées à la forte
diﬀérence d’indice optique entre la silice et l’air (comparativement à celui obtenu entre
le coeur et la gaine d’une ﬁbre optique conventionnelle). L’un des apports parmi les plus
notables est de permettre un décalage de la longueur d’onde de dispersion nulle de ma-
nière beaucoup plus importante que pour une ﬁbre conventionnelle à saut d’indice.
Aﬁn d’illustrer notre propos, nous présentons dans la Fig. 1.6(a) un schéma de coupe
transverse d’une PCF à coeur solide présentant une structure hexagonale typique de ce
type de ﬁbre [16].
Figure 1.6 – (a) Schéma en coupe d’une PCF à coeur solide de structure hexagonale. Les
paramètres de guidages sont déterminés par le type de structure ainsi que par
l’arrangement périodique dépendant du diamètre des trous d’airs (d) ainsi que
par la période spatiale de ces trous (Λ). (b) Photographie du mode de guidage en
sortie d’une PCF à coeur solide. L’arrangement hexagonal diﬀracte le mode de
guidage fondamental mettant en lumière la structure périodique hexagonale de la
PCF.
Ainsi, on peut lors de la conception de la PCF ﬁxer les paramètres principaux de la
structure périodique (dans les limites technologiques de fabrication). Dans ce cas, les deux
paramètres critiques sont en fait le diamètre des trous d’airs (noté d) et l’espacement entre
ces trous déterminant la période spatiale de la structure (pitch - noté Λ). De cette manière,
la modiﬁcation appropriée des paramètres de la microstructure de la gaine permet ainsi de
modiﬁer les caractéristiques de dispersion et de conﬁnement du mode de guidage présenté
dans la Fig. 1.6(b).
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1.2.2 Fabrication
Alors que les possibilités théoriques sont importantes pour ces PCF, la conception se
heurte aux limites des procédés de fabrication disponible. La structure périodique de la
PCF ﬁnale est en fait générée à l’échelle macroscopique en tant que préforme. Pour cela,
une première méthode consiste au perçage d’une matrice de trous dans du verre de silice.
Néanmoins, une technique couramment employée réside dans l’empilement de capillaires
de verre aﬁn d’obtenir la structure souhaitée puis son échauﬀement pour générer une
préforme massive. Dans un second temps, la préforme est chauﬀée au-delà de son point de
transition vitreuse et l’on procède à un étirage contrôlé de manière à obtenir la réduction
d’échelle désirée de la structure [21]. Ce procédé, dit de Stack and Draw (empiler et étirer),
est présenté schématiquement dans la Fig. 1.7.
Figure 1.7 – Principe de fabrication d’une PCF selon le procédé Stack and Draw.
1.2.3 Avantages et spéciﬁcités des ﬁbres de nouvelle génération
Même si les procédés de fabrication ont leurs limites technologiques, de nombreuses PCF
peuvent ainsi être crées en jouant sur le type de structure et ses paramètres de pério-
dicité [22, 23]. On remarquera notamment que l’augmentation du rapport d/Λ mène à
une augmentation du paramètre de dispersion D. Selon cette approche, l’ajustement des
paramètres de la structure a permis la conception de ﬁbres possédant une longueur de
dispersion nulle s’étendant sur la plage 500 - 1500 nm [20,24]. Notons aussi la possibilité
d’obtenir des PCF présentant une dispersion totale faible sur une large gamme spectrale
ou plusieurs longueurs d’onde de dispersion nulle [25–28].
D’autre part, l’optimisation des paramètres de la structure peut permettre une di-
minution de la zone équivalente au coeur de la ﬁbre. Il s’agit d’une caractéristique clé
puisque l’aire eﬀective du mode guidé peut alors être fortement diminuée et ainsi per-
mettre un meilleur conﬁnement spatial de la puissance optique au sein du matériau [24].
De cette manière, le conﬁnement de l’onde électromagnétique sur une aire eﬀective réduite
augmente l’intensité lumineuse locale au sein du coeur et il est alors possible d’améliorer
la non-linéarité Kerr des PCF de plusieurs ordres de grandeur par rapport à une ﬁbre
standard.
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La modiﬁcation conjointe de ces deux eﬀets (décalage de la longueur d’onde de dis-
persion nulle et augmentation de la non-linéarité) font des PCF un candidat idéal pour
l’étude de processus non-linéaires variés [29,30] tels que la génération de spectres à large
bande [31] (supercontinuum optique) qui sera abordé dans le chapitre 2. De plus, un avan-
tage certain des PDF consiste en la possibilité d’obtenir un guidage monomode sur une
large plage de longueurs d’onde.
Les autre types de ﬁbres hautement non-linéaires
Dans la suite de ce mémoire, nous aborderons de manière plus poussée les diﬀérents eﬀets
non-linéaires prenant part à la propagation du champ électromagnétique dans une ﬁbre
optique. Ces eﬀets sont clairement proportionnels à la puissance instantanée de l’onde
incidente et peuvent être améliorés ou diminués par l’utilisation d’une source optique
impulsionelle appropriée de durée et/ou de puissance crête variable. Cependant, les eﬀets
non-linéaires restent en grande partie liés aux propriétés du guide d’onde. On retrouve
alors plusieurs possibilités aﬁn d’augmenter la non-linéarité de la ﬁbre.
La première consiste à un meilleur conﬁnement du mode de guidage de la ﬁbre tel
que présenté dans le cas des PCF. D’autres structures peuvent elles aussi connaître une
diminution de l’aire eﬀective du mode de guidage. On retrouve ainsi la possibilité d’ef-
fectuer une réduction longitudinale et progressive du diamètre de la ﬁbre par étirage
contrôlé [32, 33]. On parle alors de taper optiques. Dans cette lignée, on peut aussi noter
l’apparition dès 2003 de nouveaux guides d’ondes sous la forme de nanoﬁls de silice [34].
D’autre part, il est aussi possible d’améliorer la non-linéarité par l’utilisation de ma-
tériaux dopants qui mènent à une réduction de la largeur caractéristique du proﬁl trans-
verse du mode de guidage par un saut d’indice plus élevé entre le coeur et la gaine de la
ﬁbre [35,36]. Ainsi, dans de nombreux cas, on utilisera des dopants aﬁn d’augmenter l’in-
dice du coeur (dérivés de Germanium, Phosphore...) et de diminuer conjointement l’indice
de la gaine (dérivés de Bore, Fluor...). Ces ﬁbres hautement non-linéaires (HNLF - Highly
NonLinear Fiber) conventionnelles présentent alors une forte non-linéarité ainsi qu’une
dispersion généralement nulle (et potentiellement plate) aux environs de 1550 nm [37].
1.3 Propagation non-linéaire
Comme nous l’avons vu précédemment, la propagation d’une onde électromagnétique
dans un milieu impose une oscillation des électrons liés induisant ainsi une polarisation
du milieu ~P (~r, t). Dans le contexte d’un champ de faible puissance, la polarisation induite
est alors essentiellement proportionnelle au champ et l’interaction entre la lumière et la
matière peut être considérée comme linéaire donnant alors lieu à des eﬀets tels que la
réfraction, l’absorption et la diﬀusion.
Lors de l’utilisation de ﬁbres à modes conﬁnés (PCF, HNLF...) ou de sources lasers
possédant d’importantes puissances crêtes, le champ peut alors être considéré comme lo-
calement intense et la réponse du milieu n’est plus uniquement proportionnelle au champ.
La polarisation induite est une fonction non-linéaire de l’excitation, résultant en une large
variété de phénomènes optiques qui seront succinctement détaillés dans la partie 1.5.
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1.3.1 Équation d’onde
Lorsque l’on considère un champ électrique ~E(~r, t) orienté selon ~r, on peut utiliser les
équations de Maxwell aﬁn d’obtenir l’équation d’onde gouvernant l’évolution de ce champ
dans un milieu sans charges ni courants libres [38] :
∇×∇× ~E(~r, t) = − 1
c2
∂2 ~E(~r, t)
∂t2
− µ0∂
2 ~P (~r, t)
∂t2
(1.11)
Dans l’Eq. (1.11), la constante µ0 correspond alors à la perméabilité magnétique du
vide et c est la vitesse de la lumière dans le vide (299 792 458 m/s).
Approche perturbative de la polarisation totale
D’un point de vue général, l’évaluation de ~P (~r, t) d’une manière rigoureuse devrait né-
cessiter une approche quantique. Néanmoins, dans des conditions d’excitations à des lon-
gueurs d’onde optiques loin des fréquences de résonances du milieu (0.4 - 2 µm), on peut
généralement considérer une approche phénoménologique pour décrire la polarisation du
milieu [12]. Ainsi, la polarisation induite ~P (~r, t) lors de la propagation du champ peut alors
être obtenue sous la forme d’une expansion en série de puissance k du champ électrique
~E(~r, t) :
~P (~r, t) = ǫ0
∞∑
k=1
χ(k) ~E(~r, t)k (1.12)
= ~P (1)(~r, t) +
(
~P (2)(~r, t) + ~P (3)(~r, t) + ...
)
(1.13)
= ~PL(~r, t) + ~PNL(~r, t) (1.14)
On retrouve alors la constante de permittivité diélectrique du vide ǫ0 tel que µ0ǫ0 = c−2
ainsi que l’expression du tenseur de rang k de la susceptibilité diélectrique du milieu χ(k)
[38]. Par identiﬁcation, il est alors aisé de décomposer cette expression de la polarisation
selon une contribution linéaire ~PL(~r, t) et non-linéaire ~PNL(~r, t). On notera néanmoins que
cette expansion n’est possible qu’en considérant un régime dit perturbatif où l’intensité
lumineuse est inférieure à 1013W/cm2. Dans ce régime, le champ incident est largement
inférieur au champ de Coulomb atomique et ne perturbe alors que faiblement les états
atomiques [39].
Approche de champ scalaire selon une décomposition enveloppe - porteuse
Aﬁn de simpliﬁer les conditions d’évolution du champ dans une ﬁbre monomode, on
considère un champ électrique se propageant vers l’avant selon l’axe ~z et comportant une
polarisation rectiligne selon l’axe ~x :
~E(~r, t) =
1
2
~x
{
F (x, y)A(z, t)eiβ0z−iω0t + c.c.
}
(1.15)
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Dans l’Eq. (1.15), on décompose le champ ~E(~r, t) selon une combinaison enveloppe-
porteuse [12] telle que F (x, y) corresponde à la distribution transverse du mode fonda-
mental, β0 à la constante de propagation à la fréquence de la porteuse ω0 et c.c. fait
alors référence au complexe conjugué. D’autre part, A(z, t) décrit l’enveloppe temporelle
lentement variable par rapport à la période optique et normalisée telle que |A(z, t)|2 mène
à la puissance instantanée en W. D’une manière équivalente, A˜(z, ω − ω0) correspond à
l’enveloppe spectrale complexe obtenue par transformée de Fourier de A(z, t). On notera
aussi que l’enveloppe temporelle A(z, t) pourra être associée avec un nombre important
de composantes spectrales séparées. Ainsi, bien que le choix de la fréquence de référence
ω0 dans la décomposition du champ soit largement arbitraire, il est néanmoins judicieux
de sélectionner celle-ci dans le voisinage des structures spectrales prédominantes. Cette
approche scalaire n’est bien entendu valable que lors de propagation dans une ﬁbre à
maintien de polarisation avec un champ polarisé de manière rectiligne. Cependant, dans
le contexte de la propagation d’un champ monomode dans une ﬁbre présentant une sy-
métrie de révolution, la distribution du mode transverse F (x, y) présente une symétrie de
révolution et le phénomène de biréfringence peut généralement être négligé.
Polarisation linéaire et non-linéaire
Compte tenu de cette approximation, on peut alors réécrire l’Eq. (1.14) décrivant la
polarisation du milieu de manière simpliﬁée :
~P (~r, t) =
1
2
~x
{
F (x, y)P (z, t)eiβ0z−iω0t + c.c.
}
(1.16)
En considérant l’évolution du champ dans un milieu centrosymétrique comme la silice
amorphe, les tenseurs d’ordres pairs tels que χ(2) possèdent une symétrie d’inversion et
la polarisation résultante ~P (2)(~r, t) est alors nulle [38]. De plus, l’importance de la contri-
bution de chaque ordre de polarisation décroît fortement avec k de telle sorte que, dans
la silice, on peut généralement restreindre la polarisation globale aux contributions des
termes des tenseurs χ(1) et χ(3).
D’autre part, il convient de noter que pour un champ polarisé rectilignement selon ~x,
les produits vectoriels donnés par l’Eq. (1.14) ne concernent qu’un élément du tenseur tel
que χ(3)xxxx soit la seule contribution de χ
(3). A partir des approximations précédentes, les
polarisations linéaires et non-linéaires peuvent s’écrire :
PL(z, t) = ǫ0χ(1)xxA(z, t) (1.17)
PNL(z, t) =
3
4
ǫ0χ
(3)
xxxx|A(z, t)|2A(z, t) (1.18)
Concernant la polarisation non-linéaire PNL, on notera que le terme inhérent à la
génération de troisième harmonique de fréquence 3ω0 est ici négligé étant donné que
l’accord de phase avec l’onde pompe ω0 est généralement négligeable lors de la propagation
guidée dans des ﬁbres optiques [12].
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Indice de réfraction total
A partir de l’Eq. (1.18), on retrouve la polarisation scalaire totale P (z, t) telle que :
P (z, t) = ǫ0χ(1)xx +
(3
4
χ(3)xxxx|A(z, t)|2
)
A(z, t) (1.19)
On peut alors utiliser l’équation de Maxwell décrivant le déplacement électrique D en
fonction d’un champ E et de sa polarisation induite P selon [38] :
D = ǫE = ǫ0ǫRE (1.20)
D = ǫ0E + P (1.21)
Dans ce cas, on prend les Eqs. (1.18)-(1.19) aﬁn d’identiﬁer la permittivité relative
ǫR :
n2 = ǫR = 1 + χ(1)xx +
(3
4
χ(3)xxxx|A(z, t)|2
)
(1.22)
= ǫL + ǫNL (1.23)
Ainsi, on peut extraire la contribution linéaire ǫL et non-linéaire ǫNL dans la permit-
tivité relative totale :
ǫL = 1 + χ(1)xx (1.24)
ǫNL =
3
4
χ(3)xxxx|A(z, t)|2 (1.25)
Aussi, en traitant le terme non-linéaire comme une faible perturbation comparée à la
composante linéaire ǫL [12, 38, 40], on obtient, après expansion des parties imaginaires et
réelles de ǫR :
ntot
(
ω, |A|2
)
= nL(ω) + n2|A|2 (1.26)
αtot
(
ω, |A|2
)
= αL(ω) + α2|A|2 (1.27)
Selon ces équations, on retrouve à la fois une dépendance fréquentielle dans l’absorp-
tion αtot et l’indice de réfraction ntot mais aussi une variation de ces indices en fonction
de l’intensité du champ |A|2. Les contributions linéaires nL et αL correspondent respecti-
vement aux indices de réfraction et d’absorption vues dans la partie précédente. Ceux-ci
peuvent être identiﬁés par les relations de Kramers-Krönig [12] reliant les parties imagi-
naires et réelles de χ(1)xx selon :
nL(ω) = neff (ω) = 1 +
1
2
Re
[
χ(1)xx
]
(1.28)
αL(ω) = α =
ω
nLc
Im
[
χ(1)xx
]
(1.29)
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D’une manière équivalente, les contributions non-linéaires peuvent être elles aussi iden-
tiﬁées dans les équations vues précédemment selon :
n2 =
3
8nL
Re
[
χ(3)xxxx
]
(1.30)
α2 =
3ω0
4nLc
Im
[
χ(3)xxxx
]
(1.31)
La variation de l’indice optique totale ntot selon l’intensité du champ proportionnel à
n2 décrit ici l’eﬀet Kerr optique [41]. Il s’agit d’une auto-action d’une onde sur elle même
et ne nécessite pas de condition d’accord de phase spéciﬁque. D’autre part, le terme α2 fait
ici référence au coeﬃcient d’absorption à deux photons. Ce dernier étant généralement
faible dans la silice, il sera négligé dans la suite de cette étude [12].
Enﬁn, si l’on considère les valeurs caractéristiques des indices de la silice (nL = 1.46
et n2 = 2.6.10−20m2/W) ainsi qu’une intensité optique proche du seuil de dommage de la
ﬁbre (I ∼ 1017W/m2), on obtient une contribution non-linéaire relative n2I/nL ≈ 10−3
[12]. Ce rapport de plusieurs ordres de grandeur vériﬁe la faible contribution de l’indice
non-linéaire et souligne ainsi la validité d’une approche perturbative de la polarisation
non-linéaire. Néanmoins, étant donné le fort conﬁnement du champ dans le coeur de la
ﬁbre ainsi que d’importantes distances d’interactions potentielles, ce terme ne pourra
pas être négligé dans une approche rigoureuse de la propagation d’un champ intense.
D’autre part, on considérera que l’indice non-linéaire n2 est indépendant de la fréquence,
approximation qui se trouve être valide aux fréquences optiques considérées se trouvant
généralement loin des fréquences de résonance de la silice [12].
Réponse non-linéaire totale
Dans l’approche précédente, nous avons par souci de simplicité considéré une polarisation
non-linéaire induite de manière instantanée par l’interaction de la lumière avec la matière
[41]. En fait, d’un point de vue rigoureux, il convient de considérer une réponse du milieu
selon plusieurs échelles de temps [42]. En eﬀet, lors de la propagation d’un champ, la
formation de dipoles s’eﬀectue d’une part par un déplacement des électrons liés, mais
aussi par un déplacement des noyaux constitutifs du milieu de propagation [43,44]. Cette
vibration moléculaire induite par le déplacement des noyaux (aussi appelé eﬀet Raman)
s’eﬀectue elle aussi de manière non-linéaire mais avec une réponse temporelle beaucoup
plus lente (∼ 60 fs) que celle des électrons [45]. Ce phénomène sera décrit plus en détail
dans la suite de ce chapitre. Néanmoins, il convient de noter que la réponse non-linéaire du
milieu sous l’action d’une onde électromagnétique se devra d’être intégrée dans le temps
aﬁn de prendre en compte toutes les contributions temporelles de la polarisation non-
linéaire induite. Ainsi, l’indice non-linéaire n2 pourra, selon les déﬁnitions et les méthodes
de mesures expérimentales du χ(3) employées, s’exprimer selon n2 = 12nLRe
[
χ(3)xxxx
]
. Dans
ce cas, on retrouve dans la silice une valeur n2 ≈ 2.6.10−20m2/W et l’expression de l’indice
non-linéaire globale est établie par l’Eq. (1.32) :
n2 = n2(0) + n2(R) = n2(1− fR) + n2fR (1.32)
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D’après cette équation, on retrouve les contributions de l’eﬀet Kerr instantané n2(0)
et de l’eﬀet Raman retardé n2(R) dans l’amplitude de réponse non-linéaire globale n2. La
proportion respective de chacun de ces eﬀets est donnée par la fraction de réponse Raman
fR = 0.18. D’un point de vue temporel, la réponse non-linéaire totale R(t) sera intégrée
en fonction du temps t selon :
R(t) = (1− fR) δ(t) + fRhR(t), (1.33)
Dans ce cas, on retrouve la contribution instantanée de l’eﬀet Kerr modélisée par une
fonction de Dirac δ(t) ainsi que la réponse Raman retardée hR(t) qui sera décrit dans la
suite de ce manuscrit comme présentant une oscillation amortie sur plusieurs centaines
de fs.
1.4 Équation de propagation de l’enveloppe lente-
ment variable
Lorsque le champ initial peut être correctement approximé par une enveloppe lentement
variable comparativement à la porteuse optique, on peut alors procéder à un dévelop-
pement complet de l’équation d’enveloppe non-linéaire. Alors qu’une approche dans le
domaine fréquentiel peut être envisagée [46, 47], nous présentons ici un développement
dans le domaine temporel communément employée dans la littérature [12,48,49].
Dans ce cas, nous procédons à un changement de variable temporelle T = t− β1z aﬁn
que le champ se propage dans un référentiel temporel mobile retardé évoluant à la vitesse
de groupe vg de la fréquence de référence ω0.
1.4.1 Équation de Schrödinger non-linéaire généralisée
A partir de ces normalisations et changements de variables, l’équation non-linéaire d’en-
veloppe obtenue pour modéliser les eﬀets vus précédemment est donnée par [12,49,50] :
∂A
∂z
+
α
2
A− Dˆ′A = iγNL
(
1 + iτshock
∂
∂T
)(
A(z, T )
∫ +∞
−∞
R(T ′) × |A(z, T − T ′)|2 dT ′
)
(1.34)
L’Eq. (1.34) est communément appelée Équation de Schrödinger Non-Linéaire (ESNL)
généralisée étant donné l’inclusion de termes correctifs à l’Équation de Schrödinger Non-
Linéaire standard. Ainsi, on peut noter la modélisation des eﬀets linéaires dans la partie
gauche de l’équation où l’on identiﬁe l’opérateur dispersion Dˆ′ donné par l’Eq. (1.35) ainsi
que le coeﬃcient d’absorption linéaire α dont la dépendance en fréquence est ici négligée.
Dˆ′ =
∑
k≥2
ik+1
k!
βk
∂k
∂T k
(1.35)
Dans l’Eq. (1.35), relative à la dispersion totale de la ﬁbre, on retrouve ainsi βk =(
∂kβ
∂ωk
)
ω=ω0
décrivant la dérivée d’ordre k de la constante de propagation par rapport à ω
vu dans l’Eq. (1.6).
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Dans la partie droite de l’ESNL généralisée, on peut identiﬁer les eﬀets non-linéaires
mis en jeu lors de la propagation dans une ﬁbre. Dans ce cas, la magnitude de ces eﬀets
est déterminée par le coeﬃcient non-linéaire γNL selon :
γNL = γNL(ω0) =
ω0 n2
cAeff (ω0)
(1.36)
On voit alors que la non-linéarité intrinsèque du guide d’onde dépend, au-delà de
l’indice non-linéaire du matériau n2, de la fréquence de porteuse optique ω0 ainsi que de
l’aire eﬀective du mode guidé Aeff . L’aire eﬀective du mode de propagation de la ﬁbre
peut être calculée selon l’Eq. (1.37) à partir de la distribution transverse du mode de
guidage dans le domaine fréquentiel F˜ (x, y, ω) :
Aeff (ω) =
(∫ ∫+∞
−∞
∣∣∣F˜ (x, y, ω)∣∣∣2 dx dy)2∫ ∫+∞
−∞
∣∣∣F˜ (x, y, ω)∣∣∣4 dx dy (1.37)
D’après l’Eq. (1.36), on peut noter que le coeﬃcient non-linéaire γNL est constant et
calculé à la fréquence de référence ω0. Néanmoins, ce paramètre possède clairement une
dépendance en fréquence de même que la variable d’aire eﬀective qui le constitue. Pour
pallier cette approximation, l’ESNL généralisée prend en compte un développement en
série de Taylor de γNL jusqu’au premier ordre autour de ω0. Le résultat de cette expansion
mène à l’obtention d’un terme de choc optique τshock aﬁn de prendre en considération la
dispersion de la non-linéarité en fonction de ω :
τshock = τ0 −
{
∂ [lnAeff(ω)]
∂ω
}
ω=ω0
(1.38)
Ce paramètre, donné dans l’Eq. (1.38), comporte un terme de choc optique simpliﬁé
τ0 = 1/ω0 ainsi que la dépendance fréquentielle de l’aire eﬀective qui peut, dans certaines
conditions, être négligée dans l’équation de propagation [44,50,51].
Finalement, on observe dans l’ESNL généralisée l’inclusion de la réponse non-linéaire
totale R(T ′) prenant en considération la réponse non-linéaire instantanée par eﬀet Kerr
ainsi que la réponse Raman retardée présentant une dépendance temporelle T ′ telle que :
∫ +∞
−∞
R(T ′) × |A(z, T −T ′)|2 dT ′ = (1−fR) |A(z, T )|2+fR
∫ +∞
−∞
hR(T ′)|A(z, T −T ′)|2 dT ′
(1.39)
Dans l’Eq. (1.39), on ﬁxe la fraction de réponse Raman fR = 0.18 et la fonction
de réponse Raman temporelle hR(T ′) sera explicitée plus en détail dans la partie 1.5.2.
Notons que dans la littérature, le coeﬃcient non-linéaire γNL est généralement noté γ.
Dans ce manuscrit, nous n’utiliserons pas ce formalisme aﬁn d’éviter une redondance
dans les notations utilisées dans les chapitres suivants.
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1.4.2 Les types d’enveloppes d’impulsions
D’un point de vue général, on utilise deux principales formes d’enveloppes d’impulsions
initiales A comportant une puissance crête P0. On distingue ainsi les impulsions de type
gaussienne et de type sécante hyperbolique.
Impulsion Gaussienne
Une impulsion gaussienne possède une enveloppe de la forme :
AGauss(z = 0, T ) =
√
P0 exp
(−T 2
2T 20
)
(1.40)
Dans ce cas, le paramètre T0 correspond à la demi-largeur obtenue au point d’inten-
sité 1/e. Dans la littérature, ainsi que dans nombreux systèmes de mesures, on utilise
plutôt une caractérisation de la durée de l’impulsion par sa largeur totale à mi-hauteur
TFWHM (FWHM - Full Width at Half Maximum). Pour une impulsion gaussienne, on
obtient TFWHM = 2
√
ln 2T0 ≈ 1.665T0. Ce proﬁl d’impulsion est obtenu dans un nombre
importants de lasers à verrouillage de modes actifs.
Impulsion sécante hyperbolique
Dans le contexte de lasers à verrouillage de modes passifs (généralement basés sur l’utili-
sation d’un absorbant saturable) ou lorsque l’on considère des solitons (présentés plus loin
dans ce chapitre), l’impulsion possède plutôt la forme d’une sécante hyperbolique dont
l’équation d’enveloppe est donnée par l’Eq. (1.41) :
ASech(z = 0, T ) =
√
P0 sech
(
T
T0
)
(1.41)
Dans ce cas, la largeur totale à mi-hauteur est TFWHM = 2 ln 2
(
1 +
√
2
)
T0 ≈ 1.763T0.
Notion de “Chirp” et de limite de Fourier
Un autre facteur clé utilisé dans la description de l’impulsion réside en la dépendance
temporelle de l’écart entre la fréquence instantanée et la porteuse δω(T ) (chirp - dérive
en fréquence) donnée par l’Eq. (1.42) :
δω(T ) = − ∂φ
∂T
(1.42)
où φ fait alors référence à la phase de l’impulsion telle que A(z, T ) = |A| exp (iφ).
Aﬁn de faire apparaître plus visuellement ce phénomène [12], on introduit généralement
le paramètre de chirp C et on obtient alors pour chacun des proﬁls d’impulsions vus
précédemment :
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AGauss(z = 0, T ) =
√
P0 exp
(−T 2
2T 20
)
exp
(−iCT 2
2T 20
)
(1.43)
ASech(z = 0, T ) =
√
P0 sech
(
T
T0
)
exp
(−iCT 2
2T 20
)
(1.44)
A partir de cette constatation, il est aisé de voir qu’une impulsion dont le paramètre
de chirp est nul (C = 0) possède une phase spectrale constante pour chaque composante
fréquentielle de l’impulsion. On parle alors d’impulsions aux limites de Fourier de telle
sorte que la largeur spectrale d’une impulsion de durée ﬁxée soit minimale. On évalue
ainsi la “qualité de l’impulsion” par le produit de la largeur spectrale et temporelle.
En considérant une largeur spectrale totale à mi-hauteur νFWHM , une impulsion sera
aux limites de Fourier pour un produit TFWHM × νFWHM ≈ 0.44 pour une impulsion
gaussienne et d’environ 0.315 pour une impulsion de type sécante hyperbolique.
1.5 Eﬀets non-linéaires
Alors que nous avons précédemment procédé à une étude rapide des diﬀérents eﬀets li-
néaires ayant lieu lors de la propagation d’un champ dans une ﬁbre, il convient d’eﬀectuer
un résumé succinct des diﬀérents phénomènes non-linéaires excités lors de la propagation
d’un champ intense dans cette même ﬁbre. Ceux-ci peuvent avoir des eﬀets concurren-
tiels ou au contraire renforcer les eﬀets linéaires. Pour cela, nous isolons ici les diﬀérents
mécanismes non-linéaires supportés par l’évolution d’une onde selon l’ESNL généralisée.
1.5.1 Non-linéarité quasi-instantanée : Eﬀet Kerr
La contribution non-linéaire prédominante dans l’évolution d’une onde dans une ﬁbre pro-
vient de l’eﬀet Kerr quasi-instantané (1 − fR = 0.82). Dans le contexte d’une impulsion
supérieure à quelques dizaines de fs (plusieurs cycles optiques), cet eﬀet peut être correc-
tement modélisé par une réponse instantanée. En isolant uniquement cette contribution
sur l’évolution de l’onde, on retrouve l’équation suivante :
∂A
∂z
= iγNL|A|2A (1.45)
Dans ce contexte, l’eﬀet Kerr donne lieu à trois importants eﬀets : L’automodulation de
phase (SPM - Self Phase Modulation), la modulation de phase croisée ou intermodulation
de phase (XPM - Cross Phase Modulation) et le mélange à quatre ondes (FWM - Four-
Wave Mixing).
Automodulation de phase
L’automodulation de phase consiste en l’application la plus directe de la dépendance
en intensité de l’indice de réfraction totale [52]. Ainsi, en considérant une onde A(z, T )
s’étant propagée sur une distance z dans la ﬁbre, on retrouve un terme de déphasage
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non-linéaire apparaissant de manière proportionnelle à la distance de propagation tel que
A(z, T ) = A(0, T ) exp(iφSPMz). Dans ce cas, le terme de déphasage donné par φSPM
résultant de l’auto-action d’une l’onde sur elle même est alors :
φSPM = γNL|A(0, T )|2 (1.46)
Évidemment, le déphasage induit n’a pas d’inﬂuence sur le proﬁl temporel de l’im-
pulsion tel que |A(z, T )|2 = |A(0, T )|2 mais modiﬁe, en revanche, la forme du spectre de
l’impulsion étant donné que ce déphasage non-linéaire possède une dépendance tempo-
relle. Bien que l’eﬀet de la SPM dépende largement du chirp de l’impulsion initiale et
de la forme de son enveloppe, une impulsion aux limites de Fourier subira systématique-
ment un élargissement spectral au cours de la propagation. On notera que dans ce cas,
l’automodulation phase de l’impulsion mène à un élargissement symétrique du spectre de
l’impulsion.
Modulation de phase croisée
D’une manière analogue, lorsque deux champs suﬃsamment intenses se propagent en-
semble à deux fréquences diﬀérentes ω1 et ω2, le champ à la fréquence ω1 est susceptible
de modiﬁer l’indice de réfraction vue par le second champ à ω2 et vice-versa [53]. Ce phéno-
mène, communément appelé intermodulation de phase (XPM), induit alors un déphasage
non-linéaire supplémentaire au champ incident ω1 tel que :
φ
(1)
XPM = 2γNL|A2(0, T )|2 (1.47)
Ainsi, le déphasage non-linéaire total subi par le champ à ω1 est alors donné par
A1(z, T ) = A1(0, T ) exp(iφNLz) = A1(0, T ) exp[i(φSPM + φ
(1)
XPM)z]. La réciproque pour le
champ A2 est bien entendu valable puisque cette interaction croisée entre les deux champs
est régi par un système de deux équation couplées. Il est intéressant de noter que pour
deux champs de puissances initiales équivalentes, la contribution de l’intermodulation de
phase sur le déphasage non-linéaire total est alors deux fois supérieure à celle de l’auto-
modulation de phase. De plus, étant donné que les deux ondes se propagent généralement
à des vitesses de groupes diﬀérentes, l’élargissement spectral induit par XPM est alors
asymétrique.
Mélange à quatre ondes
D’autres phénomènes importants par le biais d’interactions non-linéaires concernent les
processus paramétriques d’ordre 3 incluant la génération de troisième harmonique (THG
- Third Harmonic Generation) et le mélange à quatre ondes (FWM) [38,41]. Le processus
d’accord de phase nécessaire à la THG étant généralement diﬃcile à obtenir dans une
ﬁbre optique, nous ne traiterons pas de ce phénomène dans le cadre de cette thèse [12].
Néanmoins, lorsque trois ondes à des fréquences diﬀérentes interfèrent, respectivement
ω1, ω2 et ω3, celles-ci peuvent donner naissance à une composante de fréquence ω4 satis-
faisant le théorème de conservation de l’énergie telle que ω1 + ω2 = ω3 + ω4. Aﬁn que le
processus soit eﬃcace, les ondes doivent aussi satisfaire le phénomène d’accord de phase
donnée par ∆k = β(ω1) + β(ω2)− β(ω3)− β(ω4).
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Physiquement, ce phénomène provient d’une modulation périodique de l’indice de
réfraction n via l’eﬀet Kerr et les eﬀets dispersifs, induisant un processus de transfert
d’énergie entre ces multiples fréquences [54, 55]. Selon le même principe, la reconversion
de l’onde à ω4 pour engendrer une composante à ω3 et ainsi de suite. Globalement, ce
processus peut être assimilé à une annihilation de deux photons pompes relativement
intenses (ω1 et ω2) aﬁn de créer une composante de fréquence supérieure à la pompe ωAS
(ω4), l’onde anti-Stokes, ainsi qu’une composante de fréquence inférieure à la pompe ωS
(ω3), l’onde Stokes telle que présenté dans la Fig. 1.8(a).
Figure 1.8 – Principe de conservation d’énergie du mélange à quatre ondes (a) et du mélange
à quatre ondes dégénéré (b).
D’une manière similaire, lorsque les deux ondes d’intensités les plus importantes pos-
sèdent la même fréquence (ω1 = ω2 = ωP ), l’onde pompe ωP peut interagir deux fois dans
le mélange à quatre ondes. On parle alors de mélange à quatre ondes dégénéré, parfois
aussi nommé mélange à trois ondes (TWM - Three-Wave Mixing), dont le mécanisme est
présenté dans la Fig. 1.8(b).
Il est aussi intéressant de noter que si les ondes Stokes et anti-Stokes ainsi crées
atteignent une intensité suﬃsante (que l’on considère un mélange dégénéré ou non), celles-
ci pourront alors agir en tant qu’ondes pompes et ainsi permettre une nouvelle série de
conversion énergétique selon le même principe. De nouvelles composantes d’harmoniques
supérieurs peuvent ainsi être générées selon un phénomène de cascade du mélange à quatre
ondes [56].
Inﬂuence du terme de choc optique
Un autre eﬀet non-linéaire propre à la propagation d’un champ selon l’ESNL générali-
sée est dû à un terme d’ordre supérieur de la non-linéarité, représenté par le terme de
choc optique τshock. En eﬀet, ce paramètre permet de tenir en compte de la dépendance
fréquentielle de la non-linéarité par un développement en série de Taylor de γNL(ω) et
l’inclusion d’un terme de dérivée temporelle. Physiquement, ce terme est responsable du
phénomène d’autoraidissement relié à la dispersion de la non-linéarité [57]. D’un point de
vue spectral, on observe ainsi un élargissement asymétrique induit par l’automodulation
de phase où les composantes de faibles longueurs d’onde sont plus étendues spectrale-
ment [12]. D’un point de vue temporel, on obtient une impulsion dont le pic d’intensité
est légèrement ralenti par rapport à ses ailes et on peut alors observer un raidissement du
front descendant de celle-ci.
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1.5.2 Non-linéarité retardée : Diﬀusions stimulées inélastiques
Lorsqu’une onde se propage dans un milieu, une partie de son énergie peut être transférée
au milieu propagatif selon un processus de diﬀusion. Dans le cadre d’un milieu non-linéaire,
l’onde incidente peut interagir avec le milieu aﬁn de produire, contrairement au cas de
la diﬀusion Rayleigh, des photons décalés en fréquence. Dans ce cas, la diﬀusion est dite
inélastique puisqu’une partie de l’énergie est absorbée par le milieu [38,41,58].
Lors de la propagation d’une onde dans une ﬁbre, on distingue deux importants phéno-
mènes de diﬀusions inélastiques reliés aux modes d’excitations vibrationelles de la silice :
la diﬀusion Raman stimulée (SRS - Stimulated Raman Scattering) et la diﬀusion Brillouin
stimulée (SBS - Stimulated Brillouin Scattering) qui furent parmi les premiers phénomènes
non-linéaires étudiés en optique ﬁbrée [12,59,60].
Le premier (SRS) provient de la formation de phonons optique à haute fréquence (≈ 13
THz) alors que la diﬀusion Brillouin est liée à l’apparition de phonons acoustiques à plus
basse fréquence (≈ 11 GHz).Dans ces deux cas, les mécanismes de diﬀusion apparaissent
selon un eﬀet de seuil dépendant de la puissance de l’onde pompe qui peut être aussi
faible que 1 mW dans le cas de la SBS et quelques centaines de mW pour la SRS selon le
régime de propagation considéré.
Dans le cadre des études menées dans cette thèse, les impulsions se propageant dans
la ﬁbre seront généralement inférieures à 1 ns si bien que la diﬀusion Brillouin stimulée
cesse pratiquement d’avoir lieu. Expérimentalement, dans le cas d’une onde continue ou
quasi-continue, le champ incident sera modulé en phase aﬁn de provoquer un élargisse-
ment spectral de l’onde permettant d’augmenter dramatiquement le seuil de SBS.Dans ce
contexte, il est alors possible de négliger l’inﬂuence de la diﬀusion Brillouin au cours de la
propagation [12,61]. On se limitera ainsi dans la suite de ce manuscrit à considérer la SRS
comme l’unique processus de diﬀusion inélastique propre aux dynamiques de propagation
ﬁbrée.
Figure 1.9 – Diagramme d’excitation de la diﬀusion Raman.
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Diﬀusion Raman stimulée
Découvert dès 1928 [62], l’eﬀet Raman a pour caractéristique de transférer une faible
fraction de l’énergie d’un champ optique incident vers un milieu moléculaire créant ainsi,
pour chaque onde pompe absorbée de fréquence ωp, un phonon optique d’énergie h¯ΩR et
une onde de fréquence plus faible (onde Stokes) tel que ωS = ωP − ΩR. D’une manière
équivalente, le milieu excité dans son niveau vibrationel par le phonon peut lui aussi ab-
sorber un photon pompe et la désexcitation totale réémettra alors un photon de fréquence
supérieure ωAS = ωP +ΩR caractéristique de l’onde anti-Stokes. Ce mécanisme est illustré
schématiquement dans la Fig. 1.9 [38]. Il convient de noter que la génération d’un photon
anti-Stokes, bien que tout à fait possible, est largement moins probable étant donné la
durée de vie limitée du phonon optique [12].
Dans le contexte d’une excitation intense du milieu au dessus d’un certain seuil, la
croissance de l’onde Stokes peut se faire de manière exponentielle et on parle alors de
diﬀusion Raman stimulée par analogie au mécanisme d’émission stimulée [12,63]. Dans ce
cas, le gain de l’onde Stokes est déterminé en fonction de la diﬀérence de fréquence entre
les ondes pompe et Stokes incidentes ΩR = ω0 − ωS selon :
gR(ΩR) =
2n2fRω0
c
Im
[
h˜R(ΩR)
]
(1.48)
Ce paramètre de gain permet ainsi de déterminer la fraction d’énergie transférée à
l’onde Stokes qui est fondamentalement reliée à la section eﬃcace de la diﬀusion Raman
stimulée. D’après l’Eq. (1.48), le gain dépend ainsi de l’indice non-linéaire n2 mais surtout
de la diﬀérence de fréquence ΩR à travers la partie imaginaire de la réponse fréquentielle
Raman qui dépend largement du matériau utilisé. Dans le cas de la silice, le gain s’étend
sur une large gamme de fréquence de plus de 40 THz avec un gain localisé à 13.2 THz tel
que présenté avec une ligne continue dans la Fig. 1.10(a).
Figure 1.10 – Spectre de gain Raman gR(ΩR) obtenu à λ0 = 1 µm pour des ondes pompe et
Stokes copolarisées (a) et réponse temporelle Raman normalisée (b) calculés à
partir de l’Eq. (1.50) (ligne pointillée) et comparés aux mesures expérimentales
issues de [45] (ligne continue).
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D’un point de vue fondamental, la partie imaginaire de la réponse fréquentielle Raman
Im
[
h˜R(ΩR)
]
est calculée à partir de mesures expérimentales du gain gR(ΩR) [45]. La
partie réelle de la réponse fréquentielle peut alors être retrouvée à partir des relations de
Kramers-Krönig (avec Re
[
h˜R(ΩR = 0)
]
= 1 et Im
[
h˜R(ΩR = 0)
]
= 0). D’un point de vue
numérique, la fonction réponse Raman temporelle hR(t) est obtenue par transformée de
Fourier puis inclue dans les simulations après normalisation selon :
∫ +∞
0
hR(t) dt = 1 (1.49)
La réponse temporelle hR(t) calculée expérimentalement est présentée en unité arbi-
traire (ligne continue) dans la Fig. 1.10(b). On voit alors un régime oscillatoire majoritai-
rement amorti après quelques centaines de femtosecondes. Depuis maintenant plusieurs
décennies, de nombreuses études ont étés menées aﬁn de déterminer une forme analytique
approximative de la fonction réponse Raman. Bien que par le passé, l’approche la plus
utilisée fut celle adoptée par Keith J. Blow en 1989 [44], une amélioration a été apportée
en 2006 pour reproduire de manière plus réaliste le pic de bosons selon :
hR(t) = (fa + fc)
τ 21 + τ
2
2
τ1τ 22
exp
(−t
τ2
)
sin
(
t
τ1
)
+ fb
2τb − t
τ 2b
exp
(−t
τb
)
(1.50)
Dans cette étude [64], les auteurs proposèrent l’utilisation des constantes τ1 = 12.2 fs,
τ2 = 32 fs, τb = 96 fs, fa = 0.75, fb = 0.21 et fa + fb + fc = 1 dans l’Eq. (1.50). On peut
ainsi voir dans la Fig. 1.10(a), la fonction réponse temporelle issue de cette approximation
analytique (ligne rouge pointillée) ainsi que, dans la Fig. 1.10(b), la réponse de gain Raman
obtenue par transformée de Fourier. Bien que globalement, l’approche analytique propose
un bon accord avec la réponse expérimentale, certaines structures ne sont pas parfaitement
reproduites et on utilisera plutôt les données expérimentales pour reproduire la réponse
Raman dans les modélisations numériques.
D’après l’Eq. (1.48), le gain Raman gR(ΩR), et notamment l’emplacement du pic de
gain, dépend de la longueur d’onde pompe incidente. Aussi, cette dépendance est prise en
compte par un facteur correctif λ−10 , inverse de la longueur pompe exprimée en µm [12].
Ce facteur correctif est appliqué au spectre de référence du gain Raman évalué, pour la
silice à 10−13 m/W à une longueur d’onde de 1µm.
D’autre part, il conviendra de noter que la diﬀusion Raman stimulée peut s’appliquer
dans deux contextes principaux : Le premier correspond à deux ondes se propageant
dans une ﬁbre et dont la séparation spectrale propose un recouvrement avec le spectre
du gain Raman. On observe alors une ampliﬁcation du signal reposant sur le principe
classique d’ampliﬁcation. Dans un second cas, l’eﬀet Raman peut s’appliquer au sein même
d’une impulsion unique suﬃsamment courte si son spectre propre atteint un recouvrement
suﬃsant du spectre de gain Raman [65,66]. On parlera dans ce cas d’eﬀet Raman intrapulse
qui sera d’un intérêt tout particulier dans le cadre de la génération de supercontinuum
optique abordé dans le chapitre 2 puisque celui-ci repose sur l’obtention d’un spectre large
bande et d’impulsions ultra courtes.
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Approximation de la réponse non-linéaire retardée
Un autre point important à souligner concerne l’approximation de la réponse non-linéaire
retardée parfois eﬀectuée dans la littérature [67–78]. En eﬀet, on peut parfois retrouver
l’emploi d’une expansion en série de Taylor du premier ordre aﬁn de simpliﬁer la fonction
de réponse non-linéaire totale de telle façon que la partie retardée s’exprime [12] :
fR
∫ +∞
−∞
hR(t′)|A(z, t− t′)|2 dt′ ≈ −TR∂|A(z, t)|
2
∂t
(1.51)
Dans ce cas, le paramètre TR déﬁnit alors le temps de réponse Raman [12,79] qui est
relié à la pente du gain Raman gR obtenu à ΩR = 0 selon :
TR ≡
∫ +∞
0
t R(t) dt ≈ fR
∫ +∞
0
t hR(t) dt = fR
d Im
(
h˜R
)
d (ΩR) ΩR=0
(1.52)
D’après l’Eq. (1.52), on obtient un temps de réponse Raman TR = 3 fs. De plus, dans
l’usage de cette approche, il est généralement admis que la contribution du terme de choc
optique dans la dispersion de l’eﬀet Raman peut être négligée. Dans ce cas, la contribution
non-linéaire globale est simpliﬁée selon l’Eq. (1.54) :
iγNL
(
1 + iτshock
∂
∂t
)(
A
∫ +∞
−∞
R(t′) × |A(t− t′)|2 dt′
)
(1.53)
≈ iγNL
(
A|A|2 + iτshock ∂
∂t
(
A|A|2
)
− TRA ∂|A|
2
∂t
)
(1.54)
Bien que cette approche semble applicable dans des conditions où les impulsions sont
suﬃsamment longues (T0 > 1 ps), nous verrons dans le chapitre 2 les nombreuses limita-
tions de cette approximation pourtant encore utilisée dans de nombreuses modélisations
numériques. On notera aussi qu’excepté dans le chapitre 2 où il en sera fait mention, cette
approximation ne sera pas mise en oeuvre dans nos intégrations numériques.
1.6 Régimes de propagation dans la ﬁbre
Comme nous aurons l’occasion de le constater dans la suite de ce manuscrit, l’ESNL gé-
néralisée permet, conditionnellement aux approximations eﬀectuées précédemment, une
bonne modélisation de la plupart des eﬀets linéaires et non-linéaires inhérents à la pro-
pagation d’un champ dans une ﬁbre optique. Néanmoins, même si l’intégration de cette
équation s’avère plutôt aisée à l’aide des outils numériques actuels, la complexité de celle-
ci limite largement les approches purement analytiques des dynamiques de propagation
d’une onde lumineuse dans la ﬁbre. Dans certains cas, on peut négliger les termes d’ordres
supérieurs de l’ESNL généralisée et ainsi obtenir une équation d’enveloppe simpliﬁée.
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1.6.1 Équation de Schrödinger non-linéaire standard
Lorsque l’on considère une impulsion suﬃsamment longue (T0 > 5 ps) et une propagation
à une longueur d’onde suﬃsamment loin du zéro de dispersion, la dispersion du troisième
ordre β3 (TOD - Third Order Dispersion) et l’eﬀet Raman joue un rôle relativement faible
dans les dynamiques d’évolution. Ainsi, l’ESNL généralisée peut se simpliﬁer à l’équation
de Schrödinger standard (ESNL standard) donnée par l’Eq. (1.55) :
i
∂A
∂z
− β2
2
∂2A
∂T 2
+ γNL|A|2A = 0 (1.55)
Dans ce cas, on ne prend en considération que la dispersion du second ordre ainsi que
la non-linéarité instantanée relative à l’eﬀet Kerr [12]. Aussi, l’absorption, la dispersion
d’ordres supérieurs, la dispersion de la non-linéarité et l’eﬀet Raman sont complètement
négligés (fR = 0, τshock = 0). Bien que cette équation ne permette pas une résolution
rigoureuse des dynamiques d’évolution, celle-ci dérive d’une généralisation non-linéaire de
l’équation de Schrödinger classique (à l’exception d’un échange des variables temporelles
et spatiales) utilisée dans la modélisation de nombreux systèmes physiques. Ainsi, au-delà
de la simpliﬁcation drastique de ses termes, cette équation est désormais relativement
bien connue. Ceci permet, d’une part, une approche analytique autorisant une analyse de
stabilité linéaire et l’identiﬁcation de solutions exactes connues mais aussi un lien avec
d’autres systèmes physiques basés sur cette même équation. On pourra ainsi noter que la
physique des plasmas ou l’hydrodynamique en eau profonde utilise l’ESNL standard pour
décrire, sous certaines conditions, leurs dynamiques d’évolution [80–83].
Ce point est particulièrement important dans le contexte de l’étude d’événements
extrêmes dans les systèmes ﬁbrés qui ont étés largement analysés par leurs analogies avec
les vagues scélérates géantes apparaissant à la surface des océans. Nous reviendrons plus
en détails sur les liens intrinsèques entre l’optique ﬁbrée avec d’autres systèmes physiques
ainsi que sur les limites de l’approche universelle de cette équation tout au long de ce
manuscrit.
1.6.2 Importance de la dispersion et de la non-linéarité
D’un point de vue général, il est souhaitable de connaître selon quelle(s) dynamique(s)
une onde est susceptible d’évoluer dans la ﬁbre. Pour cela, on utilise deux métriques
aﬁn de déterminer l’inﬂuence respective de la dispersion et de la non-linéarité lors de la
propagation [12] : La longueur de dispersion LD donnée par l’Eq. (1.56) et la longueur
non-linéaire LNL donnée par l’Eq. (1.57).
LD =
T 20
|β2| (1.56)
LNL =
1
γNLP0
(1.57)
Au-delà des paramètres intrinsèques de dispersion (β2) et de non-linéarité (γNL) de
la ﬁbre, on retrouve une dépendance de la contribution de chacun de ces eﬀets selon la
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durée de l’impulsion T0 et la puissance crête P0 de celle-ci. De cette manière, les longueurs
caractéristiques données précédemment permettent d’anticiper la contribution respective
des eﬀets linéaires et non-linéaires selon la distance de propagation totale L. On distingue
ainsi quatre principaux régimes de propagations :
• L≪ LNL et L≪ LD : Les eﬀets non-linéaires et dispersifs jouent un rôle négligeable
dans la propagation. Ce régime n’induit pas de changements signiﬁcatifs dans l’évo-
lution des impulsions dans la ﬁbre et permet une utilisation dans des applications
de transmissions télécoms.
• L≪ LNL et L ∼ LD : Le terme de dispersion est ici prédominant et l’inﬂuence de la
non-linéarité peut alors être négligée tel que LD
LNL
≫ 1. Ce régime est généralement
associé à un élargissement temporel de l’impulsion.
• L ∼ LNL et L ≪ LD : Le terme de non-linéarité est prédominant par rapport
à la dispersion qui peut être négligée avec LD
LNL
≪ 1. Dans ce cas, on retrouve
généralement une évolution associée à un élargissement spectral de l’impulsion.
• L ∼ LNL et L ∼ LD : Les termes de dispersion et de non-linéarité agissent de
manière conjointe pouvant mener à des eﬀets variés. Dans un régime de dispersion
normale, on peut par exemple utiliser l’ensemble de ces eﬀets aﬁn de procéder à de la
compression d’impulsions. Dans un régime de dispersion anormale (β2 < 0), la ﬁbre
peut soutenir la propagation de solitons ainsi que le développement d’impulsions
localisées par le biais du phénomène d’instabilité de modulation.
1.6.3 Régime de dispersion anormale
Lorsqu’un champ se propage dans une ﬁbre proposant un régime de dispersion anormale,
de nombreux eﬀets complexes peuvent avoir lieu par l’action conjointe de la dispersion
et de la non-linéarité. Nous présentons ici succinctement deux eﬀets prédominants qui
prendront toute leur importance lors de la génération de supercontinuum : La propagation
de solitons optiques dans une ﬁbre et l’ampliﬁcation de perturbations par le biais de
l’instabilité de modulation (IM).
Le soliton optique
Les eﬀets dispersifs peuvent sous certaines conditions compenser les eﬀets non-linéaires
de manière à ce que l’impulsion se propage sans déformation dans la ﬁbre [84, 85]. On
parle alors de soliton fondamental. En considérant l’ESNL standard, ces conditions sont
réunies lorsque le chirp induit par eﬀet Kerr, et donné par l’Eq. (1.42), est en tout point
compensé par le chirp induit linéairement par la dispersion de la vitesse de groupe [12].
D’une manière plus générale, plusieurs solitons d’ordres N (tel que N soit un entier
naturel) sont des solutions exactes de l’ESNL standard et peuvent être observés dans un
régime de dispersion anormale. Dans ce cas, l’ordre du soliton est donné par l’Eq. (1.58) :
N2 =
LD
LNL
=
γNLP0T
2
0
|β2| (1.58)
34 1. Introduction à la fibre optique non-linéaire
Le soliton fondamental, dont l’ordre est N = 1 , évolue sans déformation temporelle ni
spectrale et possède ainsi des longueurs caractéristiques de dispersion et de non-linéarité
égales. Son expression analytique exacte est alors donnée par l’Eq. (1.59) :
ASol(z = 0, T ) =
√
P0 sech
(
T
T0
)
(1.59)
On retrouve alors le proﬁl d’une impulsion sécante hyperbolique aux limites de Fourier
dont la durée caractéristique T0 est reliée à sa puissance crête P0 par l’Eq. (1.58). Dans la
Fig. 1.11(a), on montre l’évolution longitudinale de cette solution dans une ﬁbre standard
où, pour TFWHM = 1 ps, on obtient LD = LNL ≈ 15 m.
Figure 1.11 – Soliton fondamental (N=1) de durée TFWHM = 1 ps évoluant dans un 1 km
de SMF standard en considérant l’ESNL standard (a) et l’ESNL généralisée
(b). Paramètres : TFWHM = 1 ps ; P0 = 52.1 W; β2 = −21.8 ps2 km−1 ;
β3 = 1.20 × 10−2 ps3 km−1 ; γNL = 1.3 W−1 km−1 ; λ0 = 1550 nm
Dans le cas présenté dans la Fig. 1.11(a), le soliton se propage sur 1 km (L > 65LNL)
et on n’observe pas de déformation temporelle notable entre l’impulsion initiale et l’impul-
sion ﬁnale telle qu’elle peut être vue dans la Fig. 1.12. Néanmoins, lorsque l’on considère
l’évolution de ce même soliton intégré par l’ESNL généralisé présenté dans la Fig. 1.11(b),
on remarque un décalage progressif du soliton qui acquiert un retard temporel au cours
de la propagation. Cet eﬀet apparaît de manière plus visuelle si l’on observe en détail la
Fig. 1.12(a) où le soliton après 1 km de propagation est décalé de presque 2 ps. Dans ce
cas, on peut identiﬁer le proﬁl obtenu qui est très similaire au proﬁl initial mettant en
lumière une relative stabilité du soliton fondamental en présence de perturbation.
Physiquement, le retard acquis par le soliton au cours de la propagation provient en
fait du phénomène d’auto-décalage en fréquence du soliton (SSFS - Soliton Self-Frequency
Shift) dont l’origine réside dans la réponse retardée de diﬀusion Raman [65]. En eﬀet, pour
un soliton de durée suﬃsamment courte, une partie de son spectre subit un recouvrement
avec sa propre bande de gain Raman. Dans ce contexte le décalage fréquentiel du soliton
dépend de sa puissance crête et de sa durée. Généralement, une bonne approximation de
ce décalage en fonction de la distance est donnée par l’Eq. (1.60) [12,66] :
∆ωR(z) = −8γNLP0TR15T 20
z (1.60)
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Figure 1.12 – Proﬁl temporel (a) et spectral (b) initial d’un soliton fondamental (ligne noire)
comparé aux proﬁls obtenus après 1 km de propagation en considérant une inté-
gration de l’ESNL standard (croix rouges) et de l’ESNL généralisée (ligne bleue
pointillée).
Dans ce cas, TR = 3 fs correspond à l’approximation de la pente de la réponse Raman
donnée précédemment. Le décalage eﬀectif est en fait plus complexe à déterminer lorsque
l’on limite cette approximation et l’on inclut les termes d’ordres supérieurs tels que β3 et
l’autoraidissement τshock. Notons que pour un soliton fondamental où N = 1, on retrouve
uniquement une dépendance temporelle selon ∆ωR(z) = −8 |β2|TRz/15T 40 . Ce décalage
Raman du soliton induit bien évidemment un retard temporel dans un régime de disper-
sion anormal puisque le décalage vers les plus grandes longueurs d’onde présenté dans
la Fig. 1.12(b) induit alors une augmentation de l’indice de réfraction eﬀectif vu par le
soliton et donc une diminution de sa vitesse de propagation.
Il convient aussi de noter que des solitons d’ordres supérieurs N ≥ 2 sont aussi des
solutions exactes de l’ESNL standard qui évoluent de manière périodique dans la ﬁbre au
cours de la propagation [80,81,86]. Ces solutions ainsi que leur comportement en présence
de perturbations seront abordées plus en détail dans le chapitre 2.
Instabilité de modulation
Un autre phénomène important peut aussi avoir lieu lors de la propagation d’une onde
dans un régime de dispersion anormale. Il s’agit du phénomène d’instabilité de modulation
(IM) décrivant la croissance d’une perturbation appliquée à une onde continue ou quasi-
continue [87–96]. Pour illustrer notre propos, considérons une onde continue a0 subissant
une faible perturbation périodique décalée de l’onde pompe d’une fréquence ωmod telle
que le champ initial ait la forme suivante [12] :
A(z, T ) = a0(z, T ) + a1(z, T )e−iωmodT + a2(z)e+iωmodT (1.61)
Dans ce cas, on retrouve dans le domaine fréquentiel deux bandes latérales de modu-
lation incluant une composante Stokes a1 et anti-Stokes a2.
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En considérant l’ESNL standard, on peut alors examiner l’évolution de la perturbation
par une étude de stabilité linéaire. Aussi, dans le cas où la perturbation possède un
décalage en fréquence inférieur à la fréquence de coupure ωc donnée par l’Eq. (4.2), le
nombre d’onde de la perturbation devient imaginaire de telle sorte que celle-ci subisse un
gain au cours de la propagation.
ω2c =
4γNLP0
|β2| (1.62)
Cette analyse peut être aisément obtenue dans la littérature et est explicitée plus en
détail dans l’annexe B.2, elle ne fera donc pas l’objet d’une étude spéciﬁque dans cette
partie. On pourra néanmoins noter que le gain en puissance de l’instabilité totale (onde
Stokes et anti-Stokes) en fonction de la distance dépend de la fréquence de modulation
ωmod selon :
g(ωmod) = |β2.ωmod|
√
ω2c − ω2mod (1.63)
On voit alors que dans ce cas, le gain maximal est obtenu pour une modulation ωmod =
ωmax selon :
ωmax =
ωc√
2
(1.64)
Ainsi, le gain de l’instabilité, au-delà de la fréquence de la perturbation, dépend gran-
dement des paramètres de ﬁbre et de la puissance initiale de la pompe selon la fréquence
de coupure. Dans la Fig. 1.13, on présente le gain en puissance d’une onde continue de
puissance P0 = 10 W en fonction de la fréquence de la perturbation périodique pour une
ﬁbre SMF standard (a) et une ﬁbre HNLF (b) où il est intéressant de noter les diﬀérentes
étendues spectrales et les valeurs de gain considérées.
Figure 1.13 – Gain de l’instabilité de modulation pour une onde continue de puissance
P0 = 10 W injectée à λ0 = 1550 nm. La dépendance en fréquence du gain sur
l’axe des abscisses est ωmod/2π exprimé en THz. (a) Cas d’une ﬁbre SMF avec
β2 = −21.8 ps2 km−1 et γNL = 1.3 W−1 km−1 (LNL ≈ 77 m). (b) Cas d’une
ﬁbre HNLF avec β2 = −5.24 ps2 km−1 et γNL = 9.4 W−1 km−1 (LNL ≈ 10 m).
D’après l’approche perturbative considérée précédemment, on néglige la déplétion de
la pompe et l’instabilité subit alors une croissance exponentielle lors de la propagation [12].
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Nous reviendrons plus en détail sur les limites de cette approche dans le chapitre 4
de ce manuscrit. Néanmoins, il est aisé de voir que celle-ci, bien que ne décrivant pas
correctement les dynamiques d’évolution globales de la perturbation, permet une vision
intuitive de l’instabilité de modulation. Aﬁn d’illustrer ce phénomène, nous présentons
dans la Fig. 1.14 l’évolution d’une onde continue de puissance 10 W dans l’HNLF consi-
dérée dans la Fig. 1.13(b). Dans ce cas, la perturbation initiale totale représente 5 % de
l’amplitude de l’onde continue.
Figure 1.14 – Phénomène d’instabilité de modulation intégrée par l’ESNL standard et obtenue
dans l’HNLF décrite précédemment avec une onde continue de puissance P0 =
10 W et une modulation en amplitude de 5 % de la puissance pompe appliquée
au maximum du gain de l’IM (953 MHz). (a) Évolution des intensités spectrales
normalisée pour l’onde pompe (ligne continue rouge) et Stokes (ligne pointillée
large) comparée à la croissance exponentielle prédite par l’approche perturbative
d’une onde pompe non dépletée. (b-d) Proﬁls spectraux et temporels extraits à
diﬀérentes distances de propagation.
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Dans la Fig. 1.14(a), on montre ainsi l’évolution de l’intensité spectrale de l’onde
pompe (ligne continue rouge) et de la bande Stokes de la perturbation (ligne pointillée
large) en fonction de la distance en considérant l’intégration de l’ESNL standard. En com-
parant ces résultats avec l’approche perturbative énoncée précédemment (ligne pointillée),
il est clair que la croissance de l’instabilité n’est pas exponentielle mais présente plutôt
un phénomène d’échange énergétique entre la pompe et la perturbation [94–97].
Dans les Figs. 1.14(b-d), nous présentons aussi les proﬁls temporels et spectraux ob-
tenus à diﬀérentes distances de propagation montrant clairement la croissance de l’insta-
bilité qui s’eﬀectue de manière symétrique pour la composante Stokes et anti-Stokes. De
plus, après une croissance suﬃsante de la fréquence fondamentale de la perturbation, on
observe aussi une croissance en cascade des harmoniques supérieurs mettant en lumière
l’aspect complexe du phénomène. Ceci montre clairement les limites d’une approche sim-
pliste considérant seulement un mélange à quatre ondes dégénéré tel que souvent utilisé
dans la littérature [98,99].
Figure 1.15 – Résultats numériques illustrant le phénomène d’instabilité de modulation spon-
tanée obtenu à partir des conditions données dans la Fig. 1.14. Dans ce cas,
chaque composante fréquentielle du bruit initial possède une amplitude constante
correspondant à 5×10−3 % de l’onde pompe ainsi qu’une phase aléatoire. (Haut)
Évolution longitudinale du spectre obtenue par moyennage pour 50 réalisations
comportant un bruit stochastique. (Centre) Proﬁls spectraux extraits à plusieurs
distances de propagation pour chacune des réalisations (points gris) et moyenné
sur les 50 simulations (ligne noir). (Bas) Proﬁls temporels correspondants ob-
tenus pour une réalisation unitaire.
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Instabilité de modulation spontanée
Un autre aspect important du phénomène d’instabilité de modulation est sa capacité à am-
pliﬁer n’importe quelle composante spectrale se trouvant dans sa bande de gain [100,101].
Aussi, lorsqu’une onde continue est légèrement bruitée, les composantes fréquentielles du
bruit présentant un recouvrement avec la bande de gain de l’instabilité de modulation
sont alors ampliﬁées lors de la propagation selon un mécanisme complexe dépendant de
l’amplitude et du déphasage initial de chaque composante. Une fois de plus ce phénomène
sera traité plus en détail dans le chapitre 4 de ce manuscrit. Néanmoins, nous propo-
sons dans la Fig. 1.15 une illustration de ce phénomène dit d’instabilité de modulation
spontanée.
On observe ainsi d’après la Fig. 1.15 que bien qu’en moyenne [102], la croissance des
composantes issues du bruit initial suive globalement la courbe de gain donnée par la
Fig. 1.13(b), les simulations stochastiques proposent des propriétés largement diﬀérentes
selon la réalisation considérée. Nous verrons dans le chapitre 2 que cet aspect complexe
prend alors toute son importance dans la génération de supercontinuum optique large
bande et notamment sur l’approche statistique des instabilités qui peuvent en découler.
1.7 Notes sur la modélisation numérique
L’équation d’enveloppe lentement variable donnée par l’Eq. (1.34) est une équation dif-
férentielle partielle non-linéaire dont la résolution nécessite généralement une approche
numérique. On compte, dans la littérature [12], de nombreuses méthodes permettant la
résolution numérique de cette équation y compris celle des diﬀérences ﬁnies notamment
employée dans le domaine de la nano-optique. Bien que très précise, cette approche est
très coûteuse d’un point de vue calculatoire et nous avons dans notre cas privilégié une
méthode dite pseudo-spectrale.
Split-Step Fourier
Dans le contexte de simulations stochastiques, prenant en considération un ensemble
relativement important de réalisations indépendantes, il est nécessaire d’obtenir une mo-
délisation précise et rapide des eﬀets mis en jeu lors de la propagation du champ dans
une ﬁbre optique. Pour cela, notre approche, consiste en l’implémentation d’une méthode
d’intégration de Fourier à pas divisés (Split-Step Fourier Method) [103, 104]. Celle-ci est
la plus couramment utilisée dans la littérature et nous verrons tout au long de ce manus-
crit que les résultats obtenus numériquement sont en très bon accord avec les résultats
expérimentaux.
D’un point de vue pratique, cette approche considère que, pour une discrétisation
spatiale longitudinale suﬃsante de la ﬁbre, les eﬀets dispersifs et non-linéaires agissent et
modiﬁent le champ A(z, T ) de manière indépendante. Ceux-ci peuvent alors être intégrés
successivement et l’Eq. (1.34) peut alors se récrire :
∂A(z, T )
∂z
=
(
Dˆ′ + Nˆ
)
A(z, T ) (1.65)
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Dans ce cadre, pour chaque pas spatial h choisi suﬃsamment petit, on intègre suc-
cessivement les eﬀets non-linéaires dans le domaine temporel via l’opérateur Nˆ puis les
eﬀets dispersifs dans le domaine spectral par l’opérateur Dˆ′ [12]. Le choix de l’intégration
spectrale des eﬀets linéaires réside dans le fait que les ressources numériques utilisées sont
plus faible à cause d’un développement en série de Taylor fréquentiel des eﬀets dispersifs
à travers les paramètres βk. On notera que dans certaines approches alternatives de la
littérature, les eﬀets non-linéaires peuvent eux aussi être implémentés dans le domaine fré-
quentiel [46] permettant, par exemple, de prendre en compte la dépendance fréquentielle
totale de la non-linéarité γNL.
Dans notre cas, on relèvera que l’intégration de l’Eq. (1.65) s’eﬀectue selon une procé-
dure de Fourier à pas divisés symétriques [49] induisant une amélioration de la précision
du modèle numérique pour des temps de calculs équivalents. Selon cette approche, on
introduit l’opérateur dispersion tous les demi-pas h/2 plutôt qu’après chaque segment
d’intégration h.
A partir de cette méthode numérique pseudo-spectrale, il est aisé de considérer la
totalité des eﬀets pris en compte par l’ESNL généralisée ou, au contraire, de limiter
la résolution de cette équation aux termes dispersifs et non-linéaires de base à travers
l’ESNL standard donnée par l’Eq. (1.55). Ainsi, dans la suite de cette thèse, on utilisera
dans certains cas cette approche (qui sera dûment explicitée) aﬁn de mettre en lumière
l’inﬂuence des perturbations sur la modiﬁcation des dynamiques de propagation propres
à l’ESNL standard.
Modélisation du bruit
Dans ce manuscrit, une place importante est donnée à l’approche stochastique des dyna-
miques de propagation d’une impulsion dans une ﬁbre optique non-linéaire. Alors que dans
certains cas le bruit n’a que très peu d’importance dans les mécanismes intrinsèques à la
propagation du champ, sous certaines conditions, les variations du bruit initial peuvent
avoir une inﬂuence drastique sur les résultats obtenus d’une réalisation à une autre. Dans
ce contexte, la modélisation numérique du bruit prend alors une importance capitale.
Dans le cadre de notre approche numérique, on utilise délibérément un bruit blanc
comportant une amplitude constante ajoutée sur l’intégralité du spectre initial. D’un
point de vue pratique, on inclut, dans la transformée de Fourier du champ initial, un
nombre n de photons d’énergie Eν = hν sur chaque composante discrète ν de la fenêtre
spectrale correspondante. La plupart du temps, on ﬁxera l’amplitude de ce bruit initial à
un photon par mode spectral discret (n = 1) et la stochasticité du bruit est assurée par
l’implémentation d’une phase spectrale aléatoire φν de distribution uniforme sur chaque
photon ajouté [49]. Cette approche permet, dans une certaine mesure, de modéliser le
bruit quantique intrinsèque aux ﬂuctuations d’une impulsion à une autre ainsi que limiter
le bruit initial à la valeur minimale que le système est susceptible de comporter.
Bien que mis en place dans la majorité de ce manuscrit, on modiﬁera parfois le nombre
de photons ajoutés (n) aﬁn de mieux correspondre aux conditions expérimentales. Dans
d’autres cas, on limitera la largeur spectrale de ce même bruit aﬁn de mieux mettre en
lumière les dynamiques complexes de transfert de bruit lors de la propagation d’une im-
pulsion.
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Il convient de noter que de nombreuses autres méthodes ont été décrites dans la lit-
térature pour modéliser le bruit initial, notamment dans le contexte d’un onde initiale
continue ou quasi-continue [105–109]. On peut par exemple citer l’ajout d’un bruit selon
une amplitude suivant une distribution spectrale gaussienne ou lorentzienne autour de la
longueur d’onde pompe, l’ajout d’un bruit blanc en intensité ou même l’ajout d’un bruit
à diﬀusion de phase. Dans les résultats présentés au long de ce manuscrit, nous avons
parallèlement testé de nombreux modèles de bruit et vériﬁé que ceux-ci menaient à des
résultats qualitativement similaires. Enﬁn, notons que nous avons ici négligé l’inﬂuence
du bruit introduit par l’eﬀet Raman au cours de la propagation aﬁn de simpliﬁer l’inter-
prétation des dynamiques complexes d’évolution. Néanmoins, celui-ci pourrait aisément
être ajouté numériquement dans la réponse non-linéaire de l’ESNL généralisée [49,110].
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Chapitre 2
Le supercontinuum optique
Dans ce chapitre, nous traiterons des mécanismes à la base de la génération de super-
continuum (SC) optique. Ce phénomène d’élargissement spectral est caractéristique de la
création de nouvelles composantes fréquentielles lors de la propagation d’une impulsion ou
d’une onde continue dans une ﬁbre optique par l’action conjointe des phénomènes disper-
sifs et non-linéaires vus dans le chapitre précèdent. Historiquement, l’obtention de spectres
à large bande n’a pas été réservée à l’optique ﬁbrée mais fut d’abord observée par Alfano
et Shapiro dès les années 70 dans du verre possédant des propriétés non-linéaires [111].
Consécutivement à cette expérience pionniere, de nombreux milieux solides [112–114],
liquides [115] ou gazeux [116,117] ont fait l’objet de génération de supercontinua.
Parallèlement à ces observations, le premier supercontinuum obtenu dans un milieu
ﬁbré remonte à l’expérience de Lin et Stolen en 1976 [118]. Dans les décennies suivantes,
d’autres expériences en milieu ﬁbré ont donné lieu à des incrémentations diverses dans
l’étendue spectrale obtenue [31,49,119]. Néanmoins, c’est en 2000, avec les observations de
Ranka et al. [120], qu’une nouvelle ère s’ouvre pour l’obtention de continua ﬁbrés. Dans
ces travaux, les auteurs parviennent à générer un supercontinuum à partir d’une impulsion
de 100 fs injectée à 800 nm dont le spectre ﬁnal s’étend sur près de deux octaves incluant
le visible ainsi que des composantes dans l’infrarouge (400-1600 nm). La nouveauté de
cette étude, au-delà de la largeur spectrale record obtenue, provient de l’utilisation d’une
ﬁbre PCF telles que celles décrites dans le chapitre précèdent et permettant un décalage
important de la ZDW de la ﬁbre. La possibilité de générer un supercontinuum sur des
courtes distances de propagation a alors été rendu possible par l’utilisation conjointe de
ﬁbres hautement non-linéaires (PCF, HNLF...) et de sources produisant des impulsions
courtes avec de fortes puissances crêtes telles que les lasers Titane-Saphir (Ti : Sa). A titre
illustratif, un exemple de la génération d’un supercontinuum au sein d’une PCF dans des
conditions similaires à celles décrites dans la Ref. [120] est présenté dans la Fig. 2.1. On
peut ainsi y observer la génération de nouvelles longueurs d’onde dans le spectre du visible
au cours de la propagation.
Dans ce chapitre, nous n’avons pas l’intention de reproduire une analyse exhaustive de
la génération de supercontinuum déjà largement balayée dans la littérature [31, 49, 119].
Notre objectif consiste plutôt à fournir une vue d’ensemble des mécanismes d’élargissement
spectral inhérents au supercontinuum optique ﬁbré. Ainsi, il convient de noter que des
spectres à large bande peuvent être obtenus selon plusieurs processus distincts, dépendant
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Figure 2.1 – Photographie d’un supercontinuum obtenu dans une ﬁbre optique PCF. Pompage
optique à 800 nm à partir d’un laser Titane-Saphir proche de la longueur d’onde
de dispersion nulle de la PCF. (Source : F. Courvoisier)
principalement des régimes de propagation variables selon une dispersion normal/anormal,
la longueur non-linéaire LNL et la longueur de dispersion LD considérés. Aussi, lors de
l’injection d’une onde dans un régime de dispersion normal (β2 > 0), les dynamiques
d’élargissement du spectre sont dominées par la SPM, XPM et la génération d’ordres
Raman en cascade pouvant mené à un continuum spectral [31, 119, 121]. Bien que d’un
intérêt certain pour certaines applications, cette conﬁguration ne permet pas le soutien
de solitons au cours de la propagation et nous ne traiterons pas ce régime de SC dans ce
manuscrit. Cependant, on peut constater que même dans le contexte d’un supercontinuum
généré à partir d’un pompage dans une région de dispersion anormale (β2 < 0), il est
possible de distinguer deux régimes d’élargissement spectral dont les caractéristiques et les
dynamiques sont, bien qu’intrinsèquement liées, largement diﬀérentes : Les supercontinua
générés à partir d’impulsions “courtes” (quelques femtosecondes) et ceux obtenus à partir
d’impulsions “longues” (pompage picoseconde ou quasi-continu) [49].
Dans ce chapitre, nous abordons tout d’abord les diﬀérents processus d’élargissement
spectral utilisés dans un régime impulsionnel court dont les caractéristiques sont largement
dominées par les dynamiques des solitons. Dans un second temps, nous étudierons plus
principalement la formation du supercontinuum dans le cadre d’un régime impulsionnel
long ou continu. Nous verrons ainsi que les dynamiques initiales de propagation sont domi-
nées par le phénomène d’instabilité de modulation spontanée menant à une déstabilisation
du supercontinuum. Dans ce contexte, nous traiterons de la notion d’instabilité dans le
supercontinuum pouvant mener à la formation d’événements “extrêmes” parfois qualiﬁés
de vagues scélérates optiques. L’analogie avec les vagues scélérates océaniques sera alors
abordée succinctement à travers les aspects statistiques et les dynamiques communes à
l’optique et l’hydrodynamique. Enﬁn, dans une troisième partie, nous présenterons par
anticipation une étude mettant en lumière l’importance d’une inclusion correcte de l’eﬀet
Raman lors de la modélisation numérique du supercontinuum. On y discutera notamment
des limitations de l’approximation linéaire présentée dans la partie 1.5.2.
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2.1 Génération du supercontinuum à partir d’impul-
sions courtes
Pour étudier la génération de supercontinuum dans un régime impulsionnel court, nous
considérons une ﬁbre microstructurée proposant une longueur d’onde de dispersion nulle
aux alentours de 780 nm et dont les paramètres sont donnés explicitement dans la Ref. [49].
Dans notre cas, on injecte une impulsion à λ0 = 835 nm, dans un régime de dispersion
anormale. Celle-ci présente un proﬁl sech2 donné par l’Eq. (1.41) avec une puissance
crête P0 = 5 kW et une durée TFWHM = 50 fs. Dans ce cas, on retrouve des longueurs
non-linéaire LNL = 1.8 mm et de dispersion LD = 6.8 cm de telle sorte que l’ordre du
soliton décrit par l’Eq. (1.58) soit N = 6.11. L’évolution spectrale et temporelle de cette
impulsion obtenue par intégration numérique de l’ESNL généralisée est ainsi présentée
dans la Fig. 2.2.
Figure 2.2 – Simulations numériques d’un supercontinuum généré à partir d’une impulsion
femtoseconde : Évolution spectrale (a) et temporelle (b) obtenue sur 20 cm de
propagation dans une PCF dont les paramètres sont donnés dans la Ref. [49]
(ZDW ∼ 780 nm). L’impulsion est injectée à 835 nm dans le régime de disper-
sion anormale avec une puissance crête P0 = 5 kW et une durée TFWHM = 50 fs.
La partie haute de la ﬁgure présente le proﬁl correspondant d’intensité spectrale
(échelle logarithmique) et temporelle (échelle linéaire) après 20 cm de propaga-
tion.
On observe alors clairement un phénomène d’élargissement spectral jusqu’à atteindre,
après 20 cm de propagation, un spectre d’environ 600 nm associé, dans le domaine tempo-
rel, à des dynamiques complexes. Sans rentrer dans les détails, pour une impulsion initiale
telle que N > 1, les caractéristiques de propagation sont ici dominées par les dynamiques
des solitons à la base de l’élargissement du spectre.
Pour des impulsions suﬃsamment courtes telles qu’étudiées ici, la génération du su-
percontinuum se fait globalement en trois étapes [49] :
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• La ﬁssion solitonique induisant la brisure de l’impulsion initiale en plusieurs solitons
fondamentaux. Celle-ci a lieu lorsqu’une impulsion de puissance suﬃsante (telle que
N ≫ 1) se propage en présence de perturbations (eﬀet Raman, dispersion d’ordres
supérieurs).
• La génération d’ondes dispersives (DW -Dispersive Wave) associées à la stabilisation
des solitons fondamentaux éjectés lors de la ﬁssion solitonique.
• L’élargissement spectral provenant de l’auto-décalage Raman des solitons (noté RS
dans les ﬁgures) vers les grandes longueurs d’onde, couplé au décalage de la radiation
dispersive vers les basses longueurs d’onde.
Ainsi, aﬁn d’apporter une meilleure compréhension des dynamiques d’évolution énon-
cées ci-dessus, nous proposons ici d’étudier succinctement chacun de ces eﬀets.
2.1.1 La ﬁssion solitonique comme étape initiale
La première étape de la génération d’un supercontinuum provient de la ﬁssion d’un soliton
d’ordre supérieur ou d’une impulsion quelconque (telle que N ≫ 1) en plusieurs solitons
fondamentaux. Pour mieux comprendre ce phénomène, considérons l’exemple trivial d’un
soliton d’ordre N = 4 se propageant dans une ﬁbre SMF-28 standard. L’impulsion initiale
est injectée à à λ0 = 1550 nm et présente un proﬁl sech
2 de durée TFWHM = 500 fs et de
puissance crête P0 = 3.3 kW
Solitons d’ordres supérieurs
Dans un premier temps, on considère uniquement l’ESNL standard de sorte à négliger les
perturbations incluses dans l’ESNL généralisée. Dans ce cas les solitons d’ordres supérieurs
(déﬁnie par un ordre N entier) sont des solutions exactes de l’ESNL standard auquel
cas ces solutions présentent une dynamique d’évolution spatiale périodique [80, 122]. La
période spatiale du soliton est indépendante de l’ordre de celui-ci et donnée par l’Eq. (2.1) :
Zsol =
π
2
LD =
πT 20
2 |β2| (2.1)
Dans la Fig. 2.3, nous montrons l’évolution spectrale et temporelle d’un soliton d’ordre
N = 4 intégrée par l’ESNL standard sur une distance de propagation équivalente à sa
période. Dans le cas présenté ici, le soliton est injecté à 1550 nm dans une ﬁbre SMF-28
standard avec une durée de 500 fs et une puissance crête de 3.33 kW. Dans ces conditions,
la période spatiale du soliton est alors Zsol = 5.8 m.
On peut alors observer dans les Figs. 2.3(a,c), un cycle de compression temporelle d’im-
pulsions localisées sur l’enveloppe de l’impulsion. Dans le domaine spectral présenté dans
la Fig. 2.3(b), ces dynamiques de compression sont en fait associées à des échanges énergé-
tiques périodiques entre les diﬀérentes composantes spectrales du soliton. Néanmoins, en
l’absence de perturbation, on peut voir dans la Fig. 2.3(d) que le proﬁl temporel d’entrée
est équivalent au proﬁl obtenu après une propagation de celui-ci sur une période spatiale
Zsol.
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Figure 2.3 – Simulations numériques de l’évolution sur une période d’un soliton d’ordre N = 4
injecté dans une ﬁbre SMF standard à λ0 = 1550 nm en considérant l’intégration
de l’ESNL standard, sans perturbation, donnée par l’Eq. (4.1). (a) Évolution
temporelle. (b) Évolution spectrale. Dans les deux cas, les intensités spectrale
et temporelle sont présentées en échelle logarithmique. (c) Évolution temporelle
vue en 3D montrant le cycle de compression d’impulsions localisées. (d) Proﬁl
temporel initial (ligne noire) et ﬁnal (cercles rouges) soulignant le retour au proﬁl
initial après une période spatiale de propagation Zsol.
Fission solitonique en présence de perturbations
Lorsque l’on considère ce même soliton se propageant dans les mêmes conditions mais
intégré par l’ESNL généralisée incluant tous les termes perturbatifs (Raman, dispersion
d’ordres supérieurs, dispersion de la non-linéarité), on constate alors que les dynamiques
associées ne sont plus périodiques. Cette évolution est ici représentée dans les domaines
temporel et fréquentiel par la Fig. 2.4.
Dans ce cas, on observe qu’après une certaine distance de propagation, l’impulsion ini-
tiale se scinde en plusieurs impulsions plus courtes. On parle alors de ﬁssion solitonique.
D’un point de vue physique, cette ﬁssion de l’impulsion initiale provient de la brisure
de symétrie de l’ESNL induite par chacun des termes perturbatifs ajoutés dans l’ESNL
généralisée. Il est clair que selon le régime de propagation, la contribution respective de
chaque terme perturbatif sera diﬀérente. L’inclusion numérique ou non de chacun de ces
eﬀets permet, d’un point de vue pratique, d’isoler la prédominance éventuelle de la diﬀu-
sion Raman ou des termes de dispersion d’ordres supérieurs dans ce processus.
Ainsi, bien que l’eﬀet Raman inﬂuence toujours de manière importante l’évolution
d’impulsions courtes vue ici, les termes dispersifs d’ordres supérieurs ont eux aussi une
grande inﬂuence dans les dynamiques d’évolution lorsque l’impulsion est injectée à une
longueur d’onde suﬃsamment proche du zéro de dispersion.
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Figure 2.4 – Simulations numériques de l’évolution du soliton décrit dans la Fig. 2.3 intégrée
par l’ESNL généralisée donnée par l’Eq. (1.34) incluant les termes perturbatifs.
(a) Évolution temporelle. (b) Évolution spectrale.
En comparant l’évolution présentée dans les Fig. 2.3 et Fig. 2.4, il est intéressant de
noter que la ﬁssion solitonique s’eﬀectue au point de compression temporelle maximale
(élargissement spectral maximum) de l’évolution périodique du soliton d’ordre supérieur
[123,124]. D’une manière générale, une bonne approximation pour déterminer la distance
à laquelle s’eﬀectue la ﬁssion de l’impulsion initiale est donnée par l’Eq. (2.2) [49] :
LFission ∼ LD
N
(2.2)
Dans le cas que nous présentons, l’Eq. (2.2) nous donne une distance de ﬁssion égale
à 0.922 m ce qui est en bon accord avec les dynamiques observées dans la Fig. 2.4. En
fait, l’impulsion initiale correspond à un ensemble de solitons fondamentaux qui évoluent
de manière périodique avec la même vitesse de groupe, mais possédant des puissances et
des durées diﬀérentes [80, 122]. En présence de perturbations, ces solitons fondamentaux
se scindent et sont éjectés à partir de l’impulsion initiale.
Dans un régime où l’impulsion initiale est suﬃsamment courte, l’éjection des solitons
se fait de manière déterministe. Dans ce cas, les premiers solitons fondamentaux éjectés
sont les plus courts et ceux possédant l’amplitude la plus importante. Aussi, il est possible
d’obtenir une expression analytique du nième soliton éjecté [48] :
An(z, T ) =
√
Pn sech
(
T
Tn
)
(2.3)
Dans l’Eq. (2.3), le premier soliton injecté sera ainsi donné par A1 et le soliton injecté
le dernier décrit par AN . La durée Tn et la puissance crête Pn respectives à chaque nième
soliton sont alors données par :
Pn = P0
(2N − 2n+ 1)2
N2
(2.4)
Tn =
T0
2N − 2n+ 1 (2.5)
D’autre part, une inspection détaillée des Fig. 2.2 et Fig. 2.4 met aussi en lumière le
fait que chaque éjection de soliton est accompagnée de l’émission d’une radiation propre.
On parle alors de génération d’onde dispersive (DW).
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Génération d’ondes dispersives
En fait, lorsqu’un soliton se propage dans un régime où il convient de tenir compte des
ordres supérieurs de la dispersion (proche de la longueur d’onde dispersion nulle), le soliton
peut transférer une partie de son énergie par résonance à une composante spectrale située
dans le régime de dispersion normale de la ﬁbre [125]. Cette radiation est en fait émise
pour conserver le caractère fondamental du soliton se propageant de manière instable
en présence de perturbations. Dans ce cas, l’onde dispersive générée correspond à un
socle de faible amplitude située, dans le domaine temporel, au pied du soliton [126]. Un
point important est que la génération d’une telle radiation provient d’un phénomène de
résonance et suppose donc un recouvrement partiel du spectre du soliton avec la fréquence
de l’onde dispersive. Ainsi, l’énergie transférée à l’onde radiative dépend du recouvrement
entre ces deux composantes dont les fréquences respectives sont données par la condition
d’accord de phase suivante [49] :
β(ωDW )− ωDW
vg(S)
= β(ωS)− ωS
vg(S)
+ (1− fR)γNLPS (2.6)
Dans l’Eq. (2.6), l’onde dispersive est alors générée à une fréquence ωDW à partir
d’un soliton se propageant à une fréquence centrale ωS avec une vitesse de groupe vg(S)
et une puissance crête PS. A partir de ces constatations, il parait clair qu’une génération
eﬃcace de l’onde dispersive s’eﬀectuera lorsque le recouvrement spectral est maximal, de
telle sorte que le soliton soit de courte durée et à une longueur d’onde proche du ZDW.
Dans ce contexte, la majorité de l’énergie transférée aux ondes dispersives est générée au
cours de la ﬁssion solitonique par le soliton éjecté le premier, possédant la durée la plus
faible et la plus grande puissance crête.
2.1.2 Dynamiques de l’élargissement spectral
La génération de supercontinuum dans son ensemble repose sur la compétition d’un
nombre important d’eﬀets linéaires et non-linéaires agissant de manière conjointe. D’un
point de vue général, une résolution analytique des dynamiques est hors de propos et
une approche numérique est généralement mise en oeuvre. Dans l’évolution ultérieure à la
ﬁssion solitonique, le processus d’élargissement spectral est majoritairement conditionné
par la propagation des solitons fondamentaux éjectés et des ondes dispersives associées
qui peuvent néanmoins être étudiées qualitativement.
En eﬀet, l’élargissement du spectre vers les grandes longueurs d’onde est dû au phé-
nomène d’auto-décalage en fréquence du soliton par eﬀet Raman déjà mentionné dans la
partie 1.6.3. En fait, nous verrons par la suite que le décalage fréquentiel des solitons dé-
crit dans l’Eq. (1.60) ne consiste pas en une approximation valable lorsque l’on considère
des impulsions courtes mais s’écrit en fait comme une intégrale de recouvrement du gain
Raman avec le spectre du soliton considéré [66] :
dωS
dz
= −10
5λ2D
8cT 30
∫ +∞
0
Ω3 Im
[
h˜R(Ω/2πT0)
]
sinh23(πΩ/2)
dΩ (2.7)
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Dans ce cas, l’intégration se fait selon la variable Ω décrivant la diﬀérence de fréquence
entre le soliton et la fréquence de référence selon Ω = ωS − ω0. Dans ce contexte, on voit
que le taux du décalage du soliton (en THz/km) est une grandeur dynamique variant au
cours de la propagation en fonction de la dispersion D et de la durée du soliton T0. Ainsi,
au cours de la propagation, le soliton se décale vers les grandes longueurs d’onde induisant
une augmentation de la dispersion de vitesse de groupe β2. Aussi, aﬁn de conserver sa
forme fonctionnelle, le soliton doit augmenter sa durée et diminuer sa puissance ce qui
peut donner lieu à une stabilisation de la fréquence du soliton. Néanmoins, si le soliton
conserve un décalage fréquentiel, sa vitesse de groupe est réduite et mène, dans le domaine
temporel, à une trajectoire quasi-parabolique au cours de sa propagation.
Un point important dans les dynamiques d’élargissement spectral provient du couplage
entre chaque soliton éjecté et son onde dispersive correspondante. En eﬀet, on peut tout
d’abord noter la possibilité de générer de nouvelles composantes radiatives par le mélange
non-linéaire du soliton et de son onde dispersive [127, 128]. D’autre part, il est possible
de limiter la dispersion temporelle de la radiation émise par la stabilisation du soliton.
En eﬀet, lorsque l’onde dispersive se propage simultanément avec le soliton se décalant en
fréquence par eﬀet Raman, la radiation subit un décalage continu vers les courtes longueurs
d’onde de telle sorte que sa vitesse de groupe reste égale à celle du soliton. On parle alors
de “piégeage optique”. Dans ce cas, l’eﬀet de piégeage induit sur l’onde dispersive provient
du phénomène d’intermodulation de phase entre le soliton et la radiation située dans le
régime de dispersion normale de la ﬁbre [129, 130]. D’un point de vue temporel, la co-
propagation des deux ondes est assurée par la variation de l’indice de réfraction locale
induite par le soliton (limitant la dispersion du front montant de la radiation) et par une
force inertielle attractive induite par la décélération du soliton (limitant la dispersion du
front descendant de la radiation) [75].
Dans ce contexte, l’élargissement des bords du spectre du supercontinuum est assuré
par les solitons décalés par eﬀet Raman vers les grandes longueurs d’onde et des ondes
dispersives piégées se décalant conjointement vers les courtes longueurs d’onde [49,131].
2.2 Les instabilités du supercontinuum en régime d’im-
pulsions longues
Dans la partie précédente, nous avons étudié les principaux eﬀets menant à l’élargissement
spectral d’une impulsion femtoseconde vers un supercontinuum optique. Dans ce cas, les
dynamiques sont majoritairement induites par la ﬁssion de l’impulsion initiale détermi-
niste et l’évolution ultérieure des solitons éjectés. Ce type de supercontinuum a largement
été étudié au cours de la dernière décennie pour son aspect très stable permettant de nom-
breuses applications en métrologie [31,132,133]. Dans cette partie, nous étudions plus en
détail la génération d’un supercontinuum provenant de l’élargissement spectral d’une im-
pulsion longue (TFWHM de quelques picosecondes) ou quasi-continue (TFWHM > 1 ns).
Dans ce cas, une impulsion initiale plus longue ou quasi-continue suppose une largeur
spectrale correspondante largement réduite. Aussi, lorsque l’impulsion est injectée dans
un régime de dispersion anormale, le phénomène d’instabilité de modulation joue alors
un rôle non négligeable dans les dynamique initiales de la propagation [72,134].
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En eﬀet, le bruit initial présentant un recouvrement avec la bande de gain de l’instabi-
lité de modulation est ampliﬁé au cours de la propagation et donne lieu à la génération de
bandes latérales de modulation. Dans le domaine temporel, cette ampliﬁcation du bruit
est associée à la formation de sous-impulsions localisées sur l’enveloppe de l’impulsion
initiale telle que présentée dans la partie 1.6.3.
Figure 2.5 – (a-b) Évolution spectrale, temporelle et proﬁls ﬁnaux de 2 réalisations stochas-
tiques de génération d’un supercontinuum donnant lieu à un événement dit ex-
trême (a), et à un événement médian (b). (c) Spectres issus de 1000 réalisations
(gris) et spectre moyen (ligne noire) montrant de larges ﬂuctuations spectrales
d’une réalisation à l’autre. L’insert présente un zoom sur la région spectrale ﬁl-
trée pour la reconstruction de l’histogramme (partie droite). (d) Histogramme des
puissances crêtes reconstruit en ﬁltrant les composantes spectrales supérieures à
1210 nm sur les 1000 réalisations de l’ensemble. L’insert présente la représenta-
tion logarithmique de l’histogramme (gris) ainsi que l’ajustement décrit dans le
texte. Figure adaptée de Ref. [135]
Dans ce contexte, le bruit a un rôle capital dans les dynamiques de propagation et on
peut observer des variations stochastiques dans l’évolution du supercontinuum correspon-
dant qui peuvent être relativement importantes d’une impulsion à une autre.
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En eﬀet, selon le germe de bruit initial considéré, l’ampliﬁcation du bruit se fera de
manière légèrement diﬀérente et induira une localisation temporelle variable des sous-
impulsions se formant sur l’enveloppe de l’impulsion initiale. Ainsi, bien que les pertur-
bations de l’ESNL généralisée provoque de manière irrémédiable la ﬁssion de l’impulsion
initiale, celle-ci ne s’eﬀectue pas de manière déterministe comme pour une impulsion fem-
toseconde mais de manière stochastique selon le bruit considéré. De cette manière, les
dynamiques de propagation propres à l’évolution ultérieure des solitons et des ondes dis-
persives correspondantes sont conditionnées par le bruit initial et peuvent mener à de
larges ﬂuctuations dans le spectre de sortie.
Cette propriété est illustrée dans les Figs. 2.5(a-b), adaptée de la Ref. [135], où l’on
compare l’évolution dans le domaine spectral et temporel de deux réalisations numériques
en considérant les mêmes paramètres de simulation mais deux germes de bruit diﬀérents.
Dans ces simulations, on considère la ﬁbre PCF décrite dans la partie précédente au sein de
laquelle est injectée une impulsion gaussienne à λ0 = 1055 nm d’une durée TFWHM = 5 ps
et de puissance crête P0 = 100 W (tels que LD = 21.9 km, LNL = 0.667 m et le nombre
de solitons équivalents N = 181). Dans les deux cas, on peut observer, dans le domaine
spectral, la formation de lobes latéraux d’instabilité de modulation après environ 5 m
de propagation, associée, dans le domaine temporel, à la formation de sous-impulsions
localisées. Néanmoins, après 10 m de propagation, on peut constater une éjection des
solitons issus de l’impulsion initiale menant à des dynamiques d’évolution spectrale et
temporelle qualitativement diﬀérentes.
Cet aspect est tout à fait visible dans la partie haute des Figs. 2.5(a-b) où sont extraits
les proﬁls spectraux et temporels des deux réalisations correspondantes après 20 m de
propagation. On peut alors constater la diﬀérence aussi bien quantitative que qualitative
des champs obtenus à la sortie de la ﬁbre. Dans une certaine mesure, ces ﬂuctuations
provenant du bruit initial modélise de manière équivalente les faibles variations obtenues
entre chaque impulsion issue d’un laser impulsionnel.
2.2.1 Instabilités spectrales et perte de cohérence
À partir de ces observations, il paraît clair que de très faibles variations du bruit initial
peuvent mener à de larges ﬂuctuations du proﬁl spectral et temporel du supercontinuum
à la sortie de la ﬁbre. D’un point de vue simpliste, cet aspect instable du superconti-
nuum provient des dynamiques complexes mises en jeu au cours de la propagation d’une
impulsion “longue” possédant des caractéristiques chaotiques [136, 137]. Cette instabilité
du spectre de sortie peut être observée plus en détail dans la Fig. 2.5(c). Dans ce cas,
on superpose 1000 spectres issus de réalisations, et donc de germes de bruits diﬀérents
(gris), comparés au spectre moyen (ligne noire) calculé à partir de cet ensemble de 1000
réalisations. Dans ce cas, il est aisé d’identiﬁer d’importantes ﬂuctuations dans l’intensité
spectrale du supercontinuum présenté en échelle logarithmique.
Au cours des dernières années, de nombreuses études ont été menées aﬁn de caractéri-
ser les ﬂuctuations spectrales et/ou temporelles du supercontinuum [31,49,138,139]. Une
approche classique pour caractériser l’ampleur de ces ﬂuctuations consiste à calculer le
degré de cohérence spectral du supercontinuum
∣∣∣g(1)12 (ω)∣∣∣ [140].
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Celui-ci, calculé à partir d’une moyenne d’ensemble de spectres indépendants A˜i(ω),
est donné par l’Eq. (2.8) où l’astérisque ∗ fait référence au complexe conjugué :
∣∣∣g(1)12 (ω)∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
〈
A˜∗i (ω)A˜j(ω)
〉
i6=j√〈∣∣∣A˜i(ω)∣∣∣2〉〈∣∣∣A˜j(ω)∣∣∣2〉
∣∣∣∣∣∣∣∣∣∣
(2.8)
Nous reviendrons plus en détail sur cette notion dans le chapitre 3. Néanmoins, il
convient de noter que dans le cas de supercontinua générés en régime impulsionnel long ou
continu, les ﬂuctuations de phase et d’intensité du spectre de sortie mènent généralement
à un degré de cohérence proche de zéro si l’impulsion initiale possède une puissance crête
suﬃsante telle que son ordre solitonique équivalent soit largement supérieur à l’unité
(N ≫ 1). On parle alors de supercontinuum incohérent par opposition au supercontinuum
stable (et donc cohérent) obtenu en régime impulsionnel femtoseconde.
Bien évidemment, ces observations sont relativement aisées d’un point de vue numé-
rique et furent d’ailleurs prédites depuis de nombreuses années par Islam et ses collabora-
teurs [68,141]. Cependant, la caractérisation expérimentale de ces ﬂuctuations s’avère être
beaucoup plus complexe. En eﬀet, lors de l’utilisation d’un analyseur de spectre optique
(OSA - Optical Spectrum Analyser), le détecteur est relativement lent comparé au taux
de répétition de la source laser et l’on obtient un spectre moyenné artiﬁciellement sur
plusieurs impulsions similaire à celui présenté dans la Fig. 2.5(c). Par le passé, l’étude
de la stabilité des supercontinua était généralement eﬀectuée de manière qualitative par
une analyse radiofréquence [138,139] mais ne permettait pas une analyse quantitative de
ces ﬂuctuations. C’est en 2007, dans l’étude pionnière de Solli et al. que les ﬂuctuations
du supercontinuum furent, pour la première fois, analysées expérimentalement en temps
réel [142].
2.2.2 Les vagues scélérates optiques
Dans leurs travaux, Solli et ses collaborateurs parvinrent en eﬀet à observer expérimen-
talement les ﬂuctuations au coup par coup au sein des SC optiques [142]. La détection
de ces ﬂuctuations en temps réel fut eﬀectuée par l’utilisation conjointe d’un ﬁltre spec-
tral couplé à une ﬁbre hautement dispersive pour obtenir un étirage du signal tempo-
rel ﬁltré [102, 142]. Nous décrirons plus en détail une adaptation de cette technique de
mesure du spectre en temps-réel [143, 144] dans le chapitre 5. Dans leur approche, les
auteurs utilisèrent un ﬁltre spectral passe-bande aﬁn d’identiﬁer les ﬂuctuations obtenues
dans les grandes longueurs d’onde du supercontinuum. Selon cette méthode, les auteurs
identiﬁèrent des événements de très grandes intensités comparés à la valeur moyenne ob-
tenue par ﬁltrage. Néanmoins, l’occurrence de tels événements fut observée de manière
beaucoup moins rare que cela aurait pu être attendu par la dispersion statistique d’une
distribution aléatoire classique (loi de distribution Normale ou de Poisson par exemple).
De cette manière, les auteurs qualiﬁèrent ces événements extrêmes de “vagues scélérates
optiques” (Optical Rogue Waves) par analogie aux vagues océaniques destructrices appa-
raissant parfois à la surface des océans et présentant une amplitude extrême par rapport
aux conditions de houle moyenne.
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L’aspect statistique de tels événements peut en fait être compris visuellement par le
biais de la Fig. 2.5 extraite de la Ref. [135]. Dans ce cas, on considère les 1000 réalisations
numériques présentées dans la Fig. 2.5(c) dont on ﬁltre spectralement les composantes
de longueurs d’onde supérieures à 1210 nm telles que présentées dans l’insert. De cette
manière, on reconstruit dans la Fig. 2.5(d) l’histogramme correspondant à la puissance
crête maximale de chaque événement ﬁltré dans le bord du spectre. Dans ce cas, très simi-
laire aux observations de la Ref. [142], on parvient à mettre en évidence un histogramme
hautement asymétrique (en forme de “L”) avec une queue lourde montrant l’apparition
relativement fréquente d’événements ﬁltrés de large puissance comparés à la puissance
moyenne. Cet aspect est encore mieux mis en évidence dans l’insert présentant ce même
histogramme selon une échelle logarithmique ainsi que l’ajustement correspondant avec
une distribution de Weibull. Cette distribution asymétrique, tout comme les distributions
de Fréchet ou de Gumbel, sont des modèles bien connus dans leurs applications dans la
théorie des valeurs extrêmes [145,146].
Du point de vue des dynamiques, on peut très nettement diﬀérencier l’évolution
d’un supercontinuum menant à l’obtention d’un événement extrême représenté dans la
Fig. 2.5(a) de celui menant à la détection d’un événement médian, typiquement obtenu
dans la majorité des simulations, et présenté dans la Fig. 2.5(b). Dans ce dernier cas,
on peut remarquer que l’éjection des solitons donne lieu à un décalage fréquentiel par
eﬀet Raman similaire pour tous les solitons. Finalement, on retrouve un spectre relative-
ment “plat” avec peu d’énergie transférée vers les composantes spectrales supérieures à
1210 nm. Dans l’évolution présentée dans la Fig. 2.5(a), on constate au contraire qu’après
environ 16 m de propagation, un soliton va subir une collision avec d’autres solitons se dé-
calant plus lentement vers les grandes longueurs d’onde. Dans ce cas précis, la collision est
constructive et ce dernier absorbe l’énergie des autres solitons. Par conséquent, l’énergie
du soliton ayant subi une collision est très importante de telle sorte que celui-ci subisse un
décalage fréquentiel extrême par eﬀet Raman, en accord avec les Eqs. (1.60) et (2.7). Dans
ce contexte, on retrouve un spectre de sortie avec des lobes d’intensité plus importante
dans les bords du spectres (dû au décalage du soliton aux grandes longueurs d’onde et au
piégeage de l’onde dispersive aux faibles longueurs d’onde) associé à un soliton de forte
intensité (noté RS) largement retardé dans le domaine temporel.
D’après cette observation, il semble clair que la technique de ﬁltrage spectral sélectif
utilisée par Solli semble intéressante pour isoler des solitons de grande puissance subis-
sant un décalage fréquentiel important par eﬀet Raman. On notera ainsi que d’autres
méthodes ont été proposées dans ce sens aﬁn de mesurer l’énergie ﬁltrée d’une réalisation
à une autre [147]. Néanmoins de récentes études ont permis de montrer que les solitons
les plus décalés en fréquence n’étaient pas forcément ceux présentant la plus forte éner-
gie [148]. Ainsi, étant donné que les distributions reconstruites par ces méthodes dépendent
non seulement de la longueur d’onde considérée, mais aussi de largeur du ﬁltre utilisée,
il paraît essentiel de considérer les ﬂuctuations discrètes dans l’intégralité du spectre aﬁn
d’éviter les biais statistiques.
Nous reviendrons plus en détail sur la technique proposée dans le cadre de cette thèse
au cours du chapitre 3, ainsi que sur la validation expérimentale de cette approche abordée
dans le chapitre 5.
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D’après les dynamiques d’évolution présentées précédemment ainsi que les divers tra-
vaux menés par d’autre groupes de recherche [49, 76, 135, 148–153], l’apparition d’événe-
ments extrêmes à la sortie du supercontinuum peut principalement être attribuée à deux
facteurs :
• L’instabilité de modulation associée à une ampliﬁcation du bruit dans un régime
impulsionnel long et menant à l’apparition de structures localisées dans les premières
étapes de la propagation et à une ﬁssion solitonique non déterministe de l’impulsion
initiale.
• L’évolution des solitons éjectés après cette étape dont les dynamiques sont largement
conditionnées par l’étape initiale d’ampliﬁcation du bruit et pouvant donner lieu à
une collision eﬃcace de solitons responsable de la formation d’impulsion(s) possé-
dant une importante puissance crête fortement décalée vers les grandes longueurs
d’onde.
Alors que de récents travaux ont étudiés ces mécanismes de collision solitonique et leur
rôle dans la formation de vagues scélérates optiques [148,152,154–158], nous nous concen-
trerons plus particulièrement sur l’émergence de l’instabilité dans le supercontinuum par
un traitement plus poussé du phénomène d’instabilité de modulation qui sera abordé en
détails dans le chapitre 4 de ce manuscrit.
2.2.3 Liens avec l’hydrodynamique
Un point important souligné par l’observation d’événements extrêmes dans le supercon-
tinuum provient des liens plus ou moins évidents entre ce phénomène vu dans les ﬁbres
optiques et l’apparition de phénomènes similaires dans d’autres systèmes physiques non-
linéaires [159]. L’exemple le plus frappant concerne le cas de l’hydrodynamique et l’ob-
servation de vagues géantes se formant à la surface des océans, ayant ainsi données le
nom initial de vagues scélérates optiques. Pendant de nombreuses années, l’apparition de
vagues scélérates a été considéré comme un mythe rapporté par des marins ayant tendance
à l’hyperbole ou à l’éthylisme. Cependant, la première preuve expérimentale de ce phé-
nomène fut enregistré le 1er janvier 1995 par la plate-forme pétrolière Draupner, qui fut
frappée par une vague solitaire de plus de 25 m, connue depuis comme “la vague du nouvel
an”, alors que la hauteur moyenne des vagues enregistrées par la station de mesure était
de 12 m. On recense ainsi l’observation de nombreux cas similaires rapportés au cours
des dernières décennies tels que le naufrage du MS Munchen en 1978 qui fut attribué à
une vague scélérate ou à l’enregistrement de plusieurs vagues de très grandes amplitudes
(jusqu’à 29 m !) par des embarcations d’exploration scientiﬁque. Historiquement, on peut
aussi relever des traces de représentation de telles vagues géantes depuis plusieurs siècles
avec notamment l’estampe bien connue de Katsushika Hokusai présentée en Fig. 2.6.
Plus récemment, des observations satellites de l’ESA (European Spatial Agency)
ont conﬁrmé la formation de vagues océaniques géantes comparativement aux conditions
de mer décelées dans les environs [160]. En eﬀet, une vague scélérate ne se déﬁnit pas
uniquement par sa forte amplitude mais est relative aux statistiques du système environ-
nant.
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Figure 2.6 – La grande vague de Kanagawa (Kanagawa-oki nami-ura). Estampe japonaise
représentant une vague géante d’environ 15 m par comparaison à la taille estimée
des barques. (Katsushika Hokusai - 1830)
Dans le cas de l’hydrodynamique en eaux profondes, la hauteur des vagues suit en fait
une distribution de Rayleigh [161]. Dans ce contexte, une vague sera généralement déﬁnie
comme étant “scélérate” si sa hauteur est supérieure à plus de deux fois la hauteur signi-
ﬁcative HS de la distribution (SWH - Signiﬁcant Wave Height). La hauteur signiﬁcative
peut elle même être déterminée selon plusieurs approches mais une bonne approximation
consiste à considérer celle-ci comme égale à quatre fois l’écart type de la distribution
(HS = 4σ) [146,162,163].
L’analogie eﬀectuée de manière initiale pour l’attribution du terme de vagues scé-
lérates optiques résidait en fait sur une distribution fortement asymétrique de l’histo-
gramme des événements ﬁltrés, qualitativement équivalent aux distributions statistiques
observées pour les vagues océaniques [146, 162–164]. Néanmoins, d’autres points de si-
militude peuvent être soulevés entre l’optique ﬁbrée et l’hydrodynamique. On peut par
exemple relever que, sous certaines conditions, les vagues en eaux profondes pouvaient être
modélisées selon l’ESNL standard évoluant dans un régime focalisant et dispersif [83]. De
plus, l’instabilité de modulation, à laquelle on se réfère plutôt en hydrodynamique sous le
terme d’instabilité de Benjamin-Feir [165], a été suggérée comme une piste d’explication
pour la formation de vagues scélérates à la surface des océans [166–168]. Dans un contexte
optique, nous avons vu que ce même phénomène est à la base de la phase initiale de la gé-
nération de SC incohérents [49,134,149]. On notera ainsi que, dans le cadre de cette thèse,
ce phénomène et son aspect interdisciplinaire sera étudié plus en détail dans le chapitre 4.
Enﬁn, on notera que l’existence de solitons (dans un cadre légèrement diﬀérent modélisé
par l’équation de Korteweg-De Vries) fut tout d’abord observée expérimentalement dans
un contexte hydrodynamique avec “la vague solitaire” observée sur le Union Canal et
reportée dès 1844 par J. S. Russell [169].
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En revanche, il convient aussi de relever certaines limitations à ces liens entre op-
tique et hydrodynamique [159]. Tout d’abord, la propagation de l’onde se fait de manière
unidimensionnelle dans une ﬁbre optique alors que, à la surface des océans, les paquets
d’ondes se propagent bidimensionnellement [83,162]. De plus, les observations océaniques
ont montrées que les vagues scélérates ne se propageaient pas sur d’importantes distances
mais présentaient plutôt un caractère évanescent avec un vague apparaissant et dispa-
raissant soudainement de manière localisée. Dans le contexte des vagues scélérates vus
dans le supercontinuum, on constate qu’un tel événement est en fait relatif à un soliton
de forte puissance se propageant sur d’importantes distances comparées aux longueurs
d’onde considérées.
Ainsi, il semble préférable dans la suite de décrire ces vagues scélérates optiques comme
des événements extrêmes aﬁn d’éviter les raccourcis faciles entre deux phénomènes de
natures intrinsèquement diﬀérentes, bien que similaires sur de nombreux aspects.
2.3 Inﬂuence de la modélisation du gain Raman par
approximation linéaire
Nous avons pu voir dans la partie précédente que la génération de supercontinuum, et tout
particulièrement l’apparition d’événements extrêmes en son sein, étaient fortement condi-
tionnées par l’eﬀet Raman et le décalage fréquentiel induit sur les solitons au cours de la
propagation. Cependant, dans la littérature, il est parfois admis d’utiliser une approxima-
tion linéaire du gain Raman dans les études numériques visant à simuler les dynamiques
d’évolution d’une impulsion dans une ﬁbre optique non-linéaire.
Dans cette partie, nous présentons de manière anticipée des travaux visant à étudier
sous quelles conditions cette approximation est valable lors de la modélisation numérique
du supercontinuum [170]. Une des principales conclusions est que, pour des conditions ty-
piques de nombreuses expériences, bien que les impulsions d’entrée soient susceptibles de
satisfaire aux critères où l’approximation de gain linéaire est valide, l’évolution ultérieure
et la ﬁssion de l’impulsion initiale peut rapidement conduire à de fortes inexactitudes lors
de l’utilisation du modèle linéaire.
D’un point de vue général, l’eﬀet de la diﬀusion Raman est inclus dans l’ESNL gé-
néralisée à travers la réponse non-linéaire totale donnée par l’Eq. (1.39). Ceci est parti-
culièrement le cas lors de l’étude des supercontinua optiques où les eﬀets induits par la
diﬀusion Raman ont une forte inﬂuence sur l’évolution spectrale et temporelle du champ
au cours de la propagation, ainsi que sur les caractéristiques de celui-ci à la sortie de la
ﬁbre [49]. Cette précision numérique est ainsi essentielle pour de nombreuses applications
telles que dans des contextes de télécommunications [171].
Bien que de nombreuses études numériques relatives au supercontinuum utilisent ef-
fectivement la réponse expérimentale Raman [45] ou une approche analytique de celle-
ci [44,64,172], une approximation linéaire du premier ordre de la réponse Raman a aussi
souvent été utilisée dans des travaux aussi bien théoriques que numériques [12].
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On recense ainsi de nombreuses études basées sur cette approximation ayant permis
une meilleure compréhension d’eﬀets variés mis en jeu lors de la propagation d’une impul-
sion dans la ﬁbre. Au delà de l’étude originale du phénomène d’auto-décalage en fréquence
du soliton [66], cette approximation linéaire a également été appliquée dans le cadre de
la formation de quasi-solitons couplant un soliton idéal de l’ESNL à une “queue Raman”
décrite par une fonction d’Airy [69], dans les interactions soliton-onde dispersive [75], dans
l’étude de nouvelles formes de structures non-linéaires localisées [77] et des phénomènes
de choc optique [173]. Le modèle linéaire de la réponse Raman a également été utilisé dans
des simulations numériques pour fournir d’autres renseignements importants sur l’élar-
gissement spectral non-linéaire dans les ﬁbres. Ces travaux font aussi bien référence aux
premières études des dynamiques de base de l’élargissement spectral ﬁbré [67, 68], qu’à
des études plus récentes relatives aux mécanismes détaillés de la génération de supercon-
tinuum [70–74,76,78].
Alors que la simplicité d’une approche linéaire de la réponse Raman possède des avan-
tages signiﬁcatifs dans des études analytiques, l’objectif de cette partie est de montrer que
son utilisation dans les simulations numériques de génération de SC doit être considérée
avec le plus grand soin et que sa validité doit être examinée au cas par cas aﬁn d’éviter
de mauvaises interprétations.
2.3.1 Approximation linéaire de la réponse Raman et décalage
fréquentiel du soliton
Dans un premier temps, il convient d’examiner les deux approches considérées pour l’in-
clusion de l’eﬀet Raman dans l’ESNL généralisée.
La première et la plus réaliste consiste à utiliser les mesures expérimentales de la
section eﬃcace Raman aﬁn de déterminer la forme fréquentielle de la réponse Raman.
Cette méthode est détaillée dans la partie 1.5.2 et repose sur les données expérimentales
de la Ref. [45] mais des résultats équivalents peuvent être obtenus par des approximations
lorentziennes analytiques de cette réponse temporelle [44, 64, 172]. La réponse spectrale
Im
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obtenue selon cette approche est présentée dans la Fig. 2.7(a) sous la forme
d’une ligne continue. On y retrouve un gain sur une largeur spectrale ﬁnie (∼ 30 THz) et
nous nous référerons par la suite à cette méthode comme la réponse Raman totale.
D’autre part, l’approximation linéaire de la réponse Raman dans le domaine fréquen-
tiel peut être écrite selon h˜R(ω) = 1+ iωB auquel cas B fait alors référence à la pente de
la droite utilisée lors de l’ajustement à la courbe expérimentale. De cette manière, il est
possible de déduire le temps de réponse Raman tel que TR = fRB selon l’approche présen-
tée dans la partie 1.5.2. Dans ce cas, la pente B est généralement déterminée à ω = 0 aﬁn
que TR corresponde au premier moment de hR(t) tel que calculé dans l’Eq. (1.52). Même
s’il convient de noter que l’ajustement linéaire de la courbe expérimentale peut s’eﬀectuer
par d’autres moyens et présente une incertitude intrinsèque [79, 174–176], le résultat gé-
néralement admis est présenté dans la Fig. 2.7(a) sous la forme de traits pointillés. Dans
ce cas, on obtient un temps de réponse TR = 3 fs et on se référera par la suite à cette
méthode selon la réponse Raman linéaire.
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Figure 2.7 – (a) Comparaison des deux formes de la fonction de réponse Raman : la réponse
expérimentale (ligne continue) est adaptée de [45] et la réponse linéaire (ligne
pointillée) est calculée comme expliqué dans le texte. (b) Comparaison du taux de
décalage fréquentiel d’un soliton fondamental (N = 1) en fonction de sa largeur
spectrale selon les deux modèles correspondants : La réponse linéaire approximée
(ligne rouge) et le modèle expérimental tel qu’utilisé classiquement dans l’ESNL
généralisée (ligne noire).
A partir de ces deux approches, il est possible de comparer de quelle manière l’inclu-
sion de l’eﬀet Raman s’eﬀectue dans l’ESNL généralisée. Dans le cas de la réponse Ra-
man totale, l’opérateur non-linéaire est classiquement donné par l’Eq. (1.53) alors qu’en
considérant la réponse Raman linéaire, ce même opérateur se simpliﬁe sous la forme de
l’Eq. (1.54).
Un point intéressant consiste à considérer les limitations de ce modèle linéaire du
Raman lors de l’auto-décalage fréquentiel Raman d’un soliton en fonction de sa largeur
spectrale lors de l’injection dans la ﬁbre. Pour cela, on considère l’évolution d’un soliton
fondamental (N = 1) en ne tenant en compte que d’un paramètre de dispersion constant
β2 = −7.10 × 10−1 ps2 km−1, un paramètre non-linéaire γNL = 10.66 W−1 km−1 et
en négligeant les ordres de dispersion supérieurs ainsi que le terme de choc optique. Ces
paramètres sont typiques d’une ﬁbre PCF hautement non-linéaire présentant une longueur
d’onde de dispersion nulle aux alentours de 1 µm. Dans ces conditions, la Fig. 2.7(b)
présente le taux de décalage fréquentiel du soliton fondamental |dν/dz| en fonction de
sa largeur spectrale initiale. On peut alors voir que le décalage en fréquence prédit par
l’approximation de la réponse Raman linéaire est en bon accord avec le modèle de réponse
Raman total uniquement lorsque la largeur spectrale de l’impulsion est inférieure à 5 THz
(correspondant à une impulsion de durée TFWHM > 60 fs). Lorsque la largeur spectrale
de l’impulsion augmente au delà de ce point, on constate que la déviation entre les deux
approches devient signiﬁcative de telle manière que le taux de décalage fréquentiel soit
surestimé par la réponse Raman linéaire. Nous verrons par la suite que ce facteur est
déterminant et s’impose comme la restriction principale dans l’utilisation du modèle de
réponse Raman linéaire pour l’étude numérique des supercontinua.
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2.3.2 Cas du supercontinuum en régime impulsionnel court
A partir de ces observations, il parait primordial de comparer en détail les résultats obtenus
selon ces deux modèles lors de la génération numérique de SC. Dans ce contexte, nous
portons notre attention sur les dynamiques de propagation dans un régime de dispersion
anormale proche du ZDW où les eﬀets de la diﬀusion Raman jouent un rôle clé aussi
bien dans les étapes initiales de ﬁssion solitonique que dans lors de l’expansion spectrale
ultérieure conditionnée par le décalage fréquentiel du soliton [31,49].
Aussi, nous considérons dans nos simulations les paramètres expérimentaux typiques
du pompage d’une ﬁbre PCF disponible commercialement (SC-5.0-1040) telle que pré-
sentée ci-dessus et comportant une longueur d’onde de dispersion nulle à λD = 1030 nm.
Les impulsions, présentant un proﬁl sech2, sont injectées à une longueur d’onde pompe
λ0 = 1035 nm. A cette longueur d’onde, le paramètre non-linéaire est γNL = 10.66 W−1
km−1 et le terme de choc optique est τshock = 0.55 fs. De plus, les coeﬃcients de dispersion
sont inclus jusqu’à l’ordre 10 tels que : β2 = −7.10 × 10−1 ps2 km−1, β3 = 6.90 × 10−2
ps3 km−1, β4 = −1.02× 10−4 ps4 km−1, β5 = 2.7× 10−7 ps5 km−1, β6 = −8.3× 10−10 ps6
km−1, β7 = 3.0× 10−12 ps7 km−1, β8 = −1.2× 10−14 ps8 km−1, β9 = 6.5× 10−17 ps9 km−1
et β10 = −3.2× 10−20 ps10 km−1.
Pour discuter de la validité du modèle linéaire Raman, nous présentons dans la Fig. 2.8
les résultats de simulations en utilisant des impulsions d’entrée courtes avec des durées
s’étendant sur la gamme 50 fs ≤ TFWHM ≤ 1 ps. Étant donné que la durée de l’impulsion
varie, nous ajustons la puissance crête de façon à maintenir l’ordre du soliton N constant
(N = 5 ou 10). Pour une comparaison signiﬁcative des résultats à partir d’impulsions
d’entrée diﬀérents, on compare les caractéristiques spectrales après une distance de pro-
pagation z = 10LFission où la distance caractéristique de ﬁssion du soliton LFission est
donnée dans l’Eq. (2.2).
Les résultats de la Fig. 2.8 comparent les spectres obtenus avec le modèle linéaire
(rouge), avec le modèle complet (noir). Il est clair que dans tous les cas observés, nous
voyons que le modèle linéaire prédit une largeur spectrale du supercontinuum plus impor-
tante que celle obtenue par le modèle complet et que cet écart augmente avec l’ordre du
soliton N et/ou une durée d’impulsion plus faible. Il est cependant intéressant de noter
que, pour les résultats obtenus avec N = 5, on constate un bon accord qualitatif entre les
spectres prédits par les deux modèles, notamment pour une durée d’impulsion de 1 ps où
l’on peut observer un très bon accord quantitatif. Au contraire, lorsque l’ordre du soliton
augmente (N = 10), la correspondance spectrale diminue quantitativement pour une im-
pulsion de durée 1 ps jusqu’à l’obtention, pour des impulsions plus courtes, d’importantes
variations qualitatives.
Ces observations peuvent facilement s’expliquer par le fait que le modèle linéaire n’im-
pose pas de limite à la largeur de la bande de gain Raman qui conduit à un taux sures-
timé de l’auto-décalage en fréquence des solitons dont la largeur spectrale est supérieure
à 13 THz (pic de la bande de gain Raman). Plus spéciﬁquement, cette variation dans le
spectre ﬁnal entre les deux modèles est principalement due aux diﬀérentes dynamiques
de propagation du premier soliton éjecté lors de la ﬁssion de l’impulsion initiale. D’après
la Fig. 2.7(b), nous avons pu voir que le modèle de réponse Raman linéaire proposait
une bonne approximation des dynamiques de décalage d’un soliton fondamental vers les
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Figure 2.8 – Comparaison des spectres de sortie pour diﬀérents paramètres de l’impulsion
d’entrée en utilisant le modèle de réponse Raman réaliste (noir) et le modèle li-
néaire (rouge) dans les simulations numériques. La distance de propagation dans
chaque cas est z = 10LFission. Les paramètres dimensionnels sont les suivants :
(i) P0 = 5.2 W, z = 900 m ; (ii) P0 = 129.4 W, z = 36 m ; (iii) P0 = 2.07 kW,
z = 2, 26 m ; (iv) P0 = 20.7 W, z = 450 m ; (v) P0 = 517.5 W, z = 18 m ; (vi)
P0 = 8.28 kW, z = 1, 13 m
basses fréquences si sa durée correspond à TFWHM > 60 fs. D’autre part, il est aisé de
voir, en considérant les prédictions des Eqs. (2.4)-(2.5), que la durée du premier soliton
éjecté après ﬁssion de l’impulsion initiale (n = 1) est égale à T1 = T0/(2N −1) [48]. Ainsi,
en supposant une impulsion initiale possédant un proﬁl de type sécante hyperbolique,
les dynamiques de propagation du premier soliton éjecté seront reproduites convenable-
ment par l’approximation de la réponse Raman linéaire si l’impulsion initiale satisfait à
la condition :
TFWHM
2N − 1 > 60 fs (2.9)
L’Eq. (2.9) apporte ainsi un critère commode pour décrire le régime de validité de
l’approche linéaire de la réponse Raman pour modéliser les dynamiques d’évolution de
l’impulsion initiale en fonction de sa durée TFWHM et de son ordre solitonique équivalent
N . Toutefois, nous soulignons qu’une telle analyse n’est applicable que dans le régime
dit “cohérent” correspondant à la génération d’un supercontinuum à partir d’impulsions
relativement courtes où les solitons sont éjectées de manière ordonnée. Dans ce cas, le
premier soliton éjecté possède la durée la plus faible (T1 < Tn>1) et subit le plus important
décalage fréquentiel vers les grandes longueurs d’onde.
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Pour une meilleure compréhension du phénomène, il est instructif d’examiner plus en
détail le cas où l’on observe un désaccord signiﬁcatif entre les résultats du modèle Raman
linéaire et total. Dans ce but, la Fig. 2.9 compare les simulations issues de ces deux modèles
pour le cas d’une impulsion d’entrée de 50 fs possédant un ordre solitoniqueN = 10 tel que
présenté dans la Fig. 2.8(vi). Dans ce cas, nous suivons dans les Figs. 2.9(a-b) l’évolution
dynamique du spectre sur une distance de z = 20LFission ainsi que les proﬁls temporels
de sortie correspondant vus dans l’insert du haut.
Pour gagner en clarté dans l’interprétation des dynamiques, la Fig. 2.9(c) propose
aussi une comparaison du spectrogramme de sortie du champ obtenu selon chacun des
modèles étudiés. Celui-ci, aussi appelé “trace FROG” (Frequency Resolved Optical Ga-
ting), présente en fait la dépendance temporelle du spectre de sortie I˜(ω, τ) reconstruit
dans une représentation en 2D selon [177–180] :
I˜(ω, τ) =
∣∣∣∣∫ +∞−∞ E(t)g(t− τ)eiωtdt
∣∣∣∣2 (2.10)
Dans l’Eq. (2.10), le champ de sortie étudié est donné par E(t) et la reconstruction
du spectrogramme est assurée en faisant varier le retard temporel τ d’une fonction porte
g(t) [180].
Figure 2.9 – Dynamiques de propagation et caractéristiques de sortie obtenues par simulations
numériques en utilisant le modèle linéaire du Raman (a) et la réponse Raman
totale (b). L’impulsion d’entrée est injectée à λ0 = 1035 nm avec une durée de
50 fs tel que N = 10 . On retrouve dans la partie basse les dynamiques d’évolution
spectrale (en bas) et le proﬁl de sortie temporelle pour une distance de propagation
de z = 20LFission (en haut). (c) Comparaison des spectrogrammes de sortie,
calculés en utilisant une fonction porte de 200 fs, pour les deux approches de
réponse Raman correspondantes.
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En considérant les résultats illustrés dans la Fig. 2.9, on peut observer de nettes
diﬀérences physiques entre les caractéristiques du champ prédit à partir des diﬀérents
modèles telles que l’obtention d’un spectre ﬁnal plus large prévu par le modèle linéaire.
Au delà de cette observation triviale, la diﬀérence la plus notable provient d’une variation
qualitative du spectre ﬁnal obtenu. En eﬀet, tandis que le modèle Raman total prédit
une étendue spectrale d’intensité équivalente des deux côtés de la ZDW pour le spectre
de sortie, le spectre correspondant prévu par le modèle linéaire est presque entièrement
localisé dans le régime de dispersion anormale (λ > 1030 nm).
Quand on inspecte l’évolution spectrale dans le cadre du modèle linéaire présenté en
Fig. 2.9(a), on peut observer que l’énergie initialement présente dans la région spectrale
de dispersion normale est signiﬁcativement appauvrie au cours de la propagation. Nous
attribuons ce comportement à deux eﬀets principaux :
• Le phénomène d’intermodulation de phase agissant entre le soliton décalé en fré-
quence et l’onde dispersive et qui permet le chevauchement temporel de ces compo-
santes sur la totalité de la propagation [172,181].
• L’absence de limitation de la largeur spectrale du gain Raman dans le modèle linéaire
permettant ainsi à l’onde dispersive (en régime de dispersion normale) d’agir comme
une pompe Raman pour les composantes spectrales situées en régime de dispersion
anormale et proposant un chevauchement temporel. Ce dernier résulte en une perte
continue de l’énergie des composantes associées à l’onde dispersive.
Dans ce contexte, il convient de noter que, malgré la faible amplitude de l’onde dis-
persive, le gain Raman augmente linéairement et de manière signiﬁcative sur un intervalle
d’environ 170 THz entre les bords du spectre. De plus, le transfert d’énergie de l’onde
dispersive vers le soliton augmente ainsi le taux d’auto-décalage en fréquence de celui-ci
pour mener à une surestimation de l’étendue ﬁnale du spectre aux grandes longueurs
d’onde.
D’autre part, on peut également remarquer la forme très particulière du proﬁl temporel
de la Fig. 2.9(a) prédit par le modèle linéaire. Comme on le voit dans le spectrogramme
correspondant, le proﬁl d’intensité est constitué de deux pics distincts (notés “A” et
“B” dans la ﬁgure), dont chacun est associé à un socle étendu de faible amplitude sur
son bord d’attaque. En fait, cette structure est une solution analytique bien connue de
l’ESNL standard en y incluant un terme de gain Raman linéaire dans la contribution non-
linéaire (Eq. (1.54) avec τshock = 0). Cette solution se compose d’un état quasi-solitonique
composé d’une impulsion sécante hyperbolique couplée à un socle étendu [69] qui n’est
pas observée dans le proﬁl temporel prédit par le modèle Raman total tel que vu dans la
Fig. 2.9(b).
Il convient de noter que des simulations numériques eﬀectuées sur une plus grande
plage de paramètres conﬁrment la condition d’acceptation du modèle Raman linéaire
décrite précédemment comme une approximation suﬃsamment précise pour une modéli-
sation numérique eﬃcace des SC. A savoir que le soliton éjecté le premier lors de la ﬁssion
de l’impulsion initiale doit présenter une bande passante inférieure à 5 THz. D’autre part,
il est important de relever que les diﬀérences des dynamiques de propagation entre les
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deux modèles inﬂuencent aussi dramatiquement le processus de ﬁssion solitonique lorsque
celui-ci est principalement initié par l’eﬀet Raman.
C’est notamment le cas lors d’un pompage optique situé suﬃsamment loin de la lon-
gueur d’onde de dispersion nulle de la ﬁbre. En eﬀet, le fait que la modélisation linéaire
du Raman admette des solutions quasi-solitoniques induit un nombre réduit de solitons
éjectés à une distance de propagation donnée par comparaison au modèle Raman total.
2.3.3 Cas du supercontinuum en régime d’impulsions longues
Les résultats ci-dessus mettent clairement en lumière les diﬀérentes dynamiques observées
par l’utilisation des deux modèles considérés pour décrire la réponse Raman. Dans ce cas,
nous avons soigneusement vériﬁé que, pour les paramètres utilisés, l’eﬀet du bruit était
négligeable sur les résultats obtenus peu importe le modèle choisi. Néanmoins, lorsque la
durée de l’impulsion initiale augmente, nous avons pu voir dans la partie 2.2 que le super-
continuum pouvait être considéré comme incohérent étant donné sa forte susceptibilité à
l’obtention de larges ﬂuctuations du spectre ﬁnal selon le germe de bruit initial utilisé.
Dans cette partie, nous étudions l’inﬂuence des modèles linéaire et totale de la réponse
Raman dans la génération stochastique de SC dans un régime d’excitation basé sur des
impulsions “longues”.
Pour cela, nos simulations utilisent les paramètres de la ﬁbre présentée ci-dessus, mais
avec une impulsion de durée TFWHM = 4 ps injectée à 1035 nm avec une puissance crête
de 150 W. Dans ce cas, nous sommes dans un régime où l’ordre solitonique équivalent
est élevé (N ∼ 107) avec des dynamiques de propagation censées mener à d’importantes
ﬂuctuations spectrales et temporelles entre chaque réalisation. On notera que pour chaque
réalisation, on utilisera un bruit discret possédant une amplitude spectrale constante d’un
photon par mode et comportant une phase aléatoire (cf. partie 1.7).
Aussi, nous présentons dans la Fig. 2.10 une comparaison des résultats de simulations
issues des deux modèles de gain Raman en superposant les résultats de 1000 réalisations
provenant de bruits initiaux diﬀérents (gris) ainsi que le spectre moyen calculé sur cet
ensemble (ligne noire). Aﬁn de permettre une comparaison signiﬁcative des spectres ob-
tenus, nous calculons ceux-ci à une distance de propagation ﬁxe de 15 m (a) et pour un
élargissement du spectre moyen aux grandes longueurs d’onde d’environ 200 nm à un
niveau de −20 dB par rapport à l’intensité résiduelle de la pompe (b). Étant donné que
la bande passante du gain Raman n’est pas limitée dans le modèle linéaire, ce niveau
d’élargissement spectral est obtenu à seulement 11 m alors que, en considérant le modèle
Raman total, l’obtention d’une largeur spectrale similaire requiert une propagation de
l’impulsion sur 25 m.
La Fig. 2.10 met en lumière plusieurs caractéristiques importantes. Tout d’abord, on
peut remarquer que les deux modèles présentent d’importantes ﬂuctuations stochastiques
d’une réalisation à une autre. De plus, bien que non représenté dans cette ﬁgure, le degré
de cohérence spectrale donné par l’Eq. (2.8) est, dans les deux cas, proche de zéro aux
longueurs d’onde éloignées de la pompe [49,140,182–184]. Cette observation est importante
car elle conﬁrme notamment que les ﬂuctuations du SC peuvent être observées quel que
soit le modèle de réponse Raman utilisé.
D’autre part, les diﬀérences très importantes de la largeur spectrale du supercontinuum
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Figure 2.10 – Spectres de sortie issus de simulations stochastiques (gris) et moyennés (noir)
pour une impulsion de 4 ps injectée à 1035 nm avec une puissance crête P0 =
150 W tel que N ∼ 170. Les résultats de simulations basées sur les modèles de
gain Raman linéaire et de gain Raman réaliste (Raman total) sont comparés à
distance de propagation ﬁxe de 15 m (a) et pour un élargissement du spectre
moyen aux grandes longueurs d’onde d’environ 200 nm à un niveau de −20 dB
par rapport à l’intensité résiduelle de la pompe (b).
obtenu à distance de propagation ﬁxe suggère que, pour un accord quantitatif avec les
résultats expérimentaux, ce régime se devra d’être modélisé à partir de la réponse Raman
totale étant donné la surestimation de l’élargissement spectral par l’approximation linéaire
du Raman. Ce point se doit d’être relevé car il peut largement biaiser les observations faites
numériquement, principalement lors de la comparaison d’expériences et de simulations
numériques visant à quantiﬁer les ﬂuctuations d’un supercontinuum incohérent à une
longueur d’onde particulière par ﬁltrage spectral [142,148,185].
En s’intéressant plus particulièrement aux dynamiques d’évolution, il est important
de relever que des diﬀérences signiﬁcatives peuvent être observées même dans ce régime
d’impulsion longue où l’ordre solitonique équivalent à l’impulsion initiale est élevé. Dans
ce cas, la diﬀusion Raman a une inﬂuence importante sur les dynamiques des solitons dans
l’émergence du supercontinuum qui est associé au phénomène d’instabilité de modulation
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spontanée vu précédemment [149].
En eﬀet, bien que l’on n’observe pas une ﬁssion solitonique déterministe dans ce régime
d’impulsion longue, des impulsions localisées apparaissent sur l’enveloppe de l’impulsion
par ampliﬁcation du bruit initial et sont suﬃsamment courtes pour que l’on observe
des diﬀérences notables entre les deux modèles de réponse Raman. Ces variations de
dynamiques sont d’autant plus importantes que ces impulsions localisées évoluent par la
suite en solitons subissant à leur tour un auto-décalage en fréquence.
De plus, lorsque l’on considère un tel régime menant à la formation de multiples so-
litons, la largeur spectrale inﬁnie du gain Raman considéré dans l’approximation linéaire
peut aussi faciliter des transferts d’énergie entre des composantes spectrales se chevau-
chant d’un point de vue temporel. Dans ce cas, on observe alors un plus faible nombre
de solitons émergents possédant une énergie propre plus importante et subissant donc un
décalage en fréquence plus important. Ceci résulte en un spectre possédant une étendue
largement surestimée dans la région spectrale des grandes longueurs d’onde associé à une
énergie sous-estimée dans la région spectrale des faibles longueurs d’onde tel que cela peut
être vu dans la Fig. 2.10. Un tel échange artiﬁciel d’énergie est typiquement observé dans
des interactions soliton-soliton, soliton-onde dispersive et/ou soliton-pompe résiduelle.
D’autre part, il convient de noter que la cohérence moyenne du spectre résultant, et
donc les ﬂuctuations spectrales dans leur globalité, pâtissent elles aussi de cette approxi-
mation linéaire de la réponse Raman. En eﬀet, bien que ces considérations ne soient pas
explicitées en détail dans cette thèse, des simulations ont montré que l’utilisation de ce
modèle Raman induisait une perte artiﬁcielle de la cohérence moyenne du supercontinuum
dans un régime intermédiaire où celui-ci présentait un degré de cohérence partiel [49,170].
Au regard de ces conclusions, il est clair qu’une telle approximation n’est pas adaptée
pour une étude numérique précise des instabilités au sein des SC incohérents. Ainsi, dans
les chapitres suivants de ce manuscrit, on utilisera systématiquement une approche de
gain Raman complet aﬁn d’éviter les désagréments décrits précédemment.
2.3.4 Exemple d’artefact numérique : Eﬀondrement solitonique
Enﬁn, dans cette partie, nous décrivons une forme particulière d’artefact numérique pou-
vant conduire à un eﬀondrement spectaculaire des impulsions lors de l’utilisation du mo-
dèle Raman linéaire dans les simulations. Dans notre cas, nous faisons référence à ce
processus d’eﬀondrement comme à un artefact étant donné que son apparition dans les si-
mulations implique des paramètres de discrétisation numérique particulièrement pauvres.
Néanmoins, il n’est pas impossible que certaines conditions physiques puissent aussi pro-
duire un comportement similaire menant à des phénomènes d’intermittence et d’instabi-
lité [151].
Ce processus d’eﬀondrement est lié à une perte importante de l’énergie des solitons
éjectés lors de la ﬁssion de l’impulsion initiale. Aussi, on considère le cas d’un superconti-
nuum cohérent généré numériquement à partir des paramètres utilisés dans la Fig. 2.9(a)
(impulsion de 50 fs injectée à 1035 nm avec N = 10), mais avec une résolution plus faible
de la grille temporelle de calcul. Cet exemple est illustré dans la Fig. 2.11 où l’on présente
les résultats obtenus en réduisant la résolution temporelle de moitié par rapport aux pa-
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ramètres de simulation de la Fig. 2.9 tout en conservant la même étendue temporelle de la
fenêtre temporelle (la résolution est alors de ∆τ = 2.93 fs/point au lieu de 1.46 fs/point).
Bien que selon cette approche, l’étendue de la fenêtre spectrale équivalente soit évi-
dement réduite de moitié (∼ 650− 2500 nm), celle ci s’étend néanmoins sur une largeur
suﬃsante pour une modélisation correcte de toutes les composantes spectrales. Ce détail
a toute son importance puisqu’il conﬁrme que les limites de la fenêtre spectrale considérée
ne jouent pas un rôle signiﬁcatif dans cet artefact numérique qui est principalement dû à
discrétisation inappropriée de la fenêtre temporelle.
Figure 2.11 – Simulation des dynamiques de propagation présentant un eﬀondrement du so-
liton observé avec le modèle de gain Raman linéaire. (a) Évolution de l’énergie
du soliton en fonction de la distance. (b) Évolution du proﬁl temporel du soli-
ton dans un repère mobile se déplaçant à la vitesse du soliton. (c-d) Spectro-
grammes de sortie calculés en utilisant une fonction porte de 200 fs avant (c)
et après l’eﬀondrement solitonique (d), correspondant respectivement à des dis-
tances z = 16LFission et z = 20LFission. Les paramètres de l’impulsion initiale
sont les mêmes que ceux présentés dans la Fig. 2.9
La Fig. 2.11(a) illustre l’évolution de l’énergie du soliton premier éjecté par la ﬁssion
de l’impulsion initiale. L’énergie reste alors quasiment constante lors de la propagation
jusqu’à une distance d’environ z = 17LFission, en bon accord avec les prédictions théo-
riques. Cependant, au delà de ce point, le soliton subit une importante perte d’énergie
associée à un eﬀondrement soudain du soliton dans le domaine temporel tel que présenté
dans la Fig. 2.11(b).
Lors de l’inspection détaillée des spectrogrammes vus dans la Fig. 2.11(c), il est in-
téressant de noter que, durant l’eﬀondrement du soliton, l’énergie perdue par celui-ci est
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en fait transférée au voisinage de l’onde dispersive correspondante située dans la région
spectrale de dispersion normale.
D’après nos observations, il semblerait que cet eﬀondrement du soliton soit associé à
l’interaction entre la bande de gain Raman inﬁnie obtenue par l’approximation linéaire
et une résolution temporelle insuﬃsante dans la grille de calcul. Plus précisément, de
vastes simulations numériques pour un large éventail de paramètres d’entrée montrent
que l’eﬀondrement se produit lorsque le proﬁl d’intensité du soliton est associé avec des
éléments du champ dont la séparation présente des caractéristiques spectrales supérieures
à la fréquence de Nyquist (νNyquist = 1/2∆τ) de la grille de simulation. Cette situa-
tion se produit généralement lorsque deux composantes spectrales, dont la fréquence de
séparation est supérieure à la fréquence de Nyquist, se chevauchent temporellement.
Par exemple, dans le cas particulier représenté en Fig. 2.11, la séparation fréquentielle
du soliton et de l’onde dispersive correspondante est d’environ 171 THz alors que la
fréquence de Nyquist de la grille de simulation est de 170 THz. En eﬀet, lorsque la largeur
spectrale illimitée du gain Raman est utilisée dans des conditions violant ce “critère de
Nyquist”, on observe un phénomène de crénelage (aliasing) non négligeable de la réponse
Raman pouvant mener à un tel artefact numérique. Ce phénomène n’a pas été observé en
utilisant le modèle Raman total (possédant un gain limité en bande passante). Néanmoins,
il est évident que d’autres types d’instabilités numériques peuvent être obtenus, dans ce
cas, lors de l’utilisation de grilles de calcul numérique insuﬃsamment discrétisées [31,49].
D’une manière générale, on retiendra que, lors d’une discrétisation correcte de la fe-
nêtre temporelle de calcul, c’est lorsque les composantes spectrales du continuum en déve-
loppement possèdent une largeur supérieure à la bande passante du gain Raman que des
diﬀérences signiﬁcatives apparaissent entre les deux modèles. Ainsi, il conviendra d’exami-
ner attentivement chaque cas particulier bien qu’une règle générale consiste à interpréter
les résultats numériques obtenus à partir du modèle Raman linéaire avec une très grande
prudence.
2.4 Conclusions
Dans ce chapitre, nous avons abordé le processus de génération de supercontinuum dans
les ﬁbres optiques de manière succincte. Aussi, les diﬀérents mécanismes complexes mis
en jeu lors de l’élargissement du spectre ont été traités et nous avons pu voir que la
nature du SC dépendait fortement du régime d’excitation considéré. En eﬀet, il convient
de séparer les supercontinua générés à partir d’une impulsion courte, reposant sur des
mécanismes déterministes et proposant une excellente stabilité, et le supercontinuum dit
incohérent par l’aspect instable des mécanismes inhérents à l’élargissement spectral. Dans
ce cas, le supercontinuum est généré à partir d’une impulsion longue ou en régime quasi-
continu et mène généralement à de larges ﬂuctuations d’une réalisation à une autre. Dans
ce contexte, nous avons vu que de telles instabilités dans le spectre du supercontinuum
pouvaient mener à la formation d’événements extrêmes, historiquement qualiﬁés de vagues
scélérates optiques.
Cet aspect interdisciplinaire entre l’optique et l’hydrodynamique est toujours en débat
dans la communauté scientiﬁque. En eﬀet, bien que les propriétés des vagues scélérates
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optiques et hydrodynamiques soient qualitativement diﬀérentes, nous verrons dans le cha-
pitre 4 que de nombreux liens restent à établir entre ces deux disciplines.
Dans la dernière partie de ce chapitre, nous avons également étudié les eﬀets de l’ap-
proximation linéaire de la réponse Raman parfois utilisée dans la littérature lors de l’évo-
lution d’une impulsion dans une ﬁbre optique non-linéaire. Ainsi, nous avons pu mettre
en évidence les limitations d’une telle approche pour la modélisation numérique du su-
percontinuum dont la validité expérimentale se doit d’être vériﬁée au cas par cas.
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Chapitre 3
Les événements extrêmes et les
statistiques du supercontinuum
Dans le chapitre précédent, nous avons pu voir que les instabilités inhérentes à la généra-
tion de supercontinua incohérents pouvaient mener à de larges ﬂuctuations au coup par
coup dans le spectre de sortie. Depuis les travaux de Solli et al. [142], les propriétés du
bruit dans le supercontinuum optique ont été au centre d’intenses recherches [31]. D’une
part à travers les besoins croissants de sources optiques large bande pour des applications
de métrologie, mais aussi dans le contexte fondamental d’une meilleure compréhension de
ces instabilités et de leurs liens avec d’autres systèmes non-linéaires.
Les propriétés des ﬂuctuations au sein du supercontinuum optique ont été initialement
étudiées expérimentalement à travers des techniques basées sur des mesures de cohérence
ou de radio-fréquence. Néanmoins, la mesure directe des histogrammes d’intensité spec-
trale à une longueur d’onde particulière s’est révélée être une technique puissante pour
l’observation de statistiques extrêmes au niveau des larges longueurs d’onde. Ces ob-
servations ont permis une vériﬁcation statistique des observations pionnières d’Islam et
al., prédisant l’apparition de solitons de hautes intensités “statistiquement rares” dans
les grandes longueurs d’onde du spectre du SC [141]. Depuis, de nombreuses études ont
été menées sur ce sujet en considérant les liens intrigants entre ces événements extrêmes
dans les supercontinua et les vagues scélérates observées dans le contexte de l’hydrodyna-
mique [159]. Aussi, la description statistique de ce phénomène dans le contexte optique a
été essentiellement abordé en considérant les outils utilisés pour la caractérisation d’évé-
nements extrêmes en hydrodynamique [162]. D’autre part, de récentes études ont mis en
avant que l’analyse statistique de ces phénomènes était relativement subtile. En eﬀet, Er-
kintalo et al. ont récemment montré que les événements d’intensités les plus importantes
n’étaient pas systématiquement rencontrés dans l’épaule des larges longueurs d’onde du
spectre et que le ﬁltrage spectral pouvait modiﬁer l’observation objective des statistiques
extrêmes dans le supercontinuum [148]. Ainsi, l’utilisation d’histogrammes pour l’analyse
du bruit dans le supercontinuum est certainement utile pour identiﬁer des régimes où
des statistiques similaires aux vagues scélérates peuvent être observées. Néanmoins, cette
approche se révèle généralement purement qualitative. Dans ce contexte, il semble néces-
saire d’introduire des éléments de mesure permettant une comparaison quantitative des
résultats expérimentaux et numériques lorsque de larges ensembles de données sont mis
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en cause.
Dans ce chapitre, nous proposons de décrire quantitativement les propriétés statis-
tiques des ﬂuctuations des sources supercontinuum par le biais des moments centrés
d’ordres supérieurs (MCOS). Nous verrons qu’au-delà de l’aspect universel de cette des-
cription [146], l’utilisation des MCOS permet de mesurer qualitativement l’importance des
ﬂuctuations spectrales dans le supercontinuum ainsi que de déﬁnir des régions du spectre
où la probabilité d’occurrence d’événements extrêmes est largement supérieure à celle
attendue pour une distribution gaussienne [186]. Dans une seconde partie, nous verrons
comment l’utilisation appropriée de ces ﬂuctuations peut être à la base d’une source d’aléa
polyvalente [187]. Ainsi, nous montrerons que le bruit spectral des supercontinua inco-
hérents permet la génération d’une large variété de marches aléatoires (marche aléatoire
idéale, gaussienne, vols de Lévy). De plus, nous apporterons une preuve de principe mon-
trant que ces ﬂuctuations peuvent aussi être utilisées pour générer des nombres aléatoires
à une longueur d’onde quelconque dans le spectre du SC.
3.1 Description statistique des supercontinua
Aﬁn d’apprécier l’utilité de la description statistique des SC via les moments centrés
d’ordres supérieurs, nous utilisons des simulations numériques pour générer un ensemble
de SC dans un contexte où l’on observe des ﬂuctuations signiﬁcatives entre chaque réali-
sation de cet ensemble. Nos simulations utilisent ici une intégration de l’ESNL généralisée
initiée par un bruit spectral d’amplitude constante ayant montré par le passé une excel-
lente correspondance avec les résultats expérimentaux [49,188]. Le modèle de bruit utilise
l’ajout, pour chaque mode spectral discret, d’un photon (amplitude constante) compor-
tant une phase aléatoire. Il convient néanmoins de noter que, dans ce contexte, le modèle
de bruit utilisé n’a pas une importance signiﬁcative et que des résultats qualitativement
équivalents pouvaient être obtenus à partir d’autres types de modélisation du bruit ini-
tial [109].
Dans nos simulations, nous modélisons la génération de SC via une ﬁbre à cristaux
photoniques (PCF) en silice comportant une structure hexagonale (pitch de ∆ = 3.6 µm
et taille relative des trous de 0.52) pour des paramètres expérimentaux typiques de géné-
ration de SC par pompage à 1064 nm. Dans ce cas, on retrouve une longueur d’onde de
dispersion nulle à 1054 nm et, à la longueur d’onde injectée (λ0 = 1064 nm), la dispersion
de vitesse de groupe est β2 = −1.1434 ps2 km−1, et le coeﬃcient de non-linéarité est
donné par γNL = 10 W−1 km−1. D’autre part, nos simulations incluent les paramètres de
dispersion d’ordres supérieurs directement par l’inclusion de la courbe de dispersion du
proﬁl de la ﬁbre tels que les paramètres équivalents soient β3 = 7.03 × 10−2 ps3 km−1,
β4 = −1.10 × 10−4 ps4 km−1, β5 = 3.07 × 10−7 ps5 km−1. L’impulsion injectée a un proﬁl
de type sécante hyperbolique d’une durée de 300 fs (FWHM) et de puissance crête 20 kW.
Dans ce cas, l’expansion spectrale initiale et la brisure solitonique qui s’ensuit est alors
dominée par le phénomène d’instabilité de modulation [49,119,189].
Nous générons alors un ensemble de 1000 réalisations en utilisant, pour chacune de
celles-ci, les mêmes paramètres à l’exception de bruits initiaux diﬀérents dus à une ﬂuc-
tuation aléatoire de la phase initiale de chaque composante spectrale. Les résultats issus
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de ces simulations sont présentés dans la Fig. 3.1.
Figure 3.1 – (a) Intensités spectrales obtenues pour 1000 réalisations (lignes grises) et spectre
moyen (ligne noire) montrant de larges ﬂuctuations dans le supercontinuum ob-
tenu après 50 cm de propagation. La partie supérieure montre la cohérence spec-
trale du premier ordre du SC calculée à partir de l’Eq. (2.8). (b) Histogrammes
de la distribution des énergies obtenus par ﬁltrage spectral considérant un ﬁltre
de largeur ∆λ = 10 nm pour les 3 longueurs d’onde étudiées.
Nous pouvons alors noter dans la Fig. 3.1(a), de très larges ﬂuctuations dans les
spectres issus de chaque réalisation (lignes grises) comparés au spectre moyen (ligne
noire). Une approche classique pour caractériser l’ampleur de ces ﬂuctuations consiste
à calculer le degré de cohérence spectrale du supercontinuum
∣∣∣g(1)12 (ω)∣∣∣ pour un ensemble
de réalisations tel que donné dans l’Eq. (2.8) [140]. Celui-ci est présenté dans la partie
supérieure de la Fig. 3.1(a). On remarque que pour nos simulations, nous obtenons un
spectre quasiment incohérent propre à la présence d’un bruit important (
∣∣∣g(1)12 (ω)∣∣∣ ≈ 0)
à l’exception des longueurs d’onde proches de la pompe. Étant donné que cette mesure
est largement sensible à la phase, celle-ci ne permet pas l’accès à la distribution en inten-
sité des composantes spectrales considérées. On notera également que de récentes études
ont aussi montré l’utilisation du second ordre de cohérence comme indice de mesure des
ﬂuctuations spectrales [183,184]. Bien que celui-ci permette l’obtention de nouvelles infor-
mations sur le bruit spectral, on ne retrouve pas d’apports notables quant à la distribution
statistique des intensités spectrales.
Pour remédier à cela, une approche consiste généralement à ﬁltrer le spectre à certaines
longueurs d’onde d’intérêts aﬁn de reconstituer les histogrammes de l’intensité (ou de
l’énergie) ﬁltrée pour chaque réalisation. Ces résultats sont présentés dans la Fig. 3.1(b)
où l’on reconstitue les histogrammes des énergies ﬁltrées, et intégrées sur toute l’étendue
temporelle de chaque réalisation, à respectivement 1350 nm, 1400 nm et 1550 nm. Dans
ce cas, on peut clairement observer une déstabilisation progressive de la statistique d’un
faible bruit de distribution quasi-gaussienne vers une distribution asymétrique avec une
longue queue, alors que l’on s’éloigne de la longueur d’onde de la pompe.
Cette approche met clairement en avant la dépendance fréquentielle de la distribution
statistique des ﬂuctuations d’intensité mais reste néanmoins une approche principalement
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qualitative.
Ainsi, bien que l’on puisse voir une distribution hautement asymétrique et fortement
étendue avec la présence d’événements extrêmes à 1550 nm (typique de la présence de
solitons de fortes intensités décalés par eﬀet Raman dans le bord du spectre), l’importance
statistique de cette formation d’événements extrêmes est diﬃcile à mettre en lumière de
manière quantitative par le biais des histogrammes. De plus, la sélection des longueurs
d’onde d’intérêts et de la largeur spectrale considérée pour le ﬁltrage spectral s’avère être
extrêmement subjective et peut mener à des observations biaisées. On notera que, dans
le cadre des histogrammes présentés dans la Fig. 3.1(b), on utilise une largeur de ﬁltre de
∆λ = 10 nm. Cependant, des analyses eﬀectuées pour des ﬁltrages spectralement plus ou
moins ﬁns ont révélés des caractéristiques similaires.
D’après ces observations, il parait alors nécessaire d’utiliser une approche statistique
rigoureuse et interdisciplinaire en complément de la vision qualitative apportée par les
histogrammes et le calcul du degré de cohérence.
3.1.1 Moments centrés d’ordres supérieurs
Pour cela, il convient d’introduire la notion de moments centrés d’ordres supérieurs uti-
lisés dans l’étude de distributions probabilistes [190, 191] dont le calcul est donné dans
l’Eq. (3.1). Aussi, dans le cadre d’une variable aléatoire réelle X, on obtient :
µn = 〈(X − 〈X〉)n〉 (3.1)
où n fait référence à l’ordre du moment centré. Ainsi, au-delà des descriptions clas-
siques couramment utilisées pour déﬁnir une distribution (telles la moyenne 〈X〉 et l’éten-
due des ﬂuctuations via la variance σ2 = µ2), d’autres variables peuvent être utilisées
pour déterminer la forme d’une distribution statistique de manière plus précise. Ainsi,
pour déﬁnir la dispersion de la variable aléatoire, on peut normaliser sa variance par rap-
port à la valeur moyenne de celle-ci sous la forme du coeﬃcient de variation Cv donné
par l’Eq. (3.2) :
Cv =
σ
〈X〉 (3.2)
D’un point de vue physique, le coeﬃcient de variation Cv correspond en fait à un
équivalent du rapport signal sur bruit. D’une manière similaire, on introduit la notion de
moments centrés réduits avec le coeﬃcient de dissymétrie γ, déﬁni selon l’Eq. (3.3) :
γ =
µ3
σ3
(3.3)
Aussi un coeﬃcient de dissymétrie négatif tel que γ < 0 possède une queue étalée
vers la gauche, alors qu’une valeur positive de ce coeﬃcient mènera à une distribution
dont la queue sera étalée vers la droite. Une distribution positivement dissymétrique
(γ > 0) est typiquement celle attendue pour une distribution comportant des variables
aléatoires “rares” de grandes amplitudes comparées à la valeur moyenne. Au contraire,
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une distribution symétrique telle qu’une distribution normale s’accompagne d’une valeur
de coeﬃcient nul (γ = 0).
Finalement, et aﬁn de déﬁnir la probabilité d’occurrence d’un événement extrême
(extrêmement faible ou fort), on peut déﬁnir le coeﬃcient d’aplatissement (ou “kurtosis”)
κ de la distribution donnée par l’Eq. (3.4) :
κ =
µ4
σ4
− 3 (3.4)
Selon cette déﬁnition, le coeﬃcient est normalisé de manière à ce qu’une distribution
normale possède une valeur de κ nulle (dans ce cas, on parle aussi de coeﬃcient d’excès)
[192]. A partir de ces déﬁnitions, on peut reprendre les résultats présentés sous la forme
d’histogrammes dans la Fig. 3.1(b) et calculer les valeurs des moments centrés d’ordres
supérieurs pour les distributions extraites aux trois longueurs d’onde considérées. Ces
résultats sont présentés dans le Tab. 3.1.
Longueur d’onde (nm) Cv γ κ
1350 0.517 1.16 2.25
1450 0.754 1.35 2.55
1550 3.49 10.4 142
Distribution gaussienne - 0 0
Table 3.1 – Coeﬃcient de variation (Cv), de dissymétrie (γ) et d’aplatissement (κ) calculés
pour les histogrammes présentés dans la Fig. 3.1(b). Les valeurs obtenues pour
une distribution gaussienne sont montrées à titre de comparaison (la valeur de Cv
pour une distribution normale est dépendante du cas considéré et donc négligée).
Ainsi, à mesure que l’on s’éloigne de la pompe pour s’approcher des grandes longueurs
d’onde, on observe une augmentation progressive de la dissymétrie de la distribution (γ)
accompagnée d’un fort aplatissement de celle-ci (κ). Cette augmentation conjointe de κ et
γ est révélatrice d’une modiﬁcation d’une statistique quasi-normale vers une distribution
à large queue étendue vers la droite (forme de “L”) telle qu’observée expérimentalement
dans les études des ondes scélérates optiques et océaniques [142,159,162,193].
Une description statistique alternative de ces ﬂuctuations peut aussi être envisagée par
un ajustement avec des distributions statistiques connues (ex : Weibull, Fréchet...) [194].
Cependant, une comparaison des variations statistiques entre diﬀérentes longueurs d’onde
peut s’avérer complexe étant donné que la qualité d’ajustement est sujette à d’importantes
ﬂuctuations selon la longueur d’onde considérée [195,196].
3.1.2 Évolution longitudinale des ﬂuctuations dans le supercon-
tinuum
Aﬁn de gagner dans la compréhension des dynamiques inhérentes à la génération de
SC, il parait alors logique d’étudier l’évolution longitudinale des ﬂuctuations spectrales
lors de l’expansion spectrale. Aussi, les résultats numériques obtenus dans la partie 3.1.1
sont analysés à nouveau pour plusieurs étapes de la propagation. Les spectres de chaque
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réalisation (lignes grises) et le spectre moyen (ligne noire) sont alors présentés dans la
Fig. 3.2 pour diﬀérentes distances de propagation.
Figure 3.2 – Évolution du spectre, du degré de cohérence et des moments d’ordres supérieurs
des distributions des intensités spectrales à plusieurs distances de propagation
obtenus lors de la génération d’un ensemble de 1000 SC incohérents.
Dans cette ﬁgure, on calcule également le degré de cohérence donnée par l’Eq. (2.8)
ainsi que les coeﬃcients de variations (Cv), de dissymétrie (γ) et d’aplatissement (κ)
des ﬂuctuations d’intensité spectrale sur toute la largeur du spectre obtenus en utilisant,
comme vu précédemment, un ﬁltre de largeur constante (∆λ = 10 nm). On peut alors voir
comment ces mesures aident à l’interprétation des dynamiques d’évolution longitudinale
du spectre dans la ﬁbre.
Par exemple, après 5 cm de propagation (Fig. 3.2(a)), l’impulsion n’a pas subi de ﬁssion
solitonique (LFission ≈ 35.6 cm) et le spectre correspondant est toujours relativement ﬁn.
À cette étape de propagation, la partie centrale du spectre de l’impulsion est encore
parfaitement cohérente et les caractéristiques des ﬂuctuations dans les ailes du spectre
sont dominées par le processus d’instabilité de modulation initié par le bruit initial.
Les coeﬃcients de variation, de dissymétrie et d’aplatissement sont nuls pour des
longueurs d’onde proche de la pompe où les dynamiques sont principalement dominées par
des eﬀets d’automodulation de phase. Ces propriétés mettent en lumière un régime où les
ﬂuctuations sont faibles et quasi-symétrique, typique d’une distribution quasi-gaussienne.
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Dans les lobes latéraux développés à partir du phénomène d’instabilité de modulation,
on retrouve des moments centrés réduits dont les valeurs sont quasiment constantes. Ceci
indique que la nature des ﬂuctuations rencontrées est similaire sur l’ensemble des lobes
de modulation.
Le fait que le coeﬃcient de variation Cv soit largement supérieur dans les lobes latéraux
que dans la région centrale de la pompe reﬂète la manière dont les bandes latérales se
développent à partir d’un fond bruité. Cet aspect est aussi révélé par le degré de cohérence,
hautement sensible à la phase, montrant des lobes latéraux de modulation incohérents
(
∣∣∣g(1)12 ∣∣∣ = 0) dont les mécanismes de formation seront explorés plus en détail dans le
chapitre 4.
À des distances de propagation au-delà de 15 cm (Figs. 3.2(b-d)), le niveau de bruit
augmente de manière quasiment uniforme à travers le spectre avec des ﬂuctuations d’inten-
sité au voisinage de la pompe comportant des magnitudes et des asymétries de distribution
comparables à chacune des distances étudiées.
Il convient de noter que les larges ﬂuctuations d’intensité au voisinage de la pompe ne
sont pas en contradiction avec un important degré de cohérence résiduel qui dépend plus
largement des ﬂuctuations de phase. Au contraire, un haut degré de cohérence spectrale
implique de faibles ﬂuctuations de phase mais, d’une manière générale dans les sources
supercontinuum, de faibles ﬂuctuations de phase sont aussi associées à de faibles ﬂuc-
tuations d’intensité qui mènent à l’obtention de faibles valeurs pour les moments centrés
d’ordres supérieurs. Cette propriété est particulièrement visible dans la Fig. 3.2(d) où la
partie cohérente du spectre est accompagnée de faibles valeurs de chacun de ces moments
(Cv , γ et κ).
On peut aussi remarquer que la région cohérente du spectre est générée par automo-
dulation de phase et seules les longueurs d’onde supérieures à celles de la pompe restent
cohérentes au cours de la propagation. En eﬀet, la cohérence des longueurs d’onde infé-
rieures à la pompe diminue lors de la propagation, notamment lorsque l’on considère les
longueurs d’onde inférieures à la longueur d’onde de dispersion nulle (1054 nm). Ces dif-
férences dans les propriétés de cohérence de part et d’autre de la longueur d’onde pompe
proviennent de la diﬀérence du signe de la dispersion et ont déjà été observées par le biais
de simulations numériques [49]. Ceci peut être interprété par la nature intrinsèquement
diﬀérente des dynamiques d’évolution dans les régimes de dispersion normale et anormale.
Dans le cas d’un régime de dispersion anormale (λ > 1054 nm), des structures résiduelles
localisées peuvent se former même en présence de bruit ce qui peut expliquer la conser-
vation d’un certain degré de cohérence dans une bande spectrale de largeur limitée. Au
contraire, dans un régime de dispersion normale (λ < 1054 nm), on ne retrouve pas un tel
phénomène de localisation non-linéaire et la nature dispersive de la propagation favorise
cet eﬀet de decohérence spectrale.
Dans la Fig. 3.2, on peut aussi constater le changement de la nature des ﬂuctuations
d’intensité dans les bords du spectre au cours de la propagation. En eﬀet, lorsque la dis-
tance augmente, les dynamiques aux larges longueurs d’onde deviennent principalement
dominées par la sensibilité extrême aux variations de la puissance crête des solitons les
plus décalés vers le rouge, obtenus par ﬁssion solitonique de la pompe et aux collisions
qui s’ensuivent. Ce phénomène est accompagné de la génération d’ondes dispersives dont
le décalage vers les faibles longueurs d’onde est corrélé au décalage Raman des solitons
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par le phénomène de piégeage optique [75, 197, 198]. Ainsi, les moments d’ordres supé-
rieurs atteignent des valeurs importantes dans les ailes du supercontinuum mettant en
lumière des statistiques hautement bruitées, dont la distribution d’intensité comporte une
queue lourde typique des distributions obtenues lors de l’observation de vagues scélérates
optiques et océaniques. Ce point marque un contraste saisissant avec le calcul du degré
de cohérence qui contient uniquement des informations sur la partie centrale du super-
continuum et qui, du fait, ne peut être utilisé pour analyser l’occurrence d’événements
extrêmes dans les bords de celui-ci.
3.1.3 Stabilité et statistique des supercontinua selon la durée de
l’impulsion
Dans le chapitre 2, nous avons vu que la durée de l’impulsion initiale à la source de la
génération de supercontinuum avait une grande importance dans la cohérence obtenue
dans le spectre ﬁnal. Dans la Fig. 3.3, nous montrons comment l’utilisation des moments
d’ordres supérieurs apportent des informations supplémentaires sur l’inﬂuence de la durée
de l’impulsion initiale et sur les ﬂuctuations spectrales du supercontinuum. Ainsi, nous
comparons les résultats issus de simulations numériques en considérant des impulsions
comportant une puissance crête de 20 kW mais avec des durées de 50, 150 et 300 fs.
Au regard de la Fig. 3.3, on peut noter une transition progressive de supercontinua
cohérents à incohérents lorsque la durée de l’impulsion initiale augmente. L’utilisation des
moments d’ordres supérieurs est alors particulièrement intéressante lorsque l’on regarde
les résultats obtenus pour des impulsions de 150 et 300 fs. En eﬀet, alors que l’on peut
noter d’importantes ﬂuctuations de l’intensité spectrale dans ces deux cas, c’est seulement
pour une impulsion initiale de 300 fs que l’on observe des statistiques extrêmes dans les
bords du spectre caractérisées par des valeurs importantes des coeﬃcients de dissymétrie
(γ) et d’aplatissement (κ). Ces résultats mettent clairement en lumière la transition d’un
supercontinuum dont les dynamiques sont de plus en plus conduites par l’ampliﬁcation
du bruit initial via le phénomène d’instabilité de modulation.
3.1.4 Application à l’identiﬁcation d’événements extrêmes
Dans le cadre de supercontinua générés à partir d’impulsions longues, on peut observer
un degré extrême de dissymétrie et d’aplatissement des distributions d’intensité dans
les bords du supercontinuum, généralement associé dans la littérature à la formation de
vagues scélérates [146, 148, 150, 162]. Aussi, dans le cas présenté ici, il est possible de
montrer que les dynamiques reliées à la formation d’événements extrêmes semblables aux
vagues scélérates pourraient être associées à un produit du coeﬃcient de dissymétrie et
d’aplatissement supérieur à 10 (γ κ > 10).
Bien entendu, cette observation n’apporte pas d’informations qualitatives sur les dyna-
miques spectrales ou temporelles liées à la formation des événements extrêmes et ne doit
donc pas être utilisé comme un critère strict de discrimination des vagues scélérates dans
des conditions quelconques. Néanmoins, cette approche peut s’avérer utile par son aspect
quantitatif pour identiﬁer et comparer les régimes endogènes à la formation d’événements
extrêmes dans des travaux futurs étudiant les propriétés du bruit dans le supercontinuum.
3.2. Le supercontinuum comme source d’aléa 79
Figure 3.3 – Évolution du spectre, du degré de cohérence et des moments d’ordres supérieurs
des intensités spectrales en fonction de la durée de l’impulsion initiale utilisée
pour une propagation de 50 cm (Traitement d’un ensemble de 1000 SC obtenus
par simulations numériques pour chacun des cas présentés).
De plus, on notera que l’aspect universel des moments centrés d’ordres supérieurs peut
aussi permettre l’applicabilité de cet outil à d’autres systèmes complexes et ainsi mener
à des comparaisons signiﬁcatives entres diﬀérents domaines liés à l’étude des instabilités
non-linéaires [159].
3.2 Le supercontinuum comme source d’aléa
Dans la partie précédente, nous avons vu que les ﬂuctuations dans le supercontinuum
optique pouvaient être quantiﬁées à l’aide de plusieurs outils [186]. Le calcul du degré de
cohérence du premier ordre s’avère être une mesure intéressante de la stabilité des diﬀé-
rentes composantes spectrales du SC mais néanmoins limité par sa sensibilité conjointe
aux ﬂuctuations de phase et d’intensité.
Nous avons aussi vu que les distributions des ﬂuctuations d’intensité spectrale, extrê-
mement sensibles aux conditions initiales, peuvent être largement décrites statistiquement
par l’utilisation des moments centrés d’ordres supérieurs. Cependant, ces coeﬃcients ne
permettent pas d’établir un lien de corrélation éventuel entre les ﬂuctuations de phase et
d’intensité dans les SC.
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Dans cette partie, nous présentons l’étude d’une nouvelle série de simulations mettant
en lumière la nature aléatoire du bruit dans le supercontinuum [187]. Après une rapide
description qualitative du phénomène de transfert de bruit inhérente à la génération de
supercontinua, nous procéderons à une analyse statistique des ﬂuctuations de phase et
d’intensité dans le spectre de sortie.
Nous verrons alors que l’utilisation conjointe de ces deux types de ﬂuctuations peut
permettre la génération d’une large variété de marches aléatoires telles que des vols de
Lévy [199]. De plus, nous proposerons d’utiliser les ﬂuctuations d’intensité dans le SC
aﬁn de générer des séquences de nombres binaires. Ainsi nous montrerons comme preuve
de principe l’utilisation du bruit spectral du supercontinuum pour générer des nombres
aléatoires à une longueur d’onde quelconque dans le spectre de sortie.
3.2.1 Transfert de bruit, perte de cohérence et ﬂuctuations spec-
trales dans le supercontinuum
Pour illustrer nos propos, nous considérons ici la génération de SC avec une onde pompe
à λ0 = 1064 nm, dans un régime où les dynamiques de propagation sont bien connues
pour mener à de larges ﬂuctuations spectrales [49]. Dans ce cas, nous utilisons dans nos
simulations les paramètres donnés dans le Tab. 3.2 dont les caractéristiques sont celles
d’une ﬁbre à cristaux photoniques réaliste avec une longueur d’onde de dispersion nulle à
1060 nm.
Paramètre Valeur à λ0 = 1064 nm
β2 −4.10 × 10−1 ps2 km−1
β3 6.87 × 10−2 ps3 km−1
β4 −9.29 × 10−5 ps4 km−1
β5 2.45 × 10−7 ps5 km−1
β6 −9.79 × 10−10 ps6 km−1
β7 3.95 × 10−12 ps7 km−1
β8 −1.12 × 10−14 ps8 km−1
β9 1.90 × 10−17 ps9 km−1
β10 −1.51 × 10−20 ps10 km−1
γNL 11 W
−1 km−1
τshock 0.56 fs
Table 3.2 – Paramètres de la ﬁbre à λ0 = 1064 nm utilisée pour les simulations numériques
de la partie 3.2.
Aussi, nous commençons d’abord par considérer l’évolution d’une impulsion de 3 ps
possédant une puissance crête de 200 W injectée à 1064 nm dans 20 m de ﬁbre. Il s’agit
d’un régime de dispersion légèrement anormale dont les dynamiques d’expansion spectrale
initiale sont dominées par l’instabilité de modulation spontanée.
D’un point de vue numérique, les simulations consistent en l’intégration numérique
de l’ESNL et le bruit initial est implémenté spectralement par l’ajout d’un fond continu
d’un photon par mode spectral avec une phase aléatoire. Un aspect important de cette
étude provient du fait que le bruit initial n’est ajouté que dans une bande spectrale de
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45 nm autour de la longueur d’onde pompe. En dehors de cette bande spectrale, le niveau
de bruit est limité à celui de la précision numérique des simulations. L’utilisation d’une
bande spectrale limitée pour l’ajout de bruit initial est telle que nous pouvons être sûrs
que l’aléa étudié par la suite à une longueur d’onde quelconque n’est pas simplement une
ampliﬁcation du bruit initial mais plutôt dû à la nature intrinsèquement chaotique des
dynamiques non-linéaires ayant lieu lors de la propagation des impulsions [136].
Dans nos simulations, nous générons un ensemble de 200 000 réalisations d’élargisse-
ment spectral obtenu sur 20 m de propagation. Chaque réalisation utilise des paramètres
identiques à l’exception du germe de bruit initial. Dans la Fig. 3.4, nous présentons ce
phénomène d’élargissement spectral et ses propriétés de cohérence calculées à partir de
l’Eq. (2.8) pour un sous-ensemble de 1000 simulations.
Figure 3.4 – Évolution longitudinale de l’intensité spectrale (a), de la largeur du spectre (b)
ainsi que du degré de cohérence spectrale (c) pour une impulsion de 3 ps injectée
dans la ﬁbre. L’évolution de la cohérence moyenne d’une bande spectrale sans
bruit initial (1150 < λ < 1250 nm) est présentée en (d).
Ainsi, dans les Fig. 3.4(a-c), on voit clairement l’apparition de lobes de modulation
émergeant après environ 2 m de propagation puis un élargissement spectral progressif du
spectre jusqu’à l’obtention d’un supercontinuum de plusieurs centaines de nanomètres de
large après 20 m de propagation.
Un aspect intéressant provient du fait que cet élargissement spectral est en fait accom-
pagné d’une perte progressive de la cohérence au cours de la propagation. Ce phénomène
est représenté dans la Fig. 3.4(c). Au tout début de la propagation, on peut en eﬀet no-
ter la présence d’une cohérence parfaite (rouge) dans tout le spectre n’ayant pas reçu
l’ajout d’un germe de bruit initial (partie centrale de ∆λ = 45 nm en bleu). Au cours
du premier stade de propagation associée à la formation des lobes d’instabilité de modu-
lation (2-6 m), on ne note pas de perte signiﬁcative de la cohérence globale du spectre,
en revanche, au-delà de ce point, l’élargissement spectral associé avec des dynamiques
non-linéaires complexes mène à une perte complète de la cohérence dans l’ensemble du
spectre généré. Cette propriété apparaît de manière plus visuelle dans la Fig. 3.4(d) où
l’on représente l’évolution longitudinale de la cohérence moyenne obtenue pour des lon-
gueurs d’onde comprises entre 1150 et 1250 nm (partie blanchie de la Fig. 3.4(c)). On voit
alors clairement la déstabilisation progressive de cette bande spectrale jusqu’à une valeur
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quasi-nulle du degré de cohérence (
〈∣∣∣g(1)12 ∣∣∣〉 ≈ 0) au-delà d’environ 14 m de propagation.
Cette ﬁgure souligne le procédé de transfert de bruit initié par des dynamiques non-
linéaires complexes ayant lieu lors de la génération de SC. Des procédés similaires sont
communs dans d’autres systèmes d’optique non-linéaire tels que les ampliﬁcateurs ou
lors de conversion de longueurs d’onde [200, 201]. Néanmoins ce phénomène n’a, à notre
connaissance, jamais été explicitement étudié dans le contexte de génération de supercon-
tinua optiques.
Après 20 m de propagation, on obtient un supercontinuum s’étendant sur plus de
400 nm tel que présenté dans la Fig. 3.4(a) avec un degré de cohérence quasi-nulle pour
des longueurs d’onde loin de la pompe (g(1)12 < 0.05). On présente ici le spectre moyen
obtenu à partir de 1000 simulations (noir) ainsi que la superposition de ces réalisations
(gris) montrant de larges ﬂuctuations spectrales.
Figure 3.5 – (a) Superposition de 1000 spectres obtenus après 20 m de propagation (gris) et
spectre moyen correspondant (noir). La partie supérieure représente le degré de
cohérence associé à ce spectre. (b)-(d) Histogrammes des ﬂuctuations d’énergies
obtenues par ﬁltrage spectral (avec un ﬁltre de largeur 20 nm) pour des longueurs
d’onde respectives de 880 nm, 1100 nm et 1270 nm. Les inserts montrent une
représentation logarithmique de ces ﬂuctuations.
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Les propriétés statistiques des ﬂuctuations au coup par coup sont présentées dans
les Figs. 3.5(b-d) où le supercontinuum est ﬁltré dans diﬀérentes régions du spectre en
utilisant un ﬁltre de largeur spectrale ∆λ = 20 nm. On reconstitue alors les histogrammes
basés sur la distribution de l’énergie des impulsions temporelles obtenues après ﬁltrage
[147]. Une fois de plus, ces résultats illustrent parfaitement les diﬀérentes natures des
ﬂuctuations selon les régions spectrales considérées.
Ainsi, dans les bords du spectre, les Figs. 3.5(b) et (d) montrent des distributions
hautement dissymétriques avec de très larges queues alors que dans le corps du spectre
(Fig. 3.5(b)), on retrouve une distribution moins étendue et quasiment symétrique. Les
inserts de ces ﬁgures présentent aussi les histogrammes correspondants selon une échelle
logarithmique qui montre la nature très diﬀérente de ces distributions.
La statistique de ces histogrammes pourrait être calculée de manière quantitative en
considérant les moments centrés d’ordres supérieurs vus dans la partie 3.1. Dans un souci
de complémentarité, ces histogrammes ont été étudiés en utilisant les tests standards pour
l’ajustement de distributions statistiques [195, 202–204]. Ainsi, on retrouve par exemple
que l’histogramme quasi-symétrique de la Fig. 3.5(b) pouvait être ajusté sur une dis-
tribution gaussienne avec un seuil de signiﬁcation de 0,05 (test du χ2) [205, 206]. En
revanche, les distributions en forme de “L” obtenues dans les bords du spectre (très loin
de correspondre à des distributions gaussiennes idéales) montrent un bon accord avec une
distribution de Fréchet en utilisant les mêmes tests statistiques.
Alors que les ﬂuctuations d’intensité sont largement dépendantes de la région spectrale
considérée, le degré de cohérence quasi-nul dans l’ensemble du spectre (excepté dans la
région proche de la pompe) suppose d’importantes ﬂuctuations de phase en grande partie
indépendantes de la région spectrale considérée. Pour étayer notre propos, nous avons
testé les distributions de phase des trois longueurs d’onde considérées dans la Fig. 3.5.
Dans ce cas, on considère la phase extraite à une longueur d’onde particulière avec une
résolution spectrale déterminée par la discrétisation des simulations. À ces longueurs
d’onde (respectivement 880 nm, 1100 nm, 1270 nm), on peut montrer que la statistique
des phases du supercontinuum vériﬁe une distribution uniforme sur [0 - 2π] avec un seuil
de signiﬁcation de 0.05. Bien que toutes les longueurs d’onde du spectre n’aient pas été
testées indépendamment, des analyses complémentaires ont montré que l’uniformité de
la phase pouvait en fait être étendue et généralisée à toutes les longueurs d’onde dont le
degré de cohérence est suﬃsamment faible (g(1)12 < 0.02).
Bien que, dans cette partie, les ﬂuctuations de phase et d’intensité dans les spectres
du supercontinuum soient étudiées numériquement, il est important de noter que des pro-
cédures expérimentales sont d’ores et déjà disponibles pour une implémentation pratique.
Ainsi, les mesures d’intensité sont relativement triviales (photodiode rapide...) [147] et la
mesure de phase optique est possible via une détection hétérodyne (avec l’utilisation d’un
oscillateur local) [207].
Dans la suite de ce chapitre, nous considérons de quelle manière les ﬂuctuations de
phase et d’intensité au sein du supercontinuum peuvent être utilisées conjointement ou
indépendamment pour la génération de diﬀérents processus aléatoires.
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3.2.2 Génération de marches aléatoires
Le premier processus considéré dans cette partie consiste en la génération de marches aléa-
toires à partir des ﬂuctuations de phase et d’intensité vues précédemment. Introduit depuis
1905 pour répondre à des problèmes de mathématiques appliquées [208], le processus de
marche aléatoire a depuis été associé à la compréhension et à la modélisation de nombreux
phénomènes physiques tels que le mouvement Brownien et la diﬀusion thermique [199],
l’optique [209], la mécanique quantique [210], les simulations de Monte-Carlo [211] ou
même l’astronomie [212]. Néanmoins, ce processus aléatoire dans une approche plus vaste
à aussi été employé dans de nombreux autres domaines comprenant par exemple la biolo-
gie [213, 214], la chimie quantique [215], la génétique [216] et l’économie [217], montrant
à quel point cette théorie est liée à de nombreux phénomènes rencontrés universellement.
Après un rappel succinct relatif au processus de marches aléatoires en deux dimensions,
nous expliquerons de quelle manière le bruit dans le supercontinuum peut être représenté
d’une manière alternative et innovante grâce à ce processus. De plus, nous verrons que
la théorie des marches aléatoires permet une meilleure compréhension des ﬂuctuations
spectrales au sein des SC par la génération d’une grande variété de marches aléatoires
dépendantes de la région spectrale utilisée. Ces résultats mettent ainsi en lumière un lien
plus apparent avec d’autres processus physiques aléatoires.
Introduction aux marches aléatoires
Le cas des marches aléatoires à une dimension est à l’heure actuelle relativement bien
connu et peut, dans un cas idéal, être lié mathématiquement avec la description d’un
processus gaussien standard [218]. Dans cette étude, nous nous intéressons spéciﬁquement
au cas des marches aléatoires en deux dimensions (2D) représenté classiquement dans le
plan complexe. Selon cette approche, une marche aléatoire de n pas sera donnée par une
trajectoire calculée selon l’Eq. (3.5) :
r(n) = Σnk=1 r k (3.5)
Dans ce cas, la trajectoire après n pas est composée de l’ajout successif de n vecteurs
r k en partant de l’origine et dont le point ﬁnal est en fait r(n). Une marche sera alors dite
aléatoire si la valeur de chaque coordonnée (xk et yk) suit en fait un processus aléatoire
centré en 0 et indépendant tel que r k = xk+i yk. De manière à obtenir une approche plus
visuelle et aisément interprétable dans le plan complexe, on utilisera dans notre cas une
notation en coordonnées polaires tel que chaque kième pas de la marche soit donné par :
r k = |r k| exp(iϕk) (3.6)
Dans ce contexte, la direction de chaque pas est donnée par ϕk ǫ [0, 2π] et la longueur
du pas correspondant est |r k|. Pour illustrer nos propos, la Fig. 3.6 montre un schéma de
la génération des premiers pas d’une marche quelconque. Il convient de noter que dans
les représentations standards de marches aléatoires, on trace en fait l’ensemble des pas r k
de la trajectoire reliés par des segments aﬁn de gagner en clarté dans la représentation
visuelle.
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Figure 3.6 – Schéma du principe de génération de marches aléatoires.
Ainsi, il parait clair qu’un mécanisme pourra être décrit à l’aide d’une marche aléatoire
uniquement si la moyenne 〈r k〉 est en fait nulle avec une distribution de phase uniforme
ϕk = U(0, 2π). Ces facteurs sont en fait la clé pour assurer une distribution isotrope
globale de l’ensemble des pas r k.
Une autre métrique couramment utilisée aﬁn de déterminer les propriétés statistiques
des marches aléatoires est donnée par le calcul du déplacement carré moyen (DCM -Mean
Squared Displacement) après n pas tel que décrit par l’Eq. (3.7) :
DCM(n) = 〈|r(n)|2〉 (3.7)
Dans ce contexte, les crochets < > font alors référence à une moyenne d’ensemble de
la distance de l’origine au carré obtenue pour plusieurs marches (c.a.d. trajectoires) de n
pas. Cette mesure est essentielle car elle permet d’obtenir un lien direct avec le mécanisme
de “diﬀusion” à l’origine du processus aléatoire [199,219]. Pour cela, le déplacement carré
moyen est ajusté sur une loi de puissance dépendant du nombre de pas n, de la diﬀusivité
du système D et d’un paramètre de diﬀusion α (Il convient de noter que dans cette
partie, la diﬀusivité du système est notée D et présente une redondance avec la notation
du paramètre de dispersion vu dans le chapitre 1. Étant donné l’utilisation historique de
ces deux variables dans des domaines diﬀérents, nous avons ici décider de conserver cette
double notation pour correspondre au plus près à la littérature) :
DCM(n) = Dnα (3.8)
Selon l’Eq. (3.8), on peut identiﬁer diﬀérents mécanismes de diﬀusion selon la valeur
du paramètre α :
α⇒

α = 2 → Diﬀusion ballistique
α > 1 → Super− diﬀusion
α = 1 → Diﬀusion normale
α < 1 → Sous− diﬀusion
(3.9)
Nous pouvons noter qu’une valeur α = 2 est alors associée à un processus de diﬀusion
balistique n’étant pas aléatoire puisque celui-ci suppose une direction constante du vecteur
r k tel que ϕk = cte.
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Dans le cadre d’une marche obtenue à partir de pas de longueur constante tel que
|r k| = D, on voit qu’une telle marche ne pourra être aléatoire que si on obtient un para-
mètre α = 1. Dans le cas contraire où l’on retrouve un paramètre de diﬀusion supérieur
α > 1, il est évident que la marche ne sera pas isotropique (〈r k〉 6= 0) et possédera une
direction privilégiée équivalente à une distribution non uniforme de ϕk.
L’intérêt majeur de cet ajustement à une loi de diﬀusion donnée l’Eq. (3.8) réside
dans son utilisation en considérant des trajectoires générées à partir de pas r k dont les
longueurs suivent une loi de distribution quelconque. Dans la limite où la direction
des vecteurs ϕk suit une loi de distribution uniforme, on peut alors identiﬁer des régimes,
selon la valeur de α, où les marches aléatoires sont basées sur des mécanismes diﬀusifs
connus.
Marches aléatoires à partir des ﬂuctuations de phase
Dans un premier temps, nous considérons l’approche triviale de la génération de marches
aléatoires en utilisant des pas de longueur unitaire tels que |r k| = 1. Dans ce cas, nous
utilisons les ﬂuctuations de phase issues des simulations de la Fig. 3.5 à une longueur
d’onde où le degré de cohérence est quasiment nul (impliquant une distribution de phase
quasi-uniforme). Aussi, la phase variant de manière aléatoire entre chaque réalisation k
de l’ensemble des simulations est utilisée pour déterminer la direction d’une séquence de
vecteurs complexes de longueur unitaire. En particulier, chaque simulation de génération
de supercontinuum mène à la construction d’un vecteur r k = exp(iϕk) dans le plan
complexe, et la combinaison de diﬀérentes simulations permet la création d’une trajectoire
à n pas selon le principe donné par l’Eq. (3.5).
Dans la Fig. 3.7(a), nous présentons les résultats obtenus en construisant une trajec-
toire à partir de 1000 réalisations (c’est-à-dire une marche composée de n = 1000 pas)
où les propriétés de phase sont extraites du supercontinuum à λ = 1100 nm. Il convient
de noter que dans cette ﬁgure, on superpose 20 marches de 1000 pas pour mettre en lu-
mière l’isotropie directionnelle de plusieurs trajectoires distinctes due à l’uniformité de la
distribution de phase dans le supercontinuum. L’évolution d’une trajectoire quelconque
ressemble qualitativement à celle attendue pour une marche aléatoire. On peut notam-
ment voir, dans l’insert, les directions aléatoires des diﬀérents pas près du point d’arrivée
d’une trajectoire particulière.
Ces résultats peuvent facilement être testés quantitativement en calculant le déplace-
ment carré moyen obtenu sur un ensemble de trajectoires. Ces résultats sont présentés
dans la Fig. 3.7(b) où le DCM est calculé en fonction du nombre de pas n (1 < n < 1000)
pour 200 trajectoires diﬀérentes. Dans ce cas, on utilise alors la totalité de l’ensemble
des 200 000 simulations subdivisées pour construire 200 trajectoires de 1000 pas. Dans
cette ﬁgure, nous présentons les résultats obtenus en utilisant la phase extraite aux trois
diﬀérentes longueurs d’onde étudiées dans la Fig. 3.5 (respectivement 880, 1100 et 1270
nm). On voit alors que chacune de ces longueurs d’onde a globalement un comportement
similaire. De plus, les DCM montrent un excellent accord avec l’évolution attendue pour
une marche aléatoire idéale constituée de pas unitaires (ligne noire) tel que 〈|r(n)|2〉 = n
(α = 1).
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Figure 3.7 – (a) Représentation de 20 marches aléatoires de 1000 pas unitaires dont la direc-
tion de chaque pas ϕk est obtenue à partir des ﬂuctuations de phase extraites à
1100 nm. L’insert montre un zoom sur les derniers pas d’une trajectoire ainsi
générée. (b) Déplacement carré moyen équivalent calculé en fonction du nombre
de pas n pour un ensemble de 200 marches aléatoires. On considère ici les ré-
sultats obtenus pour les 3 longueurs d’onde étudiées dans la Fig. 3.5 ainsi que le
comportement attendu pour une marche aléatoire idéale (ligne continue).
Ce dernier point met clairement en avant l’indépendance entre les statistiques des
ﬂuctuations de phase et d’intensité dans le supercontinuum. On retrouve en eﬀet une
isotropie de la phase aux trois longueurs d’onde considérées dans la Fig. 3.5 alors que les
distributions des ﬂuctuations d’intensité sont très diﬀérentes à chacune de ces longueurs
d’onde.
Marches aléatoires à partir des ﬂuctuations de phase et d’intensité
Dans ce contexte, il est intéressant d’utiliser à la fois les ﬂuctuations de phase et d’inten-
sité dans le supercontinuum pour étudier une classe plus large de processus de marches
aléatoires. Pour cela, on considère la génération de marches aléatoires dont la direction
de chaque pas (ϕk) est toujours déterminée par la phase d’une réalisation à une longueur
d’onde donnée λi mais la longueur de chaque pas |r k| n’est cette fois-ci plus unitaire
mais correspond à l’énergie de chaque réalisation ﬁltrée à la longueur d’onde considérée.
Il convient de noter que dans ce cas, l’intensité de la réalisation (longueur de chaque
pas) est extraite en considérant un ﬁltrage spectral de largeur ∆λ = 20 nm centré sur la
longueur d’onde sélectionnée. De manière équivalente, la direction de chaque pas est dé-
terminée par la phase extraite à la longueur d’onde centrale de la bande spectrale étudiée.
Ainsi, selon la longueur d’onde ﬁltrée, on retrouve dans ces marches aléatoires des pas
dont la longueur suit des distributions variables et indépendantes de sa direction telles que
vues préalablement dans la Fig. 3.5. Les résultats issus de cette méthode de génération
de marches aléatoires à partir des simulations précédentes sont présentés dans la Fig. 3.8.
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Figure 3.8 – (Haut) Représentation de 20 marches aléatoires de 1000 pas unitaires dont la
direction ϕk et la longueur |r k| de chaque pas sont respectivement obtenues à
partir des ﬂuctuations de phase et d’intensité extraites à 880 nm (a), 1100 nm
(b) et 1270 nm (c). (Bas) Déplacements carré moyen équivalents calculés en
fonction du nombre de pas n pour un ensemble de 200 marches aléatoires aux
longueurs d’onde correspondantes.
Aux alentours de la pompe (λ = 1100 nm), la Fig. 3.8(b) montre des trajectoires
reposant sur des pas dont la distribution des longueurs est approximativement symétrique
et gaussienne. Aussi, on retrouve une isotropie globale des trajectoires avec de faibles
ﬂuctuations de la longueur de chaque pas. Dans ce cas, le DCM calculé à partir de 200
trajectoires évolue de manière linéaire avec le nombre de pas tels que 〈|r(n)|2〉 = Dn. On
retrouve alors un comportement extrêmement proche de celui attendu pour une marche
aléatoire idéale (ou gaussienne) propre à un mécanisme de diﬀusion normale où α = 1
(ex : mouvement Brownien). On peut aussi noter que la valeur D = 3.46×108, ici calculée
par un ajustement de la pente du DCM, s’accorde correctement avec la moyenne du carré
de la longueur des pas sur l’ensemble des réalisations : 〈|rk|2〉 = 3.68× 108 ∼ D.
Dans les bords du spectre où les distributions d’intensité sont hautement dissymé-
triques (λ = 880 nm et λ = 1270 nm), les Figs. 3.8(a) et (c) montrent des trajectoires
associées avec de rares segments de grandes longueurs entre des agrégats de segments de
longueurs plus faibles. Bien que ces résultats ne soient pas présentés ici, nous avons préa-
lablement vériﬁé l’isotropie globale des trajectoires tel que 〈r(n)〉 ≈ 0. Ce point montre
dans un premier temps l’absence d’une direction de propagation privilégiée soulignant
3.2. Le supercontinuum comme source d’aléa 89
l’absence de corrélation signiﬁcative entre l’occurrence d’événements d’intensité extrême
avec une phase prédominante. Alors que la statistique des ﬂuctuations d’intensité spec-
trale dans les bords du spectre suit une distribution dissymétrique à large queue (γ > 0 et
κ > 0), les trajectoires générées à ces longueurs d’onde présentent des déplacements carré
moyen n’évoluant plus de manière linéaire avec le nombre de pas n mais suivant plutôt
une loi de puissance donnée par l’Eq. (3.8) avec un paramètre α > 1. Ce régime, typique
d’un processus de super-diﬀusion, est présenté dans la partie inférieure des Figs. 3.8(a) et
(c). Il convient de noter que, dû à la taille limitée de l’ensemble utilisé (200 trajectoires),
l’ajustement du DCM sur l’Eq. (3.8) n’est pas signiﬁcatif. Néanmoins, on présente, à titre
comparatif, la pente attendu pour une évolution strictement linéaire (α = 1) montrant
clairement l’aspect superdiﬀusif du phénomène.
Ce comportement est largement similaire à celui attendu dans le cas de vols de Lévy
où l’on observe une marche aléatoire dont la longueur de pas est gouvernée par une distri-
bution à queue lourde, plus précisément une loi de probabilité décroissante en puissance
telle que P (x) = x−ν (où ν correspond ici à la dimension fractale de la distribution). Bien
entendu, nous n’obtenons pas ici des trajectoires correspondant exactement à des vols de
Lévy étant donné que la distribution des longueurs de pas (c.a.d. les intensités ﬁltrées)
est bornée par le théorème de conservation d’énergie lors de la génération du SC. Néan-
moins, on observe des comportements similaires à ceux de vol de Lévy dont l’importance
dans la communauté scientiﬁque n’a cessé d’augmenter au cours des dernières années pour
comprendre de nombreuses catégories de systèmes dans des contextes variés tels que la
physique [220,221] et la biologie [214,222].
(a)  λ  = 1270nm
(b)  λ  = 880nm
x 1000x 100x 10x 1
x 1000x 100x 10x 1
Figure 3.9 – Représentation de deux trajectoires de 1000 pas obtenues à partir des caracté-
ristiques du spectre ﬁltré à 880 nm (a) et 1270 nm (b). l’aspect qualitatif de
l’invariance d’échelle est obtenu par zoom successifs sur des agrégats comportant
des segments de longueurs de plus en plus faibles.
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L’aspect qualitativement proche des vols de Lévy dans les marches aléatoires générées
dans les ailes du spectre est présenté dans la Fig. 3.9. Pour cela, on sélectionne deux trajec-
toires respectivement extraites des Figs. 3.8(a) et (c), puis on eﬀectue des zooms successifs
sur des amas correspondant en fait à des agrégats de segments plus courts dans chacune
des trajectoires sélectionnées. Cette approche permet de mettre en lumière le caractère
auto-similaire de ces trajectoires, révélant ainsi qualitativement les propriétés d’invariance
d’échelle fractale propres aux vols de Lévy [223,224]. Au regard de ces résultats, il parait
important de noter que l’utilisation des ﬂuctuations de phase et d’intensité dans les SC
permettent ainsi la génération d’une large variété de marches aléatoires dont les propriétés
sont largement dépendantes des longueurs d’onde sélectionnées dans le spectre ﬁnal.
3.2.3 Génération de nombres aléatoires
Au cours des dernières années, le domaine de l’optique a reçu un intérêt grandissant de
la communauté scientiﬁque concernant l’aléa et le chaos intrinsèque des systèmes dyna-
miques non-linéaires [30, 137, 225, 226]. Dans ce contexte, un intérêt tout particulier a
été porté sur la génération de nombres aléatoires utilisant des approches physiques plu-
tôt qu’algorithmiques. En eﬀet, la génération physique de nombres aléatoires possède de
nombreuses applications, notamment dans des domaines tels que la théorie de l’informa-
tion et la cryptographie [227] ou dans les simulations de Monte-Carlo [228]. L’avantage
des techniques optiques tient dans le fait que celles-ci exploitent un processus aléatoire
physique pour générer des nombres aléatoires à des taux de répétition importants et à
des longueurs d’onde directement compatibles avec les demandes futures d’intégration
tout optique. Ainsi, on recense de nombreuses approches pour la génération optique de
nombres aléatoires avec notamment l’utilisation de lasers chaotiques couplés à des sys-
tèmes opto-électroniques [229–232], le comptage de photons [233], la détection homo-
dyne des ﬂuctuations du vide [234], l’émission spontanée [235] ou même l’usage de diodes
super-luminescentes [236]. Bien que les résultats obtenus à partir de ces architectures
soient prometteurs, de tels systèmes opèrent généralement sur une plage de longueurs
d’onde limitée alors que les besoins futurs de génération optique de nombres aléatoires
devraient nécessiter des générateurs physiques compatibles à une longueur d’onde optique
quelconque.
Dans ce contexte, il est alors naturel de considérer de quelle manière les ﬂuctua-
tions dans les sources supercontinuum incohérentes peuvent être utilisées pour la géné-
ration physique de nombres aléatoires. Dans cette partie, nous utilisons des simulations
pour mettre en évidence la possibilité d’utiliser le supercontinuum, un processus aux dy-
namiques non-linéaires complexes et chaotiques, pour être appliqué à la génération de
nombres aléatoires sur une large plage de longueurs d’onde.
Fluctuation du supercontinuum : Génération de nombres binaires
Nous considérons dans nos simulations la ﬁbre utilisée précédemment dont les paramètres
sont résumés dans le Tab. 3.2. Dans ce cas, on utilise une impulsion de 3 ps comportant
une puissance crête de 300 W injectée dans la ﬁbre à 1064 nm et se propageant sur une
distance de 10 m. Il convient de noter que l’utilisation d’une puissance crête supérieure
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et d’une distance propagation inférieure à celles considérées dans la partie précédente
est en fait nécessaire pour générer un supercontinuum large bande avec une durée de
calcul manifestement réduite. En eﬀet, cette optimisation numérique permet de générer
un ensemble de 106 réalisations requises pour d’eﬀectuer des tests statistiques dont les
résultats sont signiﬁcatifs [237,238].
Le principe sous-jacent à la génération de nombres aléatoires à partir d’un superconti-
nuum bruité est de convertir l’intensité spectrale à une longueur d’onde particulière dans
le spectre en un 0 ou un 1 selon sa valeur relative à un seuil prédéterminé. En exploitant
les ﬂuctuations au coup par coup entre plusieurs réalisations de l’ensemble, on peut ainsi
générer une séquence de nombres binaires.
D’un point de vue expérimental, les diﬀérents supercontinua de l’ensemble seraient
générés à partir d’un train d’impulsions incident provenant d’un laser à verrouillage de
mode qui déterminerait alors le taux de répétition de chaque bit dans la séquence ﬁnale.
Dans le cadre de notre preuve de principe numérique, nous utilisons la même approche
en utilisant un bruit initial diﬀérent pour chaque réalisation ajouté uniquement sur une
bande spectrale de largeur ﬁnie aux alentours de la pompe (45 nm) comme décrit dans la
partie précédente. Aussi, l’échantillonnage des ﬂuctuations du supercontinuum s’eﬀectuera
à des longueurs d’onde situées en dehors de cette zone spectrale ayant subi l’ajout de bruit
initial. Comme pour la génération de marches aléatoires, ce choix permet de vériﬁer que les
propriétés aléatoires de la séquence ainsi générée sont dues aux dynamiques non-linéaires
ayant lieu au cours de la propagation plutôt qu’aux caractéristiques du bruit initial.
À partir de ces conditions, nous générons un ensemble d’un million de réalisations
(106) dont nous présentons un échantillon de 5000 spectres (gris) accompagné du spectre
moyen (noir) dans la Fig. 3.10(a). Le procédé numérique mis en place pour extraire une
séquence binaire est, d’un point de vue global, présenté dans la Fig. 3.10.
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Figure 3.10 – Principe de génération de séquences binaires à partir des ﬂuctuations d’inten-
sité du SC : (a) Spectres obtenues pour un sous-ensemble de 5000 réalisation
(gris) et spectre moyen (noir). La ligne rouge montre le ﬁltrage tel qu’eﬀec-
tué à 1140 nm. (b) Série temporelle obtenue par ﬁltrage spectral à cette lon-
gueur d’onde (gris) et intensité médiane correspondante calculée dynamique-
ment (noir). (c) Conversion binaire par comparaison au seuil déterminé (mé-
diane après k = 5000 réalisations) pour les réalisations suivantes de l’ensemble
(5000 < k < 106).
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Pour chaque réalisation, on extrait l’intensité spectrale à une longueur d’onde parti-
culière avec la résolution de la discrétisation des simulations. La première étape consiste
alors à traiter un sous-ensemble de réalisations aﬁn de déterminer une valeur médiane
qui sera utilisée comme seuil de référence. Dans la Fig. 3.10(b), nous présentons une série
temporelle (point gris) des intensités ﬁltrées à 1140 nm pour 5000 réalisations. La médiane
de la série temporelle (ligne noire) est calculée dynamiquement en fonction du nombre
de réalisations analysées et l’on observe une stabilisation rapide de celle-ci. Il convient
de noter que, dans l’analyse d’un ensemble de 106 simulations, la détermination du seuil
est eﬀectuée en utilisant seulement les 5000 premières réalisations (0.5% de l’ensemble)
et mène à de bons résultats. Après cette étape initiale, les valeurs d’intensité obtenues
pour les réalisations suivantes sont respectivement converties en 1 ou 0 selon si leurs va-
leurs sont supérieures ou inférieures au seuil de référence. Cette approche, illustrée dans
la Fig. 3.10(c), permet ainsi d’obtenir une séquence d’un million de bits (en utilisant la
totalité de l’ensemble des simulations) qui possède une distribution symétrique de 0 et 1.
Le degré d’aléa de la séquence binaire ainsi calculée peut être directement établi en
utilisant diﬀérents bancs de tests communément utilisés dans la littérature [237, 238].
Notons que, dans notre cas, nous utilisons la suite de tests fournie par le National
Institute of Standards and Technology (NIST) établit comme le standard actuel,
notamment en termes d’applications cryptographiques [238]. Cependant, une longueur de
séquence de 106 bits est insuﬃsante pour passer la batterie de tests NIST avec un degré
de signiﬁcation statistique suﬃsant. Néanmoins, les résultats obtenus pour une séquence
brute de 106 bits s’avèrent similaires et consistants avec des séquences de même longueur
produites par des générateurs de nombres pseudo-aléatoires reposant sur des algorithmes
ﬁables et bien connus (Blum-Blum-Shub [239], SHA-1 [240]...).
Preuve de principe du supercontinuum comme générateur de nombres aléa-
toires à des longueurs d’onde arbitraires
La génération numérique d’une séquence de longueur suﬃsante pour des tests NIST si-
gniﬁcatifs (> 108) est hors de portée calculatoire si l’on considère des temps de calculs
raisonnables (plus de 3 ans de calculs à raison d’une simulation par seconde). On peut
cependant noter que la génération expérimentale d’une telle séquence peut en fait s’avérer
triviale et extrêmement rapide par l’utilisation de sources à fort taux de répétition (MHz-
GHz). En pratique, on peut générer une séquence de longueur suﬃsante à partir de nos
résultats numériques par une étape de multiplexage spectral eﬀectué par la concaténation
de séquences de 106 bits générées à 200 longueurs d’onde diﬀérentes dans le spectre ﬁnal.
Pour cela, on utilise le processus décrit précédemment aﬁn d’extraire 200 séquences à des
longueurs d’onde uniformément reparties dans la région rouge du spectre présenté dans
la Fig. 3.10(a), correspondant à des régions spectrales ne comportant pas de bruit initial.
Aﬁn d’éliminer la présence éventuelle d’un biais statistique résiduel associé à la conver-
sion binaire et aux corrélations spectrales, nous utilisons une étape de post-traitement
consistant à l’application d’une opération logique sur la séquence binaire totale X selon le
principe de la Fig. 3.11(a). On applique ainsi une porte “OU Exclusif” (XOR - eXclusive
OR), dont la table de vérité est rappelée dans la Fig. 3.11(b), entre la séquence brute
X[k] et une copie retardée X[k +∆k] de ∆k = 50 bits.
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Figure 3.11 – (a) Principe de suppression du biais statistique par une porte OU Exclusif
(XOR) appliquée avec une copie de la séquence auto-retardée. (b) Table de vérité
de la fonction logique XOR.
Selon cette approche, les 200 séquences ﬁnales de 106 bits passent tous les tests d’aléas
requis par le NIST pour un seuil de signiﬁcation α = 0.01 [238]. Ces résultats sont résumés
dans le Tab. 3.3 listant les tests appliqués ainsi que la proportion de séquence passant
chacun de ces tests et la valeur P composite (P-value). Aﬁn de pouvoir rejeter l’hypothèse
nulle de non-aléa des 200 séquences de 106 bits à 99 %, chaque test ne doit pas supporter
plus de 7 échecs et les valeurs P composites doivent être supérieures à 10−4 (les tests de
“Random excursions” ne doivent pas supporter plus de 4 échecs sur les 120 séquences
sélectionnées) [238]. On peut alors voir que l’ensemble des tests est passé avec succès dans
ces conditions.
Test statistique Valeur P Proportion Résultat
Frequency 0.834308 198/200 Succès
Block frequency 0.564639 198/200 Succès
Cumulative sums 0.224821 197/200 Succès
Runs 0.825505 198/200 Succès
Longest run 0.554420 197/200 Succès
Rank 0.455937 199/200 Succès
FFT 0.068999 196/200 Succès
Non overlapping template 0.564639 194/200 Succès
Overlapping template 0.788728 199/200 Succès
Universal 0.524101 200/200 Succès
Approximate entropy 0.978072 199/200 Succès
Random excursions 0.074177 117/120 Succès
Random excursions variant 0.116519 118/120 Succès
Serial 0.816537 199/200 Succès
Linear complexity 0.890582 198/200 Succès
Table 3.3 – Résumé des résultats de la batterie de tests d’aléa fournit par NIST pour 200
séquences de 106 bits. Pour réussir, chaque test ne doit pas supporter plus de 7
échecs et les valeurs P composites doivent être supérieures à 0.0001 (les tests de
Random excursions ne doivent pas supporter plus de 4 échecs sur les 120 séquences
sélectionnées). Dans le cas de tests produisant des résultats multiples, on montre
ici le plus mauvais résultat. Pour une comparaison viable des résultats avec la
littérature, la description des tests est ici donnée en anglais.
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Il convient aussi de noter que d’autres valeurs de retard dans l’application de la porte
logique XOR (∆k = 10, 20, 100...) ou l’utilisation d’un nombre plus ou moins important de
réalisations pour établir le seuil de discrimination binaire (k = 1000, 10000) ont montrés
des résultats similaires à la batterie de tests présentée dans le Tab. 3.3.
La réussite de ces tests d’aléa pour l’ensemble des 200 séquences (correspondant aux
200 longueurs d’onde étudiées) permet ainsi de mettre en évidence le potentiel du bruit
des supercontinua incohérents pour la génération de nombres aléatoires à une longueur
d’onde quelconque incluse dans le spectre du SC. Ce point met en avant la compatibilité
d’une telle architecture dans un système opto-électronique intégré dont les besoins n’ont
cessé d’augmenter au cours des dernières décennies. D’autre part, ces résultats ouvrent
aussi des perspectives intéressantes sur une implémentation expérimentale possible avec
des hauts débits dépendant du taux de répétition de la source (ou de la fréquence d’échan-
tillonnage pour une source continue) et des capacités de multiplexage en longueurs d’onde
des séquences binaires générées. Cette étape suppose une très faible corrélation d’inten-
sité spectrale entre les diﬀérentes longueurs d’onde qui sera étudié plus en détail dans le
chapitre 5.
3.3 Conclusions
Dans ce chapitre, nous avons vu que les ﬂuctuations au sein du supercontinuum pouvaient
être caractérisées. On peut en eﬀet étudier la statistique de ceux-ci à travers plusieurs
outils complémentaires tel que sa cohérence spectrale, et déterminer diﬀérents régimes
de bruits selon la forme des distributions d’intensité dans diﬀérentes régions spectrales
du SC. Cette caractérisation des ﬂuctuations à travers les moments d’ordres supérieurs
s’avère être dans ce cas un moyen qualitatif et intéressant de mettre en évidence des ré-
gimes de propagation et/ou des régions spectrales susceptibles de mener à la formation
d’événements extrêmes. De plus, cette approche permet une comparaison statistiquement
objective de l’occurrence de tels événements dans diﬀérents systèmes non-linéaires étudiés
à l’heure actuelle interdisciplinairement (hydrodynamique, optique, physique des plas-
mas...).
La connaissance exacte de l’ensemble des conditions initiales lors de la génération
du supercontinuum pourrait théoriquement mener à la prédiction du spectre de sortie.
Néanmoins, l’observateur ne peut généralement pas avoir accès à l’ensemble de ces condi-
tions menant à des dynamiques chaotiques lors de la propagation des impulsions. Aussi,
de très faibles variations de celles-ci peuvent mener à des ﬂuctuations drastiques dans
le spectre de sortie qui font de ce mécanisme un phénomène hautement imprévisible.
Ainsi, nous avons vu que l’utilisation du bruit dans les SC pouvait, sous réserve d’un
traitement adapté, être utilisé comme source d’aléa pour l’implémentation de processus
aléatoires variés. La détection des ﬂuctuations d’intensité, pouvant aisément être mis en
place expérimentalement, pourrait ainsi permettre la génération de nombres aléatoires
à une longueur d’onde quelconque, avec des débits équivalents ou supérieurs à l’état de
l’art. D’autre part, l’utilisation conjointe des ﬂuctuations de phase et d’intensité peut se
révéler utile pour la génération d’une grande variété de marches aléatoires, y compris des
marches similaires à des vols de Lévy.
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Ces résultats mettent en lumière l’intérêt du supercontinuum comme source d’aléa
polyvalente et, bien que cette étude ait été menée dans le contexte de supercontinua
optiques, l’aspect universel des dynamiques mises en jeu laisse à supposer que nos résultats
pourraient être applicables dans d’autres systèmes endogènes à la formation de “vagues
scélérates”.
96 3. Les événements extrêmes et les statistiques du supercontinuum
97
Chapitre 4
Approche analytique de l’instabilité
de modulation
Comme nous l’avons vu précédemment, une onde continue ou quasi-continue se propageant
dans un régime de dispersion anormale peut devenir instable si on lui applique une faible
modulation dans des conditions spéciﬁques. Dans ce cas, l’amplitude de l’instabilité croit
exponentiellement lors de la propagation du champ dans la ﬁbre sous les actions conjointes
de la non-linéarité Kerr et de la dispersion. Dans le cadre de la génération de supercontinua
incohérents, cette instabilité est en fait due au bruit optique dans le champ initial qui est
ampliﬁé le long de la ﬁbre pour donner lieu à des dynamiques non-linéaires complexes.
L’obtention de larges ﬂuctuations dans les sources supercontinuum incohérentes prend
alors son origine dans cette ampliﬁcation du bruit lors de la phase initiale de la génération
du supercontinuum.
Aussi, et aﬁn d’obtenir une meilleure compréhension de ce phénomène, il est d’abord
nécessaire de considérer l’instabilité résultante d’une modulation induite de manière ex-
terne. Ce phénomène est bien connu de la communauté scientiﬁque par son aspect uni-
versel puisqu’il s’applique dans de nombreux systèmes non-linéaires tels que la physique
des plasmas, l’optique non-linéaire ou l’hydrodynamique [165,241,242]. Dans le domaine
de l’hydrodynamique, l’instabilité de modulation (communément appelée instabilité de
Benjamin-Feir) est connue depuis plus de 25 ans [165,243] et a depuis été proposée comme
mécanisme menant à la formation de vagues scélérates océaniques [163,166,168].
Dans le contexte des ﬁbres optiques, ce phénomène fut étudié dès les années 80 dans
le contexte de génération de trains d’impulsions [87–89] avec la première observation
expérimentale dès 1986 par Tai et al. [90]. Depuis, de nombreuses approches ont été pro-
posées analytiquement et numériquement pour décrire ce phénomène [91–97, 244, 245].
Néanmoins, la plupart de ces études ont abordé l’instabilité de modulation comme un
phénomène perturbatif dont l’onde pompe ne subissait aucune déplétion [12] ou en consi-
dérant un modèle de mélange à quatre ondes dégénéré avec des dynamiques d’évolution
prenant en considération un nombre de modes limité [246]. Dans ce chapitre, nous propo-
sons une approche analytique de l’instabilité de modulation en considérant des solutions
exactes de l’ESNL connues depuis plusieurs décennies [122, 247–249] mais dont les liens
avec l’instabilité de modulation n’ont été redécouverts que récemment dans le cadre de
l’optique non-linéaire [149].
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Dans une première partie, nous montrons que le formalisme introduit par Akhmediev
et Korneev en 1986 [248] permet de décrire eﬃcacement les dynamiques d’évolution de
l’instabilité de modulation sans approximations notables [250] tout en considérant des ap-
plications expérimentales réalistes [251]. Dans un second temps, nous montrerons que des
solutions analytiques de l’ESNL peuvent être uniﬁées selon une seule équation ayant per-
mis les premières observations expérimentales des dynamiques de ces solutions en optique
ﬁbrée [252–254]. Enﬁn, dans une dernière partie, nous montrerons en quoi ces solutions
analytiques nous permettent d’obtenir une meilleure compréhension de la phase d’émer-
gence de l’instabilité et des dynamiques complexes qui s’ensuivent dans la génération
d’un supercontinuum incohérent. Nous expliquons aussi en quoi cette phase d’émergence
de l’instabilité est en fait la clé de voûte menant à l’apparition des événements extrêmes
au sein des supercontinua optiques [149].
Il convient de noter que, dans ce chapitre, nous présentons certains travaux qui n’ont
pas été explicitement étudiés dans le cadre de cette thèse mais faisant l’objet d’un inté-
rêt particulier dans la compréhension globale de ce chapitre. C’est notamment le cas de
l’observation expérimentale du soliton de Peregrine, l’étude des mécanismes de collisions
solitoniques ainsi que des signatures spectrales des breathers d’Akhmediev dans les super-
continua optiques. Les emprunts eﬀectués à d’autres auteurs seront alors explicitement
mentionnés.
4.1 Le breather d’Akhmediev : Description analy-
tique de l’instabilité de modulation
Dans cette approche analytique, on considère tout d’abord l’ESNL standard avec le champ
A(z, T ) normalisé tel que |A(z, T )|2 corresponde à la puissance instantanée en W :
i
∂A
∂z
− β2
2
∂2A
∂T 2
+ γNL|A|2A = 0 (4.1)
Dans cette notation, la fréquence de coupure du gain de l’instabilité de modulation
(IM) d’une onde continue dans un régime de dispersion anormal [12] est alors donnée par
l’Eq. (4.2) :
ω2c =
4γNLP0
|β2| (4.2)
Dans le cadre du formalisme utilisé pour décrire les Breathers d’Akhmediev (BA), il
est alors nécessaire d’introduire des paramètres normalisés pour plus de clarté. Aussi, la
fréquence de modulation normalisée a est donnée par l’Eq. (4.3) :
a =
1
2
(
1− ω
2
mod
ω2c
)
(4.3)
Alors que le gain normalisé de l’IM sera noté b et donné par l’Eq. (4.4) :
b =
√
8a (1− 2a) (4.4)
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On peut alors constater que, selon cette normalisation, le gain de l’IM sera valable
pour une modulation de pulsation propre ωmod telle que 0 < ωmod < ωc correspondant
à une fréquence normalisée 0 < a < 1
2
. La Fig. 4.1 présente le gain normalisé b de l’IM
en fonction de la fréquence de modulation. Pour une plus grande clarté, la fréquence de
modulation communément donnée dans la littérature [12, 94, 246] est aussi représentée
avec le paramètre ω = 2ωmod/ωc.
Figure 4.1 – Courbe de gain de l’instabilité de modulation normalisé en fonction de la fré-
quence de modulation.
D’après cette ﬁgure, le maximum de gain (b = 1) est obtenu pour une modulation de
fréquence normalisée a = 1
4
correspondant à la fréquence ωmod = ωc/
√
2 bien connue du
formalisme de stabilité linéaire de l’instabilité de modulation.
Connu depuis plus de 25 ans, les solutions du type Breather d’Akhmediev décrivent
un cycle unique de croissance-décroissance d’une onde plane faiblement modulée d’où la
dénomination “breather” par analogie à la respiration de la solution. Analogue au prin-
cipe de récurrence de Fermi-Pasta-Ulam découvert en 1955 [255], le breather d’Akhmediev
est une solution exacte de l’ESNL donnée dans sa forme dimensionnelle par l’Eq. (4.1)
qui fut découverte dès 1986 par Akhmediev et al. [248, 249]. La particularité de l’ansazt
alors énoncé par les auteurs reposait sur le fait que la modulation de l’onde possédait un
caractère complexe dont la partie réelle et imaginaire étaient reliées linéairement.
Aussi, pour une onde continue de puissance P0 et une modulation de fréquence ωmod,
l’équation du breather d’Akhmediev dans sa forme dimensionnelle est la suivante :
A(z′, T ) =
√
P0
[
(1− 4a) cosh(bz′) + ib sinh(bz′) +√2a cos(ωmodT )√
2a cos(ωmodT )− cosh(bz′)
]
eiz
′
(4.5)
=
√
P0
[
1 +
2(1− 2a) cosh(bz′) + ib sinh(bz′)√
2a cos(ωmodT )− cosh(bz′)
]
eiz
′
(4.6)
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Cette solution est valide pour une quelconque valeur de gain non nulle b 6= 0 tel que
0 < a < 1
2
et on voit que ce paramètre b > 0 déﬁnit le taux de croissance longitudinal
de l’instabilité. On notera aussi l’introduction d’une distance de propagation normalisée
z′ = z/LNL où LNL = (γNLP0)−1 correspond à la distance non-linéaire.
A partir de l’Eq. (4.6), il est clair que cette solution décrit une onde continue faiblement
modulée dont la perturbation croit et décroît de manière symétrique de part et d’autre
de l’axe z′ (ou z de manière équivalente) en passant par un point où l’amplitude de la
modulation atteint un maximum. Ce point, communément baptisé “point de compression
maximale” est obtenu en z′ = 0 et une expression analytique simple, donnée par l’Eq. (4.7),
peut être obtenue pour décrire ce breather compressé temporellement :
A(z′ = 0, T ) =
√
P0
(1− 4a) +√2a. cos(ωmodT )√
2a. cos(ωmodT )− 1
(4.7)
Aussi, aﬁn d’illustrer notre propos, nous présentons dans la Fig. 4.2(a) l’évolution
longitudinale du proﬁl temporel d’intensité |A(z′, T )|2 de la solution analytique (4.5). Il
convient de noter que, dans cette représentation, l’axe du temps est normalisé sur une
période de modulation où l’on peut voir la croissance-décroissance exponentielle d’un
train d’impulsions avec une séparation temporelle Tmod = 2π/ωmod. Le proﬁl d’intensité
temporelle de cette solution à z′ = 0 est aussi présenté en Fig. 4.2(b) où l’on peut observer
le train d’impulsions compressé sur un fond non-nul comprenant des piédestaux localisés
en T/Tmod = 1/2 + p (où p est un entier relatif).
Figure 4.2 – Simulations numériques de la solution analytique du breather d’Akhmediev ob-
tenue pour P0 = 30 W et a = 0.25. (a) Évolution longitudinale du breather
d’Akhmediev prédite par l’Eq. (4.5). (b) Proﬁl temporel d’intensité à z′ = 0
(compression temporelle maximale) donné par l’Eq. (4.7)
Vu de manière simpliste, cette solution montre un transfert progressif de l’énergie
de l’onde continue vers la faible modulation (ou inversement selon le signe de z) sur
−∞ < z < +∞ pour obtenir des pics de modulations d’intensité maximale en z = 0. De
plus, d’après l’Eq. (4.7), on peut voir que même si le gain, et donc le taux de croissance de
l’instabilité, est maximum pour a = 0.25, l’amplitude maximale obtenue à z = 0 dépendra
de a telle que |A(z′ = 0, T = 0)| = √P0(1 + 2
√
2a).
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4.1.1 Évolution des breathers sous des conditions expérimen-
tales réalistes
Par le passé, les dynamiques de récurrence de Fermi-Pasta-Ulam ont déjà été observées
expérimentalement dans le régime d’instabilité de modulation induite [256, 257]. Dans
l’approche proposée dans cette partie et menée en collaboration avec l’université techno-
logique de Tampere (TUT) [251], nous proposons d’utiliser une approximation des brea-
thers d’Akhmediev sous la forme d’une onde continue modulée permettant une excitation
de cette solution exacte sous des conditions expérimentales réalistes. La déviation des dy-
namiques idéales obtenue par ces régimes d’excitation sera aussi abordée succinctement.
Approximation de l’expression analytique loin du maximum de compression
Alors que le breather d’Akhmediev atteint un degré de localisation maximale en z′ = 0, il
est intéressant de voir que le champ modulé tend asymptotiquement vers une onde plane
lorsque |z′| → ±∞. Ainsi, suﬃsamment loin de son point de compression maximale,
il est possible d’exprimer l’Eq. (4.5) en conservant uniquement le terme dominant des
fonctions trigonométriques hyperboliques. En utilisant une expansion en série de Taylor
(en négligeant les ordres supérieurs à 1 et un terme de phase constant), on obtient une
expression simple de la solution (4.5) lorsque |z′| → ±∞ :
A(z′ → ±∞, T ) ≈
√
P0
[
1 + 2be−b|z
′| cos(ωmodT )e−iψ±
]
(4.8)
Il est alors clair que l’Eq. (4.8) a la forme d’un champ continu faiblement modulé
donnée par l’Eq. (4.9). (Pour plus d’informations sur le détail de ces calculs, le lecteur
pourra se reporter à l’annexe B.1 de ce manuscrit.)
A(z′ → ±∞, T ) ≈
√
P0
[
1 + amod cos(ωmodT )e−iψ±
]
(4.9)
Par identiﬁcation, on peut obtenir l’amplitude de modulation amod donnée par l’Eq. (4.10)
ainsi qu’un terme de déphasage relatif entre l’onde pompe et les raies de modulation donné
par l’Eq. (4.11) :
amod = 2be−b|z
′| (4.10)
ψ± = ± tan−1(b/(2− 4a)) = ± tan−1
√
2a/(1− 2a) (4.11)
Dans ce cas, nous pouvons voir que l’amplitude de modulation amod est reliée au pa-
ramètre de fréquence normalisé a et décroît de manière exponentielle en fonction de la
distance du point de compression maximale |z′| si la déplétion de la pompe reste relati-
vement faible. D’autre part, le déphasage relatif ψ± peut être considéré comme constant,
peu importe la distance |z′|.
Excitation à partir d’une onde continue modulée
À partir de cette constatation, une application logique consiste à utiliser des simula-
tions numériques de l’ESNL pour déterminer sous quelles conditions l’approximation des
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conditions initiales décrite par par l’Eq. (4.9) peut mener à l’évolution idéale de croissance-
décroissance du breather d’Akhmediev vu dans la Fig. 4.2.
Cette étude est d’une importance toute particulière puisque la synthèse d’un champ ini-
tial décrit par l’Eq. (4.9) est particulièrement aisée expérimentalement. D’un point de vue
pratique, l’injection dans une ﬁbre optique de conditions initiales dérivées de l’Eq. (4.9)
résulte en une évolution similaire à celle d’un breather d’Akhmediev idéal sur le premier
cycle de croissance-décroissance. Évidemment, il faut ici noter que l’utilisation de condi-
tions initiales approximatives mène à une déviation du comportement idéal de respiration
unique du breather [255]. Dans ce cas, on observe plutôt à un phénomène périodique de
récurrence [256, 257]. Bien que cette déviation du comportement idéal soit d’une impor-
tance capitale dans l’étude des instabilités du SC, ces imperfections sont généralement de
faible importance pour la plupart des applications visant à utiliser l’instabilité de modu-
lation pour la génération et la compression de trains d’impulsions [258]. En eﬀet, dans de
nombreux cas, l’intérêt est principalement porté sur l’obtention d’un train d’impulsion au
premier point de compression temporelle. Nous reviendrons plus en détail sur ce phéno-
mène de périodicité dans le cadre de l’étude des instabilités au sein de la génération de
SC vue dans la partie 4.3 de ce chapitre.
Dans la Fig. 4.3(a) on représente les dynamiques d’évolution longitudinale obtenues
par intégration numérique de l’ESNL d’un champ initial modulé décrit par l’Eq. (4.9)
pour a = 0.25 et amod = 0.2 . Notons que, dans ces simulations, nous utilisons une onde
continue de puissance P0 = 30 W injectée à 1550 nm dans une ﬁbre standard monomode
(β2 = −20 ps2 km−1, γNL = 1.1 W−1 km−1).
Dans la partie inférieure de la Fig. 4.3(a), on peut clairement remarquer que l’extrac-
tion du proﬁl temporel au point de compression maximale (z′ ∼ 4.6) montre un excellent
agrément avec le breather idéal compressé donné par l’Eq. (4.7).
Les résultats issus de simulations numériques pour toute la plage de fréquence sup-
portant un gain d’instabilité de modulation (0 < a < 1
2
) ont eux aussi montré un très
bon accord avec les dynamiques d’évolution attendues pour un breather d’Akhmediev
idéal si l’amplitude de modulation restait relativement faible (amod < 0.2). De manière
équivalente, notons que nous avons vériﬁé un accord similaire du proﬁl d’intensité au
maximum de compression par usage de l’approximation avec la théorie sur toute la plage
de fréquence de modulation a.
Dans la Fig. 4.4, l’échelle des distances est donnée telle que le point d’injection dans
la ﬁbre soit z′ = 0. Néanmoins, d’après (4.10), on peut aisément retrouver la distance de
compression du breather pour n’importe quelle amplitude de modulation initiale amod à
travers une expression analytique remarquablement simple :
z0 = −LNL
b
ln
(
amod
2b
)
. (4.12)
Il convient de noter que d’autres auteurs ont déjà reporté une forme approximative de
cette distance de compression z0 en supposant une croissance purement exponentielle de
l’instabilité [98,99]. Cependant, le résultat proposé par l’Eq. (4.12) apporte une estimation
largement plus précise en prenant en compte le facteur 2b dans l’argument de la fonction
logarithmique.
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Figure 4.3 – (Haut) Évolution longitudinale d’une onde continue modulée obtenue par simu-
lations numériques en utilisant l’Eq. (4.9) comme conditions initiales pour un
déphasage idéal ψ = tan−1(b/(2 − 4a)) (a) et en considérant une modulation
purement réelle avec ψ = 0 (b). (Bas) Proﬁls temporels extraits des simulations
numériques au point de compression maximale du train d’impulsion et comparés
avec le proﬁl temporel du breather d’Akhmediev à z = 0 donnée par l’Eq. (4.7).
Paramètres de simulations : a = 0.25 et amod = 0.02.
A titre d’exemple, la Fig. 4.4 montre une estimation de cette distance de compression
obtenue par l’Eq. (4.12) (ligne noire) et comparée avec les résultats issus de simulations
numériques de l’ESNL (cercles rouges) en supposant amod = 0.02 sur toute l’étendue du
paramètre de fréquence a. Dans un souci de clarté, nous avons ajouté dans la Fig. 4.4 les
résultats obtenus en considérant une approche perturbative du mélange à quatre ondes
(ligne rouge).
On peut alors très clairement voir un excellent agrément du formalisme du breather
d’Akhmediev avec les simulations numériques et une amélioration signiﬁcative de l’es-
timation de z0 comparée à la méthode des références [98, 99] considérant une approche
purement perturbative.
Le lecteur pourra se reporter à l’annexe B.2 pour de plus amples informations sur
cette méthode.
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Figure 4.4 – Cas d’une onde continue modulée : Distances de compression maximale en
fonction de la fréquence de modulation a prédites analytiquement à partir
de Eq. (4.12) (ligne noire) et comparées aux simulations numériques avec
ψ = tan−1(b/(2 − 4a)) (cercles rouge) et ψ = 0 (croix noires) ainsi qu’au
modèle perturbatif du mélange à quatre ondes dégénéré (ligne rouge) [98,99].
Un point important souligné par la forme de l’Eq. (4.9) est la présence d’un dépha-
sage relatif déterminé entre la pompe et les bandes de modulation donnée par ψ dans
l’Eq. (4.11). Cependant, en considérant une conﬁguration expérimentale reposant sur un
modulateur d’intensité, le contrôle de ce déphasage peut s’avérer relativement complexe
et il peut être diﬃcile d’obtenir une correspondance précise avec le résultat analytique du
breather d’Akhmediev. Ainsi, il est intéressant, voir primordial dans certains cas, de s’in-
téresser aux changements de dynamiques lors de l’utilisation d’un champ initial purement
réel donné par l’Eq. (4.13) (c.a.d. où le déphasage initial ψ de l’Eq. (4.11) est nul).
A(0, T ) =
√
P0 [1 + amod cos(ωmodT )] (4.13)
C’est ce cas particulier qui est présenté dans la Fig. 4.3(b) montrant l’évolution de la
solution idéale comportant un déphasage nul avec ψ = 0 . Ainsi on peut remarquer que
même si le proﬁl extrait au maximum de compression coïncide avec l’équation de breather
compressé (4.7), la distance à laquelle a lieu cette compression maximale est légèrement
plus importante (z′ ∼ 4.9) qu’avec une phase idéale donnée par (4.11). Des simulations
ont ainsi été menées pour déterminer la variation de la distance de compression d’une onde
continue comportant une modulation purement réelle sur l’ensemble des fréquence a. Les
résultats, présentés dans la Fig. 4.4 (croix noires) montrent en eﬀet une légère variation
comparativement à la distance prédite par l’Eq. (4.12). Néanmoins, une étude quantitative
montre que cette variation est en tout point inférieure à 15% de la distance prédite et
donne alors tout son sens à l’utilisation de cette équation pour estimer la distance de
compression d’une onde continue avec une modulation réelle.
D’un point de vue plus qualitatif, ces variations des distances de compressions pro-
viennent physiquement de la diﬀérence du taux de croissance de la modulation qui se
trouve être sensible au déphasage relatif entre la pompe et les raies de modulation. Bien
que ce résultat semble relativement peu important dans le cadre d’une instabilité de
modulation induite, nous verrons dans la partie 4.3 que cette particularité acquiert une
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dimension capitale dans le cadre d’une instabilité de modulation spontanée qui est à
l’origine des ﬂuctuations et des événements extrêmes dans le supercontinuum optique.
Excitation à partir d’une seule bande latérale de modulation
Nous avons vu précédemment que la synthèse d’un champ initial de modulation idéale
donné par l’Eq. (4.9) pouvait nécessiter un système expérimental complexe tel qu’une
technique de modulation d’amplitude ou l’utilisation d’une pompe continue avec deux
bandes latérales de modulations contrôlées en phase.
Une approche alternative communément employée d’un point de vue expérimental
repose sur l’utilisation de deux lasers continus d’amplitudes diﬀérentes dont la diﬀérence
de fréquence et le déphasage relatif peuvent être aisément contrôlés. Cette approche,
souvent mise en place dans les expériences d’instabilité de modulation induite pour la
génération de trains d’impulsions ultra-rapides, correspond alors à une pompe continue
avec une seule bande latérale de modulation dont le champ initial est alors donnée par
l’Eq. (4.14).
A(0, T ) =
√
P0
[
1 + amodei(ωmodT+ψ)
]
. (4.14)
Dans ce cas, nous avons pu vériﬁer que le champ évolue alors d’une manière très
similaire à celle attendue pour le breather d’Akhmediev idéal (avec un paramètre de
fréquence a déterminé par la séparation fréquentielle entre l’onde pompe et la bande de
modulation).
On remarque ainsi que la bande de modulation complémentaire est générée dès le début
de la propagation grâce au mélange à quatre ondes menant spontanément à un désaccord
de phase linéaire θ = ψ/2 = −π/2. Ainsi, contrairement à l’utilisation d’une modulation
à deux bandes, l’évolution du champ est indépendante du déphasage relatif initial de telle
sorte que, pour n’importe quelle fréquence de modulation a, on obtienne un déphasage
équivalent ψ = −π. Cette propriété a deux conséquences principales : On notera tout
d’abord que, d’un point de vue expérimental, une stabilisation de la diﬀérence de phase
de la modulation initiale ψ n’est plus requise. D’autre part, en reprenant l’Eq. (4.11), on
peut constater que cette condition d’accord de phase spontanée (ψ = −π) correspond à
l’accord de phase théorique obtenu pour exciter un breather d’Akhmediev idéal avec un
fréquence a = 0.25 (gain maximal).
Malgré une condition d’accord de phase non idéal pour d’autres fréquences de modu-
lation a, on peut observer sur la Fig. 4.5 que la distance de compression théorique obtenue
par l’approximation de l’Eq. (4.12) présente un accord tout à fait correct avec les simu-
lations numériques obtenues. On peut aussi voir que cette approximation propose aussi,
dans le cas d’une modulation à bande unique, un meilleur agrément que celui proposé par
une approche purement perturbative.
D’une manière plus générale, il conviendra de noter que ces simulations ont aussi
été menées en considérant une ESNL généralisée incluant les perturbations telles que la
diﬀusion Raman et les ordres supérieurs de dispersion. Des résultats tout à fait similaires
avaient alors été obtenus, montrant ainsi que les perturbations n’inﬂuaient pas de manière
signiﬁcative sur la première phase de croissance de l’instabilité.
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Figure 4.5 – Cas d’une onde continue modulée à partir d’une seule bande latérale de modula-
tion : Distances de compression maximale en fonction de la fréquence de modula-
tion a prédites analytiquement à partir de Eq. (4.12) (ligne noire) et comparées
aux simulations numériques (cercles rouge) ainsi qu’au modèle perturbatif du
mélange à quatre ondes dégénéré (ligne rouge) [98,99].
Excitation en régime impulsionnel
Dans de nombreuses conditions expérimentales visant à étudier l’instabilité de modulation,
les puissances requises pour exciter l’instabilité sont telles qu’il est parfois nécessaire
d’utiliser des impulsions longues (c.a.d. une faible largeur de bande spectral) à haute
puissance crête, issues notamment de laser à verrouillage de modes plutôt qu’un champ
initial issu d’un laser continu [49,72,259,260].
Dans ce cas, il est clair que les dynamiques mises en jeu ne sont pas exactement les
mêmes que celles attendues par la théorie des breathers. Dans cette partie, nous consi-
dérons de quelle manière cette théorie analytique s’applique à ce régime non idéal mais
néanmoins réaliste expérimentalement. Selon cette approche, les conditions initiales sont
alors données par l’Eq. (4.15) présentant un champ pulsé avec une faible modulation :
A(0, T ) =
√
P0sech(T/T0)
[
1 + amodeiψ cos(ωmodT )
]
. (4.15)
Ici, P0 et T0 représentent respectivement la puissance crête et la durée de l’impul-
sion sans modulation. D’un point de vue expérimental, ces conditions correspondent à
l’injection simultanée d’une impulsion de puissance importante ainsi que de répliques de
plus faible intensité séparées fréquentiellement par ωmod avec un déphasage relatif ψ entre
l’impulsion pompe et les répliques de modulations.
La largeur totale à mi-hauteur τ (FWHM) des impulsions est alors reliée au paramètre
T0 tel que τ = 1.763T0 pour une impulsion de type sécante hyperbolique. Il est alors
clair que des dynamiques inhérentes à l’instabilité de modulation impulsionelle seront
alors observées uniquement si la durée de l’impulsion est signiﬁcativement supérieure à la
période de modulation tel que τ >> Tmod.
Des résultats issus de simulations numériques présentent, dans la Fig. 4.6, l’évolution
d’une impulsion de 4 ps (FWHM) de puissance crête 170 W faiblement modulée (avec
amod = 0.02).
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Dans ce cas, nous utilisons les paramètres réalistes d’une ﬁbre à cristaux photoniques
commerciale (Crystal Fiber NL-PM-750) pompée à 815 nm (β2 = −13.7 ps2 km−1 et
γNL = 0.1235 W−1 m−1).
La phase initiale ψ est choisie pour correspondre à la phase d’un breather d’Akhmediev
idéal donné par l’Eq. (4.11) calculée à partir du paramètre a. La fréquence de modulation
ωmod = 55 THz correspond au maximum de la courbe de gain de l’instabilité de modulation
(a = 0.25) pour un niveau de puissance correspondant à la puissance crête de l’impulsion.
A partir de ces paramètres, on obtient alors une modulation de période Tmod = 114 fs.
Figure 4.6 – Étude numérique d’une impulsion faiblement modulée. (a) Évolution longitudi-
nale du proﬁl temporel. (b) Même ﬁgure vue de dessus : Les points locaux de
compression temporelle maximale sont comparés avec les prédictions issus de
l’Eq. (4.12). (c) Le proﬁl temporel au centre de l’impulsion au maximum de com-
pression est comparée au breather d’Akhmediev compressé donnée par l’Eq. (4.7).
A partir d’une impulsion modulée, la Fig. 4.6(a) montre clairement que la croissance
de la modulation n’a pas lieu de manière uniforme le long du proﬁl de l’impulsion. En
eﬀet, bien que l’on observe une augmentation du contraste de la modulation et la for-
mation d’impulsions locales au sein même de l’impulsion initiale, il apparaît que le point
de compression maximale de ces impulsions locales (correspondant à l’amplitude locale
maximale) ne s’eﬀectue pas à la même distance de propagation pour diﬀérents points le
long de l’enveloppe de l’impulsion.
Néanmoins, ce comportement peut être compris de manière simple en considérant
la formation de breathers “localisés” où la puissance crête à un point quelconque de
l’impulsion détermine alors les propriétés locales du breather d’Akhmediev. Autrement
dit, en considérant un cycle de modulation à une position temporelle donnée le long de
l’enveloppe de l’impulsion telle que Tn = ±nTmod (avec n = 0, 1, 2, ...), celui-ci évoluera
alors selon les caractéristiques équivalentes d’un breather d’Akhmediev propre à une onde
continue de puissance Pn = P0sech
2(Tn/T0).
Ce résultat est présenté de manière plus visuelle dans la Fig. 4.6(b) où le point de com-
pression maximale de chaque breather localisé montre une bonne correspondance avec les
prédictions issues de l’Eq. (4.12) lorsque l’on prend en compte la variation de la puissance
le long de l’impulsion (croix rouges). Aﬁn d’illustrer plus clairement notre propos, la
Fig. 4.6(c) compare le proﬁl temporel du pic local au centre de l’impulsion (cercles noirs)
avec le breather compressé pour une puissance crête correspondant à celle de l’impulsion
non modulée (ligne continue). On peut alors noter une excellente correspondance entre
les deux proﬁls.
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D’autre part, l’observation des impulsions locales dans les ailes de l’impulsion non
modulée (bien que non illustrées dans ce manuscrit) a elle aussi montré un très bon
agrément avec le proﬁl du breather idéal obtenu en considérant la puissance crête locale
de l’impulsion Pn.
Notons aussi que, comme dans le cas d’une onde continue, les dynamiques impul-
sionelles obtenues en considérant une seule bande de modulation sont similaires à celles
obtenues ici et que les distances de compression locales étaient elles aussi correctement
prédites par l’utilisation de l’Eq. (4.12).
4.1.2 Dynamiques d’évolution spectrale des breathers et de l’in-
stabilité de modulation
Dans la partie précédente, nous avons principalement considéré l’évolution de l’insta-
bilité de modulation d’un point de vue temporel. Néanmoins, à la lumière de récentes
études relatives aux SC, il a été mis en avant que certaines signatures spectrales des
breathers d’Akhmediev avaient été détectées dans la phase d’expansion spectrale initiale
des SC [149, 261]. Nous reviendrons plus en détail sur ce point dans la partie 4.3 mais il
convient d’introduire ces notions de dynamiques spectrales en considérant tout d’abord
une instabilité de modulation induite à une fréquence arbitraire a.
En reprenant le formalisme des breathers d’Akhmediev donné dans l’Eq. (4.5), il est
possible d’intégrer cette expression aﬁn d’obtenir les amplitudes spectrales du spectre dis-
cret des breathers d’Akhmediev [262]. Après calcul et en négligeant les termes constants
de phase et d’amplitude, on peut obtenir les dynamiques d’évolution des amplitudes spec-
trales de la pompe incidente A˜0 et d’un nombre arbitraire de bandes latérales de modula-
tion A˜n correspondant au nième harmonique ωn = nωmod avec n = ±1,±2,±3, ... (où ω1
se réfère alors à la fréquence de modulation fondamentale) :
A˜0(z) = 1− 2 (1− 2a) cosh (bz) + ib sinh(bz)√
cosh2(bz)− 2a
(4.16)
A˜n(z) =
2 (1− 2a) cosh (bz) + ib sinh(bz)√
cosh2(bz)− 2a
cosh(bz)−
√
cosh2(bz)− 2a√
2a
n (4.17)
Les calculs de cette intégration sont explicités en détails dans l’annexe B.3. Ces résul-
tats peuvent alors être comparés avec des simulations numériques et expérimentalement.
Dans ce cas, nous considérons une instabilité de modulation induite à 1550 nm dont le
montage expérimental, mis en place dans le groupe SLCO à Dijon [250], est ici détaillé
dans la Fig. 4.7.
Une diode laser continue, émettant à 1550.08 nm, passe à travers un modulateur de
phase (MP) aﬁn d’augmenter la largeur spectrale de la pompe et ainsi supprimer l’eﬀet
de diﬀusion Brillouin. L’onde est alors injectée dans un modulateur d’intensité (MI) à 16
GHz aﬁn de générer des bandes latérales de modulation à une amplitude relative de -15.6
dB par rapport à la pompe. Il s’agit typiquement d’une faible modulation donnée par
l’Eq. (4.13) dans un régime où la théorie des breathers d’Akhmediev est censée décrire
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Figure 4.7 – Conﬁguration expérimentale utilisée pour la mesure des dynamiques spectrales
des breathers d’Akhmediev. Le diagnostic enregistre le spectre et la puissance
de sortie. MP : Modulateur de phase ; MI : Modulateur d’intensité ; EDFA :
Ampliﬁcateur ﬁbré dopé Erbium.
correctement les dynamiques d’évolution. La puissance après modulation est ajustée en
utilisant un ampliﬁcateur ﬁbré dopé Erbium à faible bruit (EDFA - Erbium Doped Fiber
Ampliﬁer). L’onde modulée est alors injectée dans une ﬁbre monomode standard (SMF-
28) permettant des raccordements par fusion avec des pertes négligeables. Ceci permet
alors d’étudier les dynamiques d’évolution spectrale par coupes successives de la ﬁbre op-
tique mais sous-entend aussi une bonne répétabilité de l’expérience pour un panel étendu
de diﬀérentes conditions initiales.
A 1550 nm, la ﬁbre standard utilisée possède des paramètres de dispersion β2 = −21.4
ps2 km−1, β3 = 0.012 ps3 km−1 et un coeﬃcient non-linéaire γNL = 1.2 W−1 km−1.
Dans notre cas, l’onde continue a une puissance crête P0 = 0.46 W telle que la fréquence
de modulation normalisée soit a = 0.45. Il convient ici de noter que cette fréquence de
modulation se situe loin de maximum de gain de l’instabilité et l’on peut ainsi tester
l’universalité des dynamiques spectrales données par les Eqs. (4.16)-(4.17).
Pour une longueur de ﬁbre de 5 km, on peut aisément ajuster la puissance d’entrée
aﬁn d’obtenir un spectre de largeur maximale (c’est-à-dire une compression temporelle
maximale) à la sortie de cette ﬁbre. Les résultats obtenus sont alors présentés dans la
Fig. 4.8.
Figure 4.8 – Proﬁl spectral au point de compression maximal obtenu expérimentalement à
z = 5 km (ligne continue), numériquement (cercles) et comparé à la théorie des
breathers (croix).
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À partir du faible niveau de bruit de cette expérience, il est possible de résoudre plus
de 14 bandes latérales de modulation de part et d’autre de la pompe. Ces résultats sont
comparés avec les prédictions obtenues par les Eqs. (4.16)-(4.17), ici représentées avec des
croix, et l’on peut voir un excellent agrément avec le spectre théorique sur plus de quatre
ordres de magnitude. Les résultats obtenus à partir de simulations numériques prenant
en compte l’ESNL généralisée sont eux aussi présentés dans la Fig. 4.8 sous la forme de
cercles qui présentent un très bon agrément avec les prédictions théoriques.
Il convient de noter que ce spectre triangulaire en échelle logarithmique est typique du
point maximum de compression temporelle donnée par l’Eq. (4.7). Néanmoins, il est tout
particulièrement intéressant d’examiner l’évolution des dynamiques spectrales de manière
plus complète. Dans ce cas, on utilise la même ﬁbre dont la distance est modiﬁée dans
l’intervalle 0-8.5 km en relevant le spectre expérimental tous les 250 m. Ces résultats
sont présentés dans la Fig. 4.9(a) où nous montrons uniquement neuf bandes latérales de
modulation avec un seuil de traçage à -30 dB aﬁn d’améliorer la clarté visuelle.
Figure 4.9 – Dynamiques spectrales en fonction de la distance de propagation de d’instabilité
de modulation induite expérimentalement (a) et comparées avec celles des prédic-
tions issues de simulations numériques de l’ESNL généralisée (b). La phase de
croissance de l’instabilité jusqu’au point de compression maximale est clairement
visible jusqu’à 5 km, suivi d’un retour de l’énergie des bandes de modulations vers
la pompe au-delà de ce point.
Ces résultats sont particulièrement signiﬁcatifs aﬁn de montrer l’évolution globale
des dynamiques spectrales des multiples harmoniques de modulations. En eﬀet, on voit
clairement un échange d’énergie de la pompe vers les diﬀérentes bandes de modulation
jusqu’à un point d’expansion spectrale maximum (compression temporelle maximale) à
5 km. De plus, on peut noter qu’à partir de 5 km, la dynamique s’inverse et l’échange
d’énergie se fait des bandes de modulation vers la pompe. Néanmoins, contrairement aux
prédictions obtenues pour l’évolution d’un breather d’Akhmediev idéal, nous n’observons
pas une récurrence parfaite de type Fermi-Pasta-Ulam.
En comparant ces résultats avec ceux obtenus à partir de simulations présentées en
Fig. 4.9(b), on constate cependant un excellent agrément avec l’expérience. D’autres sé-
ries de simulations utilisant l’ESNL pure (pas de termes d’ordres supérieurs, ni diﬀusion
Raman...) ont permis de montrer que les perturbations dans les simulations n’avaient
pratiquement pas d’inﬂuence dans la déviation de ce phénomène de récurrence.
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Une fois de plus, les dynamiques complexes ayant lieu après le point compression maxi-
male proviennent principalement d’une excitation non idéale de la solution mathématique
exacte, empêchant ainsi le retour de l’onde à son état initial après compression.
D’autre part, une comparaison quantitative des prédictions théoriques issues des Eqs.
(4.16)-(4.17) avec l’expérience est aussi présenté dans la Fig. 4.10. Dans ce cas, les inten-
sités spectrales de la pompe et des diﬀérentes bandes latérales d’ordre n sont extraites
expérimentalement (cercles noirs) et comparées avec les résultats obtenus par simulation
numérique de l’ESNL généralisée (ligne bleue pointillée) ainsi qu’à la théorie des breathers
d’Akhmediev (ligne noire continue).
Dans cette ﬁgure, les intensités spectrales sont normalisées par rapport à l’énergie
totale initiale. De plus, dans un souci de comparaison avec un modèle ne prenant pas en
compte la déplétion de l’onde pompe, ces résultats sont aussi comparés avec les prédictions
du mélange à quatre ondes dégénéré (ligne rouge pointillée) pour l’onde pompe et la
fréquence de modulation fondamentale (n = 1) [96,246].
Figure 4.10 – Évolution longitudinale des intensités spectrales normalisées de la pompe et
des bandes de modulation d’ordre n = 1, 2, 3, 7, 11 obtenues expérimentalement
(cercles), numériquement (ligne bleue pointillée) et comparées à la théorie des
breathers (ligne noire continue) ainsi qu’à la théorie du mélange à quatre ondes
dégénéré (ligne rouge pointillée, noté TW - Truncated Wave) [96,246].
Dans ce cadre, il est important de noter qu’aucun paramètre libre ni normalisations
relatives des amplitudes spectrales n’ont étés utilisés lors de la comparaison entre ces deux
modèles, l’intégration numérique et les résultats expérimentaux. Il faut toutefois signaler
que la distance initiale utilisée dans le cadre de la théorie des breathers Akhmediev a été
ajustée pour correspondre à la position du maximum de déplétion de la pompe.
Dans la Fig. 4.10, on peut voir que l’accord entre simulation et expérience est tout
à fait correct. Ceci paraît logique étant donné que les paramètres de simulation ont été
choisis de manière à correspondre parfaitement à ceux utilisés expérimentalement.
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D’autre part, on peut noter que la théorie du mélange à quatre ondes est relativement
correcte pour prédire la distance de compression temporelle maximum ainsi que la déplé-
tion de la pompe. Néanmoins, étant donné que cette théorie suppose que l’intégralité de
l’énergie transférée se retrouve dans la bande de modulation fondamentale, l’amplitude
de celle-ci est largement surestimée par cette méthode analytique.
Au contraire, il est particulièrement impressionnant de voir à quel point la théorie
des breathers décrit correctement l’évolution longitudinale de manière qualitative, mais
aussi et surtout quantitativement par l’importance de la déplétion de la pompe ainsi que
la croissance des bandes latérales de modulation, et ceci même jusqu’à la 11ième bande
latérale de modulation.
En fait, notre capacité à étudier les dynamiques spectrales jusqu’à un ordre des bandes
de modulation si élevé révèle des propriétés jusqu’à présent passées inaperçues dans un
contexte optique et hydrodynamique [101, 263, 264]. En eﬀet, contrairement aux dyna-
miques prédites par le modèle de mélange à quatre ondes dégénéré, on peut très claire-
ment voir que le processus de compression temporelle est associé à un transfert d’énergie
accru vers les harmoniques de modulation d’ordres supérieurs.
Ainsi, nous avons pu conﬁrmer que la théorie des breathers décrivait de manière cor-
recte l’évolution dynamique de croissance-décroissance d’un cycle d’instabilité de modu-
lation. Même si cette étude n’a pas permis d’observer une récurrence parfaite de type
FPU, on peut supposer qu’un contrôle du déphasage relatif entre la pompe injectée et
les bandes de modulation permettrait l’excitation de la solution analytique du breather
donné par Eq. (4.5).
4.2 Les solutions analytiques de l’équation de Schrö-
dinger non-linéaire
Comme nous avons pu le voir précédemment, la description de l’instabilité de modulation
par le biais de solutions analytiques de l’ESNL (breathers d’Akhmediev) a permis d’ap-
porter une nouvelle vision sur les instabilités non-linéaires dans les ﬁbres optiques mais
aussi d’un point de vue plus universel dans d’autres systèmes complexes.
Aussi depuis les analyses pionnières de Zakharov et Shabat en 1971 [122], un intérêt
continu a été porté sur les aspects mathématiques et physiques des solutions analytiques
de l’équation de Schrödinger non-linéaire [88, 247, 249, 265–270]. En eﬀet, cette équation
est un modèle central de la science non-linéaire s’appliquant aussi bien à l’hydrodyna-
mique, la physique des plasmas, l’optique ou même la biologie moléculaire [80–83]. Alors
que cette équation possède une inﬁnité de solutions d’ordres supérieurs, il n’existe, au-delà
du soliton “standard” décrit dans le chapitre 1 et 2, que quelques solutions analytiques
élémentaires dont une représentation schématique des cas limites est donnée en Fig. 4.11.
Dans cette partie, nous présentons tout d’abord une approche analytique uniﬁée per-
mettant de relier mathématiquement ces solutions présentant à la fois des phénomènes
de périodicité et de localisation temporelles ou/et spatiales. Dans un second temps, nous
montrerons que les dynamiques de ces solutions périodiques peuvent être excitées expéri-
mentalement à partir de conditions initiales judicieusement choisies.
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Figure 4.11 – Diagramme schématique des solutions périodiques du premier ordre de l’ESNL.
Les arêtes du triangle correspondent à un ensemble de solutions continues alors
que les sommets correspondent à des solutions uniques.
4.2.1 Les solitons sur fond continu
Aﬁn de mettre l’accent sur l’universalité de ces solutions, on peut d’abord récrire l’équation
de Schrödinger non-linéaire sous sa forme adimensionelle donnée par l’Eq. (4.18).
i
∂ψ
∂ξ
+
1
2
∂2ψ
∂τ 2
+ |ψ|2 ψ = 0 (4.18)
Sous cette forme, l’Eq. (4.18) peut être reliée à l’ESNL standard vue précédemment
selon un changement de variable dimensionnel. Ainsi, on retrouve le temps T = τT0 (en
seconde), où l’échelle de temps est T0 = (|β2|LNL)1/2, la distance z = ξLNL (exprimée en
m) et une enveloppe du champ E =
√
P0ψ (en W1/2).
Dans le cas d’une non-linéarité autofocalisante, Dysthe et Trulsen montrèrent que
l’équation admettait une solution générale décrivant un Soliton sur un Fond Continu
(SFC) [271]. Cette solution, adaptée en utilisant le formalisme utilisé pour les breathers
d’Akhmediev dans la parie 4.1, est donnée par l’Eq. (4.19) et valide pour 0 < a <∞.
ψ(ξ, τ) = eiξ
[
(1− 4a) cosh(bξ) + ib sinh(bξ) +√2a cos(ωτ)√
2a cos(ωτ)− cosh(bξ)
]
(4.19)
= eiξ
[
1 +
2(1− 2a) cosh(bξ) + ib sinh(bξ)√
2a cos(ωτ)− cosh(bξ)
]
(4.20)
Par factorisation, on peut aisément obtenir l’Eq. (4.20) montrant de manière très
claire la présence d’une structure périodique et localisée sur une onde plane continue et
non nulle.
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Dans le cas où 0 < a < 0.5, on retrouve bien évidemment l’expression du breather
d’Akhmediev donnée dans sa forme adimensionelle où le gain de l’instabilité b tout comme
la pulsation propre de la modulation ω sont réels :
b =
√
8a(1− 2a) (4.21)
ω = 2
√
1− 2a (4.22)
En revanche, lorsque la fréquence de modulation normalisée est ﬁxée telle que 0.5 <
a < ∞, les paramètres b et ω deviennent alors imaginaires purs et on peut réécrire les
Eqs. (4.21)-(4.22) en termes d’arguments réels :
b = i
√
8a(2a− 1) = iB (4.23)
ω = i2
√
2a− 1 = iΩ (4.24)
Ainsi, en remplaçant (4.23-4.24) dans (4.20), on obtient une expression dont les argu-
ments des fonctions trigonométriques périodiques et hyperboliques sont inversés :
ψ(ξ, τ) = eiξ
[
1 +
2(1− 2a) cos(Bξ) + iB sin(Bξ)√
2a cosh(Ωτ)− cos(Bξ)
]
(4.25)
Dans ce cas, l’Eq. (4.25) correspond en fait à la solution analytique exacte décrite pour
la première fois par Kuznetsov en 1977 [265] puis généralisée par Ma en 1979 [267].
Comme suggéré plus récemment dans la littérature [272], nous nous référerons dans
la suite de ce manuscrit au terme de Soliton de Kuznetsov-Ma (KM) pour décrire cette
solution.
Un autre cas spéciﬁque est obtenu pour la limite entre le régime de breather d’Akh-
mediev et celui du soliton de KM lorsque a → 1/2. Dans cette limite asymptotique, le
gain de l’instabilité de modulation b tend alors vers 0 et l’Eq. (4.20) devient alors :
ψ(ξ, τ) = eiξ
[
1− 4(1 + 2iξ)
1 + 4τ 2 + 4ξ2
]
(4.26)
Cette solution, présentée ici sous sa forme normalisée, est rencontrée pour une modu-
lation inﬁniment proche de la pompe et fut pour la première fois dérivée analytiquement
par Peregrine en 1983 [247].
Ce cas limite, ainsi nommé Soliton de Peregrine (SP), est une solution rationnelle du
premier ordre de l’ESNL. Cette dénomination provient en fait d’une structure basée sur
le rapport de deux polynômes dans son expression.
Aﬁn d’observer les diﬀérences entres ces 3 solutions analytiques de manière visuelle,
nous présentons dans la Fig. 4.12 une comparaison de ces solutions sous leurs formes
normalisées. Il apparaît alors très clairement que les régimes de ces solutions sont, bien
que décrites par la même équation de base, qualitativement diﬀérentes :
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Figure 4.12 – Simulations numériques des solutions de l’ESNL du type Solitons sur Fond
Continu : (a) Breather d’Akhmediev (BA) ; (b) Soliton de Peregrine (SP) ; (c)
Soliton de Kuznetsov-Ma (KM).
• Dans le cas du breather d’Akhmediev, la solution (4.20) présente une périodi-
cité temporelle ∆τ = 2π/ω = π/
√
1− 2a ainsi qu’un mécanisme de croissance-
décroissance selon ξ (récurrence FPU) associé à une localisation spatiale.
• Au contraire, le soliton de KM donnée par l’Eq. (4.25) présente une périodicité
spatiale ∆ξ = 2π/B = π/
√
2a(2a− 1) alors que la localisation maximale de la
solution est obtenue temporellement à τ = 0.
• Enﬁn, le soliton de Peregrine vu en Fig. 4.12(b) présente en fait une discontinuité par
son aspect hybride entre ces deux solutions avec une localisation à la fois temporelle
et spatiale.
Même si, à première vue, on peut avoir l’impression que le breather d’Akhmediev
et le soliton de KM présentent uniquement une inversion des axes de localisation et de
périodicité, un examen plus attentif permet de mettre en avant un aspect de localisation
fondamentalement diﬀérent entre ces deux solutions. En eﬀet, dans la Fig. 4.13(a-b), on
compare les dynamiques de ces deux solutions et on extrait les proﬁls |ψ(ξ, τ)| selon leurs
axes de localisation respectifs.
Dans ce cas, nous voyons clairement une diﬀérence notable entre les deux classes de
solutions. Le proﬁl du breather d’Akhmediev selon son axe de localisation varie de manière
monotone entre la crête obtenue en ξ = 0 jusqu’à un fond continu lorsque |ξ| → ∞. Au
contraire, selon sa dimension périodique, on peut retrouver des trous entre chaque pic.
Si on considère maintenant le soliton de KM, le passage du maximum de l’amplitude du
champ au fond continu le long de la dimension de localisation (τ) s’eﬀectue en passant par
un minimum local d’intensité nulle. En revanche, le long de la dimension temporelle, on
observe une variation périodique du proﬁl du champ entre les diﬀérents pics en l’absence
de points locaux d’intensité nulle.
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Figure 4.13 – Comparaison de la localisation des SFC dans le cas des breathers d’Akhmediev
avec a = 0.25 (a) et des solitons de KM pour a = 1 (b). La dimension de
localisation dont sont extraits les proﬁls de |ψ(ξ, τ)| sont représentés en traits
pointillés. (c) Proﬁls de localisation maximale des SFC en fonction du paramètre
de fréquence normalisée a.
Une manière diﬀérente d’appréhender qualitativement ce concept est de voir que l’éner-
gie transférée du fond continu (onde pompe) sur le pic d’amplitude (bandes latérales) se
fait de manière unique dans le cas du breather d’Akhmediev au cours d’un cycle de
croissance-décroissance alors que l’échange est périodique lors de la propagation du soli-
ton de KM. Dans ce cadre, il convient de noter que selon l’approche considérée, l’aspect
intermittent des solitons de KM (cycle de croissance-décroissance selon l’axe temporel)
pourrait être mis en avant et que l’on pourrait tout à fait qualiﬁer ceux-ci de “breather de
Kuznetsov-Ma” selon l’axe de localisation considéré.
Un autre point intéressant est présenté dans la Fig. 4.13(c) où l’on voit que l’amplitude
maximale du pic de localisation varie de manière monotone avec le paramètre de fréquence
a. Dans le cas limite du soliton de Peregrine où a → 1/2, cette amplitude maximale est
alors 3 fois supérieure à l’amplitude du fond continu (c.a.d. une intensité 9 fois supérieure).
En revanche, bien que l’amplitude crête soit localement plus importante pour une
valeur de a croissante, il convient de pondérer cette appréciation en prenant en compte
l’aspect périodique de ces solutions. Dans la Fig. 4.14, on montre l’évolution de la période
(temporelle ∆τ ou spatiale ∆ξ selon la classe de la solution) en fonction du paramètre a.
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Figure 4.14 – Évolution de la périodicité des SFC en fonction de la fréquence de modulation
normalisée a
Aussi, on peut noter que la période, qu’elle soit spatiale ou temporelle augmente de
manière exponentielle dans la limite du soliton de Peregrine ou a→ 1/2. C’est à ce point
précis que l’on obtient alors une localisation extrême du soliton sur son fond continu.
Au contraire, dans le cas où a → ∞, la période spatiale ∆ξ du soliton de KM devient
inﬁniment faible et celui-ci se propage alors sans modiﬁcation notable de son enveloppe
avec un contraste du pic sur le fond continu tendant vers l’inﬁni. Cette propriété est encore
plus notable lorsque l’on étudie en détail les proﬁls du soliton de KM aux distances de
localisations minimales et maximales.
Lorsque ξ = 0,±2π/B,±4π/B, ..., l’Eq. (4.20) est associée avec un pic d’intensité
maximale dont l’amplitude s’écrit :
ψKMmax(τ) =
[
1 +
2(1− 2a)√
2a cosh(Ωτ)− 1
]
(4.27)
D’autre part, lorsque ξ = ±π/B,±3π/B, ..., le pic central a une intensité minimale et
le proﬁl d’amplitude temporel est alors :
ψKMmin(τ) =
[
1 +
2(2a− 1)√
2a cosh(Ωτ) + 1
]
(4.28)
Ainsi, on peut voir que dans le cas d’une périodicité spatiale quasi-nulle obtenue lorsque
a→∞, on peut clairement identiﬁer un rapport de contraste |ψKMmax(0)/ψKMmin(0)| → 1
avec une propagation stationnaire sur un fond continu négligeable. Dans ce cas, on se
rapproche alors de la solution fondamentale du soliton donnée par l’Eq. (4.29) :
ψsol(τ) = 2
√
2a sech(Ωτ) (4.29)
D’un point de vue plus global, nous avons donc vu que cette notation permettait
une représentation uniﬁcatrice des solitons sur fond continu, solutions exactes du premier
ordre de l’ESNL.
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4.2.2 Observation expérimentale des dynamiques des solitons
sur fond continu
Comme nous avons pu le voir dans la partie 4.1, l’approche des breathers d’Akhmediev a
permis de gagner en clarté dans la description du phénomène d’instabilité de modulation.
Il en est de même pour le soliton de Peregrine et pour le soliton de Kuznetsov-Ma qui, bien
que prédits théoriquement il y a plus de 30 ans, n’avaient pas été observés expérimenta-
lement jusqu’en 2010 [252–254]. Depuis, ces études ont attiré un intérêt grandissant de la
communauté scientiﬁque par l’approche interdisciplinaire de ces résultats mais aussi par
l’aspect de localisation extrême de ces solutions, prototypes intéressants pour l’explication
d’événements extrêmes dans de nombreux systèmes non-linéaires [83, 167,272,273].
Dans cette partie, nous eﬀectuons un résumé des observations expérimentales eﬀec-
tuées en collaboration avec l’équipe SLCO de Dijon dans la continuité des études menées
sur les breathers d’Akhmediev [254].
Le soliton de Peregrine
Comme nous l’avons vu précédemment, le soliton de Peregrine a, de par son existence pour
une valeur limite de a→ 1/2 (c.a.d. ω → 0), une nature purement théorique. Néanmoins,
en 2010, Kibler et ses collaborateurs [252] sont parvenus pour la première fois à observer
expérimentalement les dynamiques propres au soliton de Peregrine telles qu’elles ont été
succinctement décrites dans la partie précédente.
Pour cela, les auteurs ont utilisés deux lasers continus (tel que suggéré dans [251] et
décrit dans la partie 4.1.1) aﬁn d’induire une faible modulation à une pompe avec une
fréquence très faible A(0, T ) =
√
P0
[
1 + amodei(ωmodT )
]
. Pour une description complète de
la mise en place expérimentale et des résultats, le lecteur pourra se reporter à la Ref. [252].
Néanmoins, on peut noter qu’en utilisant une onde pompe injectée à 1554.5 nm dans une
ﬁbre hautement non-linéaire (HNLF) ainsi qu’une fréquence de modulation suﬃsamment
faible (ωmod = 241 GHz) telle que a = 0.42, les auteurs ont pu montrer la formation
d’un pic de forte intensité sur un fond continu non nul fortement localisé spatialement et
temporellement.
Ces résultats ont été mesurés expérimentalement avec, notamment, l’utilisation d’un
FROG permettant de reconstruire le pic localisé en amplitude et en phase [179]. Des simu-
lations numériques reposant sur l’intégration de l’ESNL généralisée avec les paramètres de
l’expérience ainsi que les prédictions analytiques données par l’Eq. (4.26) (adaptée dans
sa forme dimensionnelle) ont ainsi été comparés aux résultats expérimentaux comme pré-
sentés dans la Fig. 4.15.
On retrouve dans la Fig. 4.15(a), le proﬁl temporel de l’impulsion au point de localisa-
tion maximale présentant un très bon accord avec les prédictions analytiques ainsi qu’un
rapport de contraste de l’intensité du pic sur le fond continu proche de 9. De plus, on
peut constater un minimum local d’intensité nulle associé à un saut de phase encore une
fois en excellent accord avec la théorie.
De manière analogue, le spectre obtenu au maximum de localisation est donné en
Fig. 4.15(b). Étant donné que les conditions d’excitations ne sont pas idéales, le spectre
obtenu est un peigne de fréquence correspondant aux harmoniques de modulation plutôt
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Figure 4.15 – Observation expérimentale (bleu) du proﬁl temporel (a) et spectral (b) du soliton
de Peregrine au point de localisation maximale comparés aux simulations numé-
riques (rouge) et aux prédictions analytiques (gris). Adaptation de la Ref. [252].
qu’un spectre parfaitement continu tel que prédit analytiquement par l’Eq. (4.30). Cette
solution correspond au spectre en intensité de l’Eq. (4.26), obtenue par transformée de
Fourier en omettant la fonction de Dirac correspondant au fond continu :∣∣∣ψ˜(ξ, ν)∣∣∣2 = 2πexp(−2π |ν|√1 + 4ξ2) (4.30)
Dans ce cas, la variable ν correspond à la fréquence réciproque à τ dans le domaine
fréquentiel. Néanmoins, et même si le spectre expérimental ne présente pas une fonction
continue, on observe un très bonne correspondance qualitative du spectre triangulaire du
soliton de Peregrine (en échelle logarithmique) [261].
Depuis ces travaux, un intérêt croissant a été porté sur ce type de solutions [253]
présentant les caractéristiques idéales pour la formation d’événements extrêmes. On peut
notamment remarquer la première observation expérimentale du PS dans le domaine de
l’hydrodynamique généré par un régime d’excitation similaire [274] mettant en avant les
propriétés intrinsèquement universelles de ces solitons sur fond continu dans les systèmes
non-linéaires.
Le soliton de Kuznetsov-Ma
Dans un souci de continuité de ces travaux, il a été alors parfaitement naturel de s’intéres-
ser à l’observation des solitons de Kuznetsov-Ma dans le contexte de l’optique. Un certain
nombre d’études concernant ces solutions a été mené durant les dernières décennies, no-
tamment dans le contexte des dynamiques d’évolution d’un train d’ondes périodiques en
hydrodynamique [243,263,264,275]. Néanmoins, les résultats présentés se sont avérés être
purement qualitatifs ou uniquement comparés à des simulations numériques de l’ESNL
mais n’ont, à notre connaissance, jamais fait l’objet d’une observation expérimentale. Dans
cette partie, nous présentons la première conﬁrmation expérimentale des dynamiques ca-
ractéristiques du soliton de KM [254] telles que prédites théoriquement par les analyses
pionnières des années 70 [265, 267]. Ces travaux s’inscrivent dans une collaboration avec
l’ICB où fut mis en place l’expérience sur la plate-forme de caractérisation PICASSO.
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Plusieurs protocoles peuvent être envisagés pour exciter un soliton de Kuznetsov-Ma.
Aussi, une approche idéale consisterait à injecter dans une ﬁbre de la solution analytique
du KM donnée par la solution (4.25) pour 0.5 < a <∞.
On pourrait notamment penser à exciter celui-ci à son point de localisation minimale
ψKMmin(τ) tel que le propose l’Eq. (4.28). Dans ce cas, une implémentation expérimentale
de cette solution consisterait en l’addition d’une impulsion ψP(τ) sur un fond non nul
donné par un laser continu ψ0(τ) = 1 tel que ψKMmin(τ) = ψ0(τ) + ψP(τ). Cependant,
comme cela a été suggéré pour l’excitation des breathers d’Akhmediev dans la partie 4.1,
cette mise en place expérimentale suppose un très bon contrôle de la durée de cohérence
et du déphasage relatif de l’impulsion par rapport à l’onde continue. De plus, l’équa-
tion de l’enveloppe de l’impulsion depend du paramètre de fréquence normalisé tel que
ψP(τ) = 2(2a − 1)/
√
2a cosh(Ωτ) + 1 et suppose ainsi le contrôle expérimental du proﬁl
et de la durée de l’impulsion pour l’excitation du soliton de KM.
Dans notre cas, on propose plutôt d’utiliser une onde continue avec une large mo-
dulation dont les dynamiques d’évolution longitudinale peuvent en fait être décrites et
interprétées selon les dynamiques d’évolution du soliton de KM. Cette approche est illus-
trée dans la Fig. 4.16 où l’on compare numériquement l’évolution de la solution exacte du
soliton de KM avec un champ fortement modulé calculé pour approcher au plus près la so-
lution exacte dans la région centrale (ici, on choisit un paramètre de fréquence normalisée
a = 1).
Figure 4.16 – Simulations numériques comparant l’évolution d’un champ fortement modulé
(ligne pointillée rouge) avec un soliton de KM analytique de paramètre a = 1.
(a) Comparaison des conditions initiales pour une onde continue ajustée pour
correspondre à la solution analytique. (b) Simulation de l’évolution longitudinale
du champ modulé. (c) Comparaison de l’évolution locale de ce champ avec le
soliton de KM analytique selon une période de modulation.
Aussi, dans la Fig. 4.16(a), nous comparons la construction des deux champs et l’on
peut voir une bonne correspondance du pic de la solution analytique (ligne continue) avec
la période centrale de l’onde modulée (ligne pointillée). Dans la Fig. 4.16(b), on intègre
numériquement l’ESNL en utilisant ces conditions initiales et on rencontre en fait une
évolution longitudinale présentant une double périodicité (spatiale et temporelle). Néan-
moins, lorsque l’on examine plus attentivement la région centrale de l’évolution du champ
modulé (correspondant en fait à une période de modulation), on peut très clairement voir
en Fig. 4.16(c) une excellente correspondance locale des dynamiques d’évolution de cette
approximation avec la solution analytique de KM.
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L’identiﬁcation de cette équivalence est d’une importance capitale puisqu’elle souligne
l’universalité des dynamiques du soliton de KM dans la propagation de l’ESNL et ceci
même dans des conditions nettement diﬀérentes de celles considérées préalablement. De
plus, ces résultats permettent l’implémentation d’un montage expérimental visant à tester
la théorie du soliton de KM.
Cette conﬁguration, mise en place à Dijon par l’équipe SLCO de l’ICB, est présentée
dans la Fig. 4.17(a) où l’on utilise une diode laser continue à 1550 nm légèrement modulée
en phase aﬁn d’obtenir une largeur spectrale d’environ 43 MHz pour supprimer l’eﬀet de
diﬀusion Brillouin. La modulation de l’onde est assuré par un modulateur d’intensité à
30.5 GHz puis ampliﬁée à l’aide d’un ampliﬁcateur dopé Erbium à 30 dBm avant une
injection dans une ﬁbre monomode standard (SMF-28).
A la longueur d’onde pompe, la ﬁbre standard utilisée possède des paramètres de
dispersion β2 = −21.8 ps2 km−1, β3 = 0.012 ps3 km−1 et un coeﬃcient non-linéaire
γNL = 1.3 W−1 km−1 ainsi que des pertes de 0.2 dB/km.
Figure 4.17 – (a) Conﬁguration expérimentale d’excitation des dynamiques du KM dans
une ﬁbre standard monomode. (b) Soliton de KM idéal au point d’inten-
sité/localisation minimale pour a = 0.66 (ligne noire) comparé au proﬁl d’inten-
sité du champ modulé synthétisé expérimentalement et utilisé comme conditions
initiales à l’entrée de la ﬁbre. MP : Modulateur de phase ; MI : Modulateur d’in-
tensité ; EDFA : Ampliﬁcateur ﬁbré dopé Erbium ; OSA : Analyseur de spectre
optique ; OSO : Oscilloscope à échantillonnage optique (Optical Sampling Os-
cilloscope)
Nous cherchons alors à obtenir un champ initial à l’entrée de la ﬁbre correspondant à
celui donné par la Fig. 4.16(a). Dans ce cas, l’équation du champ dans sa forme dimen-
sionnelle en W1/2 est donnée par l’Eq. (4.31) :
Amod(z = 0, T ) =
√
P0 +
√
P0(
√
2a− 1)(1 + cos(ωmodT )) (4.31)
On retrouve alors un champ dont le pic d’amplitude varie entre une valeur minimale√
P0 et maximale
√
P0+2
√
P0(
√
2a− 1). Dans notre montage expérimentale, l’amplitude
de modulation est ajustée aﬁn d’obtenir une intensité minimale P0 = 0.7 W et maximale
de 1.2 W visant à exciter un soliton de KM de paramètre fréquentiel a = 0.66. Le proﬁl
d’intensité du champ initial ainsi généré est présenté dans la Fig. 4.17(b) avec une ligne
rouge et comparé au soliton de KM visé (ligne noire).
122 4. Approche analytique de l’instabilité de modulation
En tenant compte de ces paramètres expérimentaux, on peut aisément calculer la dis-
tance non-linéaire LNL = (γNLP0)−1 = 1.1 km et l’échelle de temps T0 = (|β2|LNL)1/2 =
4.9 ps tels que l’on retrouve les paramètres dimensionnels de temps T = τT0 et de distance
z = ξLNL + zp/2. Avec cette normalisation, la périodicité spatiale du soliton de KM est
zp = ∆ξLNL = π2a(2a − 1)−1/2LNL = 5.3 km et la distance z est alors choisie telle que
l’injection initiale soit située à z = 0.
D’un point de vue expérimental, on injecte le champ décrit précédemment dans une
ﬁbre monomode de longueur 5.3 km correspondant à la période spatiale du soliton de
KM. Par coupes successives de la ﬁbre, on relève, tous les 200 m, l’évolution temporelle
du champ avec un oscilloscope à échantillonnage optique comportant une résolution de
0.8 ps, ainsi que le spectre obtenu par un analyseur de spectre optique d’une résolution
de 0.02 nm. Les relevés expérimentaux sont alors présentés dans la Fig. 4.18 et comparés
aux résultats issus de simulations numériques de l’ESNL généralisée.
Figure 4.18 – Résultats expérimentaux (rouge) comparés à l’aide de simulations numériques
(bleu) et analytiquement en considérant le soliton de KM idéal (noir) pour l’évo-
lution des dynamiques du KM à partir d’une approximation de champ modulé.
(a) Évolution longitudinale de l’intensité du lobe central. (b) Évolution de la
puissance instantanée à T = 0. (c) Proﬁls d’intensité spectrale et temporelle
obtenus au point de compression maximale (z/zp = 0.5)
Dans la Fig. 4.18(a), on présente l’évolution longitudinale sur une période zp du proﬁl
temporel mesuré expérimentalement et comparé au soliton de KM idéal. On voit alors un
très bon accord qualitatif qui peut aisément être conﬁrmé quantitativement. Aussi, dans la
Fig. 4.18(b), on retrouve l’évolution longitudinale de la puissance instantanée au centre du
cycle de modulation (T = 0) obtenue expérimentalement (rouge) et comparée au soliton
de KM idéal (noir). Une fois de plus, on observe un bon agrément entre l’expérience et la
solution analytique attendue même si l’on observe une déviation croissante entre les deux
cas au cours de la propagation.
Cette variation entre théorie et expérience a été identiﬁée comme étant principale-
ment due aux pertes de la ﬁbre. En eﬀet, lorsque l’on utilise des simulations numériques
pour reproduire l’évolution du champ initial utilisé dans l’expérience, on retrouve des
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dynamiques en accord quasi-parfait avec les résultats expérimentaux (bleu).
Enﬁn, dans la Fig. 4.18(c), on trace une comparaison explicite des proﬁls temporels
et spectraux obtenus au point de compression maximale lorsque z = zp/2. Pour cela, le
spectre analytique du soliton de KM à cette distance est donné de manière adimensionelle
dans l’Eq. (4.32) et calculé dans l’annexe B.4.
ψ˜max(ν) = δ(0)
2π sinh
[
2πν(2a− 1)−1/2 cos−1
(
−(2a)−1/2
)]
sinh [π2ν(2a− 1)−1/2] (4.32)
A cette distance, l’accord entre expérience, simulations numériques et prédictions ana-
lytiques est excellent à la fois pour le proﬁl d’intensité temporel et spectral.
Au regard de la Fig. 4.18, on peut conclure du fait que l’évolution longitudinale non-
linéaire d’une onde continue fortement modulée est très similaire à celle attendue pour
un soliton de KM idéal. Bien entendu, nous comparons ici uniquement l’évolution d’un
cycle de modulation avec la solution analytique. Néanmoins, en considérant les conditions
initiales utilisées, on peut en fait observer la génération d’un train d’impulsions à un fort
taux de répétition (30 GHz) avec des caractéristiques de compression hautement similaires
à celles du soliton de KM.
Ces résultats mettent en avant le fait que les dynamiques d’évolution du soliton de
KM apparaissent de manière bien plus universelle que dans les conditions spéciﬁques
initialement considérées par une approche analytique [83, 265, 267, 276]. De plus, ces ob-
servations apportent une nouveau lien entre les dynamiques des solitons sur fond continu
et le phénomène de récurrence de Fermi-Pasta-Ulam au sein des systèmes non-linéaires.
Cet aspect est fondamental puisque ces récentes études expérimentales relatives aux soli-
tons sur fond continu [250, 252–254] montrent que les systèmes optiques permettent une
approche pratique et contrôlée ouvrant la voie à l’étude expérimentale de dynamiques de
vagues non-linéaires dans d’autres domaines [274,277].
4.3 La phase d’émergence de l’instabilité dans le su-
percontinuum
Comme nous avons pu le voir précédemment, l’instabilité de modulation induite peut-
être dans une large mesure décrite en utilisant le formalisme des breathers d’Akhmediev.
Néanmoins, il est clair que pour une excitation non idéale (notamment sur le déphasage
initial entre la pompe et les bandes latérales de modulation), les dynamiques du breather
d’Akhmediev sont légèrement modiﬁées et l’on n’observe pas un retour idéal à l’état initial
(c.a.d. un cycle unique d’évolution du breather) [248,255] mais plutôt une série périodique
de cycles de compression-décompression. Cette période est liée à la fois à la fréquence de la
modulation induite (paramètre a) mais aussi à l’amplitude de modulation et au déphasage
initial [251]. Un exemple de modulation induite proposant ce type d’oscillation cyclique
est présentée dans la Fig. 4.19. Cette représentation de l’évolution longitudinale d’une
onde continue modulée met clairement en lumière ce régime de périodicité au-delà du
premier point de compression maximale.
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Figure 4.19 – Évolutions spectrale (a) et temporelle (b) d’une onde continue de puissance P0 =
30 W faiblement modulée (amod = 0.01) au maximum de gain de l’instabilité
de modulation (a = 0.25). L’excitation d’un breather d’Akhmediev non idéal
mène à un phénomène de compressions spatiales périodiques plutôt qu’à une
récurrence parfaite de l’instabilité. Résultats issus de simulations numériques
prenant en compte l’ESNL standard.
Ce phénomène a déjà été largement étudié au cours des dernières décennies [256,257]
et peut, jusqu’à un certain point, être décrit en terme de fonctions elliptiques de Jacobi
[94,97,98,278,279]. Dans le cadre de la génération de supercontinua incohérents (dispersion
anormale et régime d’impulsions longues), la phase d’émergence de l’instabilité n’est cette
fois plus induite par une modulation forcée mais provient d’une ampliﬁcation du bruit
initial situé dans la bande de gain de l’instabilité de modulation [31, 49, 149]. On parle
alors d’instabilité de modulation spontanée.
Ce mécanisme est illustré dans la Fig. 4.20. Dans ce cas, on retrouve les diﬀérentes
étapes de la phase d’émergence d’un supercontinuum incohérent obtenu à partir d’une
impulsion ps. Aussi, au tout début de la propagation (1 m), on retrouve une impulsion
dont l’enveloppe est légèrement bruitée puis, après 5 m de propagation, le bruit est ampliﬁé
grâce au gain de l’instabilité de modulation. Dans ce cas, le bruit initial étant présent dans
l’intégralité de la bande de gain, une multiplicité de fréquence de modulation à très faible
amplitude est ampliﬁée pour donner lieu à une ﬁgure de modulation complexe. Enﬁn, au
bout de 10 m propagation, l’impulsion ps se scinde par ﬁssion solitonique [12,49,119] qui
donnera lieu, après décalage Raman, à un supercontinuum large bande.
Dans ce type de régime, un point localisé avant la ﬁssion solitonique est tout particu-
lièrement intéressant. En eﬀet, en 2009, Dudley et al. [149] ont pu mettre en évidence la
présence de signatures de breathers d’Akhmediev lors de la phase d’émergence d’un super-
continuum continu. Dans cet article, les auteurs ont ainsi montré qu’au-delà de l’instabilité
de modulation induite, le formalisme des solutions analytiques du breather d’Akhmediev
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Figure 4.20 – Simulation numérique montrant l’évolution longitudinale temporelle d’une im-
pulsion ps dans la phase d’émergence d’un supercontinuum incohérent. (Droite)
Proﬁls temporels extraits aux distances clés de l’évolution de l’impulsion. Figure
adaptée de Ref. [149] utilisant l’ESNL généralisée.
pouvait se retrouver spontanément lors de la génération de supercontinua à partir d’une
instabilité de modulation spontanée initiée par le bruit. La Fig. 4.21 présente les résultats
adaptés de cette publication.
Dans ce cas, une onde continue bruitée évolue spontanément vers la génération d’im-
pulsions localisées associées avec une expansion spectrale de l’onde continue. A un point
précis d’expansion spectrale maximum (correspondant à une compression temporelle maxi-
male), on peut extraire le spectre expérimental présentant une forme triangulaire bien
connue [261] montré par une ligne continue dans la Fig. 4.21(a).
D’une manière tout à fait remarquable, des simulations numériques considérant l’inté-
gration de l’ESNL standard (ligne pointillée rouge) et de l’ESNL généralisée (ligne poin-
tillée bleue) montrent un très bon accord avec le spectre expérimental. On voit alors que
dans ce régime initial d’ampliﬁcation du bruit, les perturbations prises en compte dans le
modèle généralisé (dispersion d’ordre supérieur, diﬀusion Raman....) ont peu d’inﬂuence
sur les résultats obtenus à l’exception du pic spectral dû au gain Raman (1120 nm). Dans
ce cas, les dynamiques principales de cette expansion spectrale initiale peuvent alors être
modélisées de manière correcte en utilisant l’ESNL standard.
À partir de cette observation, il est alors tout à fait naturel de comparer ce spectre
expérimental avec le spectre du breather d’Akhmediev tel que calculé analytiquement
dans la partie 4.1.2. Pour cela, on considère le spectre du breather compressé (lignes
discrètes vertes) obtenu au maximum du gain de l’instabilité de modulation (a = 0.25).
On voit alors que, même si le spectre expérimental a une nature continue plutôt que
discrète, la forme triangulaire de celui-ci présente un très bon accord avec les résultats
expérimentaux.
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Figure 4.21 – Coupes spectrale (a) et temporelle (b) de la phase d’émergence du SC au maxi-
mum de l’expansion spectrale initiale mettant en évidence la présence de si-
gnatures spectrales (a) et temporelles (c) du breather d’Akhmediev compressé
pour (a = 0.25). (c) Proﬁl temporel des impulsions compressées obtenues nu-
mériquement par l’ESNL standard dans le cas d’une instabilité de modulation
spontanée (ligne continue) comparé au proﬁl analytique d’un breather compressé
(ligne pointillée) au maximum de gain de l’IM (a = 0.25). Figure adaptée de
Ref. [149] en considérant une onde continue P0 = 43 W pour une ﬁbre de
paramètres β2 = −75 ps2 km−1 et γNL = 60 W−1 km−1
Ceci s’explique en partie puisque, comme nous l’avons vu dans la partie 4.1.1, la dis-
tance de compression initiale d’une instabilité de modulation induite est minimale lorsque
le gain de l’IM et maximal (a = 0.25). Aussi, quand on considère une instabilité de modu-
lation spontanée provenant du bruit, l’ensemble de la bande de fréquences se superposant
à la bande de gains de l’IM est ampliﬁée. Néanmoins, la fréquence correspondante au gain
maximal est ampliﬁée plus rapidement pour être, dans une certaine mesure, le moteur
des dynamiques de l’évolution initiale. Ainsi, il paraît normal de retrouver un spectre
expérimental correspondant qualitativement à celui du breather compressé au maximum
de gain.
Ce phénomène peut bien entendu être observé dans le domaine temporel. Aussi, les ré-
sultats issus de simulations au stade d’expansion spectrale initiale maximale (compression
temporelle maximale) sont présentés dans la Fig. 4.21(b). On observe alors une multiplicité
de pics de compression localisés d’amplitudes diverses correspondant à des modulations
multiples issues du bruit initial ampliﬁé.
Dans la Fig. 4.21(c), on présente plus en détail les pics de compression d’amplitude
maximale obtenus numériquement (ligne continue). Dans ce cas, on retrouve une bonne
correspondance entre ces pics et le proﬁl analytique du breather d’Akhmediev compressé
pour un gain maximal (ligne pointillée). Cet accord est à la fois quantitatif avec une bonne
prédiction de l’amplitude maximale mais aussi qualitatif avec l’obtention de piédestaux
localisés entre les pics de compression.
Ces résultats mettent clairement en avant la prédominance des dynamiques de com-
pression du breather d’Akhmediev dans la phase d’émergence de l’instabilité ayant lieu
lors de la génération de supercontinua issus d’une onde continue bruitée.
Même si les dynamiques d’expansion spectrale initiale sont largement dominées par
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l’inﬂuence du bruit au maximum de gain de l’IM, l’instabilité de modulation spontanée
est en fait un phénomène beaucoup plus complexe. Pour illustrer notre propos, nous
présentons dans la Fig. 4.22, l’évolution spectrale obtenue numériquement, par intégration
de l’ESNL standard, d’une onde continue pour trois réalisations issues de bruits initiaux
diﬀérents (a), ainsi que cette évolution moyennée sur 50 réalisations (b).
Figure 4.22 – Évolution spectrale d’un régime d’instabilité de modulation spontanée dans 3
réalisations comportant des bruits initiaux diﬀérents (a) et moyennée sur 50
réalisations (b). Simulations issues de l’ESNL standard considérant l’intégra-
tion d’une onde continue de puissance P0 = 50 W avec un bruit d’amplitude
constante d’un photon par mode spectral avec une phase aléatoire pour une ﬁbre
PCF de paramètres β2 = −68 ps2 km−1 et γNL = 68 W−1 km−1
Dans ce cas, on peut voir que pour les trois réalisations, la phase d’expansion spectrale
initiale (jusqu’à environ 3 m) ne présente pas de variations signiﬁcatives. En revanche,
au-delà de ce point, on retrouve des dynamiques de compression-décompression tout à
fait diﬀérentes selon le bruit initial considéré alors qu’un régime d’évolution périodique
peut être observé dans le cas d’une évolution moyennée sur 50 réalisations.
D’une manière analogue, on peut aisément comprendre que ces évolutions distinctes
selon le bruit considéré peuvent mener à l’émergence de ﬂuctuations importantes et d’évé-
nements statistiquement extrêmes lors de la génération de supercontinua incohérents. Au
contraire, l’observation d’un supercontinuum à l’aide d’un analyseur de spectre optique
nous donnera un spectre ﬁnal artiﬁciellement moyenné sur un nombre de réalisations dé-
pendant du taux de répétition du laser et du temps d’intégration de l’analyseur de spectre
optique [102].
Ces dynamiques complexes au-delà du point d’expansion spectrale maximale peuvent
en partie s’expliquer en considérant l’instabilité de modulation spontanée comme un conti-
nuum de mélange à quatre ondes sur toute la bande de gain d’instabilité de modula-
tion [100,101].
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Dans ce cas, chaque processus de mélange à quatre ondes est initié par le bruit dont
la phase et/ou l’amplitude des bandes de modulations sont aléatoires. Un schéma de ce
processus est donné dans la Fig 4.23.
Figure 4.23 – Principe du processus d’instabilité de modulation spontanée provenant du bruit
initial. On retrouve un continuum de processus de mélange à quatre ondes dans
l’ensemble de la bande de gain de l’IM (ωi < ωc) où chaque composante fré-
quentielle du bruit interagit avec la pompe avec un gain propre bi (ligne noire)
tel que
∑n
i=1 2ωpompe = ωi − ωi.
Sur ce principe, il est évident que la dynamique prédominante est gouvernée par le bruit
dont la composante fréquentielle possède un gain d’instabilité de modulation maximale
(a = 0.25). Néanmoins, chaque fréquence participe à la déplétion de la pompe dont
l’énergie est transférée aux diverses bandes de modulations induites par le bruit ayant
pour résultat l’obtention d’un spectre continu plutôt que discret. Dans ce cas, et au regard
des conclusions obtenues dans la partie 4.1.1, il est clair que les compressions maximales
relatives à chaque bande de modulation se feront à des distances diﬀérentes. Ainsi, au-delà
du point d’expansion spectral initial, des dynamiques complexes de respiration se mettent
alors en place.
Nous avons aussi vu que ces distances de compressions initiales ainsi que les phé-
nomènes de périodicités qui s’ensuivent dépendent largement de l’amplitude initiale de
chaque modulation mais aussi de l’accord de phase entre la pompe et chaque bande de
modulations. Aussi, lorsque l’instabilité de modulation est initiée par un bruit dont la
phase de chaque composante fréquentielle est aléatoire, on retrouve des dynamiques de
compressions périodiques extrêmement complexes et dépendant fortement des conditions
initiales [134].
Ces conclusions sont cruciales dans le cadre de l’explication des instabilités et de la
formation d’événements extrêmes au sein du supercontinuum. En eﬀet, les conditions ini-
tiales de bruit ont une inﬂuence drastique sur la formation de pics temporels localisés
apparaissant de manière quasi-chaotique au-delà de l’expansion spectrale maximale. Il
convient de noter que, dans l’étude précédente, nous considérions uniquement l’ESNL
standard ne comportant aucun type de perturbations. Alors que l’inclusion de ces per-
turbations à travers l’ESNL généralisée (s’étant avérée être une très bonne modélisation
des phénomènes expérimentaux) n’a pas une inﬂuence importante dans la première phase
d’expansion spectrale, celles-ci peuvent être vues comme un facteur clé dans l’apparition
d’événements statistiquement rares au sein du supercontinuum.
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En eﬀet, dans de récentes études [152, 158], il a été montré que l’apparition d’événe-
ments extrêmes dans les supercontinua résultait de collisions solitoniques eﬃcaces lors
de l’évolution dans la ﬁbre. Aussi, les auteurs ont montré que la brisure de symétrie au
sein de l’ESNL généralisée induite par les perturbations (dispersion d’ordres supérieurs,
Raman...) pouvait mener à la collision de structures localisées.
Ce phénomène est présenté dans la Fig 4.24 adaptée de la Ref. [152]. En considérant
une onde continue bruitée se propageant selon l’ESNL standard, (Fig. 4.24(a)), on constate
l’apparition et la disparition de pics localisés sans interaction notable. Au contraire, dans
la Fig. 4.24(b), les mêmes conditions initiales considérées selon l’ESNL généralisée mènent
à une dérive temporelle dans l’émergence de ces structures provoquant la collision de ces
pics localisés.
Figure 4.24 – Inﬂuence des perturbations de l’ESNL sur l’émergence de collision solitonique
vue à travers l’évolution longitudinale d’une onde continue bruitée : (a) Dyna-
miques de breathers obtenues dans des simulations basée sur l’ESNL pure. (b)
Dans le cas de l’ESNL généralisée incluant des perturbations, le caractère idéal
de respiration des breathers est supprimé et peut donner lieu à des collisions
solitoniques. Figure adaptée de Ref. [152]
Au regard de ces diﬀérentes observations, il est aisé de conclure que les larges ﬂuctua-
tions obtenues dans les supercontinua incohérents sont largement dues à l’ampliﬁcation
du bruit initial par l’instabilité de modulation. Au-delà du point d’expansion spectrale
maximale, les conditions initiales de bruit ont une inﬂuence drastique dans les dyna-
miques complexes ayant lieu lors de la propagation de l’onde dans la ﬁbre. Comme le sug-
gère la Fig. 4.22, il semblerait que certaines distances dans l’évolution du champ soient
privilégiées pour la formation d’impulsions localisées. Néanmoins, l’action conjointe de
conditions initiales spéciﬁques “rares” dans les dynamiques d’évolution peut mener à la
collision de plusieurs solitons et ainsi à l’obtention d’événements dits extrêmes dans le
supercontinuum ﬁnal.
Il convient aussi de noter que plusieurs études ont récemment montré la possibilité de
stabiliser les ﬂuctuations ou au contraire d’augmenter la probabilité d’occurrence d’événe-
ments extrêmes au sein des supercontinua [30,135,148,153,185,280]. Pour cela, les auteurs
proposaient l’ajout d’une modulation induite comme conditions initiales.
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Étant donné les dynamiques observées précédemment, il est facile de comprendre
qu’une modulation externe du champ initial pourra privilégier des distances et des pé-
riodes de compression permettant, selon les paramètres choisis, l’augmentation ou la ra-
réfaction statistique des collisions solitoniques à la base de la formation d’événements
extrêmes.
Pour illustrer nos propos, nous avons précédemment considéré une onde initiale conti-
nue. Bien entendu, ces résultats s’appliquent de manière similaire pour une impulsion
quasi-continue (T0 > ps). Dans ce cas, comme cela a été présenté dans la partie 4.1.1,
l’instabilité de modulation spontanée s’appliquera alors localement sur l’enveloppe de
l’impulsion. Néanmoins, l’interprétation qualitative des dynamiques chaotiques menant à
des ﬂuctuations importantes dans les supercontinua incohérents reste globalement valide.
4.4 Conclusions
Dans ce chapitre, nous avons pu voir que l’utilisation des solutions analytiques de l’ESNL
menait à une meilleure compréhension des dynamiques d’évolution de l’instabilité de
modulation.
Dans ce cadre, une solution uniﬁcatrice des solutions de type solitons sur fond continu
a alors été apportée dans le contexte de l’optique. Cette approche a substantiellement
contribué aux premières observations expérimentales des dynamiques de ces solitons sur
fond continu dans les ﬁbres optiques. Le caractère universel de ces solutions met alors
en avant l’intérêt de l’optique ﬁbrée pour l’observation des dynamiques inhérentes aux
systèmes non-linéaires complexes dans un environnement expérimental contrôlé. De plus,
l’approche analytique de l’instabilité de modulation a aussi permis de mettre en lumière
les phénomènes menant à d’importantes ﬂuctuations dans le supercontinuum et propre à
engendrer l’apparition d’événements extrêmes.
Il est tout à fait clair que ce chapitre ne prétend pas résoudre complètement ce pro-
blème. En eﬀet, on peut, par exemple, noter que le passage entre des structures localisées
telles que les breathers d’Akhmediev et les solitons optiques se propageant sans déforma-
tion dans les ﬁbres reste encore à clariﬁer. Néanmoins, l’approche présentée ici apporte
une vision simple de l’instabilité de modulation dans la multitude et la richesse des phéno-
mènes agissant de manières conjointes et chaotiques lors de la génération de supercontinua
incohérents.
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Chapitre 5
Caractérisation expérimentale de
supercontinua bruités
Dans les chapitres précédents, plusieurs études principalement numériques ont été menées
aﬁn de mieux comprendre les dynamiques non-linéaires agissant lors de la génération de
supercontinua incohérents. Dans ce cas, au-delà des considérations analytiques présen-
tées notamment dans l’étude du phénomène d’instabilité de modulation, les ﬂuctuations
au coup par coup observées dans le supercontinuum ou lors de phases moins avancées
d’expansion spectrale étaient généralement obtenues par des simulations numériques sto-
chastiques.
Dans ce chapitre, nous procédons à une étude expérimentale détaillée des ﬂuctuations
en temps réel obtenues sur l’ensemble du spectre optique d’un supercontinuum inco-
hérent. La mesure expérimentale des ﬂuctuations en temps réel inhérentes aux sources
supercontinuum ﬁbrées présente en soi de nombreux déﬁs. Par le passé, ces ﬂuctuations
ont été largement étudiées par des techniques d’analyse radio-fréquence [138,139]. Néan-
moins, dans les travaux pionniers de Solli et ses collaborateurs [142], les auteurs utilisent
une technique temps réel pour la mesure de structures solitoniques extrêmes dans les
bords du spectre du supercontinuum. Ceux-ci ont alors ouvert la voie à une technique
permettant de mesurer directement les variations au coup par coup des caractéristiques
spectrales [76, 281] : la transformée de Fourier par étirage temporel dispersif (TF-ETD).
Dans ce chapitre, il s’agit de cette approche qui sera considérée. Ainsi, après une
description rapide du montage expérimental utilisé, nous expliquerons le principe et la
mise en place de la technique de transformée de Fourier par étirage temporel disper-
sif [143]. Dans notre dispositif expérimental, nous générons un supercontinuum largement
incohérent dont les dynamiques initiales d’élargissement spectral sont dominées par le
phénomène d’instabilité de modulation spontanée initié par le bruit [49,149].
Aussi, nous verrons que les données acquises expérimentalement permettent l’étude
du bruit dans le supercontinuum à chaque longueur d’onde du spectre, d’une part selon
l’approche des moments centrés d’ordres supérieurs vu au chapitre 3, ainsi que par l’étude
des corrélations d’intensité entre diﬀérentes composantes spectrales du SC.
132 5. Caractérisation expérimentale de supercontinua bruités
Cette étude expérimentale sera eﬀectuée à deux longueurs de propagation dans la
ﬁbre dont les résultats correspondent respectivement à un supercontinuum large bande et
un stade d’évolution moins avancée où l’on observe la formation de breathers d’Akhme-
diev apparaissant spontanément à partir du bruit initial [149,282]. De plus, ces résultats
seront comparés avec des simulations numériques proposant un très bon accord qualita-
tif et quantitatif et permettant ainsi une meilleure compréhension et une validation des
dynamiques d’expansion spectrale abordées dans les chapitres précédents.
5.1 Dispositif expérimental
Dans ce chapitre, on considère une fois de plus la génération d’un supercontinuum dans un
régime d’impulsions initiales picosecondes, dont les dynamiques sont largement dominées
par l’instabilité de modulation spontanée et bien connues pour mener à de larges ﬂuctua-
tions. Le dispositif expérimental, mis en place à l’institut FEMTO-ST, est ici présenté
dans la Fig. 5.1.
Figure 5.1 – Dispositif expérimental utilisé pour la caractérisation du bruit du superconti-
nuum. EDFA : Ampliﬁcateur ﬁbré dopé Erbium ; HNLF : Fibre hautement non-
linéaire ; DCF : Fibre à compensation de dispersion ; OSA : Analyseur de spectre
optique ; FROG : Autocorrélateur optique résolu en fréquence.
Un laser (Pritel FFL) délivre des impulsions picosecondes à un taux de répétition
de 20 MHz et à une longueur d’onde de 1550.6 nm qui sont ampliﬁées dans un am-
pliﬁcateur ﬁbré dopé Erbium (Keopsys BT-Series) et caractérisées par un analyseur de
spectre optique (Anritsu MS9710B) ainsi que par un autocorrélateur optique résolu en
fréquence (FROG) [179]. Après ampliﬁcation, les impulsions possèdent une largeur tem-
porelle et spectrale de respectivement TFWHM = 3.5 ps et νFWHM = 3 nm (FWHM). Ces
impulsions sont alors injectées dans une ﬁbre hautement non-linéaire dopée Germanium
(OFS-HNLF) avec une puissance crête de couplage de 70 W. La longueur d’onde de dis-
persion nulle de la ﬁbre se situe aux alentours de 1400 nm de telle manière que le régime
de dispersion soit anormal dans l’intégralité du spectre du supercontinuum généré dans
nos expériences.
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A la sortie de la ﬁbre HNLF, les larges ﬂuctuations attendues pour des impulsions
successives ne permettent pas une caractérisation correcte du champ ﬁnal à l’aide du
FROG [283]. On peut cependant mesurer le spectre à l’aide de l’analyseur de spectre.
Néanmoins, cette mesure correspond à une moyenne de plusieurs spectres issus d’impul-
sions successives du laser, intégrées temporellement par le détecteur de l’OSA.
Dans notre approche, on mesure alors les variations spectrales du SC au coup par coup
selon une méthode de transformée de Fourier dispersive a étirage temporel [76, 143, 281]
reposant sur l’utilisation d’une ﬁbre à compensation de dispersion (DCF- Dispersion Com-
pensating Fiber) dont le principe est expliqué plus en détail dans la partie suivante. Fina-
lement, la détection temps réel des ﬂuctuations du SC est alors assurée par un oscilloscope
temps réel ultrarapide (Tektronix TDS6124C) proposant une bande passante de 12 GHz
et un échantillonnage à 40 GSamp./s. couplé à une photodiode (New Focus) à 20 GHz.
5.2 Étirage dispersif du signal temporel et mesure
des ﬂuctuations en temps réel du spectre
L’idée derrière la technique de transformée de Fourier dispersive à étirage temporel est
relativement simple et repose sur le fait qu’une impulsion se propageant dans un milieu
linéaire dispersif ressemble ﬁnalement à sa transformée de Fourier avec une phase spectrale
quadratique suﬃsamment grande. En eﬀet, il s’agit d’un résultat basique de l’optique de
Fourier où, dans le domaine spatial, le motif de diﬀraction d’un masque spatial arbitraire
dans le champ lointain produit ﬁnalement la transformée de Fourier spatiale du masque
initial [284].
Pour expliquer succinctement ce phénomène, considérons un champ temporel initial
U(t) et sa transformée de Fourier U˜(ω), se propageant sur une longueur z dans une ﬁbre à
“étirage de signal” comportant une dispersion β2s. Après une propagation suﬃsante dans
une approximation de phase stationnaire (telle que β2sz puisse être considéré suﬃsamment
grand selon les critères d’intégration établis dans Ref. [144]), on obtient une impulsion
ﬁnale dispersée temporellement Uz(t) de la forme [144] :
Uz(t) ≈ U˜(t/β2sz) exp
( −it2
2β2sz
)
(5.1)
Ainsi, on retrouve une impulsion temporelle de sortie dont le proﬁl d’intensité présente
une forme équivalente (à un facteur près) au proﬁl spectral initial :
|Uz(t)|2 ≈
∣∣∣U˜(t/β2sz)∣∣∣2 (5.2)
Ce principe est présenté schématiquement dans la Fig. 5.2 où l’on retrouve les dif-
férentes étapes du processus de la transformée de Fourier dispersive à étirage temporel.
Dans ce cadre, la cartographie fréquentielle du spectre initial obtenue temporellement à
travers l’impulsion étirée s’eﬀectue en retrouvant les fréquences du spectre initiale ν (en
Hz) selon :
ω = 2πν = t/β2sz (5.3)
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Figure 5.2 – Principe schématique d’étirage temporel du spectre optique. Les ﬂuctuations du
spectre initial sont résolues en temps réel par un système opto-électronique de
détection ultra-rapide (photodiode + oscilloscope).
Il convient de noter qu’expérimentalement, on prendra soin d’atténuer le champ initial
à l’entrée de DCF aﬁn de s’assurer d’une propagation linéaire au sein de cette dernière.
Dans notre dispositif expérimental, le système de détection temps réel est assuré par le
couplage d’une photodiode et d’un oscilloscope ultrarapide comportant respectivement
une bande passante de 20 GHz et 12 GHz.
De plus, on utilise dans notre montage une ﬁbre à compensation de dispersion (Sumi-
tomo Electric Industries) de 875 m comportant une dispersion normale totale de β2sz =
+133 ps2. De cette manière, la résolution spectrale équivalente obtenue par transformée
de Fourier dispersive (limitée par la bande passante de 12 GHz de l’oscilloscope) est alors
égale à 0.8 nm alors que le spectre mesuré par l’analyseur (OSA) est moyenné sur plusieurs
impulsions avec une résolution spectrale de 0.07 nm.
La ﬁdélité de cette technique de cartographie spectrale en temps réel est illustrée dans
la Fig. 5.3 où l’on compare la reconstruction du spectre moyen “étiré” avec celui moyenné
par l’analyseur de spectre optique après 20 m de propagation dans la ﬁbre hautement
non-linéaire.
Figure 5.3 – Comparaison du spectre en échelle linéaire après 20 m de propagation obtenu par
l’analyseur de spectre optique (ligne continue) et reconstitué après post-traitement
par étirage spectral dispersif (ligne pointillée).
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Dans ce cas, la durée typique de l’impulsion étirée est de ∼ 10 ns à un niveau de
-20 dB de telle sorte qu’avec la période de 50 ns de notre laser, on peut enregistrer une
série temporelle de 8000 spectres consécutifs en utilisant la totalité de la capacité mémoire
de l’oscilloscope à une résolution temporelle maximale.
Une approche alternative de cette méthode d’acquisition de données consiste en l’uti-
lisation d’un déclenchement externe retardé (synchronisé avec le laser) pour acquérir et
isoler la trace temporelle étirée sur une fenêtre temporelle restreinte, conservant ainsi
une seule impulsion à la fois ou même une partie de l’impulsion sur une région spectrale
équivalente limitée.
Cette approche présente un grand intérêt visuel pour mettre en lumière l’importance
des ﬂuctuations spectrales entre les SC issus d’impulsions successives. De plus, celle-ci
permet de limiter l’inﬂuence du bruit instrumental sur les statistiques mesurées par un
contrôle dynamique du gain en fonction du retard temporel du déclenchement (équivalent
à une zone spectrale particulière). Cette technique permet ainsi de s’assurer que les ﬂuc-
tuations mesurées soient largement supérieures au seuil de bruit instrumental, et ceci
quelle que soit la longueur d’onde considérée.
Un exemple de cette méthode est présentée dans la Fig. 5.4 où l’on montre l’accès
direct et simultané du spectre par l’OSA (a-b) ainsi que le spectre temps réel reconstitué
sur l’oscilloscope (c).
Figure 5.4 – Captures simultanées des aﬃchages des appareils de mesures après 12 m de pro-
pagation dans la ﬁbre HNLF : (a) Spectre obtenu par l’analyseur de spectre
optique (échelle logarithmique). (b) Spectre équivalent en échelle linéaire. (c)
Spectres issus d’impulsions successives reconstitués par étirage temporel sur l’os-
cilloscope. L’aﬃchage persistant de l’oscilloscope superpose plusieurs milliers
de spectres montrant de larges ﬂuctuations d’intensité spectrale. La couleur du
spectre révèle ici qualitativement la statistique des distributions des intensités
spectrales dont la probabilité d’occurrence est rare (bleu) ou beaucoup plus fré-
quente (rouge). (N.B. L’axe du spectre est ici inversé par le régime de dispersion
normale propre à la DCF.)
On notera ici que l’aﬃchage persistant de l’oscilloscope superpose 10000 spectres sur
la totalité de leurs bandes passantes obtenus après 12 m de propagation. Ceci souligne les
larges ﬂuctuations spectrales obtenues dans ce régime où l’on observe la forme triangu-
laire des ailes de l’instabilité de modulation étendue dans le spectre visualisé en échelle
logarithmique dans la Fig. 5.4(a) [261].
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Il convient de noter que, dans des travaux complémentaires, nous avons utiliser le
même type de montage expérimental en considérant une DCF comportant une dispersion
totale équivalente de β2sz = +570 ps2. Bien que cette conﬁguration ne soit pas adaptée à
l’étude temps réel d’un SC très étendu à fort taux de répétition (étant donné le recouvre-
ment temporel induit sur des impulsions successives), celui-ci peut se révéler d’un intérêt
tout particulier lorsque l’on considère un spectre moins large, notamment dans la phase
d’émergence de l’instabilité de modulation. Dans ce cas, les résultats montrent eux aussi
un très bon accord avec le spectre obtenu par l’analyseur de spectre optique et on retrouve
une excellente résolution spectrale équivalente inférieure à 0.2 nm à λ = 1550 nm.
5.3 Étude des dynamiques par simulations numériques
Aﬁn de mieux comprendre les dynamiques mises en jeu dans notre montage expérimen-
tal, il convient de comparer les résultats obtenus avec ceux issus de simulations numé-
riques. Pour cela, nous utilisons à nouveau une intégration de l’ESNL généralisée vue
précédemment (incluant les eﬀets non-linéaires d’ordre supérieur : diﬀusion Raman, au-
toraidissement...). A la longueur d’onde pompe, la ﬁbre HNLF possède des paramètres de
dispersion β2 = −5.239 ps2 km−1, β3 = 4.290 x 10−2 ps3 km−1 et un coeﬃcient non-linéaire
γNL = 9.4 W−1 km−1 ainsi que des pertes négligeables en considérant quelques dizaines
de mètres de propagation. La puissance crête initiale de l’impulsion est ﬁxée à 70 W dans
nos simulations et correspond à la puissance moyenne mesurée expérimentalement à la
sortie de la ﬁbre.
L’utilisation d’un ampliﬁcateur ﬁbré dopé Erbium à large bande imposerait théorique-
ment l’utilisation d’un modèle rigoureux de diﬀusion de phase pour l’implémentation du
bruit initial dans les simulations [109]. Néanmoins, nous avons relevé une bonne corres-
pondance entre les résultats numériques et expérimentaux en utilisant un bruit spectral
possédant une phase aléatoire et une amplitude relative de -40 dB par rapport à l’im-
pulsion initiale de la pompe (20 photons par mode spectral discret). Ce niveau de bruit
correspond en fait à celui induit par l’EDFA qui a été mesuré expérimentalement.
Alors que les caractéristiques de propagation d’impulsions picosecondes dans une telle
ﬁbre soient soumises à des ﬂuctuations importantes, des simulations unitaires peuvent
être particulièrement intéressantes aﬁn de révéler les principales dynamiques attendues
dans ce régime. Un exemple typique des résultats obtenus pour une simulation unique
de propagation est présenté dans la Fig. 5.5 où l’on montre l’évolution spectrale (a) et
temporelle (b) du champ initial ainsi que les proﬁls d’intensité extraits à 10 m (d) et 20 m
(c). Dans ce cas, on peut alors identiﬁer diﬀérents régimes de propagation :
• Une phase initiale (0 - 5 m) où la pompe subit une automodulation de phase accom-
pagnée par des dynamiques d’instabilité de modulation spontanée mises en évidence
par l’apparition de bandes latérales de modulation à une distance d’environ 5 m.
• Une seconde phase (5 - 10 m) où se forme une cascade des bandes de modulations
d’harmoniques supérieurs associée à la formation, à une distance d’environ 10 m,
d’impulsions localisées (breathers) possédant un fort contraste d’intensité [72, 149]
tel que présenté dans la Fig. 5.5(d).
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• Une dernière phase (10 - 30 m) où apparaissent des solitons bien distincts, suivie
d’une augmentation de l’asymétrie du spectre au cours de la propagation provenant
de l’auto-décalage en fréquence des solitons par eﬀet Raman vu en Fig. 5.5(c).
Figure 5.5 – Simulation numérique de l’évolution spectrale (a) et temporelle (b) d’une impul-
sion de 3.5 ps dans 30 m d’HNLF selon les conditions décrites dans le texte. Le
proﬁl d’intensité temporelle extrait à 10 m (d) montre un régime de forte loca-
lisation temporelle alors que le proﬁl extrait à 20 m (c) montre une dynamique
d’émergence de solitons.
5.4 Résultats et comparaison avec la théorie
Ces résultats numériques mettent en avant des régimes aux caractéristiques diﬀérentes
selon la distance de propagation dans la ﬁbre. On propose alors d’étudier expérimenta-
lement ces dynamiques et les propriétés statistiques des ﬂuctuations spectrales en temps
réel aux distances de propagation présentées précédemment, respectivement 10 et 20 m.
Il convient de noter que pour une distance de propagation de 20 m, les dynamiques
mises en jeu sont typiques de la phase d’émergence d’un supercontinuum large bande avec
l’apparition de solitons et le début de l’auto-décalage Raman responsable de l’élargisse-
ment spectral obtenu à des distances de propagation plus importantes. À cette distance
(20 m), le spectre s’étend au-delà de 1700 nm avec une largeur spectrale d’environ 200
nm à -20 dB. Dans ce contexte, il n’a pas été possible d’étudier l’évolution du superconti-
nuum pour une distance de propagation plus importante étant donné que notre montage
expérimental ne permettait pas de mesures spectrales au-delà de 1750 nm (limitation de
l’étendue de l’analyseur de spectre optique).
5.4.1 Fluctuations spectrales en temps réel
Dans nos expériences, nous enregistrons, pour chaque distance de propagation, 5000
spectres obtenus en temps réel par la méthode d’étirage temporelle décrite précédem-
ment. Après calibration de la base de temps étiré de l’oscilloscope en terme de longueurs
d’onde, il est aisé d’obtenir directement les ﬂuctuations spectrales selon la réalisation
considérée.
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Aussi, dans la Fig. 5.6, nous présentons une approche visuelle pour illustrer ces ﬂuc-
tuations au coup par coup en traçant successivement (selon la direction verticale) les
résultats de 500 spectres temps réels obtenus respectivement à 10 m (a) et 20 m (b).
Figure 5.6 – Représentation en fausses couleurs des ﬂuctuations spectrales obtenues expéri-
mentalement pour 500 mesures temps réel successives après 10 m et 20 m de
propagation. Les variations spectrales au coup par coup sont ici représentées par
une échelle de couleurs logarithmique soulignant les ﬂuctuations de faibles inten-
sités autour de la région spectrale de la pompe saturée.
Les résultats à 10 m, présentés en Fig. 5.6(a), illustrent clairement ces variations au
coup par coup avec un régime associé à une structure de bandes latérales quasi-symétrique
de part et d’autre de la longueur d’onde de la pompe.
D’autre part, après 20 m de propagation, on retrouve dans la Fig. 5.6(b) une structure
spectrale montrant une importante asymétrie due à l’eﬀet de décalage Raman inﬂuant
sur les dynamiques des solitons émergeant présentées dans la Fig. 5.5.
Cette analyse étant purement qualitative, on peut alors explorer les statistiques de
ces ﬂuctuations plus en détail. À titre d’exemple, on montre dans la Fig. 5.7 une analyse
expérimentale temps réel du bruit spectrale dans le supercontinuum obtenu après 20 m
de propagation. Dans ce cas, la Fig. 5.7(a) présente les larges ﬂuctuations d’intensité à
chacune des longueurs d’onde du spectre (points gris) comparés au spectre moyen (ligne
noire continue) avec une résolution de ∼ 1 nm. Ces résultats sont tout à fait remarquables
puisqu’ils mettent en évidence la capacité et l’utilité des mesures spectrales en temps réel
apportées par la technique d’étirage temporel par transformation dispersive.
De plus, on présente dans les Figs. 5.7(b-d) trois histogrammes d’intensité spectrale
extraits aux longueurs d’onde surlignées dans la Fig. 5.7(a), respectivement 1535 nm (b),
1548 nm (c) et 1625 nm (d). Ces histogrammes sont reconstitués à partir des données expé-
rimentales des ﬂuctuations du spectre en temps réel en considérant un ﬁltrage équivalent
de largeur spectrale ∆λ = 2 nm.
Ces résultats mettent une fois de plus en avant la nature très diﬀérente des ﬂuctuations
statistiques dans diﬀérentes régions du spectre. On retrouve ainsi une distribution à “queue
lourde” (forme de L) dans les bords du spectre alors que la région spectrale proche de la
pompe révèle une statistique quasi-gaussienne.
Des histogrammes similaires ont déjà été obtenus précédemment dans la littérature,
soit de manière numérique [148, 186], soit mesuré expérimentalement dans des régimes
spéciﬁques en utilisant une méthode grossière de ﬁltrage spectrale [142,143,285,286].
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Figure 5.7 – (a) Résultats expérimentaux montrant les ﬂuctuations d’intensité sur l’ensemble
du spectre du supercontinuum après 20 m de propagation dans la ﬁbre hautement
non-linéaire (HNLF). Les ﬂuctuations au coup par coup sont présentées en gris
pour 200 réalisations ainsi que le spectre moyen (ligne noire continue). Histo-
grammes des intensités relevées respectivement à 1535 nm (b), 1548 nm (c) et
1625 nm (d) pour 5000 réalisations. Les histogrammes sont centrés aux longueurs
d’onde citées et extraits en supposant un ﬁltrage sur ∆λ = 2 nm comme souligné
par les régions colorisées en (a).
Dans notre cas, nous cherchons plutôt à quantiﬁer ces ﬂuctuations à haute résolution
sur toute l’étendue du spectre de manière objective et ceci sans considérer de ﬁltrage
spectral large pouvant introduire un biais dans l’analyse statistique. Pour cela, une mé-
thode aisée et universelle consiste alors à caractériser statistiquement le bruit spectral
d’intensité du supercontinuum par le calcul des moments centrés d’ordres supérieurs vu
dans la partie 3.1.
5.4.2 Caractérisation statistique : Moments centrés d’ordres su-
périeurs
Dans le contexte de cette étude, on considère l’intensité spectrale à une longueur d’onde
particulière I(λ) comme une variable aléatoire. De cette manière, on peut alors calculer
le coeﬃcient de variation (Cv), de dissymétrie (γ) et d’aplatissement (κ) pour chaque
longueur d’onde du spectre à partir des ﬂuctuations de l’intensité spectrale enregistrées
expérimentalement pour un ensemble de 5000 réalisations.
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Cette analyse qualitative est présentée dans la Fig. 5.8 où l’on trace le spectre moyen
calculé à partir de cet ensemble ainsi que les moments statistiques [186] décrits dans la
partie 3.1.
Figure 5.8 – Spectre et moments d’ordres supérieurs calculés expérimentalement et numéri-
quement pour 5000 réalisations après respectivement 10 m (a) et 20 m (b) de
propagation dans la ﬁbre. Les moments d’ordres supérieurs font ici référence
aux coeﬃcients de variation (Cv), de dissymétrie (Skew - γ) et d’aplatissement
(kurtosis - κ) tels que présentés dans le chapitre 2.
Cette ﬁgure montre les résultats obtenus pour deux distances de propagation distinctes
(10 et 20 m) correspondant à des régimes dont les dynamiques sont diﬀérentes telles que
nous avons pu le constater expérimentalement dans la Fig. 5.6 et numériquement dans la
Fig. 5.5.
Dans la Fig. 5.8(a), on retrouve cette analyse à une distance de 10 m montrant de quelle
manière des moments d’ordres supérieurs dans le voisinage de la pompe sont inférieurs à
ceux de la région spectrale des bandes latérales de modulation. Ceci illustre le fait que
l’évolution initiale de la pompe (dominée par le phénomène d’automodulation de phase)
est signiﬁcativement plus cohérente que le processus de croissance des bandes latérales de
modulation provenant de l’ampliﬁcation du bruit initial.
Notons néanmoins que pour une distance de propagation plus importante, on prévoit
que les eﬀets de bruit augmentent aussi dans le voisinage de la pompe. Cette observation
est ici conﬁrmée expérimentalement par les résultats obtenus à 20 m et présentés dans la
Fig. 5.8(b). À cette distance, il est intéressant de relever une augmentation de l’asymétrie
et de l’aplatissement des distributions des intensités spectrales lorsqu’on examine le bord
du spectre aux grandes longueurs d’onde.
Cette propriété est en accord avec les études antérieures de la littérature associés aux
phénomènes extrêmes dans les supercontinua optiques. De plus, des simulations complé-
mentaires nous ont permis d’identiﬁer ce phénomène comme étant dû au décalage spectral
variable des solitons par eﬀet Raman dépendant largement des énergies de ceux-ci.
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Aﬁn de conﬁrmer ces résultats expérimentaux, nous comparons cette analyse dans la
Fig. 5.8 avec les résultats obtenus à partir de simulations numériques ajustées aux para-
mètres expérimentaux. On observe alors un très bon accord qualitatif et quantitatif pour
chacune des distances de propagation, conﬁrmant ainsi la précision de la modélisation
numérique utilisée aﬁn de prédire le comportement stochastique détaillé du superconti-
nuum.
On notera malgré tout de légères diﬀérences quantitatives dans la comparaison statis-
tique provenant d’une part des incertitudes intrinsèques aux mesures expérimentales (seuil
de bruit et dynamique limitée de l’oscilloscope, discrétisation spectrale, gigue temporelle
du signal...), mais aussi, d’autre part, de conditions initiales imparfaitement déterminées
pour les simulations numériques (modèle de bruit, phase et amplitude du champ initial
imparfait...).
5.4.3 Corrélations et dynamiques d’élargissement spectrale
Nous avons vu dans la partie précédente que l’utilisation des moments centrés d’ordres
supérieurs s’avérait particulièrement utile pour identiﬁer les régions spectrales du super-
continuum possédant des propriétés de bruit diﬀérentes. Cependant, un nombre important
d’informations supplémentaires peut être obtenu par l’utilisation d’une métrique de corré-
lation révélant de quelle manière l’énergie est transférée entre les diﬀérentes composantes
spectrales lors de l’expansion du supercontinuum.
La mesure des corrélations d’intensité dans le domaine de l’optique non-linéaire ﬁbrée
a une longue histoire et a été particulièrement étudiée dans le contexte de la génération
de paires de photons corrélés [287–289]. Dans une étude des corrélations quantiques dans
la propagation de solitons menée en 2000, une représentation dans le domaine fréquentiel
fut introduite pour analyser les ﬂuctuations d’intensité à travers une carte des corrélations
spectrales en deux dimensions [290]. Plus récemment, cette approche a aussi été utilisée
pour étudier les eﬀets tels que la collision de solitons [291] et la réduction du bruit dans la
ﬁlamentation optique aérienne provenant d’une source à faible taux de répétition [292,293].
En 2012, Solli et ses collaborateurs ont eux aussi utilisé les mesures spectrales en temps
réel aﬁn de déterminer les corrélations inter-modales des bandes latérales d’instabilité de
modulation dans la phase initiale d’élargissement spectral du SC [281]. Dans notre cas, les
mesures expérimentales eﬀectuées en temps réel permettent de résoudre des ﬂuctuations
d’intensité sur l’intégralité de la largeur du spectre du SC menant ainsi à une cartographie
spectrale complète des ﬂuctuations d’intensité. Ceci nous permet de ne pas seulement cal-
culer les corrélations entre les composantes d’une bande de modulation particulière, mais
aussi les corrélations entre les bandes Stokes et anti-Stokes de l’instabilité de modulation,
entre la pompe et les lobes de modulation, ainsi que les corrélations de toutes les compo-
santes spectrales générées dans le SC.
Dans ce cas, la corrélation spectrale ρ entre deux longueurs d’onde λ1 et λ2 est alors
donnée suivant la déﬁnition de Bravais-Pearson [294] telle que :
ρ (λ1, λ2) =
〈I (λ1) I (λ2)〉 − 〈I (λ1)〉 〈I (λ2)〉√(
〈I2 (λ1)〉 − 〈I (λ1)〉2
) (
〈I2 (λ2)〉 − 〈I (λ2)〉2
) (5.4)
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Nous présentons tout d’abord les résultats issus de simulations numériques dans la
Fig. 5.9. Ici, pour des distances de propagation comprises entre 0 et 20 m, nous montrons
les corrélations d’intensité spectrale calculées pour un ensemble de 500 réalisations.
Figure 5.9 – Résultats de simulations numériques présentant l’évolution de la carte de corré-
lation d’intensité spectrale ρ (λ1, λ2) en fonction de la distance de propagation.
L’échelle des couleurs est donnée sur la partie droite telle que les corrélations
positives soient présentées en jaune, les corrélations négatives en bleu et le noir
représente une absence de corrélation. Les cartes sont ici centrées sur la longueur
d’onde de la pompe (1550.6 nm).
Dans l’Eq. (5.4), on déﬁnit I(λ) comme la matrice des intensités obtenue pour l’en-
semble des réalisations à une longueur d’onde particulière λ dans le supercontinuum. De
plus, les crochets < > représentent ici la moyenne calculée au sein de cet ensemble.
La corrélation spectrale varie ainsi sur la gamme −1 < ρ < 1 et l’échelle de couleur
présentée dans la ﬁgure représente le degré de corrélation :
• Une corrélation positive ρ (λ1, λ2) > 0 (représentée en couleurs chaudes) indique que
les intensités aux deux longueur d’onde λ1, λ2 augmentent et diminuent ensemble et
l’on observe évidemment une corrélation parfaite ρ (λ1, λ2) = 1 (en jaune) le long
de la diagonale positive (Nord-Est) où λ1 = λ2.
• Une corrélation négative ρ (λ1, λ2) < 0, aussi appelée anti-corrélation (représentée
en couleurs froides) indique au contraire que l’intensité d’une longueur d’onde (λ1)
augmente alors que l’intensité à λ2 diminue et vice-versa.
La fonction de corrélation est alors symétrique le long des diagonales négatives (Sud-
Est) telle que ρ (λ1, λ2) = ρ (λ2, λ1).
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Les résultats de la Fig. 5.9 nous permettent de voir clairement de quelle manière chaque
processus physique inﬂuençant l’évolution du champ à diﬀérentes distances de propaga-
tion mène à des signatures diﬀérentes dans la carte des corrélations spectrales.
Ce phénomène est visible même après seulement 20 cm de propagation où l’on voit
apparaître une diagonale négative rouge associée à une importante corrélation positive
(ρ > 0) entre les longueurs d’onde conjuguées par instabilité de modulation de part et
d’autre de la pompe. Ceci provient de la croissance simultanée de paires de bandes laté-
rales au détriment de l’impulsion pompe par le phénomène d’instabilité de modulation
spontanée initiée par le bruit. Cette carte de corrélations à 20 cm montre aussi une dif-
férente classe d’évolution associée à une corrélation négative (ρ < 0) représentée par une
structure bleue en forme de croix autour de la pompe et située au centre de la carte.
Cette signature indique que l’intensité spectrale à la longueur d’onde de la pompe est anti
corrélée avec les intensités des régions spectrales adjacentes s’étendant entre 1540 - 1550
nm et 1551 - 1560 nm. Dans ce cas, les caractéristiques des corrélations mettent en avant
les dynamiques d’échange d’énergie au sein même de l’impulsion, montrant une évolution
de l’impulsion initiale similaire à celle d’un soliton d’ordre supérieur caractérisée par un
élargissement spectral et un transfert d’énergie de la pompe vers de nouvelles composantes
spectrales dans les ailes du spectre [290,291].
D’une manière équivalente, on peut remarquer que les signatures propres à généra-
tion de lobes latéraux (corrélations positives) et les dynamiques similaires à la formation
de solitons (corrélations négatives) continuent de se développer au fur et à mesure que la
propagation augmente jusqu’à environ 10 m. On peut aussi noter, dans les cartes de corré-
lations, l’apparition d’une structure ﬁne de modulation dans le voisinage de la pompe due
au phénomène d’automodulation de phase [12,290]. De plus, on pourra relever de manière
triviale que les régions spectrales corrélées le long de chacune des diagonales s’élargissent
avec la propagation soulignant l’augmentation de la largeur totale du spectre.
Au-delà de 10 m de propagation, les dynamiques commencent à changer et on retrouve
une augmentation progressive du transfert de bruit entre les diﬀérentes régions spectrales
lors du développement du supercontinuum. Cette propriété est particulièrement visible
après environ 13 m de propagation : les eﬀets de bruit deviennent prédominants sur
n’importe quelles signatures de corrélations alors que le spectre devient de plus en plus
incohérent. On observe alors une corrélation quasi-nulle (assombrissement de la carte de
corrélations) pour toutes les régions spectrales à l’exception de la diagonale λ1 = λ2 et
d’une zone limitée aux alentours de la pompe correspondant à la cohérence résiduelle du
phénomène d’automodulation de phase. Cette perte de corrélation avec la distance peut
être associée physiquement avec la dominance des eﬀets de bruit spontanés initiés par
l’instabilité de modulation ainsi qu’à l’émergence de solitons décalés vers le rouge soumis
à une forte gigue spectrale entre chaque réalisation.
Ces résultats numériques peuvent ainsi être directement vériﬁés expérimentalement à
partir des données de ﬂuctuations spectrales enregistrées en temps réel et vues précédem-
ment.
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Ainsi, dans la Fig. 5.10, nous comparons les cartes de corrélations obtenues numéri-
quement et expérimentalement pour des distances respectives de 10 m (a) et 20 m (b) de
propagation.
Figure 5.10 – Pour des distances de propagation de 10 m (a) et 20 m (b) dans la ﬁbre, on
compare les cartes de corrélations spectrales ρ (λ1, λ2) obtenues expérimentale-
ment (haut) et numériquement (bas). Aﬁn d’aider à l’interprétation visuelle, les
spectres moyens respectifs sont projetés sur les axes des cartes de corrélations.
Dans ce cas, le spectre moyen obtenu dans chacun des cas présentés est projeté sur
chaque axe de la carte de corrélations aﬁn d’aider à l’interprétation des caractéristiques
spectrales. Il est alors particulièrement intéressant d’observer que les résultats expérimen-
taux obtenus à l’aide de notre montage sont en très bon accord avec les résultats numé-
riques et mettent ainsi en lumière la complexité et la dépendance en longueur d’onde des
corrélations spectrales obtenues. On pourra aussi noter la mise en évidence du phénomène
de decohérence entre 10 m et 20 m de propagation de telle façon, qu’au ﬁnal, on retrouve
un degré de corrélation spectrale approchant zéro dans la totalité du spectre.
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5.5 Conclusions
Dans ce chapitre, nous avons vu que la technique présentée de mesure temps réel du bruit
par étirage temporel dispersif permettait de conﬁrmer les méthodes numériques mises en
oeuvre ainsi que les observations statistiques et les dynamiques non-linéaires complexes
propres à l’émergence de supercontinua incohérents vus dans les chapitres précédents.
Dans le cas particulier du régime d’impulsions initiales picosecondes, on retrouve une
étape initiale d’instabilité de modulation initiée par le bruit suivie d’un développement
de breathers ayant une structure temporelle hautement localisée puis, enﬁn, l’émergence
de solitons qui, par décalage Raman, mènent à l’obtention d’un supercontinuum à large
bande spectrale.
Ce procédé de mesure temps réel a déjà été exploité par le passé dans la génération de
supercontinua pour permettre une meilleure compréhension du phénomène d’émergence
de solitons extrêmes (et de leurs caractérisations statistique) ainsi que la mesure des
corrélations à l’intérieur d’un lobe d’instabilité de modulation spontanée [76,143,281].
Dans notre approche, nous avons vu que cette méthode de mesure pouvait être appli-
quée pour déterminer la dépendance spectrale du bruit dans l’intégralité du spectre du
supercontinuum. À notre connaissance, ces résultats représentent la première caractérisa-
tion expérimentale des ﬂuctuations du supercontinuum sur toute l’étendue de son spectre
ainsi que la première comparaison expérimentale des cartes de corrélations d’intensité
pour caractériser et interpréter les dynamiques de propagation du supercontinuum.
On peut aussi noter que la mesure des moments d’ordres supérieurs et des cartes de
corrélations intensités spectrales révèlent des informations détaillées sur les dynamiques
particulières de la propagation non-linéaire des impulsions. Dans notre cas, on retrouve
des résultats expérimentaux en temps réel en très bon accord avec les simulations numé-
riques pour mesurer les eﬀets de bruit dans le développement du supercontinuum. Ceux-ci
n’étant pas apparents dans les mesures moyennées (ex : OSA), il paraît alors clair que le
procédé expérimental utilisé (étirage temporel dispersif) tout comme les métriques propo-
sées (moments d’ordres supérieurs et corrélations spectrales d’intensité) sont hautement
complémentaires à d’autres techniques employées pour la caractérisation du bruit tels que
l’analyse spectrale radiofréquence.
D’autre part, nous avons montré dans ce chapitre la simplicité de la technique d’étirage
temporel dispersif permettant un calcul direct des métriques de corrélations et d’analyse
statistique à partir des données expérimentales. On peut alors proposer que cette tech-
nique de caractérisation spectrale en temps réel devienne une approche standard pour
analyser les eﬀets de bruit lors de la propagation non-linéaire d’impulsions dans une ﬁbre
optique. En eﬀet, celle-ci peut permettre une optimisation expérimentale rapide ainsi que
l’obtention de larges ensembles de données expérimentales qui s’avèrent être de plusieurs
ordres de magnitude plus rapide et eﬃcace que les simulations numériques stochastiques.
Ainsi, au-delà de l’étude détaillée du bruit spectral dans les supercontinua, il paraît envi-
sageable que cette technique puisse s’appliquer dans un contexte optique beaucoup plus
large tel que la caractérisation des corrélations d’intensité quantique dans les dynamiques
de solitons ou l’étude des instabilités spectrales dans l’optique non-linéaire ultrarapide de
manière plus générale.
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Conclusions
Les travaux de recherche présentés dans cette thèse ont traité des instabilités non-linéaires
se développant lors de la propagation d’impulsions au sein de ﬁbres optiques. Ce caractère
instable a ainsi été abordé selon divers aspects propres à la génération de supercontinuum
optique et aux diﬀérents mécanismes inhérents à sa formation.
Dans le premier chapitre, nous avons eﬀectué un résume succinct des diﬀérents eﬀets
linéaires propres à la propagation d’un champ électromagnétique dans une ﬁbre optique.
Au cours des dernières décennies, le développement de sources laser ultracourtes simulta-
nément à la fabrication de ﬁbres optiques proposant un fort conﬁnement spatial et/ou une
forte susceptibilité non-linéaire ont permis d’améliorer la réponse non-linéaire globale de
celle-ci. Aussi, la propagation d’un champ intense au sein de ces guides d’ondes a donné
lieu à de nouveaux eﬀets, dits non-linéaires, pouvant s’avérer intéressants dans de nom-
breuses applications. Ainsi, nous avons introduit l’équation de Schrödinger non-linéaire
permettant une modélisation numérique correcte de l’évolution d’un tel champ dans la
ﬁbre optique, et de l’ensemble des eﬀets linéaires et non-linéaires agissant simultanément
au cours de la propagation.
Au cours du chapitre deux, nous avons abordé le processus de génération de supercon-
tinuum dans les ﬁbres optiques. Ce phénomène, connu maintenant depuis de nombreuses
années, repose sur l’élargissement spectral d’un champ par l’action conjointe des eﬀets
dispersifs et non-linéaires présentés dans le chapitre un. Aussi, après avoir procédé à une
déconstruction rapide des diﬀérents mécanismes intrinsèques à ce processus d’élargisse-
ment du spectre, nous avons vu que celui-ci pouvait globalement être classiﬁé en deux
catégories. En eﬀet, lors de l’injection d’une impulsion dans le régime de dispersion anor-
male de la ﬁbre optique, il convient de séparer les supercontinua générés à partir d’une
impulsion courte, reposant sur des mécanismes déterministes et proposant une excellente
stabilité du spectre ﬁnal pour des applications en métrologie, et le supercontinuum, dit
incohérent par l’aspect instable des mécanismes inhérents à l’élargissement spectral. Dans
ce cas, le supercontinuum est généré à partir d’une impulsion longue ou en régime quasi-
continu et amène à de larges ﬂuctuations d’une réalisation à une autre dans le spectre
de sortie et dans le proﬁl temporel correspondant. Dans ce contexte, nous avons vu que
de telles instabilités dans le spectre du supercontinuum pouvaient mener à la formation
d’événements extrêmes, historiquement qualiﬁés de vagues scélérates optiques par leurs
fortes analogies à la formation de vagues géantes en hydrodynamique.
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Cet aspect interdisciplinaire ainsi que les liens entre l’optique et l’hydrodynamique
sont toujours, à l’heure actuelle, au sein des discussions de la communauté scientiﬁque.
En eﬀet, bien que les propriétés des vagues scélérates optiques et hydrodynamiques ne
soient pas les mêmes, notamment par l’aspect évanescent de ces dernières, l’optique a per-
mis de mieux comprendre des phénomènes inhérents à ces deux domaines et diﬃcilement
observables à la surface des océans. On notera aussi qu’au cours de ce chapitre, nous avons
étudié les eﬀets d’une approximation linéaire de la réponse Raman lors de la propagation
d’un champ dans une ﬁbre optique non-linéaire. Ainsi, nous avons pu mettre en évidence
les limitations d’une telle approche pour la modélisation numérique de la génération de
supercontinuum.
Dans le troisième chapitre, nous avons abordé les instabilités du supercontinuum se-
lon un aspect statistique. Ainsi, nous avons pu montrer qu’au-delà de la caractérisation
classique des ﬂuctuations spectrales par le calcul du degré de cohérence, l’utilisation des
moments centrés d’ordres supérieurs permettait de mesurer quantitativement les varia-
tions d’intensité du spectre du supercontinuum. Cette approche statistique universelle a
ainsi permis de mettre en lumière la forte dépendance en longueur d’onde des distributions
d’intensité spectrale du supercontinuum. Nous avons alors pu montrer que ces variations
statistiques s’étendaient sur une large plage allant d’une distribution quasi-gaussienne aux
longueurs d’onde proches de la pompe, à des distributions hautement asymétriques où la
formation d’événements extrêmement intenses n’était clairement pas aussi rare qu’atten-
due par une distribution normale, et ainsi proposé un critère permettant de distinguer les
régions spectrales endogènes à la formation de tels événements. Dans un second temps,
nous avons considéré de quelle manière ces ﬂuctuations spectrales pouvaient être utilisées
comme source d’aléa physique. Aussi, nous avons montré que l’utilisation conjointe des
ﬂuctuations spectrales d’intensité (dépendantes en longueurs d’onde) et de phase (quasi-
indépendante de la longueur d’onde considérée) permettent la génération d’une grande
variété de marches aléatoires incluant des marches aléatoires gaussiennes et des processus
proches des vols de Lévy. Enﬁn, nous avons apporté la preuve de principe que l’utilisation
des ﬂuctuations d’intensité au sein du supercontinuum permettait, sous réserve d’un trai-
tement approprié, la génération de nombres aléatoires à une longueur d’onde quelconque
du spectre considéré.
Dans le chapitre quatre, nous avons étudié plus en détail le phénomène d’instabilité
de modulation interprété de manière analytique par une classe de solutions exactes de
l’ESNL standard : le breather d’Akhmediev. Ainsi, nous avons conﬁrmé analytiquement
et expérimentalement (avec la collaboration de l’ICB) que les dynamiques spectrales d’une
onde faiblement modulée pouvaient être correctement décrites au cours de son premier
cycle de compression temporelle par cette solution analytique. Nous avons ainsi pu obser-
ver que les échanges énergétiques entre la pompe et les bandes latérales de modulation
s’eﬀectuaient en cascade, avec la génération de nombreux harmoniques, et qu’une descrip-
tion analytique du phénomène d’instabilité de modulation comme un simple mélange à
quatre ondes dégénéré selon un modèle perturbatif n’était généralement pas satisfaisante.
De plus, nous avons étudié sous quelles conditions expérimentales une telle solution ana-
lytique pouvait être observée. Ces travaux reposent sur l’utilisation d’une approximation
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de cette solution exacte loin de son point de compression maximale et a, notamment,
permis d’obtenir une expression simple de la distance de compression d’une onde subis-
sant une faible modulation d’amplitude et de fréquence quelconque. Ces observations ont
ainsi jeté les bases nécessaires à l’excitation expérimentale d’autres solutions analytiques
de l’ESNL standard en optique ﬁbrée telles que le soliton de Peregrine, observé pour la
première fois dans un système physique quelconque par l’équipe de Dijon ,ainsi que les
dynamiques du soliton de Kuznetsov-Ma, prédit lui aussi depuis plusieurs décennies. Ces
solutions exactes proposant des propriétés importantes de localisation ont notamment été
étudiées dans un contexte visant à expliquer la formation des événements extrêmes dans
de nombreux systèmes non-linéaires basés sur l’ESNL. D’autre part, les résultats obtenus
ont aussi permis une meilleure compréhension du phénomène d’instabilité de modulation
spontanée responsable de l’ampliﬁcation du bruit dans l’émergence du supercontinuum
incohérent, et à l’origine des ﬂuctuations spectrales de ce dernier.
Enﬁn, dans le dernier chapitre, nous avons caractérisé expérimentalement les ﬂuctua-
tions du supercontinuum par l’approche statistique adoptée dans le chapitre deux. Dans
ce cas, l’utilisation d’une technique de détection spectrale en temps réel a permis de vé-
riﬁer les résultats obtenus numériquement en proposant un accord à la fois qualitatif et
quantitatif des statistiques expérimentales du supercontinuum. De plus, l’étude des ﬂuc-
tuations du spectre obtenues à plusieurs distances de propagation sur un large ensemble
de réalisations a mené au calcul des corrélations spectrales dans le développement du
supercontinuum. Ces résultats concordent avec les prévisions numériques et apportent
ainsi des informations importantes sur les dynamiques d’évolution spectrale au cours de
la propagation du champ dans la ﬁbre.
Perspectives
Tout au long de ce manuscrit, nous n’avons cessé de répéter que la génération de supercon-
tinuum et, d’un point de vue plus général, la propagation d’une impulsion dans une ﬁbre
optique non-linéaire, mettent en jeu des phénomènes complexes agissants conjointement
au cours de la propagation. Il est alors clair que beaucoup reste à faire dans ce domaine, et
notamment dans l’étude des instabilités de nature déterministe avec, par exemple, l’exci-
tation de solutions analytiques localisées d’ordres supérieurs, ou de nature chaotique telles
que les ﬂuctuations du supercontinuum, la génération d’aléa et la formation de vagues
scélérates optiques.
Dans la continuité de ces travaux, de nombreuses perspectives nous viennent néan-
moins immédiatement à l’esprit. La première consisterait à la vériﬁcation expérimentale
de certaines observations eﬀectuées ici numériquement. On pense notamment à la généra-
tion de nombres aléatoires à partir du supercontinuum qui, bien qu’abordé succinctement
au cours de cette thèse, n’a pas donné lieu à des résultats satisfaisants pour des raisons
de stabilité des sources laser sur d’importants temps d’acquisition de données.
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D’autre part, un déﬁ important consisterait en la mesure expérimentale en temps réel
de la phase des composantes spectrales du supercontinuum. Au-delà de l’application po-
tentielle à la génération électro-optique de marches aléatoires, une telle caractérisation
permettrait d’obtenir encore de nouvelles informations sur les dynamiques non-linéaires
propres à la génération de supercontinua, et donc, une meilleure compréhension des phé-
nomènes agissants au cours de la propagation d’une impulsion dans la ﬁbre.
Enﬁn, d’un point de vue théorique, il est clair que la transition entre les impulsions
intermittentes, apparaissant grâce au phénomène d’instabilité de modulation spontanée,
vers des solitons localisés temporellement se propageant sur de longues distances lors de la
génération de supercontinuum reste encore un point à clariﬁer. Cet aspect est fondamental
puisqu’il permettrait de relier de manière plus probante l’optique ﬁbrée à l’hydrodyna-
mique étant donné que les vagues scélérates océaniques sont connues pour apparaître et
disparaître spontanément, sans propagation notable à la surface des océans.
Finalement, il convient de noter que les travaux présentés dans cette thèse se sont dé-
roulés dans un contexte où l’étude des instabilités non-linéaires s’est imposé, au cours des
cinq dernières années, comme un sujet en pleine expansion et producteur d’intéressantes
découvertes. Il reste à espérer que la décennie à venir se révélera tout aussi fructueuse
pour un domaine ayant encore de beaux jours devant lui.
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Annexe A
Liste des abréviations
Pour des raisons de lisibilité, la signiﬁcation d’une abréviation ou d’un acronyme n’est
souvent rappelée qu’à sa première apparition dans le texte du manuscrit. Par ailleurs,
puisque nous utilisons généralement l’abréviation la plus usuelle, il est fréquent que ce
soit le terme anglais qui soit employé, auquel cas nous présentons une traduction. Nous
présenterons alors le terme traduit dans un format italique.
BA Breather d’Akhmediev Akhmediev Breather
DCF Fibre à compensation de dispersion Dispersion Compensating Fiber
DCM Déplacement Carré Moyen Mean Squared Displacement
DSF Fibre à dispersion décalée Dispersion Shifted Fiber
DW Onde dispersive Dispersive Wave
EDFA Ampliﬁcateur ﬁbré dopé Erbium Erbium Doped Fiber Ampliﬁer
ESNL Équation de Schrödinger Non-Linéaire Nonlinear Schrödinger Equation
FROG Autocorrélation résolue en fréquence Frequency Resolved Optical Gating
FWHM Largeur totale à mi-hauteur Full Width at Half Maximum
FWM Mélange à quatre ondes Four-Wave Mixing
GVD Dispersion de la vitesse de groupe Group Velocity Dispersion
HNLF Fibres hautement non-linéaire Highly NonLinear Fiber
IM Instabilité de Modulation Modulation Instability
KM Kuznetsov-Ma, Soliton de Kuznetsov-Ma (soliton)
LP Polarisation rectiligne Linearly Polarized
MI Modulateur d’Intensité Intensity Modulator
MMF Fibre multimode MultiMode Fiber
MP Modulateur de Phase Phase Modulator
OSA Analyseur de spectre optique Optical Spectrum Analyser
OSO Oscilloscope à échantillonnage optique Optical Sampling Oscilloscope
PBG Bande interdite photonique Photonic Band Gap
PCF Fibre à cristaux photoniques Photonic Cristal Fiber
PMF Fibre à maintien de polarisation Polarization Maintaining Fiber
RS Soliton Raman Raman Soliton
SBS Diﬀusion Brillouin stimulée Stimulated Brillouin Scattering
SC Supercontinuum SuperContinuum
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SFC Soliton sur (un) Fond Continu Soliton on Finite Background
SMF Fibre monomode Single Mode Fiber
SP Soliton de Peregrine Peregrine Soliton
SPM Automodulation de phase Self Phase Modulation
SRS Diﬀusion Raman stimulée Stimulated Raman Scattering
SSFS Auto-décalage en fréquence du soliton Soliton Self-Frequency Shift
SWH Hauteur signiﬁcative Signiﬁcative Wave Height
TF-ETD Transformée de Fourier Time Stretch Dispersive
par Étirage Temporel Dispersif Fourier Transform
THG Génération de troisième harmonique Third Harmonic Generation
TIR Réﬂexion totale interne Total Internal Reﬂection
TOD Dispersion du troisième ordre Third Order Dispersion
TWM Mélange à trois ondes Three-Wave Mixing
XOR OU exclusif eXclusive OR
XPM Modulation de phase croisée Cross Phase Modulation
(ou Intermodulation de phase)
ZDW Longueur d’onde de dispersion nulle Zero Dispersion Wavelength
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Annexe B
Calculs analytiques
Dans cette partie, nous détaillons de manière explicite certains calculs analytiques utilisés
au cours de ce manuscrit.
B.1 Approximation du breather d’Akhmediev loin
de son point de compression maximale
En reprenant l’équation généralisée du breather d’Akhmediev, nous avons :
A(z′, T ) =
√
P0
[
(1− 4a) cosh(bz′) + ib sinh(bz′) +√2a cos(ωmodT )√
2a cos(ωmodT )− cosh(bz′)
]
eiz
′
(B.1)
Lorsque l’on se place suﬃsamment loin du maximum de compression tel que |z| → ±∞,
on peut conserver uniquement le terme dominant des fonctions trigonométriques hyper-
boliques :
cosh(bz′) ≈ eb|z′|/2 (B.2)
sinh(bz′) ≈ ±eb|z′|/2 (B.3)
où les signes + et - correspondent respectivement à z′ = ∞ and z′ = −∞. Ainsi, en
factorisant l’Eq. (B.1) par eb|z
′|, la solution peut s’écrire :
AB(z′ → ±∞, T ) ≈
√
P0
[
(1− 4a)∓ ib− 2√2aeb|z′| cos(ωmodT )
1− 2√2aeb|z′| cos(ωmodT )
]
eiz
′
, (B.4)
Par une expansion en série de Taylor, et en négligeant les termes d’ordres supérieurs, on
obtient :
AB(z′ → ±∞, T ) ≈
√
P0
[
(4a− 1)∓ ib+ (4a− 2∓ ib)2
√
2ae−b|z
′| cos(ωmodT )
]
eiz
′
.
(B.5)
Ainsi, après simpliﬁcation, la solution du breather d’Akhmediev peut s’écrire :
AB(z′ → ±∞, T ) ≈
√
P0
[
1 + 2be−b|z
′|e∓i tan
−1( b
2−4a
) cos(ωmodT )
]
e∓i tan
−1( b
4a−1
)ei(z
′) (B.6)
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En négligeant le terme de phase s’appliquant de manière égale à tous les termes, nous
retrouvons une expression simple :
AB(z′ → ±∞, T ) ≈
√
P0
[
1 + 2be−b|z
′|e−iψ± cos(ωmodT )
]
(B.7)
où le déphasage relatif entre la composante continue et la composante de modulation est
donnée par ψ± = ± tan−1(b/(2− 4a)).
B.2 Comparaison du formalisme du breather d’Akh-
mediev avec la méthode du mélange à quatre
ondes dégénéré
La connexion entre la théorie des breathers d’Akhmediev et le mélange à quatre ondes
dégénéré dans l’approximation d’une pompe non dépletée (TW - Truncated Wave) peut
être obtenue en considérant un processus de mélange à quatre ondes dégénéré entre une
pompe et les bandes latérales d’un champ initial modulé [98, 99]. L’évolution dynamique
du signal est alors résolu en utilisant un champ à 3 fréquences donné par l’Eq. (B.8)
comme conditions initiales de l’ESNL :
A(z, T ) = a0(z) + a1(z)e−jωmodT + a2(z)e+jωmodT (B.8)
où représente ωmod la pulsation propre de la modulation appliquée et a0, a1, et a2
représentent respectivement les amplitudes complexes des composantes fréquentielles de
la pompe, de l’onde Stokes et de l’onde anti-Stokes. En séparant les termes de fréquences
diﬀérentes, on obtient trois équations diﬀérentielles couplées qui, dans l’approximation
d’une pompe non dépletée (soit |a1|2, |a2|2 << |a0|2), peuvent s’écrire de la manière
suivante :
j
da0
dz
+ γ|a0|2a0 = 0 (B.9)
j
da1
dz
+
β2
2
ω2moda1 + 2γ|a0|2a1 + γa20a∗2 = 0 (B.10)
j
da2
dz
+
β2
2
ω2moda2 + 2γ|a0|2a2 + γa20a∗1 = 0 (B.11)
En réécrivant les amplitudes complexes ai(z) = bi(z)ejφi(z) avec φi ∈ R ∀z, on trouve que
l’évolution de l’amplitude complexe de l’onde Stokes est gouvernée par :
db1
dt
+ j
dφ
dz
b1 = j
(
β2
2
ω2mod + 2γ|a0|2
)
bi + jγb20b2e
j(2φ0−φ2−φ1). (B.12)
En introduisant le désaccord de phase linéaire entre la pompe et les bandes latérales
θ = 2φ0−φ2−φ1, on peut obtenir l’évolution de l’amplitude et du désaccord de phase en
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séparant les parties réelle et imaginaire :
db1
dz
= −γb20b2 sin(θ) (B.13)
dφ1
dz
= κ+ γ
b20b2
b1
cos(θ), (B.14)
Dans ce cas, κ = β2
2
Ω2 + 2γ|a0|2 représente le gain de l’instabilité de modulation sous sa
forme dimensionnelle. D’une manière équivalente, l’évolution de l’onde anti-Stokes peut
être obtenue en interchangeant les indices 1↔ 2.
En prenant en compte la variation de phase de la pompe due au phénomène d’auto-
modulation de phase telle que
dφ0
dz
= γb20 (B.15)
et en remplaçant bi =
√
Pi, l’évolution de la puissance et du désaccord de phase des ondes
Stokes et anti-Stokes est donnée par :
dP1
dz
=
dP2
dz
= −2γP0
√
P1P2 sin(θ) (B.16)
dθ
dz
= |β2|ω2mod − 2γP0 − γ
P0√
P1P2
(P1 + P2) cos(θ) (B.17)
dans le cas où l’on considère un régime de dispersion anormale tel que sgn(β2) = −1.
En supposant que le processus de mélange à quatre ondes est initié par une modulation
cosinusoidale, les puissances des bandes Stokes et anti-Stokes sont égales tel que P1 = P2
et on peut alors réduire les équations d’évolution sous la forme suivante :
dP1
dz
=
dP2
dz
= −2γP0P1 sin(θ) (B.18)
dθ
dz
= |β2|ω2mod − 2γP0 − 2γP0 cos(θ) (B.19)
A partir de l’Eq. (B.19), on peut voir que le déphasage initial entre la pompe et les bandes
latérales θ est obtenu pour dθ/dz = 0 tel que
θ = ± cos−1
( |β2|ω2mod − 2γP0
2γP0
)
. (B.20)
Cette valeur de déphasage provient du fait que pour les points ﬁxes où dθ/dz = 0, la
valeur du déphasage reste constante au cours de la propagation (tant que l’approximation
d’une pompe non dépletée est valide) et les bandes latérales de modulation subiront
alors une ampliﬁcation (ou une déplétion selon le signe de θ) avec un gain exponentiel
constant. En replaçant ωmod sous sa forme normalisée avec le paramètre a tel que ω2mod =
4γP0(1−2a)/|β2|, nous pouvons réécrire la condition d’accord de phase pour une évolution
à déphasage constant :
θ± = ± cos−1 (1− 4a) (B.21)
auquel cas + et − correspondent à z = ±∞. La condition de déphasage donnée par
l’Eq. (B.21) est précisément égale à la diﬀérence de phase entre la pompe et les premiers
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modes de Fourier (fréquence de modulation fondamentale) telle qu’elle est obtenue par
une expansion en série de Taylor des breathers d’Akhmediev à ±∞ : A(z′ → ±∞, T ) =√
P0
[
1 + 2be−jψ±e−b|z
′| cos(ωmodT )
]
avec
ψ± = ± tan−1
(
b
2− 4a
)
= ±1
2
cos−1 (1− 4a) = 1
2
θ±, (B.22)
auquel cas + et − correspondent au breather d’Akhmediev obtenu analytiquement à
+∞ et −∞ respectivement. Ainsi, on voit clairement que lorsque l’on se situe suﬃsam-
ment loin du point de compression maximale, l’évolution du breather d’Akhmediev peut
être interprétée comme un mélange à quatre ondes dégénéré avec un désaccord de phase
constant.
B.3 Calcul de l’évolution analytique du spectre des
breathers d’Akhmediev
En reprenant l’équation du breather d’Akhmediev donnée par l’Eq. (4.19) sous sa forme
adimensionelle et en posant p =
√
2(1− 2a), la solution prend alors la forme suivante
pour 0 < a < 1/2 :
ψ(ξ, τ) =
[
(1− 4a) cosh(bξ) + ib sinh(bξ) +√2a cos(ωτ)√
2a cos(ωτ)− cosh(bξ)
]
eiξ (B.23)
Puisque la fréquence de modulation s’écrit ω = 2p, on retrouve alors l’expression de
la période de modulation telle que ∆τ = 2π/(2p) = π/p. Comme 0 <
√
2a < 1, le
dénominateur est toujours positif et on ne retrouve aucune singularité dans l’Eq. (B.23).
Aﬁn d’étudier les propriétés spectrales des breathers d’Akhmediev, on s’intéresse aux deux
intégrales suivantes :
ψ˜0(ξ) =
1
∆τ
∫ ∆τ
0
ψ(ξ, τ)dτ (B.24)
ψ˜n(ξ) =
1
∆τ
∫ ∆τ
0
ψ(ξ, τ) ein2pτdτ (B.25)
Celles-ci représentent une forme particulière d’une transformée de Fourier discrète d’une
fonction périodique complexe qui n’est ni paire ni impaire selon τ . L’Eq. (B.23) peut aussi
se réécrire dans la forme suivante :
ψ(ξ, τ) =
1√
2
[
1 +
p2 cosh (bξ) + ib sinh(bξ)√
2a cos (2pτ)− cosh(bξ)
]
exp (iξ) (B.26)
Étant donné que les autres parties sont triviales, on s’intéresse plus particulièrement à
l’intégrale suivante :
I =
∫ ∆τ
0
ein2pτ√
2a cos (2pτ)− cosh(bz)dτ (B.27)
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En posant y = 2pτ , on obtient :
I =
1
2p
√
2a
∫ 2pi
0
einy dy
cos (y)− A (B.28)
avec A = cosh(bξ)/
√
2a qui est toujours strictement supérieur à 1. Ainsi, on pose Z = eiy
tel que :
I =
1
ip
√
2a
∫
C
ZndZ
Z(Z + 1
Z
− 2A) =
1
ip
√
2a
∫
C
ZndZ
Z2 − 2AZ + 1 (B.29)
=
1
ip
√
2a
∫
C
ZndZ
(Z − Z1)(Z − Z2) (B.30)
Dans ce cas, C est un contour de la forme d’un cercle unitaire autour du point zéro, et
les racines du binome au dénominateur sont alors :
Z1,2 = A±
√
A2 − 1 (B.31)
Puisque Z1Z2 = 1, une des racines Z1 = A −
√
A2 − 1 se situe à l’intérieur du cercle
unitaire alors que l’autre racine se trouve à l’extérieur de ce même cercle. En appliquant
le théorème des résidus à l’intégrale, nous trouvons :
I =
2π
p
√
2a
Zn1
Z1 − Z2 =
2π
p
√
2a
(
A−√A2 − 1
)n
2
√
A2 − 1 (B.32)
=
2π
p
(√
2a
)n
(
cosh(bz)−
√
cosh2(bz)− 2a
)n
2
√
cosh2(bz)− 2a
. (B.33)
Ainsi, on obtient ﬁnalement l’amplitude spectrale complexe de la pompe ψ˜0 et des bandes
latérales d’ordre n avec ψ˜n :
ψ˜0(ξ) =
eiξ√
2
1− p2 cosh (bξ) + ib sinh(bξ)√
cosh2(bξ)− 2a
 (B.34)
ψ˜n(ξ) =
eiξ√
2
(p2 cosh (bξ) + ib sinh(bξ))√
cosh2(bξ)− 2a
cosh(bξ)−
√
cosh2(bξ)− 2a√
2a
n(B.35)
Ces résultats sont des expressions théoriques valables pour une valeur arbitraire de fré-
quence de modulation 0 < a < 0.5 permettant d’étudier l’évolution des dynamiques
spectrales de l’onde pompe et des harmoniques de modulation associés avec le processus
d’instabilité de modulation. Contrairement aux résultats présentés dans la littérature re-
lative au mélange à quatre ondes dégénéré [96,246], ces équations impliquent de manière
implicite un nombre inﬁni de bandes latérales n et ne suppose pas une onde pompe non
dépletée.
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B.4 Calcul du spectre analytique du soliton de KM
En utilisant l’extension du formalisme du breather d’Akhmediev dans sa forme adimen-
sionelle, la solution du soliton de KM valable pour 0.5 < a <∞ est la suivante :
ψ(ξ, τ) =
[
1 +
2 (1− 2a) cos (Bξ) + iB sin (Bξ)√
2a cosh (τ/∆τ)− cos (Bξ)
]
exp (iξ) (B.36)
Dans ce cadre, les arguments B et ∆τ sont réels tels que :
b = i
√
8a (2a− 1) = iB (B.37)
ω = i2
√
(2a− 1) = i∆τ−1 (B.38)
Spectre du point de compression maximale du soliton de KM
En considérant le soliton de KM à son point de compression maximale, nous avons :
ψmax(τ) =
[
1 +
2 (1− 2a)√
2a cosh (τ/∆τ)− 1
]
(B.39)
A partir de l’Eq. (B.39), on peut calculer la transformée de Fourier telle que la solution
dans le domaine fréquentiel s’écrive :
ψ˜max(ν) = δ(0) + g(ν) (B.40)
Dans ce cas, on a :
g(ν) = TF [g(τ)] = TF
[
2 (1− 2a)√
2a cosh (τ/∆τ)− 1
]
(B.41)
Comme g(τ) est une fonction paire, nous avons :
g(ν) =
∞∫
−∞
cos (2πντ)
2 (1− 2a)√
2a cosh (τ/∆τ)− 1dτ (B.42)
= 2 (1− 2a)
∞∫
−∞
cos (2πντ)√
2a cosh (τ/∆τ)− 1dτ (B.43)
En utilisant la formule 3.983(b) du livre de Gradshteyn et Ryzhik [295], on obtient
pour ν > 0 :
g′(ν) =
∞∫
0
cos (2πντ)√
2a cosh (τ/∆τ)− 1dτ (B.44)
=
π∆τ√
2a− 1
sinh
[
2πν∆τ arccos
(
−1/√2a
)]
sinh [2π2f∆τ ]
(B.45)
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Étant donnée que g(τ) est une fonction symétrique, on a alors :
g(ν) = 4 (1− 2a) g′(ν) (B.46)
= 4 (1− 2a) π∆τ√
2a− 1
sinh
[
2πν∆τ arccos
(
−1/√2a
)]
sinh [2π2ν∆τ ]
(B.47)
En remplaçant 2
√
(2a− 1) = ∆τ−1, nous obtenons après simpliﬁcation :
g(ν) = −2π
sinh
[
piν√
2a−1 arccos
(
−1/√2a
)]
sinh
[
pi2ν√
2a−1
] (B.48)
Ainsi, le spectre adimensionel au maximum de compression est donné par :
ψ˜max(ν) = δ(0)− 2π
sinh
[
2piν√
2a−1 arccos
(
− 1√
2a
)]
sinh
[
pi2ν√
2a−1
] (B.49)
Spectre du point de compression minimale du soliton de KM
Nous considérons cette fois le soliton de KM à son point de compression minimale, tel
que :
ψmin(τ) =
[
1 +
2 (2a− 1)√
2a cosh (τ/∆τ) + 1
]
(B.50)
A partir de l’Eq. (B.50), on peut calculer la transformée de Fourier de la solution :
ψ˜min(ν) = δ(0) + l(ν) (B.51)
Auquel cas, nous avons :
l(ν) = TF [l(τ)] = TF
[
2 (2a− 1)√
2a cosh (τ/∆τ) + 1
]
(B.52)
De manière similaire, l(τ) est une fonction paire telle que :
l(ν) =
∞∫
−∞
cos (2πντ)
2 (2a− 1)√
2a cosh (τ/∆τ) + 1
dτ (B.53)
= 2 (2a− 1)
∞∫
−∞
cos (2πντ)√
2a cosh (τ/∆τ) + 1
dτ (B.54)
L’intégration obtenue pour ν > 0 est alors [295] :
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l′(ν) =
∞∫
0
cos (2πντ)√
2a cosh (τ/∆τ) + 1
dτdτ (B.55)
=
π∆τ√
2a− 1
sinh
[
2πν∆τ arccos
(
1/
√
2a
)]
sinh [2π2ν∆τ ]
(B.56)
Étant donné la symétrie de l(τ) , on a :
l(ν) = 4 (2a− 1) l′(ν) (B.57)
= 4 (2a− 1) π∆τ√
2a− 1
sinh
[
2πν∆τ arccos
(
1/
√
2a
)]
sinh [2π2ν∆τ ]
(B.58)
Après simpliﬁcation, on obtient :
l(ν) = 2π
sinh
[
piν√
2a−1 arccos
(
1/
√
2a
)]
sinh
[
pi2ν√
2a−1
] (B.59)
Le spectre ﬁnal au point de compression minimale est donc :
ψ˜min(ν) = δ(0) + 2π
sinh
[
2piν√
2a−1 arccos
(
1√
2a
)]
sinh
[
pi2ν√
2a−1
] (B.60)
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Résumé :
Ces travaux de thèse rapportent l’étude des instabilités non-linéaires et des évènements extrêmes
se développant lors de la propagation guidée d’un champ électromagnétique au sein de fibres
optiques. Après un succinct rappel des divers processus linéaires et non-linéaires menant à la
génération de supercontinuum optique, nous montrons que le spectre de celui-ci peut présenter
de larges fluctuations, incluant la formation d’événements extrêmes, dont les propriétés statistiques
et l’analogie avec les vagues scélérates hydrodynamiques sont abordées en détail. Nous présentons
une preuve de principe de l’application de ces fluctuations spectrales à la génération de nombres et
de marches aléatoires et identifions le phénomène d’instabilité de modulation, ayant lieu lors de la
phase initiale d’expansion spectrale du supercontinuum, comme principale contribution à la formation
d’événements extrêmes. Ce mécanisme est étudié numériquement et analytiquement, en consid-
érant une catégorie de solutions exactes de l’équation de Schrödinger non-linéaire présentant des
caractéristiques de localisations singulières. Les résultats obtenus sont vérifiés expérimentalement,
notamment grâce à un système de caractérisation spectrale en temps réel et à l’utilisation conjointe
de métriques statistiques innovantes (ex : cartographie de corrélations spectrales). L’excellent ac-
cord entre simulations et expériences a permis de valider les prédictions théoriques et d’accéder à
une meilleure compréhension des dynamiques complexes inhérentes à la propagation non-linéaire
d’impulsions optiques.
Mots-Clés : Optique non-linéaire ultra-rapide, Optique fibrée, Génération de supercontinuum, Insta-
bilité de modulation, Équation de Schrödinger non-linéaire, Solitons, Événements extrêmes, Carac-
térisation d’impulsion optique, Spectroscopie temps-réel, Processus aléatoires.
Abstract :
This thesis reports the study of nonlinear instabilities and extreme events occurring during the guided
propagation of an electromagnetic field into optical fibers. After a short overview of the various linear
and nonlinear processes leading to optical supercontinuum generation, we show that its spectrum
can exhibit large fluctuations, including the formation of extreme events, whose statistical properties
as well as hydrodynamic rogue waves analogy are studied in detail. We provide a proof of principle of
using these spectral fluctuations for random number and random walk generation and identify mod-
ulation instability, associated with the onset phase of supercontinuum spectral broadening, as the
main phenomenon leading to extreme event formation. This mechanism is studied both numerically
and analytically, considering a class of exact solutions of nonlinear Schrödinger equation which ex-
hibit singular localization characteristics. The results are experimentally verified, especially through
a real-time spectral characterization system along with the use of innovative statistical metrics (e.g.
spectral correlation maps). The excellent agreement between simulations and experiments allowed
us to validate the theoretical predictions and get further insight into the complex dynamics associated
to nonlinear optical pulse propagation.
Keywords : Ultrafast nonlinear optics, Fiber optics, Supercontinuum generation, Modulation insta-
bility, Nonlinear Schrödinger equation, , Solitons, Extreme events, Optical pulse characterization,
Real-time spectroscopy, Random processes.
