of one communication link lock onto the cross-correlation peaks obtained by correlating with the encoding sequence of a different communication link. Thus the successful use of spread spectrum communication systems in multiplexing applications depends upon the construction of large families of encoding sequences with uniformly low cross-correlation values. In this paper we present an analytical technique for the construction of such families of linear binary encoding sequences.
II. NOTATION Following the notation of Zierlex+l we denote by V(f) the vector space of linear sequences generated by the recursion relation corresponding to the polynomial f of degree n and further identify the members of V(f) with binary 2* -1 tuples. If f is a primitive polynomial over the field K = (0, 1) then h e V(f) implies h is a maximal linear sequence. We denote by ]lhll the number of ones in the sequence h and by & the sequence such that R(i) = h(z) + 1. The correlation function 8 of two binary sequences a, b has been defined as Equation (17) Linear shit register sequences (see Zierlerlll and Gold121) have found extensive applications in spread spectrum communication systems. The binary sequences generated by shit register devices serve as the encoding mechanism of such systems which, when added to the baseband information, results in a wideband lowpower-density signal which has statistical properties similar to noise. The casual listener is thus denied access to the baseband information which can be recovered from the wideband signal only through correlation with a stored reference sequence in the receiver which is an exact replica of the original encoding sequence.
The usefulness of the maximal linear sequences in spread spectrum communications depends in large part on their ideal autocorrelation properties. The autocorrelation function of a binary sequence h is defined as O,(T) = (number of agreements -number of disagreements) when the sequence h is compared with a cyclic shift of itself. It is well known that for maximal linear sequences s,(O) = period of the sequence and &,(7) = -1 for 7 Z 0. The detection by the receiver of the high in-phase correlation value oh(O) determines the synchronization between transmitter and receiver necessary for the removal of the encoding sequence and the recovery of the baseband information. In multiplexing applications many systems will be operating in the same neighborhood and each communication link will employ a different maximal encoding sequence. In general, the cross-correlation function between different maximal sequences may be relatively large. Thus dierent systems operating in the same environment can interfere with the successful attainment and maintenance of proper synchronization by having the receiver where x is the unique isomorphiim of the additive group (0, 1) onto the multiplicative group { 1, -1). We note that (?(a, b) (T) is simply described ss the number of agreements -number of disagreements of the sequences a and b for each 7 and that
In what follows a will always denote a primitive 2" -1 root of unity in a splitting field of x2"--1 + 1 and the minimal polynomial of & will be denoted by fi. Finally, we note the following result of Bose and Chaudhuri.131 
III. STATEMENT AND PROOF OF RESULT
Our techniques for the construction of large families of encoding sequences with uniformly low cross-correlation values is based on the following result.
Theorem d
Let (Y be any primitive element of GF(2"). Let fi be the minimal polynomial of DI. Let ft be the minimal polynomial of CY~ where
Then a e V(f,) and b E V(ft) implies [@(a, b) 1 5 t.
The significance of this theorem is that it tells how to select shit register tap connections which will generate maximal linear sequences with a known bound on the cross-correlation function. Since r~ is primitive, the sequence generated by the shift register corresponding to fi is maximal. Since 2(n+1,/2 + 1 and s-/n+z)/z + 1 are both relatively prime to 2n -1 for n $ 0 mod the 4 sequence corresponding to the polynomial ft is also maximal in these cases. Theorem 2 thus permits the selection of pairs of maximal sequences with known bound on the cross-correlation function. This result is of practical importance since, for example, for n = 13 there are 630 maximal sequences and there exist pairs of these sequences whose correlation values are as high as B = 703 while Theorem 2 guarantees the selection of pairs of sequences such that 101 5 129. This result is a special case of the more general theorem stated in the following which has been obtained independently by Goldfsl and Kasami,f41 and is related to the weight distribution of errorcorrecting codes. 
where 01 is a primitive 2" -1 root of unity (n odd), I is any integer such that (I, k) = 1, and T is the trace of GF(2"). Then e(a, b) (n) = -1 when u (7) The proof of this theorem is contained in Gold151.
In the remainder of this section, we proceed to the proof of Theorem 2 by means of a series of lemmas.
Lemma 1
Let 01 be any primitive 2" -1 root, of unity in a splitting field of z2"-1 + 1. Let **-I + 1 gk = lcm7fl, fz, **. fk) where fi is the minimal polynomial of (Y<. Let f be an irreducible polynomial of degree n. Let A, be the conjugate class of roots off. Let ml = min {i 1 tii P Af), the class leader of A,. Then rnt > k implies f is a factor of gk.
Proof: f irreducible of degree n implies f ( zin-l + 1 implies f 1 gk lcm Vi, f2, . *. fkl, and rnf > k implies ft j Icm (fi . . . fk) implies f 1 gk.
Lemma .%?
Let 01 be any primitive 2% -1 root of unity in a splitting field of X 2"-1 + 1. Let u = 2*-l -1. Let 2"-l -1 -2"-"' for n odd v= 1 y-1 -1 -y/2 for n even.
Let fU be the minimal polynomial of 0%. Let f% be the minimal polynomial of au. Then mf, = u and rnf, = a. Proof: 01r and a* belong to the same conjugate class of GF (2" Since the value of the cross-correlation function is always odd we have 621 Z* + 211 + ~12 + ~14 and the corresponding 14-stage shift register will generate 129 different linear sequences of period 127. The cross-correlation function B of any pair of such sequences will satisfy the inequality /e (7) le(a, b)I 5 2n+1'2 + 1 for n odd le(a, b) 1 2 2r"+2'2 + 1 for n even.
For 13-stage shift registers there are pairs of maximal sequences with cross-correlation peaks as high as O(T) = 703 while proper selection of shift registers in accordance with the above theorem guarantees sequences whose cross correlation satisfies the inequality ItI 1 < 2"3+')'2 + 1 = 129.
We note further that for purely random sequences of length 2'3 -1 = 8191 we would expect the cross-correlation function to exceed 2a=2-2 A' 180 for 5 percent of the correlation values and hence linear sequences chosen in accordance with our technique perform bett,er with respect to their cross-correlation properties than purely random sequences.
IV. CONSTRUCTION OF ENCODING FAMILIES
In this section we show how to provide large families of encoding sequences each of period 2n -1 and such that the cross-correlation function of any pair of sequences of the family has a cross-correlation function 0 which satisfies the inequality le(T)l 5 2(n+z)'z + 1.
In a spread spectrum multiplexing application such families form ideal codes which minimizes interlink interference. Instead of having each communication link employ a different maximal sequence we assign to each link a member of the encoding family to be constructed below. These are nonmaximal linear sequences, and hence their autocorrelation function will not be two-valued; however, the out-of-phase value of the autocorrelation function will satisfy the above inequality. Thus by slightly relaxing the conditions on the autocorrelation function we obtain a family of encoding sequences with the high cross-correlation peaks eliminated.
The procedure for generating these encoding families is embodied in the following theorem.
Theorem
Let fi and ft be a preferred pair of primitive polynomials of degree 12 whose corresponding shift registers generate maximal linear sequences of period 2" -1 and whose cross-correlation fmlction e satisfies the inequality. jet < t = 2(n+1"z + 1 for n odd 2(n+2)'2 + 1 for n even n # mod 4.
Then the shift register corresponding to the product polynomial fi.ft will generate 2* + 1 different sequences each period 2n -1 and such that the cross-correlation function 0 of any pair of such sequences satisfies the above inequality. Thus, by way of illustration, if we consider the pair of polynomials, fi(x) = 1 + z + x2 + x3 + x7 and f dz) = 1 + x -I-x2 i-x3 -I-x4 -Ix5 + x7 then the product polynomial isfi(x) fz(x) = 1 -I-2' -I-x6 f INTRODUCTION When a transmitted code word is decoded incorrectly due to channel errors, it does not follow that all of the digits in the decoded word are incorrect. One way of getting an estimate of the actual number of digit errors to be expected is to determine the average over a whole class of codes of the digit-error probability and to compare this with the word-error probability averaged over the same class. In this correspondence the ratio of these two averages is determined for random block codes and it is shown that, at fixed code rate and channel-error probability, t,he ratio approaches a nonzero limit with increasing code length; the value of this limit is given as a function of code rate and channel-error probability. It is pointed out that the result can be extended to random linear codes and to the information digits of random parity check codes is also given. A more detailed derivation for these two linear cases is given elsewhere.'
It should be stressed at the outset that both the average worderror probability and the average digit-error probability can be strongly influenced (particularly at small channel probabilities) by a very few codes with unusually large word-and digit-error probabilities. Hence, it is unlikely that there is any easy extension of these results to statements about the distribution of the ratio of the two probabilities over the classes of codes considered.
NOTATION AND ASSUMPTIONS
Let n = code length R = code rate K = 2"R p = channel-error probability H(t) = -t logz t -(1 -t) log, (1 -t) pR = smaller solution of R + H&) = 1 PC = PR"/(l -2pR + 2PR") pw = average word-error probability pD = average digit-error probability E = expected value of.
The symbol N used in equations of the form f(t) N g(t) as t + 03 means that the ratio of the two functions approaches unity: f(t)ldt) ---f 1.
The expression o(n) used in equations of the form f(n) = o(n) as724 ~0 meansf(n)/n+Oasn+ m. 
