ABSTRACT. In this paper we establish existence and uniqueness for bounded weak solutions of an elliptic-parabolic Neumann problem. We also describe the asymptotic behavior as t -> oo.
Introduction.
Let c: R -» R be a continuous function which is strictly increasing on R~ and identically equal to a constant on R+ (see Figure 1 ). For a bounded domain fi C Rn with smooth boundary dfl we consider the Neumann problem (1.1) f(c(u))t = Au inQT = fix(0,T],
(1-2) (I) ) du/du = f on dÜ x (0,T], (!-3) ( c(u(x,0)) = vo(x), XEÜ.
Here u = u(x, t), A denotes the Laplacian in R" and 3/du the outward normal derivative on dU. For given functions / and i>n we discuss existence, uniqueness and asymptotic behavior of (weak) solutions of Problem I. Equation (1.1) is elliptic if u > 0 and parabolic if u < 0. Because of this change of type we cannot a priori expect solutions to be classical. The physical background of (1.1) lies in the theory of partially saturated flows in porous media. In that context u stands for the hydrostatic potential and c(u) for the moisture content or saturation. The part of fi where u is negative is called the unsaturated region, and that where u is positive the saturated region. The set where u = 0 is usually referred to as the interface or free boundary. Equation (1.1) has been studied extensively in one space dimension. Existence and uniqueness of weak solutions were established in [5, 7] and considerable progress has been made in the description of the interface [4, 6, 2] .
If n > 1 equation (1.1) becomes more difficult. For that situation there is the classical paper of Alt and Luckhaus [1] which deals with existence and uniqueness of weak solutions for a class of equations including (1.1). The asymptotic behavior of these solutions is described by Kröner and Rodrigues [8] . In both [1] and [8] the boundary conditions are rather general but there is one restriction: Neumann boundary conditions are excluded. It is the object of this paper to remove this restriction.
We begin by giving an existence theorem for bounded weak solutions of Problem I, making the following hypotheses about the functions c, / and vo:
HI. c: R -> R is uniformly Lipschitz continuous, c = 1 on R+, c E C1{R^), (ii) for all test functions <j> e H1(Qt) with 4>(-,T) = 0 a.e. in Yl the following integral identity holds:
JJqt Jn Jo Jan THEOREM l. 1. Let the assumptions Hl-4 be satisfied. Then Problem I has a unique weak solution u. In addition we have (i) u E L°°(QT) and c(u) E C(QT)\
(ii) tVu(t)EL°°(0,T;L2(U)), and c(u) E H1 (Ü x [r,T]) for all r E (0,T); (iii) ifuo E Hl(U) and df/dt E Ll(dÜ x (0,T]), then u E L°°(0,T; H1^)) andc(u) E Hl(QT)-Before we continue, we briefly discuss Theorem 1.1 in relation to the results of Alt and Luckhaus. They exclude Neumann boundary conditions essentially because they control the ü"1-norm of u in Yl with the L2-norm of Vu in Yl and the prescribed values of u at some part of the lateral boundary.
In dealing with the Neumann problem one has to find a substitute for this argument.
(I,) U/ Our alternative is the construction of a bound on the L°°-norm of u in Yl. This has the advantage that we can use a regularity result of DiBenedetto and Gariepy. In [3] they prove that for bounded weak solutions u of (1.1) the saturation c(u) is continuous.
A lower bound is easily established because of the appearance of the function g in H3. As a stationary subsolution for Problem I we can simply take a solution of 0, Yl, i/dv -g, dYl,
and hence a lower bound is immediate.
The construction of an upper bound for u will require more effort. Observe that integration of (1.1) over Qt leads at least formally to a conservation law:
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Because of (1.4) and (1.5) the expression on the right-hand side of (1.8) is nondecreasing in t. Thus assumption H4 merely states that fnc(u(x,t))dx is bounded away from |fi| on [0,T]. We conclude, still formally, that the measure of the set {x E Yl: u(x,t) < 0} is bounded away from zero and this will lead to an upper bound for u.
Once existence and uniqueness are established we turn our attention to the behavior of u(x,t) as t -► oo. Of course this is only possible if the assumptions hold for all T > 0. For time independent boundary conditions this implies that / f(x,t)dx= / f(x)dx = 0 Jan Jan tan Jan because of H4. Using a Liapounov argument we shall prove the following theorem. 
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The proof of Theorem 1.2 does not use the fact that c(-oo) = 0. In the case of time dependent boundary conditions we obtain a similar but weaker result. THEOREM 1.3. Let Hl-4 be satisfied for all T > 0 and suppose that f -g E L1(dYl x R+), and that (1.10) v0(x)dx+ / f(x,t)dxdt <\Yl\.
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Then the weak solution u of Problem I exists for allT > 0 and c(u(-, t)) -► c(u) in L1(Yl) as t -> oo where û is a solution of Problem II and satisfies
So in both cases the solution converges to the equilibrium solution which has a "total mass" prescribed by the conservation law (1.8).
As a corollary of Theorems 1.1-1.3 and the continuity result of DiBenedetto and Gariepy (1.12) c(u(-, t)) -c(u) as t -oo in C(K) for any compact K cYl. REMARK. The lower bound on /, required in H3, imposed a severe restriction on the boundary condition we can allow. We can omit it, but unfortunately only at the expense of a physically unrealistic assumption on c. Thus Theorems 1.1-1. (
o<t<r (Jn Jo Jan J Note that HI* implies that c(-oo) = -oo and that H4 had to be revised too, because the right-hand side of (1.8) is not necessarily monotone. An alternative approach would be not to work with L°°-solutions.
In the first step of the existence proof however, Lemma 2.2 in the next section, we obtain an a priori bound for the L2(Qr)-norm of u, using the a priori L°°-bound for u. It is possible to prove Lemma 2.2 without (1.13), if one has a Poincaré inequality for u. This Poincaré inequality can be derived from the conversation law (1.8) and a variant of the compatibility condition (1.6). Once Lemma 2.2 is established, the remainder of §2 can be done in much the same way. We shall not go into the details of this.
Regularization
of Problem I; properties of weak solutions. In order to construct a weak solution of Problem I we use a parabolic regularization. We approximate the functions c, i¿o and / by sequences of smooth functions cn, uon and /", n = 1,2,..., which have the following properties: (i) There exist constants K, L, Li and M such that for all n E N (2.1) 1/n <c'n<K on R,
In addition, if un E Hx(Yl) and df/dt E L1(dYl x (0, T)), there exist constants L2 and L3 such that for all n E N (2.5) |Kn||/ii(fi) < L2,
(2.9) cn^c inL^c(R), <f(R-) and h£c°°(R+),
From [9] we know that there exists a unique classical solution un of the following uniformly parabolic problem:
We shall show that there exists a subsequence uM which converges to a weak solution of Problem I. In this section we prove this, assuming that we have a uniform L°°-bound on un. The main difficulty however, is to obtain such a bound. This will be done in the next section. We claim that v = c(u). To see this observe that
Combining this with (2.21) and the compact imbedding H1 <-♦ L2 we obtain c(un) -^v in L2(YIx(t,T)). From (2.20) we also know that un -u in L2(Ylx(r,T)), and thus we may conclude that v = c(u). It is easily checked that u is a weak solution of Problem I.
REMARK. If u0 E Hl(ü) and df/dt E Ll(dYl x (0,T)) we have Then u E L°°(QT), tu(x,t) E Lco(0,T;H1(Yl)) and c(u) E Hl(Yl x (t,T)) for all te(0,T). IfuoEH^Ü) and df/dt E L1 (dYl x(0,T)), then u E L°°(0,T; tf1^)) and c(u) E H1(Qt). Furthermore
Jo Jan for all(j)EH1(QT).
Thus we know that Problem I has a bounded weak solution u, provided that the sequence {«"} is uniformly bounded in L°°(Qt)-Concerning the regularity of the weak solution we recall a result of DiBenedetto and Gariepy. THEOREM 2.5. Let u be a bounded weak solution of Problem I on Qt and let K C Qt be compact. Then c(u) is continuous on K, and the modulus of continuity depends only on the dimension n, the shape of the function c, the L°°(Qx)-norm of u, and the distance of K to the parabolic boundary Yt of Qt-In particular c(u) E C(QT).
We conclude this section with two propositions. PROPOSITION 2.6. Problem I has at most one weak solution.
The proof of Proposition 2.6 is identical to the uniqueness proof in [5] and therefore we omit it. PROPOSITION 2.7. Any weak solution u of Problem I satisfies the conservation law (1.8) for any t E (0,T\.
PROOF. We substitute the test function 4>(x,t) = (t -t)+ (0 < r < T) into (1.7) and differentiate with respect to r. This yields (1.8).
3. Local existence of bounded solutions. In order to prove existence of a weak solution we still have to find lower and upper bounds for the classical solutions of the regularized problems (I"). We first give a global lower bound and then a local upper bound. Then w is uniquely determined and from standard regularity theory we know that w E W1'p(Yl) for all 1 < p < oo. Hence w E C(U) and the function u E C(fi), defined by u = w -||w||oo ~ M, where M is as in (2.2), is a subsolution for all the problems (I"). Consequently u < un on QT for all n.
The following proposition is the main result of this section and establishes a local REMARK. This proposition will enable us to continue bounded local solutions. Note that the constant r may (and will) depend on the function vq-To prove Proposition 3.2 we need some lemmas.
There exist positive constants r¡i,n2 and r¡z, depending only on Yl and the constant 8 appearing in (3.1), and a finite number of disjunct closed balls P>i,..., Bm C fi such that (3.2) J^\Bi\>vu i=i
on\jBt. i=i PROOF. This follows from the continuity of Vq on fi, from the fact that 0 < vo < 1 on fi and from (3.1). We leave the details to the reader. We are now ready to construct ïï. We extend the solution w of Problem III as a H1 -function to the whole of fi in such a way that Aw is bounded from above in the sense of distributions. To do this define e > 0 by (3.12) c(-2e) = 1 -ifc.
For every Bt we choose a radially symmetric function w¿ € C2(Bi) such that (3.13) -e < wz < 0 in Bu (3.14) wt = 0 on dêi,
where Vi is the outwards directed normal on dBi. Now extend w to fi by We now define T* by (4. 3) T* = sup{0 < ti < T: Problem I has a unique weak solution on Qtl which satisfies (4.2)}.
Because of the uniqueness of weak solutions all these solutions can be seen as restrictions of one function in L°°(Qt').
There will be no confusion if we denote this function again by u.
What we have to show is that u = u(t) is not only a solution of Problem I on [0,T*), but even on [0,T*], and that T* = T. Clearly T* > t > 0. Observe, however, that u is only on QT the limit of the approximating solutions un. At this point we do not know anything about the regularity of u for t > r, apart from the continuity of c(u) (Theorem 2.5). The following lemma clarifies the situation for is well defined and vq E C(Yl). Since, for almost all t E (0,T*), v(-,t) = c(u(-,t)) and, again by Lemma 4.1, u(-,t) is bounded in Hx(Yl) as t Î T*, vq satisfies H2. By (4.1) and Proposition 2.7 it also satisfies (3.1). Thus we can apply the local existence theory as developed in §3 to obtain a bounded local weak solution for t > T*. More precisely, we find a time f > T* and a function û e l°°(yi x (T*,?)) nl°°(t*.fjjsr^n)), such that c(u)t E L2(Ylx (T*, f )), and such that for all <p E H1 (fix (T*, f )) vanishing for t = f, the following integral identity holds:
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Note that for the construction of a bound on ü we can take the same subsolution u and the same constant M as in §3. By Proposition 3.5 we know that u < ü < M on fi x (T*, f]. We now extend u to Q? by setting u = ü on fi x (T*, f]. It follows from (4.4) and (4.6) that u is a weak solution on Q? which satisfies (4.2) . This contradicts the definition of T* and thus T* = T. Theorem 1.1 now follows from Lemma 4.1. PROOF OF LEMMA 4.1. The idea of the proof is to reconstruct the solution with the techniques developed in §3 but with a slightly different supersolution. All we have to do is to get a hold on the timestep r in Proposition 3.2. This would allow us to carry out successfully the approach sketched at the end of §4.
The reason why we do not control the timestep r in Proposition 3.2 is that we do not control the radii of the balls B\,...,Bm in Lemma 3.3. Thus we need a variant of Lemma 3.3. by respectively rjx = \B(t)\, fj2 and f)3, and the collection of balls B\,..., Bm by the single ball B(t). Then the constant r, defined by (3.23), will depend on ni,n2
and r/3, on L,c and fi, but apart from that only on the center of the ball B(t). Since this center varies over a compact set and since all the constructions can be done in such a way that the dependence of r on the center of B(t) is continuous, it follows that r can be estimated from below by a positive constant r*. Now we are able to reconstruct u in a finite number of timesteps and Lemma 4.1 follows.
We conclude this section with a comparison principle. PROOF. Because of the L°°-bounds on u and ü we can reconstruct u and ü simultaneously in a finite number of timesteps. In every timestep the functions Uon, fn and üon,fn in §2 can be chosen in such a way that «on < ¿On and /" < /". The classical comparison principle implies that un <ûn. Since un -ün -* u -ü in L2, it follows that u -ü < 0 a.e. 5 . Asymptotic behavior for the autonomous problem.
In this section we prove Theorem 1.2, where we assume that Hl-3 hold with f = g. Without loss of generality we take uo E H1(Yl). Observe that in this case the existence proof can be simplified substanteously.
The functions /" in §2 can be taken to be time independent and to satisfy Using solutions of (Au = 0 infi, ( du/du = fn on dYl, as sub-and supersolutions it is now not difficult to construct a global and uniform L°°-bound for the approximating solutions un, independent of T. Multiplying the equation for un by unt and integrating by parts, a uniform estimate for ||wn(-,Ollií1 (n) independent of n and t follows immediately. Consequently (2.20) and (2.21) hold for any T > 0. 
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Unfortunately, we do not have a rigorous proof of (5.5) and (5.6). However, the following lemma will be sufficient for our purposes. PROOF OF LEMMA 5.1. We return to the classical solution un of the regularized problem. Define qn by (2.13) and Vn by (5.8) Vn(t) = / {qn(un(x,t)) -un(x)cn(un(x,t))}dx, Jn where un is the solution of Problem IIn which satisfies
Since un and un are classical solutions it follows that (5.5) and (5.6) hold with V,c,u and û replaced by Vn,cn:un and ûn. Observe that (5.5) can be written as PROOF. We set vn -cn(un) and v = c(u We continue with the proof of Lemma 5.1. By Lemma 5.2, the convexity of V is a consequence of the convexity of Vn-To prove (5.7) we let n tend to infinity in (5.10). Since Vu" -Vûn -Vu -Vu in L2(fi x (íj,í2)).
Thus the equality sign in (5.10) has to be replaced by an inequality sign in the limit. This completes the proof of Lemma 5.1.
PROOF OF THEOREM 1.2. From (5.10), (5.13) and the uniform bound on fQ \\7un(x,t)\2 dx we derive that the sequence Vn is bounded in W1'°°(H+). By Lemma 5.1 we have that V is convex and hence that V is nondecreasing. Since V is bounded we conclude that V'(t) J. 0 as t Î oo. But then Lemma 5.1 implies that 0 < / |Vu(x, i) -Vû(x)|2 dx < V'(t) I 0, Jn or (5.16) Vu(-, t) -* Vu in L2(fi) as t -> oo.
Hence any sequence tn f oo has a subsequence t^ Î oo such that u(-,tß) converges in Hx(Yl). Because of Proposition 2.7, the limit can only be û. This completes the proof of Theorem 1.2.
6. Asymptotic behavior for the nonautonomous problem. We now prove Theorem 1.3. Throughout this section we assume that Hl-4 hold for all T > 0, that f -gEL1(dYlx R+), and that (1.10) holds. Hence, by (6.2), (6.5) and (6.6), ACKNOWLEDGMENT. I would like to thank M. Bertsch, F. Beukers, L. A.
Peletier and J. F. Rodrigues for a number of fruitful discussions.
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