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ON THE PROBABILITY DISTRIBUTION ASSOCIATED TO COMMUTATOR
WORD MAP IN FINITE GROUPS II
TUSHAR KANTA NAIK
Abstract. Let P(G) denotes the set of sizes of fibers of non-trivial commutators of the
commutator word map. Here, we prove that |P(G)| = 1, for any finite group G of
nilpotency class 3 with exactlly two conjugacy class sizes. We also show that for given
n ≥ 1, there exists a finite group G of nilpotency class 2 with exactlly two conjugacy class
sizes such that |P(G)| = n.
1. Introduction
Let G denote the family of all finite groups. Define Pr : G → Q ∩ (0, 1] as follows:
Pr(G) =
| {(x, y) ∈ G× G | xy = yx} |
|G|2
, for G ∈ G.
Pr(G) is called the commuting probability of G. Various probability distribution asso-
ciated to commuator word map has been subject of active research in recent years (see
[1], [6], [7], [8]). In 2008, Pournaki and Sobhani [7] introduced the notion of Prg(G),
which is defined as follows:
Prg(G) =
|{(x, y) | [x, y] = g}|
|G|2
, for g ∈ G.
For a group G and elements x, y ∈ G, the commutator [x, y] of x and y is defined
by x−1y−1xy. Note that Pr1(G) = Pr(G), where 1 denotes the identity element in the
group. In [7], Pournaki and Sobhani computed Prg(G) for finite groups G, which have
only two different irreducible complex character degrees. They also obtained explicit
formulas for Prg(G), when G is a finite group with |G′| = p, where p is a prime integer.
We denote by G′ the commuator subgroup of G.
A finite group G is said to be of conjugate type (1, m), for some integer m > 1, if for
all non-central element g of G, |gG| = m. Here gG denotes the conjugacy class of g in
G and is defined as gG := {h−1gh | h ∈ G}. N. Ito [4] proved that, if G is of conjugate
type (1, m), then m = pk, for some prime p and integer k ≥ 1. Nath and Yadav [6]
studied Prg(G), when G is either of conjugate type (1, pn) or a Camina p-group. A
finite group G is said to be a Camina group, if [g, G] = G′, for all g ∈ G \G′. Here [g, G]
denotes the set {[g, h] | h ∈ G}. Note that g[g, G] = gG.
We denote by K(G) the set {[x, y] | (x, y) ∈ G× G}. For g ∈ K(G), we define f iber
of g as follows:
f iber(g) := {(x, y) ∈ G× G | [x, y] = g}.
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Note that, formula for Prg(G) can be re-written as follows:
Prg(G) =


| f iber(g)|
|G|2
, if g ∈ K(G)
0, otherwise.
Following the notation used by Nath and Yadav [6], we recall the notion of P(G),
which is defined as follows:
P(G) = {Prg(G) | 1 6= g ∈ K(G)}.
Note that
(1.1) |P(G)| = |{| f iber(g)| | 1 6= g ∈ K(G)}|.
In this article, we restrict our attention to finite p-groups of conjugate type (1, pn).
In 2002, K.Ishikawa [3] proved that nilpotency class of such a group can be either 2 or
3. So we consider following two family; G2, the family of finite p-groups of nilpotency
class 2 and conjugate type (1, pn), n ≥ 1 and G3, the family of finite p-groups of nilpo-
tency class 3 and conjugate type (1, pn), n ≥ 1.
Consider the following group Gr, constructed by Ito [4, Page 23], for any positive
integer r ≥ 1 and prime p > 2.
Gr =
〈
a1, . . . , ar+1 | [ai, aj] = bij, [ak, bij] = 1,(1.2)
a
p
i = a
p
r = b
p
ij = 1, 1 ≤ i < j ≤ r+ 1, 1 ≤ k ≤ r+ 1
〉
.
Note that Gr ∈ G2, for all r ≥ 1. In particular, Gr is of conjugate type (1, p
r) and
CGr(g) = 〈g, Z(Gr)〉, for all non central elements g ∈ Gr. Here Z(G) denotes the
center of G, for any group G. Nath and Yadav [6] computed Prg(Gr) and proved that
|P(Gr)| = 1, for all r ≥ 1. They also gave explicit formula for Prg(G), when G is a
camina p-group of nilpotency class 2 and proved that |P(G)| = 1, for such a group G.
Then they asked the following question:
Question. Is it true that |P(G)| = 1 for all finite p-groups G of conjugate type (1, pn)
and nilpotency class 2 ?
In an attmpt to answer this, we prove the following theorem.
Theorem 1.3. Let n ≥ 1 be a given positive integer. Then there always exist a group G
(depending on n) in G2 such that |P(G)| = n.
Recently Naik, Kitture and Yadav [5] proved that finite groups of conjugate type
(1, pn) and nilpotency class 3 exist if and only if n is even and for each positive even
integer 2m, finite p-group of nilpotency class 3 and of conjugate type (1, p2m) is unique
up to isoclinism (for definition see Section 2). For such groups, we prove the following
result.
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Theorem 1.4. Let G ∈ G3 be a finite p-group of conjugate type (1, p
2n). Then for g ∈ G′,
Prg(G) =


p3n + p2n − 1
p5n
, if g = 1
p2n− 1
p5n
, if 1 6= g ∈ G′.
Hence | P(G) |= 1.
We remark that this theorem rectifies a faulty statement [6, Theorem 5.13], where
it was claimed that |P(G)| > 1, for a finite p-group G of conjugate type (1, p2) and
nilpotency class 3.
2. Key Results
We start with definition of isoclinism, which was introduced by P. Hall [2] in 1940.
Let X be a finite group and X = X/Z(X). Then the map aX : X × X 7→ X
′ such that
aX(xZ(X), yZ(X)) = [x, y] for (x, y) ∈ X × X is well-defined. Two finite groups
G and H are said to be isoclinic if there exists an isomorphism φ of the factor group
G = G/Z(G) onto H = H/Z(H), and an isomorphism θ of the subgroup G′ onto H′
such that the following diagram is commutative.
G× G
aG−−−−→ G′
φ×φ
y
yθ
H × H
aH−−−−→ H′.
The resulting pair (φ, θ) is called an isoclinism of G onto H. Notice that isoclinism is an
equivalence relation among finite groups.
The following result follows from [2].
Lemma 2.1. Let G be a finite p-group. Then there exists a group H in the isoclinism family of
G such that Z(H) ≤ H′.
Such a group H is called a stem group in its isoclinism class.
Proof of following interesting result can be found in [7, Lemma 3.5] and [6, Theorem
2.3]
Lemma 2.2. Let G and H be two isoclinic groups with isoclinism (φ, θ). Then Prg(G) =
Prθ(g)(G).
In the light of the preceding two results, to compute Prg(G) or P(G), for any finite
group G, we only need to consider a stem group from the isoclinic family of G.
Now we move towards some technical Lemmas. For a finite group G and element
g ∈ K(G), we define
Tg = {x ∈ G : g ∈ [x, G]}
and
TZg = {xZ(G) ∈ G/Z(G) : g ∈ [x, G]}.
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Note that;
|Tg| = |Z(G)||TZg|.
Following useful expression of Prg(G) is due to Das and Nath [1].
Lemma 2.3. Let G be a finite group and g ∈ G. Then
Prg(G) =
1
|G| ∑
x∈Tg
1
|xG|
.
We remark that for any finite group G and element 1 6= g ∈ G,
Pr1(G)− Prg(G) ≥
1
[G : Z(G)]
.
Now, if G is finite group with exactly two conjugacy class sizes, then we can further
simplify the formula of Prg(G).
Lemma 2.4. Let G be a finite group of conjugate type (1, pn) and g ∈ K(G). Then
Prg(G) =


1
[G : Z(G)]
|TZg |
pn
, if g 6= 1
1
[G : Z(G)]
(
1+
[G : Z(G)]− 1
pn
)
, if g = 1
Proof. Suppose 1 6= g ∈ K(G). Then for each x ∈ Tg, |xG| = pn. By Lemma 2.3, we get
Prg(G) =
1
|G| ∑
x∈Tg
1
pn
=
|Tg|
|G|pn
=
|Z(G)||TZg|
|G|pn
=
1
[G : Z(G)]
|TZg|
pn
Now let g = 1. Then note that Tg = G. Again by Lemma 2.3, we get that
Pr1(G) =
1
|G| ∑
x∈G
1
|xG|
=
1
|G| ∑
x∈Z(G)
1
|xG|
+
1
|G| ∑
x∈G\Z(G)
1
|xG|
=
|Z(G)|
|G|
+
1
|G|
|G| − |Z(G)|
pn
=
1
[G : Z(G)]
(
1+
[G : Z(G)]− 1
pn
)
.

Nath and Yadav [6] gave explicit formula for Prg(Gr), for r ≥ 1.
Lemma 2.5. Let Gr be as defined in 1.2. Then
Prg(Gr) =


p2 − 1
p2r+1
, if g 6= 1
pr+1 + pr − 1
p2r+1
, if g = 1
Using preceding Lemma and the formula Prg(G) =
| f iber(g)|
|G|2
, we get an expression
for size of fibers in Gr.
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Lemma 2.6. Let Gr be as defined in 1.2. Then
| f iber(g)| =


(p2 − 1)pr
2+r+1, if g 6= 1
(pr+1 + pr − 1)pr
2+r+1, if g = 1
From preceding Lemma, we get an expression for |K(G)|.
Lemma 2.7. Let Gr be as defined in 1.2. Then |K(Gr)| − 1 =
(pr+1− 1)(pr − 1)
p2 − 1
.
Proof. For any finite group G, we know that ∑
g∈K(G)
| f iber(g)| = |G|2. Thus we get,
∑
g∈K(G)\1
| f iber(g)| = |G|2 − | f iber(1)|. Therefore by Lemma 2.6, we have
(
|K(Gr)| − 1
)
(p2− 1)pr
2+r+1 = pr
2+3r+2− (pr+1+ pr − 1)pr
2+r+1
= (pr
2
+ r+ 1)(p2r+1− pr+1− pr + 1)
= (pr
2
+ r+ 1)(pr+1− 1)(pr − 1).
Hence |K(Gr)| − 1 =
(pr+1− 1)(pr − 1)
p2 − 1
. 
Lemma 2.8. Suppose G = Gn−1 (as defined in 1.2) is generated by a1, a2, . . . an, with n ≥ 4.
Then there do not exist x, y ∈ G such that
(2.9) [x, y] = [a1, a2]
i1 [a3, a4]
i2 . . . [a2m−1, a2m]
im ,
where 2 ≤ m ≤ ⌊n/2⌋ and ik 6= 0 (mod p), for k = 1, 2, . . .m.
Proof. We prove this lemma by the method of contradiction. Suppose that there exist x
and y ∈ G satisfying equation (2.9). Let x = a
j1
1 a
j2
2 . . . a
jn
n and y = a
k1
1 a
k2
2 . . . a
kn
n
(
reading
modulo Z(G)
)
. As i1 6= 0 (mod p), at least one of j1 and k1 has to be non-zero modulo
p. Without loss of generality, we take j1 to be non-zero. Then we can write y as
y = ak11 a
k2
2 . . . a
kn
n = (a
j1
1 a
j2
2 . . . a
jn
n )
k1 j
−1
1 (al22 a
l3
3 . . . a
ln
n z1) = x
k1 j
−1
1 (al22 a
l3
3 . . . a
ln
n z1),
where z1 ∈ Z(G) and l2, l3, l4 are some suitable integers. Now
[x, y] = [x, y1], where y1 = a
l2
2 a
l3
3 . . . a
ln
n .
Computing [x, y1], we get that [a1, a
j1l2
2 a
j1l3
3 . . . a
j1ln
n ] is exactlly the commutator involv-
ing a1 in left-hand side of equation (2.9). Compairing it with right-hand side of equation
(2.9), we see that l2 has to be non-zero modulo p, in particular l2 = i1 j
−1
1 and l3, l4, . . . , ln
have to be zero modulo p. Thus we have
y1 = b
i1 j
−1
1 with j1 non-zero modulo p.
Now, again computing [x, y], considering commutator involving a2 and compairing
with equation (2.9), we see that j2, j3, . . . , jn have to be zero modulo p. So we have
x = aj1 and y1 = b
i1.j
−1
1 with j1 non-zero. Therefore [x, y] = [x, y1] = [a, b]
i1 , a
contradiction. 
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Lemma 2.10. Suppose G = Gn (as defined in 1.2) is generated by a1, a2, . . . an, with n ≥ 6.
Then there do not exist x, y, z and w ∈ G such that
(2.11) [x, y][z, w] = [a1, a2]
i1 [a3, a4]
i2 . . . [a2m−1, a2m]
im ,
where 3 ≤ m ≤ ⌊n/2⌋ and ik 6= 0 (mod p), for k = 1, 2, . . .m.
Proof. We also prove this lemma by the method of contradiction. Suppose that there
exist x, y, z and w ∈ G satisfying equation (2.11). Let x = a
j1
1 a
j2
2 . . . a
jn
n , y = a
k1
1 a
k2
2 . . . a
kn
n ,
z = al11 a
l2
2 . . . a
ln
n and w = a
t1
1 a
t2
2 . . . a
tn
n
(
reading modulo Z(G)
)
. As i1 6= 0 (mod p), at
least one of j1, k1, l1 and t1 has to be non-zero modulo p. Without loss of generality, we
take j1 to be non-zero. So {x, a2, a3, . . . , an} also forms a generating set for G.
Let N be the subgroup of G generated by x, a2 and their commutators with G. Easy
to see that N is a normal subgroup. Set G = G/N. Now {a3, a4, . . . , an} is a generating
set for G and easy to see that G ∼= Gn−2 (as defined in 1.2). In G, equation 2.11 reduced
to
[z, w] = [a3, a4]
i2 . . . [a2m−1, a2m]
im ,
where 3 ≤ m ≤ ⌊n/2⌋ and ik 6= 0 (mod p), for k = 2, 3, . . .m. This is not possible by
Lemma 2.8. Thus there do not exist x, y, z and w ∈ G satisfying equation (2.11). This
completes the proof. 
3. Proof of Theorem1.3
Proof. We know that |P(Gr)| = 1 for all r ≥ 1, from [6, Theorem B]. Therefore, we
only need to prove the statement for n ≥ 2. For given n ≥ 2, consider G = Gm,
with m = n2 + n− 3. Note that G is of nilpotency class 2 and conjugate type (1, pm).
Suppose that G is generated by a1, a2, . . . , am, am+1. Then consider the central subgroup
H as follows:
H = 〈[a1, a2][a3, a4],
[a5, a6][a7, a8], [a5, a6][a9, a10],
[a11, a12][a13, a14], [a11, a12][a15, a16], [a11, a12][a17, a18],
...
[aα+1, aα+2][aα+3, aα+4], [aα+1, aα+2][aα+5, aα+6] . . . [aα+1, aα+2][aα+2n−1, aα+2n]〉;
where α = (n− 2)(n+ 1).
Note that |H| = pn(n−1)/2 and α + 2n = n2 + n− 2 = m+ 1.
Set G := G/H. Note that [a1, a3] 6= 1 in G. Thus G is non-abelian, in particular
nilpotency class of G is 2. Our aim is to show that G has exactlly two conjugacy class
sizes and |P(G)| = n. We complete the proof in two steps.
Claim 1: G has exactlly two conjugacy class sizes.
It is sufficient to prove that each non-central element commutes only with its power
(reading modulo center). Let x, y ∈ G be such that neither is a power of the other. It is
not difficult to see that [x, y] 6= 1 in G. Hence, if [x, y] = 1 in G, then [x, y] ∈ H∗. For
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a subgroup H of G, by H∗ we denote the set of non-trivial elements of H. Suppose that
1 6= [x, y] =([a1, a2][a3, a4])
i1,1
([a5, a6][a7, a8])
i2,1([a5, a6][a9, a10])
i2,2
([a11, a12][a13, a14])
i3,1([a11, a12][a15, a16])
i3,2([a11, a12][a17, a18])
i3,3
...
([aα+1, aα+2][aα+3, aα+4])
in−1,1([aα+1, aα+2][aα+5, aα+6])
in−1,2 . . .
([aα+1, aα+2][aα+2n−1, aα+2n])
in−1,n−1.
So at least one ij,k is non-zero (mod p). After simplification, we get that
[x, y] =[a1, a2]
i1,1 [a3, a4]
i1,1
[a5, a6]
i2,1+i2,2 [a7, a8]
i2,1 [a9, a10]
i2,2
[a11, a12]
i3,1+i3,2+i3,3 [a13, a14]
i3,1 [a15, a16]
i3,2 [a17, a18]
i3,3
...
[aα+1, aα+2]
in−1,1+in−1,2+···+in−1,n−1[aα+3, aα+4]
in−1,1[aα+5, aα+6]
in−1,2 . . .
[aα+2n−1, aα+2n]
in−1,n−1.
Note that in right-hand side at least two commutator have non-zero power. Thus, by
Lemma 2.8, [x, y] /∈ H# and consequently [x, y] 6= 1 in G. Hence G has exactlly two
conjugacy class sizes.
Claim 2: |P(G)| = n.
Here our plan is to show that
|{| f iber(g)| | 1 6= g ∈ K(G)}| = n.
First, note the following elementary facts:
(i) K(G) = K(G).
(ii) For any h ∈ K(G), | f iber(h)| =
| f iber(h)|
|H|2
=
(p2 − 1)pm
2+m+1
pn(n−1)
.
The last equality in (ii) is due to Lemma 2.6.
For each h ∈ K(G), set Ah := K(G) ∩ hH. We claim that for each x ∈ Ah,
(3.1) f iber(x) = f iber(h) = ∪y∈Ah f iber(y).
The first equality of (3.1) holds because of the fact: x ∈ Ah ⇒ x = h in G. Now, we
proceed to show the second equality of (3.1).
Suppose (a, b) ∈ f iber(h), i.e., [a, b] = h. Then there exist some y ∈ hH such that
[a, b] = y, i.e., (a, b) ∈ f iber(y). This implies (a, b) = (a, b) ∈ f iber(y). By definition
of Ah, y ∈ Ah. Hence f iber(h) ⊆ ∪y∈Ah f iber(y). Similarly reverse inclusion can be
shown by backtracking the above steps. This completes the proof of second equality of
(3.1) and hence (3.1) holds true.
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Now, for h ∈ K(G) and x ∈ Ah, we get
| f iber(x) | = | Ah |
(p2− 1)pm(m−1)/2
pn(n−1)
.
Hence, to show |{| f iber(x) | | 1 6= g ∈ K(G)}| = n, it is sufficient to show that
|{| Ah | | 1 6= h ∈ K(G)}| = n.
Note that h ∈ Ah, for all h ∈ K(G). Now fix some h ∈ K(G) \ 1. If h 6= g ∈ Ah, then
gh−1 = h′, for some 1 6= h′ ∈ H.
As both g, h−1 ∈ K(G), consider g = [a, b] and h−1 = [c, d], for some a, b, c, d ∈ G.
Thus, we get
[a, b][c, d] = h′.
By Lemma 2.10 and presentation of H, this is only possible when h′ is of the form
h′ = [a2i−1, a2i]
α[a2j−1, a2j]
α or h′ = [a2i−1, a2i]
α[a2j−1, a2j]
−α,
for some suitable index i, j and integer 1 ≤ α ≤ p− 1, with either g = [a2i−1, a2i]
α and
h−1 = [a2j−1, a2j]
±α or vice versa.
Using this observation, presentation of H, Lemma 2.8 and Lemma 2.10, we proceed
to compute Ah, for all h ∈ K(G) \ 1. First we partition K(G) \ 1 as K(G) \ 1 = K(G)1 ∪
K(G)2; where
K(G)1 = {[a2i−1, a2i]
β | 1 ≤ β ≤ p− 1, 1 ≤ i ≤ (m+ 1)/2}
and K(G)2 = (K(G) \ 1) \ K(G)1.
Note that if h ∈ K(G)2, then Ah = {h}. For h ∈ K(G)1, we get the following
expressions for Ah. For simplification of notation, now onwards, we denote [ai, aj] by
hi,j in this proof.
A
h
k1
1,2
= {hk11,2, h
−k1
3,4 },
A
h
k2
5,6
= {hk25,6, h
−k2
7,8 , h
−k2
9,10},
A
h
k3
11,12
= {hk311,12, h
−k3
13,14, h
−k3
15,16, h
−k3
17,18},
...
A
h
kn−1
α+1,α+2
= {h
kn−1
α+1,α+2, h
−kn−1
α+5,α+6, h
−kn−1
α+3,α+4, . . . h
−kn−1
α+2n−1,α+2n},
for all 1 ≤ ki ≤ p− 1, i = 1, 2 . . . n− 1.
So, we get that {| Ah | | 1 6= h ∈ K(G)} = {1, 2, . . . , n}. Hence
|P(G)| = |{| f iber(g)| | 1 6= g ∈ K(G)}| = |{|Ah| | 1 6= h ∈ K(G)}| = n.

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4. Proof of Theorem 1.4
We start with a elementary result which follows from [5, Lemmas 3.4, 3.14 and 3.19]
and definition of conjugate type.
Lemma 4.1. Let G be a stem p-group of class 3 with conjugate type (1, p2n). Then the following
holds true.
(i) |Z(G)| = p2n, |G′ : Z(G)| = pn and |G : G′| = p2n.
(ii) For each g ∈ G \ Z(G), |gG| = [G : CG(x)] = p
2n and |CG(x) : Z(G)| = p
n.
Following technical result on finite p-groups of sonjugate type (1, p2n) and nilpo-
tency class 3 follows from [5, Lemmas 5.8, 5.12, 5.13 and 5.14].
Lemma 4.2. Let G be a stem p-group of class 3 with conjugate type (1, p2n). Then there exists
a generating set of G, say {a1, a2 . . . , an, b1, . . . , bn} such that the following hold true.
(i) G′ = 〈h1, . . . , hn,Z(G)〉, where hi = [a1, bi], for i = 1 . . . n;
(ii) Z(G) = 〈z1, z2, . . . , z2n〉, where [h1, ai] = zi and [h1, bi] = zn+i, for i = 1 . . . n.
(iii) Say A = {∏ni=1 a
ki
i : 0 ≤ ki ≤ p− 1} and B = {∏
n
i=1 b
li
i : 0 ≤ li ≤ p− 1}.
(1) x, y ∈ A or x, y ∈ B ⇒ [x, y] ∈ Z(G).
(2) 1 6= x ∈ A and 1 6= y ∈ B ⇒ [x, y] /∈ Z(G).
(3) For any 1 6= a ∈ A, {[a, bi] : 1 ≤ i ≤ n} generates G
′ over Z(G).
(4) For any 1 6= b ∈ B, {[ai, b] : 1 ≤ i ≤ n} generates G
′ over Z(G).
(iv) Say Z1 = 〈z1, . . . , zn〉 and Z2 = 〈zn+1, . . . , z2n〉. Then for any 1 6= a ∈ A, 1 6= b ∈ B
and h ∈ G′ \ Z(G),
(1) [h, A] = Z1 = [a, G
′].
(2) [h, B] = Z2 = [b, G
′].
(v) For each h ∈ G′ − Z(G), [h, G] = Z(G).
Set G = G/Z(G) and consider Φ to be the canonical homomorphism from G to G.
For g ∈ G \ G′, define
(4.3) Hg = Φ
−1(CG(g)).
Note that
Hg = Cg(G)G
′.
As Cg(G) ∩ G′ = Z(G) and [Gg(G) : Z(G)] = pn = [G′ : Z(G)]; therefore [Hg :
Z(G)] = p2n.
Lemma 4.4. Let g ∈ G \ G′. Then for any x ∈ Hg \ G′, [G′, x] = [G′, g].
Proof. Take an arbitrary element of [G′, x], say [[g, y], x], for some y ∈ G. As x ∈ Hg,
so [x, g] ∈ Z(G). Then using Hall-Witt identity, we get [[g, y], x] = [[y, x], g]
and so [G′, x] ⊆ [G′, g]. Similarly we can show the reverse inclusion and hence
[G′, x] = [G′, g]. 
Lemma 4.5. Given any h ∈ G′ \ Z(G) and any ab 6= 1, for some a ∈ A and b ∈ B, there
always exists some h∗ ∈ G′ such that h ∈ [abh∗, G].
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Proof. Without loss of generality we can assume that a 6= 1. By Lemma 4.2(iii)(3), there
exists some b∗ ∈ B such that
[a, b∗] = h (mod Z(G)).
Now [ab, b∗] = hw1w2, for some w1 ∈ Z1 and w2 ∈ Z2. By Lemma 4.2(iv)(1), there
exists some h1 ∈ G
′ such that [a, h1] = w
−1
1 . So
[ab, b∗h1] = [ab, b
∗][a, h1][b, h1] = hw1w2w
−1
1 [b, h1] = hw2w3
where w3 = [b, h1] ∈ Z2 (by Lemma 4.2[(iv)(2)]). Again using Lemma 4.2(iv)(2), we
get some h∗ ∈ G′ such that [h∗, b∗] = (w2w3)
−1. Therefore
[abh∗, b∗h1] = [ab, b
∗h1][h
∗, b∗h1] = hw2w3(w2w3)
−1 = h.

Proof of Theorem 1.4:
Proof. Let G ∈ G3 be a finite p-group of conjugate type (1, p
2n). Then |G| = p5n and
[G : Z(G)] = p3n = |G′|. By Lemma 2.4, we get
Pr1(G) =
1
p3n
+
1
p2n
{1−
1
p3n
} =
p3n + p2n − 1
p5n
.
Note that
∑
g∈K(G)
Prg(G) = 1.
Thus
∑
g∈K(G)\1
Prg(G) = 1− Pr1(G) =
p5n − p3n − p2n + 1
p5n
= (p3n− 1)
p2n− 1
p5n
.
Claim: Prg(G) ≥
p2n − 1
p5n
, for each g ∈ G′ \ 1.
By Lemma 2.4, it is sufficient to show that |TZg| ≥ p2n− 1, for all g ∈ G′ \ 1.
Case 1: g ∈ Z(G) \ 1.
Consider any α ∈ G′ − Z(G). By Lemma 4.2(v), there exist some β ∈ G \ G′ such
that [α, β] = g. Now consider Hβ (as defined in 4.3). Take x ∈ Hβ \ Z(G), then either
x ∈ Hβ \ G
′ or x ∈ G′ \ Z(G). If x ∈ Hβ \ G
′, then by Lemma 4.4, g = [α, β] ∈ [G′, β] =
[G′, x]. If x ∈ G′ \ Z(G), then by Lemma 4.1(vii), g ∈ [G′, x]. So
|TZg| ≥
(Hβ \ Z(G))Z(G)
Z(G)
= p2n − 1.
Case 2: g ∈ G′ \ Z(G).
By Lemma 4.5, we get
|TZg| ≥ |{ab : a ∈ A, b ∈ B and ab 6= 1}| = p
2n − 1.
Hence our claim holds true. Now, by counting argument, we get Prg(G) =
p2n − 1
p5n
,
for each h ∈ G′ \ 1. This completes the proof. 
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