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Resumo
Neste trabalho o problema de Planejamento Integrado do Sistema de Distribuição de Energia
Elétrica (PISD), é modelado como um problema de ProgramaçãoNão Linear Inteiro (binário) Misto.
Para resolver este problema foram implementadas duas técnicas de solução.
Primeiramente foi implementado um Algoritmo Heurístico Construtivo (AHC) especializado, que
a cada passo, adiciona um circuito, uma subestação, um bancode capacitores ou um regulador de ten-
são no sistema de distribuição de acordo com um índice de sensibilidade. Este índice de sensibilidade
é obtido resolvendo o problema de PISD considerando as variáveis binárias de decisão do problema
como variáveis contínuas (o problema de PISD relaxado). O PISD tem como objetivo minimizar
os custos de operação e construção dos circuitos, subestaçõ, bancos de capacitores e reguladores
de tensão sujeito a restrições de balanço de potência, magnitude de tensão, máxima capacidade dos
circuitos e das subestações, controle de taps, e de radialide. Uma fase de melhoria local, com o
objetivo de melhorar a solução inicial do AHC, e uma técnica de ramificação, para evitar casos de
infactibilidade na operação do sistema de distribuição também foram implementados.
Em uma segunda etapa foi implementado um algoritmoBranch-and-Bound(B&B) não linear para
resolver o problema de PISD. O algoritmo de B&B não linear deve contemplar técnicas eficientes
de escolha das variáveis de separação dos subproblemas e da ordem de escolha da resolução dos
subproblemas da árvore de B&B. Além disso, devem ser redefinios os chamados testes de sondagem
no algoritmo B&B. A cada nó da árvore de B&B é resolvido um problema de Programação Não
Linear (PNL) (o problema de PISD relaxado).
O problema de PISD relaxado é um problema de PNL complexo e de grande porte e foi resolvido
usando osolvercomercial KNITRO. O AHC e o B&B foram escritos na linguagem demodelagem
matemática AMPL.
Palavras-chave: Planejamento de sistemas de distribuição; Problemas de programação não-linear




In this work the Distribution System Integrated Planning (DSIP) problem is modeled as a mixed
integer (binary) nonlinear program problem. Two techniques w re investigated to solve this problem.
First, a specialized Constructive Heuristic Algorithm (CHA) was implemented. A sensitivity
index is used in each step of the CHA to add a circuit, a substation, a capacitor bank or a voltage
regulator to the distribution system. This sensitivity index is obtained by solving the DSIP problem
considering the numbers of circuits and substations to be add d as continuous variables (the DSIP
relaxed problem). The objective of the DSIP is to minimize thoperation costs and the construction
costs of circuits, substations, capacitors and voltage regulators, which are subjected to constraints
of power balance, voltage magnitude, maximum circuit and substation capacities, taps control and
radiality constraint. In addition, a local improvement phase to improve the initial solution of the
CHA and a branching technique to avoid the infeasibility cases in the distribution system operation
were included.
In a second step, a nonlinear Branch-and-Bound algorithm (B&B) to solve a DSIP problem was
implemented. The nonlinear B&B algorithm must include efficient techniques to choose the separa-
tion variables of the subproblems and to choose the order of the solution of the B&B tree subproblems.
Moreover, the so-called fathoming tests of the B&B algorithm must be redefined. At each node of
the B&B tree, a Nonlinear Programming (NLP) problem (the DSIP relaxed problem) is solved.
The DSIP relaxed problem is a large and complex NLP, which wassolved using the KNITRO (a
commercial solver for nonlinear optimization). The CHA andthe B&B were written in AMPL (a
mathematical programming language).
Keywords: Distribution system planning; Mixed integer nonlinear programming problems; Con-
structive heuristic algorithm; Branch and Bound algorithm.
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O desenvolvimento de modelos matemáticos de otimização e detécnicas de solução para o prob-
lema de planejamento da expansão dos sistemas de distribuição de energia elétrica são de grande
importância para as empresas distribuidoras devido ao crescim nto da demanda de energia elétrica e
à necessidade de atender os consumidores com qualidade de fornecimento de energia, altos índices de
confiabilidade e custos competitivos. Assim, altos custos de investimentos e de operação, somados ao
fato de o sistema de distribuição ser o que se conecta diretamen e com os consumidores, ressaltam a
importância do planejamento da expansão destes sistemas. Ferramentas computacionais desenvolvi-
das a partir de técnicas de otimização e heurísticas adotadas no processo de planejamento, podem
acarretar ganhos substanciais nos custos de expansão e operação. Desta forma, torna-se importante
para os departamentos de planejamento das empresas de distribuição o desenvolvimento dessas ferra-
mentas computacionais para análise e planejamento, que contemplem a confiabilidade e a qualidade
do fornecimento de energia elétrica de maneira econômica, lev ndo-se em consideração o montante
dos investimentos a serem aplicados nos projetos de planejamento das redes de distribuição.
A importância do Planejamento dos Sistemas de Distribuiçãode Energia Elétrica (PSD) pode ser
observada através de diferentes pontos de vista: (1) do pontde vista técnico, a enorme extensão das
redes de distribuição faz com que esta seja a parte do sistemaelétrico onde são utilizadas grandes
quantidades de materiais e equipamentos elétricos, e onde se v rifica uma parcela importante das
perdas técnicas. Além disso, é neste tipo de sistema que as quedas de tensão na rede necessitam de
uma maior atenção, pois estas afetam diretamente o consumidor, e onde se necessita um número maior
de pessoas para sua administração e manutenção; (2) do pontode vista econômico, observou-se, nos
últimos anos, um aumento dos custos de operação no sistema dedistribuição, indicando que deve-
se realizar esforços para obter uma correta utilização dos recursos que foram investidos no sistema;
(3) do ponto de vista social, as redes de distribuição têm um grande impacto na sociedade devido
ao fato desta ser dependente do fornecimento de energia elétrica feito pelos sistemas de distribuição
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(Ramirez-Rosado e Dominguez-Navarro, 2006), (Díaz-Dorado e Pidre, 2004), (Ramirez-Rosado e
Dominguez-Navarro, 2004), (Asakura et al., 2003), (Miguezet al., 2002) e (Carvalho et al., 2000).
Por exemplo, o impacto de um corte de fornecimento de energialétrica em qualquer cidade do
mundo, é consideravelmente grande. Por outro lado, a preocupação crescente com o meio ambiente,
resulta em legislações mais exigentes e em maiores cobranças de caráter social, fazendo necessária
a consideração de uma grande quantidade de aspectos no PSD. Oplanejamento é um processo de
tomada de decisões, que busca identificar o melhor plano paraalcançar as metas da companhia de
distribuição. Essas metas incluem diferentes consideraçõs tais como: (a) técnicas (para melhorar
a qualidade do serviço, padrões de confiabilidade e flexibilidade futura), (b) econômicas ou finan-
ceiras (para minimizar os custos e maximizar os benefícios)e (c) sociais (impacto no meio ambiente
e imagem pública). O objetivo clássico do planejamento das redes de distribuição consiste em de-
terminar o conjunto de investimentos que garantem uma operação econômica e confiável da rede.
Além disso, deve-se ter em conta restrições técnicas como, os limites de transporte e fornecimento de
potência nas linhas e subestações, as máximas quedas de tensão p rmitidas nas barras da rede elétrica
e a radialidade do sistema elétrico (na operação), (Ramirez-Rosado e Dominguez-Navarro, 2006) e
(Ramirez-Rosado e Dominguez-Navarro, 2004).
O problema de PSD pode ser genericamente estabelecido da seguinte forma: seja um sistema
de distribuição de energia elétrica atendendo um número fixode consumidores (nós de consumo). O
crescimento da demanda impõe a necessidade da expansão da rede: construção de novos circuitos e/ou
troca das linhas existentes por outras de maior capacidade,construção de subestações e ampliação das
existentes, assim como a instalação de bancos de capacitores e reguladores de tensão. Minimizar os
custos relacionados com estes investimentos e com a operação d rede, satisfazendo um conjunto de
restrições operacionais, físicas e financeiras constituemo problema de planejamento (Gönen, 1986).
Um dos primeiros aspectos que deve ser considerado para se fazer o planejamento ótimo de um
sistema de distribuição de energia elétrica, é o de definir claramente o intervalo de tempo que este
planejamento irá abranger. O problema de PSD pode ser dividido em dois períodos: planejamento
de curto-prazo (de 1 a 4 anos) e planejamento de longo-prazo (de 5 a 20 anos). Basicamente pode-se
distinguir dois modelos de planejamento: estático e multi-estágios (Fletcher e Strunz, 2007).
No modelo estático considera-se que o planejamento ótimo é realizado com os dados da de-
manda que existirá no final do período considerado no planejamento. A configuração do sistema de
distribuição que será obtido com este modelo será válida dentro do período em que se conhece os
parâmetros que influenciam as variáveis do problema de otimização.
Quando o planejamento é realizado a longo prazo e o horizontede planejamento é dividido em
vários estágios, os investimentos em construções, substituição e ampliação de circuitos, subestações,
bancos de capacitores e reguladores de tensão são realizados nos diferentes períodos do planejamento.
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Este tipo de planejamento é conhecido como planejamento multi-estágios, sendo o que representa
melhor a realidade do comportamento das redes elétricas. O problema de quando devem ser construí-
dos os componentes do sistema é analisado simultaneamente com os requisitos quantitativos de todos
os estágios que compõem o horizonte de planejamento. A solução do problema torna-se um plane-
jamento dinâmico. Uma forma aproximada de resolver o planejam nto multi-estágios, é considerar
o problema como vários planejamentos estáticos consecutivos, assim, cada estágio é resolvido como
se fosse um único estágio. No estágio seguinte o planejamento é i icializado com o sistema que foi
proposto no estágio anterior. Este método de planejamento éum planejamento consecutivo do sis-
tema, sendo referenciado na literatura como pseudo-dinâmico. Algumas pesquisas também resolvem
o problema de planejamento do sistema de distribuição de média e baixa tensão simultaneamente
(Paiva et al., 2005), e também considerando geração distribuída (Haffner et al., 2008a) e (Haffner
et al., 2008b).
A instalação de bancos de capacitores em sistemas de distribuição é essencial para o controle de
fluxo de potência, a correção do fator de potência, o gerenciamento de perfil de tensão, e a minimiza-
ção de perdas no sistema. É importante para a instalação destes equipamentos encontrar o tamanho
ideal e a sua localização para que estas melhorias sejam viáveis (Mekhamer et al., 2002). Assim,
o problema de alocação de banco de capacitores nos sistemas ddistribuição tem como objetivo a
localização, o tamanho e número de bancos de capacitores a serem instalados no sistema. Visando
melhorar o perfil de tensão nos sistemas de distribuição princi almente em alimentadores extensos
e/ou com cargas nas extremidades, onde ocorrem os maiores prblemas de queda de tensão nestes
sistemas, também se torna importante a alocação de Reguladores de Tensão (RT) (Pereira, 2009).
Quanto ao modelo matemático, o problema de PSD, considerando de forma realista as caracterís-
ticas econômicas e físicas da operação dos sistemas de distribuição de energia elétrica, é um problema
de programação não linear inteiro misto de grande porte (Bernal-Agustín, 1998). Várias propostas
para resolver o problema de PSD são apresentadas na literatura, entre estas estão as técnicas clássicas
de otimização, como os algoritmosBranch-and-Bound(B&B) (Paiva et al., 2005). A desvantagem
desse método é que depende das dimensões e dos modelos adotados para o problema sob estudo.
Técnicas heurísticas como os algoritmosBranch-Exchange(Miguez et al., 2002).Técnicas de meta-
heurísticas como Algoritmos Genéticos (Miranda et al., 1994) e (Ramirez-Rosado e Bernal-Agustín,
1998),Simulated Annealing(Nahman e Peric, 2008) e (Parada et al., 2004), Busca Tabu (Baykasoglu
et al., 1999), Colônia de Formigas (Gómez et al., 2004) e Algoritm s Evolutivos (Mendoza et al.,
2006a) e (Díaz-Dorado et al., 2002b), também aparecem na liter tura como propostas para a solução
do problema de PSD. A limitação deste tipo de técnica é o tempocomputacional e a falta de um
critério de convergência. A maioria das técnicas de metaheurísticas propostas utilizam um problema
de fluxo de carga para calcular o ponto de operação do sistema de distribuição e verificar a viabilidade
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de cada proposta de investimento.
Na literatura especializada aparecem diversos trabalhos sobre o problema de PSD, abordando de
forma independente: a construção de circuitos e subestação(Bernal-Agustín, 1998) e (Cossi, 2008);
alocação de bancos de capacitores (Gallego et al., 2001) e (Salas, 2006); e a alocação de reguladores
de tensão (Mendoza et al., 2007) e (Pereira, 2009). Um modelopara o problema de PSD que con-
sidera conjuntamente a construção de circuitos e subestação, e instalação de bancos de capacitores e
reguladores de tensão, não é encontrado na literatura. Esteprobl ma pode ser chamado de problema
de Planejamento Integrado do Sistema de Distribuição de Energia Elétrica (PISD) primária.
O PISD tem a capacidade de ser um modelo flexível e de poder se adaptar às necessidades do
planejamento de cada sistema de distribuição. O planejamento co junto de circuitos, subestações,
bancos de capacitores fixos e reguladores de tensão, tem a vantagem de evitar gastos desnecessários
devido ao estudo separado dos casos. Por exemplo, quando a qued de tensão e da capacidade dos
circuitos existentes forem violados devido à ligação de umanov carga, pode ser mais econômico para
o sistema resolver estas violações através da instalação debancos de capacitores e/ou reguladores de
tensão ou por recondutoramento dos circuitos existentes doque pela construção de um novo circuito
para conectar esta nova carga a outra barra, seja para transferi-la para outro alimentador ou até mesmo
outra subestação. O modelo proposto neste trabalho considera todas estas alternativas durante o
processo de otimização.
O problema de PISD primário estático é modelado neste trabalho como um problema de Pro-
gramação Não-Linear Inteiro Misto (PNLIM), no qual as variáveis inteiras de decisão representam a
construção (ou não) de novos circuitos (ou recondutoramento), de novas subestações (ou repotenci-
ação) e a alocação de capacitores e/ou reguladores de tensãocom o objetivo de minimizar o custo de
investimento total (fixos e variáveis) sujeitos a restrições técnicas e de operação do sistema de dis-
tribuição (Bernal-Agustín, 1998). O sistema de distribuição de energia elétrica apresenta caracterís-
ticas particulares de operação que são de fundamental importância para a formulação do problema
de PNLIM, que são a radialidade do sistema e a não interconexãentre duas redes alimentadas por
diferentes subestações.
Alguns trabalhos propõem um Algoritmo Heurístico Construtivo (AHC) para resolver o problema
de PSD (Ponnavaikko e Rao, 1987), (Bhowmik et al., 2000). O AHC é robusto, fácil de implementar
e normalmente converge para soluções locais com um número finito de iterações (Rider, 2006). Os
AHC também foram utilizados com sucesso para resolver outros pr blemas de otimização como a
reconfiguração do sistema de distribuição (McDermott et al., 1999), o planejamento da expansão dos
sistemas de transmissão (Rider et al., 2007) e a alocação de bancos de capacitores nos sistemas de
distribuição de energia elétrica (Silva-Junior et al., 2008).
Neste trabalho um AHC é proposto para resolver o problema de PISD modelado como um prob-
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lema de PNLIM. Em cada iteração do AHC, um problema de Programação Não-Linear (PNL) é re-
solvido para obter um índice de sensibilidade que é usado para adicionar um circuito, uma subestação,
um banco de capacitores ou reguladores de tensão. O problemade PNL é obtido com o relaxamento
da natureza binária das variáveis de decisão que são consideradas como variáveis contínuas (mas
restritas). O objetivo do problema de PNL é minimizar os custos da operação (perdas ativas no sis-
tema e operação da subestação) e de construção do sistema de distribuição (construção dos circuitos,
subestações, bancos de capacitores e reguladores de tensão) m um determinado espaço de tempo
previamente definido, e as restrições são a demanda atendida, os níveis de tensão exigidos, a capaci-
dade dos circuitos e das subestações e a configuração radial do s stema. Para resolver o problema de
PNL, foi utilizado um "solver"comercial, KNITRO. Uma técnica de ramificação é implementada no
AHC para evitar casos de infactibilidade na operação do sistema de distribuição. Sabe-se que, quando
o AHC é aplicado para resolver um problema grande e complexo,a s lução obtida geralmente não é
ótima, para melhorar o resultado final do AHC foi implementada uma técnica de melhoria local.
Dentre os mais recentes trabalhos que utilizam um algoritmoB&B para resolver o problema de
PSD, podemos citar (Paiva et al., 2005) e (Haffner et al., 2006). Este algoritmo possui uma prova de
convergência finita para problemas de programação linear intei a mista e consegue atingir soluções
ótimas para sistemas de pequeno e médio porte, porém para sistemas de maior porte apresentam prob-
lemas de convergência e elevado esforço computacional. Em (Haffner et al., 2006) é modelado um
problema de PSD multi-estágios, em cujo modelo foi realizada uma simplificação na representação
da segunda lei de Kirchhoff que permitiu estabelecer um modelo de otimização linear, utilizando para
isso o modelo linear disjuntivo apresentado por (Bahiense et al., 2001; Romero et al., 2002). Em
(Paiva et al., 2005), é modelado um problema de PSD que integra as edes primária e secundária
como um sistema único.
Neste trabalho também foi implementado um algoritmo B&B nãolinear para resolver o problema
de PISD modelado como um problema de PNLIM. O algoritmo B&B não linear deve contemplar
técnicas eficientes de escolha das variáveis para separaçãodos subproblemas e da ordem de escolha
da resolução dos subproblemas da árvore de B&B. Em cada nó da árvore de B&B é resolvido um
problema de PNL que é obtido relaxando-se a natureza bináriadas variáveis de decisão que são
consideradas como variáveis contínuas. Além disso, os chamados testes de sondagem têm que ser
modificados para contornar os problemas de mínimos locais que são encontrados na resolução dos
problemas de PNL. Para isto é adicionado ao valor da função objetivo uma margem adicional de se-
gurança para cada um dos subproblemas antes de serem sondados, ou seja, considera-se que o valor
da função objetivo obtida pelo PNL em cada nó pode ser maior que a incumbente, em um percentual
preestabelecido, como é mostrado em (Rider, 2006). A definição desta margem pode aumentar con-
sideravelmente o número de soluções de PNL’s necessárias pao algoritmo B&B encontrar uma
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solução de boa qualidade, porém, tem por objetivo evitar a convergência para ótimos locais de má
qualidade. Outro critério de sondagem considerado é a verificação da condição de radialidade em
cada nó da árvore de B&B com o objetivo de diminuir o esforço computacional. O algoritmo B&B
não linear foi escrito na linguagem de modelagem AMPL e o solver comercial KNITRO foi utilizado
para resolver o problema de PNL em cada nó.
1.1 Estrutura do Trabalho
Este trabalho está organizado da forma descrita a seguir.
No Capítulo 2 é feita uma breve revisão bibliográfica sobre osm delos matemáticos e técnicas
de otimização usados para resolver o problema de planejamento d sistemas de distribuição. Outros
aspectos relevantes referentes ao problema de planejamento de distribuição também são comentados.
No Capítulo 3 apresenta-se um modelo matemático para o problema de PISD, dois modelos
matemáticos para o regulador de tensão, bem como uma revisãobibliográfica e uma análise da
condição de radialidade para os problemas de PSD e de reconfiguração do sistema de distribuição.
No Capítulo 4 apresenta-se um algoritmo heurístico construtivo especializado para resolver o
problema de PISD. O índice de sensibilidade do AHC, assim como o problema de PNL, são discuti-
dos. Uma fase de melhoria local para melhorar a solução inicial encontrada pelo AHC, e um processo
de ramificação para evitar casos de infactibilidade da operação do sistema também são apresentados.
No Capítulo 5 apresenta-se um algoritmo B&B não linear para resolver o problema de PISD.
Uma análise dos testes de sondagem no algoritmo B&B, da estratégia de escolha do subproblema
candidato para gerenciar o desenvolvimento da árvore de B&Be do problema de PNL que tem que
ser resolvido em cada nó da árvore de B&B é feita nesse capítulo.
No Capítulo 6 apresentam-se os resultados obtidos pelos algritmos utilizados para resolver o
problema de PISD e uma análise dos resultados obtidos por ambos algoritmos.
No Capítulo 7, são apresentadas algumas considerações finais e perspectivas de trabalhos futuros.
No Apêndice A, são apresentados os dados dos sistemas utilizados nos testes realizados neste
trabalho.
No Apêndice B, são apresentados os trabalhos desenvolvidosante e durante o doutorado san-
duíche no exterior. A formulação de injeção de correntes foiaplicada em problemas diferentes, no
apêndice B.1 a formulação de injeção de corrente é aplicada pra resolver o problema de estimação
de estados para tornar possível a inclusão das medidas de corrente no problema, no apêndice B.3.2 a
formulação de injeção de corrente é utilizada para resolverum problema de fluxo de potência ótimo
reativo. Inicialmente pretendia-se desenvolver uma metodologia eficiente para resolver um problema
de PNL, que mais tarde seria necessário para resolver o problema de PISD. Também é apresentado
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uma comparação entre diferentessolvercomerciais de otimização não linear com o objetivo de avaliar
o desempenho dos mesmos para resolver um problema de minimização de perdas de potência ativa.
Esta comparação influenciou na escolha dosolvercomercial que foi utilizado para resolver o PNL a
cada iteração do AHC e do algoritmo B&B. De forma geral o apêndice B tem o objetivo de mostrar
a trajetória de escolha das ferramentas utilizadas para resolver o problema proposto neste trabalho.
Capítulo 2
Revisão Bibliográfica
Neste capítulo é apresentada uma revisão bibliográfica dos modelos matemáticos e metodologias
usadas para resolver o problema de PSD, e alocação ótima de bancos de capacitores e reguladores
de tensão que são encontrados na literatura especializada.Foi dada uma maior ênfase aos trabalhos
publicados na última década.
2.1 Planejamento dos Sistemas de Distribuição
O problema de PSD vem sendo estudado há vários anos e modelos matemáticos e metodologias
para resolver este tipo de problema vêm sendo desenvolvidosaté os dias atuais. O primeiro trabalho
relevante aplicado ao problema de PSD de um sistema de distribu ção é de 1960, (Bernal-Agustín,
1998). Foi (Knight, 1960) quem propôs a utilização de programação inteira para resolver o problema
de PSD. Foram utilizados métodos heurísticos, assim como aproximações do modelo do sistema de
distribuição ignorando a dependência temporal do problemade PSD. Em (Bernal-Agustín, 1998), é
apresentada uma revisão bibliográfica sobre os primeiros trabalhos desenvolvidos para resolver os
problemas de PSD que apareceram na década de 70.
Os modelos do problema de PSD são desenvolvidos principalmente levando em consideração a
construção de subestações e circuitos no sistema de distribuição de energia elétrica. Alguns trabalhos
dão maior importância à obtenção de resultados em relação aotamanho e a localização ótima das
subestações. Outros trabalhos se esforçam em desenvolver md los para resolver o problema de lo-
calização e capacidade ótimos dos circuitos a serem construídos nos sistemas e ainda o planejamento
conjunto de subestações e circuitos.
Na literatura especializada, existem vários modelos matemáticos apresentados para resolver o
problema de PSD, que de forma geral têm como objetivo minimizar as perdas de potência ativa
do sistema mais os custos de construção dos circuitos e subestaçõ para um horizonte de tempo
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predefinido (Ponnavaikko e Rao, 1987), (Goswami, 1997), (Miguez et al., 2002), (Gómez et al.,
2004) e (Najafi et al., 2009). Porém, as funções objetivo destes modelos podem se diferenciar no que
diz respeito à forma de calcular as perdas, os custos de construção, custos de operação do sistema,
variações em relação ao horizonte de planejamento, além de poderem ser lineares ou não lineares,
mono ou multiobjetivo. Os diferentes modelos do problema dePSD ainda podem sofrer variações
em relação ao tempo de planejamento (curto e longo prazo) e períodos de planejamento (estático e
dinâmico).
2.1.1 Modelo Matemático
Um amplo conjunto de características do modelo do problema de PSD pode ser encontrado na
literatura. Quando se trata da função objetivo do problema podem ser encontrados trabalhos que uti-
lizam modelos linearizados, que são uma aproximação dos custos verdadeiros (funções não lineares).
Estes modelos são usados para que o problema de PSD possa ser resolvido utilizando programação
linear inteira mista, (Goswami, 1997). Os modelos não lineares são mais realistas, pois representam
fielmente os custos e a operação do sistema. Este problema pode ser modelado como um problema
de programação não linear inteiro misto, (Ramírez-Rosado eBernal-Agustín, 2001). O planejamento
multiobjetivo é aquele em que se deseja obter uma solução ótima levando em consideração vários
objetivos em um único modelo, (Ramirez-Rosado e Dominguez-Navarro, 2006). Devido à dimensão
de tempo do problema de otimização que se deseja resolver, o problema de PSD pode ser resolvido
em uma ou em várias etapas (planejamento dinâmico), (Haffner et al., 2006). Porém grande parte dos
problemas de PSD foram modelados com somente uma etapa (planejamento estático).
(Miranda et al., 1994) apresenta um modelo para resolver o problema de PSD de capacidade,
tempo e localização ótimos de circuitos e subestações. O modelo considera o planejamento dinâmico
dos sistemas de distribuição. A função objetivo minimiza oscustos de instalação de novos equipa-
mentos e de perdas no sistema, sujeito a restrições de operação sob uma configuração radial. Os dados
de entrada do modelo são a localização e a capacidade máxima das subestações, as características e
as rotas factíveis dos circuitos e as demandas futuras.
(Leung et al., 1995) propôs um modelo de planejamento ótimo da capacidade de fornecimento de
potência aparente das subestações considerando as possíveis interrupções no fornecimento que podem
ocorrer no sistema de distribuição. O objetivo do modelo é mini izar a potência aparente que deixa de
ser fornecida pela subestação quando acontecem interrupções, que podem ocorrer devido a paradas
não previstas causadas por falhas nos transformadores das sube tações. O problema é resolvido
utilizando-se dois modelos: 1) modelo de capacidade da subestação; e 2) modelo de redistribuição de
carga. Ambos foram formulados como problemas de programação linear.
Pode ser encontrada na literatura especializada uma grandequantidade de trabalhos que tratam o
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problema de planejamento de circuitos do sistema de distribuição. (Aoki et al., 1990), (Nara et al.,
1992) e (Goswami, 1997), propõem algoritmos para determinaa localização e capacidade ótimas
dos circuitos, dadas as demandas das barras e as subestaçõesexistentes em cada um dos períodos do
planejamento.
(ijr) modela o problema de PSD como um problema não linear inteiro misto considerando como
variáveis de investimento a capacidade e a localização ótimas de circuitos e subestações para a expan-
são de sistemas de distribuição já existentes, a função objetiv minimiza os custos de investimento
e operação não lineares. Outro aspecto do modelo é que ele pode considerar tanto o planejamento
estático quanto o dinâmico.
Em (Temraz e Salama, 2002) é apresentado um modelo para o problema de planejamento de
subestações. O objetivo é minimizar os custos de investimeno e operação das subestações su-
jeitos a restrições operacionais tais como: limite de tensão, radialidade do sistema e capacidade da
subestação. O tempo de construção da subestação é definido pela utilização de um processo de plane-
jamento pseudo-dinâmico.
Em (Díaz-Dorado et al., 2002a) é apresentado um modelo para resolver o problema de redes
urbanas de média tensão conectadas em anel, fechadas e com configurações de interconexão, tendo
em vista os custos de investimento e de perdas, sujeitos a restriçõ de capacidades de condutores, de
quedas de tensão, e de ramos com mais de um condutor. As variáveis de investimento do problema
são a construção de subestações e construção de circuitos considerando mais de um tipo de condutor.
(Miguez et al., 2002) apresenta um modelo para a configuraçãoótima do sistema de média ten-
são. O objetivo é minimizar os custos de investimentos, das perdas de energia e da qualidade da
oferta de energia, sujeitos a restrições técnicas (estrutura radial, quedas de tensão, e capacidade dos
equipamentos), e os limites de confiabilidade também devem ser satisfeitos.
(Khodr et al., 2003) propôs uma metodologia probabilísticapara calcular o perímetro da área
onde há maior probabilidade de se encontrar o centro de cargas, lev ndo em conta no processo de
planejamento os períodos de diferentes níveis de carga. Então a subestação é alocada dentro da área
calculada, considerando fatores físicos e econômicos.
Em (Gómez et al., 2004) o problema de PSD é modelado como um problema de planejamento
estático, para a construção de circuitos e subestações, considerando diferentes tipos de condutores. O
problema de planejamento considera tanto a expansão de sistema já existente quanto uma proposta de
construção de um novo sistema. A função objetivo do problemaminimiza os custos de investimento
em circuitos e subestações mais os custos associados à operação do sistema, sujeitos a restrições de
balanço de potências ativa e reativa no sistema, fluxos nos ramos, capacidade das subestações, limites
de tensões e restrição de radialidade.
Em (Haffner et al., 2006) é apresentado um modelo para o problema de PSD multi-estágio. As var-
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iáveis de investimento são a instalação de novas subestaçõe, ampliação de subestações existentes, a
instalação de novos transformadores, e a instalação, alteração e remoção de trechos de alimentadores
com opção por diferentes tipos de condutores.
2.1.2 Metodologias
As técnicas encontradas na literatura para resolver o problema de PSD podem ser agrupadas em
algoritmos heurísticos, metaheurísticas e técnicas de otimização clássicas.
Algoritmos Heurísticos
Alguns trabalhos propõem utilizar Algoritmos HeurísticosConstrutivos (AHC) para resolver o
problema de PSD (Ponnavaikko e Rao, 1987) e (Bhowmik et al., 2000). Em (Ponnavaikko e Rao,
1987) e (Bhowmik et al., 2000) o problema de PSD é modelado como u problema de programação
quadrática inteiro misto e o objetivo é minimizar custos de construção de circuitos e subestações e
também o custo de perdas ativas no sistema. Um modelo linearizado é empregado para representar as
restrições de operação do sistema, porém este modelo interfere na precisão dos resultados.
Ao longo dos anos, algoritmos heurísticos debranch-exchangetêm sido desenvolvidos a fim de
diminuir o tempo computacional e de evitar a complexidade dos pr blemas práticos de PSD de grande
porte. Estes algoritmos tendem a ser mais rápidos que as outras técnicas clássicas utilizadas, porém
podem levar a soluções de ótimo local. (Aoki et al., 1990), (Nara et al., 1991), (Nara et al., 1992),
(Nara et al., 1994) e (Goswami, 1997).
(Miguez et al., 2002) apresenta um algoritmobranch-exchangespecializado para resolver o prob-
lema de PSD para a configuração ótima do sistema de média tensão para sistemas de grande porte.
Metaheurísticas
Com o objetivo de encontrar melhores soluções as metaheurísticas foram aplicadas para resolver
o problema de PSD. Alguns trabalhos que se destacam na utilização destas metodologias são (ijr),
(Gómez et al., 2004), (Ramirez-Rosado e Dominguez-Navarro, 2006) e (Nahman e Peric, 2008)
Em (Bernal-Agustín, 1998) é apresentado um algoritmo genético especializado, com operadores
que permitem obter uma solução ótima global ou bem próxima det l solução, evitando que o pro-
cesso de busca conduza a soluções de mínimo local. É feita umaco paração entre a metodologia
utilizada e as metodologias clássicas encontradas na litertura para resolver este tipo de problema.
Também foram abordados os aspectos dos modelos matemáticosex stentes utilizados no problema
de planejamento da distribuição.
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Recentemente (Najafi et al., 2009) propôs a aplicação de um algoritmo genético especializado
para o planejamento ótimo de sistemas de distribuição de grande porte para determinar o tamanho
e a localização ótima de subestações de média e alta tensão, bem como as rotas de alimentação
(circuitos), com o objetivo de minimizar os custos de investimento e de operação sujeitos a restrições
técnicas do sistema.
Algoritmos de colônias de formigas têm sido aplicados para resolver diferentes problemas de
otimização, porém para os problemas de PSD ainda são encontrad s poucos trabalhos na literatura
especializada. (Gómez et al., 2004) propõem um algoritmo decolônia de formigas adaptado para
resolver o problema de PSD primário, modelado como um problema de programação não linear
inteiro misto. Para calcular o ponto de operação do sistema éutilizado um algoritmo de fluxo de
potência para sistemas de distribuição.
Algoritmos de busca tabu aplicados na solução do problema dePSD podem ser encontrados
em (Augugliaro et al., 2002) e (Ramirez-Rosado e Dominguez-Navarro, 2006). (Ramirez-Rosado
e Dominguez-Navarro, 2006) apresenta um algoritmo de buscatabu para resolver um problema de
PSD fuzzy multiobjetivo. A metodologia desenvolvida utiliza três funções objetivo simultaneamente,
particiona o espaço de solução para diversificar a busca e criuma lista tabu que armazena os nós da
rede que já foram visitados, evitando assim passos indesejaos no algoritmo.
Algoritmos desimulated annealingtambém vêm sendo aplicados para resolver o problema de
PSD, (Jonnavithula e Billinton, 2004) (Parada et al., 2004)e (Nahman e Peric, 2008). Neste último,
é apresentada uma metodologia para resolver o problema de PSD baseado em uma combinação do
método da descida mais íngreme (steepest descent method) com o método combinatorialsimulated
annealing. A solução orientada para o custo de investimento mínimo criada pela aplicação do método
de descida mais íngreme é usada como a solução inicial do process de otimização que é aperfeiçoada
utilizandosimulated annealingpara encontrar a solução de mínimo custo total. O ponto de operação
do sistema é calculado por um fluxo de carga.
Técnicas de Otimização Clássicas
O algoritmobranch and boundé uma técnica de otimização clássica que tem sido utilizada pra
resolver o problema de PSD modelado como um problema de programação linear inteiro misto,
(Adams e Laughton, 1974), (Gönen e Foote, 1981) e (Boardman eMeckiff, 1985).
Em (Paiva et al., 2005) é utilizado um algoritmobranch and boundpara resolver o problema
de planejamento integral dos sistemas de distribuição primário e secundário. O modelo matemático
incorpora variáveis que definem o problema de planejamento de ambos os sistemas primário e se-
cundário de modo que um único problema de otimização é formulado e este é modelado como um
problema de programação linear inteiro misto.
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Em (Haffner et al., 2008a) e (Haffner et al., 2008b) é apresentado um modelo para o problema
de planejamento dinâmico de sistemas de distribuição de energia, incluindo geração distribuída. O
trabalho apresenta uma extensão de uma formulação linear disjuntiva para representar a inclusão,
exclusão e substituição de circuitos. Os autores afirmam queo modelo linear inteiro misto resultante
permite encontrar uma solução ótima utilizando um algoritmo branch-and-bound.
2.2 Alocação Ótima de Capacitores
Os modelos matemáticos para resolver o problema de alocaçãoótima de bancos de capacitores que
têm sido utilizados nos dias atuais se baseiam nos modelos apresentados na década de 80, (Grainger e
Lee, 1981a,b, 1982) e (Baran e Wu, 1989). Porém este problemav sendo estudado desde a década
de 60. Inicialmente foram formulados modelos relaxados e técnicas heurísticas de solução (Salas,
2006).
(Baran e Wu, 1989) resolve o problema de localização, tipo e dimensão ótimos de bancos de
capacitores como um problema de programação não linear inteiro misto. O modelo aproxima uma
função objetivo não diferenciável por uma função linear e então o problema é resolvido utilizando
decomposição de Benders com variáveis contínuas. A função objetivo minimiza custos de instalação
dos bancos de capacitores mais os custos das perdas de potência ativa no sistema para manter a
regulação de tensão do mesmo.
No final da década de 80 início da década de 90 foram desenvolvidas as primeiras metaheurísticas,
que também são usadas para resolver o problema de alocação ótima de bancos de capacitores. (Chiang
et al., 1990a,b) utilizou um algoritmo desimulated annealingpara resolver o problema de localização,
tipo e tamanho ótimos de bancos de capacitores para diferentes níveis de demanda. Algoritmos
genéticos foram utilizados por (Ajjarapu e Albanna, 1991),(Boone e Chiang, 1993), (Sundhararajan
e Pahwa, 1994), e (Miu et al., 1997) para resolver o mesmo problema. Em (Huang et al., 1996)
foi utilizado um algoritmo de busca tabu. Outra metodologiaque vem sendo utilizada para resolver
o problema de alocação ótima de bancos de capacitores são os algoritmos heurísticos (Chis et al.,
1997).
Uma revisão bibliográfica das técnicas utilizadas para resolv r problema de alocação ótima de
bancos de capacitores até o ano 2000 pode ser encontrada em (Ng et al., 2000).
Nos últimos 10 anos novos trabalhos vem sendo desenvolvido para resolver o problema de lo-
calização, tipo e tamanho ótimos de bancos de capacitores a srem instalados em um sistema de
distribuição. Geralmente tanto os novos trabalhos quanto os mais antigos abordam o problema de
redução de perdas, com foco nos períodos de maior carregamento, quando as perdas são mais repre-
sentativas, (Ng et al., 2000), (Mekhamer et al., 2002) e (Masoum et al., 2004).
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Uma abordagem para a alocação de capacitorshuntnos sistemas de distribuição para diferentes
níveis de carga é apresentada em (Levitin et al., 2000). Um método rápido de cálculo da perda total de
energia baseado no momento de normalização das curvas de cargas diárias é utilizado para calcular a
redução das perdas anuais de energia. Para resolver este problema é utilizado um algoritmo genético.
Em (Gallego et al., 2001) é proposto um método híbrido elaborado sobre a abordagem de busca
tabu, ampliada com recursos retirados de métodos combinatoriais, tais como algoritmos genéticos
e simulated annealing, e da prática de abordagens heurísticas. O problema de alocação ótima de
bancos de capacitores determina o tipo, o tamanho e a localização ótimos dos bancos de capacitores
bem como o esquema de controle dos bancos de capacitores variáveis. Este problema é formulado
como um problema de programação não-linear inteiro misto. Para calcular o estado de operação do
sistema é utilizado um fluxo de carga. O trabalho apresenta uma revisão bibliográfica que parte das
pesquisas inicializadas na década de 60 e vão até o ano de 1998.
Em (Mekhamer et al., 2002) são propostas duas técnicas heurísticas para a compensação de potên-
cia reativa em sistemas de distribuição radiais. A primeiratécnica tem como idéia principal alocar
bancos de capacitores visando a minimização de custos do sistema e a segunda técnica aloca bancos
de capacitores com o objetivo de minimizar as perdas no sistema. Para avaliar as violações de tensão
no sistema é utilizado um fluxo de carga.
(Pires et al., 2005) apresenta um modelo para o problema de alocação ótima de bancos de capac-
itores multiobjetivo: minimizar as perdas resistivas e custos dos capacitores. Esse modelo leva em
conta as exigências de um perfil de tensão aceitável no sistema para diferentes níveis de carga. O
problema é resolvido utilizando um algoritmo de busca tabu.
Em (Silva-Junior et al., 2008) é apresentada uma proposta para resolver o problema de alocação
ótima de bancos de capacitores nos sistemas de distribuiçãoutilizando um algoritmo heurístico con-
strutivo. O problema é formulado como um problema de programação não linear inteiro misto. Uma
função sigmoide é utilizada para representar as variáveis int iras do problema. O estado de operação
do sistema é calculado usando um algoritmo de fluxo de potência ótimo que também é utilizado para
obter os índices de sensibilidade do algoritmo heurístico construtivo.
Em (Park et al., 2009) é proposto um método de planejamento para instalação de bancos de capac-
itores nos sistemas de distribuição para reduzir os custos de instalação e minimizar as perdas ativas
no sistema. Nesse trabalho, a vida útil dos equipamentos é incluída na formulação, e o estado de
operação ótimo dos equipamentos é determinado utilizando um algoritmo genético.
Em (Khodr et al., 2009) é proposta uma metodologia para a localização e o tamanho ótimo de
bancos de capacitoresshunt, estáticos e chaveados. O problema é formulado como um problema de
maximização do rendimento econômico produzido pela redução das perdas de energia e dos custos
evitados devido o adiamento do investimento na expansão do sistema. Para calcular exatamente a
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economia de energia e o custo de investimento adiado, é utilizado um fluxo de carga para sistemas
de distribuição radial que é executado antes e depois da compensação de reativos. Este problema é
resolvido como um problema de programação linear inteiro misto.
(Haffner et al., 2009) resolve um problema de alocação ótimade bancos de capacitores que tem
por objetivo minimizar as violações dos limites de tensão que são definidos pela Resolução 505/2001
da ANEEL. O modelo de otimização define o tap de operação dos tran formadores de distribuição,
os locais de instalação e os tipos de bancos de capacitores fixos e chaveados, de modo que o custo
de aquisição, instalação, manutenção e as violações nos limites de tensão sejam minimizados. O
modelo proposto apresenta uma função objetivo linear, restrições lineares e variáveis contínuas e
binárias, sendo representado por um problema de programação linear inteiro misto. No referido
trabalho também pode-se encontrar uma revisão dos trabalhos de alocação ótima de capacitores que
têm sido desenvolvidos até o ano de 2009.
2.3 Alocação Ótima de Reguladores de Tensão
A alocação ótima de reguladores de tensão é um assunto pouco encontrado na literatura especial-
izada, (Safigianni e Salis, 2000), (Mendoza et al., 2007) e (Szuvovivski, 2008). (Safigianni e Salis,
2000) apresenta uma metodologia para resolver o problema dealocação ótima dos reguladores de
tensão para sistemas de distribuição radiais cujo objetivoé minimizar o custo total dos reguladores
de tensão (investimento e manutenção), mais o custo das perdas no sistema. Além da localização
ótima do regulador de tensão, a metodologia ainda faz o ajuste ótimo dos taps do regulador de tensão
instalado.
(Mendoza et al., 2007) apresenta um método para definir a localização ótima de um conjunto de
reguladores de tensão no sistema de distribuição de energiaelétrica. O processo de otimização é
tratado como um problema multi-objetivo considerando comobjetivos minimizar as perdas totais e
os desvios de tensão no sistema. Uma técnica de algoritmo micr genético é usada para resolver o
problema multiobjetivo. Essa técnica é capaz de encontrar as soluções ótimas de “Pareto”, possibili-
tando um conjunto de possíveis soluções a serem escolhidas.Em (Mendoza et al., 2007) é utilizado
o modeloπ de transformadores para modelar o regulador de tensão e seu controle de taps.
Recentemente, (Szuvovivski, 2008) apresentou um modelo matemático para o problema de alo-
cação ótima conjunta de reguladores de tensão e bancos de capacitores. Para resolver esse problema é
utilizado um algoritmo genético que utiliza um fluxo de potência ótimo para avaliar seus indivíduos.
O modelo considera a localização, o tamanho e o tipo (fixo ou variável) de bancos de capacitores, e a
localização ótima dos reguladores de tensão considerando ai a regulação de seus taps. A função
objetivo minimiza os custos das perdas de potência ativa, das violações dos limites de tensão, das
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violações das quedas de tensão mais os custos de instalação dos equipamentos. Nesse trabalho o
regulador de tensão é modelado como um auto-transformador.
(Pereira, 2009) resolve o problema de alocação ótima de reguladores de tensão baseado no método
proposto por (Safigianni e Salis, 2000), tendo como objetivoa instalação e a seleção dos reguladores
de tensão bem como o ajuste de seus taps, minimizando uma função objetivo dos custos de investi-
mento, manutenção dos reguladores e o custo das perdas de potência ativa do sistema. (Pereira, 2009)
modela o regulador de tensão como um auto-tansformador e utiliza um fluxo de cargaback-forward
sweeppara calcular o ponto de operação inicial do sistema e então calcular o maior percentual de
queda de tensão do sistema.
2.4 Comentários Finais
Na literatura especializada são encontrados modelos matemáticos utilizados para resolver o prob-
lema de PSD, alocação ótima de banco de capacitores, alocação ótima de reguladores de tensão e
também a alocação ótima conjunta de bancos de capacitores e reguladores de tensão. Porém, um
trabalho que considera conjuntamente a construção de subestaçõ , circuitos, alocação de bancos de
capacitores e reguladores de tensão, ainda não é encontradoa literatura especializada.
Desde que as metaheurísticas foram desenvolvidas, estas metodologias têm sido as mais utilizadas
para resolver os problemas de PSD, em comparação com as técnicas de otimização clássicas. Entre
as variáveis de investimento do problema, estão a construção de novas subestações e a repotenciação
de uma subestação já existente e a construção de novos circuitos e o recondutoramento de circuitos já
existentes considerando diferentes tipos de condutores. Em relação à função objetivo, a maioria dos
modelos considera a minimização dos custos de investimento(construção de circuitos e subestações)
e custos de operação (perdas ativas do sistema). Apesar dos mo elos com apenas um objetivo serem
os mais comuns, também podem ser encontrados modelos multi-obje ivos. Com relação ao tempo de
planejamento podem ser encontrados o planejamento estático e d nâmico.
Os algoritmos de B&B também são utilizados para resolver o problema de PSD, porém para
modelos de PSD linearizados (problema de programação linear i teiro misto). Um algoritmo de
B&B não linear para resolver o problema de PSD ainda não é encontrado na literatura especializada.
Para resolver o problema de alocação ótima de bancos de capacitores também vem sendo uti-
lizadas as metaheurísticas, além dos algoritmos heurísticos construtivos. As variáveis de investimento
desse problema são a dimensão e o tipo de banco de capacitores(fixos ou chaveados) que serão insta-
lados no sistema. A alocação ótima de reguladores de tensão ainda é pouco encontrada na literatura.
Metaheurísticas e algoritmos heurísticos aparecem como metodologia de solução desse problema. O
regulador de tensão normalmente é modelado como um auto-transfo mador com tap variável.
Capítulo 3
Planejamento Integrado de Sistemas de
Distribuição
O principal objetivo do sistema de distribuição é fornecer um serviço confiável, com um baixo
custo para os consumidores e assegurando simultaneamente aqualid de do fornecimento de energia.
No problema de PSD várias funções objetivo, incluindo os custos de instalação de novos equipamen-
tos, os custos de operação das subestações, a confiabilidadedo sistema de distribuição e a minimiza-
ção de perdas, devem ser avaliadas considerando ainda um aumento das cargas existentes no sistema
e a instalação de novas cargas, a fim de permitir uma operação viável do sistema em um horizonte
predefinidos (Gönen, 1986). As restrições técnicas de operação dos sistemas de distribuição, tais
como, o balanço de potência, os níveis de tensão, a capacidade máxima das subestações e dos fluxos
de potência nos circuitos, são imprescindíveis para o problema de PSD, porém os sistemas de dis-
tribuição possuem características particulares de operação que são de fundamental importância para
a formulação do problema de PSD, que são a topologia radial dosistema e a impossibilidade de uma
mesma carga ser alimentada por duas subestações diferentes.
O Planejamento Integrado do Sistema de Distribuição de Energia Elétrica (PISD) pode trazer
vantagens econômicas e operacionais ao sistema. Por exemplo, pode-se evitar a instalação de um
número inadequado de equipamentos custosos no sistema de distribuição e conseqüentemente reduzir
os gastos com a operação e manutenção destes equipamentos. Considerando a instalação conjunta de
bancos de capacitores e reguladores de tensão, pode-se diminuir a capacidade operacional dos outros
elementos do sistema, como os circuitos e subestações que devem s r construídos e mesmo evitar a
troca de um circuito ou repotenciação de uma subestação já existentes, pois haverá uma compensação
de potência reativa no sistema e com isso uma diminuição das perdas de potência ativa, além de
garantir o atendimento com os níveis de tensão dentro da Resolução 505/2001 da ANEEL.
Neste capítulo são apresentados o modelo matemático do problema de PISD, o modelo matemático
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dos bancos de capacitores fixos e dos reguladores de tensão, além de uma análise crítica da restrição
de radialidade (operação radial).
3.1 Modelo Matemático
O problema de PISD pode ser modelado como um problema de PNLIMcomo mostrado nas Eqs.
(3.1) - (3.16).
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2 ∀ ij ∈ Ωf , ∀ a ∈ Ωa, ∀ d ∈ Ωd (3.6)
−rij∆tij ≤ tij,d − 1 ≤ rij∆tij ∀ ij ∈ Ωr, ∀ d ∈ Ωd (3.7)
∑
a∈Ωa
(n0ij,a + nij,a) ≤ 1 ∀ ij ∈ Ωl (3.8)
∑
u∈Ωu
(q0i,u + qi,u) ≤ 1 ∀ i ∈ Ωb (3.9)
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ij∈Ωr





(q0i,u + qi,u) ≤ nq (3.11)
nij,a ∈ {0, 1} ∀ ij ∈ Ωl, ∀ a ∈ Ωa (3.12)
mi ∈ {0, 1} ∀ i ∈ Ωbs (3.13)
qi,u ∈ {0, 1} ∀ i ∈ Ωb, ∀ u ∈ Ωu (3.14)





(n0ij,a + nij,a) = nb − nbs − nbr (3.16)
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As constantesδld e δsd têm o objetivo de transformar a potência em energia e ao mesmote po
considerar a taxa de juros para um horizonte de planejamentoa qual irá quantificar o custo total de
energia. Essas constantes são dadas por:
δld = αd τl φl ; δsd = αd τs φs
Os fatores de perdasφl e φs são a relação entre as perdas médias e as perdas máximas, em um
determinado período de tempo (Kagan et al., 2005).
A função objetivo (3.1) é formada pelo investimento total mais o custo de operação do sistema
(Bernal-Agustín, 1998). A primeira linha da equação da função objetivo representa os custos de
investimento referentes a construção/recondutoramento dcircuitos considerando diferentes tipos de
condutores, construção/repotenciação de subestações, instalação de diferentes tipos de bancos de
capacitores fixos e instalação de reguladores de tensão, respectivamente. As segunda e terceira linhas
se referem aos custos de operação das subestações e de perdasativas no sistema para cada nível de
demanda, respectivamente.
As restrições do problema de PISD são dos tipos físicas, operacionais e de investimento:
• Restrições Físicas:restrições impostas pelos limites da capacidade dos componentes do sis-
tema, tais como: o limite de fluxo de potência aparente nos circuitos, potência máxima fornecida
pela subestação e limites dos taps dos RT.
• Restrições Operacionais:restrições impostas pela operação do sistema, tais como: balanço de
potência do sistema, limites de tensão nas barras, duplicidade e circuitos no mesmo ramo e
radialidade do sistema.
• Restrições de Investimento:restrições impostas pelo orçamento da empresa, tais como: tipos
de bancos de capacitores fixos, número máximo de bancos de capacitores fixos e RT a serem
instalados no sistema.
As Eqs. (3.2) e (3.3) representam as equações de balanço de potência ativa e reativa conven-










em queGij e Bij são, respectivamente, os elementos de condutância e susceptância que formam a
matriz de admitância nodal do sistema e são funções dos circuitos existentes e adicionados ao sistema
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n̂ij,a = n
0
ij,a + nij,a. Da Eq. (3.3), a constanteBshu representa os tipos predeterminados de bancos de
capacitores fixos de compensação reativa que podem ser instalados no sistema de distribuição.
A Eq. (3.4) representa o limite da magnitude de tensão das barras para diferentes níveis de de-
manda. Esta restrição tem como objetivo limitar os valores das tensões de barras do sistema para que
estas permaneçam dentro de valores aceitáveis permitidos pela norma para o fornecimento de energia
elétrica do sistema.
A Eq. (3.5) representa a capacidade máxima de potência aparente de uma determinada subestação
i. Note que nesta equação, estão modeladas a repotenciação desubestações existentes (considerando
S
0
i 6= 0) e a construção de novas subestações (considerandoS
0
i =0). A Eq. (3.6) representa a capaci-
dade máxima de fluxo de potência aparente em um circuito de um ramoij, em que os elementos de
fluxo de potência ativa e reativa em um ramoij do tipoa para a demandad da são dados por:
Pij,a,d = V
2
i,dgij,a(n̂ij,a)− Vi,dVj,d(gij,a(n̂ij,a)cosθij,d + bij,a(n̂ij,a)senθij,d) (3.19)
Qij,a,d = −V
2
i,dbij,a(n̂ij,a)− Vi,dVj,d(gij,a(n̂ij,a)senθij,d − bij,a(n̂ij,a)cosθij,d) (3.20)
A Eq. (3.7) representa os limites dos taps variáveis dos reguladores de tensão, a Eq. (3.8) assegura
que a duplicação de circuitos (existentes ou propostos) nãoseja possível e a Eq. (3.9) assegura
que apenas um tipo de banco de capacitor fixo seja adicionado por barra. O número máximo de
reguladores de tensão e bancos de capacitores fixos, que podem ser instalados no sistema, é limitado
pelas Eqs. (3.10) e (3.11), respectivamente. As Eqs. (3.12), (3.13), (3.14) e (3.15) representam
a característica binária das variáveis de investimento, circuitos, subestações, bancos de capacitores
fixos e reguladores de tensão que podem ser adicionados ao sistema de distribuição, respectivamente.
A restrição de radialidade é dada pela Eq. (3.16).
As variáveis de investimento bináriasnij,a, mi, qi,u erij são as variáveis de decisão do problema e
uma solução factível para o sistema de distribuição, depende destes valores. As demais variáveis rep-
resentam o estado de operação do sistema de distribuição. Vári s estados de operação são possíveis
para uma proposta de investimento factível, definida através de valores específicos denij,a, mi, qi,u e
rij .
O modelo do problema de PISD apresentado neste capítulo tem acapacidade de avaliar con-
juntamente ou de forma independente a construção de novos circuitos e/ou o recondutoramento dos
circuitos existentes considerando diferentes tipos de condut res, a construção de novas subestações
ou, alternativamente, a repotenciação de uma já existente,a alocação de bancos de capacitores e de
reguladores de tensão, para diferentes níveis de demanda.
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3.2 Bancos de Capacitores Fixos
No sistema de distribuição a potência ativa é fornecida pelasubestação, já a potência reativa pode
ser fornecida tanto pela subestação quanto por bancos de capacitores. Logo, os capacitores são os
dispositivos utilizados quando se deseja injetar potênciareativa no sistema e assim corrigir seu fator
de potência. (Gönen, 1986). A geração distribuída também é ua fonte de potência reativa, porém
neste trabalho não é modelado o efeito da geração distribuída no sistema de distribuição.
A desvantagem de se fornecer potência reativa apenas pela subestação é que as dimensões dos
componentes do sistema, como transformadores da subestação, circuitos de distribuição, transfor-
madores de distribuição e equipamentos de proteção, necessitam ter uma capacidade maior. Desta
forma, a instalação de bancos de capacitores pode diminuir as dimensões desses componentes com
a diminuição da demanda de potência reativa em todo o alimentador ou do ponto onde o capacitor
foi instalado até a subestação. O que acontece quando se instala um banco de capacitores é que o
fluxo de corrente no circuito é reduzido do ponto de instalação do banco até a subestação, resultando
na diminuição das perdas de potência ativa, da potência reativa fornecida pela subestação e um au-
mento dos níveis de tensão nas barras, já que diminui a queda de tensão nos circuitos. A diminuição
das dimensões dos componentes do sistema de distribuição deenergia elétrica implica em um menor
investimento ou no adiamento de investimentos futuros. (Gönen, 1986)
Os capacitores que são instalados em um sistema de distribuição podem ser fixos ou variáveis.
Bancos de capacitores fixos são aqueles que operam conectados permanentemente ao sistema inde-
pendente do nível de demanda, já os bancos de capacitores variáveis (ou chaveados) são aqueles que
possuem um dispositivo adicional que permite que estes sejam conectados e desconectados do sis-
tema, podendo assim, operar somente em determinados níveisde carregamento do sistema elétrico.
Devido ao seu sistema de controle, os capacitores chaveadostêm um custo mais alto, porém a flex-
ibilidade de serem conectados ou desconectados pode diminuir ai da mais as perdas no sistema de
distribuição. (Willis, 1997)
Neste trabalho foram modelados apenas os bancos de capacitores fix s no problema de PISD, pois
em algumas companhias distribuidoras de energia elétrica brasileiras ainda são os mais utilizados, por
terem menores custos.
3.3 Reguladores de Tensão
O regulador de tensão é um equipamento projetado para elevara tensão de uma determinada
barra, mantendo esta tensão constante, dentro dos valores predeterminados pelas normas, indepen-
dentemente do valor da tensão em seu terminal de entrada. Seuprincípio de funcionamento é semel-
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hante ao de um autotransformador. Economicamente, seu uso éj tificado, pois além de permitir às
concessionárias manterem um bom nível de atendimento aos consumidores, aumenta a tensão média
no ponto de utilização e conseqüentemente, o consumo de energia elétrica. (Mendoza et al., 2007)
A aplicação de reguladores de tensão nos sistemas de distribuição de energia elétrica de média
tensão teve início na década de 40. Nos países desenvolvidos, principalmente nos Estados Unidos,
em função da sua grande extensão territorial, onde os centros de consumo estão espalhados por vastas
áreas, distantes dos pontos de geração e do aparecimento de gran quantidade de novos aparelhos
eletro-eletrônicos sensíveis às oscilações de tensão, fezaumentarem as reclamações dos consum-
idores, que passaram a exigir boa qualidade na distribuiçãode energia elétrica. Por conta disso,
hoje encontram-se instalados em vários pontos daquele país, dezenas de milhares de reguladores,
fornecendo aos pontos de consumo uma regulação de tensão adequada e conferindo qualidade ao
fornecimento de energia. (Pereira, 2009)
Nesta seção serão apresentados dois modelos para o regulador de tensão que foram utilizados no
modelo matemático do problema de PISD.
3.3.1 Modelo 1
Um regulador de tensão pode ser modelado como um auto-transfo mador com seu tap variando
de acordo com um limite preestabelecido. A Figura 3.1 mostraum ramoij′ que está em série com
o regulador de tensãoj′j, esse trechoij′ j′j está em paralelo a um ramoij, que possui as mesmas
características elétricas do ramoij′. A barraj′ é uma barra de passagem, ela serve como uma barra
de auxílio para a formulação do regulador de tensão que irá controlar a tensão da barraj. Com
o objetivo de diminuir o número de combinações do problema dePISD, o regulador de tensão foi
modelado de tal forma que criou-se uma dependência entre as variáveis bináriasnij,a, nij′,a e rj′j.
Desta maneira a Eq. (3.21) faz com que quando um regulador de tensão é alocado no ramoj′j
(rj′j = 1) obrigatoriamente um circuito é construído no ramoij′ (nij′,a = 1 e pela Eq. (3.8)nij,a = 0)
e por sua vez quando um circuito é construído no ramoij (nij,a = 1) obrigatoriamenterj′j = 0 e
nij′,a = 0.
nij′,a − rj′j = 0 ∀ a ∈ Ωa , ∀ ij ∈ Ωl, ∀ j
′j ∈ Ωr (3.21)
A Eq. (3.21) é acrescentada ao problema de PISD, e garante queum r gulador de tensão é in-
stalado conjuntamente com a construção de um circuito no mesmo ramo. Quando este modelo de
regulador de tensão é aplicado ao problema de PISD as matrizes Gij,d e Bij,d passam a variar em
função dos tap dos reguladores de tensãotj′j,d e os elementos de fluxo de potência ativa e reativa no






Figura 3.1: Modelo 1 do regulador de tensão










j′,dbj′j(n̂ij′,a)− tj′j,dVj′,dVj,d(gj′j(n̂ij′,a)senθj′j,d − bj′j(n̂ij′,a)cosθj′j,d) (3.23)
Sabe-se que o valor da impedância de um regulador de tensão é desprezível, porém, cabe ressaltar
que para aplicar este modelo de regulador de tensão no problema d PISD é necessário especificar
um valor para a resistência e para a reatância deste regulador de tensão. Valores estes que são nor-
malmente muito pequenos e que podem afetar a eficiência do modelo.
3.3.2 Modelo 2
O modelo de ramo com impedância zero apresentado em (Monticelli e Garcia, 1991) é utilizado
para modelar o regulador de tensão com seu tap variando de acordo com um limite preestabelecido.
A Figura 3.2 mostra um ramoij′ que está em série com o regulador de tensãoj′j. Assim como
no modelo anterior, a barraj′ é uma barra de passagem, e serve como uma barra de auxílio paraa
formulação do regulador de tensão que irá controlar a tensãoda barraj. Os fluxosPj′j, Qj′j, Pjj′ e





Figura 3.2: Modelo 2 do regulador de tensão
No ramo de impedância zeroj′j os fluxos de potência ativa e reativa que saem da barraj′ são
iguais aos que entram na barraj, estes fluxos também devem satisfazer o balanço de potência de
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ambas as barras, como mostrado nas Eqs. (3.24) - (3.29).
Pj′,d − PSj′,d + PDj′,d + Pj′j = 0 ∀ d ∈ Ωd (3.24)
Pj,d − PSj,d + PDj,d + Pjj′ = 0 ∀ d ∈ Ωd (3.25)
Qj′,d −QSj′,d + QDj′,d + Qj′j = 0 ∀ d ∈ Ωd (3.26)
Qj,d −QSj,d + QDj,d + Qjj′ = 0 ∀ d ∈ Ωd (3.27)
Pj′j + Pjj′ = 0 ∀ j
′j ∈ Ωr (3.28)
Qj′j + Qjj′ = 0 ∀ j
′j ∈ Ωr (3.29)
Para que este modelo represente o regulador de tensão é necessário modelar a variação de tensão
da barra terminalVj,d, em função do valor do taptj′j,d e da tensão da barra auxiliarVj′,d para cada
nível de demandad, e fixar uma referência angular para a barraj, como é mostrada nas Eqs. (3.30) e
(3.31).
Vj,d = tj′j,d Vj′,d ∀ d ∈ Ωd (3.30)
θj,d = θj′,d ∀ d ∈ Ωd (3.31)
As Eqs. (3.24) - (3.31), para as barrasj′ e j, têm que ser acrescentadas no modelo matemáticos
do problema de PISD. Cabe ressaltar que neste modelo não é necessário conhecer os valores das
resistência e reatância do regulador de tensão, porém um número maior de variáveis de operação e
restrições de igualdade têm que ser considerados no modelo.
3.4 Restrição de Radialidade
Nesta seção são feitas uma revisão bibliográfica e uma análise da restrição de radialidade.
3.4.1 Revisão Bibliográfica
Para estudar a presença da restrição de radialidade nos problemas de otimização dos sistemas
de distribuição, foram analisados, o problema de PSD e o problema de Reconfiguração do Sistema
de Distribuição (RSD), que são os dois problemas nos quais a re trição de radialidade aparece com
maior freqüência na literatura especializada, apesar desse último não fazer parte deste trabalho. Deve-
se observar que quando as técnicas de otimização clássicas são u adas para resolver os problemas de
PSD e RSD, as restrições de radialidade devem, obrigatoriamente, aparecer no modelo matemático.
Porém, essas restrições não necessariamente devem estar prentes de forma explícita quando são
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usadas técnicas heurísticas e metaheurísticas.
Muitas propostas apresentam a seguinte restrição para satisfazer a radialidade de um sistema de
distribuição:
M = nb − 1 (3.32)
em que,M é o número de ramos que devem formar parte da proposta de solução.
Em (Schmidt et al., 2005) e (Gomes et al., 2005) são apresentadas duas heurísticas para resolver
o problema de RSD. Em ambos casos, o processo é iniciado com a rede totalmente malhada e em
cada passo é retirado um ramo do sistema e o processo termina qua do a topologia radial é encon-
trada. Assim, nesta proposta a restrição de radialidade é controlada de forma implícita no processo
de solução. Entretanto, (Schmidt et al., 2005) reconhece que a Eq. (3.32) é freqüentemente utilizada
para representar a restrição de radialidade nos problemas de otimização dos sistemas de distribuição,
mas que esta restrição é uma condição necessária mas não suficiente para garantir a radialidade de
um sistema. Adicionalmente sugere que “s ria altamente desejável que a restrição de radialidade
pudesse ser expressa na forma analítica”, porque se isto fosse possível poderia ser incorporada nas
técnicas de otimização clássicas.
Em (Gomes et al., 2006) é proposto um algoritmo heurístico construtivo que difere de (Gomes
et al., 2005) na estratégia de sensibilidade escolhida paraidentificar o ramo que deve ser aberto.
Em cada passo do algoritmo é resolvido um problema de fluxo de potência ótimo e a condição de
radialidade é controlada de forma implícita pela técnica deotimização.
Em (Delbem et al., 2005) um algoritmo evolucionário é apresentado para resolver o problema de
RDS, em que a restrição de radialidade é assegurada de forma implícita usando conceitos de grafos.
Dois algoritmos genéticos especializados para resolver o problema de RSD são apresentados em
(Mendoza et al., 2006b) e (Carreño et al., 2008), respectivamente. Em ambos casos a restrição de
radialidade é controlada de forma implícita dentro dos operadores genéticos.
Em (Ramos et al., 2005a) é apresentado um modelo matemático alternativo que permite resolver o
problema de RSD usando um software comercial. Nesse modelo as restrições de radialidade são rep-
resentadas através de relações algébricas usando o chamadopath-based connectivity modeling. Nesse
artigo se reconhece explicitamente que é muito complexo encntrar uma modelagem matemática para
o problema de RSD usando a abordagembranch-to-nodeconvencional.
Três algoritmos genéticos especializados para resolver o problema de PSD são apresentados em
(Hong e Ho, 2005), (ijr) e (Miranda et al., 1994), respectivamente. Em todos os casos a restrição de
radialidade não aparece explicitamente na formulação matemática e é controlada de forma implícita
pela aplicação dos operadores genéticos. Em (Hong e Ho, 2005) é apresentada uma nova proposta
de codificação usando o conceito deprufer number. Essa proposta de codificação permite que os
operadores genéticos gerem uma topologia radial.
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Em (Haffner et al., 2008a) é apresentado um modelo matemático para o problema de PSD con-
siderando a alocação de geração distribuída. Nessa proposta aparece uma restrição relacionada com
a condição de radialidade que pode ser considerada equivalente à Eq. (3.32). Também nessa pro-
posta se reconhece que esta restrição não pode garantir a radialidade da solução ótima já que afirmam
que: “para assegurar que a rede obtida seja sempre radial, pode sernecessário adicionar restrições
com informações específicas sobre a topologia da rede sob análise. Considerando a diversidade das
situações encontradas, esta tarefa pode ser relativamentecomplexa.”
Um algoritmo desimulated annealingpara resolver o problema de PSD é apresentado em (Nah-
man e Peric, 2008). Como é utilizada uma metaheurística, nãoé apresentada uma modelagem
matemática detalhada e as restrições de radialidade são contr ladas de forma implícita.
Em (Paiva et al., 2005) é apresentada uma proposta de planejamento conjunto da rede de dis-
tribuição primaria e secundária. Nessa modelagem apresenta- uma restrição de radialidade que
pode ser considerada equivalente à Eq. (3.32). O trabalho também menciona que: “a característica
radial é alcançada pela entrada de no máximo um fluxo de potência positivo em cada nó”. O modelo
matemático apresentado é resolvido usando um software comer ial. O mesmo grupo apresenta em
(Gómez et al., 2004) um algoritmo de colônia de formigas pararesolver o problema de PSD. Nesse
caso a estrutura radial da solução é controlada de forma implícita na fase construtiva do algoritmo de
colônia de formigas.
Dois algoritmosbranch-exchangepara resolver o problema de PSD são apresentados em (Miguez
et al., 2002) e (Goswami, 1997), respectivamente. Nesse caso a restrição de radialidade é contro-
lada implicitamente quando o processo de otimização gera uma topologia radial inicial, desta forma
as outras topologias que são encontradas usando a estratégia de troca de ramos também devem ser
radiais.
(Nara et al., 1992) e (Aoki et al., 1990) apresentam tópicos relacionados com o problema de PSD.
Esses autores mencionam que a radialidade exige que a Eq. (3.32) seja satisfeita e, adicionalmente,
o grafo deve ser conexo. Um modelo matemático para o problemad PSD também é apresentado
em (Gönen e Ramirez-Rosado, 1987). Nessa proposta é apresentada uma restrição de radialidade que
pode ser considerada equivalente à Eq. (3.32).
Em (Youssef et al., 1985) o problema de PSD é resolvido usandoum software comercial. Nesse
caso as restrições de radialidade não são incluídas no modelo matemático, porque “a prática mostrou
que as soluções ótimas para sistemas de distribuição, são sempre radiais. Se uma solução tem um
ponto de alimentação com dois ou mais circuitos, a técnica deseparação da carga deve ser aplicada
neste ponto”.
(Wall et al., 1979) pode ser considerado como um dos primeiros trabalhos em que aparece uma
proposta de modelagem matemática para o problema de PSD. Nesse artigo é reconhecida a necessi-
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dade de encontrar topologias radiais ótimas. Entretanto, arestrição de radialidade não é apresentada
no modelo.
Em (Kathor e Leung, 1997) é apresentada uma revisão de trabalhos relacionados com o problema
de PSD. Nesse artigo se reconhece que a restrição de radialide é um tema importante, mas que não
existe uma análise detalhada desse assunto.
Do levantamento bibliográfico anteriormente apresentado pode-se verificar que a representação
explícita das restrições de radialidade é um assunto ainda não resolvido de forma adequada.
3.4.2 Prova e Análise
As características principais de um problema de PSD são: 1) existe apenas uma subestação ali-
mentando um sistema; 2) todas as outras barras são barras de crga; 3) a Lei de Kirchhoff deve ser
satisfeita; e 4) a topologia radial do sistema deve ser otimizada visando mínimos custos de investi-
mentos e operação.
A condição de radialidade é uma exigência típica da operaçãodos sistemas de distribuição de
energia elétrica. Geralmente, um sistema de distribuição émalhado, porém opera com configuração
radial. A representação de um sistema de distribuição é feita através de barras e circuitos ou alimen-
tadores. Fazendo uma analogia com a teoria de grafos, pode-se con iderar um sistema de distribuição
como sendo um grafo formado por nós e vértices. Neste contexta topologia radial da operação do
sistema de distribuição é equivalente a uma árvore (grafo conexo).
Uma árvore comm nós en arcos é, por definição, um grafo conexo sem ciclos. Isso significa que
uma árvore é um grafo conexo com (- 1) arcos. Assim pode-se dizer que a topologia de um sistema
de distribuição é radial quando suasnb barras (nós) foram conectadas por(nb − 1) circuitos (arcos).
Para que um modelo matemático de um problema PSD garanta a radialid e deste sistema é
necessário provar que um sistema denb barras deve gerar uma topologia que conecta asnb barras do
sistema e tem(nb − 1) circuitos. Assim, na análise de uma resposta factível do modelo matemático
é importante verificar se estão sendo satisfeitas as seguints condições: 1) a solução deve apresentar
(nb − 1) circuitos e 2) a solução deve gerar uma topologia conexa.
A primeira condição, de que a solução deve apresentar( b − 1) circuitos, é satisfeita de forma
trivial pela Eq. (3.16). Desta forma, falta provar a segundacondição que diz que uma topologia
conexa deve ser gerada, ou seja, que uma solução factível para o roblema é conectar asnb barras de
um sistema de distribuição a uma única subestação. Deve-se observar que a única forma de gerar uma
solução factível de acordo com as restrições (3.17) e (3.18)é que exista apenas um caminho da barra
da subestação para cada barra do sistema. Logo se cada barra de ca ga está sendo alimentada, ou seja,
se as restrições de balanço de potência forem satisfeitas, pode-se dizer que o sistema é conexo.
Deve-se observar que, para provar a radialidade do sistema ddistribuição para o PSD foram uti-
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lizadas apenas as quatro características mencionadas anteriormente. A prova continua sendo válida
para qualquer outro problema de otimização do sistema de distribu ção em que as quatro característi-
cas mencionadas se encontram presentes.
Na literatura a equação (3.16) é considerada algumas vezes como uma condição suficiente para
gerar soluções radiais conexas (Bernal-Agustín, 1998). Porém, a Eq. (3.16) garante apenas a condição
1). A condição 2) é garantida pelas equações de balanço de potência (3.2) e (3.3) desde que cada barra
do sistema possua carga e, portanto, a técnica de otimizaçãoé obrigada a gerar uma solução factível
conectando todas as barras do sistema. Assim, a segunda condição é satisfeita e, portanto, o modelo
apresentado gera um sistema conexo com topologia radial.
A restrição de radialidade e as equações de balanço de potência garantem ainda que, ao final do
processo iterativo, duas subestações ou mais não estejam interconectadas. Isto pode ser visto pela Eq.
(3.16) que diz que a soma dos circuitos existentes e construídos tem que ser igual ao número de barras
do sistema menos o número de subestações, desta forma para cad subestação é construída uma rede
radial.
De forma geral, as barras de passagem são pouco freqüentes nos problemas relacionados ao sis-
tema de distribuição, mas é possível a existência de um número reduzido de barras desse tipo. Porém
quando se trata de um problema de PSD, estas barras podem aparecer com mais freqüência, já que
elas podem estar presentes quando da escolha de uma rota factível. Quando existem barras de pas-
sagem na topologia do sistema o problema é resolvido de formatrivial, pois para satisfazer a restrição
de radialidade (3.16) estas barras também serão conectadasao sistema mantendo a topologia radial
do mesmo. Porém, para evitar que na solução final do problema dPSD estas barras sejam conec-
tadas como barras terminais, é necessário incluir restrições complementares no modelo matemático
do problema de PSD para eliminar estas barras da solução final.
Capítulo 4
Algoritmo Heurístico Construtivo
Um AHC pode ser visto como um processo iterativo no qual uma soluçã para um problema
complexo é construída passo a passo (Rider, 2006). Os AHC nãogarantem que uma solução ótima
seja encontrada, mas são capazes de encontrar soluções de boa qualidade. Os AHC são simples de
entender, robustos, muito rápidos e possuem uma boa característi a de convergência, o que caracteriza
uma certa vantagem para esse tipo de processo. No caso do problema de planejamento da expansão
dos sistemas de distribuição, em cada passo do AHC uma subestação, um banco de capacitores, um
circuito ou um regulador de tensão é adicionado ao sistema. Oelemento a ser adicionado é escolhido
usando um índice de sensibilidade que é calculado a cada iteração do AHC.
Neste capítulo é apresentado um AHC para resolver o problemad planejamento integrado da
expansão dos sistemas de distribuição. Este AHC utiliza umaFase de Melhoria Local (FML) para
melhorar a solução inicial encontrada pelo AHC, e um processo de ramificação para evitar casos de
infactibilidade da operação do sistema. A cada passo do AHC éresolvido um problema de PNL
que é o modelo relaxado do problema de PISD. Os índices de sensibilidade do AHC, assim como o
problema de PNL são discutidos neste capítulo.
4.1 Formulação
Um AHC consiste de um conjunto de passos que, de forma sistemática, encontra uma boa proposta
para o problema de PISD, o que significa que a partir de uma configuração inicial ou base (um
conjunto de propostas para a construção de um sistema de distribuição), a cada passo é adicionado
um elemento ao sistema até que o conjunto de adições realizadas f ça com que o sistema opere de
forma adequada. Uma vez modificado o sistema a nova configuração é chamada de configuração
corrente. O elemento mais atraente para ser adicionado na configuração corrente é determinado pelo
chamado índice de sensibilidade ou desempenho. O processo it rativo termina quando uma solução
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factível é encontrada. Baseados nos diferentes índices de sensibilidade existentes, vários algoritmos
heurísticos construtivos podem ser formulados, desta forma o modelo escolhido para resolver um
determinado problema é quem define as diferenças entre os algoritmos heurísticos (Rider, 2006).
Pode-se definir um índice de sensibilidade como sendo um parâmetro que de alguma maneira está
relacionado com a variação dos elementos do sistema, considerando como sistema a configuração
corrente. Os índices de sensibilidade têm como função indicar as subestações, os bancos de capaci-
tores, os circuitos ou os reguladores de tensão mais atraentes para serem adicionados ao sistema. Os
índices de sensibilidade,ISS (Índice de Sensibilidade para Subestações),ISC (Índice de Sensibil-
idade para Circuitos) eISR (Índice de Sensibilidade de Reativos) são calculados de acordo c m a
potência aparente da subestação, com o fluxo de potência aparente nos circuitos e com a potência
reativa do banco de capacitores, respectivamente. Os reguladores de tensão não possuem um índice
de sensibilidade próprio, estes são adicionados à rede de acordo om oISC, isto se deve porque o
modelo 1 do regulador de tensão apresentado no Capítulo 3 é utilizado no AHC.
Os índices de sensibilidade, calculados de acordo com as carcterísticas operacionais dos sistemas
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i∈Ωb
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O problema de PISD como o formulado em Eqs. (3.1) – (3.16) é um problema de programação
não-linear inteiro (binário) misto. Este é um problema combinatorial complexo que pode levar a um
número muito elevado de combinações a serem testadas. Uma for de resolver este problema é
relaxando a natureza binária das variáveis de investimentodo problema referentes às subestações,
banco de capacitores, circuitos e reguladores de tensão, que passam a serem consideradas como
variáveis contínuas, assim o problema de PISD se torna um problema de PNL, porém, ainda difícil
de ser resolvido. No entanto a resolução do problema de PISD relaxado não pode solucionar o
problema de planejamento (números fracionários de circuitos, subestações, capacitores e RTs), porém
o problema relaxado é utilizado para calcular os índices de sensibilidade que serão utilizados pelo
AHC para a construção do sistema de distribuição.
O problema de PNL usado para calcular os índices de sensibilidade é obtido das Eqs. (3.1) –
(3.16), considerando agora o número de circuitos, subestações, capacitores e RTs como variáveis
contínuas porém canalizadas e acrescentando quatro novos parâmetros como mostrado nas Eqs. (4.4)
– (4.19).
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ij,a são variáveis do AHC que são acrescentadas ao modelo do problema de
PISD relaxado. Essas variáveis têm a função de adicionar a cada passo do AHC uma subestação, um
capacitor, um circuito ou um regulador de tensão ao sistema de distribuição corrente. As variáveis
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ij,a. Ao final do processo iterativo do AHC, o custo total do problema de PISD,
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Os índices de factibilidade de subestações, de circuitos e de capacitores (4.21), (4.22) e (4.23) são














O AHC é muito simples e é apresentado no fluxograma da Figura 4.1. A primeira etapa do AHC
é inicializar a topologia do sistema (topologia corrente),e para isso assume-se quem+i =0, ∀ i ∈ Ωbs ,
q+i,u=0, ∀ i ∈ Ωb, n
+
ij,a=0, ∀ (ij) ∈ Ωl, ∀ a ∈ Ωa e r
+
ij=0, ∀ (ij) ∈ Ωr é a topologia corrente inicial
do sistema e então o problema de PNL (4.4) – (4.19) é resolvido. Com o resultado do PNL, são cal-
culados os índices de sensibilidade (4.1), (4.2) e (4.3). A escolha da ordem em que os elementos são
adicionados ao sistema foi feita de acordo com o custo de construção ou instalação destes elementos,
de forma que os mais caros sejam adicionados primeiro (Bhowmik et al., 2000), com exceção dos
RTs que não podem ser adicionados separadamente dos circuitos.
Primeiramente, o AHC adiciona todas as subestações necessárias para a operação do sistema, em
seguida são adicionados todos os bancos de capacitores neces ários e por último são adicionados os
circuitos ou os circuitos com reguladores de tensão. A escolha entre repotenciar uma subestação ex-
istente ou adicionar uma nova, adicionar um capacitor e também adicionar um novo circuito ou um
circuito com regulador de tensão depende também do problemaPNL, já que os índices de sensibil-
idade são calculados a partir de seus resultados. O ponto de operação ótimo do sistema também é























Adicionar o banco de
capacitores mais atraente
Adicionar o circuito ou
o circuito com RT mais atraente
à topologia atual
Figura 4.1: Fluxograma do Algoritmo Heurístico Construtivo
processamento, a cada iteração do AHC, é recomendável utilizar a solução do último problema de
PNL resolvido como ponto inicial do próximo problema de PNL aser resolvido.
É importante salientar que o AHC foi implementado de forma que os circuitos sejam adicionados
à rede de distribuição de acordo com o índice de sensibilidade ISC, criando uma rota (ou árvore)
que parte de uma subestação existente ou previamente adicionada pelo AHC. O processo iterativo do
AHC termina quando a soma dos índices de factibilidade é igual a zero significando que uma solução
inteira (binária) factível foi encontrada.
Uma vez que a natureza discreta das variáveis de investimento foi relaxada, a restrição (3.16)
pode ser satisfeita com um número fracionário de circuitos.Em cada etapa do AHC, um circuito é
adicionado à topologia corrente, para isso uma variável de investimento de construção de circuitos é
fixada (valor inteiro). A cada passo do AHC, o número total de circuitos necessários para construir o
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sistema de distribuição é menor, diminuindo assim o número dvariáveis contínuas do problema de
PNL. Isto significa que, quando uma variável de investimentodo AHC é fixada com valor igual a1
(n+ij = 1), uma variável contínua de investimento do PNL também é fixada, porém com valor igual a
0 (nij = 0). Como consequência, somente no final do processo iterativoé que se pode garantir uma
topologia radial para o sistema de distribuição.
A Figura 4.2 mostra dois casos que devem ser evitados em cada iteração do AHC quando este
adicionar um circuito na topologia corrente: (a) geração demalhas e (b) conexão de uma carga a duas
subestações diferentes. No caso (a) o índiceISC pode sugerir que um circuitol−m seja adicionado
ao sistema, mas como previamente mencionado, devido ao relaxamento da natureza binária das var-
iáveis de investimento, este circuito pode criar uma malha,o que não é permitido. Para evitar este
tipo de infactibilidade da operação do sistema, o AHC deve verificar a condição radial da topologia
corrente (circuitos adicionados mais o circuito que se queradicionar) e escolher outro circuito para
ser adicionado. Com a impossibilidade de se adicionar o circuito l−m, o circuito l−n torna-se o
mais atraente para o sistema, assim o AHC irá adicioná-lo. Nocas (b) o nók está conectado a duas
subestações, o que gera uma infactibilidade para a operaçãodo sistema. Neste caso, o AHC cria dois
problemas diferentes (ramificações), que são separadamente analisados. Em um problema, o circuito
i−k é adicionado à topologia corrente e o circuitoj−k é removido. No outro problema, o circuito
j−k é adicionado e o circuitoi−k é removido. Ao fazer isso, dois problemas são resolvidos de forma





























Figura 4.2: Exemplo Ilustrativo
4.3 Fase de Melhoria Local
A Fase de Melhoria Local (FML) tem como objetivo melhorar a solução inicial obtida do AHC
utilizando os resultados do problema de PNL. A FML desenvolvida neste trabalho é mostrada pela
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Figura 4.3, em queNTS, NTBC e NTC são o Número Total de Subestações, o Número Total
de Bancos de Capacitores e o Número Total de Circuitos adicionados inicialmente ao sistema pelo
AHC, respectivamente. Esses índices servem como critério de parada para a FML. O primeiro passo
da FML é ordenar os vetores de custos das subestações, dos banc de capacitores e dos circuitos
em ordem decrescente em relação aos investimentos em construção e operação. Na sequência, são
inicializados os contadores de número de subestações, capacitores e circuitos avaliados,M , R e N ,
respectivamente.
Ordenar os vetores de custos de
subestações, capacitores e circuitos
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Figura 4.3: Fluxograma da Fase de Melhoria Local
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A avaliação de cada elemento adicionado inicialmente ao sistema pelo AHC é feita da forma
que um elemento é retirado do sistema e um problema de PNL é resolvido para encontrar uma nova
proposta de investimento. Com o resultado desta proposta calcula-se o índice de sensibilidade (ISS,
ISBC ou ISC) e então verifica-se se o elemento indicado por este índice é igual ou diferente do
elemento retirado. Caso o elemento indicado seja igual ao elemento retirado, este é readicionado ao
sistema, caso contrário é verificado se o custo total da nova configuração é menor que o anterior. A
configuração que apresentar o menor custo total, será a configuração corrente do sistema. O custo
de investimento total é representado no fluxograma porvn. A solução é encontrada depois que cada
elemento inicialmente adicionado ao sistema pelo AHC tenhasido retirado e avaliado.
Note que na FML apenas os elementos acrescentados pelo AHC, na solução inicial, são retirados
a cada iteração e o resultado do problema de PNL é utilizado para substituir um elemento por outro e
para a análise de outras possíveis soluções.
As subestações, são os primeiros elementos do sistema a serem avaliados. Neste caso, primeira-
mente é retirada a repotenciação de uma subestação, este procedimento serve para avaliar se esta
repotenciação foi mesmo necessária e depois se avalia a construção de novas subestação. Após a
avaliação das subestações é feita a avaliação dos bancos de capacitores, e por último são avaliados os
circuitos e os reguladores de tensão, já que estes últimos são avaliados juntamente com os circuitos.
4.4 Exemplo Numérico
O objetivo do exemplo é mostrar passo a passo o AHC proposto nee trabalho. A Figura 4.4
mostra as rotas factíveis para a construção de circuitos em um sistema de distribuição de energia
elétrica que possui duas subestações, 10 barras e 10 ramos factíveis. Os dados utilizados para criar
este exemplo são dados pela Tabela 4.1. A resistência e a reatância por quilômetro do condutor usado
são 0,6045Ω/km e 0,429Ω/km, respectivamente. O custo de cada circuito é igual a 1000US$/km, o
custo das perdas é de 0,05US$/kWh e o custo de operação da subestação é de 0,1US$/kVAh2. Para
este exemplo o desvio máximo de tensão permitido é de 5%, o fator de potência médio é igual a 0,9,
o fator de perdas 0,35, a taxa de juros é 0,1 e o período de planejamento é de 20 anos. Seguindo os
passos do fluxograma mostrado na Figura 4.1, a variável de invest mento do AHC é inicializada como
n+ij,a = 0.
Iteração 1
A Tabela 4.2 mostra os resultados do primeiro PNL resolvido durante o processo iterativo do
AHC, resultados estes referentes aos circuitos e fluxo de potência aparente dos circuitos. De acordo
4.4 Exemplo Numérico 39
Tabela 4.1: Dados do sistema ilustrativo
Dados de circuitos Dados de barras
Circuito De Para Comprimento Barra SD SG
(km) (kVA) (kVA)
1 1 3 1,4000 S1 0,0 2000
2 1 4 3,0000 S2 0,0 2000
3 1 5 1,6000 3 640,0 0,0
4 3 7 2,8000 4 320,0 0,0
5 4 6 1,3000 5 320,0 0,0
6 5 7 1,7000 6 320,0 0,0
7 8 9 1,3000 7 320,0 0,0
8 2 7 1,9000 8 320,0 0,0
9 2 9 1,3000 9 320,0 0,0
10 2 10 1,4000 10 320,0 0,0
Tabela 4.2: Resultado do primeiro PNL resolvido
circuito De Para n+ij,a nij,a Sij,a Sji,a SMAX
1 1 4 0 0,31 642,27 640,07 642,27
2 2 7 0 0,70 474,12 473,78 474,12
3 1 3 0 1,00 637,04 636,73 637,04
4 2 9 0 1,00 640,37 640,07 640,37
5 2 10 0 1,00 320,08 320,00 320,08
6 4 6 0 1,00 320,07 320,00 320,07
7 8 9 0 1,00 320,00 320,07 320,07
8 1 5 0 1,00 174,38 174,35 174,38
9 5 7 0 0,97 153,18 153,20 153,20
10 3 7 0 0,01 3,30 3,30 3,30
com a Eq. (4.2), tem-se que:
ISC = max
(ij)∈Ωl
{max{Sij,a, Sji,a}, ∀ nij,a 6= 0} = 642, 27 MVA
O ISC indicou que o circuito1 − 4 deve ser adicionado ao sistema. Dois testes são realizados
para verificar se a adição deste circuito é factível:
1. Teste de radialidade: de acordo com a Eq. (4.19), porém considerando apenas os circuitos
adicionados, as barras já conectadas, o circuito que se deseja construir e a barra que se deseja
conectar. Assimn+1−4 = (3− 2)
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Tabela 4.3: Resultado do segundo PNL resolvido
n◦ circuitos De Para n+ij,a nij,a Sij,a Sji,a SMAX
1 1 4 1 0,00 640,76 640,07 640,76
2 2 7 0 0,63 472,42 472,05 472,42
3 1 3 0 1,00 638,38 638,06 638,38
4 2 9 0 1,00 640,37 640,07 640,37
5 2 10 0 1,00 320,08 320,00 320,08
6 4 6 0 1,00 320,07 320,00 320,07
7 8 9 0 1,00 320,00 320,07 320,07
8 5 7 0 0,36 152,49 152,55 152,55
9 1 5 0 1,00 174,32 174,30 174,32
2. Verificar se os fluxos de potência aparente oriundos de barras já conectadas a diferentes subestações
e de circuitos ainda não adicionados ao sistema, alimentam abarr que se quer conectar: anal-
isando os valores dos fluxos de potência aparente nos circuitos verifica-se que só existeS1−4
chegando na barra 4 e um fluxoS4−6 saindo da barra 4.
Visto que a adição do circuito4 − 6 é factível, então tem-se quen+1−4 = 1. Assim o sistema
corrente é igual ao apresentado na Figura 4.4 - Iteração 1.
Iteração 2
A Tabela 4.3 mostra o resultado do segundo PNL resolvido durante o processo iterativo do AHC,
estes resultados são referentes aos circuitos e fluxo de potência aparente dos circuitos. De acordo com
a Eq. 4.2, tem-se que:
ISC = max
(ij)∈Ωl
{max{Sij,a, Sji,a}, ∀ nij,a 6= 0} = 640, 37 MVA
O ISC indicou que o circuito2 − 9 deve ser adicionado ao sistema. Dois testes são realizados
para verificar se a adição deste circuito é factível:
1. Teste de radialidade:(n+1−4 + n
+
2−9) = (4− 2)
2. Analisando os valores dos fluxos de potência aparente nos circuitos verifica-se que só existe
S2−9 chegando na barra 9 e um fluxoS9−8 saindo da barra 9.
Visto que a adição do circuito2 − 9 é factível, então tem-se quen+2−9 = 1. Assim o sistema
corrente é igual ao apresentado na Figura 4.4 - Iteração 2.
Os passos mostrados nas iterações 1 e 2 se repetem em todo o processo iterativo até a iteração
8, quando o AHC encontra dois fluxos vindos de subestações difrentes e sendo injetado em uma
mesma barra, gerando assim uma ramificação. Estes passos sãomostrados a seguir.
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Tabela 4.4: Resultado do oitavo PNL resolvido
n◦ circuitos De Para n+ij,a nij,a Sij,a Sji,a SMAX
1 1 4 1 0,00 640,76 640,07 640,76
2 2 7 1 0,00 473,92 473,68 473,92
3 1 3 1 0,00 639,09 638,77 639,09
4 2 10 1 0,00 320,08 320,00 320,08
5 2 9 1 0,00 640,37 640,07 640,37
6 4 6 1 0,00 320,07 320,00 320,07
7 8 9 1 0,00 320,00 320,07 320,07
8 5 7 0 0,26 153,65 153,74 153,74
9 1 5 0 0,74 170,02 169,98 170,02
Iteração 8
A Tabela 4.4 mostra o resultado do oitavo problema de PNL resolvido durante o processo iterativo
do AHC, estes resultados são referentes aos circuitos e fluxode p tência aparente dos circuitos.
ISC = max
(ij)∈Ωl
{max{Sij,a, Sji,a}, ∀ nij,a 6= 0} = 170, 02 MVA
O ISC indicou que o circuito1 − 5 deve ser adicionado ao sistema. Dois testes são realizados
para verificar se a adição deste circuito é factível:














1−5) = (10− 2)
2. Analisando os valores dos fluxos de potência aparente nos circuitos verifica-se que existeS1−5
chegando na barra 5 eS5−7 também chegando na barra 5.
Neste caso os dois circuitos,n1−5 en5−7, são avaliados separadamente, isto cria uma ramificação
no AHC. Primeiramente será avaliada a condiçãon+1−5 = 1 e n
0
5−7 + n5−7 + n
+
5−7 = 0. Assim, tem-
se a primeira solução do problema de PSD, esta solução é mostrada pela Figura 4.4 – SOLUÇÃO
FINAL. O custo total do sistema é de US$ 1.231.117,10. A FML não encontrou uma melhor solução
para este sistema.
Iteração 9
Nesta iteração será avaliada a condiçãon+5−7 = 1 e n
0
1−5 + n1−5 + n
+
1−5 = 0. Deve-se verificar a
radialidade do sistema com a adição do circuito5−7 de acordo com a Eq. (4.19), porém considerando
apenas os circuitos adicionados e barras já conectadas maiso circuito que se deseja construir e a barra















Feito o teste de radialidade e visto que a operação do sistemaé factível, resolve-se um problema
de PNL para avaliar o custo do sistema. Com a inclusão do circuito 5 − 7 tem-se mais uma solução
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Tabela 4.5: Custos de Perdas de Energia Elétrica e Construção de Circuitos
n◦ circuitos De Para n+ij,a nij,a Custo Custo Custo Perdas
Circuitos Perdas + circuitos
1 1 4 1 0,00 30000,00 740,54 30740,54
2 2 7 1 0,00 19000,00 468,67 19468,67
3 5 7 1 0,00 17000,00 104,87 17104,87
4 1 3 1 0,00 14000,00 345,11 14345,11
5 2 10 1 0,00 14000,00 86,23 14086,23
6 2 9 1 0,00 13000,00 320,51 13320,51
7 4 6 1 0,00 13000,00 80,24 13080,24
8 8 9 1 0,00 13000,00 80,15 13080,15
Tabela 4.6: Resultado do PNL
n◦ circuitos De Para n+ij,a nij,a Sij,a Sji,a SMAX
1 1 4 1 0,00 640,76 640,07 640,76
2 2 7 1 0,00 473,92 473,68 473,92
3 1 3 1 0,00 639,09 638,77 639,09
4 2 10 1 0,00 320,08 320,00 320,08
5 2 9 1 0,00 640,37 640,07 640,37
6 4 6 1 0,00 320,07 320,00 320,07
7 8 9 1 0,00 320,00 320,07 320,07
8 5 7 0 0,26 153,65 153,74 153,74
9 1 5 0 0,74 170,02 169,98 170,02
dada pelo AHC para o sistema ilustrativo. O custo total destesi ma é de US$1.232.665,19.
Fase de melhoria local
A Fase de melhoria local consegue melhorar o resultado da solução encontrada na Iteração 9 pelo
AHC. Primeiramente ordena-se o vetor de custos de perdas mais circuitos em ordem decrescente
como mostrado na Tabela 4.5. Neste exemplo será mostrado apenas o passo em que a FML escolhe
trocar um circuito por outro. Na terceira iteração da FML o circuito 5− 7 é retirado e um problema
de PNL é resolvido, o resultado deste problema é mostrado na Tabela 4.6.
Pela Tabela 4.6 observa-se que oISC indica o circuito1 − 5 para ser adicionado ao circuito.
A FML encontrou uma melhor solução para o problema de PSD que aencontrada inicialmente pelo
AHC com a adição do circuito5 − 7. Esta solução foi igual à encontra pelo AHC no outro ramo do
mesmo, e a solução é mostrada na iteração 8.




















































ROTAS FACTÍVEIS ITERAÇÃO 1 ITERAÇÃO 2
ITERAÇÃO 3 ITERAÇÃO 4 ITERAÇÃO 5
ITERAÇÃO 6 ITERAÇÃO 7 SOLUÇÃO FINAL
Figura 4.4: Iterações do AHC para o exemplo ilustrativo











v0 = 1.212.100, 08
v1 = 1.218.120, 27
v2 = 1.218.119, 96
v3 = 1.218.120, 33
v4 = 1.218.616, 44
v5 = 1.218.616, 06
v6 = 1.218.616, 06
v7 = 1.218.616, 03
v∗8 = 1.231.117, 10 v9 = 1.232.665, 19












fixar: n1−5 = 0fixar: n5−7 = 0
FMLSolução 1
Solução 2
Figura 4.5: Arvore do AHC para o exemplo ilustrativo
A Figura 4.4 mostra os circuitos que foram adicionados ao sistema pela solução encontrada pelo
AHC no primeiro ramo (iteração 8) passo a passo. Nota-se que ocircuito adicionado parte sempre de
uma subestação ou um nó já conectado ao sistema. Um fato importante a considerar é a construção de
duas redes desconexas. A arvore do AHC para este exemplo ilustrativo é mostrado na Figura 4.5. O
AHC encontrou duas soluções iguais para o problema. Isso também exemplifica o objetivo da FML,
que é verificar se a solução encontrada inicialmente pelo AHCpode ser melhorada. Observa-se na
Figura 4.5 que o valor da função objetivo do problema de PNL cresce e decresce, algo possível devido
a não convexidade do problema de planejamento.
Capítulo 5
Algoritmo Branch and BoundNão Linear
O B&B é um algoritmo que usa estratégia de relaxação e separação para resolver um problema
complexo. O tipo de algoritmo B&B melhor estudado e analisado é o que resolve problemas de
Programação Linear Inteiro Misto (PLIM) com espaços de busca geralmente muito grandes. Pode-se
assumir que o espaço de busca de um problema de programação inteiro misto é limitado e o número
de alternativas que devem ser investigadas é finito. Um caminho simples para resolver um problema
inteiro é enumerar todos os seus pontos, descartando os pontos infactíveis e sempre controlando
a solução factível com o melhor valor da função objetivo encontrada. Quando a enumeração está
completa, a solução ótima, quando existente, é associada com o melhor valor encontrado da função
objetivo (Taha, 1975).
Recentemente, a aplicação de um B&B não linear para resolverdiretamente problemas de PN-
LIM, sem ajuda de métodos de decomposição, tem mostrado ser efici nte. Nas referências (Rider,
2006) e (Estevam, 2008) são mostradas as primeiras aplicações do algoritmo B&B para resolver prob-
lemas na área de engenharia, como o planejamento do sistema de transmissão e o planejamento de
fontes de potência reativa em sistemas de energia elétrica,respectivamente.
Um algoritmo B&B não linear para resolver o problema de PSD é apresentado neste capítulo.
Uma análise dos testes de sondagem no algoritmo B&B, e da escolha das variáveis de separação para
gerenciar o desenvolvimento da árvore de B&B e do problema dePNL que tem que ser resolvido em
cada nó da árvore de B&B também são apresentados neste capítulo.
5.1 Introdução
Um algoritmo B&B é um algoritmo enumerativo que é utilizado para resolver problemas com-
binatoriais como os de programação linear inteiro misto. Umalgoritmo B&B resolve um problema
contínuo a cada iteração. Para se obter este problema contínu é necessário relaxar a integralidade das
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variáveis inteiras. Assim o espaço de busca do problema inteiro é somente um subconjunto do espaço
contínuo. A principal vantagem do problema contínuo é ser mais fácil de manipular, especialmente
quando se trata de um problema de Programação Linear (PL).
Conceitualmente, um algoritmo B&B pode ser considerado simples. De forma geral, o algoritmo
B&B resolve um problema de PLIM utilizando um conjunto de subpro lemas de PL, que nada mais
são que as versões relaxadas do problema de PLIM (Taha, 1975). O primeiro passo para se iniciar o
processo de solução de um problema de PLIM, é relaxar a integralidade das variáveis inteiras, e então
utilizando um algoritmo de PL, resolver o problema linear corespondente, que será denominado
comoPC0 (problema original). Se a solução dePC0 é inteira, então esta solução é ótima global para
o problema original. Porém, quando a primeira solução não é inteira, a técnica de B&B é aplicada
pela implementação de duas operações básicas:
• Branching: É a partição do espaço de busca em subproblemas que também são contínuos. O
particionamento do espaço de busca tem como objetivo eliminar parte do espaço contínuo que
pode tornar o problema inteiro infactível. Isto é feito com aimposição de restrições que são
condições necessárias para a produção de soluções inteiras, s guindo sempre um caminho que
não elimina pontos inteiros factíveis. Em outras palavras,o conjunto de soluções de subproble-
mas define cada ponto inteiro factível do problema original.Devido à natureza de partição do
espaço de busca, é que esta operação recebeu o nome de “branching” (ramificação).
• Bounding: Assumindo que o problema original é do tipo minimização, o val r ótimo da função
objetivo para cada subproblema criado pelo “branching”, define, logicamente, um limite in-
ferior sobre o valor da função objetivo associada com qualquer um dos seus valores inteiros
factíveis. Este limite é essencial para encontrar a soluçãoótima. Esta operação explica a razão
do nome “bounding” (limitante).
O elemento mais importante do algoritmo B&B é a árvore de busca, que é uma árvore enumerada
nos nós de cada ramo que parte do problema originalPC0, e pode se subdividir em mais dois ramos,
criando dois novos nósPC1 e PC2, cada ramo representa possíveis decisões do nó que o gerou, e
cada nó é a solução de um problema de PL. Quando a solução do subpr blema é inteira, este não
é particionado, caso contrário uma partição adicional é necessaria, isto significa que uma variável é
escolhida para assumir seus valores inteiros mais próximosda solução atual, assim, dois ramos são
adicionados á árvore de B&B, os quais irão decidir em qual limite a variável será forçada a ficar.
Quando dois novos nós são gerados, a solução de cada um deles éavaliada e se nenhum nó é son-
dado, o nó que não é escolhido pelo algoritmo é armazenado na lista para posterior análise, e o nó
escolhido é particionado em mais dois novos nós (Rider, 2006). A escolha de um dos nós depende
do método de busca utilizado no processo. Este procedimentos para a região factível do problema
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de programação linear corrente em duas parcelas independent s. O algoritmo é aplicado recursiva-
mente aos subproblemas, gerando ramos e nós para análise. A solução do problema termina após a
sondagem de todos os nós possíveis de serem gerados, isto é, quando todas as soluções do espaço de
busca foram analisadas, implicitamente ou explicitamente, e após ser encontrada uma solução com
todas as variáveis do problema sendo inteiras, caso exista (Rider, 2006). A solução inteira ótima
global é encontrada quando o subproblema tem o menor limite sup rior entre todos os subproblemas
inteiros (para um problema de minimização).
As operações do algoritmo B&B quando implementadas de formaadequada, podem descartar
vários casos infactíveis, o que ajuda a diminuir a dimensão do problema. Um algoritmo B&B con-
vencional tem a capacidade de encontrar o ótimo global de um problema PLIM.
Uma representação deste processo é mostrado usando o exemplo dado pela Eq. (5.1). Este exem-
plo é simples, porém ilustra adequadamente o funcionamentodo algoritmo B&B para um problema
de PLIM.
min f = 25y1 + 12y2 + 41y3 + 2x1
s.t.
10y1 − 2y2 − 3x1 ≥ 0
2y1 − y3 − 2x1 = 1 (5.1)
y1, y2 ey3 ∈ {0, 1}
x1 ≥ 0
As variáveisy1, y2 e y3 são binárias, ex1 é contínua. A solução do problema é dada pela árvore
de B&B ilustrada na Figura 5.1.
Os valores das variáveis binárias do problema ilustrativo estão assinalados, entre parênteses, em
cada nó da árvore. O problema de PL que é resolvido a cada iteração do algoritmo B&B é obtido
relaxando-se o problema dado pela Eq. (5.1), em que as variáveis binárias são consideradas contínuas,
assim a terceira restrição passa a ser0 ≤ yi ≤ 1.
Na Figura 5.1 pode-se observar que os nós 1 e 3 são infactíveis, como os nós decorrentes destes
últimos também produziriam soluções infactíveis, os nós 1 e3 são descartados, diminuindo assim
a dimensão do problema. Analisando as infactibilidades, pode-se observar que no nó 1, quando a
variávely1 = 0 o problema relaxado decorrente da Eq. (5.1) é infactível, pois não encontra um valor
entre 0 e 1 paray2 que satisfaça a primeira restrição do problema. O mesmo acontece para o nó 3,
quandoy1 = 1 ey2 = 0, o problema relaxado não encontra um valor entre 0 e 1 paray3 que satisfaça a
segunda restrição. Nos nós 2 e 4 são encontradas soluções factíveis mas não inteiras para o problema
relaxado, levando futuramente a duas soluções inteiras paro problema. Observa-se também que das


































Figura 5.1: Árvore de B&B para problema genérico
duas soluções inteiras encontradas, a melhor solução é dadapelo nó 5. Esta solução é a ótima global
do problema.
Como dito anteriormente um algoritmo B& básico para problemas de PLIM é conceitualmente
muito simples, porém apresenta complexidade na implementação computacional, além de dificul-
dades na aplicação em problemas reais de grande porte. Para problemas de pequeno a médio porte,
um algoritmo B&B básico apresenta excelente desempenho computacional, porém para problemas
muito grandes, com um número elevado de variáveis inteiras ou discretas, este tipo de algoritmo ap-
resenta limitações relacionadas ao esforço computacionale ao armazenamento de informações dos
nós da árvore de B&B. Desta forma é fundamental que em aplicações reais sejam introduzidas mel-
horias no algoritmo que possibilitem eliminar o máximo possível o número de nós da árvore de B&B,
ou seja, adquirir critérios de sondagens eficientes, obter bons limitantes do valor da função objetivo
(incumbente inicial) e utilizar um método eficaz de busca dossubproblemas na árvore de B&B.
Uma das estratégias de escolha do subproblema candidato queé utilizada para auxiliar na con-
strução da árvore de B&B, é a regra LIFO (Last in, First Out- último a entrar, primeiro a sair), que
utiliza uma estrutura de dados do tipo pilha. Pilha é uma listnear de dados de uma única entrada
em que o primeiro elemento a entrar na lista é o último a sair. Aregra LIFO estabelece que um dos
dois últimos nós armazenados é o nó mais cotado para produzirmais rapidamente uma solução inteira
factível. Isto se deve ao fato de que um grande número de variáveis inteiras foram fixadas para valores
inteiros.
A regra LIFO funciona da seguinte forma. Quando dois ramos emum nó corrente são formados,
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o nó selecionado é o nó associado com o ramo que possui menor limite inferior. O nó remanescente
é armazenado na lista de subproblemas na ordem em que foi gerado (Taha, 1975). Se os dois últi-
mos nós são sondados, é feita uma varredura na lista de subproblemas armazenados para escolher o
próximo subproblema que será dividido.
Os critérios de sondagem de um algoritmo B&B para resolver problemas de PLIM possuem as
seguintes características:
• Se a solução obtida de um determinado subproblema for inteia, este nó é sondado e passa pela
seguinte análise: se esta solução inteira for a primeira soluçã inteira encontrada, então esta
se torna a incumbente corrente, caso contrário compara-se oresultado atual com a incumbente
existente e escolhe-se a de menor valor;
• Se a solução corrente não é inteira, mas o valor da função objetivo do subproblema corrente
é maior que a incumbente, este nó é sondado. Neste caso o que ocorr é que para problemas
lineares a função objetivo de um subproblema sucessor sempre é maior ou igual a função ob-
jetivo do antecessor, assim qualquer solução inteira encontrada dentro da região factível deste
subproblema, não será de melhor qualidade que a melhor solução já encontrada.
• Se o problema não possui solução factível (os casos de infactibilidade do problema variam de
acordo com o problema que se está resolvendo). Quando um subproblema é infactível, todos os
subproblemas sucessores a este, também serão infactíveis.Sendo assim, este nó é descartado.
Uma observação importante é que um problema sucessor comoPC1 é o problemaPC0 acrescen-
tado de uma restrição linear. Assim, a região factível dePC1 é menor ou igual que a região factível
dePC0. Considerando um problema de minimização, a função objetivo dePC1 deve ser maior ou
igual que a função objetivo dePC0.
Um algoritmo B&B eficiente depende de várias decisões que devm ser tomadas durante o pro-
cesso de resolução. Sabe-se que o melhor algoritmo B&B é aquele gera um número menor de
nós na árvore de B&B pois assim realiza um menor número de soluções de um problema de PL. Os
algoritmos de B&B mais eficientes são os algoritmos especializados, isto é, os algoritmos que incor-
poram as características específicas do problema sob análise. Para cada tipo de problema podem ser
geradas estratégias eficientes de sondagem ou ainda, podem ser geradas informações adicionais com
novas restrições que ao serem incorporadas ao problema melhoram os testes de sondagem, reduzindo
significativamente a dimensão da árvore de B&B. (Estevam, 2008)
Algumas desvantagens do B&B são:
1. Quando o problema é muito complexo, gerando um número excessivo de combinações, o algo-
ritmo B&B não converge porque demanda tempo de processamento proibitivo.
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2. Geralmente, devido também a um número excessivo de combinações, ocorrem problemas de
memória para armazenar a informação que identifica cada subproblema não sondado.
3. Exige um elevado nível de programação para implementar umsoftware eficiente; e
4. Para resolver um problema de PISD, é necessário que um problema de PNL seja resolvido para
cada nó da árvore de B&B.
Existem quatro tópicos, que serão analisados de forma indepe nte nas próximas seções, rela-
cionados com os algoritmos B&B para problemas de programação não-linear inteiro misto. Esses
tópicos são os seguintes, (Rider, 2006):
1. os testes de sondagem;
2. a escolha da variável para separação dos subproblemas;
3. a escolha do próximo subproblema que deve ser resolvido;
4. a forma de trabalhar com problemas de programação não linear.
5.2 O Problema de Programação Não Linear
Um problema de PISD é um problema de programação não-linear iteiro misto, e é apresentado
nas Eqs. (3.1) – (3.16). Sabe-se que este é um problema combinatorial complexo que pode levar a
um número muito elevado de combinações a serem testadas. Parresolver este problema foi utilizado
um algoritmo B&B que resolve a cada iteração um problema de PNL. Este problema de PNL é
obtido através da relaxação da integralidade das variáveisde investimento referentes aos circuitos,
subestações, bancos de capacitores fixos e reguladores de tensão. No algoritmo B&B é utilizado o
modelo 2 do regulador de tensão apresentado no Capítulo 3. Outra modificação importante que deve
ser feita no modelo de PISD é a inclusão de uma variável de cortde carga, que serve para indicar
casos de infactibilidade da operação do sistema que são utilizados para realizar a sondagem.
O problema de PNL resolvido a cada iteração do algoritmo B&B édado pelas Eqs. (5.2) – (5.23).
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Pi,d − PSi,d + (1− cci,d)PDi,d = 0 ∀ i ∈ Ωb, ∀ d ∈ Ωd (5.3)







i,u + qi,u) + (1− cci,d)QDi,d = 0
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∀ i ∈ Ωb, ∀ d ∈ Ωd (5.5)






2 ∀ i ∈ Ωbs , ∀ d ∈ Ωd (5.6)





2 ∀ ij ∈ Ωf , ∀ a ∈ Ωa, ∀ d ∈ Ωd (5.7)
−rij∆tij ≤ tij,d − 1 ≤ rij∆tij ∀ ij ∈ Ωr, ∀ d ∈ Ωd (5.8)
∑
a∈Ωa
(n0ij,a + nij,a) ≤ 1 ∀ ij ∈ Ωl (5.9)
∑
u∈Ωu
(q0i,u + qi,u) ≤ 1 ∀ i ∈ Ωb (5.10)
∑
ij∈Ωr





(q0i,u + qi,u) ≤ nq (5.12)
0 ≤ nij,a ≤ 1 ∀ ij ∈ Ωl, ∀ a ∈ Ωa (5.13)
nkij,a = 0 ou n
k
ij,a = 1 ∀ ij ∈ Ωl, ∀ a ∈ Ωa, ∀ k ∈ Ωk (5.14)
0 ≤ mi ≤ 1 ∀ i ∈ Ωbs (5.15)
mki = 0 ou m
k
i = 1 ∀ i ∈ Ωbs , ∀ k ∈ Ωk (5.16)
0 ≤ qi,u ≤ 1 ∀ u ∈ Ωu, ∀ i ∈ Ωb (5.17)
qki,u = 0 ou q
k
i,u = 1 ∀ u ∈ Ωu, ∀ i ∈ Ωb, ∀ k ∈ Ωk (5.18)
0 ≤ rij ≤ 1 ∀ ij ∈ Ωr (5.19)
rkij = 0 ou r
k
ij = 1 ∀ ij ∈ Ωl, ∀ k ∈ Ωk (5.20)
0 ≤ cci,d ≤ 1 ∀ i ∈ Ωb, ∀ d ∈ Ωd (5.21)





(n0ij,a + nij,a) = nb − nbs − nbr (5.23)
É importante que os fatores de penalidade das variáveiscci,d e cqi tenham um valor maior que
a soma dos custos de investimento e operação do sistema, porque assim força-se que o corte cargas
somente seja feito para garantir a factibilidade do problema de PNL. A diferença entre o problema
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de PNL resolvido pelo AHC e o problema de PNL resolvido pelo algoritmo B&B é que neste úl-







ij que são as variáveis de investimento que podem ser escolhidas pelo
algoritmo B&B para separar o subproblema do nók em dois novos subproblemas. Estas variáveis
representam o número de circuitos, subestações, bancos de capacitores fixos e reguladores de tensão,
respectivamente, e são quem definem as características do problema de PNL que é resolvido a cada
nó da árvore de B&B.
A escolha da variável de separação e dos critérios de sondagem, bem como da escolha do subprob-
lema a ser resolvido são de extrema importância para o algoritmo B&B, pois interferem diretamente
no número de nós criados e conseqüentemente no número de iterações do algoritmo.
5.3 Escolha do Subproblema e da Variável de Separação
A complexidade da construção da árvore de B&B é principalmente dependente da escolha do
próximo nó a ser examinado e da escolha da variável de separação nos nós da árvore. Assim, se o
nó corrente não é uma solução para o problema de PISD, uma varredura na lista de nós armazenados
é feita utilizando a regra LIFO. A escolha do subproblema a ser examinado é feita de acordo com
o valor da função objetivo de cada subproblema gerado. Destaforma, o nó que possuir o menor
valor para a função objetivo é o nó escolhido para a próxima subdivisão. Caso os dois últimos nós
armazenados sejam descartados por um dos critérios de sondagem, uma busca pela menor função
objetivo é feita em toda a árvore de B&B.
Por sua vez, as variáveis de separação do algoritmo são escolhidas seguindo o mesmo critério
apresentado no AHC. Se a variável de separação é uma subestação, então é escolhida a subestação
que pode fornecer a maior quantidade de potência aparente aosistema. Se a variável de separação
é um banco de capacitores, então é escolhido o banco de capacitores om o maior valor de potência
reativa que está sendo injetada no sistema. Se a variável de sparação é um circuito ou um regulador
de tensão, então é escolhido o que apresenta o maior valor de fluxo de potência aparente partindo
sempre de uma subestação ou de um nó já conectado ao sistema, construindo assim uma árvore. Esta
estratégia é utilizada para criar um novo critério de sondagem. O critério de escolha das variáveis de
separação foi utilizado baseando-se nos bons resultados enc ntrados pelo AHC.
5.4 Critério de Sondagem
Neste trabalho os critérios de sondagem foram utilizados daforma descrita a seguir. Um nó é
descartado quando:
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1. A variável de separação de circuitos escolhida criar uma malha. Quando uma variável de
separação de circuitos é escolhida, dois subproblemas são gerados, quando o subproblema
apresenta a variável de separação com seu limitante inferior igual a 1, é verificado se este
subproblema gera uma malha ou não. Para isto a equação Eq. (5.23) é utilizada considerando
apenas os circuitos que já foram adicionados ao sistema maiso circuito que se deseja adicionar;
2. A solução do problema relaxado de PISD possuir corte de cargaou corte de fontes de potên-
cia reativa. O corte de carga e o corte de fontes de potência reativa não são uma situação
desejada pelo sistema de distribuição, assim toda vez que umsubproblema apresenta esta situ-
ação a operação do sistema é infactível;
3. vk > v∗(1 + ǫ), ondevk é o valor da função objetivo do subproblemak e v∗ é o valor da
incumbente corrente, este teste de sondagem é uma extensão do problema de PLIM, neste caso
é utilizado um fator de segurançaǫ que tem como objetivo evitar que, devido a não convexidade
do problema, os nós que poderiam encontrar boas soluções para o problema de PISD, sejam
descartados. Este procedimento aumenta o número de problemas de PNL a serem resolvidos,
mas por outro lado ajuda o problema a encontrar soluções de melhor qualidade;
4. A solução encontrada for inteira. Quando uma solução é inteira, ou seja, todas as variáveis de
investimento do problema têm valores inteiros, deve-se avaliar o valor dessa solução, pois se
v∗k < v
∗, entãov∗ = v∗k.
Devido ao relaxamento da natureza binária das variáveis de invest mento do problema de PISD,
uma malha pode ser criada durante o processo iterativo do algoritmo B&B (nó corrente da árvore
de B&B). O teste de sondagem 1 tem como objetivo eliminar estenó seus descendentes, também
malhados, sem que haja necessidade de resolver um problema de PNL.
Quando se quer resolver um problema de PLIM utilizando um algoritmo B&B, deve-se levar em
conta que a função objetivo de um subproblema sucessor sempre é maior ou igual a função objetivo
do antecessor. Quando se trata de um problema de PNLIM, esta propriedade não está garantida, e isso
se deve à não convexidade do problema. Nesse caso foi necessário introduzir um fator de segurançaǫ
para contornar possíveis problemas com o aparecimento de ótimos locais na resolução dos problemas
de PNL. Desta forma, para que um subproblema seja descartado, este deve ter um limite inferior
maior que a incumbente acrescido de um valor adicional de segurança.
O exemplo da Figura 5.2 ilustra a importância do fator de segurançaǫ para o processo de sondagem
do algoritmo B&B para resolver um problema de PNLIM. Analisando o caso apresentado pela Figura
5.2 tem-se que, pela característica não-convexa do problema, é possível que o mínimo local (nól)
possa fazer com que o nók seja descartado, nó este que leva a solução ótima do problema. A uti-
lização de um fator de segurança garante, neste caso, que o ótimo global seja encontrado. Assim,


























Figura 5.2: Espaço de busca de um problema não-convexo
este procedimento mostra que para problemas não convexos umfator de segurança garante melhores
soluções, ótimos locais de melhor qualidade. Desta forma a inclusão de um fator de segurança no
processo de sondagem aumenta a possibilidade de se encontrar um mínimo global. De forma mais
geral, devido a não-convexidade do problema é possível que omínimo local (nól) faça com que (sem
fator de segurançaǫ) os nós que possam ajudar a encontrar o mínimo global (nóg) sejam descartados,
como por exemplo o nók (vk > vl). O valor do fator de segurançaǫ garante que o nók não seja
descartado (vk < (1 + ǫ)vl), e ajude ao algoritmo B&B na convergência para o mínimo global.
Assim, a proposta apresentada aumenta a probabilidade de encontrar o mínimo global, mas é
possível que um número adicional de problemas de PNL sejam resolvidos. Neste trabalho assume-se
um valor deǫ igual a uma porcentagem dov∗ e é calculado de forma heurística a partir das simulações
dos sistemas testados.
5.5 Fluxograma
O algoritmo B&B para resolver o problema de PISD é apresentado n Figura 5.3 e possui os
seguintes passos: após serem definidos a incumbente inicial, o fator de segurança que são os dados
referentes ao algoritmo B&B, e de definir o fator de penalidade de corte de carga e corte de fontes
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de potência reativa que é um dado referente ao problema de PNL, verifica-se a factibilidade e a
integralidade do problema inicial. Se o problema de PISD é infactível, é necessário redefini-lo e fazer
uma nova avaliação. Se o problema é factível e inteiro, a soluçã do problema foi encontrada. Caso
contrário, o problema é subdividido em dois subproblemas que serão gerados pela escolha da variável
de separação mais atraente, ou seja, a variável de separaçãoque apresenta, nesta ordem, os valores
dados pelas Eqs. (4.1), (4.3) e (4.2).
O próximo passo é verificar se a variável de separação (quandonkij,a = 1) do problema corrente,
juntamente com os circuitos já adicionados, cria ou não uma malha no sistema. Caso uma malha seja
criada, não há necessidade de avaliação do nó através da solução de um PNL, desta forma diminui-
se o número de PNLs a serem resolvidos e a dimensão da árvore deB&B. Caso contrário, o passo
seguinte é avaliar os outros critérios de sondagem apresentados na seção 5.4. Se o nó corrente não
é descartado, outros dois subproblemas são criados e o processo é repetido até que todos os nós da
árvores de B&B tenham sido sondados ou um número máximo de iteraçõ s seja atingido. Na Figura
5.3S é o conjunto de nós da árvore de B&B não sondados.
5.6 Exemplo Numérico
O exemplo numérico para mostrar a solução do algoritmo B&B proposto neste trabalho é o mesmo
apresentado na seção 4.4.
A Figura 5.4 ilustra a árvore construída pelo algoritmo B&B proposto. Neste exemplo pode-se
observar que alguns nós foram descartados porque o subproblema resolvido em determinados nós
apresentaram solução infactível (corte de carga). Um fato interessante a ser notado é o caminho de
convergência do algoritmo, pois sendo um problema de PNLIM oval r da função objetivo não é
crescente, assim pode crescer ou decrescer à medida que a árvore de B&B é construída. Fato este que
exemplifica a importância de adotar um fator de segurança para a função objetivo. É possível observar
na Figura 5.4 que cinco soluções inteiras factíveis foram encontradas e a melhor solução encontrada
pelo algoritmo B&B é a mesma encontrada pelo AHC na seção 4.4,pode-se observar também que a
sequência em que os circuitos foram adicionados ao sistema émesma que no AHC. Para encontrar a
melhor solução para o exemplo ilustrativo foram resolvidos27 problemas de PNL.
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Leitura de dados do problema
Inicializar os parametros do B&B











Descartar o nó atual
Escolher a variável de separação
Gerar e reolver os subproblemas
e armazenar seus dados
Escolher o nó mais atraente
Cria uma malha?
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Figura 5.3: Fluxograma do AlgoritmoBranch and Bound
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n1−5 = 0 n1−5 = 1
n1−5 = 1
n5−7 = 0




v0 = 1.212.628, 68$
v2 = 1.218.435, 72$
v4 = 1.218.306, 71$
v5 = 1.228.590, 46$




v8 = 1.218.795, 41$
v10 = 1.218.745, 16$
v12 = 1.218.826, 08$
v14 = 1.218.794, 15$











v22 = 1.230.001, 01$



























Figura 5.4: Árvore do AlgoritmoBranch and Boundpara o exemplo ilustrativo
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Capítulo 6
Resultados
O AHC e o algoritmo B&B não linear propostos para resolver o problema de PISD foram escritos
em AMPL (a mathematical programming language) (Fourer et al., 2003) e a solução dos problemas
de PNL foram obtidas através do “solver” comercial de programação não linear KNITRO (Nonlinear
Interior-point Trust Region Optimizer) (Byrd et al., 2006). Dez sistemas de distribuição de ener-
gia elétrica foram testados para quatro diferentes tipos deproblemas: planejamento de circuitos e
subestações, alocação ótima de capacitores, alocação ótima de reguladores de tensão e planejamento
integrado do sistema de distribuição. Os dados dos sistemasde di tribuição utilizados nos testes são
mostrados no Apêndice A.
Nos testes realizados para o planejamento considerando apenas construção de circuitos foram
utilizados os sistemas de 23, 33, 84, 119 barras, um sistema d136 barras com 1 subestação e um
sistema de 136 barras com 2 subestações. O teste realizado com sistema de 23 barras considera
um sistema que possui uma subestação construída e 35 rotas factíveis para a construção de circuitos.
Os sistemas de 33, 84, 119 e 136 barras são sistemas radiais existentes porém com possibilidade de
criar diversas configurações radias, o objetivo deste testeé encontrar uma topologia radial com mín-
imas perdas de potência ativa no sistema. Para o sistema de 136 barras com 2 subestações foi feito
um teste em que são consideradas a transferência de cargas que são alimentadas por uma subestação
para serem alimentadas pela outra subestação. Para os testes considerando a construção de circuitos
e subestações conjuntamente foram utilizados os sistemas tste de 23 e 54 barras. Em que o sistema
de 23 barras possui 2 subestações de 21 barras de carga e 35 rotas factíveis. O sistema de 54 barras
possui 2 subestações construídas e 2 subestações propostasque podem ser construídas, 17 circuitos
existentes e 44 rotas factíveis para a construção de novos circuitos, neste teste foi considerada a pos-
sibilidade de recondutoramento dos circuitos existentes ea repotenciação das subestações existentes.
Nos testes feitos considerando alocação ótima de bancos de capacitores e reguladores de tensão foram
utilizados od sistemas teste de 70, 136, 202 e 400 barras. Nosteste feitos considerando o planeja-
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mento integrado os sistemas utilizados foram o sistema de 54barras e o sistema de 136 barras e 2
subestações, que foram adaptados para resolver o problema de PISD, também é mostrado um teste
utilizando o sistema de 136 barras e 2 subestaões utilizado no teste com transferência de cargas.
6.1 Planejamento de Circuitos e Subestações
6.1.1 Sistema de Distribuição de 23 barras
O sistema de distribuição de 23 barras (Nahman e Peric, 2008)e citepjfgomez04, é uma rede de
distribuição de 34,5kV, alimentada por uma subestação de 10MVA, que alimenta uma área de pro-
dução de óleo com 21 barras de carga. As rotas viáveis propostas são mostradas na Figura 6.1. Todos

























Figura 6.1: Sistema de 23 barras - Rotas factíveis propostas
Dois tipos de testes são realizados:Teste 1- planejamento considerando somente construção de
circuitos;Teste 2- planejamento considerando construção de circuitos e subestações. Para os testes
realizados, o desvio máximo de tensão permitido é de 3%, o fator de potência médio é igual a 0,9,
o custo de perdas de energia é de 0,05 US$/kWh, o fator de perdas é 0,35, a taxa de juros é 0,1 e
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o período de planejamento é de 20 anos. Para este sistema o fator de segurança é igual a 0,1%, o
máximo corte de carga permitido é de 1 kVA e o número máximo de iterações do algoritmo B&B é
de 20.000.
Teste 1 - Planejamento Considerando Somente Construção de Circuitos
Este teste tem o objetivo de mostrar uma comparação entre os resultados obtidos com os métodos
propostos e os resultados apresentados na literatura utilizando meta-heurísticas, (Gómez et al., 2004)
e (Nahman e Peric, 2008). A Tabela 6.1 mostra a sequência na qual os circuitos foram adicionados
ao sistema pelo AHC, o custo dos circuitos, o custo das perdasde potência ativa e o custo total de
investimento. Os circuitos adicionados na fase de melhorial c l também são mostrados. Devido
à presença de apenas 1 subestação no sistema, é possível saber antecipadamente o número total de
iterações do AHC que é igual a2(nb−nbs)+1. O AHC resolveu um total de 45 problemas de PNL. O

























Figura 6.2: Sistema de 23 barras - Resultado do Teste 1
O algoritmo B&B não linear encontrou o mesmo resultado que o AHC. Foram resolvidos 12.033
problemas de PNL e 8 soluções inteiras foram encontradas em uma árvore de 12.306 nós. A diferença
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Tabela 6.1: Sistema de 23 barras - Processo Iterativo do AHC para o Teste 1
Iterações Circuitos Custo do Custo de Custo
do AHC adicionados circuito (US$) Perdas (US$) Total (US$)
0 – 0 37.851 37.851
1 n+01−10 = 1 2.021 37.701 39.722
2 n+10−14 = 1 6.318 37.750 44.068
3 n+06−14 = 1 14.495 36.848 51.343
4 n+10−19 = 1 20.444 36.848 57.292
5 n+06−07 = 1 28.625 31.666 60.291
6 n+07−08 = 1 35.491 31.667 67.158
7 n+14−23 = 1 40.351 31.667 72.018
8 n+19−21 = 1 45.901 31.666 77.567
9 n+19−22 = 1 51.728 31.667 83.395
10 n+03−08 = 1 78.807 25.912 104.719
11 n+10−20 = 1 85.780 24.117 109.896
12 n+05−23 = 1 92.189 24.066 116.255
13 n+14−17 = 1 96.671 24.069 120.739
14 n+15−21 = 1 102.740 24.065 126.805
15 n+11−21 = 1 109.134 24.067 133.200
16 n+03−09 = 1 127.336 22.407 149.742
17 n+04−05 = 1 136.738 20.987 157.725
18 n+12−23 = 1 143.523 19.946 163.470
19 n+16−20 = 1 148.542 19.947 168.488
20 n+11−13 = 1 153.594 19.946 173.541
21 n+17−18 = 1 158.006 19.946 177.952
22 n+02−08 = 1 158.762 19.947 178.709
. Iterações Circuito Custo de Custo de Custo
FML removido/adicionado Circuito (US$) Perdas (US$) Total(US$)
1 n+03−08 = 0
n+08−09 = 1 152.250 19.921 172.171
2 n+15−21 = 0
n+15−18 = 1 151.892 20.227 172.119
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entre o número total de nós da árvore e o número de problemas dePNL resolvidos se deve ao teste
de sondagem da radialidade do sistema, quando o circuito adicionado forma uma malha, o nó é
descartado e não há necessidade de resolver um problema de PNL. O tempo computacional total
gasto pelo algoritmo B&B foi de 1.705,84s.
Tabela 6.2: Sistema de 23 barras - Resumo dos resultados parao Teste 1 (US$)
Soluções Custo de Custo de Custo
circuitos perdas total
(Gómez et al., 2004) 151.892 21.021 172.913
(Nahman e Peric, 2008) 151.892 21.007 172.899
AHC antes FML 158.762 19.947 178.709
AHC Final 151.892 20.227 172.119
B&B 151.892 20.227 172.119
A Tabela 6.2 mostra uma comparação entre os resultados apresentados nas referências (Nahman
e Peric, 2008) e (Gómez et al., 2004) e os resultados obtidos pel métodos propostos. Note que
o custo de investimento total dos circuitos adicionados pelos métodos propostos é igual ao obtido
pelas meta-heurísticas. O método proposto neste trabalho constrói o mesmo sistema que os métodos
propostos em (Gómez et al., 2004; Nahman e Peric, 2008), porém encontrou um custo de operação
total menor, esta diferença se deve ao fato de que nos métodospropostos, a tensão na subestação
também é uma variável do problema. Assim, o limite de tensão para todas as barras do sistema é de
(0, 97 pu≤ V ≤ 1, 03 pu para este teste).
Teste 2 - Planejamento da Rede de Distribuição e Subestações
Neste teste, a capacidade máxima da subestação do nó 1 foi modificada para 4 MVA e no nó 2 há
uma subestação candidata com uma capacidade máxima de 4 MVA,com um custo de construção de
1000 kUS$ e o custo de operação da subestação é de 0,01 US$/VAh2.
A Figura 6.3 mostra a árvore do AHC. Nota-se que durante o processo iterativo duas ramificações
foram criadas e a melhor solução encontrada foi a Solução 1. Atopologia final do sistema é mostrada
na Figura 6.4. O AHC resolveu 114 problema de PNL para encontrar as três soluções. O algoritmo
B&B não linear resolveu 14.156 problemas de PNL, encontrou 493soluções e construiu uma árvore
de 14.774 nós. Ambos os métodos encontraram a mesma solução.Na Tabela 6.3 mostra um resumo
dos resultados obtidos através dos métodos propostos. Os tempos computacionais totais gastos pelo






















































































































Figura 6.3: Sistema de 23 barras - Árvore do AHC para o Teste 2
























Figura 6.4: Sistema de 23 barras - Resultado do Teste 2
Tabela 6.3: Sistema de 23 barras - Resumo dos resultados parao Teste 2 (US$)
Soluções Custo de Custo de Custo de Custo de Custo
circuitos perdas subestações operação total
AHC antes da FML 155.694 14.687 1.000.000 6.493.490 7.663.871
AHC Final 149.712 14.259 1.000.000 6.492.761 7.656.733
B&B 149.712 14.259 1.000.000 6.492.761 7.656.733
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Tabela 6.4: Sistema de 54 barras - Resumo dos resultados (US$)
Soluções Custo de Custo de Custo de Custo de Custo
circuitos perdas subestações operação total
AHC Final 39.576 2.777 540.000 2.933.618 3.515.970
B&B 39.576 2.777 540.000 2.933.618 3.515.970
6.1.2 Sistema de Distribuição de 54 barras
Este é um sistema de distribuição de 13,5kV, que pode fornecer um total de 1,078 MVA, para
alimentar 50 barras de carga. Este teste tem como objetivo o planejamento da rede de distribuição
considerando quatro subestações, sendo duas subestações existent s com eventuais possibilidades de
expansão e duas subestações candidatas à construção, (Miranda et al., 1994). Também são consider-
ados 17 circuitos existentes e 44 rotas factíveis para a construção de novos circuitos. Dois tipos de
condutores foram utilizados. Para este teste, foi considerado um desvio máximo de tensão de 5%,
o fator de potência médio é igual a 0,9, o custo das perdas de energia é de 0,05 US$/kWh, o fator
de perdas é igual a 0,35, a taxa de juros é de 0,1, o custo de operação destas subestações é de 0,001
US$/kVAh2 e o período de planejamento se estende a 20 anos. A Figura 6.5 mostra os possíveis
circuitos que podem ser construídos. Para este sistema o fator de segurança é igual a 0,1%, o máximo
corte de carga permitido é de 1 kVA e o número máximo de iteraçõs do algoritmo B&B é de 30.000.
Neste teste, 151 problemas de PNL foram resolvidos pelo AHC,2 ramificações foram feitas e 3
soluções foram encontradas em um tempo computacional totalde 183,98s. A fase de melhoria local
não modifica a solução encontrada pelo AHC. O algoritmo B&B não linear resolveu 16.733 PNL,
encontrou 10 soluções e construiu uma árvore de 21.344 nós emum temo computacional total de
4.343,03s. Ambos os métodos encontraram a mesma topologia mstrada na Figura 6.6. A Tabela 6.4
mostra um resumo dos resultados obtidos pelas duas metodológicas. Nota-se que as metodologias
construíram quatro sistemas radiais, e para atender as deman as destes sistemas, foram necessárias a
construção de duas novas subestações (S3 eS4) e a expansão da subestaçãoS1.
6.1.3 Construção de Novos Circuitos para a Transferência deCargas
Neste teste é utilizado um sistema de 136 barras, (Pereira, 2009), este sistema foi modificado para
criar o caso de transferência de cargas. Este é um sistema de distribuição de 13,8kV, alimentado por
duas subestações, 201 e 202, com 15MVA e 10MVA, respectivamente. As duas subestações alimen-
tam um total de 134 barras de carga. Um aumento da carga alimentada pela subestação 202 é previsto.
No entanto, no cenário atual, a subestação 202 está operandocom sua capacidade máxima, e não tem
recursos físicos para aumentar sua capacidade. Nesse caso,é necessário planejar uma transferência




























































































Figura 6.6: Sistema de 54 barras - Resultado
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de cargas de uma subestação para outra, para isso, novos circuitos devem ser construídos, e circuitos
existentes devem ser removidos (na realidade, abertos) para respeitar a restrição de radialidade. As
linhas pontilhadas na Figura 6.7 representam os circuitos que podem ser adicionados ao sistema. Para
resolver este problema, é necessário considerar a rede alimentada pela subestação 202 como uma rede
a ser construída. No entanto não há nenhum custo de construção de circuitos já existentes (o custo é
igual a zero).
Para este teste, a máxima queda de tensão admissível é de7% e a sobretensão máxima é de5%,
o fator de potência médio é igual a 0,92, o custo das perdas de energia é de 0,1 US$/Wh, o fator de
perda é igual a 0,35, a taxa de juros é de 0,1, o custo de operação d s subestação é de 0,1 US$/kVAh2.
O fator de segurança é igual a 0,1%, o máximo corte de carga permitido é de 1 kVA e o número
máximo de iterações do algoritmo B&B é de 20.000.
Um resumo dos resultados obtidos pelo AHC e pelo B&B é mostrado n Tabela 6.5. No resultado
apresentado pelo AHC, que pode ser visto na Figura 6.8, 15 cargas foram transferidas para serem
























134−135=0. O AHC resolveu
459 problemas de PNL, realizou 2 ramificações e encontrou 3 soluções em um tempo computacional
total de 345,16s. Neste teste, a fase de melhoria local não modifica a solução encontrada pelo AHC.
No resultado apresentado pelo algoritmo B&B, que pode ser vito na Figura 6.9, 13 cargas foram






















134−135=0. O algoritmo B&B
não linear atingiu o limite máximo de iterações e resolveu 16.420 PNL, encontrou 118 soluções e
construiu uma árvore de 20.000 nós em um tempo computacionaltotal de 6.871,75s.
Pode-se observar que o AHC e o algoritmo B&B sugerem a transferências de cargas e a con-
strução de novos circuitos considerando a redução das perdas de potência ativa de todo o sistema de
distribuição e não somente o dos novos circuitos candidatosa serem adicionados.
Da Tabela 6.5 podemos observar que o custo total do resultadodo AHC é maior comparado com
o resultado do algoritmo B&B. Isto acontece porque os índices de sensibilidade (ver Cap. 4) são
indicadores de caráter local e fortemente dependente dos elementos previamente adicionados pelo
AHC, identificando a melhor estratégia para a configuração corrente.




































































Figura 6.7: Sistema de 136 barras 2SE - Circuitos existentesrotas factíveis propostas
Tabela 6.5: Sistema de 136 barras 2SE - Resumo dos resultados(kUS$)
Soluções Custo de Custo de Custo de Custo
circuitos perdas operação total
AHC Final 5.360 11.732 5.516.783 5.533.875





































































Figura 6.8: Sistema de 136 barras 2SE - Resultado AHC




































































Figura 6.9: Sistema de 136 barras 2SE - Resultado B&B
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Tabela 6.6: Caso Particular - Dados dos sistemas testes
Dados Sistema Sistema Sistema Sistema
33 barras 84 barras 119 barras 136 barras
VBASE (kV) 12,66 11,40 11,00 13,80
VSE (pu) 1,00 1,00 1,00 1,00
ǫ (%) 2 1 1 1
Tabela 6.7: Caso Particular - Resumo dos resultados (kW)
Soluções Sistema Sistema Sistema Sistema
33 barras 84 barras 119 barras 136 barras
AHC antes da FML 146,78 470,39 865,49 280,19
AHC Final 142,60 470,39 865,49 280,19
B&B 139,55 469,88 853,61 280,19
6.1.4 Caso Particular - Minimização das Perdas de Potência Ativa
Para os sistemas teste de distribuição de 33, 84, 119 barras e136 barras - 1 SE, foi realizado um
teste no qual os circuitos já estão construídos nos sistemaso objetivo é encontrar uma topologia
radial com mínimas perdas de potência ativa no sistema. A Tabela 6.6 apresenta os dados da tensão
base, da tensão fixa na subestação e do fator de segurança utilizados para cada sistema teste. Para o
algoritmo B&B, o máximo corte de carga permitido é de 1 kVA e o número máximo de iterações é
de 30.000 nós. O objetivo deste teste é mostrar a flexibilidade o modelo matemático para resolver
outros tipos de problema de otimização como os de operação dos sistemas de distribuição.
Os resultados dos testes são apresentados na Tabela 6.7. Observa-se que para os sistemas de 33, 84
e 119 barras o valor das perdas encontrados pelo AHC são maiores que os encontrados pelo algoritmo
B&B, porém para o sistema de 136 barras - 1 SE a solução do AHC é igual ao algoritmo B&B. Um
resumo dos resultados obtidos pelo algoritmo B&B e pelo AHC são apresentadas nas Tabelas 6.8
Tabela 6.8: Caso Particular - Resumo do algoritmo B&B
Sistema Sistema Sistema Sistema
33 barras 84 barras 119 barras 136 barras
# de Soluções 24 1.659 413 582
# de PNL 305 19.317 15.155 24.219
# de Nós 334 23.728 18.742 30.000
Tempo (s) 19,28 3.029,70 4.006,95 4.473,11






































Figura 6.10: Caso Particular - Sistema de 33 barras - Valor daincumbente versusǫ
e 6.9, respectivamente. Para o sistema de 136 barras - 1 SE, o algoritmo B&B atingiu o número
máximo de iterações.
Tabela 6.9: Caso Particular - Resumo do AHC
Sistema Sistema Sistema Sistema
33 barras 84 barras 119 barras 136 barras
# de Soluções 2 1 1 1
# de PNL 65 167 237 271
Tempo (s) 65,58 668,11 307,83 889,31
Os resultados obtidos pelo algoritmo B&B, para os sistemas de 33, 84 barras e 136 barras - 1
SE, são os mesmos encontrados na literatura especializada utilizando metaheurísticas (Gomes et al.,
2006), (Chiou et al., 2005) e (Carreño et al., 2008). Porém para o sistema de 119 barras o resul-
tado obtido pelo algoritmo B&B é melhor que o apresentado em (Zhang et al., 2007). A vantagem
do algoritmo B&B, em relação as metaheurísticas, é ter um critério de parada definido pelo teste
de sondagem. No caso das metaheurísticas, geralmente é maisco plicado determinar um critério











































Figura 6.11: Caso Particular - Sistema de 84 barras - Valor daincumbente versusǫ
chamadas de fluxos de cargas, PLs ou PNLs, ou um número especificado de iterações em que a
melhor solução não muda. Nenhum dos critérios anteriores garante que a solução encontrada seja
a solução ótima. O algoritmo B&B também apresenta uma convergência rápida depois de fazer a
sondagem de todos os nós da árvore de B&B, garantindo que não existe uma solução melhor que a
incumbente.
Nas Figuras 6.10 e 6.11 são apresentadas a variação da incumbente do algoritmo B&B, assim
como do número de problemas de PNL utilizados, para diferents valores dos fatores de segurança
para os sistemas testes de 33 e 84 barras, respectivamente.
Pode-se observar que o valor da solução final do algoritmo B&Bdepende do fator de segurança.
Com valores menores deǫ, o algoritmo B&B teria uma convergência muito mais rápida, resolvendo
um número reduzido de problemas de PNL e conseqüentemente com um menor esforço computa-
cional, mas com um alto risco de encontrar apenas uma soluçãoótima local, devido à não convexi-
dade do problema. Valores maiores deǫ t riam uma maior oportunidade de encontrar uma excelente
solução, assim como a possibilidade de encontrar outras soluções sub-ótimas, mas com um maior
tempo e esforço computacional.
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Tabela 6.10: Sistema 70 barras - Resumo dos resultados de alocação ótima de capacitores
B&B AHC
Custo total (US$) 151.322,44 151.494,75
Custo de bancos de capacitores (US$) 8.000,00 8.800,00
Custo total de perdas (US$) 143.322,44 142.692,41
Custo de perdas para demanda mínima (US$)3.924,45 4.182,22
Custo de perdas para demanda média (US$)59.247,98 59.242,52
Custo de perdas para demanda máxima (US$)80.150,01 79.267,67
Perdas totais (kW) 1.547,32 1.536,89
Perdas para demanda mínima (kW) 65,41 69,70
Perdas para demanda média (kW) 146,07 146,06
Perdas para demanda máxima (kW) 1.335,83 1.321,13
Tempo de processamento (s) 81.220,66 18,76
6.2 Alocação Ótima de Capacitores
6.2.1 Sistema de Distribuição de 70 barras
O sistema de distribuição de 70 barras (Baran e Wu, 1989), é uma rede de distribuição de 12,66kV,
alimentada por uma subestação de 60MVA, que alimenta 69 barras de carga. A tensão da subestação
foi fixada com um valor de 1pu, o custo de perdas de energia é de 0,06 US$/kWh. Em cada barra
é permitido um número máximo de 3 bancos de capacitores, paraeste sistema os tipos 1, 2 e 3 de
bancos de capacitores são de 200kVAr, 300kVAr e 600kVAr, comustos de 800 US$, 1200 US$ e
2400 US$, respectivamente. O fator de segurança do algoritmo B&B é de 1%, o máximo corte de
carga permitido é de 1 kVA e o número máximo de iterações do algoritmo B&B é de 20.000.
A Tabela 6.10 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B e pelo AHC assim como as perdas de potênciaativ para os diferentes níveis
de demanda. Para obter os níveis de demanda mínimo e máximo, ademanda média foi multiplicada
pelos fatores de 0,5 e 2,35, respectivamente.
O algoritmo B&B não linear atingiu o número máximo de iterações e resolveu 20.000 problemas
de PNL, encontrou 8.122 soluções e construiu uma árvore de 20.000 nós. O AHC resolveu 22 prob-
lemas de PNL. A Tabela 6.11 mostra o número de bancos de capacitores instalados e as respectivas
barras.
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Tabela 6.11: Sistema 70 barras - Alocação de Capacitores
B&B AHC
Barra Tipo de Banco de CapacitoresBarra Tipo de Banco de Capacitores
13 1 13 1
- - 17 1
22 1 22 1
61 1 61 1
62 3 62 3
63 3 63 3
65 1 65 1
6.2.2 Sistema de Distribuição de 202 barras
O sistema de distribuição de 202 barras, é uma rede de distribu ção de 13,8kV, alimentada por uma
subestação de 95MVA, que alimenta 201 barras de carga, (Pereira, 2009). A tensão da subestação foi
fixada com um valor de 1pu, o custo de perdas de energia é de 0.005 US$/kWh. Em cada barra é
permitido instalar até 3 tipos de bancos de capacitores com as seguintes características 2000kVAr,
4000kVAr e 6000kVAr com custos de 2000 US$, 4000 US$ e 6000 US$, respectivamente. O fator
de segurança do algoritmo B&B é de 1%, o máximo corte de carga permitido é de 1 kVA e o número
máximo de iterações do algoritmo B&B é de 20.000. A queda máxia de tensão considerada foi de
10%. O nível de demanda máxima foi obtido multiplicando-se ad manda mínima por 2,5.
A Tabela 6.12 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B e pelo AHC, assim como as perdas de potência ativa para os diferentes níveis de
demanda.
O algoritmo B&B não linear resolveu 341 problemas de PNL, encontrou 103 soluções e construiu
uma árvore de 340 nós. O AHC resolveu 10 problemas PNL. A Tabela 6.13 mostra o número de
bancos de capacitores instalados e suas respectivas barras.
6.2.3 Sistema de Distribuição de 400 barras
O sistema de distribuição de 400 barras, é uma rede de distribu ção de 11,4kV, alimentada por uma
subestação de 4,5MVA, que alimenta 399 barras de carga, (Pereira, 2009). A tensão da subestação
não é fixa e a queda máxima de tensão permitida no sistema é de 5%, o custo de perdas de energia é de
0,005 US$/kWh e o custo de cada banco de capacitores é 1000,00 US$, em cada barra é permitido um
número máximo de 2 bancos de capacitores, para este sistema os tipos de bancos de capacitores são
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Tabela 6.12: Sistema 202 barras - Resumo dos resultados de alocação ótima de capacitores
B&B AHC
Custo total (US$) 57.667,12 58.326,47
Custo de bancos de capacitores (US$) 10.000,00 10.000,00
Custo total de perdas (US$) 47.667,12 48.326,47
Custo de perdas para demanda mínima (US$)14.185,01 14.274,40
Custo de perdas para demanda máxima (US$)33.482,11 34.052,07
Perdas totais (kW) 3.767,89 3.827,53
Perdas para demanda mínima (kW) 419,67 422,32
Perdas para demanda máxima (kW) 3.348,21 3.405,21
Tempo de processamento (s) 204,75 11,38
Tabela 6.13: Sistema 202 barras - Alocação de Capacitores
B&B AHC
Barra Tipo de Banco de CapacitoresBarra Tipo de Banco de Capacitores
58 2 58 1
- - 128 1
132 1 132 1
194 3 194 1
- - 202 1
de 300kVAr e 600kVAr com custos de 1500 US$ e 3000 US$, respectivamente. O fator de segurança
do algoritmo B&B é de 2%, o máximo corte de carga permitido é de1 kVA e o número máximo de
iterações do algoritmo B&B é de 20.000.
A Tabela 6.14 mostra os custos de investimento e de operação encontrados pelo algoritmo B&B
e pelo AHC, assim como as perdas de potência ativa no sistema.
O algoritmo B&B não linear resolveu 1331 problemas de PNL, encontrou 548 soluções e con-
struiu uma árvore de 1330 nós. O AHC resolveu 11 problemas de PNL. A Tabela 6.31 mostra o
número de bancos de capacitores instalados e suas respectivas barras.
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Tabela 6.14: Sistema 400 barras - Resumo dos resultados de alocação ótima de capacitores
B&B AHC
Custo total (US$) 13.585,68 14.356,32
Custo de bancos de capacitores (US$)7.500,00 7.500,00
Custo total de perdas (US$) 6.085,68 6.856,32
Perdas totais (kW) 138,94 156,54
Tempo de processamento (s) 1108,22 8,76
Tabela 6.15: Sistema 400 barras - Alocação de Capacitores
B&B AHC
Barra Tipo de Banco de CapacitoresBarra Tipo de Banco de Capacitores
159 1 350 2
355 2 383 1
398 2 400 2
6.3 Alocação ótima de Reguladores de Tensão
6.3.1 Sistema de Distribuição de 70 barras
As características do sistema são dadas na subseção 6.2.1. Atensão da subestação não é fixa e o
custo de perdas de energia é de 0,06 US$/kWh. Em cada ramo é permitido um número máximo de
1 regulador de tensão, e um número máximo de 2 reguladores de tnsão em todo o sistema. O fator
de segurança do algoritmo B&B é de 1%, o máximo corte de carga permitido é de 1 kVA e o número
máximo de iterações do algoritmo B&B é de 20.000. A máxima queda de tensão permitida é de 10%.
A Tabela 6.16 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B e pelo AHC, assim como as perdas de potência ativa para os diferentes níveis de
demanda.
O algoritmo B&B não linear resolveu 63 PNL, encontrou 2 soluções e construiu uma árvore de 62
nós. O AHC resolveu 139 problemas de PNL. As Tabelas 6.17 e 6.18 mostram os ramos onde foram
instalados os reguladores de tensão e o ajuste de seus respectivos taps para cada nível de demanda.
6.3.2 Sistema de Distribuição de 202 barras
As características do sistema são dadas na subseção 6.2.2. Atensão da subestação não é fixa e o
custo de perdas de energia é de 0,005 US$/kWh. Em cada ramo é permitido um número máximo de
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Tabela 6.16: Sistema 70 barras - Resumo dos resultados de alocação ótima de RTs
B&B AHC
Custo total (US$) 192.475,89 204.558,12
Custo de reguladores de tensão (US$) 20.000,00 20.000,00
Custo total de perdas (US$) 172.475,89 184.558,12
Custo de perdas para demanda mínima (US$)3.017,82 3.131,56
Custo de perdas para demanda média (US$)86.049,65 90.038,55
Custo de perdas para demanda máxima (US$)83.408,43 91.388,01
Perdas totais (kW) 1.652,59 1.797,31
Perdas para demanda mínima (kW) 50,30 52,19
Perdas para demanda média (kW) 212,15 221,99
Perdas para demanda máxima (kW) 1.390,14 1.523,13
Tempo de processamento (s) 504,14 74,84
Tabela 6.17: Sistema 70 barras - alocação de RTs - B&B
Ramos com RT Tap
Demandas
i j mínima média máxima
9 10 1,011 1,023 1,063
57 58 1,018 1,038 1,100
Tabela 6.18: Sistema 70 barras - alocação de RTs - AHC
Ramos com RT Tap
Demandas
i j mínima média máxima
7 8 1,010 1,010 1,054
32 33 1,010 1,010 1,010
1 regulador de tensão, e um número máximo de 3 reguladores de tnsão em todo o sistema. O fator
de segurança do algoritmo B&B é de 1%, o máximo corte de carga permitido é de 1 kVA e o número
máximo de iterações do algoritmo B&B é de 20.000. A queda máxia de tensão permita é de 7%.
A Tabela 6.19 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B e pelo AHC, bem como as perdas de potência ativ para os diferentes níveis de
demanda.
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Tabela 6.19: Sistema 202 barras - Resumo dos resultados com RTs
B&B AHC
Custo total (US$) 85.421,13 85.573,00
Custo de RT (US$) 30.000,00 30.000,00
Custo total de perdas (US$) 55.421,13 55.573,00
Custo de perdas para demanda mínima (US$)18.347,35 18.369,57
Custo de perdas para demanda máxima (US$)37.073,78 37.203,43
Perdas totais (kW) 4.250,20 4.263,82
Perdas para demanda mínima (kW) 542,82 543,48
Perdas para demanda máxima (kW) 3.707,38 3.720,34
Tempo de processamento (s) 480,73 331,67
O algoritmo B&B não linear resolveu 535 PNL, encontrou 152 soluções e construiu uma árvore
de 534 nós. O AHC resolveu 405 problemas de PNL. As Tabelas 6.20 e 6.21 mostram os ramos
onde foram instalados os reguladores de tensão e o ajuste de seus re pectivos taps para cada nível de
demanda.
Tabela 6.20: Sistema 202 barras - alocação de RTs - B&B
Ramos com RT Tap
Demanda
i j mínima máxima
5 6 1,014 1,038
60 61 1,017 1,048
136 137 1,019 1,054
Tabela 6.21: Sistema 202 barras - alocação de RTs - AHC
Ramos com RT Tap
Demanda
i j mínima máxima
3 4 1,009 1,024
60 61 1,018 1,050
136 137 1,020 1,056
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Tabela 6.22: Sistema 400 barras - resumo dos resultados com RTs
B&B AHC
Custo total (US$) 41.864,60 41.871,55
Custo de RT (US$) 40.000,00 40.000,00
Custo total de perdas (US$) 1.864,60 1.871,55
Custo de perdas para demanda mínima (US$)1.447,28 1.453,72
Custo de perdas para demanda máxima (US$)417,32 417,83
Perdas totais (US$) 157,07 157,73
Perdas para demanda mínima (kW) 144,73 145,37
Perdas para demanda máxima (kW) 12,35 12,36
6.3.3 Sistema de Distribuição de 400 barras
As características do sistema são dadas na subseção 6.2.3. Atensão da subestação não é fixa e
a queda máxima de tensão permitida é de 5% e o custo de perdas deenergia é de 0,005 US$/kWh.
Em cada ramo é permitido um número máximo de 1 regulador de tensão, e um número máximo de 3
reguladores de tensão em todo o sistema. O fator de segurançado algoritmo B&B é de 2%, o máximo
corte de carga permitido é de 1 kVA e o número máximo de iteraçõs do algoritmo B&B é de 20.000.
A demanda mínima é igual a 0,3 vezes a demanda máxima.
A Tabela 6.22 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B e pelo AHC, assim como as perdas de potência ativa para os diferentes níveis de
demanda.
O algoritmo B&B não linear resolveu 799 problemas de PNL, encontrou 398 soluções e construiu
uma árvore de 798 nós. O AHC resolveu 801 problemas de PNL. As Tabelas 6.23 e 6.24 mostram os
ramos onde foram instalados os reguladores de tensão e o ajuste de eus respectivos taps.
Tabela 6.23: Sistema 400 barras - alocação de RTs - B&B
Ramos com RT Tap
Demanda
i j mínima máxima
58 59 1,007 1,024
Observa-se que o problema de alocação ótima de bancos de capacitores encontra menores perdas
que o problema de alocação ótima de reguladores de tensão para s mesmos sistemas testados. O
número de bancos de capacitores instalados no sistema é maior que o número de reguladores de
tensão, isto se deve ao fato de que o custo de instalação dos bancos de capacitores é menor que o
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Tabela 6.24: Sistema 400 barras - alocação de RTs - AHC
Ramos com RT Tap
Demanda
i j mínima máxima
131 132 1,011 1,038
custo de reguladores de tensão e ao fato que na prática o número de reguladores de tensão que podem
ser instalados em cada alimentador é limitado devido a problemas na operação destes equipamentos.
Em relação aos bancos de capacitores, não há restrições operaci nais quanto ao número de bancos de
capacitores que podem ser instalados no sistema, mas estes dvem ser instalados de forma que não
causem problemas de sobretensão em horários de demanda mínima. Sendo assim, com a instalação
de um número maior de equipamentos que melhoram o nível de tensão do sistema, menores serão as
perdas de potência ativa no sistema.
6.4 Planejamento Integrado
Nesta seção são apresentados os testes realizados com os sistem de 54 barras e o sistema de 136
barras e 2 subestaões adaptados considerando o modelo de PISD completo. Também é apresentado
um teste utilizando o sistema de 136 barras e 2 subestaões utilizado no teste com transferência de
cargas.
6.4.1 Sistema de Distribuição de 54 barras Adaptado
O sistema de 54 barras apresentado na seção 6.1.2 foi modificado para o teste de planejamento
integrado. Os dados mostrados nesta seção, não são encontrados na literatura, pois foram adaptados
para resolver o problema de PISD. São considerados neste sistema adaptado três tipos de demanda,
mínima, média e máxima, para se obter os tipos de demanda mínima e máxima a demanda média foi
multiplicada por 0,5 e 3, respectivamante. A demanda média éigual a apresentada pelo sistema da
seção 6.1.2. Os testes mostrados nesta seção foram realizados utilizando o algoritmo B&B não linear.
Este é um sistema de distribuição de 13,5kV, que pode fornecer um total de 4,306 MVA, para
alimentar 50 barras de carga. Este teste tem como objetivo o planejamento da rede de distribuição
considerando quatro subestações, sendo duas subestações exist nt s com eventuais possibilidades
de expansão e duas subestações candidatas à construção. Também são considerados 17 circuitos
existentes e 44 rotas factíveis para a construção de novos circuitos. Foram utilizados dois tipos de
condutores tipo 1 e tipo 2 com capacidade máxima de 20A e 45A, respectivamente. Para este teste,
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i (kVA) Si (kVA) Construção (US$) Operação (US$/kVAh
2)
101 668 668 100.000 0,00008
102 668 526 80.000 0,00010
103 888 200.000 0,00013
104 888 240.000 0,00015
foi considerado uma queda máxima de tensão de 7%, o fator de potência médio é igual a 0,9, o custo
das perdas de energia é de 0,05 US$/kWh, o fator de perdas é igual a 0,35, a taxa de juros é de 0,1,
e a capacidade e os custos de cada subestação é dada na Tabela 6.25. O período de planejamento
se estende a 20 anos. A Figura 6.5 mostra os possíveis circuitos que podem ser construídos. Para
este sistema o fator de segurança é igual a 0,1%, o máximo corte de carga permitido é de 1 kVA e
o número máximo de iterações do algoritmo B&B é de 30.000. Os dados deste sistema 54 barras
adaptado não são reais, foram adaptados para este teste.
Teste 1 - Considerando construção/recondutoramento de ciruitos e construção/repotenciação
de subestações
No teste 1 são mostrados os resultados do sistema de 54 barrasadaptado ao problema de de
PISD considerando apenas construção/recondutoramento decircuitos e construção/repotenciação de
subestações.
A tabela 6.26 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B não linear. Para o teste 1 o algoritmo B& não linear resolveu 3309 problemas
de PNL, encontrou 17 soluções e construiu uma árvore de 3524 nós.
A figura 6.12 mostra o sistema construído pelo algoritmo B&B não linear, na figura o circuito
desenhado com uma linha mais grossa representa o circuito que foi recondutorado. No resultado
final encontrado para o teste 1, o circuiton101−1 foi recondutorado, as subestações S3 e S4 foram
construídas e não houve a necessidade de repotenciar nenhuma subestações já existente.
Teste 2 - Considerando construção/recondutoramento de ciruitos, construção/repotenciação
de subestações e alocação de bancos de capacitores
No teste 2 são mostrados os resultados do sistema de 54 barrasadaptado ao problema de PISD
considerando construção/recondutoramento de circuitos,construção/repotenciação de subestações e















































Figura 6.12: Sistema de 54 barras - Resultado Teste 1 PISD
A tabela 6.27 mostra os custos de investimento e de operação por nível de demanda encontrados
pelo algoritmo B&B não linear. Pode-se observar na tabela 6.26 e na tabela 6.27que o custo total do
Tabela 6.26: Sistema 54 barras adaptado - Resumo dos resultados circuitos e subestações
B&B
Custo total (US$) 1.330.214,58
Custo de circuitos (US$) 213.170,00
Custo de subestações (US$) 440.000,00
Custo total de perdas (US$) 91.806,87
Custo de perdas para demanda mínima (US$) 1.391,13
Custo de perdas para demanda média (US$) 37.954,21
Custo de perdas para demanda máxima (US$)52.461,53
Perdas totais (kW) 39,91
Perdas para demanda mínima (kW) 0,93
Perdas para demanda média (kW) 3,77
Perdas para demanda máxima (kW) 35,21
Custo de operação da subestação (US$) 585.237,71
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Tabela 6.27: Sistema 54 barras adaptado - Resumo dos resultados circuitos e subestações
B&B
Custo total (US$) 1.298.279,13
Custo de circuitos (US$) 219.890,00
Custo de subestações (US$) 440.000,00
Custo de bancos de capacitores (US$) 15.000,00
Custo total de perdas (US$) 87.531,00
Custo de perdas para demanda mínima (US$) 1.614,56
Custo de perdas para demanda média (US$) 36.036,99
Custo de perdas para demanda máxima (US$)49.879,45
Perdas totais (kW) 38,14
Perdas para demanda mínima (kW) 1,08
Perdas para demanda média (kW) 3,58
Perdas para demanda máxima (kW) 33,48
Custo de operação da subestação (US$) 535.858,12
teste 2 é menor que o custo total do teste 1. Apesar do custo de cnstrução de circuitos do teste 2
ser maior que do teste 1 e de no teste 2 os custos totais estaremacr scidos dos custos dos bancos de
capacitores, os custos de perdas ativas no sistema e de operação das subestações no teste 2 é menor do
que no teste 1. Assim os custos de operação menores do teste 2 compensam seus custos de circuitos
e de bancos de capacitores.
Para o teste 2 o algoritmo B&B não linear resolveu 41.198 problemas de PNL, encontrou 37
soluções e construiu uma árvore de 44.700 nós. Pode observaraqui que o número de problemas de
PNL resolvidos é menor que o número de nós da árvore de B&B, isso se deve ao critério de sondagem
referente a restrição de radialidade.
A figura 6.13 mostra o sistema construído pelo algoritmo B&B não linear, na figura o circuito
desenhado com uma linha mais grossa representa o circuito que foi recondutorado. No resultado
final encontrado para o teste 2, o circuiton101−1 foi recondutorado, as subestações S3 e S4 foram
construídas e não houve a necessidade de repotenciar nenhuma subestações já existente. Três bancos
















































Figura 6.13: Sistema de 54 barras - Resultado Teste 2 PISD
Teste 3 - Considerando construção/recondutoramento de ciruitos, construção/repotenciação
de subestações, alocação de bancos de capacitores e alocação de reguladores de tensão
No teste 3 são mostrados os resultados do sistema de 54 barrasadaptado ao problema de PISD
considerando construção/recondutoramento de circuitos,construção/repotenciação de subestações,
alocação de bancos de capacitores e alocação de reguladoresde t nsão. Neste teste os resultados
encontrados são iguais ao apresentados no teste 2 pois não é necessária a alocação de reguladores de
tensão no sistema. O teste 3 exemplifica bem o objetivo do trabalho de analisar de forma conjunta
as necessidades do sistema evitando que um número inadequado de equipamentos sejam instalados.
Neste caso em particular existe apenas a necessidade da instal ção de bancos de capacitores no sis-
tema.
6.4.2 Sistema de Distribuição de 136 barras Adaptado
O sistema de 136 barras apresentado na seção 6.1.3 foi modificado para o teste de planejamento
integrado. Os dados mostrados nesta seção, não são encontrados na literatura, pois foram adaptados
para resolver o problema de PISD. São considerados neste sistema adaptado três tipos de demanda,
mínima, média e máxima, para se obter os tipos de demanda mínima e máxima a demanda média foi
multiplicada por 0,5 e 2,5, respectivamante. A demanda média é igual a apresentada pelo sistema da
6.4 Planejamento Integrado 87
seção 6.1.2. Os testes mostrados nesta seção foram realizados utilizando o algoritmo B&B não linear.
Este é um sistema de distribuição de 13,8kV, alimentado por duas subestações, 201 e 202, com
37,5MVA e 25MVA, respectivamente. As duas subestações alimentam um total de 134 barras de
carga. Um aumento da carga alimentada pela subestação 202 é previsto. No entanto, no cenário atual,
a subestação 202 está operando com sua capacidade máxima, e não tem recursos físicos para aumentar
sua capacidade. Nesse caso, é necessário planejar uma transferência de cargas de uma subestação para
outra, para isso, novos circuitos devem ser construídos, e circuitos existentes devem ser removidos
(na realidade, abertos) para respeitar a restrição de radialid e. O sistema de 136 barras com os
circuitos candidatos e mostrado na Figura 6.7. Para resolver est problema, é necessário considerar
a rede alimentada pela subestação 202 como uma rede a ser construída. No entanto não há nenhum
custo de construção de circuitos já existentes (o custo é igual a zero). Foram considerados também
neste teste a instalação de bancos de capacitores e reguladores de tensão.
A máxima queda de tensão admissível é de7% e a sobretensão máxima é de3%, o fator de
potência médio é igual a 0,92, o custo das perdas de energia é de 0,1 US$/Wh, o fator de perda é igual
a 0,35, a taxa de juros é de 0,1, o custo de operação das subestação é de 0,0001 US$/kVAh2. O fator
de segurança é igual a 0,1%, o máximo corte de carga permitidoé de 1 kVA. O número máximo de
iteração foi fixado em 28.000.
O teste 2 o algoritmo B&B não linear resolveu 27931 problemas de PNL, encontrou 393 soluções
Tabela 6.28: Sistema 54 barras adaptado - Resumo dos resultados circuitos e subestações
B&B
Custo total (US$) 1.050.005,30
Custo de circuitos (US$) 24.000,00
Custo de subestações (US$) 24.000,00
Custo de reguladores de tensão (US$) 40.000,00
Custo total de perdas (US$) 179.763,01
Custo de perdas para demanda mínima (US$) 3.500,90
Custo de perdas para demanda média (US$) 86.436,74
Custo de perdas para demanda máxima (US$)89.825,38
Perdas totais (kW) 3.561,12
Perdas para demanda mínima (kW) 117,49
Perdas para demanda média (kW) 429,11
Perdas para demanda máxima (kW) 3.014,52
Custo de operação da subestação (US$) 782.242,29
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e a árvore de B&B atingiu o número máximo de iterações. Novamente pode-se obrvar aqui que o
número de problemas de PNL resolvidos é menor que o número de nós da árvore de B&B, isso se
deve ao critério de sondagem referente a restrição de radialidade.
A tabela 6.29 mostra o ramo onde o regulador de tensão foi instalado e o valor de ajuste dos taps
para cada nível de demanda. Foram instalados um total de 4 bancos de capacitores de 1200 kVAr
(cada banco) em todo o sistema localizados nas barras 20, 43,89 e 104.
Tabela 6.29: Sistema 136 barras adaptado - alocação de RTs
Ramos com RT Tap
Demanda
i j mínima média máxima
14 43 0.980 1.016 1.052
Um total de 16 barras passaram a ser alimentadas pela subestação da barra 201 e somando uma
carga total transferida de 18,07MVA. Para fazer a transferência de cargas o algoritmo B&B con-










n+106−107=1. Este teste tem como objetivo mostrar um problema de PISD onde vemos que mesmo
o custo dos bancos de capacitores sendo menor que o custo do regulador de tensão, quando há uma
necessidade real do uso do regulador de tensão no sistema, o modelo do problema de PISD é capaz de
detectar esta necessidade da mesma forma que é capaz de escolh r o número adequado de reguladores
de tensão.
6.4.3 Sistema de Distribuição de 136 barras
As características do sistema são dadas na subseção 6.1.3. Ofator de segurança do algoritmo
B&B é de 0,1%, o máximo corte de carga permitido é de 1 kVA e o número máximo de iterações do
algoritmo B&B é de 20.000. A máxima queda de tensão admissível é d 7% e a sobre tensão máxima
é de5%. Os tipos de bancos de capacitores são de 300kVAr e 600kVAr. Para comparar os resultados
obtidos neste teste com o teste da subseção 6.1.3 foi considerado apenas um nível de demanda. A
Tabela 6.30 mostra os custos de investimento e de operação encontrados pelo algoritmo B&B e pelo
AHC.
O algoritmo B&B não linear resolveu 18.659 PNL, encontrou 61 soluções e o número de nós
da árvore de B&B atingiu o limite máximo de iterações. O AHC resolveu 467 problemas de PNL,
realizou 2 ramificações e encontrou 3 soluções.
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Tabela 6.30: Sistema 136 barras - resumo dos resultados modelo completo
B&B AHC
Custo total (US$) 5.264.512,32 5.387.360,89
Custo de construção de circuitos (US$) 4.800,00 3.720,00
Custo de bancos de capacitores (US$) 4.800,00 4.800,00
Custo total de perdas (US$) 11.330,99 8.749,90
Perdas totais (kW) 434,09 335,21
Custo de operação das subestações (US$)5.243.581,33 5.370.090,99
Tabela 6.31: Sistema 136 barras - alocação ótima de bancos decapacitores
B&B AHC
Barra Tipo de Banco de CapacitoresBarra Tipo de Banco de Capacitores
- - 29 1
40 2 57 1
76 2 91 2
Observa-se que com a instalação dos bancos de capacitores, ocusto de investimento e de operação
total, encontrados por ambas as metodologias, foram menores que os custos apresentados na subseção
6.1.3. Neste teste nem o algoritmo B&B nem o AHC instalaram reguladores de tensão no sistema.










































Neste trabalho foi apresentado um modelo matemático para resolver o problema de planejamento
integrado de sistemas de distribuição de energia elétrica que tem como objetivo realizar o planeja-
mento da construção ou repotenciação de subestações, construção ou recondutoramento de circuitos
considerando diferentes tipos de condutores, alocação ótima de bancos de capacitores e reguladores
de tensão para diferentes níveis de demanda, em um único problema, possibilitando tanto o planeja-
mento de cada elemento separadamente quanto o planejamentoconjunto do grupo de elementos, se
necessário. Foram utilizados um algoritmo heurístico construtivo e um algoritmobranch-and-bound
especializados para resolver o problema de planejamento integrado de sistemas de distribuição de
energia elétrica.
O algoritmo heurístico construtivo apresenta algumas vantagens como robustez e a capacidade de
encontrar rapidamente uma propostas de investimento factível e de boa qualidade, porém quando se
trata de sistemas de grande porte a solução obtida pode ter menor qualidade que a desejada. Com
o intuito de aumentar a qualidade da solução do algoritmo heurístico construtivo, foram feitas duas
propostas que podem aperfeiçoar a solução deste algoritmo,(1) criar uma ramificação durante o
processo iterativo do algoritmo heurístico construtivo com o objetivo de evitar casos de infactibilidade
da operação do sistema de distribuição, (2) realizar uma fase de melhoria local, que tem como objetivo
analisar se a primeira solução encontrada pelo algoritmo heurístico construtivo pode ser modificada
para que uma melhor solução seja encontrada.
Os resultados obtidos pelo algoritmo heurístico construtivo mostram o potencial da metodologia
para encontrar um plano de expansão para redes de distribuição, já que a topologia final obtida pelo
algoritmo heurístico construtivo em alguns testes foram idênticos aqueles apresentados na literatura.
Os resultados também mostram a capacidade do método na resolução de problemas considerando a
construção de novas subestações, a transferência de cargasp a outra subestação ou alimentador, e
ainda a alocação de bancos de capacitores e reguladores de tensão.
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Um algoritmobranch-and-boundnão linear também foi implementado para resolver o prob-
lema de planejamento dos sistemas de distribuição de energia létrica. Para este algoritmo foram
redefinidos os chamados testes de sondagem de acordo com as características de não convexidade do
problema de planejamento, bem como com as características de operação do sistema. Foi utilizada a
regralast in, first outcomo critério de escolha das variáveis de separação do problema. Os resulta-
dos obtidos pelo algoritmobranch-and-boundpara alguns sistemas apresentados encontra a mesma
topologia final obtida nos trabalhos encontrados na literatura e que utilizam metaheurísticas, porém
em um dos testes o algoritmobranch-and-boundencontrou um custo de operação total menor que
o apresentado na literatura. Uma vantagem do algoritmobranch-and-boundem comparação com as
metaheurísticas é que nestas últimas é mais complicado definir um critério de parada que garanta que
a solução encontrada seja a solução ótima.
Para o problema de transferência de cargas para outra subestação ou alimentador, o algoritmo
branch-and-boundencontrou uma solução melhor que a encontrada pelo algoritmo heurístico con-
strutivo. A vantagem do algoritmobranch-and-bound, em relação ao algoritmo heurístico construtivo
é que o primeiro tem maiores chances de encontrar soluções ótimas. Em geral o algoritmobranch-
and-boundencontrou melhores soluções que o algoritmo heurístico construtivo, considerando tam-
bém os problemas de alocação ótima de bancos de capacitores,alocação ótima de reguladores de
tensão e o para o problema de PISD.
Um problema de programação não-linear, no qual os custos de operação do sistema e construção
de circuitos e subestações e de instalação de bancos de capacitores e reguladores de tensão são mini-
mizados, sujeitos a restrições de balanço de potência, magnitude da tensão entre limites, a capacidade
dos circuitos, subestações, capacitores e reguladores de tnsão são respeitados e também a configu-
ração radial da rede, foi resolvido a cada iteração do algoritm heurístico construtivo e do algoritmo
branch-and-bound.
A vantagem de se utilizar técnicas de programação não-linear dentro das metodologias para re-
solver o problema de planejamento dos sistemas de distribuição de energia elétrica é a possibilidade
da inclusão da função objetivo e restrições com características não lineares, tais como, a minimização
das perdas de potência ativa no sistema e do custo de operaçãodo sistema, e restrições de balanço
de potência do sistema, limite máximo de fluxo de potência aparente nos ramos, limite máximo de
potência aparente fornecido pela subestação entre outras.
Com o objetivo de simplificar e acelerar a implementação do modelo do problema de PISD,
optou-se por escolher o programa de modelagem matemática AMPL (A Modeling Language for
Mathematical Programming). A principal vantagem dessa escolha se deve ao fato que o usuário
concentra a maior parte do seu trabalho na formulação do problema e na definição da entrada de dados.
A linguagem de programação do AMPL é muito próxima daquela que é tilizada para descrever um
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problema de forma matemática. Dependendo da formulação do problema, diferentes solvers podem
ser empregados. O problema de programação não-linear foi resolvido usando um software comercial
KNITRO e o algoritmo heurístico construtivo e o algoritmobranch-and-boundforam escritos em
AMPL.
7.1 Trabalhos Futuros
Para uma extensão do modelo de PISD apresentado neste trabalho podem ser considerados os
seguintes tópicos:
• Desenvolver uma técnica de otimização para resolver o problema de planejamento integrado e
multi-estágio da expansão de sistemas de distribuição de energia elétrica.
• Modelar o problema de planejamento da expansão de sistemasde di tribuição considerando
restrições de segurança e desenvolver uma técnica de otimização para esse modelo.
• Modelar e resolver o problema de reconfiguração do sistema ddistribuição baseado no modelo
e nas metodologias apresentadas neste trabalho.
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Apêndice A
Dados dos Sistemas de Distribuição Testadas






kVA kVA kVA kVA
1 0,0 10000,0 13 320,0 –
2 0,0 – 14 320,0 –
3 640,0 – 15 320,0 –
4 320,0 – 16 320,0 –
5 320,0 – 17 320,0 –
6 320,0 – 18 320,0 –
7 320,0 – 19 320,0 –
8 320,0 – 20 320,0 –
9 320,0 – 21 320,0 –
10 320,0 – 22 320,0 –
11 320,0 – 23 320,0 –
12 320,0 –
Dados de Condutores
Tipo Capacidade Resistência Reatância Custo
A Ω/km Ω/km US$/km
1 230 0,6045 0,429 10000
4 340 0,3017 0,402 40000
107
108 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito
Barra Barra Comprimento Barra Barra Comprimento Barra Barra Comprimento
De Para km De Para km De Para km
1 10 0,20209 6 14 0,81772 13 15 0,62291
2 8 0,07560 6 16 1,17520 14 17 0,44821
3 8 2,70790 7 8 0,68661 14 23 0,48604
3 9 1,82020 8 9 2,05670 15 18 0,57114
3 16 4,22370 10 14 0,42971 15 21 0,60687
4 5 0,94020 10 19 0,59489 16 20 0,50185
4 6 1,50170 10 20 0,69728 16 22 0,94829
4 8 2,30530 11 13 0,50527 17 18 0,44113
4 9 3,44790 11 21 0,63941 19 20 0,73027
5 14 1,01620 11 22 0,69245 19 21 0,55500
5 23 0,64091 12 15 0,98085 19 22 0,58266
6 7 0,81807 12 23 0,67855
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A.2 Sistema de distribuição de 33 barras
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
0 0,0 0,0 5000 17 90,0 40,0 –
1 100,0 60,0 – 18 90,0 40,0 –
2 90,0 40,0 – 19 90,0 40,0 –
3 120,0 80,0 – 20 90,0 40,0 –
4 60,0 30,0 – 21 90,0 40,0 –
5 60,0 20,0 – 22 90,0 50,0 –
6 200,0 100,0 – 23 420,0 200,0 –
7 200,0 100,0 – 24 420,0 200,0 –
8 60,0 20,0 – 25 60,0 25,0 –
9 60,0 20,0 – 26 60,0 25,0 –
10 45,0 30,0 – 27 60,0 20,0 –
11 60,0 35,0 – 28 120,0 70,0 –
12 60,0 35,0 – 29 200,0 600,0 –
13 120,0 80,0 – 30 150,0 70,0 –
14 60,0 10,0 – 31 210,0 100,0 –
15 60,0 20,0 – 32 60,0 40,0 –
16 60,0 20,0 –
110 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
0 1 0,0922 0,0470 19 20 0,4095 0,4784
1 2 0,4930 0,2511 20 21 0,7089 0,9373
2 3 0,3660 0,1864 2 22 0,4512 0,3083
3 4 0,3811 0,1941 22 23 0,8980 0,7091
4 5 0,8190 0,7070 23 24 0,8960 0,7011
5 6 0,1872 0,6188 5 25 0,2030 0,1034
6 7 0,7114 0,2351 25 26 0,2842 0,1447
7 8 1,0300 0,7400 26 27 1,0590 0,9337
8 9 1,0440 0,7400 27 28 0,8042 0,7006
9 10 0,1966 0,0650 28 29 0,5075 0,2585
10 11 0,3744 0,1238 29 30 0,9744 0,9630
11 12 1,4680 1,1550 30 31 0,3105 0,3619
12 13 0,5416 0,7129 31 32 0,3410 0,5302
13 14 0,5910 0,5260 7 20 2,0000 2,0000
14 15 0,7463 0,5450 8 14 2,0000 2,0000
15 16 1,2890 1,7210 11 21 2,0000 2,0000
16 17 0,7320 0,5740 17 32 0,5000 0,5000
1 18 0,1640 0,1565 24 28 0,5000 0,5000
18 19 1,5042 1,3554
A.3 Sistema de distribuição de 54 barras 111




S cf Barra SD S
0
S cf
kVA kVA kVA US $ kVA kVA kVA US $
101 0,0000 167 167 100000 24 5,0090 – – –
102 0,0000 167 133 80000 25 8,9900 – – –
103 0,0000 – 222 200000 26 11,9867 – – –
104 0,0000 – 222 240000 27 15,0270 – – –
1 42,0405 – – – 28 6,9778 – – –
2 15,0270 – – – 29 13,9989 – – –
3 6,9778 – – – 30 26,0292 – – –
4 11,0023 – – – 31 6,9778 – – –
5 26,0292 – – – 32 16,9956 – – –
6 6,9778 – – – 33 29,0259 – – –
7 10,0180 – – – 34 11,9867 – – –
8 19,0079 – – – 35 8,9900 – – –
9 11,9867 – – – 36 2,9967 – – –
10 29,0259 – – – 37 21,0202 – – –
11 2,9967 – – – 38 11,0023 – – –
12 18,0236 – – – 39 10,0180 – – –
13 11,0023 – – – 40 13,9989 – – –
14 10,0180 – – – 41 8,9900 – – –
15 13,9989 – – – 42 11,9867 – – –
16 19,0079 – – – 43 13,0146 – – –
17 6,9778 – – – 44 13,9989 – – –
18 11,9867 – – – 45 8,0056 – – –
19 13,9989 – – – 46 18,0236 – – –
20 8,0056 – – – 47 10,0180 – – –
21 18,0236 – – – 48 8,0056 – – –
22 11,0023 – – – 49 5,0090 – – –
23 10,0180 – – – 50 8,0056 – – –
Dados de Condutores
Tipo Capacidade Resistência Reatância Custo
A Ω/km Ω/km US$/km
1 90 6,660673 4,593557 4000
2 110 5,322794 4,494030 7000
112 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito
Barra Barra Comprimento Barra Barra Comprimento Barra Barra Comprimento
De Para km De Para km De Para km
1 101 0,281 21 104 0,250 39 38 0,343
3 101 0,218 22 104 0,375 32 39 0,406
4 3 0,312 22 9 0,468 33 39 0,281
7 4 0,250 23 22 0,343 8 33 0,468
5 4 0,312 24 23 0,281 34 33 0,187
8 7 0,312 25 24 0,218 35 34 0,218
6 5 0,250 8 25 0,281 36 35 0,218
9 1 0,343 27 8 0,375 36 103 0,250
2 1 0,312 26 27 0,343 28 103 0,312
10 9 0,718 28 27 0,312 41 103 0,312
14 102 0,375 28 6 0,500 40 41 0,375
15 14 0,375 30 104 0,281 16 40 0,250
16 15 0,281 29 30 0,312 42 41 0,375
11 102 0,281 43 30 0,406 48 42 0,250
12 11 0,312 37 43 0,250 49 48 0,375
13 12 0,437 31 37 0,187 50 49 0,218
20 19 0,312 10 31 0,312 47 42 0,312
19 18 0,250 43 13 0,375 46 47 0,312
18 17 0,406 45 12 0,250 14 46 0,343
17 9 0,430 44 45 0,218
21 18 0,312 38 44 0,312
A.4 Sistema de distribuição de 70 barras 113
A.4 Sistema de distribuição de 70 barras
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
1 0,00 0,00 60000 36 6,00 4,00 –
2 0,00 0,00 – 37 26,00 18,55 –
3 0,00 0,00 – 38 26,00 18,55 –
4 0,00 0,00 – 39 0,00 0,00 –
5 0,00 0,00 – 40 24,00 17,00 –
6 0,00 0,00 – 41 24,00 17,00 –
7 2,60 2,20 – 42 1,20 1,00 –
8 40,40 30,00 – 43 0,00 0,00 –
9 75,00 54,00 – 44 6,00 4,30 –
10 30,00 22,00 – 45 0,00 0,00 –
11 28,00 19,00 – 46 39,22 26,30 –
12 145,00 104,00 – 47 39,22 26,30 –
13 145,00 104,00 – 48 0,00 0,00 –
14 8,00 5,50 – 49 79,00 56,40 –
15 8,00 5,50 – 50 384,70 274,50 –
16 0,00 0,00 – 51 384,70 274,50 –
17 45,50 30,00 – 52 40,50 28,30 –
18 60,00 35,00 – 53 3,60 2,70 –
19 60,00 35,00 – 54 4,35 3,50 –
20 0,00 0,00 – 55 26,40 19,00 –
21 1,00 0,60 – 56 24,00 17,20 –
22 114,00 81,00 – 57 0,00 0,00 –
23 5,30 3,50 – 58 0,00 0,00 –
24 0,00 0,00 – 59 0,00 0,00 –
25 28,00 20,00 – 60 100,00 72,00 –
26 0,00 0,00 – 61 0,00 0,00 –
27 14,00 10,00 – 62 1244,00 888,00 –
28 14,00 10,00 – 63 32,00 23,00 –
29 26,00 18,60 – 64 0,00 0,00 –
30 26,00 18,60 – 65 227,00 162,00 –
31 0,00 0,00 – 66 59,00 42,00 –
32 0,00 0,00 – 67 18,00 13,00 –
33 0,00 0,00 – 68 18,00 13,00 –
34 14,00 10,00 – 69 28,00 20,00 –
35 19,50 14,00 – 70 28,00 20,00 –
114 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaReatância
De Para Ω Ω De Para Ω Ω
1 2 0,0005000 0,0012000 30 31 0,3978000 0,1315000
2 3 0,0005000 0,0012000 31 32 0,0702000 0,0232000
3 4 0,0000001 0,0000001 32 33 0,3510000 0,1160000
3 29 0,0044000 0,0108000 33 34 0,8390000 0,2816000
4 5 0,0015000 0,0036000 34 35 1,7080000 0,5646000
4 37 0,0044000 0,0108000 35 36 1,4740000 0,4873000
5 6 0,0251000 0,0294000 37 38 0,0640000 0,1565000
5 48 0,0034000 0,0084000 38 39 0,1053000 0,1230000
6 7 0,3660000 0,1864000 39 40 0,0304000 0,0355000
7 8 0,3811000 0,1941000 40 41 0,0018000 0,0021000
8 9 0,0922000 0,0470000 41 42 0,7283000 0,8509000
9 10 0,0493000 0,0251000 42 43 0,3100000 0,3623000
9 52 0,0928000 0,0473000 43 44 0,0410000 0,0478000
10 11 0,8190000 0,2707000 44 45 0,0092000 0,0116000
10 54 0,1740000 0,0886000 45 46 0,1089000 0,1373000
11 12 0,1872000 0,0619000 46 47 0,0009000 0,0012000
12 13 0,7114000 0,2351000 48 49 0,0851000 0,2083000
12 67 0,2012000 0,0611000 49 50 0,2898000 0,7091000
13 14 1,0300000 0,3400000 50 51 0,0822000 0,2011000
13 69 0,7394000 0,2444000 52 53 0,3319000 0,1114000
14 15 1,0440000 0,3450000 54 55 0,2030000 0,1034000
15 16 1,0580000 0,3496000 55 56 0,2842000 0,1447000
16 17 0,1966000 0,0650000 56 57 0,2813000 0,1433000
17 18 0,3744000 0,1238000 57 58 1,5900000 0,5337000
18 19 0,0047000 0,0016000 58 59 0,7837000 0,2630000
19 20 0,3276000 0,1083000 59 60 0,3042000 0,1006000
20 21 0,2106000 0,0696000 60 61 0,3861000 0,1172000
21 22 0,3416000 0,1129000 61 62 0,5075000 0,2585000
22 23 0,0140000 0,0046000 62 63 0,0974000 0,0496000
23 24 0,1591000 0,0526000 63 64 0,1450000 0,0738000
24 25 0,3463000 0,1145000 64 65 0,7105000 0,3619000
25 26 0,7488000 0,2475000 65 66 1,0410000 0,5302000
26 27 0,3089000 0,1021000 67 68 0,0047000 0,0014000
27 28 0,1732000 0,0572000 69 70 0,0047000 0,0016000
29 30 0,0640000 0,1565000
A.5 Sistema de distribuição de 84 barras 115
A.5 Sistema de distribuição de 84 barras
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA kW kVAr kVA
0 0 0 50000 28 1800 1300 – 56 0 0 –
1 0 0 – 29 200 120 – 57 30 20 –
2 100 50 – 30 0 0 – 58 600 420 –
3 300 200 – 31 1800 1600 – 59 0 0 –
4 350 250 – 32 200 150 – 60 20 10 –
5 220 100 – 33 200 100 – 61 20 10 –
6 1100 800 – 34 800 600 – 62 200 130 –
7 400 320 – 35 100 60 – 63 300 240 –
8 300 200 – 36 100 60 – 64 300 200 –
9 300 230 – 37 20 10 – 65 0 0 –
10 300 260 – 38 20 10 – 66 50 30 –
11 0 0 – 39 20 10 – 67 0 0 –
12 1200 800 – 40 20 10 – 68 400 360 –
13 800 600 – 41 200 160 – 69 0 0 –
14 700 500 – 42 50 30 – 70 0 0 –
15 0 0 – 43 0 0 – 71 2000 1500 –
16 300 150 – 44 30 20 – 72 200 150 –
17 500 350 – 45 800 700 – 73 0 0 –
18 700 400 – 46 200 150 – 74 0 0 –
19 1200 1000 – 47 0 0 – 75 1200 950 –
20 300 300 – 48 0 0 – 76 300 180 –
21 400 350 – 49 0 0 – 77 0 0 –
22 50 20 – 50 200 160 – 78 400 360 –
23 50 20 – 51 800 600 – 79 2000 1300 –
24 50 10 – 52 500 300 – 80 200 140 –
25 50 30 – 53 500 350 – 81 500 360 –
26 100 60 – 54 500 300 – 82 100 30 –
27 100 70 – 55 200 80 – 83 400 360 –
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
0 1 0,1944 0,6624 48 49 0,0655 0,1345
1 2 0,2096 0,4304 49 50 0,0393 0,0807
2 3 0,2358 0,4842 50 51 0,0786 0,1614
3 4 0,0917 0,1883 51 52 0,0393 0,0807
116 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
4 5 0,2096 0,4304 52 53 0,0786 0,1614
5 6 0,0393 0,0807 53 54 0,0524 0,1076
6 7 0,0405 0,1380 54 55 0,1310 0,2690
7 8 0,1048 0,2152 0 56 0,2268 0,7728
7 9 0,2358 0,4842 56 57 0,5371 1,1029
7 10 0,1048 0,2152 57 58 0,0524 0,1076
0 11 0,0786 0,1614 58 59 0,0405 0,1380
11 12 0,3406 0,6944 59 60 0,0393 0,0807
12 13 0,0262 0,0538 60 61 0,0262 0,0538
12 14 0,0786 0,1614 61 62 0,1048 0,2152
0 15 0,1134 0,3864 62 63 0,2358 0,4842
15 16 0,0524 0,1076 63 64 0,0243 0,0828
16 17 0,0524 0,1076 0 65 0,0486 0,1656
17 18 0,1572 0,3228 65 66 0,1703 0,3497
18 19 0,0393 0,0807 66 67 0,1215 0,4140
19 20 0,1703 0,3497 67 68 0,2187 0,7452
20 21 0,2358 0,4842 68 69 0,0486 0,1656
21 22 0,1572 0,3228 69 70 0,0729 0,2484
21 23 0,1965 0,4035 70 71 0,0567 0,1932
23 24 0,1310 0,2690 71 72 0,0262 0,0528
0 25 0,0567 0,1932 0 73 0,3240 1,1040
25 26 0,1048 0,2152 73 74 0,0324 0,1104
26 27 0,2489 0,5111 74 75 0,0567 0,1932
27 28 0,0486 0,1656 75 76 0,0486 0,1656
28 29 0,1310 0,2690 0 77 0,2511 0,8556
0 30 0,1965 0,3960 77 78 0,1296 0,4416
30 31 0,1310 0,2690 78 79 0,0486 0,1656
31 32 0,1310 0,2690 79 80 0,1310 0,2640
32 33 0,0262 0,0538 80 81 0,1310 0,2640
33 34 0,1703 0,3497 81 82 0,0917 0,1883
34 35 0,0524 0,1076 82 83 0,3144 0,6456
35 36 0,4978 1,0222 5 55 0,1310 0,2690
36 37 0,0393 0,0807 7 60 0,1310 0,2690
37 38 0,0393 0,0807 11 43 0,1310 0,2690
38 39 0,0786 0,1614 12 72 0,3406 0,6994
39 40 0,2096 0,4304 13 76 0,4585 0,9415
38 41 0,1965 0,4035 14 18 0,5371 1,0824
41 42 0,2096 0,4304 16 26 0,0917 0,1883
0 43 0,0486 0,1656 20 83 0,0786 0,1614
43 44 0,0393 0,0807 28 32 0,0524 0,1076
44 45 0,1310 0,2690 29 39 0,0786 0,1614
45 46 0,2358 0,4842 34 46 0,0262 0,0538
0 47 0,2430 0,8280 40 42 0,1965 0,4035
47 48 0,0655 0,1345 53 64 0,0393 0,0807
A.6 Sistema de distribuição de 119 barras 117
A.6 Sistema de distribuição de 119 barras
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
0 0,0 0,0 40000 60 80,551 49,156 –
1 0,0 0,0 – 61 95,86 90,758 –
2 133,84 101,14 – 62 62,92 47,7 –
3 16,214 11,292 – 63 478,8 463,74 –
4 34,315 21,845 – 64 120,94 52,006 –
5 73,016 63,602 – 65 139,11 100,34 –
6 144,2 68,604 – 66 391,78 193,5 –
7 104,47 61,725 – 67 27,741 26,713 –
8 28,547 11,503 – 68 52,814 25,257 –
9 87,56 51,073 – 69 66,89 38,713 –
10 198,2 106,77 – 70 467,5 395,14 –
11 146,8 75,995 – 71 594,85 239,74 –
12 26,04 18,687 – 72 132,5 84,363 –
13 52,1 23,22 – 73 52,699 22,482 –
14 141,9 117,5 – 74 869,79 614,775 –
15 21,87 28,79 – 75 31,349 29,817 –
16 33,37 26,45 – 76 192,39 122,43 –
17 32,43 25,23 – 77 65,75 45,37 –
18 20,234 11,906 – 78 238,15 223,22 –
19 156,94 78,523 – 79 294,55 162,47 –
20 546,29 351,4 – 80 485,57 437,92 –
21 180,31 164,2 – 81 243,53 183,03 –
22 93,167 54,594 – 82 243,53 183,03 –
23 85,18 39,65 – 83 134,25 119,29 –
24 168,1 95,178 – 84 22,71 27,96 –
25 125,11 150,22 – 85 49,513 26,515 –
26 16,03 24,62 – 86 383,78 257,16 –
27 26,03 24,62 – 87 49,64 20,6 –
28 594,56 522,62 – 88 22,473 11,806 –
29 120,62 59,117 – 89 62,93 42,96 –
30 102,38 99,554 – 90 30,67 34,93 –
31 513,4 318,5 – 91 62,53 66,79 –
32 475,25 456,14 – 92 114,57 81,748 –
33 151,43 136,79 – 93 81,292 66,526 –
34 205,38 83,302 – 94 31,733 15,96 –
35 131,6 93,082 – 95 33,32 60,48 –
118 Dados dos Sistemas de Distribuição Testadas
Dados de Barra (continuação)
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
36 448,4 369,79 – 96 531,28 224,85 –
37 440,52 321,64 – 97 507,03 367,42 –
38 112,54 55,134 – 98 26,39 11,7 –
39 53,963 38,998 – 99 45,99 30,392 –
40 393,05 342,6 – 100 100,66 47,572 –
41 326,74 278,56 – 101 456,48 350,3 –
42 536,26 240,24 – 102 522,56 449,29 –
43 76,247 66,562 – 103 408,43 168,46 –
44 53,52 39,76 – 104 141,48 134,25 –
45 40,328 31,964 – 105 104,43 66,024 –
46 39,653 20,758 – 106 96,793 83,647 –
47 66,195 42,361 – 107 493,92 419,34 –
48 73,904 51,653 – 108 225,38 135,88 –
49 114,77 57,965 – 109 509,21 387,21 –
50 918,37 1205,1 – 110 188,5 173,46 –
51 210,3 146,66 – 111 918,03 898,55 –
52 66,68 56,608 – 112 305,08 215,37 –
53 42,207 40,184 – 113 54,38 40,97 –
54 433,74 283,41 – 114 211,14 192,9 –
55 62,1 26,86 – 115 67,009 53,336 –
56 92,46 88,38 – 116 162,07 90,321 –
57 85,188 55,436 – 117 48,785 29,156 –
58 345,3 332,4 – 118 33,9 18,98 –
59 22,5 16,83 –
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
0 1 0,0000 0,00010 67 68 0,5040 0,33030
1 2 0,0360 0,01296 68 69 0,4060 0,14610
2 3 0,0330 0,01188 69 70 0,9620 0,76100
2 4 0,0450 0,01620 70 71 0,1650 0,06000
4 5 0,0150 0,05400 71 72 0,3030 0,10920
5 6 0,0150 0,05400 72 73 0,3030 0,10920
6 7 0,0150 0,01250 73 74 0,2060 0,14400
7 8 0,0180 0,01400 74 75 0,2330 0,08400
8 9 0,0210 0,06300 75 76 0,5910 0,17730
2 10 0,1660 0,13440 76 77 0,1260 0,04530
10 11 0,1120 0,07890 64 78 0,5590 0,36870
A.6 Sistema de distribuição de 119 barras 119
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
11 12 0,1870 0,31300 78 79 0,1860 0,12270
12 13 0,1420 0,15120 79 80 0,1860 0,12270
13 14 0,1800 0,11800 80 81 0,2600 0,13900
14 15 0,1500 0,04500 81 82 0,1540 0,14800
15 16 0,1600 0,18000 82 83 0,2300 0,12800
16 17 0,1570 0,17100 83 84 0,2520 0,10600
11 18 0,2180 0,28500 84 85 0,1800 0,14800
18 19 0,1180 0,18500 79 86 0,1600 0,18200
19 20 0,1600 0,19600 86 87 0,2000 0,23000
20 21 0,1200 0,18900 87 88 0,1600 0,39300
21 22 0,1200 0,07890 65 89 0,6690 0,24120
22 23 1,4100 0,72300 89 90 0,2660 0,12270
23 24 0,2930 0,13480 90 91 0,2660 0,12270
24 25 0,1330 0,10400 91 92 0,2660 0,12270
25 26 0,1780 0,13400 92 93 0,2660 0,12270
26 27 0,1780 0,13400 93 94 0,2330 0,11500
4 28 0,0150 0,02960 94 95 0,4960 0,13800
28 29 0,0120 0,02760 91 96 0,1960 0,18000
29 30 0,1200 0,27660 96 97 0,1960 0,18000
30 31 0,2100 0,24300 97 98 0,1866 0,12200
31 32 0,1200 0,05400 98 99 0,0746 0,31800
32 33 0,1780 0,23400 1 100 0,0625 0,02650
33 34 0,1780 0,23400 100 101 0,1501 0,23400
34 35 0,1540 0,16200 101 102 0,1347 0,08880
30 36 0,1870 0,26100 102 103 0,2307 0,12030
36 37 0,1330 0,09900 103 104 0,4470 0,16080
29 38 0,3300 0,19400 104 105 0,1632 0,05880
38 39 0,3100 0,19400 105 106 0,3300 0,09900
39 40 0,1300 0,19400 106 107 0,1560 0,05610
40 41 0,2800 0,15000 107 108 0,3819 0,13740
41 42 1,1800 0,85000 108 109 0,1626 0,05850
42 43 0,4200 0,24360 109 110 0,3819 0,13740
43 44 0,2700 0,09720 110 111 0,2445 0,08790
44 45 0,3390 0,12210 110 112 0,2088 0,07530
45 46 0,2700 0,17790 112 113 0,2301 0,08280
35 47 0,2100 0,13830 100 114 0,6102 0,21960
47 48 0,1200 0,07890 114 115 0,1866 0,12700
48 49 0,1500 0,09870 115 116 0,3732 0,24600
49 50 0,1500 0,09870 116 117 0,4050 0,36700
120 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
50 51 0,2400 0,15810 117 118 0,4890 0,43800
51 52 0,1200 0,07890 46 27 0,5258 0,29250
52 53 0,4050 0,14580 17 27 0,5258 0,29160
52 54 0,4050 0,14580 8 24 0,4272 0,15390
29 55 0,3910 0,14100 54 43 0,4800 0,17280
55 56 0,4060 0,14610 62 54 0,3600 0,12960
56 57 0,4060 0,14610 37 62 0,5700 0,57200
57 58 0,7060 0,54610 9 40 0,5300 0,33480
58 59 0,3380 0,12180 58 96 0,3957 0,14250
59 60 0,3380 0,12180 73 91 0,6800 0,64800
60 61 0,2070 0,07470 88 75 0,4062 0,14640
61 62 0,2470 0,89220 99 77 0,4626 0,16740
1 63 0,0280 0,04180 108 83 0,6510 0,23400
63 64 0,1170 0,20160 105 86 0,8125 0,29250
64 65 0,2550 0,09180 110 118 0,7089 0,25530
65 66 0,2100 0,07590 25 35 0,5000 0,50000
66 67 0,3830 0,13800
A.7 Sistema de distribuição de 136 barras - 1 SE 121
A.7 Sistema de distribuição de 136 barras - 1 SE
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
0 0,0 0,0 30000 68 176,408 70,184 –
1 0,0 0,0 – 69 83,015 33,028 –
2 47,780 19,009 – 70 217,917 86,698 –
3 42,551 16,929 – 71 23,294 9,267 –
4 87,022 34,622 – 72 5,075 2,019 –
5 311,310 123,855 – 73 72,638 28,899 –
6 148,869 59,228 – 74 405,990 161,523 –
7 238,672 94,956 – 75 0,0 0,0 –
8 62,299 24,786 – 76 100,182 42,468 –
9 124,598 49,571 – 77 142,523 60,417 –
10 140,175 55,768 – 78 96,042 40,713 –
11 116,813 46,474 – 79 300,454 127,366 –
12 249,203 99,145 – 80 141,238 59,873 –
13 291,447 115,952 – 81 279,847 118,631 –
14 303,720 120,835 – 82 87,312 37,013 –
15 215,396 85,695 – 83 243,849 103,371 –
16 198,586 79,007 – 84 247,750 105,025 –
17 0,0 0,0 – 85 0,0 0,0 –
18 0,0 0,0 – 86 89,878 38,101 –
19 0,0 0,0 – 87 1137,280 482,108 –
20 30,127 14,729 – 88 458,339 194,296 –
21 230,972 112,920 – 89 385,197 163,290 –
22 60,256 29,458 – 90 0,0 0,0 –
23 230,972 112,920 – 91 79,608 33,747 –
24 120,507 58,915 – 92 87,312 37,013 –
25 0,0 0,0 – 93 0,0 0,0 –
26 56,981 27,857 – 94 74,001 31,370 –
27 364,665 178,281 – 95 232,050 98,369 –
28 0,0 0,0 – 96 141,819 60,119 –
29 124,647 60,939 – 97 0,0 0,0 –
30 56,981 27,857 – 98 76,449 32,408 –
31 0,0 0,0 – 99 0,0 0,0 –
32 85,473 41,787 – 100 51,322 21,756 –
33 0,0 0,0 – 101 59,874 25,381 –
34 396,735 193,960 – 102 9,065 3,843 –
35 0,0 0,0 – 103 2,092 0,887 –
122 Dados dos Sistemas de Distribuição Testadas
Dados de Barra (continuação)
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
36 181,152 88,563 – 104 16,735 7,094 –
37 242,172 118,395 – 105 1506,522 638,634 –
38 75,316 36,821 – 106 313,023 132,694 –
39 0,0 0,0 – 107 79,831 33,842 –
40 1,254 0,531 – 108 51,322 21,756 –
41 6,274 2,660 – 109 0,0 0,0 –
42 0,0 0,0 – 110 202,435 85,815 –
43 117,880 49,971 – 111 60,823 25,784 –
44 62,668 26,566 – 112 45,618 19,338 –
45 172,285 73,034 – 113 0,0 0,0 –
46 458,556 194,388 – 114 157,070 66,584 –
47 262,962 111,473 – 115 0,0 0,0 –
48 235,761 99,942 – 116 250,148 106,041 –
49 0,0 0,0 – 117 0,0 0,0 –
50 109,215 46,298 – 118 69,809 29,593 –
51 0,0 0,0 – 119 32,072 13,596 –
52 72,809 30,865 – 120 61,084 25,894 –
53 258,473 109,570 – 121 0,0 0,0 –
54 69,169 29,322 – 122 94,622 46,260 –
55 21,843 9,260 – 123 49,858 24,375 –
56 0,0 0,0 – 124 123,164 60,214 –
57 20,527 8,702 – 125 78,350 38,304 –
58 150,548 63,819 – 126 145,475 71,121 –
59 220,687 93,552 – 127 21,369 10,447 –
60 92,384 39,163 – 128 74,789 36,564 –
61 0,0 0,0 – 129 227,926 111,431 –
62 226,693 96,098 – 130 35,614 17,411 –
63 0,0 0,0 – 131 249,295 121,877 –
64 294,016 116,974 – 132 316,722 154,842 –
65 83,015 33,028 – 133 333,817 163,199 –
66 83,015 33,028 – 134 249,295 121,877 –
67 103,770 41,285 – 135 0,0 0,0 –
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
0 1 0,33205 0,76653 78 79 0,04690 0,10827
1 2 0,00188 0,00433 79 80 0,61950 0,61857
2 3 0,22324 0,51535 80 81 0,34049 0,33998
A.7 Sistema de distribuição de 136 barras - 1 SE 123
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
3 4 0,09943 0,22953 81 82 0,56862 0,29911
4 5 0,15571 0,35945 81 83 0,10877 0,10860
5 6 0,16321 0,37677 83 84 0,56862 0,29911
6 7 0,11444 0,26417 0 85 0,01126 0,02598
6 8 0,05675 0,05666 85 86 0,41835 0,96575
8 9 0,52124 0,27418 86 87 0,10499 0,13641
8 10 0,10877 0,10860 86 88 0,43898 1,01338
10 11 0,39803 0,20937 88 89 0,07520 0,02579
10 12 0,91744 0,31469 89 90 0,07692 0,17756
10 13 0,11823 0,11805 90 91 0,33205 0,76653
13 14 0,50228 0,26421 91 92 0,08442 0,19488
13 15 0,05675 0,05666 92 93 0,13320 0,30748
15 16 0,29379 0,15454 93 94 0,29320 0,29276
0 17 0,33205 0,76653 94 95 0,21753 0,21721
17 18 0,00188 0,00433 95 96 0,26482 0,26443
18 19 0,22324 0,51535 93 97 0,10318 0,23819
19 20 0,10881 0,25118 97 98 0,13507 0,31181
20 21 0,71078 0,37388 0 99 0,00938 0,02165
20 22 0,18197 0,42008 99 100 0,16884 0,38976
22 23 0,30326 0,15952 100 101 0,11819 0,27283
22 24 0,02439 0,05630 101 102 2,28608 0,78414
24 25 0,04502 0,10394 101 103 0,45587 1,05236
25 26 0,01876 0,04331 103 104 0,69600 1,60669
26 27 0,11823 0,11805 104 105 0,45774 1,05669
27 28 0,02365 0,02361 105 106 0,20298 0,26373
28 29 0,18954 0,09970 106 107 0,21348 0,27737
29 30 0,39803 0,20937 107 108 0,54967 0,28914
28 31 0,05675 0,05666 108 109 0,54019 0,28415
31 32 0,09477 0,04985 107 110 0,04550 0,05911
32 33 0,41699 0,21934 110 111 0,47385 0,24926
33 34 0,11372 0,05982 111 112 0,86241 0,45364
31 35 0,07566 0,07555 112 113 0,56862 0,29911
35 36 0,36960 0,19442 108 114 0,77711 0,40878
36 37 0,26536 0,13958 114 115 1,08038 0,56830
35 38 0,05675 0,05666 109 116 1,09933 0,57827
0 39 0,33205 0,76653 116 117 0,47385 0,24926
39 40 0,11819 0,27283 104 118 0,32267 0,74488
40 41 2,96288 1,01628 118 119 0,14633 0,33779
40 42 0,00188 0,00433 119 120 0,12382 0,28583
42 43 0,06941 0,16024 0 121 0,01126 0,02598
43 44 0,81502 0,42872 121 122 0,64910 1,49842
124 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
43 45 0,06378 0,14724 122 123 0,04502 0,10394
45 46 0,13132 0,30315 123 124 0,52640 0,18056
46 47 0,06191 0,14291 123 125 0,02064 0,04764
47 48 0,11444 0,26417 125 126 0,53071 0,27917
48 49 0,28374 0,28331 125 127 0,09755 0,22520
49 50 0,28374 0,28331 127 128 0,11819 0,27283
48 51 0,04502 0,10394 127 129 0,13882 0,32047
51 52 0,02626 0,06063 129 130 0,04315 0,09961
52 53 0,06003 0,13858 130 131 0,09192 0,21220
53 54 0,03002 0,06929 131 132 0,16134 0,37244
54 55 0,02064 0,04764 132 133 0,37832 0,37775
52 56 0,10881 0,25118 133 134 0,39724 0,39664
56 57 0,25588 0,13460 134 135 0,29320 0,29276
57 58 0,41699 0,21934 7 73 0,13132 0,30315
58 59 0,50228 0,26421 9 24 0,26536 0,13958
59 60 0,33170 0,17448 15 83 0,14187 0,14166
60 61 0,20849 0,10967 38 135 0,08512 0,08499
47 62 0,13882 0,32047 25 51 0,04502 0,10394
0 63 0,00750 0,01732 50 96 0,14187 0,14166
63 64 0,27014 0,62362 55 98 0,14187 0,14166
64 65 0,38270 0,88346 62 120 0,03940 0,09094
65 66 0,33018 0,76220 66 79 0,12944 0,29882
66 67 0,32830 0,75787 79 131 0,01688 0,03898
67 68 0,17072 0,39409 84 135 0,33170 0,17448
68 69 0,55914 0,29412 91 104 0,14187 0,14166
68 70 0,05816 0,13425 90 129 0,07692 0,17756
70 71 0,70130 0,36890 90 103 0,07692 0,17756
71 72 1,02352 0,53839 92 104 0,07692 0,17756
70 73 0,06754 0,15591 92 132 0,07692 0,17756
73 74 1,32352 0,45397 96 120 0,26482 0,26443
0 75 0,01126 0,02598 110 47 0,49696 0,64567
75 76 0,72976 1,68464 126 76 0,17059 0,08973
76 77 0,22512 0,51968 128 77 0,05253 0,12126
77 78 0,20824 0,48071 135 98 0,29320 0,29276
A.8 Sistema de distribuição de 136 barras - 2 SE 125






kVA kVA kVA kVA
201 0,0000 15000 69 189,8585 –
202 0,0000 10000 70 89,3439 –
2 0,0000 – 71 234,5328 –
3 51,4225 – 72 25,0696 –
4 45,7949 – 73 5,4618 –
5 93,6563 – 74 78,1756 –
6 335,0450 – 75 436,9400 –
7 160,2193 – 76 0,0000 –
8 256,8657 – 77 108,8097 –
9 67,0485 – 78 154,7971 –
10 134,0893 – 79 104,3149 –
11 150,8472 – 80 326,3331 –
12 125,7155 – 81 153,4063 –
13 268,1983 – 82 303,9557 –
14 313,5349 – 83 94,8332 –
15 326,8763 – 84 264,8550 –
16 231,8113 – 85 269,0935 –
17 213,7290 – 86 0,0000 –
18 0,0000 – 87 97,6203 –
19 0,0000 – 88 1235,2656 –
20 0,0000 – 89 497,8233 –
21 33,5347 – 90 418,3810 –
22 257,0954 – 91 0,0000 –
23 67,0717 – 92 86,4655 –
24 257,0954 – 93 94,8332 –
25 134,1403 – 94 0,0000 –
26 0,0000 – 95 80,3755 –
27 63,4259 – 96 252,0390 –
28 405,9162 – 97 154,0363 –
29 0,0000 – 98 0,0000 –
30 138,7486 – 99 83,0344 –
31 63,4259 – 100 0,0000 –
32 0,0000 – 101 55,7429 –
33 95,1408 – 102 65,0314 –
34 0,0000 – 103 9,8459 –
35 441,6142 – 104 2,2722 –
126 Dados dos Sistemas de Distribuição Testadas





kVA kVA kVA kVA
36 0,0000 – 105 18,1764 –
37 201,6400 – 106 1636,2733 –
38 269,5598 – 107 339,9825 –
39 83,8348 – 108 86,7079 –
40 0,0000 – 109 55,7429 –
41 1,3617 – 110 0,0000 –
42 6,8145 – 111 219,8776 –
43 0,0000 – 112 66,0976 –
44 128,0343 – 113 49,5475 –
45 67,6823 – 114 0,0000 –
46 187,1304 – 115 170,6001 –
47 498,0609 – 116 0,0000 –
48 285,6107 – 117 271,6974 –
49 256,0687 – 118 0,0000 –
50 0,0000 – 119 74,5133 –
51 118,6276 – 120 34,8348 –
52 0,0000 – 121 66,3457 –
53 79,0809 – 122 0,0000 –
54 280,7353 – 123 105,3247 –
55 75,1274 – 124 55,4973 –
56 23,7247 – 125 137,0916 –
57 0,0000 – 126 87,2119 –
58 22,2953 – 127 161,9340 –
59 163,5180 – 128 23,7860 –
60 239,6999 – 129 83,2485 –
61 100,3421 – 130 253,7099 –
62 0,0000 – 131 39,6421 –
63 246,2177 – 132 277,4891 –
64 0,0000 – 133 352,5435 –
65 316,4328 – 134 371,5777 –
66 89,3439 – 135 277,4891 –
67 89,3439 – 136 0,0000 –
68 111,6810 –
Dados de Condutores
Tipo Resistência Reatância Custo
Ω/km Ω/km US$/km
1 0.80680 0.70376 0.00
2 0.80680 0.70376 4000.00
A.8 Sistema de distribuição de 136 barras - 2 SE 127
Dados de Circuito
Barra Barra Comprimento Tipon0 Barra Barra Comprimento Tipon0
De Para km De Para km
201 2 0.7044 1 1 76 77 1.5480 1 0
2 3 0.0040 1 1 77 78 0.4775 1 0
3 4 0.4737 1 1 78 79 0.4417 1 0
4 5 0.2109 1 1 79 80 0.0995 1 0
5 6 0.3303 1 1 80 81 0.8159 1 0
6 7 0.3462 1 1 81 82 0.4484 1 0
7 8 0.2428 1 1 82 83 0.5839 1 0
7 9 0.0747 1 1 82 84 0.1432 1 0
9 10 0.5352 1 1 84 85 0.5839 1 0
9 11 0.1432 1 1 202 86 0.0239 1 0
11 12 0.4087 1 1 86 87 0.8874 1 0
11 13 0.8390 1 1 87 88 0.1577 1 0
11 14 0.1557 1 1 87 89 0.9312 1 0
14 15 0.5158 1 1 89 90 0.0688 1 0
14 16 0.0747 1 1 90 91 0.1632 1 0
16 17 0.3017 1 1 91 92 0.7044 1 0
201 18 0.7044 1 1 92 93 0.1791 1 0
18 19 0.0040 1 1 93 94 0.2825 1 0
19 20 0.4736 1 1 94 95 0.3861 1 0
20 21 0.2308 1 1 95 96 0.2865 1 0
21 22 0.7299 1 1 96 97 0.3488 1 0
21 23 0.3860 1 1 94 98 0.2189 1 0
23 24 0.3114 1 1 98 99 0.2865 1 0
23 25 0.0517 1 1 202 100 0.0199 1 0
25 26 0.0955 1 1 100 101 0.3582 1 0
26 27 0.0398 1 1 101 102 0.2507 1 0
27 28 0.1522 1 1 102 103 2.0906 1 0
28 29 0.0311 1 1 102 104 0.9670 1 0
29 30 0.1946 1 1 104 105 1.4764 1 0
30 31 0.4087 1 1 105 106 0.9710 1 0
29 32 0.0747 1 1 106 107 0.3048 1 0
32 33 0.0973 1 1 107 108 0.3206 1 0
33 34 0.4282 1 1 108 109 0.5644 1 0
34 35 0.1168 1 1 109 110 0.5547 1 0
32 36 0.0996 1 1 108 111 0.0683 1 0
36 37 0.3795 1 1 111 112 0.4866 1 0
37 38 0.2725 1 1 112 113 0.8856 1 0
36 39 0.0747 1 1 113 114 0.5839 1 0
201 40 0.7044 1 1 109 115 0.7980 1 0
128 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito (continuação)
Barra Barra Comprimento Tipon0 Barra Barra Comprimento Tipon0
De Para km De Para km
40 41 0.2507 1 1 115 116 1.1094 1 0
41 42 2.7095 1 1 110 117 1.1056 1 0
41 43 0.0040 1 1 117 118 0.4866 1 0
43 44 0.1472 1 1 105 119 0.6845 1 0
44 45 0.8369 1 1 119 120 0.3104 1 0
44 46 0.1353 1 1 120 121 0.2627 1 0
46 47 0.2786 1 1 202 122 0.0239 1 0
47 48 0.1313 1 1 122 123 1.3769 1 0
48 49 0.2428 1 1 123 124 0.0955 1 0
49 50 0.3737 1 1 124 125 0.4814 1 0
50 51 0.3736 1 1 124 126 0.0438 1 0
49 52 0.0955 1 1 126 127 0.5450 1 0
52 53 0.0557 1 1 126 128 0.2069 1 0
53 54 0.1273 1 1 128 129 0.2507 1 0
54 55 0.0637 1 1 128 130 0.2945 1 0
55 56 0.0438 1 1 130 131 0.0915 1 0
53 57 0.2308 1 1 131 132 0.1950 1 0
57 58 0.2628 1 1 132 133 0.3422 1 0
58 59 0.4282 1 1 133 134 0.4982 1 0
59 60 0.5158 1 1 134 135 0.5231 1 0
60 61 0.3406 1 1 135 136 0.3861 1 0
61 62 0.2141 1 1 12 75 0.1800 2 0
48 63 0.2945 1 1 16 75 0.1400 2 0
202 64 0.0159 1 0 16 85 0.1800 2 0
64 65 0.5730 1 0 17 85 0.1900 2 0
65 66 0.8118 1 0 31 136 0.1500 2 0
66 67 0.7004 1 0 39 136 0.1100 2 0
67 68 0.6964 1 0 38 99 0.1100 2 0
68 69 0.3621 1 0 56 99 0.1400 2 0
69 70 0.5742 1 0 62 99 0.1500 2 0
69 71 0.1234 1 0 62 97 0.2000 2 0
71 72 0.7201 1 0 51 97 0.3000 2 0
72 73 1.0510 1 0 45 114 0.2000 2 0
71 74 0.1433 1 0 45 118 0.3000 2 0
74 75 1.2103 1 0 63 108 0.1000 2 0
202 76 0.0239 1 0
A.9 Sistema de distribuição de 202 barras 129
A.9 Sistema de distribuição de 202 barras
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
1 0,00 0,00 95000 105 127,50 79,01 –
3 38,25 23,70 – 106 95,63 59,25 –
4 0,00 0,00 – 107 106,25 65,84 –
5 63,75 39,50 – 108 127,50 79,01 –
6 0,00 0,00 – 109 95,63 59,25 –
8 38,25 23,70 – 111 127,50 79,01 –
9 95,20 58,99 – 112 127,50 79,01 –
10 63,75 39,50 – 113 0,00 0,00 –
12 510,00 316,02 – 115 318,75 197,51 –
13 0,00 0,00 – 116 350,63 217,26 –
16 63,75 39,50 – 117 446,25 276,52 –
17 127,50 79,01 – 118 63,75 39,50 –
18 63,75 39,50 – 119 127,50 79,01 –
19 63,75 39,50 – 120 63,75 39,50 –
20 255,00 158,01 – 121 382,50 237,02 –
21 0,00 0,00 – 122 0,00 0,00 –
22 0,00 0,00 – 125 446,25 276,52 –
24 510,00 316,02 – 126 331,50 205,41 –
25 382,50 237,02 – 127 233,75 144,84 –
27 191,25 118,51 – 128 573,75 355,52 –
29 51,00 31,60 – 129 276,25 171,18 –
30 95,63 59,25 – 130 255,00 158,01 –
31 95,63 59,25 – 131 393,13 243,60 –
32 0,00 0,00 – 132 510,00 316,02 –
33 350,63 217,26 – 134 0,00 0,00 –
34 350,63 217,26 – 136 0,00 0,00 –
35 0,00 0,00 – 137 0,00 0,00 –
37 63,75 39,50 – 138 0,00 0,00 –
39 95,63 59,25 – 140 63,75 39,50 –
40 0,00 0,00 – 142 38,25 23,70 –
41 255,00 158,01 – 143 38,25 23,70 –
42 0,00 0,00 – 144 63,75 39,50 –
43 191,25 118,51 – 146 63,75 39,50 –
44 95,63 59,25 – 147 0,00 0,00 –
45 0,00 0,00 – 149 95,63 59,25 –
47 63,75 39,50 – 151 63,75 39,50 –
130 Dados dos Sistemas de Distribuição Testadas
Dados de Barra (continuação)
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA
49 605,63 375,27 – 152 0,00 0,00 –
50 573,75 355,52 – 154 63,75 39,50 –
51 191,25 118,51 – 155 212,50 131,68 –
52 255,00 158,01 – 156 63,75 39,50 –
53 765,00 474,03 – 157 63,75 39,50 –
54 255,00 158,01 – 158 0,00 0,00 –
55 0,00 0,00 – 159 63,75 39,50 –
56 0,00 0,00 – 160 38,25 23,70 –
58 637,50 395,02 – 161 63,75 39,50 –
60 25,50 15,80 – 162 0,00 0,00 –
61 0,00 0,00 – 165 95,63 59,25 –
63 0,00 0,00 – 167 446,25 276,52 –
65 95,63 59,25 – 168 191,25 118,51 –
67 38,25 23,70 – 169 318,75 197,51 –
69 102,00 63,20 – 170 605,63 375,27 –
70 0,00 0,00 – 172 127,50 79,01 –
71 89,25 55,30 – 173 63,75 39,50 –
73 0,00 0,00 – 174 191,25 118,51 –
74 38,25 23,70 – 175 0,00 0,00 –
75 0,00 0,00 – 177 208,25 129,04 –
77 510,00 316,02 – 178 191,25 118,51 –
78 595,00 368,69 – 179 127,50 79,01 –
79 0,00 0,00 – 180 127,50 79,01 –
81 382,50 237,02 – 183 255,00 158,01 –
82 0,00 0,00 – 184 127,50 79,01 –
83 350,63 217,26 – 185 850,00 526,70 –
85 38,25 23,70 – 186 127,50 79,01 –
86 255,00 158,01 – 187 510,00 316,02 –
87 446,25 276,52 – 188 0,00 0,00 –
88 382,50 237,02 – 191 191,25 118,51 –
90 0,00 0,00 – 192 448,38 277,83 –
92 95,63 59,25 – 193 255,00 158,01 –
94 408,00 252,80 – 194 510,00 316,02 –
95 95,63 59,25 – 195 382,50 237,02 –
96 191,25 118,51 – 196 255,00 158,01 –
97 63,75 39,50 – 197 191,25 118,51 –
98 382,50 237,02 – 198 446,25 276,52 –
99 0,00 0,00 – 199 133,88 82,96 –
101 63,75 39,50 – 200 95,63 59,25 –
102 0,00 0,00 – 201 382,50 237,02 –
104 63,75 39,50 – 202 1030,20 638,36 –
A.9 Sistema de distribuição de 202 barras 131
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
1 3 0,01883 0,04232 105 106 0,00565 0,01269
3 4 0,06591 0,14812 102 107 0,00659 0,01481
4 5 0,03766 0,08464 107 108 0,01036 0,02328
5 6 0,01883 0,04232 106 109 0,01129 0,02539
6 8 0,01883 0,04232 109 111 0,00753 0,01693
8 9 0,01695 0,03809 111 112 0,00753 0,01693
9 10 0,01883 0,04232 112 113 0,00753 0,01693
10 12 0,05935 0,04654 113 115 0,00565 0,01269
10 13 0,01883 0,04232 115 116 0,00753 0,01693
10 16 0,04671 0,02445 116 117 0,00946 0,02116
16 17 0,09341 0,04890 113 118 0,05199 0,01773
17 18 0,07473 0,03912 113 119 0,00753 0,01693
17 19 0,18682 0,09780 119 120 0,00753 0,01693
19 20 0,07473 0,03912 120 121 0,00659 0,01481
13 21 0,03766 0,08464 121 122 0,00565 0,01269
21 22 0,04143 0,09310 122 125 0,01506 0,03385
22 24 0,00659 0,01481 122 126 0,06539 0,03003
24 25 0,00659 0,01481 125 127 0,00946 0,02116
25 27 0,02448 0,05502 127 128 0,00946 0,02116
25 29 0,06539 0,03423 127 129 0,01506 0,03386
29 30 0,04671 0,02445 129 130 0,01318 0,02962
30 31 0,04671 0,02445 130 131 0,01318 0,02962
31 32 0,04671 0,02445 131 132 0,01695 0,03809
32 33 0,05942 0,02026 1 134 0,06967 0,15658
32 34 0,08912 0,03039 134 136 0,01506 0,03386
29 35 0,09341 0,04890 136 137 0,06026 0,13542
35 37 0,03736 0,01956 137 138 0,00942 0,02116
35 39 0,03736 0,01956 137 140 0,02071 0,04655
27 40 0,00942 0,02116 140 142 0,00942 0,02116
40 41 0,03714 0,01266 142 143 0,00565 0,01269
40 42 0,00942 0,02116 140 144 0,02802 0,01467
42 43 0,00942 0,02116 137 146 0,07473 0,03912
43 44 0,00942 0,02116 146 147 0,05605 0,02934
42 45 0,05942 0,02026 147 149 0,03736 0,01956
45 47 0,03714 0,01266 146 151 0,04671 0,02445
45 49 0,03714 0,01266 143 152 0,00565 0,01269
44 50 0,01412 0,03174 152 154 0,00565 0,01269
50 51 0,01318 0,02962 154 155 0,00565 0,01269
51 52 0,01129 0,02539 155 156 0,00565 0,01269
132 Dados dos Sistemas de Distribuição Testadas
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
52 53 0,01129 0,02539 152 157 0,03736 0,01956
53 54 0,01129 0,02539 156 158 0,00565 0,01269
54 55 0,01129 0,02539 158 159 0,02802 0,01467
55 56 0,07427 0,02532 159 160 0,04671 0,02445
56 58 0,10397 0,03545 158 161 0,00942 0,02116
1 60 0,01597 0,04095 161 162 0,01129 0,02539
60 61 0,09901 0,25389 162 165 0,01883 0,04232
61 63 0,04152 0,10647 165 167 0,00565 0,01269
63 65 0,01916 0,04914 167 168 0,00565 0,01269
65 67 0,01597 0,04095 168 169 0,00753 0,01693
67 69 0,13369 0,04559 165 170 0,06539 0,03423
63 70 0,01883 0,04232 169 172 0,07122 0,05585
70 71 0,11141 0,03799 169 173 0,00942 0,02116
70 73 0,13369 0,04559 173 174 0,00942 0,02116
73 74 0,08169 0,02786 174 175 0,00942 0,02116
70 75 0,02071 0,04655 175 177 0,07473 0,03912
75 77 0,16339 0,05572 175 178 0,00377 0,00846
75 78 0,01129 0,02539 178 179 0,00377 0,00846
78 79 0,00753 0,01693 179 180 0,00565 0,01269
79 81 0,00942 0,02116 180 183 0,04671 0,02445
81 82 0,01129 0,02539 180 184 0,06072 0,03179
79 83 0,12626 0,04305 180 185 0,00565 0,01269
82 85 0,01318 0,02962 185 186 0,00565 0,01269
82 86 0,00471 0,01058 186 187 0,00565 0,01269
86 87 0,00565 0,01269 187 188 0,00565 0,01269
87 88 0,00942 0,02116 188 191 0,03858 0,03025
79 90 0,17825 0,06078 188 192 0,05045 0,03956
90 92 0,11141 0,03799 188 193 0,02259 0,05078
90 94 0,05605 0,02792 193 194 0,06539 0,03423
94 95 0,02802 0,01396 193 195 0,04671 0,02445
95 96 0,02802 0,01396 195 196 0,04671 0,02445
96 97 0,02802 0,01396 196 197 0,04671 0,02445
97 98 0,05138 0,02559 193 198 0,00942 0,02116
88 99 0,02071 0,04655 198 199 0,00942 0,02116
99 101 0,01412 0,03174 197 200 0,04671 0,02445
99 102 0,00565 0,01269 200 201 0,11209 0,05868
102 104 0,07427 0,02532 200 202 0,09341 0,04890
102 105 0,00471 0,01058
A.10 Sistema de distribuição de 400 barras 133
A.10 Sistema de distribuição de 400 barras
Dados de Barra
Barra PD QD S
0
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA kW kVAr kVA
1 0,00 0,00 4500 135 41,40 17,55 – 269 0,00 0,00 –
2 0,00 0,00 – 136 0,00 0,00 – 270 0,00 0,00 –
3 0,00 0,00 – 137 0,00 0,00 – 271 0,00 0,00 –
4 0,00 0,00 – 138 0,00 0,00 – 272 0,00 0,00 –
5 0,00 0,00 – 139 0,00 0,00 – 273 0,00 0,00 –
6 0,00 0,00 – 140 0,00 0,00 – 274 9,20 3,90 –
7 0,00 0,00 – 141 0,00 0,00 – 275 0,00 0,00 –
8 0,00 0,00 – 142 27,60 11,70 – 276 0,00 0,00 –
9 0,00 0,00 – 143 0,00 0,00 – 277 0,00 0,00 –
10 0,00 0,00 – 144 0,00 0,00 – 278 0,00 0,00 –
11 0,00 0,00 – 145 0,00 0,00 – 279 0,00 0,00 –
12 69,00 29,25 – 146 0,00 0,00 – 280 69,00 29,25 –
13 0,00 0,00 – 147 0,00 0,00 – 281 0,00 0,00 –
14 0,00 0,00 – 148 0,00 0,00 – 282 0,00 0,00 –
15 0,00 0,00 – 149 0,00 0,00 – 283 0,00 0,00 –
16 46,00 19,50 – 150 0,00 0,00 – 284 0,00 0,00 –
17 0,00 0,00 – 151 0,00 0,00 – 285 0,00 0,00 –
18 0,00 0,00 – 152 69,00 29,25 – 286 27,60 11,70 –
19 0,00 0,00 – 153 0,00 0,00 – 287 0,00 0,00 –
20 0,00 0,00 – 154 13,80 5,85 – 288 0,00 0,00 –
21 0,00 0,00 – 155 0,00 0,00 – 289 0,00 0,00 –
22 69,00 29,25 – 156 0,00 0,00 – 290 0,00 0,00 –
23 0,00 0,00 – 157 0,00 0,00 – 291 0,00 0,00 –
24 69,00 29,25 – 158 0,00 0,00 – 292 103,50 43,88 –
25 0,00 0,00 – 159 391,00 165,70 – 293 0,00 0,00 –
26 0,00 0,00 – 160 0,00 0,00 – 294 0,00 0,00 –
27 0,00 0,00 – 161 0,00 0,00 – 295 0,00 0,00 –
28 0,00 0,00 – 162 0,00 0,00 – 296 0,00 0,00 –
29 0,00 0,00 – 163 0,00 0,00 – 297 0,00 0,00 –
30 0,00 0,00 – 164 46,00 19,50 – 298 0,00 0,00 –
31 0,00 0,00 – 165 0,00 0,00 – 299 0,00 0,00 –
32 0,00 0,00 – 166 0,00 0,00 – 300 0,00 0,00 –
33 0,00 0,00 – 167 0,00 0,00 – 301 0,00 0,00 –
34 0,00 0,00 – 168 0,00 0,00 – 302 0,00 0,00 –
35 0,00 0,00 – 169 0,00 0,00 – 303 0,00 0,00 –
36 0,00 0,00 – 170 0,00 0,00 – 304 46,00 19,50 –
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Dados de Barra (continuação)
Barra PD QD S
0
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA kW kVAr kVA
37 0,00 0,00 – 171 0,00 0,00 – 305 0,00 0,00 –
38 0,00 0,00 – 172 69,00 29,25 – 306 0,00 0,00 –
39 0,00 0,00 – 173 41,40 17,55 – 307 0,00 0,00 –
40 0,00 0,00 – 174 0,00 0,00 – 308 41,40 17,55 –
41 0,00 0,00 – 175 0,00 0,00 – 309 0,00 0,00 –
42 69,00 29,25 – 176 0,00 0,00 – 310 0,00 0,00 –
43 0,00 0,00 – 177 0,00 0,00 – 311 0,00 0,00 –
44 0,00 0,00 – 178 41,40 17,55 – 312 0,00 0,00 –
45 0,00 0,00 – 179 0,00 0,00 – 313 0,00 0,00 –
46 0,00 0,00 – 180 0,00 0,00 – 314 0,00 0,00 –
47 41,40 17,55 – 181 0,00 0,00 – 315 0,00 0,00 –
48 0,00 0,00 – 182 0,00 0,00 – 316 27,60 11,70 –
49 0,00 0,00 – 183 0,00 0,00 – 317 0,00 0,00 –
50 69,00 29,25 – 184 41,40 17,55 – 318 0,00 0,00 –
51 0,00 0,00 – 185 0,00 0,00 – 319 0,00 0,00 –
52 0,00 0,00 – 186 0,00 0,00 – 320 13,80 5,85 –
53 0,00 0,00 – 187 0,00 0,00 – 321 0,00 0,00 –
54 0,00 0,00 – 188 0,00 0,00 – 322 27,60 11,70 –
55 69,00 29,25 – 189 0,00 0,00 – 323 0,00 0,00 –
56 41,40 17,55 – 190 0,00 0,00 – 324 0,00 0,00 –
57 0,00 0,00 – 191 0,00 0,00 – 325 0,00 0,00 –
58 103,50 43,88 – 192 0,00 0,00 – 326 0,00 0,00 –
59 0,00 0,00 – 193 0,00 0,00 – 327 0,00 0,00 –
60 0,00 0,00 – 194 9,20 3,90 – 328 0,00 0,00 –
61 0,00 0,00 – 195 0,00 0,00 – 329 0,00 0,00 –
62 0,00 0,00 – 196 0,00 0,00 – 330 0,00 0,00 –
63 0,00 0,00 – 197 0,00 0,00 – 331 41,40 17,55 –
64 0,00 0,00 – 198 0,00 0,00 – 332 0,00 0,00 –
65 0,00 0,00 – 199 0,00 0,00 – 333 13,80 5,85 –
66 0,00 0,00 – 200 27,60 11,70 – 334 0,00 0,00 –
67 0,00 0,00 – 201 0,00 0,00 – 335 0,00 0,00 –
68 0,00 0,00 – 202 0,00 0,00 – 336 0,00 0,00 –
69 0,00 0,00 – 203 69,00 29,25 – 337 0,00 0,00 –
70 0,00 0,00 – 204 0,00 0,00 – 338 0,00 0,00 –
71 0,00 0,00 – 205 0,00 0,00 – 339 0,00 0,00 –
72 41,40 17,55 – 206 0,00 0,00 – 340 69,00 29,25 –
73 0,00 0,00 – 207 0,00 0,00 – 341 0,00 0,00 –
74 27,60 11,70 – 208 0,00 0,00 – 342 0,00 0,00 –
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Dados de Barra (continuação)
Barra PD QD S
0
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA kW kVAr kVA
75 0,00 0,00 – 209 0,00 0,00 – 343 0,00 0,00 –
76 0,00 0,00 – 210 0,00 0,00 – 344 0,00 0,00 –
77 0,00 0,00 – 211 0,00 0,00 – 345 41,40 17,55 –
78 69,00 29,25 – 212 0,00 0,00 – 346 0,00 0,00 –
79 0,00 0,00 – 213 9,20 3,90 – 347 0,00 0,00 –
80 0,00 0,00 – 214 0,00 0,00 – 348 0,00 0,00 –
81 0,00 0,00 – 215 9,20 3,90 – 349 0,00 0,00 –
82 0,00 0,00 – 216 0,00 0,00 – 350 0,00 0,00 –
83 69,00 29,25 – 217 0,00 0,00 – 351 0,00 0,00 –
84 0,00 0,00 – 218 0,00 0,00 – 352 0,00 0,00 –
85 0,00 0,00 – 219 0,00 0,00 – 353 0,00 0,00 –
86 0,00 0,00 – 220 9,20 3,90 – 354 0,00 0,00 –
87 69,00 29,25 – 221 0,00 0,00 – 355 41,40 17,55 –
88 0,00 0,00 – 222 0,00 0,00 – 356 0,00 0,00 –
89 0,00 0,00 – 223 0,00 0,00 – 357 0,00 0,00 –
90 0,00 0,00 – 224 0,00 0,00 – 358 0,00 0,00 –
91 0,00 0,00 – 225 13,80 5,85 – 359 0,00 0,00 –
92 69,00 29,25 – 226 0,00 0,00 – 360 0,00 0,00 –
93 0,00 0,00 – 227 0,00 0,00 – 361 0,00 0,00 –
94 0,00 0,00 – 228 0,00 0,00 – 362 0,00 0,00 –
95 0,00 0,00 – 229 0,00 0,00 – 363 0,00 0,00 –
96 0,00 0,00 – 230 0,00 0,00 – 364 0,00 0,00 –
97 0,00 0,00 – 231 0,00 0,00 – 365 0,00 0,00 –
98 0,00 0,00 – 232 0,00 0,00 – 366 0,00 0,00 –
99 0,00 0,00 – 233 0,00 0,00 – 367 69,00 29,25 –
100 0,00 0,00 – 234 0,00 0,00 – 368 0,00 0,00 –
101 0,00 0,00 – 235 0,00 0,00 – 369 0,00 0,00 –
102 0,00 0,00 – 236 0,00 0,00 – 370 0,00 0,00 –
103 41,40 17,55 – 237 0,00 0,00 – 371 0,00 0,00 –
104 0,00 0,00 – 238 0,00 0,00 – 372 0,00 0,00 –
105 0,00 0,00 – 239 0,00 0,00 – 373 0,00 0,00 –
106 0,00 0,00 – 240 9,20 3,90 – 374 69,00 29,25 –
107 0,00 0,00 – 241 0,00 0,00 – 375 0,00 0,00 –
108 0,00 0,00 – 242 0,00 0,00 – 376 0,00 0,00 –
109 0,00 0,00 – 243 0,00 0,00 – 377 0,00 0,00 –
110 0,00 0,00 – 244 0,00 0,00 – 378 0,00 0,00 –
111 0,00 0,00 – 245 0,00 0,00 – 379 0,00 0,00 –
112 0,00 0,00 – 246 0,00 0,00 – 380 0,00 0,00 –
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Dados de Barra (continuação)
Barra PD QD S
0
Barra PD QD S
0
Barra PD QD S
0
kW kVAr kVA kW kVAr kVA kW kVAr kVA
113 103,50 43,88 – 247 0,00 0,00 – 381 0,00 0,00 –
114 0,00 0,00 – 248 0,00 0,00 – 382 0,00 0,00 –
115 0,00 0,00 – 249 0,00 0,00 – 383 69,00 29,25 –
116 0,00 0,00 – 250 0,00 0,00 – 384 0,00 0,00 –
117 0,00 0,00 – 251 0,00 0,00 – 385 0,00 0,00 –
118 0,00 0,00 – 252 0,00 0,00 – 386 0,00 0,00 –
119 69,00 29,25 – 253 0,00 0,00 – 387 0,00 0,00 –
120 0,00 0,00 – 254 0,00 0,00 – 388 0,00 0,00 –
121 0,00 0,00 – 255 0,00 0,00 – 389 0,00 0,00 –
122 103,50 43,88 – 256 0,00 0,00 – 390 0,00 0,00 –
123 0,00 0,00 – 257 41,40 17,55 – 391 0,00 0,00 –
124 0,00 0,00 – 258 0,00 0,00 – 392 0,00 0,00 –
125 0,00 0,00 – 259 0,00 0,00 – 393 41,40 17,55 –
126 69,00 29,25 – 260 41,40 17,55 – 394 0,00 0,00 –
127 0,00 0,00 – 261 0,00 0,00 – 395 0,00 0,00 –
128 0,00 0,00 – 262 0,00 0,00 – 396 0,00 0,00 –
129 0,00 0,00 – 263 0,00 0,00 – 397 0,00 0,00 –
130 0,00 0,00 – 264 41,40 17,55 – 398 0,00 0,00 –
131 41,40 17,55 – 265 0,00 0,00 – 399 0,00 0,00 –
132 0,00 0,00 – 266 0,00 0,00 – 400 69,00 29,25 –
133 0,00 0,00 – 267 0,00 0,00 –
134 0,00 0,00 – 268 0,00 0,00 –
Dados de Circuito
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
1 2 0,0378 0,0125 201 202 0,0503 0,0108
2 3 0,0305 0,0101 202 203 0,0326 0,0107
3 4 0,0309 0,0102 183 204 0,0326 0,0107
4 5 0,0331 0,0109 204 205 0,0305 0,0101
5 6 0,0378 0,0125 205 206 0,0378 0,0125
6 7 0,0326 0,0107 206 207 0,0378 0,0125
7 8 0,0378 0,0125 207 208 0,0326 0,0107
8 9 0,0422 0,0139 208 209 0,0326 0,0107
9 10 0,0326 0,0107 209 210 0,0422 0,0139
10 11 0,0331 0,0109 210 211 0,0331 0,0109
11 12 0,0305 0,0101 211 212 0,0339 0,0112
12 13 0,0378 0,0125 212 213 0,0331 0,0109
13 14 0,0378 0,0125 213 214 0,0305 0,0101
A.10 Sistema de distribuição de 400 barras 137
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
14 15 0,0378 0,0125 214 215 0,0378 0,0125
6 16 0,0378 0,0125 215 216 0,0326 0,0107
14 17 0,0422 0,0139 216 217 0,0441 0,0146
17 18 0,0368 0,0121 217 218 0,0305 0,0101
18 19 0,0347 0,0114 218 219 0,0331 0,0109
19 20 0,0431 0,0093 219 220 0,0368 0,0121
20 21 0,0516 0,0111 220 221 0,0339 0,0112
21 22 0,0331 0,0109 221 222 0,0284 0,0094
9 23 0,0378 0,0125 222 223 0,0326 0,0107
23 24 0,0339 0,0112 223 224 0,0503 0,0108
9 25 0,0339 0,0112 224 225 0,0516 0,0111
25 26 0,0378 0,0125 223 226 0,0420 0,0139
26 27 0,0420 0,0139 226 227 0,0441 0,0146
27 28 0,0441 0,0146 227 228 0,0339 0,0112
28 29 0,0378 0,0125 228 229 0,0767 0,0101
29 30 0,0378 0,0125 229 230 0,0990 0,0130
30 31 0,0378 0,0125 230 231 0,0891 0,0117
31 32 0,0368 0,0121 231 232 0,1039 0,0137
32 33 0,0347 0,0114 232 233 0,0767 0,0101
33 34 0,0284 0,0094 233 234 0,0866 0,0114
34 35 0,0326 0,0107 234 235 0,0668 0,0088
35 36 0,0326 0,0107 235 236 0,0816 0,0108
36 37 0,0441 0,0146 236 237 0,0559 0,0120
37 38 0,0422 0,0139 237 238 0,0527 0,0113
38 39 0,0378 0,0125 238 239 0,0668 0,0088
39 40 0,0378 0,0125 239 240 0,0671 0,0144
40 41 0,0331 0,0109 239 241 0,0767 0,0101
41 42 0,0305 0,0101 241 242 0,0717 0,0095
28 43 0,0339 0,0112 241 243 0,0891 0,0117
43 44 0,0305 0,0101 243 244 0,0767 0,0101
44 45 0,0309 0,0102 244 245 0,0995 0,0131
45 46 0,0309 0,0102 245 246 0,0799 0,0105
46 47 0,0326 0,0107 246 247 0,0816 0,0108
28 48 0,0331 0,0109 247 248 0,0668 0,0088
48 49 0,0294 0,0097 248 249 0,1039 0,0137
49 50 0,0305 0,0101 249 250 0,0799 0,0105
50 51 0,0378 0,0125 250 251 0,0779 0,0103
51 52 0,0378 0,0125 248 252 0,0767 0,0101
52 53 0,0331 0,0109 252 253 0,0995 0,0131
53 54 0,0339 0,0112 253 254 0,0891 0,0117
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Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
54 55 0,0339 0,0112 254 255 0,0717 0,0095
55 56 0,0422 0,0139 255 256 0,0891 0,0117
36 57 0,0378 0,0125 256 257 0,0779 0,0103
57 58 0,0339 0,0112 247 258 0,0891 0,0117
58 59 0,0420 0,0139 258 259 0,0575 0,0124
59 60 0,0441 0,0146 259 260 0,0463 0,0100
60 61 0,0284 0,0094 259 261 0,0575 0,0124
61 62 0,0305 0,0101 261 262 0,0995 0,0131
62 63 0,0331 0,0109 262 263 0,0799 0,0105
63 64 0,0326 0,0107 263 264 0,0767 0,0101
64 65 0,0284 0,0094 263 265 0,0799 0,0105
65 66 0,0378 0,0125 265 266 0,0891 0,0117
66 67 0,0305 0,0101 266 267 0,0866 0,0114
67 68 0,0378 0,0125 267 268 0,0816 0,0108
68 69 0,0284 0,0094 228 269 0,0368 0,0121
69 70 0,0326 0,0107 269 270 0,0339 0,0112
70 71 0,0441 0,0146 270 271 0,0305 0,0101
71 72 0,0420 0,0139 271 272 0,0495 0,0107
65 73 0,0339 0,0112 272 273 0,0671 0,0144
73 74 0,0331 0,0109 273 274 0,0575 0,0124
74 75 0,0309 0,0102 271 275 0,0305 0,0101
75 76 0,0294 0,0097 275 276 0,0378 0,0125
76 77 0,0368 0,0121 276 277 0,0331 0,0109
77 78 0,0347 0,0114 277 278 0,0305 0,0101
78 79 0,0305 0,0101 278 279 0,0378 0,0125
79 80 0,0347 0,0114 279 280 0,0420 0,0139
80 81 0,0422 0,0139 280 281 0,0378 0,0125
81 82 0,0326 0,0107 281 282 0,0378 0,0125
82 83 0,0284 0,0094 282 283 0,0339 0,0112
83 84 0,0326 0,0107 283 284 0,0378 0,0125
84 85 0,0441 0,0146 284 285 0,0378 0,0125
85 86 0,0420 0,0139 285 286 0,0495 0,0107
86 87 0,0378 0,0125 285 287 0,0326 0,0107
87 88 0,0378 0,0125 287 288 0,0378 0,0125
88 89 0,0284 0,0094 288 289 0,0422 0,0139
89 90 0,0309 0,0102 289 290 0,0284 0,0094
90 91 0,0294 0,0097 290 291 0,0309 0,0102
91 92 0,0368 0,0121 291 292 0,0431 0,0093
60 93 0,0326 0,0107 291 293 0,0331 0,0109
93 94 0,0339 0,0112 293 294 0,0559 0,0120
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Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
94 95 0,0331 0,0109 294 295 0,0447 0,0096
95 96 0,0326 0,0107 295 296 0,0495 0,0107
96 97 0,0284 0,0094 296 297 0,0431 0,0093
97 98 0,0368 0,0121 293 298 0,0305 0,0101
98 99 0,0368 0,0121 298 299 0,0331 0,0109
99 100 0,0441 0,0146 299 300 0,0420 0,0139
100 101 0,0294 0,0097 300 301 0,0441 0,0146
101 102 0,0309 0,0102 301 302 0,0575 0,0124
102 103 0,0284 0,0094 302 303 0,0503 0,0108
97 104 0,0326 0,0107 303 304 0,0463 0,0100
104 105 0,0378 0,0125 301 305 0,0368 0,0121
105 106 0,0331 0,0109 305 306 0,0339 0,0112
106 107 0,0331 0,0109 306 307 0,0347 0,0114
107 108 0,0378 0,0125 307 308 0,0495 0,0107
108 109 0,0339 0,0112 307 309 0,0378 0,0125
109 110 0,0331 0,0109 309 310 0,0420 0,0139
110 111 0,0305 0,0101 310 311 0,0463 0,0100
111 112 0,0378 0,0125 311 312 0,0575 0,0124
112 113 0,0378 0,0125 312 313 0,0642 0,0138
113 114 0,0284 0,0094 313 314 0,0495 0,0107
114 115 0,0420 0,0139 314 315 0,0431 0,0093
115 116 0,0441 0,0146 315 316 0,0503 0,0108
116 117 0,0326 0,0107 315 317 0,0470 0,0101
117 118 0,0284 0,0094 317 318 0,0495 0,0107
118 119 0,0347 0,0114 318 319 0,0642 0,0138
107 120 0,0378 0,0125 319 320 0,0431 0,0093
120 121 0,0368 0,0121 310 321 0,0339 0,0112
121 122 0,0347 0,0114 321 322 0,0516 0,0111
107 123 0,0305 0,0101 321 323 0,0331 0,0109
123 124 0,0305 0,0101 323 324 0,0378 0,0125
124 125 0,0331 0,0109 324 325 0,0378 0,0125
125 126 0,0339 0,0112 325 326 0,0326 0,0107
126 127 0,0347 0,0114 326 327 0,0527 0,0113
127 128 0,0368 0,0121 327 328 0,0495 0,0107
128 129 0,0284 0,0094 328 329 0,0639 0,0137
129 130 0,0326 0,0107 329 330 0,0671 0,0144
130 131 0,0378 0,0125 330 331 0,0575 0,0124
130 132 0,0441 0,0146 330 332 0,0463 0,0100
132 133 0,0326 0,0107 332 333 0,0516 0,0111
133 134 0,0441 0,0146 326 334 0,0331 0,0109
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Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
134 135 0,0420 0,0139 334 335 0,0284 0,0094
135 136 0,0378 0,0125 335 336 0,0527 0,0113
136 137 0,0420 0,0139 336 337 0,0559 0,0120
137 138 0,0378 0,0125 337 338 0,0516 0,0111
138 139 0,0347 0,0114 338 339 0,0503 0,0108
139 140 0,0368 0,0121 339 340 0,0463 0,0100
140 141 0,0331 0,0109 335 341 0,0339 0,0112
141 142 0,0422 0,0139 341 342 0,0378 0,0125
142 143 0,0305 0,0101 342 343 0,0378 0,0125
143 144 0,0378 0,0125 343 344 0,0671 0,0144
144 145 0,0441 0,0146 344 345 0,0639 0,0137
145 146 0,0339 0,0112 343 346 0,0326 0,0107
146 147 0,0420 0,0139 346 347 0,0378 0,0125
147 148 0,0305 0,0101 347 348 0,0378 0,0125
148 149 0,0305 0,0101 348 349 0,0305 0,0101
149 150 0,0642 0,0138 349 350 0,0331 0,0109
150 151 0,0463 0,0100 350 351 0,0339 0,0112
151 152 0,0503 0,0108 351 352 0,0331 0,0109
148 153 0,0284 0,0094 352 353 0,0378 0,0125
153 154 0,0368 0,0121 353 354 0,0378 0,0125
154 155 0,0347 0,0114 354 355 0,0642 0,0138
155 156 0,0441 0,0146 354 356 0,0305 0,0101
156 157 0,0495 0,0107 356 357 0,0422 0,0139
157 158 0,0575 0,0124 356 358 0,0422 0,0139
158 159 0,0575 0,0124 358 359 0,0326 0,0107
139 160 0,0294 0,0097 358 360 0,0326 0,0107
160 161 0,0284 0,0094 360 361 0,0339 0,0112
161 162 0,0441 0,0146 361 362 0,0463 0,0100
162 163 0,0326 0,0107 362 363 0,0671 0,0144
163 164 0,0420 0,0139 363 364 0,0575 0,0124
164 165 0,0378 0,0125 364 365 0,0639 0,0137
165 166 0,0331 0,0109 365 366 0,0431 0,0093
166 167 0,0378 0,0125 366 367 0,0527 0,0113
167 168 0,0422 0,0139 350 368 0,0717 0,0095
168 169 0,0378 0,0125 368 369 0,0693 0,0091
169 170 0,0441 0,0146 369 370 0,0891 0,0117
170 171 0,0305 0,0101 370 371 0,0891 0,0117
171 172 0,0642 0,0138 371 372 0,0799 0,0105
171 173 0,0516 0,0111 372 373 0,0779 0,0103
169 174 0,0378 0,0125 373 374 0,0575 0,0124
A.10 Sistema de distribuição de 400 barras 141
Dados de Circuito (continuação)
Barra Barra Resistência Reatância Barra Barra ResistênciaRe tância
De Para Ω Ω De Para Ω Ω
174 175 0,0331 0,0109 369 375 0,0668 0,0088
175 176 0,0294 0,0097 375 376 0,0816 0,0108
176 177 0,0326 0,0107 376 377 0,0866 0,0114
177 178 0,0284 0,0094 377 378 0,0799 0,0105
166 179 0,0305 0,0101 378 379 0,0779 0,0103
179 180 0,0378 0,0125 379 380 0,0717 0,0095
180 181 0,0331 0,0109 380 381 0,0799 0,0105
181 182 0,0305 0,0101 381 382 0,0891 0,0117
182 183 0,0339 0,0112 382 383 0,0891 0,0117
183 184 0,0294 0,0097 380 384 0,0503 0,0108
183 185 0,0347 0,0114 384 385 0,0516 0,0111
185 186 0,0378 0,0125 385 386 0,0503 0,0108
186 187 0,0339 0,0112 386 387 0,0463 0,0100
187 188 0,0378 0,0125 387 388 0,0575 0,0124
188 189 0,0294 0,0097 388 389 0,0575 0,0124
189 190 0,0284 0,0094 389 390 0,0639 0,0137
190 191 0,0422 0,0139 390 391 0,0671 0,0144
191 192 0,0378 0,0125 391 392 0,0642 0,0138
192 193 0,0331 0,0109 392 393 0,0575 0,0124
193 194 0,0331 0,0109 391 394 0,0503 0,0108
194 195 0,0284 0,0094 394 395 0,0463 0,0100
195 196 0,0326 0,0107 395 396 0,0575 0,0124
196 197 0,0642 0,0138 396 397 0,0575 0,0124
197 198 0,0431 0,0093 397 398 0,0516 0,0111
198 199 0,0559 0,0120 398 399 0,0503 0,0108
199 200 0,0516 0,0111 399 400 0,0559 0,0120
198 201 0,0516 0,0111
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Apêndice B
Pesquisas Correlatas
Neste apêndice são apresentadas as pesquisas correlatas que foram desenvolvidas durante o tra-
balho de doutorado e do doutorado sanduíche no exterior. Os tópicos apresentados são:
a) Uma formulação para o problema de estimação de estados utilizando equações de injeção
de corrente, esta formulação tem como objetivo incluir um conjunto de medidas de magnitude da
corrente de linha na formulação do problema de estimação de estados. O modelo se mostrou confiável
e apresentou um bom desempenho computacional;
b) Uma nova formulação para resolver o problema de fluxo de potência ótimo reativo (FPOR)
utilizando equações de injeção de corrente, com características esparsas que diminuem o esforço
computacional especialmente quando é usado um método de pontos interiores (MPI);
c) Uma comparação entre cinco diferentes programas de otimização de programação não linear
para resolver o problema de FPOR utilizando equações de potência, avaliando o tempo computacional
total, tempo computacional de avaliação das funções, número de iterações e casos de não convergên-
cia;
d) Uma comparação do esforço computacional entre a formulação do FPOR utilizando equações
de injeção de corrente e a formulação do FPOR utilizando equações de potência, mostrando que não
existe um ganho computacional considerável de uma formulação em relação a outra; e
e) Um algoritmo de MPI com técnicas de região de garantia pararesolver a formulação do FPOR
utilizando equações de potência, mostrando ser um algoritmo ápido e capaz de assegurar uma con-
vergência global do problema.
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B.1 Estimação de Estados de Sistemas de Potência Baseado em
Equações de Corrente
A estimação de estados é um processo que desempenha um papel fundamental no gerenciamento
em tempo real de um sistema de energia elétrica. O objetivo doestimador de estados é obter, através
de um conjunto de medidas redundantes, o estado mais provável das variáveis, que normalmente são
dadas pelo ângulo e pela magnitude de tensão e também pelos taps dos transformadores (Schweppe e
Wildes, 1970). A maioria dos métodos existentes trabalha com medidas de fluxo de potência ativa e
reativa nas linhas, injeção de potência ativa e reativa e magnitudes de tensão nas barras. A topologia
das redes elétricas é obtida em tempo-real pelo configuradorque utiliza dados de tempo-real (estado
das chaves e disjuntores) e dadosoff-lineque fazem parte do banco de dados estático. Nas abordagens
mais comuns, o problema de estimação de estados é formulado atr vés do método dos mínimos
quadrados ponderados onde as variáveis de estado do problema são representadas em coordenadas
polares pelas magnitudes de tensão e os ângulos de tensão nasbarras.
Os modernos sistemas de medição são compostos de unidades remotas que medem os valores de
MW e MVAr em todas as fases, magnitude de tensão assim como também valores de magnitude de
corrente nos ramos (denotado daqui pra frente somente como medidas de corrente). Na literatura
existem poucas propostas para resolver o problema de estimação de estado consideração as medidas
de corrente.
Um novo método é proposto para representar as variáveis de estado usando as equações de cor-
rente e usando coordenadas retangulares. Esta formulação utiliza as vantagens da matriz aumentada
de Hachtel (Gjelsvik et al., 1985) e do método de Newton para resolver problemas de PNL, devido
ao fato das equações de corrente apresentarem uma matriz Jacobiana e Hessiana altamente esparsa.
B.1.1 Introdução
A estimação de estado por mínimos quadrados ponderados podeer formulada matematicamente
como um problema de otimização com uma função objetivo quadrática e restrições de igualdade e
desigualdade (Monticelli, 2000). O modelo de medições não li eares é:
zi = hi(x) + wi (B.1)
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em queri = zi − hi(x). Ou
min J(x) = [z − h(x)]′W [z − h(x)] (B.3)
em quex é o vetor de variáveis de estado;h(x) é o vetor de equações não lineares correspondente às
medidas;W é uma matriz diagonal cujos elementos são o inverso das variâncias das medidas (σ2i ) ez
é o vetor de medidas. O estado estimado (x̂) é a solução do problema (B.3). O vetor de resíduos (ou
residual) é dado por (B.4).
r = z − h(x̂) (B.4)
Uma das melhores formulações apresentadas para resolver o problema (B.3) é o modelo da matriz
aumentada de Hachtel, proposto em (Gjelsvik et al., 1985). Nesse método, as restrições de igualdade
(medidas de injeção de potência em barras de passagem) são facilmente introduzidas na formulação.
A solução desse problema é bem conhecida e utiliza a função Lagrangeana resultando em um conjunto
de sistemas não lineares que é resolvido pelo método de GaussNewton.
B.1.2 Fluxo de Carga Usando Equações de Corrente
O modelo de injeção de corrente apresentado em (da Costa et al., 1999) e (da Costa et al., 2007)
provou ser eficiente para resolver o problema de fluxo da carga. Este modelo usa as partes reais e
imaginárias da injeção de corrente das barras em coordenadas retangulares, denotado por∆Irk e
































k são as potências especificadas ativa e reativa, respectivamente, na barrak; P
G
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k são as demandas
ativas e reativas, respectivamente, na barrak; eek efk são as parte real e imaginaria, respectivamente,
da tensão na barrak. O sistema de equações não lineares dado por (B.5) e (B.6) é solucionado pelo


















em que∆Ii e ∆Ir são os vetores de erros de corrente real e imaginaria dado por(B.5) e (B.6); e∆e
e ∆f são os vetores de correções das partes real e imaginaria de tensõ s nas barras. As submatrizes
B1, G1,−B2 eG2 para uma posiçãokm são dadas por:
B1 =
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Bkk − ak Bkm
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(B.11)































Os elementos fora da diagonal das submatrizes da Eq. (B.7) são iguais aos elementos da ma-
triz admitância e são constantes durante o processo iterativo (observe que isto conduz a uma matriz
Hessiana altamente esparsa). Também podemos observar que os elementos diagonais da matriz Jaco-
biana são facilmente atualizadas. O método é computacionalme te eficiente e o número de iterações
necessários para resolver o problema de fluxo de carga é pequeno ando comparado com os métodos
convencionais usando coordenadas polares. (da Costa et al., 1999) e (da Costa et al., 2007).
B.1.3 Estimação de Estado Usando Equações de Corrente
A inclusão de um conjunto de medidas de magnitude de correntenos ramos na formulação de esti-
mação de estados é apresentada nesta seção. A formulação proposta utiliza as vantagens apresentadas
pelo método da matriz aumentada de Hachtel e pelo método de Newton para solucionar o problema de
PNL devido ao fato das equações de corrente apresentarem matrizes Jacobiana e Hessiana altamente
esparsas.
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Magnitude da Tensão na Barra
O valor da magnitude de tensão na barra é medida, e a equação correspondente, em coordenadas







em queV mek é a medida da magnitude da tensão na barrak e rvk é o resíduo da medida de tensão na
barrak.
Corrente no Ramo Complexo
O fluxo de potência complexo para um ramokm é dado por:
~Skm = Pkm + j Qkm = ~Ek~I
∗
km (B.15)
em quePkm eQkm são os fluxos de potência ativa e reativa no ramok , ~Ek é a tensão complexa na
barrak, ~Ikm é a corrente no ramokm e ∗ é o representa o conjugado do número complexo. Da Eq.
(B.15), podemos encontrar uma equação em coordenadas retangulares para a corrente no ramokm
na qual os valores das medidasP mekm eQ
me
km são incluídas:
gkmtkm(tkmek − em)− bkmtkm(tkmfk − fm)
−bshkmfk −








gkmtkm(tkmfk − fm) + bkmtkm(tkmek − em)
+bshkmek −








em queP mekm e Q
me
km são as medidas de fluxo de potência ativa e reativa no ramokm, tkm é o tap do
transformador no ramokm, rPkm e rQkm são valores residuais das medidas de potência ativa e reativa
no ramokm, respectivamente, eykm = gkm + j bkm é a admitância no ramokm.
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Magnitude de Corrente nos Ramos
O valor medido da corrente é sua magnitude (valor do rms) e a equ ção em coordenadas retangu-












em queImekm é a medida da corrente no ramokm e rIkm é o resíduo da medida de corrente no ramo
km.
Injeção de Corrente Nodal





















em queP mek eQ
me
k são as medias de injeção de potência ativa e reativa, respectivamente, na barrak;
e rPk e rQk são os resíduos das medidas de injeção de potência ativa e reativa na barrak, respectiva-
mente.
B.1.4 Método Proposto
O problema de estimação de estado é modelado como um problemade programação não linear





s.t. g(y) = 0
(B.19)
em que,r é o vetor de resíduos das medidas;y é o vetor formado por e as variáveis de estado;f
é a função objetivo;g(y) representa as restrições de igualdade e os resíduos Eq.(B.4). O conjunto
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de medidas é formado por:i) magnitude de corrente nos ramos,ii) fluxo de potência ativa e reativa
nos ramos,iii) injeção de potência ativa e reativa nodal, eiv) magnitudes de tensão nodal. A função




r′Wr − λ′g(y) (B.20)
em que,λ é o vetor dos multiplicadores de Lagrange. Um mínimo local doproblema (B.19), pode
ser expresso em termos da função Lagrangean e deve satisfazer as condições necessárias de primeira
ordem de Karush-Kuhn-Tucker (KKT):
∇f −H ′g(y)λ = 0
−g(y) = 0
(B.21)







O sistema de equações não lineares dado pela Eq. (B.21) pode ser solucionado usando o método


























em queN(y, λ) é a matriz Hessiana da função lagrangeana dado por (B.24).









Ngi(y) é a matriz Hessiana dai-th restrição de igualdade e∆y
k e∆λk são as direções do método de
Newton na iteraçãok, respectivamente. Depois de resolver a Eq. (B.23), para caditeraçãok, uma
estimativa das variáveisy eλ são obtidas por:
yk+1 = yk + ∆yk λk+1 = λk + ∆λk (B.25)
Três critérios de convergência para o método de Newton foramusados:
c1: ‖g(yk)‖∞ ≤ ǫf (B.26)
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c2:








B.1.5 Testes e Resultados
Para os testes foram usados os sistemas teste IEEE de 14, 30 e 300 barras. A inicialização das
variáveis no método de Newton foram:ek = 1 efk = 0 para todas as barras,rj = 0, eλj = −1.0 e a
tolerância de parada usada foiǫf = 10−4 para os três critérios de convergência. O desvio das medidas
usadas para construir a matrizW foram:σV = 0, 011 pu para as magnitudes das tensões eσ = 0, 033
pu para todas as outras medidas.
B.1.6 Sistema IEEE 14 barras















Figura B.1: Sistema IEEE 14 barras.
Test 1
Neste teste, o conjunto de medidas é composto pelas medidas das magnitudes das tensões em
todas as barras, exceto na barra 8; injeções de potência ativa e reativa nas barras 1, 2, 3, 5, 6, 9, 10, 12
e 14; e o fluxo de potência ativa e reativa nos ramos 1-2, 1-5, 2-3, 4-7, 4-9, 6-13, 7-8, e 7-9. A barra
7 é uma barra de passagem e a injeção de potência ativa e reativa é igual a zero. Todos os valores
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das medidas foram geradas por um programa de fluxo de potênciae dados errados foram inseridos na
medidaQ3. Neste caso, medidas de fluxo de corrente não foram considerados. Os resíduos obtidos
são mostrados nas duas primeiras colunas da Tabela B.1. Noteque odos os resíduos são devidos ao
erro inserido na medidaQ3 e que para a barra 7 o resíduo é igual a zero.
Tabela B.1: Valores residuais absolutos - Sistemas IEEE 14 barras.
Test 1 Test 2
Medições ResíduosMedições Resíduos
V2 0,00108 V2 0,00054
V3 0,02161 V3 0,01682
V4 0,00867 V4 0,00538
P23 0,02781 P23 0,02105
Q23 0,10168 Q23 0,08585
P2 0,00247 P2 0,00246
P3 0,01380 P3 0,00979
Q2 0,00355 Q2 0,01753
Q3 0,06597 Q3 0,13065
P7 0,00000 P7 0,00000




No segundo teste, cujos resultados são mostrados nas duas últimas colunas da Tabela B.1, foram
usados o conjunto de medidas doTeste 1mais duas medidas de fluxo de corrente nos ramos 2-3 e
3-4. Podemos notar que o valor absoluto do resíduo da medidaQ3 foi aumentado de 0,06597 para
0,13065 e que todos os outros resíduos diminuirão (também emvalores absolutos), o que mostra que
a redundância local aumentou quando foram consideradas as medidas das correntes nos ramos. O
processo iterativo doTeste 1é detalhado na Tabela B.2 e o processo iterativo doTeste 2na Tabela
B.3.
B.1.7 Sistema IEEE 30 barras
Neste sistema teste, o conjunto de medidas está composto da magnitude de tensão en todas as
barras, a injeção de potência ativa e reativa em todas as barras, o fluxo de corrente nos ramos e o
fluxo de potência ativa e reativa nos ramos. A estrutura da matriz A(y, λ)−Eq.(B.23) do método de
Newton é mostrada na Figura B.2. O processo iterativo é mostrado na Tabela B.5.
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Tabela B.2: Processo iterativo - Sistemas IEEE 14 barras - Tet 1.
Iterações c1 - Eq. (B.26) c2 - Eq.(B.27) c3 - Eq. (B.28)
0 1,1921e+001 4,2173e+000 0,0000e+000
1 1,0557e+001 6,0483e+001 9,9950e-001
2 5,7013e-001 9,1399e+000 3,7603e+000
3 1,2004e-001 3,9877e+000 3,5523e+001
4 3,1387e-003 7,7060e+000 1,0506e+001
5 6,9726e-006 1,2520e-002 2,7851e-003
6 9,0226e-008 4,6234e-007 5,5936e-008
Tabela B.3: Processo iterativo - Sistemas IEEE 14 barras - Tet 2.
Iterações c1 c2 c3
0 4,9041e+000 3,7214e+000 0,0000e+000
1 6,6170e-001 5,3789e-001 9,7968e-001
2 6,9774e-002 5,1686e-001 2,7992e+000
3 8,5601e-004 2,8387e-003 1,1833e-001
4 1,0993e-007 4,6830e-007 7,6624e-004
5 6,0472e-015 1,1344e-014 9,8907e-008
Tabela B.4: Processo iterativo - Sistema IEEE 30 barras.
Iterações c1 c2 c2
0 1,7429e+000 2,6052e-001 0,0000e+000
1 8,5961e-001 8,7698e+000 9,9869e-001
2 1,8595e-001 2,8104e+000 3,0559e+000
3 2,6717e-002 7,2240e+000 6,2037e+001
4 1,6731e-003 2,2786e+000 1,9659e+000
5 2,5004e-006 3,0307e-003 4,4596e-003
6 2,0222e-012 3,2237e-009 9,5506e-008
B.1.8 Sistema IEEE 300 barras
A Tabela B.5 mostra o processo iterativo do teste para este sistema. A estrutura da matrizA(y, λ)
para este teste é mostrado na Figura B.3. Note que para os trêssistemas testes as características de
convergência do algoritmo são os mesmos.
No método proposto as medidas de magnitude de corrente nas linh são consideradas de forma
simples e direta, aumentando assim a redundância global do sistema, com isso acredita-se que o
B.1 Estimação de Estados de Sistemas de Potência Baseado em Equações de Corrente 153
Figura B.2: Estrutura da matrizA(y, λ) do método de Newton - Eq. (B.23) para o sistema IEEE 30
barras.
Tabela B.5: Processo iterativo - Sistemas IEEE 300 barras.
Iterações c1 c2 c3
0 9,0897e+000 9,5162e+001 0,0000e+000
1 5,1794e-002 1,8583e+000 8,8664e-001
2 6,2089e-001 4,8661e-001 1,5023e+000
3 3,5557e-001 8,4000e-001 2,2518e+000
4 9,5953e-002 5,4087e-001 4,9635e-002
5 5,7436e-003 3,7009e-002 4,4574e-003
6 7,0370e-006 6,6503e-005 4,0943e-006
processamento de erros grosseiros poderá ser aperfeiçoado. Também foram consideradas na imple-
mentação do algoritmo as barras de passagem (barras com injeção d potências ativa e reativa iguais
a zero). O método pode ser aplicado tanto para sistemas de transmissão, quanto para sistemas de
distribuição que hoje em dia, com a geração distribuída, apresenta características de operação simi-
lares aos dos sistemas de transmissão. Testes foram feitos utilizando sistemas testes conhecidos na
literatura (IEEE 14, 30 e 300) os resultados obtidos confirmam a eficiência do método mostrando que
este é confiável e que o número de iterações dado ao final do processo iterativo para cada sistema
teste é praticamente o mesmo independente do tamanho do sistema.
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Figura B.3: Estrutura da matrizA(y, λ) do método de Newton - Eq. (B.23) para o sistema IEEE 300
barras.
B.2 Método de Pontos Interiores
Nesta seção é apresentada uma descrição dos passos mais importantes do MPI de forma a mostrar
as principais matrizes que são necessárias montar no processo it rativo.
B.2.1 O Problema Original
Um problema de PNL pode ser representado pela Eqs. (B.29):
min f(x)
s.a. g(x) = 0
h(x) ≤ 0
(B.29)
Ondex ∈ ℜnx representa as variáveis de decisão,f(x) : ℜnx → ℜ é a função objetivo do prob-
lema,g(x) : ℜnx → ℜng são as restrições de igualdade eh(x) : ℜnx → ℜnh são as restrições de
desigualdade do problema. Caso existam variáveis canalizad s estas são transformadas em restrições
de desigualdade.
O primeiro passo na derivação do MPI é transformar todas as restrições de desigualdade de (B.29)
em restrições de igualdade adicionando as variáveis de folga não negativas.
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min f(x)
s.a. g(x) = 0
h(x) + s = 0
s≥ 0
(B.30)
A adição das variáveis de folga modifica a dimensão do problema de otimização incrementando
o número de variáveis. Entretanto, o problema original é transformado num problema de otimização
restrito exclusivamente a restrições de igualdade. Com esta me odologia, a utilização de funções de
penalidade e a determinação do conjunto de restrições de desigualdade ativas na solução deixam de ser
necessárias. As condições de não negatividade (s≥ 0) da expressão (B.30) podem ser incorporadas






s.a. g(x) = 0
h(x) + s = 0
(B.31)
Ondeµk é o parâmetro de barreira que decresce de forma monotônica até zero no processo itera-
tivo (µk > 0). A seqüência de parâmetros{µk}kk=0 gera uma seqüência de sub-problemas dados por
(B.31) baseados no teorema dado por (Fiacco e McCormick, 1968), seµk ↓ 0 a seqüência{x(µk)}kk=0
de soluções de (B.31) tende ax∗, um mínimo local de (B.29). A seqüência de sub-problemas dado
pela Eq.(B.31) descreve uma trajetória, nos espaços primale dual, conhecida como Trajetória Central
ou Rota Central. A função Lagrangeana do problema de programação não linear com restrições de
igualdade (B.31) é:




T g(x) + πT (h(x) + s) (B.32)
em queλ ∈ ℜng, π ∈ ℜnh, são os vetores multiplicadores de Lagrange e são chamados vriáveis
duais. Um ponto mínimo localx∗ do problema (B.31) pode ser calculado em termos do ponto
estacionário da função Lagrangeana, no qual deve satisfazer as condições necessárias de otimali-
dade de primeira ordem (CNOPO) de Karush-Kuhn-Tucker (KKT), apresentada na expressão (B.33)
(Granville, 1994; Y. C. Wu e Marsten, 1994; Torres e Quintana, 1998; Rider et al., 2004):
∇f(x) + Jg(x)T λ + Jh(x)
T π = 0
g(x)= 0




Onde∇f(x) é o gradiente da função objetivo,Jg(x) ∈ ℜng×nx é a matriz Jacobiana das restrições de
igualdadeg(x) e Jh(x) ∈ ℜ
nh×nx é a matriz Jacobiana das restrições de desigualdadeh(x). S é uma
matriz diagonal comsi’s compondo os elementos da diagonal; eeé um vetor de tamanho apropriado
formado por elementos iguais a1.
B.2.2 O Método de Pontos Interiores Primal-Dual
Mesmo que o sistema de KKT (B.33) seja um sistema de equações não lineares, a sua solução é
geralmente aproximada por uma única iteração do método de Newton (a direção de Newton é somente
uma medida para seguir um trajeto de minimização, parametrizada porµk). Aplicando o método de
Newton para resolver (B.33), o sistema de equações linearesind finido (B.34) é obtido (ver (Y. C. Wu
e Marsten, 1994)). O método de Newton necessita que sejam definidos os seguintes pontos inicias:
parâmetro de barreira logaritmicaµ0, variáveis primaisx0 e s0 e variáveis duaisλ0 e π0. O método
de Newton consiste em um processo iterativo no qual se aproxima um ponto inicial(x0, s0, λ0, π0)
ao ponto de solução(x∗, s∗, λ∗, π∗) através de uma seqüência de pontos(xk, sk, λk, πk) que indica a
trajetória percorrida durante o processo iterativo. A cadaiter çãok do método de Newton, o ponto
de solução tem que satisfazer as condições de não negatividade.
sk, πk ≥ 0
Assim, a solução do sistema de equações dado pela Eq. (B.33) utilizando o método de Newton,
implica em resolver um sistema de equações lineares do tipoAx = b a cada iteraçãok, como é
apresentado em (Granville, 1994; Y. C. Wu e Marsten, 1994; Torres e Quintana, 1998; Rider et al.,
2004), dado por (B.34).


W 0 Jg(x)T Jh(x)
T
0 S−1Π 0 I
Jg(x) 0 0 0
























Em que a matrizW é a matriz Hessiana das restrições de igualdadeHgj(x) e desigualdadeHhj(x) e
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da função objetivoHf (x), dada por:







e,∆xk, ∆λk, e∆πk são as direções do método de Newton da iteraçãok.
As condições necessárias para a utilização do método de Newton na solução de (B.33) são:
1. Existência de um ponto estacionário (x∗, s∗, λ∗, π∗) que seja solução do sistema de (B.33) e
que satisfaça as condições de KKT.
2. Existência e continuidade das segundas derivadas parciais loc is no ponto estacionário.
3. O conjunto das restrições de igualdade e de desigualdade ativas no ponto estacionário devem
ser linearmente independente.
4. Existência da complementaridade estrita (sT π) no ponto estacionário.
As condições teóricas para a utilização do método de Newton geralmente não são avaliadas nas apli-
cações reais para sistemas de potência de grande porte devido à complexidade de cálculo. Assim,
não é garantido que a solução obtida para (B.29) seja um ótimoglobal. Mesmo assim, o processo
de otimização fornece, em geral, soluções melhores que os métodos clássicos. A fim de dar con-
tinuidade à análise teórica do MPI, são consideradas satisfeita as condições para a aplicação do
método de Newton para resolução iterativa de equações não lineares.
Atualização das Variáveis Primais e Duais
A cada iteraçãok é resolvida a Eq. (B.34) e depois é feita uma estimação dos valres das variáveis
do problema, obtidos por:
xk+1 = xk + αkp∆x
k
sk+1 = sk + αkp∆s
k
λk+1 = λk + αkd∆λ
k




Máximo Tamanho de Passo
αk ∈ (0, 1] é o tamanho de passo. O máximo tamanho de passo, para cada iterção é dado por



























O valor escalarγ ∈ (0, 1) é um fator de segurança para assegurar que o próximo ponto satisfaç as
condições de não negatividade. Um valor típico para este fator éγ = 0.9995.
Redução do Parâmetro de Barreira
O valor residual da condição de complementaridade é chamadogap de complementaridade e é
calculado em cada iteraçãok por:
ρk = (xk)T πk (B.39)
A seqüência{ρk}∞k=0 deve convergir para zero, e a relação entre oρ
k eµk, implícito nas condições
de (B.33), sugere queµk poderia ser reduzido em cada iteraçãok em função da diminuição do gap de





em queβ ∈ (0, 1) é o decréscimo esperado deρk, mas não necessariamente realizado, e é chamado
centering parametere sua interpretação é: seβk = 1, o sistema KKT (B.33) define uma direção
central, um passo Newton para um ponto no trajeto da barreira. Caso contrário, seβk = 0, dá
um passo Newton puro, também conhecido como a direçãoaffine–scaling. Para compensar os dois
objetivos, de reduzirµk e melhorar a direção central,βk é escolhido dinamicamente como foi proposto
em (Torres e Quintana, 1998),βk+1 = max{0, 95βk; 0, 1}, comβ0 = 0,2.
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Critério de Convergência
O processo do método de Newton é repetido até que os critériosde convergência, apresentados na



















em queǫf , ǫo e ǫµ são os erros dascondições de factibilidade, otimalidade e parâmetro de barreira,
respectivamente. Tipicamenteǫf = ǫo = 10−5 e ǫµ = 10−8.
Algoritmo Geral
O Método de Pontos Interiores Primal - Dual pode ser sintetizado no seguinte algoritmo :
1. Inicializarµ0, β0 e obter um ponto inicial(x0, s0, λ0, π0) que satisfaça as condições de não-
negatividade (sk, πk ≥ 0).
2. Calcularg(x0), h(x0), Jg(x0) eJh(x
0).
3. Calcular o vetor da parte direita da expressão (B.34).
4. Fazerk = 0.
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Repetir
6. Calcular a matrizW usando (B.36).
7. Montar e resolver no ponto atual o sistema (B.34).
8. Obter o máximo tamanho de passo usando (B.38).
9. Atualizar as variáveis usando (B.37).
10. Calcularg(xk+1), h(xk+1), Jg(xk+1) e Jh(x
k+1).
11. Calcularµk+1 (B.40),ρk+1 (B.39) eβk+1.
12. Calcular o vetor da parte direita da expressão (B.34).
13. Fazerk = k + 1.
Até se obter a convergência.
Ponto Inicial
A solução do problema de otimização deve encontrar-se no interior ou na fronteira da região de
convergência. O ponto inicial e a trajetória de convergência ão possuem essa restrição. De fato,
as condições de otimalidade são referidas ao ponto candidato ao ótimo, não sendo necessariamente
satisfeitas durante o processo iterativo. A resolução iterat va determina uma seqüência de pontos
que aproximam o ponto inicial à solução. Em particular, as equações que determinam a inclusão
do ponto na região de convergência serão em geral satisfeitas apenas no final do processo iterativo.
Esta é uma importante vantagem na utilização das versões dosMPI para PNL. Os algoritmos dos
pontos interiores realizam uma trajetória interior à região formada pelas restrições de desigualdade.
Por conseguinte, esses algoritmos necessitam da determinação de um ponto inicial interior a esta
região (Castronuovo, 2001). Embora o ponto inicial somenteprecise manter as condições de não
negatividade, o processo de convergência é sensível ao pontinicial e o desempenho dos MPI pode
melhorar se alguma iniciação heurística for usada (Torres eQuintana, 1998; Wu e Debs, 2001; Ramos
et al., 2005b). Uma iniciação heurística é dada a seguir.
1. A estimação dox0 é dado usando o ponto médio entre os limites superior e inferior para as
variáveis com limites.





hi(x0) se hi(x0) ≥ 1
1 caso contrário
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3. As variáveis duaisλ0i podem ser inicializadas com−1, 0 ou1, de acordo com o problema a ser
resolvido.
4. As variáveis de folga duais são inicializadas como:
π0 = µ0(S0)−1e
em queS0 é uma matriz diagonal definida pelos valores de0. Tipicamenteµ0 = {10; 1 ou0, 1}.
Tempo de Execução
O tempo de execução dos métodos de pontos interiores depended vários fatores, como por exem-
plo: as características do computador utilizado, ou o esquema de pré-processamento e ordenamento
utilizado. O número de iterações do MPI para conseguir a convergência depende principalmente de:
a) o tipo de método de pontos interiores utilizado; b) da natureza não-linear do problema por resolver;
c) do ponto e parâmetro de barreira inicial; d) da taxa de decrescimento esperado do parâmetro de
barreira; e) do tamanho de passo na direção de busca; f) do critério de parada. Em (Dai et al., 2000)
são analisados os fatores que influem na velocidade e convergê cia do MPI. O tempo de cálculo numa
iteração do método de pontos interiores depende principalmente de: a) o método numérico utilizado
para resolver (B.34); e b) da estrutura esparsa do problema.
B.3 O Problema de Fluxo de Potência Ótimo Reativo
O Problema de Fluxo de Potência Ótimo tem sido muito estudadoao l ngo dos anos, pois é uma
ferramenta de fundamental importância no mercado elétricoatual devido às características de com-
petitividade que este apresenta. Tanto no planejamento comna operação dos sistemas de potência, a
segurança e a confiabilidade são avaliadas usando uma certa quantidade de programas, entre os quais
está incluso o FPO.
O número mínimo de restrições de igualdade do FPO é determinado pelas equações de uma rede
de energia elétrica, como no problema de fluxo de potência. Adicionalmente, podem ser incluídas
no problema de otimização restrições de igualdade que modelam características particulares da oper-
ação do sistema de potência (valores fixos de algumas variáveis ou uma combinação de variáveis do
sistema).
As restrições de desigualdade são os limites impostos a uma variável ou conjunto de variáveis do
sistema. Em relação à sua função, podem ser classificadas em três grandes grupos: a) restrições físi-
cas, são as restrições impostas pelos limites da capacidadedos componentes do sistema. Exemplos:
limites máximo e mínimo de geração de potência ativa e reativa das unidades geradoras, limites nos
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valores dos taps dos OLTC, limites de fluxo de potência aparente nos ramos de um sistema, limites da
capacidade de geração de potência reativa dos compensadores shunt, etc; b) restrições operacionais, a
operação do sistema impõe limites como máxima e mínima magnitude da tensão nas barras, diferença
angular máxima entre barras, etc; e c) restrições de segurança, s restrições de segurança representam
um grupo de restrições relacionadas a um conjunto de contingê cias determinadas pela análise de
segurança em tempo real. O resultado da análise de segurançaé uma operação confiável do sistema.
A função objetivo representa a variável ou conjunto de variáeis que se deseja otimizar. Ex-
iste uma grande variedade de funções objetivo possíveis de utilizar na operação da rede elétrica,
relacionadas ao objetivo do estudo. No FPO, algumas das maisutilizadas são: a) Mínimo Custo de
Potência Ativa; b) Minimização das Perdas de Potência Ativa; c) Mínimo Desvio de uma Distribuição
de Potência Ativa Pré-especificada; d) Mínimo Desvio de um Perfil d Tensões Pré-especificado; e)
Mínimo Corte de Carga; e d) Mínima Ação de Controle. As funções objetivo anteriores podem ser
combinadas em um único problema de otimização, através de umproblema multi-objetivo.
O problema de fluxo de potência ótimo reativo (FPOR) é um caso especial de problema de FPO
e é um dos principais assuntos abordados nos estudos da operação de sistemas de potência. Em
alguns casos o FPOR é considerado um problema independente de despacho econômico de potência
ativa, e seu objetivo é manter o perfil de tensão em uma escala aeitável, de forma a minimizar a
perda total de energia na transmissão, usando como variáveis de controle os valores das magnitudes
de tensões dos geradores, os taps dos transformadores com tap variáveis, a potência das fontes de
compensação reativa VAr (bancos de capacitores e compensadore síncronos) avaliadas nos sistemas
de potência. As restrições incluem os limites de VAr e magnitudes de tensões dos geradores, os
limites das magnitudes de tensões das barras de carga, os limite dos taps dos transformadores com
tap variável, os limites das fontes de VAr, as restrições de segurança e de balanço de potência nas
barras (Sharif et al., 2000). Existem várias técnicas clássi a para resolver o problema de FPOR
(médoto do gradiente, programação linear e quadrática suces ivas e métodos do tipo Newton), entre
as técnicas mais recentes encontram-se o método de pontos interiores (Granville, 1994; Y. C. Wu e
Marsten, 1994; Torres e Quintana, 1998; Rider et al., 2004; Yan et al., 2006) e o método de estratégia
de região de garantia (Sousa e Torres, 2007; Hongye e Thomas,2007; Yongfei e Xianmin, 2006;
Renjun et al., 2006; Zhou et al., 2005). Soluções do FPOR por aplicações diretas de alguns programas
de otimização não-linear podem ser encontradas em (Medina et al., 1998; Rosehart et al., 2005;
Orfanogianni e Bacher, 2000; Vasconcelos et al., 1999).
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B.3.1 FPOR Utilizando Formulação de Potência com Tensões emCoordenadas
Retangulares
O problema de minimização de perdas de potência ativa utilizando equações e tensões em co-
ordenadas retangulares é formulado como um problema de PNL (Torres e Quintana, 1998) definido
por:
min l = Gsw:(eswe+fswf)+Bsw:(fswe−eswf) (B.42)
s.a. Gk:(eke+fkf)+Bk:(fke−ekf)−P SPk =0, ∀k ∈ B̃
Gk:(fke−ekf)−Bk:(eke+fkf)−QSPk =0, ∀k ∈ L
Q
k







k, ∀k ∈ B
tap
m
≤tapm≤tapm, ∀m ∈ T
Ondesw é a barra de referência,Gk: e Bk: são ask-ésimas colunas das matrizes de condutânciasG
e susceptânciasB de barras, respectivamente.ek e fk são as componentes daskésimas posições do
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são os limites máximos e mínimos
da potência gerada ou de compensação shunt na barrak. V k, V k são os limites máximo e mínimo das
magnitudes de tensão na barrak; tapm, tapm, tapm são os valores máximo, corrente e mínimo dos
taps dos transformadores em derivação do ramom. B é o conjunto de todas as barras,B̃ é o conjunto
de todas as barras menos a barra de referência,L é o conjunto de barras com fonte de VAr fixa,G é
o conjunto de todos os geradores,S é o conjunto de todos os compensadores shunt nas barras,T é
o conjunto de todos os transformadores com LTC. As variáveisde decisão do problema (B.42) são:
as componentes real e imaginária da tensão (complexa) das barr e os taps dos transformadores com
tap variável. A componente imaginária da tensão (complexa)da barra de referência é fixa com um
valor igual a zero (fsw = 0).
Se a tensão complexa em cada barra é conhecida, é possível calcular qualquer outra variável da
rede. É por esta razão, que a tensão complexa é considerada como variável de otimização. Os taps
dos transformadores com tap variável, também devem ser considerados como variáveis de otimização
do sistema. A este conjunto mínimo de variáveis de otimização é possível adicionar outras variáveis,
dependendo do objetivo do estudo e do método de otimização utilizado. Algumas variáveis que
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podem ser consideradas como variáveis de otimização são: Potências ativa e reativa de geração,
limite máximo de fluxo de potência em uma linha, transações contratadas entre barras, etc.
No problema de fluxo de potência ótimo reativo a geração de potência ativa do conjunto de barras
B̃ é considerada como conhecida. Normalmente, a geração de potência ativa tem sido calculado por
meio de um despacho econômico ativo.
B.3.2 Formulação de Injeção de Corrente com Tensões em Coordenadas Re-
tangulares para um Problema de Fluxo de Potência
Seguindo as principais idéias contidas em (da Costa et al., 1999) e (da Costa et al., 2007), será
apresentada uma formulação para o fluxo de potência utilizando o método de Injeção de Corrente
(IC) modelado para cargas do tipo potência constante.
Esta formulação provou ser eficiente para resolver este tipode problema. A equação básica de
potência injetada em uma determinada barrak de um sistema é dado por:
Sk = Pk + jQk = VkI
∗
k (B.43)















A equação (B.45) representa o balanço de corrente na barrak, e pode ser separada em duas
equações referentes às componentes real e imaginária das correntes injetadas nas barras, escritas em
função das partes real e imaginárias das tensão na barrak . Desta forma, as equações de corrente
imaginária e real a serem resolvidas no problema de fluxo de potência, denotadas por∆Irk e ∆Iik

















O sistema de equações não-lineares dado por (B.46) e (B.47) éresolvido utilizando o método de















Onde∆I i e ∆I r são os vetores das partes imaginaria e real dos erros de corrente, r spectivamente,
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Os elementos fora da diagonal principal das submatrizes da Eq. (B.48), referentes às derivadas
parciais de (B.46) e (B.47) em relação aek e fk, são iguais aos elementos da matriz de admitâncias
nodais e são constantes durante todo o processo iterativo, cada uma dessas submatrizes será um bloco
de ordem (nb × nb). Pode-se notar nas Eqs. (B.53)-(B.54) que nas quatro deriva as parciais em
relação às tensões complexas, os termosak e bk aparecem duas vezes cada um, o que significa que
neste caso os elementos da diagonal da matriz Jacobiana são facilmente atualizados e de forma rápida,
pois somente é necessário o cálculo de dois termos variáveis, resultando em uma matriz Hessiana das
equações Eqs. (B.46) e (B.47) altamente esparsa.
Também se pode observar que para uma barra de transferência,barras cujas injeções de potência
ativa e reativa iguais a zero, conseqüentemente, as potências ativaP SPk e reativaQ
SP
k especificadas
são iguais a zero, tornando as Eqs. (B.47) e (B.46) lineares.Esta característica pode ser explorada
pelo MPI para resolver um problema de FPOR usando a formulação de equações de corrente.
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Pode ser observado aqui que somente é necessário calcular asderiv das das Eqs. (B.55) e (B.56)
para montar a matriz Hessiana pois os outros elementos são equival ntes a essas duas equações. Este
fato é importante quando se trata de economia do tempo computacional. Também pode ser observado
que cada restrição do PFOR dada pelas Eqs. (B.46) e (B.47)) tem uma matriz Hessiana formada por
somente quatro elementos diferentes de zero.
B.3.3 FPOR Utilizando Formulação de Injeção de Corrente comTensões em
Coordenadas Retangulares
O problema de minimização das perdas de potência ativa de um sistema elétrico de potência,
usando tensões em coordenadas retangulares, é formulado como um problema de PNL e é definido
por:
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Para que as equações de corrente possam ser utilizadas no ORPF foi necessário considerar de
forma explícita as variáveis de geração de potência ativa e re tiva dos geradores e a potência reativa
dos compensadores shunt. Estas variáveis aparecem de formaimplícita no modelo (B.42). Este au-
mento do tamanho das variáveis primais do problema de PNL nãopiora o desempenho computacional
de (B.62) e permite ainda, explorar os elementos constantesque aparecem na matriz Jacobiana e a
alta esparsidade das matrizes Hessianas das restrições de igualdade.
As variáveis de decisão do problema (B.62) são: as componentes (complexas) real e imaginária
da tensão de barra, taps dos transformadores com tap variável, potência ativa de geração da barra
de referência e potência reativa de geração dos geradores e compensadores shunt. A componente
imaginária da tensão (complexa) da barra de referência é fixacom um valor igual a zero (fsw = 0).
A grande motivação para a utilização da formulação do FPOR utilizando equações de injeção
de correntes foi a alta esparsidade da matriz Hessiana do problema da Eq. (B.62), já que o maior
esforço computacional para resolver um PNL, quando utilizado o método de pontos interiores, está
em inverter uma matriz de Newton. Sendo assim, se o modelo utilizado proporciona uma matriz de
Newton mais esparsa, o ganho de tempo computacional a cada iteração é considerável. Outro aspecto
importante é o número de elementos constantes a serem calculados para a montagem das matrizes
Jacobianas e Hessianas.
B.3.4 Estrutura da Matriz Hessiana (W) para as Formulações de Potência e
Corrente com Tensões em Coordenadas Retangulares
Nesta sessão será mostrada a estrutura da matriz Hessiana dos problemas da Eq. (B.42) e da
Eq. (B.62) utilizando o exemplo dado pela Figura B.4 para a análise de dois cenários: com e sem












Figura B.4: Sistema Ilustrativo
168 Pesquisas Correlatas
Exemplo 1: Sem restrições de fluxo de potência nas linhas
Nos modelos (B.42) e (B.62) pode-se observar que cada barra contribui com três matrizes hes-
sianas na formação da matrizW, uma matriz hessiana dada pela restrição da magnitude de tensão
as outras duas dadas pelas equações de injeção de potência ativa e reativa, para o modelo (B.42), e as
equações de injeção de corrente real e imaginária, para o modelo (B.62).
As Figuras B.5 e B.6 contém símbolos que representam os elementos que compõem as matrizes
HessianasW. Os quadros sombreados representam a contribuição das matrizes hessianas das re-
strições de magnitude de tensão, e os símbolos “#”, “×”, “ 2” e “+” representam as contribuições
das matrizes hessianas das equações de injeção de potênciasativa e reativa (Figura B.5) e das equações

















Figura B.5: MatrizW do problema (B.42) para o sistema ilustrativo da Figura B.4
A Figura B.5 representa a matrizW para o modelo (B.42). Cabe destacar que somente as ma-
trizes Hessianas das equações de potência da barrai são constantes, as outras matrizes dependem do
valor dos taps ou das tensões complexas. Para formar a matrizW cada matriz Hessiana tem que ser
multiplicada por seu respectivo multiplicador de lagrangea cada iteração. Na Figura (B.5) existem
47 elementos diferentes de zero, com um grau de esparsidade de 41,98%. Figura (B.6) representa a
matrizW para o modelo (B.62), onde existem 35 elementos diferentes de zero, com um grau de es-
parsidade de 75,69%. É possível observar na Figura (B.6) a grande esparsidade damatrizW quando
comparada com a Figura (B.5). Neste modelo a barra com injeção de potência igual a zero (barrai
da Figura (B.4)) forma duas Eqs. lineares, gerando uma contribuição nula na construção da matriz
W, este fato pode ser observado pela falta do símbolo “2” na Figura (B.6). A Figura (B.6) mostra
também que as derivadas de segunda ordem das restrições de igualdade e desigualdade do modelo























Figura B.6: MatrizW do problema (B.62) para o sistema ilustrativo da Figura B.4
(B.62) em relação às tensões preenchem somente as diagonaispri cipais da matrizW.
Exemplo 2: Com restrição de fluxo de potência aparente na linha
O segundo exemplo considera a inclusão das restrições de fluxo de potência aparente na linha
i−m (Eqs. (B.63) e (B.64)) para ambos os modelos. O objetivo desta inclusão é mostrar a mudança












































Ondegim, bim, bshim e Sim são a condutância, susceptância, susceptância shunt e limit de fluxo de
potência aparente da linha de transmissãoi−m.
Esta restrição gera uma contribuição na formação da matriz HessianaW que pode ser observada
pelo símbolo “•” nas Figura (B.5) e (B.6). Esta restrição ocasiona uma diminuição da esparsidade da
matrix W para ambos os modelos, porém cria um maior prejuízo ao modelo(B.62), não permitindo
aproveitar totalmente as vantagens apresentadas pelas equaçõ s de IC, pois a inclusão desta restrição
gera um maior número de elementos a serem inclusos nas matrizes e conseqüentemente a serem
calculados e fatorados a cada iteração.
Nesta seção foram apresentados dois exemplos da estrutura da m trizW para o problema de
FPOR considerando as equações de injeções de corrente e de inj ção de potência. O Exemplo 1
mostra claramente que o número de elementos diferentes de zero da matrizW do modelo (B.62) é
menor que do modelo (B.42), mesmo sendo essa última de menor dimensão. O Exemplo 2 mostra
que se for incluída ao modelo (B.62) uma restrição de fluxo de potência aparente na linhai −m da
Figura (B.4), este ganha um número maior de elementos diferentes de zero para cada restrição de
fluxo de linha do sistema do que quando é incluído o mesmo tipo de restrição ao modelo (B.42), logo,
quando é considerado fluxo em todas as linhas do sistema, o modelo de injeção de corrente perde suas
características de esparsidade perante o modelo de injeçãod potência.
B.4 Comparação de Programas de Otimização Não-Lineares par
Resolver o problema de FPOR
Os novos e poderosos recursos computacionais a um custo computacional relativamente baixo e
técnicas matemáticas eficientemente consolidadas para a resolução de problemas de PNL de grande
porte dão esperanças aos pesquisadores da área de otimização de sistemas de potência, de poder re-
solver de forma mais rápida e exata o problema de FPOR. Os programas de otimização não-linear:
IPOPT (Wächter e Biegler, 2006) (versão 3.3.3), KNITRO (Byrd et al., 2006) (versão 5.2.0), LOQO
(Vanderbei, 1999) (versão 6.06), MINOS (Murtagh e Saunders, 1998), e SNOPT (Gill et al., 2002)
representam o estado da arte no que se refere a “software” de otimização para resolver eficientemente
os problemas de PNL de grande porte. Cada programa de otimização usa uma técnica de otimização
diferente e tem sua própria característica de convergência. Estes e outros programas modernos estão
disponíveis no servidor NEOS (server for optimization) (localizado no Laboratório Nacional de Ar-
gonne). Para avaliar a eficiência de cada técnica de otimização (tempo total de processamento, tempo
de avaliação das funções, numero de iterações, etc) é necessário analisar as características próprias
do problema de PNL resolvido (características de não-linearidades da função objetivo e restrições,
esparsidade das matrizes, etc).
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Nesta parte do relatório o problema de FPOR utilizando formulação de potência com tensões em
coordenadas retangulares foi modelada como um problema de PNL padrão, escrito em AMPL (Fourer
et al., 2003) e testado em cada programa de otimização. Foramutilizados cinco sistemas testes e três
sistemas reais para criar casos a serem analisados. O objetiv é identificar o programa de otimização
que possui a melhor característica de convergência. Para comparar o desempenho computacional
de cada programa de otimização (numero de iterações, tempo total de processamento e tempo de
avaliação das funções) foi usado o perfil de execução propostem (Dolan e Moré, 2002). Também
estão relatadas uma comparação dos casos de não convergência.
B.4.1 Programas de Otimização Não-Linear
Alguns comentários sobre os programas de otimização não-liear serão apresentados a seguir.
IPOPT (Interior Point OPTimizer)
O IPOPT utiliza um algoritmo de pontos interiores primal-dual com um método de filtro de busca
linear para assegurar a convergência global. O problema resolvido pelo IPOPT tem a forma do PNL
dado por (B.65).
min f(x)
s.a. h(x) = 0 (B.65)
xl ≤ x ≤ xu
Ondex são as variáveis de otimização (com possibilidade de possuir limites inferior xl e supe-
rior xu). A função objetivof(x) e a restrição de igualdadeh(x) é assumida como sendo duas vezes
diferenciável. Note que uma restrição de desigualdade não-li ear também pode ser incluída à formu-
lação acima usando variáveis de folga. O IPOPT tem como objetivo, ncontrar uma solução local de
(B.65). Em (Wächter e Biegler, 2006) pode-se encontrar uma descrição mais detalhada do algoritmo,
incluindo a fase de restauração da factibilidade para o método d filtro, correção de segunda ordem,
e correção de inércia da matriz de KKT. Também são consideradas neste algoritmo, heurísticas que
permitem uma execução mais rápida do algoritmo. Em (Wäachter e Biegler, 2005) e (Wäachter e
Biegler, 2006), são analisadas as propriedades de convergêcias global e local, respectivamente. O
IPOPT é um software aberto escrito em C++, C, Fortran e MATLAB. (http://www.coin-or.org/Ipopt/)
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KNITRO (Nonlinear Interior-point Trust Region Optimizer)
O KNITRO fornece três algoritmos para resolver o problema dePNL: a) algoritmo de pontos
interiores direto, b) algoritmo de pontos interiores e gradiente conjugado, e c) algoritmo de conjunto
ativo. O problema resolvido pelo KNITRO tem a forma do PNL dado por (B.66).
min f(x)
s.a. h(x) = 0 (B.66)
g(x) ≤ 0
Assume-se quef(x), h(x) e g(x) são duas vezes diferenciáveis. O KNITRO possibilita utilizar
os algoritmos de forma independente ou utilizar um procedimnto de seleção automática implemen-
tado internamente que permite cruzar os três algoritmos durante o processo de solução. O primeiro
algoritmo implementado pode ser encontrado na referência (Byrd et al., 2006). O algoritmo de pon-
tos interiores direto aplica técnicas de barreira e fatoração direta da matriz de KKT de um sistema
não-linear. Este algoritmo executa melhor os problemas malcondicionados. Em (Byrd et al., 1999) é
descrito um algoritmo de pontos interiores e gradiente conjugado, onde são aplicadas técnicas de bar-
reira usando o método do gradiente conjugado para resolver osub-problema de KKT, a base teórica
deste algoritmo pode ser encontrada em (Byrd et al., 2000). Oalgoritmo de conjuntos ativos imple-
menta um método de programação linear-quadrática seqüencial descrita em (Byrd et al., 2004). Os
três algoritmos têm diferenças fundamentais que conduzem au comportamento diferente de cada
problema de otimização não-linear. Ao mesmo tempo, fornecem uma série de diferentes caminhos
para atacar as dificuldades dos problemas. É um software comer ializado por "Ziena Optimization"e
é avaliado em C++, C, Fortran. (http://www.ziena.com/knitro.html)
LOQO
O LOQO é baseado em um método de pontos interiores primal-dual infactível que soluciona
problemas de otimização convexos e não-convexos, e problemas de otimização não lineares (B.67).
min f(x)
s.a. hl ≤ h(x) ≤ hu (B.67)
xl ≤ x ≤ xu
Se o problema é convexo, então o LOQO encontra uma solução ótima global, caso contrário,
encontra uma solução ótima local aproximada para um dado pont inicial. Note que uma restrição
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de igualdade pode ser formulada assumindo os valores corresp ndentes dehl e hu para um mesmo
valor. O LOQO é escrito em Fortran 77 e mais informações sobreele, podem ser encontradas em
(Vanderbei, 1999). Este software é aberto mas requer um arquivo de licença antes de ser usado.
(http://www.princeton.edu/∼rvdb/)
MINOS (Modular In-core Nonlinear Optimization System)
O MINOS usa uma implementação estável do método simplex primal para resolver problemas
lineares. Para problemas com restrições lineares e uma função objetivo não-linear, o método do
gradiente reduzido é empregado com uma aproximação quasi-Newton para a Hessiana reduzida. Para
problemas de programação não-linear, o MINOS resolve uma seqüência de sub-problemas em que
as restrições são linearizadas e a função objetivo é uma função Lagrangeana aumentada, o controle
do tamanho de passo é heurístico mas a convergência superlinear é sempre alcançada (Murtagh e
Saunders, 1998). O problema resolvido pelo MINOS tem a formade um problema de PNL (B.68)
min f(x) + cT x + dT y
s.a. h(x) + A1y = b1







Em que os vetoresc, d, b1, b2, l, u e as matrizesA1, A2, A3 são constantes. O MINOS é um
software vendido pela Stanford University Office of Technology Licensing, e é escrito em Fortran 77.
(http://www.sbsi-sol-optimize.com)
SNOPT (Sparse Nonlinear OPTimizer)
O SNOPT utiliza um algoritmo de programação quadrática seqüencial. As direções de busca
são obtidas dos sub-problemas de programação quadrática que minimiza um modelo quadrático da
função Lagrangeana sujeito a restrições linearizadas. A função de mérito da Lagrangeana aumentada
é reduzida ao longo de cada direção de busca para assegurar a convergência de qualquer ponto inicial.









 ≤ u (B.69)
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Em quel e u são valores constantes, e representam os limites mínimo e máximo e A é uma
matriz esparsa. Informações sobre o SNOPT podem ser encontradas em (Gill et al., 2002) e é
um software vendido pela Stanford University Office of Technology Licensing, escrito em Fortran.
(http://www.sbsi-sol-optimize.com)
B.4.2 Perfil de Desempenho
Os perfis de desempenho fornecem meios eficazes de comparar deforma rápida o desempenho
computacional dos programas de otimização aqui apresentados. Em (Dolan e Moré, 2002) define-se
o perfil de desempenho de um método como uma função de distribuição cumulativa para um desem-
penho métrico. Supondo resolver um conjunto de problemasP com diferentes métodos. Denotando
um problema particular porp e um método particular pors. A idéia é comparar o desempenho com-
putacional do métodos resolvendo o problemap com o melhor desempenho computacional dado por
algum método resolvendo este mesmo problema particular. At xa de desempenhoé definido como:
ρp,s =
tp,s
min{tp,s : 1 ≤ s ≤ ns}
Em quetp,s é o tempo total de processamento do programa de otimizaçãos gasto no problemap. ns é
o número de programas de otimização. Se um programa de otimização não resolve um determinado
problema, o resultado de seu desempenho é representado por um valor infinito. Por outro lado,





size{p ∈ P : ρp,s ≤ τ}
em queps(τ) é a probabilidade da taxa de desempenhoρp,s estar dentro de um fator deτ da melhor
taxa de desempenho possível.np é o número de problemas. Em geral,ps(τ) para um programa de
otimização particulars fornece informações sobre a porcentagem de problemas que o programa de
otimização solucionará se para cada problema, o programa deotimização pode ter um recurso de
tempo máximo deτ vezes o tempo mínimo do tempo total de processamento. Paraτ = 1 a proba-
bilidadeps(1) de um programa de otimização particulars é a probabilidade de um programa ganhar
sobre todos os outros. Por isso, se estamos interessados somente em conhecer os atuais melhores
programas de otimização, necessitamos somente consideraro valor deps(1) de todos os programas
de otimização. Para valores maiores deτ , a função de probabilidadeps(τ) fornece informação se
um programa de otimização consegue atualmente resolver um poblema. Por isso, se estamos inter-
essados somente na probabilidade que um programa de otimização consiga resolver um problema de
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forma satisfatória, deveríamos considerarps(τ) para todos os programas de otimização com um valor
deτ maior.
Como os diferentes programas buscam somente uma solução local para vários problemasp ∈ P, e
é muito provável que cada programa de otimizaçãos encontre uma solução local diferente. De forma
a fazer uma comparação correta, foram excluídos da comparação os problemas cujos valores finais
da função objetivo não estão próximos ao critério (B.70).
max{l1, ..., lns} −min{l1, ..., lns}
1 + max{|max{l1, ..., lns}|, |min{l1, ..., lns}|}
> 10−1 (B.70)
em quels é o valor da função objetivo do problema (B.42) obtida pelo programas. O tempo total de
processamento foi usado como uma medida do desempenho computacional; embora, a idéia acima
possa ser utilizada com outra medida do desempenho computacional. Por exemplo, se agora o número
de iterações é a medida do desempenho de interesse, ajustetp,s corretamente.
B.4.3 Provas e Resultados
Os sistemas teste IEEE 30, 57, 118, e 300 barras, o sistema teste England 39 barras e três sistemas
reais, o sistema peruano de 460 barras, um sistema real de 662barras obtido em (examples) e o sis-
tema brasileiro de 2256 barras, foram utilizados para criaros casos usados para resolver o problema
de FPOR. Para cada sistema elétrico de potência (SEP), foi calculado um conjunto de casos de con-
tingências factíveis (para saídas de linhas de transmissãosomente) cuja solução não resulta em um
FPOR infactível. As contingências foram obtidas utilizando os critérios apresentados em (Granville
et al., 1996). A contingência é considerada factível se ela não gera corte de carga. O caso base, assim
como o caso de contingências factíveis, foram usados para avli r os programas de otimização.
A Tabela B.6 mostra algumas informações relevantes dos sistema usados nos testes. Ondeb é
o número de barras,ng é o número de geradores,nsh é o número de elementos shunt com potência
reativa variável,nl é o número de linhas de transmissão,nt é o número de transformadores com
controle de posição de tap,nzi é o número de barras de passagem (barras sem injeção de potência
ativa e reativa e sem conexão de transformador com tap variável), (P ) e (Q) são as potência ativa e
reativa total das cargas em MW e MVAr, respectivamente, enc é o número de casos de contingências
factíveis.
Os resultados numéricos foram obtidos usando um SunFire V20Z com dois processadores AMD
Opteron com 2.46Hz e 8Gb de memória RAM. Os seis software foram rodados com suas opções de
“default” sobre 4401 problemas de PNL, todos na mesma máquina. O ponto inicial para as com-
ponentes (complexas) real e imaginária da magnitude de tensão nas barras são1, 0 pu e 0, 0 pu,
respectivamente e para os taps dos transformadores com tapsvariáveis é1, 0. Estes pontos iniciais
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Tabela B.6: Características dos Sistemas Testados
Sistemas nb ng nsh nl nt nzi P Q nc
IEEE30 30 6 2 41 4 2 283,4 126,2 35
ENGL39 39 10 2 46 0 12 6097,1 1408,9 34
IEEE57 57 7 3 80 15 4 1250,8 336,4 59
IEEE118 118 54 8 186 9 2 3668,0 1438,0 167
IEEE300 300 69 10 411 50 28 23247,0 7788,0 248
PERU460 460 50 25 542 134 119 2959,2 1033,3 176
REAL662 662 73 44 1017 77 103 25827,0 8363,9 875
BRA2256 2256 201 86 3508 1 614 47079,8 15017,6 2807
TOTAL 4401
foram utilizados por todos os problemas de PNL solucionadosqui. Como critério de parada foi im-
posto um limite máximo de 1000 iterações ao contador de iteraçõ s e um erro com tolerância mínima
de10−4 (erro do problema de PNL escalado (Wächter e Biegler, 2006)).
Dos 4401 problemas, 1528 foram excluídos usando o critério (B.70). A maioria de estes casos
excluídos são casos factíveis do sistema Brasileiro de 2256. Dos 2873 casos restantes, o IPOPT não
convergiu em um dos casos, o LOQO em 4 casos e o MINOS e o SNOPT em6 casos, respectiva-
mente. O KNITRO convergiu para todos os casos analisados. A Figura B.7 apresenta o desempenho
computacional dos programas de otimização em relação ao número de iterações, e a Figura B.8 com-
para os tempos computacional gastos para avaliar as funçõesdo programa, considerando os tempos
de: avaliação da função objetivo, avaliação das restrições, avaliação do gradiente da função objetivo,
avaliação da matriz Jacobiana e avaliação da matriz Hessiana da função Lagrangeana. “KNITRO-
ACA” representa o desempenho computacional do algoritmo deconjunto ativo implementado no
KNITRO (algoritmo 3). Em termos de número de iterações e de tempo da avaliação das funções, o
IPOPT e o KNITRO são os programa de otimização que mostram serais eficiente quando com-
parado ao LOQO, MINOS, SNOPT e KNITRO-ACA. Lembrando que o KNITRO usa algumas iter-
ações do método de região de garantia, o que lhe custa um maiortempo computacional para convergir,
e também que o KNITRO converge para todos os casos.
A Figura B.9 apresenta o perfil de desempenho do tempo total deproc ssamento. Neste caso o
IPOPT e o KNITRO também mostra um melhor tempo computacionalqu ndo comparado aos outros
programas de otimização. Em geral os programas de otimização IPOPT, KNITRO e o LOQO apresen-
tam um melhor desempenho computacional para resolver o problema de FPOR, comparados com os




































Figura B.7: Perfil de Desempenho para o Numero de Iterações
programas de otimização MINOS, SNOPT e KNITRO-ACA. Também pode-se observar que o LOQO
apresentou um melhor desempenho computacional em relação ao tempo total de processamento para
os três primeiros sistemas teste IEEE 14, 30 e 57 barras (sistema pequenos). Para os sistemas reais
(sistemas grandes) o IPOPT e o KNITRO foram os que apresentaram melhores resultados.
Os programas de otimização IPOPT, KNITRO e o LOQO apresentamum bom desempenho com-
putacional para resolver o problema de FPOR, também pode-seobservar que o LOQO apresentou
um melhor desempenho computacional em relação ao tempo total de processamento para os sistemas





































Figura B.8: Perfil de Desempenho para o Tempo de Avaliação de Funções




































Figura B.9: Perfil de Desempenho para o Tempo Total de Processam nto
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B.5 Comparação Computacional entre as formulações do FPOR
Utilizando Equações de Potência e Injeção de Corrente
Neste capítulo é mostrada uma comparação computacional entre as formulações do FPOR uti-
lizando as equações de potência e injeção de corrente com tensões em coordenadas retangulares.
Ambas formulações foram mostradas no Cap. B.3. O programa deotimização IPOPT foi utilizado
para fazer as comparações. Os cinco sistemas teste e os três sistema reais, assim como todas as
contingências factíveis apresentados no Cap. B.4 foram utilizados para avaliar as duas formulações.
Como foi apresentado no Cap. B.2, o maior esforço computacion l realizado pelo método de pon-
tos interiores é formar, fatorar e resolver, em cada iteração, o sistema de equações lineares dado por
(B.34) (ver o passo 7 do algoritmo geral). Para melhorar o desempenho computacional do MPI é
necessário analisar a influência de ambos os modelos ((B.42)e (B.62)) na estrutura da matrizW. Já
foi visto no Cap. B.3 que usando o modelo (B.62) obtemos elementos constantes na matriz Jacobiana
das restrições de igualdadeJg e uma matriz Hessiana da Lagrangeana altamente esparsa.
Os problemas de FPOR mostrados em (B.42) e (B.62) foram modelados como um problema de
PNL padrão, escritos em AMPL (Fourer et al., 2003) e testado em cada um dos sistemas apresentados
no Cap. B.4. Os resultados numéricos foram obtidos utilizando o mesmo computador apresentado
no Cap. B.4. O software IPOPT foi rodado com as mesmas opções de “default” nos 4401 problemas
de PNL e na mesma máquina para ambos os modelos. O ponto inicial para as componentes real e
imaginária das tensões de barra são 1,0 pu e 0,0 pu, respectivamente, para os taps dos transformadores
com tap variável os valores são iguais a 1,0 pu, para a potência ativa gerada na barra de referência é
0,0 pu e para as potências reativas de geração dos geradores ecomp nsadores shunt é 0,0 pu. Este
ponto inicial foi utilizado para todos os problemas de PNL resolvidos. O limite imposto ao contador
de iterações foi de 1000 iterações e o erro de tolerância máximo foi 10−4 (erro do problema de PNL
escalado (Wächter e Biegler, 2006)).
A Tabela B.7 mostra um resumo das características de ambos osmodelos para o FPOR. Onde
nx é o número de variáveis primais,nxlu é o número de variáveis primais com limites mínimos
e máximos,ngl é o número de restrições de igualdade lineares,ngnl é o número de restrições de
igualdade não lineares,nh é o número de restrições de desigualdade,nJ é o número de elementos
diferentes de zero da matriz Jacobiana (Jg) e nH é o número de elementos diferentes de zero da
diagonal superior da MatrizW (sendoW uma matriz simétrica, o valornH é usado como seu número
de elementos diferentes de zero). Note que o número de restrições de igualdade lineares (ngl) que
aparecem no modelo (B.62) é igual a duas vezes o número de barras de passagem (nzi), e também
que a diferença do número de elementos diferentes de zero entre as matrizes Hessianas dos dois
modelos é de aproximadamente50%. Em alguns casos o número de elementos diferentes de zero da
B.5 Comparação Computacional entre as formulações do FPOR Utilizando Equações de
Potência e Injeção de Corrente 181
Tabela B.7: Resumo das Características de Otimização
Dados nx nxlu ngl ngnl nh nJ nH
IEEE30 FPOR-IC 72 12 4 56 30 497 128
FPOR-EP 63 4 0 51 38 512 269
ENGL39 FPOR-IC 88 10 24 54 39 602 134
FPOR-EP 77 0 0 67 49 593 297
IEEE57 FPOR-IC 139 25 8 106 57 965 262
FPOR-EP 128 15 0 103 67 1006 550
IEEE118 FPOR-IC 307 71 4 232 118 2250 575
FPOR-EP 244 9 0 173 180 2146 1100
IEEE300 FPOR-IC 729 129 56 544 300 5160 1333
FPOR-EP 649 50 0 520 379 5263 2790
PERU460 FPOR-IC 1129 209 238 682 460 7167 2096
FPOR-EP 1053 134 0 844 535 7263 4086
REAL662 FPOR-IC 1517 193 206 1118 662 11744 2596
FPOR-EP 1400 77 0 1207 778 11580 6022
BRA2256 FPOR-IC 4800 288 1228 3284 2256 33732 7018
FPOR-EP 4512 1 0 4224 2543 36395 18201
matriz Jacobiana para o modelo (B.62) é maior do que para o modelo (B.42), porém o número total
de elementos diferentes de zero da matrizW para o modelo (B.62) é de aproximadamente19% menor
que o modelo (B.42).
A Tabela B.8 mostra o tempo total, o tempo de avaliação das funções e o número de iterações (para
ambos os modelos) para o caso base de todos os sistemas testados, além do valor do ganho percentual
entre os dois modelos. Onde PRC é dado pela Eq. (B.71), em quetCI e tEP é o tempo utilizado pela
formulação do FPOR-IC e FPOR-EP, respectivamente. Note queo tempo total de processamento para
o modelo (B.62) é menor que para o modelo (B.42), principalmente para o tempo gasto na avaliação








se tCI ≥ tEP então
a = tCI e b = tEP ;
caso contrário
b = tEP e a = tCI .
(B.71)
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Tabela B.8: Tempo total e de avaliação das funções do problema para o caso base
Sistemas Tempo Total Tempo de avaliação Iterações
tIC tEP PRC tIC tEP PRC FPOR-IC FPOR-EP
(sec) (sec) (%) (sec) (sec) (%)
IEEE30 0,016 0,036 55,56 0,001 0,013 92,31 10 10
ENGL39 0,030 0,050 40,00 0,004 0,024 83,33 10 11
IEEE57 0,032 0,073 56,16 0,007 0,039 82,05 11 11
IEEE118 0,096 0,132 27,27 0,033 0,095 65,26 16 12
IEEE300 0,196 0,455 56,92 0,079 0,347 77,23 20 17
PERU460 0,439 0,461 4,77 0,260 0,345 24,64 28 15
REAL662 0,409 0,920 55,54 0,185 0,701 73,61 21 16
BRA2256 1,912 3,196 40,18 0,848 2,316 63,39 36 23
A Tabela B.9 mostra o tempo total de processamento gasto parafazer a análise de contingências
para cada sistema testado, e o tempo total de processamento de todas as 4401 contingências simuladas
para ambos os modelos apresentados. Os resultados mostram que existe um considerável ganho de
tempo total de processamento quando o modelo (B.62) é comparado com o modelo (B.42). A Figura
(B.11) e (B.10) mostra o valor do PRC para o tempo de processamento total e o tempo de avaliação
de funções, respectivamente, entre ambos modelos e para cada contingência. Os valores positivos
representam a porcentagem de tempo ganho pelo modelo (B.62)em relação ao modelo (B.42). As
barras com valores negativos representam a porcentagem de tempo ganho pelo modelo (B.42) em
relação ao modelo (B.62). Observa-se que o tempo de processam nto gasto pelo modelo (B.62)
para cada contingência é consideravelmente menor que o tempde processamento gasto pelo modelo
(B.42), tanto para o tempo total de processamento quanto para o tempo de avaliação das funções do
problema. Observa-se também que, o modelo (B.42) somente apresentou ganho de tempo total de
processamento em relação ao modelo (B.62) para apenas sete contingências do Sistema Peruano.
Os resultados mostram que o modelo (B.62) gasta um tempo de prc ssamento total e de avaliação
de suas funções menor que o modelo (B.42) na grande maioria dos 4401 casos, obtendo um ganho
computacional total de aproximadamente41%. Também, outro fato a considerar é que os modelos
(B.42) e (B.62) possuem características de convergência diferentes, podendo o modelo (B.62) gastar
um número maior de iterações para convergir em relação ao modelo (B.42), ver Tabela B.8. Esta
característica também faz com que o modelo (B.62) convirja par todos os 4401 casos, enquanto que
o modelo (B.42) não converge para um dos caso. A seção B.3.4 mostrou que o modelo (B.62) requer
um menor cálculo de elementos para a matriz (B.34) tornando aconstrução desta menos complexa
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Tabela B.9: Tempo computacional total gasto pela análise dacontingências
Sistemas tCI tEP PRC
(sec) (sec) (%)
IEEE30 0,603 1,065 43,43
ENGL39 0,695 1,395 50,19
IEEE57 2,003 3,983 49,72
IEEE118 12,591 21,555 41,59
IEEE300 47,410 88,559 46,36
PERU460 53,801 80,755 33,37
REAL662 332,563 749,440 55,63
BRA2256 5354,376 8897,707 39,82
Total 5804,042 9844,459 41,04
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Figura B.10: Tempo computacional total gasto para cada contingência
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Figura B.11: Tempo de avaliação das funções do problema paracada contingência
186 Pesquisas Correlatas
B.6 Método de Pontos Interiores com Técnicas de Região
de Garantia
Nesta seção é apresentado um método de pontos interiores queassocia técnicas de região de
garantia para encontrar um passo ótimo a cada iteração do algoritmo. Este método é baseado no
programa de otimização KNITRO (apresentado no Cap. B.4) e foi t stado utilizando a formulação do
FPOR-PE apresentada na seção B.42.
A técnica de região de garantia é uma classe de algoritmos de otimização para resolver problemas
não convexos e não-lineares. A idéia principal do método está baseada no fato de que a utilização do
método de região de garantia sozinho apresenta a vantagem denão t r que fatorar a matriz Hessiana
da função Lagrangeana a cada iteração, o que é eficiente quando se resolve um problema de grande
porte, porém, apresenta a desvantagem de se torna um método com alto custo computacional quando
a matriz Hessiana da função Lagrangeana é mal condicionada (Waltz et al., 2006).
Foi então desenvolvido um algoritmo que calcula um passo ótimo utilizando um método de pon-
tos interiores sempre que a qualidade desses passos possa ser a segurada, caso contrário o passo é
calculado utilizando a região de garantia. Isto pode ser imple entado em um só algoritmo desde que
o método de pontos interiores e a técnica de região de garantia sejam utilizadas independentes uma
da outra.
Este algoritmo resolve um PNL do tipo mostrado pela Eq. (B.66). A direção de busca é calculada
neste algoritmo pela fatoração de um sistema primal-dual. No intuito de se conseguir uma robustez
matemática, esta a busca linear levanta duas questão importantes: a) Como definir a direção de busca
quando o modelo usado pelo algoritmo é não convexo; e b) Como tratar o rank deficiente da matriz
Hessiana da Lagrangeana e da Jacobiana das restrições.
Em (Waltz et al., 2006) é descrito também, um mecanismo para estabilizar a busca linear de cada
iteração, que consiste em voltar, sob determinadas condições, em um passo da região de garantia que
seja confiável, tal que este caminhe na direção da factibilidade e da otimalidade. Um desafio é projetar
o algoritmo de modo que haja uma transição direta entre o método de pontos interiores e as etapas
da região de garantia. E afirma que o algoritmo apresentado não possui um custo computacional
mais elevado do que outros métodos, tendo propriedades de conv rgência favoráveis, e boa eficiência
computacional para os problemas testados por este.
B.6.1 Formulação do Problema
O problema de PNL testado com o método de pontos interiores com técnicas de região de garantia
é o problema dado pela Eq. (B.42). A função objetivo do problema adicionando o fator de penalização
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das variáveis de folga não-negativas:






























































ondehu(x) e hl(x) são os vetores que contém os valores dos limites mínimo e máximo, respectiva-
mente, das potências reativas, tensões e taps de um sistema.
Assim pode-se adaptar o problema dado por (B.42) ao problemadado por (B.31), sendo a função
Lagrangeana, as condições de otimalidade de KKT e o sistema dNewton dados pelas Eqs. (B.32),
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(B.33) e (B.34), respectivamente.
B.6.2 Função de Mérito
A função de mérito é dada por:
φv(z) = fµ(z) + v‖c(z)‖ (B.78)







ev > 0 é um parâmetro de penalidade que é atualizado a cada iteração, t l que a direção de busca







A atualização do parâmetrov é baseada no método de região de garantia. Ao invés de exigir
somente que a derivada direcional deφv seja negativa, como normalmente é feito, foi escolhido um
parâmetrov baseado no decrescimento do modelo quadrático/linear da função de mérito calculado





v sev ≥ vT
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Para mostrar que a escolha dev garante quedz é uma direção de descida deφv, notou-se (Waltz
et al., 2006) que (B.81) e a definição deσ implicam que:
∇fµ(z)T dz − v‖c(z)‖ ≤ −ρv‖c(z)‖ (B.85)
Desde que a derivada direcional deφv em relação adz seja dada por:
Dφv(z; dz) = ∇fTµ (z)dz − v‖c(z)‖ (B.86)
B.6.3 Critério de Convergência
Critério de Convergência Geral
Idealmente, o critério de parada deveria ser independente da escala das variáveis, da função ob-
jetivo e das restrições do problema. Porém, na prática, é difícil de conseguir sempre uma escala
independente, e em casos onde certas quantidades se aproximam de zero, esta escala independente
não é desejável. Desta forma usou-se uma técnica que alcançaum equilíbrio entre a praticidade e a
independência. Baseado na Eq. (B.41), porém utilizando um fator de escala que é calculado ao final
de cada iteração geral como mostram as Eqs. (B.87), (B.88) e (B.89).
• Factibilidade Primal
‖(g(xk), h(xk)+)‖∞ ≤ max{1, ‖g(x0), h(x0)+‖∞}ǫf (B.87)
• Factibilidade Dual




≤ max{1, ‖∇f(xk)‖}ǫo (B.88)
• Condição de Optimalidade
‖Sπ‖∞ ≤ max{1, ‖∇f(xk)‖}ǫo (B.89)
Em queh(x0)+ = max{0, h(xk)} e x0 é o valor inicial da variávelx. Quando o valor máximo não é
igual a 1, o fator de escala da Eq. (B.88) faz com que este tested convergência seja independente para
qualquer escala def(xk), c(xk) e de qualquer mudança linear da variávelxk. O fator1 é necessário
para assegurar o teste de convergência de factibilidade dual quando‖∇f(xk)‖ é igual a zero ou possui
um valor muito pequeno.
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Teste de Convergência do Problema de Barreira
Como dito no Cap. B.2, a seqüencia de parâmetros de barreira{µ} deve decrescer monotonica-













Para o problema de barreira logarítmica o teste de convergência é feito em função do parâmetro
de barreiraµ. As tolerâncias são calculadas proporcionalmente ao decrescim nto do valor deµ e é
dado por:
• Factibilidade Primal
‖(g(xk), h(xk) + sk)‖∞ ≤ max{1, ‖g(x0), h(x0)+‖∞}ǫfµ (B.91)
• Factibilidade Dual




≤ max{1, ‖∇f(xk)‖}ǫoµ (B.92)
• Condição de Otimalidade
‖Sπ − µe‖∞ ≤ max{1, ‖∇f(xk)‖}ǫoµ (B.93)
Note que os fatores de escala calculados nos critérios de conv rgência geral e de barreira são
iguais, o que muda nos dois critérios é o lado esquerdo das equções que se diferem pelas somas de
−µe na Eq. (B.93) e deg(x) + s na Eq. (B.91), em que:
ǫoµ = max{θµ, ǫ
o − µ}
ǫfµ = max{θµ, ǫ
f}
(B.94)
Isto assegura que a escolha da tolerância não cause um númeromuito grande de soluções do
subproblema de barreira, porém não assegura um limite mínimo paraµ. Embora um valor muito
pequeno deµ não causar um excessivo número de soluções do subproblema debarreira, ainda sim é
necessário prevenir um valor muito pequeno deµ, pois isto pode causar falha na iteração. Baseado
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B.6.4 Transição Entre o Método de Pontos Interiores e de Região de Garantia
Se o método de pontos interiores não calcula um passo para o subproblema de barreira, o algo-
ritmo de região de garantia é então utilizado. Para a utilização deste algoritmo é desejável que se dê
a ele uma informação do tamanho do raio da região de garantia,tal que este reflita as informações
da iteração corrente. Este fato é particularmente importante quando dois passos de região de garantia
são separados por uma grande seqüencia de passos de busca linear. Quando a busca linear calcula




Por outro lado, se a direção de descida mais recente foi calculada por um passo da região de
garantia, ou um passo de busca linear foi rejeitado, o raio daregião de garantia é atualizado de acordo
com a regra padrão de região de garantia.
B.6.5 Algoritmo Geral
O método de pontos interiores primal – dual com técnicas de região de garantia pode ser sinteti-
zado no seguinte algoritmo:
1. Inicializarµ0, η > 0, 0 < δ < 1, imax, obter um ponto inicial(x0, s0, λ0, π0) de acordo com a
seção B.2.2, tal que sejam satisfeitas as condições de não-negatividade e fazerk = 0.
Repetir
2. Até que os critérios de convergência sejam satisfeitos
3. Calcularg(x0), h(x0), Jg(x0) eJh(x
0).
4. Calcular o vetor da parte direita da expressão (B.34).
Início do Problema de Barreira Logarítmica
Repetir
5. Fazerbusca linear = falso.
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6. Calcular a matrizA usando (B.36).
7. Verificar seWz é definida positiva (ou seja,dTz Wzdz > 0), e ir ao passo 8, senão ir ao
passo 16.
8. Montar e resolver no ponto atual o sistema (B.34).
9. Obter o máximo tamanho de passo usando (B.38) e chamarαmaxz = αp eα
max
λ = αd.
10. Verificar seαk > δ, e ir ao passo 11, senão ir ao passo 16.
Repetir
12. Enquanto(j ≤ imax), (αT > δ) e busca linear = falso,
13. Verificar seφv(zk +αTαmaxz dz) ≤ φv(zk)+ηαTα
max
z Dφv(zk; dz), e e ir ao passo 14,
senão, ir ao passo 15.
14. Fazerαz = αT αmaxz , αλ = αT α
max
λ , atualizar as variáveis utilizando a Eq. (B.37),
calcular∆k+1 e fazerbusca linear = verdadeiroe voltar ao passo 12.
15. Fazerj = j + 1 eαT = αT2
Até que uma das condições seja violada.
16. Verificar sebusca linear = falso, e ir ao passo 17, senão passe ao passo 18.
17. Calcularxk+1 , sk+1 , λk+1 eπk+1 e atualizar∆k+1 utilizando o método de região de
garantia.
18. Fazerµk+1 = µk ek = k + 1.
Até se obter a convergência do problema de barreira
19. Atualizarµk (B.40),
Até se obter a convergência do problema geral
Os valores dos parâmetro utilizados nas simulações foram,µ0 = 1, η = 10−8, δ = 10−5, imax =
3.
B.6.6 Método de Região de Garantia
O método de região de garantia utilizado, descrito em (Byrd et al., 1999), foi desenvolvido para
resolver os problemas de PNL de grande porte, onde um MPI-TRGé utilizado para encontrar um
passo ótimo para o subproblema de barreira logarítmica, quando busca linear falha. O TRG calcula
separadamente, as variáveis primais e duais, diferente de quando é utilizada o método de pontos
interiores primal – dual.
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Os multiplicadores de Lagrange para o TRG são calculados utilizando uma aproximação por mín-
imos quadrados. Isto é utilizado em alguns problemas de PQS existentes na literatura, que calcula
uma estimação por mínimos quadrados baseado nas condições de estacionaridade da iteração cor-
rente, assim, são escolhidos os multiplicadores de Lagrange que minimizam a norma euclidiana da































. Porém, deste modo não se pode garantir, que o valor deπk será sempre positivo. Para
garantir queπk seja positivo, foi adotado uma forma na qual não se pretende forçar queπk seja posi-
tivo, mas assegurar que o modelo quadrático permaneça convexo as variáveis de folga. Dessa forma
Σ















B.6.7 Função de Mérito para a Região de Garantia
A função de méritoφ(x, s, ν), definida por (B.72), é utilizada aqui, para determinar se o passo
total d = v + ω é aceitável, e também dar informação sobre como atualizar o rio da região de
garantia∆. O parâmetro de penalidadeν (para não ser confundido com o parâmetro de barreiraµ)
equilibra a relativa contribuição da função objetivo e das restrições, e necessita ser atualizada a cada
iteração tal que o passod e a função de méritoφ sejam compatíveis. Isto significa que se a região de
garantia é suficientemente pequena, então o passod deveria causar uma redução emφ.
Aproxima-se a mudança da função de mérito devido ao passod pelaRedução Previstadefinida
como:
predk(d) = −q(ṽ + w̃) + νkvpredk (B.101)
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Ondevpredk é a redução prevista pelo passo normal, eq é a função objetivo do passo horizontal
ou tangencial do subproblema quadrático que é inerente à formulação de região de garantia e que é
discutido em (Byrd et al., 1999),q é dado por:
q(ṽ + w̃) = (∇fT − µeT )(ṽ + w̃) +
1
2
(ṽ + w̃)T G(ṽ + w̃) (B.102)








E ṽ = (vx, S
−1vs), v é chamado de passo normal ew̃ é a tangente do gradiente das restrições, o




















A definição de (B.101) é baseada na análise apresentada por (Byrd et al., 2000). Neste problema
é necessário queνk seja grande o bastante para que opredk(d) seja positivo e proporcional à redução√
−m(ṽ) fornecida pelo passo vertical ou passo normal, e é dado por:
m(ṽ) = 2
[






















predk(d) ≥ ρνkvpred (B.106)
Onde0 < ρ < 1, para este trabalho foi escolhido um valor deρ = 0.3. Pode-se observar em





Como mostrado em (Byrd et al., 2000), sem(ṽ) = 0, entãõv = 0, que implica emq(ṽ + w̃) ≤ 0,
e então (B.106) é satisfeito para qualquer valor deν. Neste casoν pode ser definido como seu valor
da iteração anterior, que será chamado aqui deν−. Assim a atualização deν é feita como mostrado a
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seguir:




ν = max{ν−, m(ṽ)
(1−ρ)vpred
}
Este procedimento é aplicado enquanto o parâmetro de barreira µ é fixo. Desta forma, para um
valor fixo do parâmetro de barreira o parâmetro de penalidadeν umenta monotonicamente à medida
que as iterações avançam, que é uma propriedade importante para a análise da convergência global do
algoritmo. Se o valor do parâmetro de barreira for trocado exatamente no início da iteração corrente,
o valorν− que será utilizado no procedimento de escolha do parâmetroν volta a ser igual ao seu valor
próprio inicial. Sendo que a função de mérito já foi especificada, esta será utilizada para determinar
se o passodk da iteração corrente será aceito ou não. Nos método de regiãode garantia é necessário
calcular aRedução Atualna função de mérito, que é dada por:
ared(d) = φ(x, s, ν)− φ(x + dx, s+ ds, ν) (B.109)










max{7‖d‖, ∆} se γ ≥ 0, 9
max{2‖d‖, ∆} se 0, 3 ≤ γ < 0, 9
∆ se η ≤ γ < 0, 3
(B.111)
Quando o passo é rejeitado, o novo raio da região de garantia éo máximo a metade do valor do
último raio, mas não é menor do que um décimo do valor do mesmo.Quando o parâmetro de barreira
µ é reduzido∆ é ajustado pela regra∆← max{5∆, 1}.
B.6.8 Algoritmo para o Método de Região de Garantia
Esta seção irá descrever somente o passo 17 da seção B.6.5 e osprocedimentos iniciais necessários
para os cálculos do problema. Incluir no passo 1 do algoritmoapresentado na seção B.6.5, a escolha
dos parâmetros constantes do problema tal que,τ ∈ (0, 1), θ ∈ (0, 1) e ζ ∈ (0, 1).
196 Pesquisas Correlatas
1. Calcular o passo normalvk = (vkx, v
k
s).(como mostra (Byrd et al., 1999))
2. Calcular os multiplicadores de Lagrange dados pela Eq. (B.97);
3. Calcular a matriz W com os novos valores deλk eπk, eΣk, usando (B.100);
4. Calcular o passo tangencialωk utilizando o método dado em (Byrd et al., 1999);
5. Calcular o passo totaldk = vk + ωk;
6. Atualizar o parâmetro de penalidadeν, como dado por (B.108);
7. Calcularpredk(dk) utilizando (B.101) earedk(dk) por (B.109);
8. Verificar searedk(dk) ≥ ηpredk(dk), e ir ao passo9, senão ir ao passo 10
9. Atualizar as variáveis primaisxk+1 = xk + dkx e s
k+1 = sk + dks e o raio da região de garantia
∆
k+1.
10. Fazerxk+1 = xk esk+1 = sk e atualizar o raio da região de garantia tal que∆k+1 ∈ [0.1∆k, 0.5∆k].
Os valores dos parâmetro utilizados nas simulações foram,τ = 0.995, θ = 0.2 e ζ = 0.8.
B.6.9 Testes e Resultados
O problema mostrado, foi testado utilizando vários sistemas teste. Serão mostrados aqui os testes
feitos com os sistemas teste IEEE 14, 30, 118 e 300 barras, o sitema teste England 39 barras e um
sistema real, o sistema peruano de 460 barras. O ponto inicial para as componentes (complexas) real
e imaginária da magnitude de tensão nas barras são 1.0 pu e 0.0pu, respectivamente e para os taps
dos transformadores com taps variáveis é 1.0 pu. Estes pontos iniciais foram utilizados por todos os
problemas de PNL solucionados aqui. Como critério de parada, foi imposto um limite máximo de
50 iterações ao contador de iterações, para o problema gerale 50 iterações para o subproblema de
barreira e uma tolerância mínima de10−4 (erro do problema de PNL escalado (Wächter e Biegler,
2006)). Os resultados numéricos foram obtidos utilizando omesmo computador apresentado no Cap.
B.4.
A Tabela B.10 mostra um resumo dos principais dados do problema. Ondenx é o número de todas
as variáveis do problema enxlu é o número de variáveis canalizadas do problema,ng é o número de
restrições de igualdade,nh é o número de restrições de desigualdade. Também é mostrado onúmero
de iterações do problema geral (Geral), do subproblema de barr ira logarítmica (SBL) e da técnica de
região de garantia (TRG). Como a técnica de região de garantif z parte do subproblema de barreira
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logarítmica, o número de iterações de TRG tem o intuito de mostrar quantos passos de região de
garantia foram dados dentro do subproblema de barreira logaritmica.
Tabela B.10: Resumo das Características de Otimização
Sistemas nx nxlu ng nh número de iterações
Geral SBL TRG
IEEE14 33 5 19 54 4 11 0
IEEE30 64 4 49 88 3 10 0
ENGL39 78 0 67 98 4 10 1
IEEE118 245 9 169 386 4 11 2
IEEE300 650 50 518 862 4 26 1
PERU460 1054 134 244 1338 4 18 2
As Figuras B.12 e B.13 mostram a trajetória da função objetivo da convergência de cada sistema
testado, respectivamente. A Figura B.13 mostra a evolução dos critérios de convergências utilizados,
como os erros primal e dual e o gap de complementaridade.
O algoritmo apresentado neste capítulo se mostrou eficientepara resolver o problema de FPOR
e apesar de possuir uma estrutura mais complexa que um algoritmo de MPI primal-dual, não ap-
resenta um custo computacional elevado além de assegurar uma convergência global do problema,
isto também pode ser observado nos resultados do Cap. B.4. Este algoritmo pode ser facilmente
implementado pois é uma extensão do algoritmo de MPI primal–du l.
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Sistema Peruano 460 Barras



































Sistema England 39 Barras






















































Figura B.12: Trajetória de Convergência da Função Objetivo
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Sistema Peruano 460 Barras
 
 
























Figura B.13: Trajetória de Convergência
