Discovering descriptions that highly distinguish a class label from another is still a challenging task. Such patterns enable the building of intelligible classifiers and suggest hypothesis that may explain the presence of a label. Subgroup Discovery (SD), a framework that formally defines this pattern mining task, still faces two major issues: (i) to define appropriate quality measures characterizing the singularity of a pattern; (ii) to choose an accurate heuristic search space exploration when a complete enumeration is unfeasible. To date, the most efficient SD algorithms are based on a beam search. The resulting pattern collection lacks however of diversity due to its greedy nature. We propose to use a recent exploration technique, Monte Carlo Tree Search (MCTS). To the best of our knowledge, this is the first attempt to apply MCTS for pattern mining. The exploitation/exploration trade-off and the power of random search leads to any-time mining (a solution is available any-time and improves) that generally outperforms beam search. Our empirical study on various benchmark and real-world datasets shows the strength of our approach with several quality measures.
Introduction
The discovery of descriptions which distinguish a group of objects given a target (class label) has been widely studied in data mining and machine learning [1] . Such descriptive rules can be formalized in subgroup discovery (SD, [2] ). We are given a set of objects associated to descriptions (forming a poset) and related to one or several class labels. A subgroup is a description generalization whose discriminating ability is given by a quality measure (F1-score, accuracy, etc.) [3] . To date, since the search space is exponential in size, most efficient SD algorithms are based on a beam search exploration [4, 5, 6] and the focus has been set on the consideration of quality measures, e.g., pairwise correlation, entropy measures [7] , Bayesian Networks [8] , KL-Divergence [9, 10] (and references therein).
A major problem is the redundancy and the lack of diversity of the extracted subgroups: few local optimum are discovered many times, that is with very slight differences. While several solutions have been proposed to filter out redundant subgroups [5] , they do not reconsider the choice of a beam search. A beam search explores the search space of subgroups level-wise (with a fixed maximum width) and greedy manner: Our intuition however is that it is the greedy nature of beam search that favors a weak diversity, with many redundant subgroups for a same local optimum.
Monte Carlo Tree Search (MCTS) is a search method [11] that partially explores the search space building a tree in an incremental and asymmetric manner respecting the exploration/exploitation trade-off provided by the Upper Confidence Bounds measure [12] . MCTS is based on random simulations that are rolled out to explore the search space. Then the expansion of the tree search depends on the reward returned by simulations exploiting promising results but also exploring rarely visited parts of the tree. MCTS has been mainly used in AI for domains that can be represented as trees of sequential decisions, particularly games and planning problems. It received an important interest for its power at the game of Go (e.g. with the Google AlphaGo team), that is, when a heuristic evaluation function of a given game state is not known.
Our first contribution is to apply MCTS for SD. The main problem of beam search is that it explores a reduced part of the tree search (due to the beam width) that contains redundant subgroups related to few local optima (due to this greedy nature). On the other hand, MCTS is designed for tree search with a high branching factor (250 for Go), thus we believe that it can lead to higher diversity detecting more promising parts in the search space (i.e., detecting more local optima). MCTS enables to get results any-time. To the best of our knowledge, MCTS has never been implemented in a pattern mining algorithm. As secondary contribution, we present a new quality measure, called F β -Score, extending the F´Score, that enables to quantify how a subgroup distinguishes a subset of labels, when the labels are numerous and imbalanced in the dataset. This measure requires a larger search space in which both descriptions and class labels have to be explored. Finally, we assess this novel method experimenting with different benchmark and real-life datasets.
Our main focus are techniques enabling instant pattern mining in SD. However, it differs from pattern sampling where the key idea is to create random patterns following a controlled distribution that favors patterns with a high frequency and a large model deviation. One can extract patterns without exploring the search space but the distribution has to be provided by the user [13, 14] . Closer work involves an interactive exploration (semi-automatic) of the search space to ensure diversity. Galbrun et al. enable the user to guide the exploration of the beam search strategy [15] . Similarly, Dzyuba at al. implements the interactive version of the DSSD algorithm that learns from user preferences [16] . Both approaches still rely on a beam search, thus possibly with a poor diversity.
The rest of the paper is organized as follows. Section 2 and Section 3 respectively presents the basics of SD and MCTS. Section 4 explains how to apply MCTS for SD, points out different policies that can be used. It also shows how to adapt the enumeration multi-labeled data and a new measure to consider highly skewed label distributions. Experiments are discussed in Section 5.
Subgroup Discovery
Let O, A and C be respectively a set of objects, a set of attributes and a target attribute (the class). The domain of attribute a P A is Dompaq where a is said numerical if Dompaq is embedded with a total order relation, or nominal otherwise. Each object is also described by a set of labels from the nominal set DompCq through class : O Þ Ñ 2 DompCq . DpO, A, C, classq is called dataset.
Definition 1 (Subgroup)
. The description of a subgroup is given by d " xf 1 , . . . , f |A| y where each f i is a restriction on the value domain of the attribute a i P A. A restriction is either a subset of a nominal attribute domain, or an interval contained in the domain of a numerical attribute. The set of objects covering the description d is called the support of the subgroup, denoted supppdq Ď O. The set of all subgroups forms a lattice with a specialization/generalization ordering.
SD hence relies on a quality measure which evaluates the singularity of the subgroup within the population regarding a target class function: the class attribute. The choice of the measure depends on the dataset but also on the purpose of the application [17] . There exists two main kinds of quality measures. The first one is used with mono-label datasets [2] , e.g., the F-1 score, the WRAcc measure, the Giny index or the entropy. The second one is used with multi-label datasets [7] , e.g., the Weighted Kullback-Leibler divergence(WKL)). The WRAcc measure of a subgroup s " pd, lq with description d for a label l P DompCq is: ϕpsq " are respectively the proportions of objects of the subgroup and of the entire dataset associated to l. We denote subgroup as s " pd, Lq with d the description of the subgroup L the subset of labels to characterize (with the W RAcc measure L is a singleton, and with the W KL measure L " DompCq). The SD problem. Given a dataset DpO, A, C, classq, minSupp, ϕ and k, the objective is to extract the k best frequent subgroups w.r.t. the measure ϕ, with a support cardinality higher than a given minSupp. Example. Let us consider the toy dataset of Table 1 made of O " t1, 2, 3, 4, 5, 6u the set of objects IDS and A the set of 3 of attributes ta 1 , a 2 , a 3 u. Each object is associated to a subset of labels from DompCq " tl 1 , l 2 , l 3 u. The support of the description d 1 " xa 1 ď 151.28, 23 ď a 2 y is t2, 3, 5, 6u. For readability, we omit a restriction f i in a description if there is no effective restriction on the attribute a i . The description d 2 " xa 1 ď 151.28, 23 ď a 2 , 10 ď a 3 y is a specialization of d 1 and W RAccpd 1 , l 2 q " 4{6ˆp3{4´1{2q " 0.25. Algorithms. To address the SD problem, several algorithms have been used [3, 18] . The first ones consider complete search (say exhaustive) [19] : depth-first search, breadth-first search, best-first search, with/without upper bounds to prune the search space. These methods explore the search space and return the top-k best subgroups. Thus, there is an issue of redundancy in the subgroups returned to the user: many high quality subgroups are related to a same local optimum. Thus, complete search with a post-preoccesing task for redundancy is able to extract all the local optima (perfect diversity) without redundancy.
Moreover, the algorithms that implement complete search strategies are only suitable for small datasets. When considering bigger datasets, heuristic approaches are needed (due to the exponential size of the search space). For that, most of works performed in SD implement the beam search strategy [4, 5, 6] which reduces the exploration with a limited level-wise exploration. It selects the top-k subgroups at level i to be specialized at level i`1 (k is the beam width). Besides the redundancy issue, such a limited exploration lacks of diversity in the results: few local optima are detected and most of the subgroups are related to the same local optimum (their supports are strongly similar). This is due to the greedy nature of the beam search strategy: a subgroup removes from the beam is never explored even if it leads to a local optimum. Thus, we define the diversity of a set of subgroups S as the proportion of local optima that are described in S. The more the local optima in S, the better the diversity. Moreover, we say that two subgroups are redundant if both their description and their support are similar. A set of subgroups S is said redundant if it contains at least a pair of redundant subgroup.
Example. Let us consider Figure 1 that displays an example of a level wise traversal of a search space. The red nodes are the local optima of this search space. Considering that a beam search strategy is used, it leads to only explore the nodes within the yellow cylinder (the beam). Thus, only two local optima are found and subgroups in the green areas are related to these optima. However, there are redundant subgroups among the green areas. After a post-processing task to filter out redundant subgroups [5] , it leads to the final set of extracted subgroup in the blue areas.
Thus, we aim at addressing the SD problem by designing a method able to extract a non-redundant set of subgroups that describes the more local optima (high diversity).
Monte Carlo Tree Search
The strength of Monte Carlo Tree Search (MCTS) lies on both the power of random simulations and a trade-off between exploration of the search tree and the exploitation of an interesting solution [11] . It builds a partial game tree (called the search tree) from a root node, depending on results of previous simulations. The nodes of this search tree represent the states of the game. The children of a node s are the nodes that correspond to the states of the game that are accessible from the node s playing an available action. The aim of MCTS is to determine the optimal move that leads to the child of the root node with the best reward. The reward is updated through a number of iterations and becomes more and more accurate. Each iteration is achieved in four steps:
• The Select method: Starting from the root node, the Select method iteratively selects an action (an edge) until the selected node is a terminal state or is not fully expanded (it remains children of this node that are not yet expanded). This method is based on a selection policy. Generally, this selection policy is based on two values that are held by each node s: the number N psq of times the node s has been visited, and a value Qpsq that corresponds to the aggregation of rewards of all playouts that passed through this node s.
• The Expand method: A new child of the selected node is added to the tree according to the available actions.
• The RollOut method: From this added node, a simulation is played based on a specific policy (called default policy). This simulation consists of explor-
Select
Expand Roll Out Update ing the search tree (respecting the default policy) from the added node until a terminal state is reached. It returns the reward ∆ of this terminal state.
• The Update method: This is a back-propagation of the reward ∆ returned by the RollOut method from the added node to the root node. Thus, it will update N p.q and Qp.q for the selected node but also for all of its parents.
Each of these methods are iteratively run until a predefined computational budget is reached (e.g., a specified number of iterations, a time budget, or a memory budget). Then, the best promising action from the root node is chosen. Example. Figure 2 depicts a MCTS iteration. Each node has no more than 2 children. In this scenario, this search tree is already expanded: we consider the 9 th iteration since 8 nodes of the tree have been already added. The first step is to run the Select method starting from the root node. The selection policy chooses the left child of the root. As this node is fully expanded, the algorithm selects a new node among the children of this node: its right child. This selected node is not fully expanded since its left hand side child is not in the search tree yet. From this not fully expanded node, the Expand method adds the left hand side child of the selected node to expand the search tree. From this added node, a simulation is rolled out until reaching a terminal state. The reward ∆ of the terminal node is back-propagated with Update.
MCTS for Subgroup Discovery
The search space of subgroups is a lattice: the top element is the most general one and is composed of the most general description that covers all objects. For sake of simplicity and without loss of generality, we consider only numerical attributes: The top element has for support O and description d " xf 1 , . . . , f |A| y where f i " rminpDompa i qq, maxpDompa i qqs. The children of a subgroup s are the direct specialized subgroups obtained from s. For a restriction f " rα i , α j s (i ‰ j) of a numeric attribute a (Dompa " tα 1 , . . . , α |a| u where α i is a numeric value taken by some objects in D and α i ă α j , @0 ď i ă j ď |a|) there are two direct specialized restrictions: the specialized lower bound restriction f lb " rα i`1 , α j s and the specialized upper bound restriction f ub " rα i , α j´1 s. As such, each subgroup can be specialized into 2ˆ|A| ways: 2 specializations by attribute. Existing SD methods explore this lattice with a beam search, that is, a breadth first search with a restricted width (k best subgroups are specialized).
MCTS explores this lattice in a top-down manner and builds a tree. Since the cardinality of the support decreases when specializing subgroups, leaves of the tree are the subgroups having no frequent children (called terminal nodes). It is very important to notice that in these pattern mining settings, the reward function is the quality measure ϕ and is computed for each node (not only on the leaves). Note finally that most of the SD quality measures are not monotonic w.r.t. the subgroups partial order, forbidding to prune the tree according to ϕ. Revisiting SD with MCTS. Given a dataset DpO, A, C, classq, a number of iterations N iter called (computational) budget, a minimum support threshold minSupp, a quality measure ϕ and an integer k. The goal is to build a random search tree yielding a pool of subgroups of high quality (thanks to MCTS exploitation) and diversity (thanks to MCTS exploration). The final output is made of the k best subgroups of this tree with high diversity and a weak redundancy. To ensure that the result set does not contains redundant subgroups (i.e., subgroups that are related to the same local optima), we develop a post-processing. The candidate subgroups are totally ordered w.r.t. ϕ and the result set is empty. Recursively, we add the top subgroup if it is not redundant with all the subgroups included in the result set. The redundancy criteria for two subgroups is a measure based on the intersection of both their support and their description.
Random tree construction
We detailed how MCTS can be used for SD, that is, how it furnishes a pool of patterns. The most challenging task remains to build the random search tree. Several choices can be taken at each of the four steps of its construction. Select. As specified above, the number of direct specializations of a subgroup is constant (it equals 2ˆ|A|). Each child of a subgroup is either a direct increase of the lower bound or a direct decrease of the upper bound of a single restriction at a time. The Select method aims at reaching the most urgent subgroup to be expanded. For that, this method is iteratively run over subgroups until reaching a subgroup that is not fully expanded yet (at least one of its children is not created yet). The selection of the child of a fully expanded subgroup is based on the Upper Confidence Bounds (UCB) that is a measure used in Bandit-Based Methods [20] . Starting from this measure, the mathematically based measure Upper Confidence Bounds for Trees algorithm (UCT) have been introduced [12] to address the exploration-exploitation dilemma in MCTS. Thus, the selection policy is based on:
where N psq is the number of times the current (parent) node has been visited, N ps 1 q the number of times child s 1 has been visited,Qps 1 q P r0, 1s is the aggregation value of simulation rolled out from child s 1 . Thanks to the U CB measure, the diversity in the result set is improved. For example, in Figure 1 , most of the local optima are reached since the Select method, based on U CB, fosters on both the interesting parts of the search tree (when a local optimum is found), and the unknown (i.e., not/little visited) parts (it improves the exploration, and thus the diversity). Expand. When a subgroup s is selected, a child s 1 of s is created to expand the search tree. The child s 1 to expand is randomly chosen among children that are not yet expanded. Several policies can be applied to specialize the description of a subgroup. The direct specialization is not the only option to create a child. Indeed, an exploration of the closed descriptions is possible, ensuring that a child s 1 and its parent s never have the same support. This avoids to enumerate patterns having the same support, hence same quality measure (for support-based quality measures, see Section 4.4). RollOut. It consists of randomly playing a simulation using a default policy. In the UCT algorithm, the reward returned by RollOut is the evaluation of the terminal node (∆ " 1 for a win, ∆ " 0 otherwise). However, in our settings, the patterns can be found and evaluated with ϕ anywhere in the tree. Thus, RollOut consists of exploring branches of the search tree from the expanded node s 1 until a chosen ending node s 2 . We denote S the set of all encountered nodes in the path from the node s 1 to s 2 . We define several default policies:
• The RandomOneNaive policy explores a random path in the search tree. The length of the path ending with node s 2 is randomly chosen in r0, |O|s. If s 2 is not frequent, another RollOut is performed. If the rolled out s 2 is frequent, the returned reward is ∆ " ϕps 2 q.
• The RandomOne policy explores a random path. The length of the path ending with node s 2 is randomly chosen in r0, |suppps 1 q|s. If s 2 is not frequent, another RollOut is performed. If the rolled out s 2 is frequent, the returned reward is ∆ " ϕps 2 q.
• The RollOutMean policy explores a random path until reaching a terminal node that becomes the ended node s 2 . The returned reward is ∆ "
• The RollOutMax policy explores a random path until reaching a terminal node that becomes the ended node s 2 . The returned reward is ∆ " max sPS ϕpsq.
• The RollOutLarge policy randomly jumps some nodes on the path leading to a terminal node s 2 . The returned reward is ∆ " max sPS ϕpsq. This policy is useful when the depth of terminal nodes is high.
Note that, for the RandomOneNaive and RandomOne strategies the upper bounds for the length of the description are set considering that each extension reduces by one the size of the support of s 1 . This is the case when an exploration of closed subgroups is performed (see Section 4.4). Update. It proceeds to the back-propagation of the value ∆ returned by RollOut to all the parents of the expanded node s 1 . The number of visits of each parent is increased by one. We define two policies to update each Qppq, where p is any parent of s. For that matter, consider that each node p stores the rewards ∆ of the previous iterations. The policy QMean sums all these rewards to compute Qppq and usesQppq " Qppq N ppq for computing UCB. On the other hand, the QMax policy sets Qppq to the maximum ∆ encountered so far and usesQpsq " Qpsq for computing UCB.
Consider a case where high-quality subgroups are rare and scattered in the search space. The mean value of rewards from simulations would decrease towards 0 (there are too many low quality subgroups), whereas the maximum value of rewards enables to identify the promising parts of the search space.
Extracting the results from the tree
Once the computational budget is reached, the tree search is partially built. Note that, if this budget is unlimited, the complete search tree is built. The number of nodes in the tree search corresponds to the number of iterations that have been performed. Then, all these nodes are totally sorted w.r.t. ϕ in a list ι. Thus, we have to pick up the k-best diverse and non-redundant subgroups within this huge pool of nodes ι to return the result set of subgroups R. For that, we develop a post-processing task that enable to filter out redundant subgroups (and thus improving the diversity in R) based on a similarity measure, simps 1 , s 2 q, between two subgroups s 1 and s 2 . Recursively, we poll (and remove) the best subgroup s˚from ι, and we add s˚to R if it is not redundant with all subgroups in R. The similarity measure is based on the similarity of both the supports and the descriptions of the two subgroups. It is defined by the sum of three factors (each factor is in r0, 1s):
• The first factor is the Jaccard coefficient between the support of the two subgroups s 1 and s 2 . The more similar the supports, the higher this factor.
• The second factor is the proportion of common attributes involved in the description of both subgroups. The more common attributes, the higher this factor.
• The third factor is the Jaccard coefficient between the restriction of the common attributes involved in the description of both subgroups. The more similar the restrictions, the higher this factor.
Thus, two subgroups s 1 and s 2 are said not redundant if simps 1 , s 2 q ă maxRedundancy (in this paper, we set maxRedundancy " 1.5).
Algorithm 1 Mcts4Sd: Subgroup Discovery with MCTS algorithm
create root subgroup s0
3:
while within computational budget do 4:
5:
∆ Ð RollOut(s created )
7:
Update(s created , ∆)
8:
return top-k diverse subgroups within the search tree To illustrate these points, let us consider Table 1 and run some iterations using this adapted algorithm. Consider here that we just care about the target l " l 2 and we will use the Weighted Relative Accuracy (WRAcc) measure with minSupp " 3. Before starting the first iteration, the search tree only contains the root node s 0 that corresponds to the most general subgroup s 0 " pd 0 , tl 2 uq where each restriction f i on the attribute a i of d 0 is fi " rminpDompaiqq ď ai ď maxpDompaiqqs: so, d0 " xr128.24 ď a1 ď 152.16s,r21 ď a2 ď 29s,r9 ď a3 ď 12sy. The score (WRAcc) of this root node s 0 is 0, since p l " p l 0 . For a better readability, in a description we will omit the restrictions f i that correspond to fi " rminpDompaiqq ď ai ď maxpDompaiqqs, because they are useless in the computation of the support since they include all the objects. Thus, d 0 " xy.
(i) -The first iteration starts on s 0 . Since s 0 is not fully expanded (it is even not expanded at all at this step), the Select method returns s 0 as the selected node. Then, among its 6 possible children, it will randomly choose one of them, for example it will choose to create the child s 1 " pd 1 , tl 2 uq in which just the upper bound of the restriction on a 1 is decreased: d1 " xr128.24 ď a1 ď 151.28sy. Thus, ϕps 1 q " 5 6ˆp 0.6´0.5q " 0.08. The number of visits N ps 1 q and the Qps 1 q value of s 1 are set to 0. From s 1 , we will proceed to the roll out of a simulation until a terminal subgroup (a subgroup is a terminal subgroup if none of its children has a support with more than minSupp elements). The subgroups that are evaluated during the roll out are not kept within the search tree. For example, from s 1 , the RollOut method successively evaluates subgroups s (ii) -The second iteration starts on s 0 . Since s 0 is not fully expanded (in fact only 1 child is created among the 6 possible children), s 0 is selected. The search tree is expanded creating randomly a child of s 0 , e.g., s 2 " pd 2 , tl 2 uq with d2 " xr21 ď a2 ď 27sy: suppps 2 q " 5, ϕps 2 q "´0.08, N ps 2 q " 0 and Qps 2 q " 0. For example, we consider that the RollOut method evaluates s is a terminal node: the maximum score encountered during this RollOut is ∆ "´0.08. The Update back-propagates the result of this simulation to s 2 and s 0 : N ps 2 q " 1, N ps 0 q " 2, Qps 2 q "´0.08 and Qps 0 q is not changed because ∆ ă Qps 0 q.
The next iterations are similar. Each creates a new node within the search tree. During the 6 first iterations, s 0 will always be the selected node since it will not be fully expanded before the 7 th iteration. At the 7 th , the child of s 0 with the highest UCB value will be selected.
Closed and heterogeneous descriptions enumeration
One way to reduce the problem of redundancy of the results, but also both the reduce execution times and the memory usage in general, is to enumerate only subgroups having closed descriptions. As detailed in the experiments, this makes the results even better both on qualitative and qualitative aspects. A subgroup is closed when none of its specializations has the same support. Closed subgroups is to use a closure operator from Formal Concept Analysis (FCA [21] ). We do not detail this theory as it is deeply explained in [22] for numerical data, and extremely well known in itemset mining. It is important to notice that the FCA formalization allows a direct consideration of heterogeneous datasets, for example involving both nominal and numerical attributes as the search space is nothing more than the product of the lattice of each attribute [23] . The MCTS method could be adapted to different types of attributes: from nominal (binary included) to numeric, through sequences or graphs, but we experiment with nominal and numerical attributes only. In practice, to explore closed descriptions, we implement an efficient way for jumping from a non-closed description to its closure when the selected node is expanded (using intersections of the supports).
Quality measure choice
Existing methods of SD implement several quality measures. Usually, for monolabel datasets, the W RAcc measure is used (and some of its derivatives). For multi-label datasets, existing works compute the W KL measure, that quantifies the difference in the distribution of the subgroup for all labels with the entire dataset. It assesses that the subgroup involves an exceptional model in the target class space comparing to the entire dataset. The W KL measure of a subgroup s " pd, DompCqq is:
However, one can be interested in extracting subgroups that are characteristics of a subset of labels (not only one, and not all labels together). In this case, for a subgroup s " pd, Lq with d the description of s and L Ď DompCq the subset of labels to characterize, the F -Score can be used:
where β is a real positive constant (β " 1 leads to the classical F 1-Score), P pd, Lq " |supppdqXsupppLq| |supppdq| is the precision and Rpd, Lq " |supppdqXsupppLq| |supppLq| is the recall. F -Score is usually used in classification tasks, but this measure is also well designed for SD. Moreover, some datasets could present imbalanced labels: some labels are over-represented within the dataset, and other labels are underrepresented. To tackle this problem, we can adapt the F -Score considering the constant β as a function of supppLq (supppLq " to P O | L Ď classpoqu). We define the F β -Score when β is a function in r0, 1s defined as follows with x β and l β two parameters depending on the dataset:
When L is over-represented (|supppLq| ě x β ), βp|supppLq|q Ñ 0 and the precision is fostered in F β . Similarly when L is not over-represented (|supppLq| ď x β ), βp|supppLq|q Ñ 1 and both the precision and the recall are fostered in F β . Moreover, when considering subgroups define as s " pd, Lq with L the subset of labels to characterize, it leads to a change of the search space. Indeed, the exploration is no longer focused on the attributes space, but also on the label space. Thus, the arity of a subgroup in the tree search is no longer 2ˆ|A| but is p2ˆ|A|`|DompCq|q. A subgroup could be expanded by specializing the description of the description of the parent, but also by adding a new label to characterize.
Experiments
After introducing benchmark and real-life datasets, we evaluate the feasibility of our algorithm through a performance study comparing with existing methods. Then, we empirically validate the impact in term of qualitative results obtained on real-life datasets on olfaction. For sake of reproducibility, both source codes and datasets are available online 1 .
Benchmark and real-life datasets
To evaluate the performance of Mcts4Sd, we perform experiments on different datasets usually used in the domain. These datasets are listed in Table 2 . There is both mono-label (max oPO p|classpoq|q " 1) and multi-label (max oPO p|classpoq|q ą 1) datasets in order to experiment with different quality measures. The Emotions, Cal500 and Yeast multi-label datasets were taken from the "Mulan" repository 2 . The Adult, BreastCancer, Mushroom and Nursery mono-label datasets were taken from the UCI repository 3 . Note that for the Mushroom dataset, we use a modified version because the dataset is too small for the experiments. In this modified version, each nominal attribute is split into binary attributes (one for each nominal value of the attribute).
The understanding of the olfactory sens remains a challenge in neurosciences. Indeed, a data science challenge was recently proposed by IBM Research and Sage [24] . For that, we work in collaboration with a neuroscientist and a chemist that provided us a confidential olfactory dataset. The objects are odorant molecules, the attributes are physicochemical properties using the Dragon 6 software 4 (molecular weight, number of atoms, etc.), and each object is associated to a subset of odors, called olfactory qualities (fruity, honey, green, etc.) derived from a well-known atlas in neurosciences [25] . The aim is to extract subgroups that are characteristic of subsets of odors to understand the Structure-Odor Relationships (SOR). Due to both the characteristics of the 1 https://www.dropbox.com/s/vhdsorbqhqri8ka/MCTS4SD.zip?dl=0 2 http://mulan.sourceforge.net/datasets.html. 3 http://archive.ics.uci.edu/ml/ 4 http://www.talete.mi.it/products/dragondescription.htm dataset (imbalanced and numerous labels), and the current knowledge on this complex sense, this goal is particularly difficult. At the current state of the art, most of works focused on the odor pleasantness, and none such SOR rules on olfactory qualities have been established yet [26] . Thus, providing an instant mining tool to extract such rules are interesting for neuroscientists.
Performance study
Experiments were performed on a 2.2 GHz Intel Core i7 processor with 16 GB main memory (JVM maximum heap size is set to 4GB) running Mac OS X El Capitan version 10.11.4. In order to perform fair comparisons, we developed the algorithm Bs4Sd that implements SD with beam search strategy. Thus, Bs4Sd and Mcts4Sd are designed in the same implementation policy: they involve the same diversity measure of subgroups (to filter out similar subgroups related to the same local optimum), similar data structure, etc. Since Mcts4Sd is based on random, we performed each experiment 10 times and report the mean of results (the standard deviation is negligible). By default, the beam width of BS4SD is set to 100 (the optimal value according to [6] ), minSupp is set to 15, and there is no maximum length of the description. The Bs4Sd algorithm stops when it is not possible to improve the quality measure of a subgroup in the next level of the search. By default, when we vary a parameter in the following experiments, the number of iterations of Mcts4Sd is set to 100, 000 and the RollOutMax and QMax strategies are used with a minSupp set to 15.
Any-time pattern mining Using the MCTS strategy enables to get results any-time but of increasing quality. Figure 3 (left and middle) depicts the evolution of the runtime and some statistics about the results for both methods. The number k of output subgroups is set to 100 in these experiments, i.e., the algorithm will extract at most 100 subgroups per label l P DompCq. These graphs are about the Mushroom dataset (but they are similar with mono-label datasets), and both algorithms use the W RAcc measure. It becomes clear that MCTS yields better results than beam search. Moreover, in less than 1 minute, more than 200,000 iterations have been performed by Mcts4Sd and the results returned clearly outperform those of Bs4Sd. One can observe that, the more the iterations, the better the results. Thus, one can quickly get good results, Table 2 : Characteristics of the datasets.
and can wait for even better results. Figure 3 (right) depicts this result for the Olfaction dataset with the F β -Score.
Comparison with the state of the art.
In the previous paragraph we compared our method with a self-implemented beam search strategy. Now we compare it with other strategies that exist in the state of the art. First, in order to asses the validity of Mcts4Sd, we compare it with the complete search (depth first search) with the same post-processing task for redundancy on the Nursery dataset (on other datasets the complete search fails to extract subgroups in less than 2 hours) when the maximum length is set to 5. The runtime of the complete search is about 29 minutes. The results show that with Mcts4Sd only 1, 000 iterations are needed (runtime 6 seconds) to extract the two best subgroups obtained with the complete search. Moreover, with 100, 000 iterations (runtime 94 seconds) we observe that the precision at 10 (i.e., the proportion of the 10 best subgroups of the complete search that are discovered) is 80%, meaning that 100K iterations enable to find out 8 of the 10 best subgroups of the complete search.
Then, we also compare with methods available in the Cortana tool [6] and in Vikamine [18] , software gathering recent SD algorithms. However, these methods does not involve a filtering of redundant subgroups: the result set is full of redundant subgroups making the analysis of results unfair. For that, we just discuss about the runtime of these approaches (even if our post-processing task to filter out redundancy is time consuming) on the Mushroom dataset. First we consider the exhaustive search SD-Map implemented in Vikamine [18] . The runtime with the maximum description length set to 5 is 5 minutes. This result shows the efficiency of this exhaustive search compared to our self-implemented complete search, but Mcts4Sd remains faster with a precision at 10 of 80%. Then, we consider the Cover based beam selection strategy. With a beam width set to 100 with the W RAcc measure, the runtime is 282 seconds, and the best extracted subgroup corresponds to the same as our Mcts4Sd algorithm. With classical beam search in Cortana, the runtime is faster: only 2 seconds to recover the best subgroup. The runtime of the ROC Search method [6] the tree (see Figure 1) . But, in practice, it only focuses on very few local optima (problem of diversity with the beam search strategy), whereas MCTS, thanks to its exploitation/exploration trade-off, is able to search for several local optima and thus extracts many more diverse subgroups (they are related to many more local optima).
However, when too many local optima exist, after a large number of iterations, MCTS leads to build the complete search tree because it does not favor one of them. Figure 4 (middle) presents this point when the W KL measure is used on the Cal500 dataset (similar results for Emotions and Yeast datasets). This result is also explained by the characteristics of this dataset. Indeed, the attributes in the Cal500 dataset are numeric, and few different objects have the same value for the same attribute. Therefore, as we enumerate all intervals and do not use cut points, the size of the support of a child of a subgroup is only decreased by 1, and thus, terminal nodes of the tree are very deep. Most of best results obtained with beam search are terminal subgroups. However, during the RollOut, good subgroups have been encountered, so it would be interesting to keep the subgroups generated during the simulations. Figure 4 (right) depicts this result for the Olfaction dataset with the F β -Score. Behavior of the F β -Score. We defined the F β -Score, based on the F -Score, to take into account imbalanced labels in dataset. Intuitively, its aim is (i) to foster only the precision of a subgroup s " pd, Lq when the subset of labels L is over-represented in the dataset (|supppLq| " 1), and (ii) to apply the classical F 1-Score to foster both precision and recall when L is not over-represented. Figure 5 (left) depicts the recall and the precision of the results using the F 1-Score whereas Figure 5 (right) is obtained with F β -Score. Clearly, with F 1-Score, over-represented labels are few described by subgroups (or by subgroups with too big support), whereas with the F β -Score they are (with very weak recall, but high precision).
Impact of different policies
We experiment with the different policies described in Section 4 on the Olfaction dataset and the results are depicted in Table 3 . The computational budget is set to 200, 000 iterations. Since the RandomOneNaive policy is not at all scalable because of the random policy (the ending node has to be frequent otherwise another roll out is performed), we do not included it in Table 3 . These results show that the RandomOne policy is time consuming (due to minimum support constraint that is often not held for the ending node) and returns worse results (since it is not an aggregated measure of several nodes). Other strategies seem comparable. One can observe that in general, using the QMean strategy leads to weaker results (a 5% decrease) and the RollOutLarge seems to be faster since it randomly jumps nodes during the roll out. Scalability w.r.t. the number of objects We experimented on several datasets with different characteristics (see Table 2 ). The computational budget is set to 200, 000 iterations. We discussed above that the size of the attribute domain impacts a lot the quality of results because at each specialization of a subgroup, the size of the support is only decreased by 1. If the good results are subgroups with a low support, it would require lots of iterations to get them. Moreover, we experimented with the impact of the number of objects of a dataset. For that, we duplicated the BreastCancer dataset in order to multiply from 2 to 1,000 the number of objects. Figure 6 shows the linear behavior of the runtime when multiplicating the number of objects in the dataset.
The closure operator We experimented with the impact of the closure operator within the exploration of the tree search. We performed 4 different experiments on the Olfaction dataset with the F β -Score: the Expand method is based on (i) the direct specialization to create children, (ii) the closure operator on the description, (iii) the closure operator on both description and targeted labels and (iv) the closure operator on both description and targeted labels with a fault-tolerance when the closure operator involves a non-frequent subgroup 5 . Figure 7 displays the result of these experiments: using the closure operator on both description and labels leads to better results and a decrease of the runtime. Indeed, the search space is more quickly explored with strong guarantees that ensure better subgroups are not missed: mathematically, the nodes that are jumped have a lower quality measure than its closure.
Memory usage Since the size of the search space is exponential, a complete search is unfeasible in part because of the memory usage. Indeed, there are dozens of millions of subgroups that are stored in the search space. The aim of heuristic methods such as beam search or MCTS is to explore only an interesting part of it, and thus, to generate less subgroups and therefore less memory. One the one hand, with BS4SD, each level leads to the creation of k subgroups (k is the beam width). One the other hand, with MCTS4SD, each iteration leads to the creation of one subgroup: the memory usage is linear with the number of iterations. Experimentally, to reach similar results, MCTS4SD uses more memory than BS4SD with a beam width set to 100. However, notice that with 4GB JVM maximum heap, one can store up to 4 millions of subgroups (i.e., proceed to 4 millions of iterations); this is definitively not required in most of experiments.
Description length One of the main strength of SD is that the subgroups are easily understandable by experts, i.e., the descriptions (conjunctions of restrictions) have to be quite short. With BS4SD, the maximum length of descriptions is handled by a threshold (as most of existing BS implementations do). For this purpose, we also provide this threshold as an optional parameter for MCTS4SD. Note that, contrary to BS4SD, the level within the search space in MCTS4SD is not the length of the description as several refinements can be performed on a single attribute: e.g., the branch ra ď 9s Ñ ra ď 8s Ñ ra ď 7s Ñ ra ď 6s Ñ ra ď 5s Ñ ra ď 4s is interpreted as ra ď 4s. However, as depicted in Figure 8 , when disabling the maximum length of description threshold with Mcts4Sd for several datasets, the length of the descriptions of subgroups remains easy to interpret. Indeed, the length of subgroups does not exceed 8, that remains easily understandable by experts.
Examples of subgroups for the SOR problem We experimented with the RollOutMax and QMax strategies, minSupp " 15 and 100K iterations. Consider the best subgroup related to the odor musk: s 1 " pxr1.0 ď nCq ď 3.0s, r0.0 ď nCrs ď 2.0s, r381.694 ď SAtot ď 760.473sy, tmuskuq, with |suppps 1 q| " 15 and F β ps 1 q " 0.52. In general, the quality musk is associated with large and heavy molecules, and the attribute SAtot (total surface area from P VSA-like descriptors) is highly correlated with the molecular weight MW (observable expert knowledge): SAtot has high values, the same for MW.
Moreover, as showed in [27] , the sum of atomic van der Waals volumes, denoted as Sv, is discriminant with regard to the hedonism of an odor, and especially the higher Sv is, the more pleasant an odor is. Moreover, the higher the rate of nitrogen atoms (N %) is, the less pleasant an odor is, consistent with the idea that amine groups (N H2) are associated with bad odors, for example those found in organic material in decomposition (such as cadaverine or putrescine). Based on this observation, we find subgroups related to either the Floral or Fruity quality that are characterized by a special range of values with regard to Sv and N %. For example, s 2 " pxr0.0 ď N % ď 5.3s, r0.0 ď nCb´ď 3.0sy, tf ruityuq and s 3 " pxr8.01 ď Sv ď 43.17sy, tf loraluq are extracted subgroups related with pleasant odors. They contain a low value for the N % attribute, and high values for Sv, that confirms experts' knowledge. Thus, our approach suggests that descriptive rules for some odors exist, and it highlights the relevance of some physicochemical descriptors in the constitution of these rules and are interesting, e.g., for the perfume and food industries.
Conclusion
Noticing the weaknesses of beam search in SD (i.e., a weak diversity and a high redundancy), we implemented a new exploration method with Monte Carlo Tree Search. It leads to an instant mining method that can be adapted with different measures and policies to fit several kind of applications. It generally outperforms beam search algorithms on benchmark and real-life datasets. As this is a first attempt to use MCTS in pattern mining, there are several directions for future work. Each step of the MCTS has various possible instantiations depending on the quality measure (or with several measures by invoking skyline operators), the type of data (sequences, graphs, etc), or the given budget. We believe that this work can have a strong impact in SD, expendable in various ways.
