The focus of this work is the asymptotic analysis of the tail distribution of Google's PageRank algorithm on large scale-free directed networks. In particular, the main theorem provides the convergence, in the Kantorovich-Rubinstein metric, of the rank of a randomly chosen vertex in graphs generated via either a directed configuration model or an inhomogeneous random digraph. The theorem fully characterizes the limiting distribution by expressing it as a random sum of i.i.d. copies of the attracting endogenous solution to a branching distributional fixedpoint equation. In addition, we provide the asymptotic tail behavior of the limit and use it to explain the effect that in-degree/out-degree correlations in the underlying graph can have on the qualitative performance of PageRank.
Introduction
Google's PageRank algorithm [11] , originally created to rank webpages in the World Wide Web, is arguably one of the most widely used measures of network centrality. At its core, it is the solution to a large system of linear equations which assigns to each webpage (vertex on a directed graph) a universal rank or score, which can then be used to determine the order in which results to a specific query will be displayed. PageRank's popularity is due in part to the fact that it can be efficiently computed even on very large networks, but perhaps more importantly, on its ability to identify "influential" vertices. The aim of this work, as well as of much of the earlier work on the distribution of the ranks produced by PageRank [32, 43, 42, 28, 15, 31] , is to provide some mathematical interpretation to what PageRank is actually ranking highly, and how this is related to the underlying graph where it is being computed.
One of the early observations made relating the scores produced by PageRank and the graph where they were computed, was that on scale-free graphs (i.e., those whose degree distributions follow a power-law) the distribution of the ranks and that of the in-degree, seem to be proportional to each other. This observation led to the so-called Power-law Hypothesis, which states that on a graph whose in-degree distribution follows a power-law, the PageRank distribution will also follow a power-law with the same tail index. This fact was first proved for trees in [42, 28] , then for graphs generated via the directed configuration model (DCM) in [15] , and more recently, for graphs generated via the inhomogeneous random digraph model (IRD) in [31] . In addition, the very recent work in [24] shows that if the underlying graph converges in the local weak sense, then the PageRank distribution on the graph converges to the distribution of PageRank computed on its limit (usually a tree). From that result one can obtain a power-law lower bound for the PageRank tail distribution for a wide class of scale-free graphs. The idea behind the results stated above is that the PageRank of a vertex is mostly determined by its immediate inbound neighborhood, so as long as this neighborhood looks locally like a tree, the PageRank distribution on the graph and on the limiting tree will be essentially the same. Once the analysis on a graph is reduced to analyzing a tree, then we can study the asymptotic behavior of the PageRank distribution using the theory of weighted branching processes [22, 26, 38, 44] and distributional fixed-point equations [28, 29, 30, 2, 4, 5, 3] .
One of the main contributions of the work in [42, 28, 15, 31] , was the characterization of the limiting PageRank distribution as the solution to a branching distributional fixed-point equation of the form:
where R represents the (limiting) rank of a randomly chosen vertex, N represents its in-degree, Q its personalization value, and the {R i } the ranks of its inbound neighbors; the weights {C i } are related to the out-degree of the graph and the damping factor (see Section 3 for more details) and D = denotes equality in distribution. Moreover, this characterization can be used to obtain a large deviations explanation of what PageRank is ranking highly (we write f (x) ∼ g(x) as x → ∞ to mean lim x→∞ f (x)/g(x) = 1). Specifically, the work in [28, 36] shows that whenever N follows a power-law, then
In other words, the most likely way in which a vertex can achieve a high rank is either by having a very large in-degree, or by having a highly ranked inbound neighbor. The proof of the Power-law Hypothesis can be derived by iterating a version of (1.2), as done in [28, 36] , or through the use of transforms as in [42] . Either way, one shows that the probabilities on the right-hand side of (1.2) are proportional to each other.
However, one limitation of the results in [15, 31] is that they only cover graphs where the in-degree and out-degree of each vertex are asymptotically independent, which is not necessarily the case in real-world networks. This paper is aimed at completing the analysis of the PageRank distribution under the most general assumptions possible for the in-degree, out-degree, personalization value and damping factor, while still preserving a full characterization of the limit as well as of its asymptotic tail behavior. In view of this goal, we focus only on two random graph models which converge, in the local weak sense, to a marked Galton-Watson process, since as explained in Section 3.1, it is the natural structure where the solutions to branching distributional fixed-point equations can be constructed.
The main contributions of this paper are two-fold. First, we provide a full generalization of the main theorems in [15, 31] that holds for arbitrarily dependent (Q, N , {C i }), and that shows that the PageRank of a randomly chosen vertex in a graph generated via either the DCM or IRD models, converges, in the Kantorovich-Rubinstein metric, to a random variable R * . This random variable R * can be written as a random sum of i.i.d. copies of the attracting endogenous solution to a certain branching distributional fixed-point equation; this representation is different from (1.1) under in-degree/out-degree correlations. Second, we compute the asymptotic tail behavior of the solution R * to provide a qualitative analysis of the types of vertices that PageRank is scoring highly. Again, under in-degree/out-degree correlations this behavior is significantly different from (1.2) . Moreover, our analysis shows that the PageRank of a randomly chosen vertex and that of its inbound neighbors can differ greatly.
The paper is organized as follows. Section 2 gives a brief description of the directed configuration model (DCM) and the inhomogeneous random digraph (IRD). Section 3 provides a description of the generalized PageRank algorithm on directed graphs, as well as of its large graph limit on marked Galton-Watson processes. It also includes the first of the main theorems, which establishes the convergence of the PageRank distribution and the characterization of its limit. Section 4 includes all the results on the large deviations analysis of the solution R * , which represents the rank of a randomly chosen vertex, as well as of that of its inbound neighbors {R i }. To illustrate how the asymptotic analysis done on the limiting tree truly reflects the qualitative behavior of PageRank on large graphs, we include in Section 5 some numerical experiments. Finally, Section 6 contains all the technical proofs.
Directed random graph models
As mentioned in the introduction, in order to obtain a limiting distribution that can be explicitly analyzed, we need to focus on random graph models whose local structure converges to a marked Galton-Watson process, which is where solutions to branching distributional fixed-point equations like (1.1) are constructed. Two popular random graph models with this property are the directed configuration model and the inhomogeneous random digraph. Moreover, both of these can easily be used to model scale-free real-world networks with arbitrarily dependent in-degrees and out-degrees.
Recall that a scale-free graph is one whose in-degree distribution, out-degree distribution or both, follow (asymptotically) a power-law.
Directed configuration model
One model that produces graphs from any prescribed (graphical) degree sequence is the configuration or pairing model [8, 40] , which assigns to each vertex in the graph a number of half-edges equal to its target degree and then randomly pairs half-edges to connect vertices.
We assume that each vertex i in the graph has a degree vector
i and D + i are the in-degree and out-degree of vertex i, respectively. The values of Q i and ζ i are not needed for drawing the graph but will be used later to compute generalized PageRank. In order for us to be able to draw the graph, we assume that the extended degree sequence {D i :
Note that in order for the sum of the in-degrees to be equal to that of the out-degrees, it may be necessary to consider a double sequence {D (n) i : i ≥ 1, n ≥ 1} rather than a unique sequence.
Formally, the DCM can be defined as follows.
Definition 2.1 Let {D i : 1 ≤ i ≤ n} be an (extended) degree sequence and let V n = {1, 2, . . . , n} denote the nodes in the graph. To each node i assign D − i inbound half-edges and D + i outbound half-edges. Enumerate all L n inbound half-edges, respectively outbound half-edges, with the numbers {1, 2, . . . , L n }, and let x n = (x 1 , x 2 , . . . , x Ln ) be a random permutation of these L n numbers, chosen uniformly at random from the possible L n ! permutations. The DCM with degree sequence {D i : 1 ≤ i ≤ n} is the directed graph G n = G(V n , E n ) obtained by pairing the x i th outbound half-edge with the ith inbound half-edge.
We point out that instead of generating the permutation x n of the outbound half-edges up front, one could alternatively construct the graph one vertex at a time, by pairing each of the inbound half-edges with an outbound half-edge, randomly chosen with equal probability from the set of unpaired outbound half-edges.
We emphasize that the DCM is in general a multi-graph, that is, it can have self-loops and multiple edges in the same direction. However, provided the pairing process does not create self-loops or multiple edges, the resulting graph is uniformly chosen among all graphs having the prescribed degree sequence. If one chooses this degree sequence according to a power-law, one immediately obtains a scale-free graph. It was shown in [16] that the random pairing of inbound and outbound half-edges results in a simple graph with positive probability provided both the in-degree and outdegree distributions possess a finite variance. In this case, one can obtain a simple realization after finitely many attempts, a method we refer to as the repeated DCM. Furthermore, if the self-loops and multiple edges in the same direction are simply removed, a model we refer to as the erased DCM, the degree distributions will remain asymptotically unchanged.
For the purposes of this paper, self-loops and multiple edges in the same direction do not affect the main convergence result for the ranking scores, and therefore we do not require the DCM to result in a simple graph.
We will use F n = σ(D i : 1 ≤ i ≤ n) to denote the sigma algebra generated by the extended degree sequence, which does not include information about the random pairing. To simplify the notation, we will use P n (·) = P (·|F n ) and E n [·] = E[·|F n ] to denote the conditional probability and conditional expectation, respectively, given F n .
Inhomogeneous random digraphs
Alternatively, one could think of obtaining the scale-free property as a consequence of how likely different nodes are to have an edge between them. In the spirit of the classical Erdős-Rényi graph [37, 25, 6, 27, 9, 23] , we assume that whether there is an edge between vertices i and j is determined by a coin-flip, independently of all other edges. Several models capable of producing graphs with inhomogeneous degrees while preserving the independence among edges have been suggested in the recent literature, including: the Chung-Lu model [18, 19, 20, 21, 33] , the Norros-Reittu model (or Poissonian random graph) [34, 40, 39] , and the generalized random graph [40, 12, 39] , to name a few. In all of these models, the inhomogeneity of the degrees is created by allowing the success probability of each coin-flip to depend on the "attributes" of the two vertices being connected; the scale-free property can then be obtained by choosing the attributes according to a power-law.
We now give a precise description of the family of directed random graphs that we study in this paper, which includes as special cases the directed versions of all the models mentioned above. Throughout the paper we refer to a directed graph G n = G(V n , E n ) on the vertex set V n = {1, 2, . . . , n} simply as a random digraph if the event that edge (i, j) belongs to the set of edges E n is independent of all other edges.
In order to obtain inhomogeneous degree distributions, to each vertex i ∈ V n we assign a type
The W − i and W + i will be used to determine how likely vertex i is to have inbound/outbound neighbors. As for the DCM, it may be necessary to consider a double sequence {W (n) i : i ≥ 1, n ≥ 1} rather than a unique sequence. With some abuse of notation, we will use F n = σ(W i : 1 ≤ i ≤ n) to denote the sigma algebra generated by the type sequence, and define P n (·) = P (·|F n ) and E n [·] = E[·|F n ] to be the conditional probability and conditional expectation, respectively, given the type sequence.
We now define our family of random digraphs using the conditional probability, given the type sequence, that edge (i, j) ∈ E n ,
. is a function that may depend on the entire sequence W n := {W i : 1 ≤ i ≤ n}, on the types of the vertices (i, j), or exclusively on n, and
Here and in the sequel, x ∧ y = min{x, y} and x ∨ y = max{x, y}. In the context of [10, 14] , definition (2.1) corresponds to the so-called rank-1 kernel, i.e., κ(W i ,
Generalized PageRank
We now move on to the analysis of the typical behavior of the PageRank algorithm on the two directed random graph models described earlier. We show that the distribution of the ranks produced by the algorithm converges in distribution to a finite random variable R * which can be explicitly constructed using a marked Galton-Watson process. For completeness, we give below a brief description of the algorithm, which is well-defined for any directed graph G n = G(V n , E n ) on the vertex set V n = {1, 2, . . . , n} with edges in the set E n .
Let D − i and D + i denote the in-degree and out-degree, respectively, of vertex i in G n . The generalized PageRank vector r = (r 1 , . . . , r n ) is the unique solution to the following system of equations:
where q = (q 1 , . . . , q n ) is a probability vector known as the personalization or teleportation vector, {ζ i } are referred to as the weights and they satisfy |ζ i | ≤ c for all i, and c ∈ (0, 1) is the damping factor. In the original formulation of PageRank [11] , the personalization values and weights are given, respectively, by q i = (1−c)/n and ζ i = c for all 1 ≤ i ≤ n. The formulation given in [15, 31] is more general, and it allows any choice of personalization vector (not necessarily a probability vector) and weights. We refer the reader to §1.1 in [15] for further details on the history of PageRank, its applications, and a matrix representation of the solution r to (3.1).
In order to analyze r on directed complex networks, we first eliminate the dependence on the size of the graph by computing the scale free ranks (R 1 , . . . , R n ) = R =: nr, which corresponds to solving:
where Q i = (1 − c)q i n and C j = cζ j /(D + j ∨ 1) (note that if vertex j appears on the right-hand side of (3.1), then it must satisfy D + j ≥ 1, so including the maximum with one does not change the system of linear equations). In matrix notation, (3.2) can be written as:
where A is the adjacency matrix of G n , I is the identity matrix in R n×n , and diag(x) denotes the diagonal matrix defined by vector x = (x 1 , . . . , x n ). It follows that the generalized PageRank vector can be written as:
with M := diag(C)A. Note that the matrix I − M is always invertible by construction, since M i• 1 ≤ c < 1 for all 1 ≤ i ≤ n, where M i• is the ith row of matrix M. In the PageRank literature it is common to replace the zero rows of matrix M, which correspond to dangling nodes (vertices in G n with zero out-degree), with vector q (assuming it is a probability vector). Doing this makes it possible to interpret the PageRank vector r as the stationary distribution of a random walk on graph G n . However, since our formulation does not require Q to be a probability vector and allows for random weights {ζ i }, we keep the zero rows of M intact.
The limiting distribution
The work in [15] and [31] shows that the distribution of generalized PageRank, in both the DCM and IRD models, converges to a random variable R * defined in terms of the attracting endogenous solution to a stochastic fixed-point equation known as the smoothing transform. However, the approach used there required the asymptotic independence between the in-degree and out-degree of the same vertex, which is not always realistic for modeling real-world graphs. Here, we identify a different smoothing transform that can incorporate degree-degree dependencies and still provide exact asymptotics for the generalized PageRank distribution. In order to define the limit R * to which the generalized PageRank of a randomly chosen vertex converges to, we first construct a marked delayed 1 Galton-Watson process. We use ∅ to denote the root node of the tree, and give every other node a label of the form i = (i 1 , i 2 , . . . , i k ) ∈ U, where U = ∞ k=0 (N + ) k is the set of all finite sequences of positive integers with the convention that N 0 + = {∅}. For i = (i 1 ) we simply write i = i 1 , that is, without the parenthesis, and we use (i, j) = (i 1 , . . . , i k , j) to denote the index concatenation operation. The label of a node provides its entire lineage from the root. Next, we use a sequence of independent vectors of the form
to be the set of nodes at distance k from the root, equivalently, the set of individuals in the kth generation of the tree. The vector (Q i , C i ) will be referred to as the mark of node i , and we use it to define the weight Π i of node i according to the recursion Figure 1 illustrates the construction. We will refer to {(N i , Q i , C i ) : i ∈ U} as the sequence of branching vectors, and we will assume that they are independent, with the {(N i , Q i , C i ) : i ∈ U, i = ∅} i.i.d. copies of some generic vector (N , Q, C). Next, define the random variables
with the convention that Π (i,j) /Π i ≡ 1 if Π i = 0. Note that these random variables satisfy
In other words, R i is the generalized PageRank of node i in the marked tree.
If we assumed independence between C i and R i , we could relate the {R i } with the attracting endogenous solution to the stochastic fixed-point equation
where the {R j } are i.i.d. copies of R and are independent of the vector (Q, N , {C i }). However, the degree-degree correlations considered here violate the independence between C j and R j , and the distributional equation above no longer holds. To fix this problem, define
with the {X (i,j) } j≥1 i.i.d. and independent of (Q i , N i , C i ). To see this independence note that for i ∈ A m+1 we have
with Π (i,j,l) /Π (i,j) independent of (Q i , N i , C i ) for any l ∈ U. In other words, the {X i } satisfy the stochastic fixed-point equation
where the {X j } are i.i.d. copies of X and are independent of the vector (Q, N , C). Moreover, the {X j } have the same distribution as the attracting endogenous solution to (3.3), which has been extensively analyzed in [26, 22, 44, 1, 4, 5, 29, 30, 36, 2, 13, 3] .
Finally, the random variable R * to which the generalized PageRank of a randomly chosen vertex converges to, can be written as:
where the {X j } j≥1 are i.i.d., independent of (Q 0 , N 0 ), and have the same distribution as X. Note that the vector (Q 0 , N 0 ) is allowed to have a different distribution than the generic branching vector (Q, N , C), which is important in view of the bias produced by sampling vertices in the graph who are already known to have an outbound neighbor.
We now give the main assumption needed for the convergence of the generalized PageRank distribution. For the DCM, let
and for the IRD, let
Our main convergence assumption is given in terms of the Kantorovich-Rubinstein distance (or Wasserstein distance of order 1), denoted d 1 .
Assumption 3.1 Let F n be defined according to either (3.4) or (3.5), depending on the model, and suppose there exists a distribution F (different for each model) such that
In addition, assume that max 1≤i≤n |ζ i | ≤ 1 and the following conditions hold:
A. In the DCM, let (D − , D + , Q, ζ) have distribution F , and suppose the following hold:
E[D
B. In the IRD, let (W − , W + , Q, ζ) have distribution F , and suppose the following hold:
E[W
We now give the main convergence result for the PageRank of a randomly chosen vertex to R * . This result fully generalizes Theorem 6.4 in [15] for the DCM and Theorem 3.3 in [31] for the IRD, respectively. Specifically, it holds under weaker moment conditions, it allows the in-degree and out-degree of each vertex to be arbitrarily dependent, and shows a stronger mode of convergence which implies the convergence of the means 2 .
Theorem 3.2 Suppose that one of the following holds:
i) The graph G n is a DCM and its extended degree sequence satisfies Assumption 3.1(A).
ii) The graph G n is an IRD and its type sequence satisfies Assumption 3.1(B).
Let R ξ denote the rank of a uniformly chosen vertex in G n and let H n (x) = P n (R ξ ≤ x). Then,
where the {X j } j≥1 are i.i.d. copies of the attracting endogenous solution to (3.3), independent of (N 0 , Q 0 ). Moreover, the vectors (N 0 , Q 0 ) and (N , Q, C) satisfy for m ∈ N, t, q ∈ R,
for the DCM and
for the IRD, where Z − and Z + are mixed Poisson random variables with mixing parameters What is interesting, is that even if this is the case, the distribution of PageRank will remain well-behaved, and in particular, will have finite mean.
The power law behavior of PageRank
Using the characterization of R * given in Theorem 3.2, we can now establish the power law behavior of PageRank on a graph G n whenever the limiting in-degree distribution of the graph, i.e., N 0 , has a power law distribution. The theorem below gives two possible asymptotic expressions depending on the distribution of the generic branching vector (Q, N , C). In the statement of the theorem, we have made no assumptions on the relationship between the distributions of (N 0 , Q 0 ) and (N , Q, C), i.e., they do not require to be related via the distributions in Theorem 3.2. Throughout this section we assume that C ≥ 0 and use the notation ρ α := E[N C α ] for α > 0. We also need the following definitions.
Definition 4.1 Let X be a random variable with right tail distribution F (x) = P (X > x).
• We say that F is regularly varying with tail index α,
• We say that F belongs to the intermediate regular variation
Our first theorem describing the asymptotic behavior of R * is given below. Throughout the paper
Proof. The results for the asymptotic behavior of P (X > x) are a direct application of Theorems 3.4 and 4.4 in [36] . The results for P (R * > x) follow from Theorems 6.10 and 6.11 in Section 6.2.
For the two random graph models we study here, we have that if either (D − , Q) and (D + , ζ) are independent in the DCM or if (W − , Q) and (W + , ζ) are independent in the IRD, then (N , Q)
respectively, as x → ∞ (by Breiman's Theorem). In particular,
We can then rewrite the asymptotics for P (R * > x) as:
in part (b). These expressions can then be interpreted as follows for each of the two cases:
a.) Most likely, vertices with very high ranks have either a very highly ranked inbound neighbor, or have a very large number of (average-sized) neighbors.
b.) Most likely, vertices with very high ranks have either a very highly ranked inbound neighbor, or have a very large personalization value.
What is interesting, is that when C and (N , Q) are allowed to be dependent, it is possible to disappear the contribution of the highly ranked inbound neighbor whenever
in other words, PageRank will be mostly determined by the in-degree or personalization value of each vertex.
in the IRD. Then, we claim that
Similarly, by replacing D − and W − with Q in the conditions stated above, we claim that
The proof of these claims can be found in Section 6.2.
The dependence between C and (N , Q) can also introduce an important bias in the PageRank of vertices in the in-component of the randomly chosen vertex, as the following theorem illustrates.
Note that the PageRanks of vertices encountered through the exploration of a randomly chosen vertex have the distribution of the {R j } in:
Theorem 4.4 Let R denote a random variable having the same distribution as the {R j } in (4.1). Fix α > 1 and suppose
Proof. The results are a direct consequence of the results for P (X > x) in Theorem 4.2 combined with Theorems 6.10 and 6.11 in Section 6.2. 
, and the {C i } i.i.d. and independent of (Q, N ). In other words, the size-bias disappears.
Remark 4.6
As is the case in the analysis of undirected random graphs, the size bias encountered while exploring vertices in the in-component of another vertex can cause the distribution of their PageRanks to be up to one moment heavier than that of a randomly chosen vertex. Hence, the bias can be quite significant and needs to be taken into account when analyzing samples obtained by following outbound links/arcs.
Numerical Experiments
In order to illustrate how the qualitative insights derived from Theorem 4.2 accurately describe the typical behavior of PageRank in large random graphs, we simulated a graph with n = 10, 000 vertices and two choices of joint degree distributions, one with independent in-degree and outdegree and one with positive in-degree/out-degree correlation. Since this experiment is meant only to illustrate the qualitative differences between the two scenarios, we include only experiments done on an IRD (the corresponding results for the DCM where essentially identical). Although our experiments involve only the original PageRank algorithm (i.e., C i = d/(D + i ∨ 1) and Q i = 1 − d) for which the in-degree dominates the personalization value (part (a) of Theorem 4.2), similar experiments could be done for the opposite case (part (b) of Theorem 4.2).
In the experiments, the marginal in-degree and out-degree distributions where chosen to be the same in both scenarios, which for simplicity we chose to have Pareto type distributions, i.e.,
for the in-degree parameter and
for the out-degree parameter; recall that the limiting degrees in the IRD will be mixed Poisson
For the independent case, W − and W + were taken to be independent (which guarantees the independence of the corresponding in-degree and out-degree), and for the dependent case we set
which gives a covariance between the in-degree and out-degree of:
For this choice of mixing distributions we have To generate the graphs, we sampled n i.i.d. copies of (W − , W + ) and we used the edge probabilities:
which corresponds to the directed Chung-Lu model. Once we had generated the two graphs (one where (W − , W + ) are independent and one where they are positively correlated), we computed their corresponding scale-free PageRank vector R, as defined via
.85 (a standard choice for the damping factor). To compute R we used matrix iterations, specifically, we used the approximation R ≈ Q m k=0 M k for m = 30. Once all the scale-free PageRank scores had been computed, we took the top 5% ranked vertices in each graph (for n = 10, 000, the top 500 vertices) and used them to create the set A of large PageRank vertices. Similarly, we created the set B of large in-degree vertices by taking the top 5%; in this case, since ties are not that rare, the exact number of vertices could be slightly larger than 500. Finally, we created the set C by first identifying the top 5% of rank-contributing vertices, i.e., those whose contribution C i R i to their outbound neighbors is large, call this set H, and then selecting all the vertices who had at least one inbound neighbor in the set H (C = {i ∈ G n : i has an inbound neighbor in H}). Figure 2 depicts the relative sizes and the relationship among the sets A, B and C for the two cases after taking the average over 20 independent realizations of the entire experiment. The exact numerical values are given in Table 1 .
As we can see, the experiments clearly show that the relationship among the three sets A, B and C is qualitatively different between the independent and dependent cases. In both cases we have that A ⊆ B ∪ C (highly ranked vertices either have large in-degrees or a highly-contributing inbound neighbor), however, in the independent case we almost have equality between the sets A and B, that is, the top ranked vertices almost coincide with the top in-degree vertices, as Theorem 4.2 suggests. Another important difference lies in the size of the set C of vertices having a highlycontributing inbound neighbor. In the independent case, this set is relatively small (22.27% of all the vertices) and has about 2/3 of them outside A ∪ B (C \ (A ∪ B) has 16.7%); however, in the dependent case, the set C is not small (59.9% of the vertices), and it has 9/10 of its vertices outside A ∪ B (C \ (A ∪ B) has 54.39%). In other words, compared to the independent case, when the indegree and out-degree are dependent fewer vertices having highly-contributing inbound neighbors achieve high ranks. This is explained by the observation that when the in-degree and out-degree are independent, there are highly ranked vertices with average sized out-degrees that contribute greatly to the rank of their outbound neighbors, while in the dependent case many highly ranked vertices also have large out-degrees, and their contribution to the ranks of their neighbors is largely diminished. We can clearly see this phenomenon by looking at the last three rows of Table 1 , which show that the intersection between the highly ranked vertices, set A, and those that contribute highly to the ranks of their outbound neighbors, set H, is very different in the two cases, with the intersection being more than three times larger in the independent case.
To summarize, the experiments show that the predictions based on the asymptotic analysis of P (R * > x) in Theorem 4.2 do indeed hold for the actual PageRank scores in a random graph generated through the IRD model. As mentioned earlier, similar experiments done for the DCM and for the case when Q 0 is heavier than N 0 show the same agreement with the theory, illustrating the valuable insights that the theory provides.
Proofs
To organize the proofs we have divided them into two subsections, one that includes all the results needed to prove Theorem 3.2 and one that includes the proofs for all the results presented in Section 4, which are mostly related to the power-law behavior of the limiting R * .
Proof of Theorem 3.2
The proof of Theorem 3.2 is based on a coupling between the rank of a randomly chosen vertex in G n and the rank of the root node of a marked (delayed) Galton-Watson process. The proof of the coupling for the IRD has been mostly done in [31] under the same conditions included here (however, the analysis of the coupled tree under degree-degree dependance is new). For the DCM the existing proof in [15] requires more moment conditions than those in Theorem 3.2, so for completeness we include a short proof here.
Coupling the graph with a marked branching process
The branching processes used in the coupling for the two models are slightly different. For the DCM the coupling is done with a (delayed) marked Galton-Watson process whose degree/mark distribution is determined by the extended degree sequence
For the IRD model, the coupling result was recently done in [31] (see Theorem 3.7) under the same conditions used in this paper, although only for the convergence in distribution, not the convergence in mean. Before writing down the distribution of the coupled tree we first introduce some notation. For sequences a n → ∞, b n → ∞ such that a n b n /n → 0 as n → ∞, define
The coupled (delayed) Galton-Watson process has offspring/mark joint distributions
n and (6.1)
where p(m; λ) = e −λ λ m /m! is the Poisson probability mass function with mean λ. The coupling in [31] provides an exploration of the in-component of a randomly chosen vertex in G n as well as the simultaneous construction of the delayed marked tree. In particular, it defines a stopping time τ that determines the number of generations for which the coupling holds, with τ > k meaning that the two explorations are identical, including the out-degrees/marks, up to generation k.
The coupled (delayed) marked Galton-Watson process for the DCM has offspring/mark joint distributions
As for the IRD, we will show that there exists a stopping time τ such that the event {τ > k} implies that the exploration of the in-component of a randomly chosen vertex in G n and the exploration of the root node of the coupled tree coincides, including out-degrees/marks, up to generation k.
It follows that if the in-components of the randomly chosen vertex and of the root node in the coupled tree are identical up to generation k, so are their generalized PageRanks computed up to that level. On the coupled trees, these k-level PageRanks are constructed using the notation in Section 3.1. Specifically, letΠ
For any k ∈ N + define the rank at level k of the root node in the tree as:
where the superscript n refers to the dependence of the branching vectors with the size of the graph, and the superscript k refers to the depth (i.e., number of generations) to which the rank is computed;Â l denotes the set of nodes in the lth generation of the tree. The main argument behind the result in Theorem 3.2 is a coupling between R ξ , the rank of a uniformly chosen vertex in G n , andR (n,k) ∅ as defined above. Throughout the paper we use the notation P n,i (·) = P n (·|ξ = i), which implies that the root of the coupled tree has the in-degree and mark corresponding to vertex i in G n . Equivalently,
for the DCM, and
for the IRD.
The first step in the proof of Theorem 3.2 is a result that allows us to approximate the PageRank of a randomly chosen vertex, R ξ , with its PageRank computed only using the neighborhood of depth k of each vertex. The exponential rate of convergence in k is due to the damping factor 0 < c < 1, and the result holds for any directed graph.
where Q = (Q 1 , . . . , Q n ), M = diag(C)A, C = (C 1 , . . . , C n ), and A is the adjacency matrix of G n . Then, for any k ∈ N + and ξ uniformly distributed in {1, 2, . . . , n}, we have
Proof. We start by writing the scale free generalized PageRank vector R as the solution to the system of linear equations
where Q = (Q 1 , . . . , Q n ), M = diag(C)A, C = (C 1 , . . . , C n ), and A is the adjacency matrix of G n . Note also that
to be the rank vector computed using only k matrix iterations, and note that Minkowski's inequality gives
where we used the observation that M ∞ ≤ c. It follows that both for the DCM and the IRG we have
where x 1 is the L 1 -norm in R n and c ∈ (0, 1). Since R ξ is a component uniformly chosen at random from the vector R, we have that
The next main step will be a coupling between R (n,k) ξ andR (n,k) ∅
. Before stating the theorem, we
give a preliminary technical lemma that ensures the convergence of (N ∅ ,D ∅ ) and (N i ,D i ), i = ∅ as n → ∞ in the DCM. We use d TV (F, G) to denote the total variation distance between distributions F and G.
and let B * n , B * , B n , B denote its corresponding distribution functions. Then, under Assumption 3.1(A), we have that for any x n ≥ 1,
Proof. Note that by Markov's inequality we have
where the infimum is taken over all distributions π with marginals B * n and B * and d 1 denotes the Kantorovich-Rubinstein distance. Bounding the total variation distance between B n and B requires more work, since under our current assumptions d 1 (B n , B ) may be infinite. To start, let (N ∅ ,D ∅ , D − , D + ) be an optimal coupling for which d 1 (B * n , B * ) is attained, and note that:
and for any x n ≥ 1 we have
where in the last step we used the observation that
It follows that
We are now ready to state our coupling result for R is constructed according to (6.5), and a stopping time τ , such that for any fixed k ∈ N + ,
Proof. We consider the two models separately.
Inhomogeneous random digraph:
For the IRD, the statement of the theorem is that of Theorem 3.7 in [31] , provided we redefine the stopping time so that {τ > k} in this paper corresponds to {τ > 2k} in [31] , since the coupling described there consists of odd and even steps and is such that generation k is completed after 2k steps of the exploration process.
Directed configuration model:
The proof for the DCM requires that we modify the proof of Lemma 5.4 in [15] to avoid the stronger moment conditions assumed there. The exploration of the graph and the simultaneous construction of the marked tree is the same as in [15] , that is, we perform a breadth-first exploration of the incomponent of the randomly chosen vertex by selecting uniformly at random from all L n outbound half-edges, rejecting those that have been selected earlier; we construct the coupled tree by using the in-degree of the vertex whose outbound half-edge has been selected as the number of offspring for the node being explored, and record its out-degree, weight and personalization value as its mark. The coupling breaks the first time we draw an outbound half-edge belonging to a vertex that has already been been explored. It follows that the probability that the coupling breaks while pairing a vertex at distance r from the randomly chosen vertex, is bounded from above by:
whereV j = i∈Â jD + i is the sum of the out-degrees (which we include as part of the marks) of the nodes in the jth generation of the marked tree (denotedÂ j ). LetẐ r = |Â r | denote the number of individuals in the rth generation of the tree and define |T k | = k r=0Ẑ r , |Î k | = k r=0V r . Next, let a n ≥ 1 be a sequence to be determined later, and note that P n,i (τ ≤ k) ≤ P n,i (τ ≤ k, |T k | ∨ |Î k | ≤ a n ) + P n,i |T k | ∨ |Î k | > a n ≤ k r=1 P n,i τ = r, |T k | ∨ |Î k | ≤ a n + P n,i |T k | ∨ |Î k | > a n ≤ k r=1 P n,i Bin(Ẑ r , P r ) ≥ 1, |T r | ∨ |Î r | ≤ a n + P n,i |T k | ∨ |Î k | > a n ≤ k r=1 P n (Bin(a n , a n /L n ) ≥ 1) + P n,i |T k | ∨ |Î k | > a n ≤ ka 2 n L n + P n,i |T k | ∨ |Î k | > a n ,
where Bin(n, p) is a Binomial random variable with parameters (n, p). To analyze the last probability we use Lemma 4.6 in [31] to couple the marked Galton-Watson process constructed using {(N i ,D i ) : i ∈ U} with another marked Galton-Watson process constructed using {(N i , D i ) : i ∈ U} (the latter does not depend on F n ). In particular, if we define B * n , B * , B n , B as in Lemma 6.2, then Lemma 4.6 in [31] (see the last line of the proof) gives
where |T k | := k r=0 |A r | and |I k | := k r=0 i∈Ar D i , A r is the rth generation of the coupled tree, and d TV (F, G) is the total variation distance between distributions F and G. Moreover, by Lemma 6.2 we have
for any x n ≥ 1. These in turn yield
Finally, pick x n = d 1 (F n , F ) −1/4 and a n = min{d 1 (F n , F ) −1/4 , E[D + 1(D + > x n )] −1/2 , n 1/4 }, and use Assumption 3.1 to obtain that a n , x n P − → ∞. Since |T k | ∨ |I k | < ∞ a.s., we obtain
This completes the proof.
Before showing how Theorem 6.3 can be used to obtain a coupling between R (n,k) ξ andR (n,k) ∅ in L 1 norm, we first show thatR (n,k) ∅ converges in d 1 as n → ∞. The following lemma is the key to establish this convergence, which will then follow from Theorem 3 in [17] . Although similar results appear in [15] and [31] , they depend on the convergence in d 1 of the vector (N 1 ,Q 1 ,Ĉ 1 ) to (N , Q, C), which is not guaranteed under our current assumptions; in fact, it is possible to have E[N + |Q|] = ∞, which would imply that d 1 is not even well defined. Lemma 6.4 Let ν n denote the probability measure of the vector
and let ν denote the probability measure of the vector (CQ, C1(N ≥ 1), C1(N ≥ 2), . . . ).
Then, under Assumption 3.1, we have that, for both the DCM and the IRD,
Proof. As before, we consider the two models separately.
Let (D − (n) , D + (n) , Q (n) , ζ (n) ) be a vector distributed according to F n and let (D − , D + , Q, ζ) be distributed according to F . We will first show that
as n → ∞, where ⇒ denotes weak convergence. To this end, let h : R ∞ → R be a bounded and continuous function on R ∞ (equipped with the metric x 1 = ∞ i=1 |x i |), and note that for any M > 0 we have
Since 
with the limit holding in probability. The same arguments also yield
in probability. Now take M → ∞ and use the monotone convergence theorem to obtain that
as n → ∞.
To establish the convergence in d 1 it suffices to show that
as n → ∞ (see Theorem 6.9 and Definition 6.8(i) in [41] ). To see that this is indeed the case, let (D − (n) , D + (n) , Q (n) , ζ (n) , D − , D + , Q, ζ) be an optimal coupling for which d 1 (F n , F ) is attained. Next, note that
It follows from Assumption 3.1 and the dominated convergence theorem that
as n → ∞. A similar argument gives for any i ≥ 1,
as n → ∞. This completes the proof for the DCM.
Inhomogeneous random digraph:
Let (Z − (n) , Z + (n) , Q (n) , ζ (n) ) and (Z − , Z + , Q, ζ) be distributed according to: is the distribution function of a Poisson random variable with mean λ, R −1 (u; λ) = inf{x : R(x; λ) ≥ u} is its generalized inverse, and U − , U + are i.i.d. Uniform[0, 1] random variables independent of (W − (n) , W + (n) , Q (n) , ζ (n) ). Since R(x; λ) is continuous in λ, the continuous mapping theorem yields
as n → ∞. The convergence of the first absolute moment follows from noting that
as n → ∞. We conclude that d 1 (F n ,F ) P − → 0 as n → ∞, which completes the proof.
We now use Lemma 6.4 to obtain the convergence ofR 
with the same distribution as (N , Q, C) and independent of (N ∅ , Q ∅ ) (as defined in Theorem 3.2), such that for any fixed k ∈ N + ,
Proof. We start by definingX } conditionally i.i.d. and conditionally independent of (Q ∅ ,N ∅ ), given F n . Moreover, as described in Section 3.1, the {X
with the {X (n,k−2) i } i≥1 conditionally i.i.d. and conditionally independent of (Q 1 ,N 1 ,Ĉ 1 ), given F n . Let ν n and ν denote the probability measures (conditionally on F n ) of the vectors (Ĉ 1Q1 ,Ĉ 1 1(N 1 ≥ 1),Ĉ 1 1 (N 1 ≥ 2) , . . . ) and (CQ, C1(N ≥ 1), C1(N ≥ 2), . . . ), respectively. Since by Lemma 6.4 we have that
it follows by Theorem 2 (Case 1) in [16] (applied conditionally given F = σ ( ∞ n=1 F n )), that
where G k−1,n (x) = P n X (n,k−1)
Next, note that Assumption 3.1 implies that (N ∅ ,Q ∅ ) converges to (N 0 , Q 0 ) in d 1 , so we can choose an optimal coupling (N ∅ ,Q ∅ , N 0 , Q 0 ). Let (X (n,k−1) j , X (k−1) j ) : j ≥ 1 be a sequence of i.i.d. vectors sampled according to an optimal coupling for d 1 (G k−1,n , G k−1 ), conditionally independent (given F n ) of (N ∅ ,Q ∅ , N 0 , Q 0 ), and construct
We then have,
as n → ∞. This completes the proof.
We now use Theorem 6.3 to show that there exists a coupling between R 
Proof. We start by constructing R (n,k) ξ andR (n,k) ∅ according to the coupling described in Theorem 6.3, and noting that
To bound the second expectation, let M > 0 be a constant and note that E n R (n,k)
Now use Theorems 6.3 and 6.5 to obtain that lim sup n→∞ E n R (n,k)
(provided M is a continuity point of the limiting distribution), where R (k) is defined in Theorem 6.5 and satisfies E[
To show that E n R (n,k) ξ 1(τ ≤ k) also converges to zero, we start by using the upper bound
as follows: ∨ 1) , . . . , 1/(D − n ∨ 1)), and P •i is the ith column of matrix P. Define also its coupled version on a treê
Note that the exploration process leading to the coupling of R . In addition, while exploring the in-component of vertex ξ, we will also explore the in-components of any vertices we encounter in the process. For vertices that are not in the in-component of ξ, we can construct their own couplings with a marked tree using Theorem 6.3, so that for each vertex in G n we obtain a coupling of the form (Y
is constructed corresponds to the exploration started at vertex i. Note that the {Ŷ (n,k) ∅(i) : 1 ≤ i ≤ n} will not be independent, since we may have thatŶ (n,r) ∅(i) is constructed on a subtree of a tree rooted at ∅(j) for some r < k and i = j. Using these processes and fixing M > 0, we now obtain:
where in the first inequality we used the observation that n i=1 P ji ≤ 1, and on the second inequality that n j=1 P ji ≤ D − i . It follows that
To analyze the right-hand side of the inequality, note that Theorem 6.5 gives (provided M is a continuity point of the limiting distribution):
where Y (k) is constructed as in Theorem 6.5 with the generic branching vector (N , |Q|, C ), C adjusted to matchC i = c/(D + i ∨ 1). Assumption 3.1 gives (for any continuity point M ):
and Theorem 6.3 gives P n (τ ≤ k)
as n → ∞. To do this, note that for both models we have that D − ξ converges to N 0 in d 1 (use Assumption 3.1 for the DCM and Theorem 2.4 in [31] for the IRD). Hence, there exists an optimal coupling (D − ξ , N 0 ) for which the minimum distance is attained, which we use to obtain the bound
We conclude that lim sup
and taking M → ∞ completes the proof.
Now that we have a coupling between R ξ and R Then, under Assumption 3.1, we have that for any fixed k ∈ N + ,
Proof. First note that by Assumption 3.1 we have, for the DCM:
and for the IRD:
Now use the branching property to compute:
The proof of Theorem 3.2 will now immediately follow from combining Lemma 6.1, Theorem 6.5, Theorem 6.6, and Lemma 6.7. 
By Theorem 6.6 we have that
By Theorem 6.5 we have that
And by Lemma 6.7 we have
It follows from the triangle inequality that
as n → ∞. Since was arbitrary, we conclude d 1 (H n , H) P − → 0 as n → ∞.
Proofs for results on the power law behavior of PageRank
This section contains two results, Theorems 6.10 and 6.11, which were used to prove Theorems 4.2 and 4.4, as well as a proof of the claims made in Example 4.3. Before we state the theorems, we start with two preliminary technical lemmas related to regularly varying and intermediate regularly varying distributions. Throughout this section, we use f (x) = O(g(x)) as x → ∞ to mean lim sup x→∞ |f (x)/g(x)| < ∞.
Then, for any γ > (−β(f )) ∨ 1 there exists a constant x 0 > 0 such that
Proof. For the first limit use Proposition 2.2.1 in [7] to obtain that for any
as x → ∞. Similarly, Proposition 2.2.1 in [7] also gives that for any 0 > η > α(f ) (if α(f ) < −1 choose η < −1), there exists a positive constant H such that for sufficiently large x,
as x → ∞. Adding the two expressions gives
as x → ∞.
The second limit follows from the same inequality used above to obtain for any 0 > η > α(f ) that
Lemma 6.9 Let {Z i } be a sequence of i.i.d. random variables having the same distribution as Z,
Proof. Fix 1 < m 0 < ∞, and use Burkholder's inequality to get that for some (−β(f )) ∨ 1 < γ < α ∧ 2 we have
for some constant K γ < ∞, where in the last step we used the standard heavy-tailed asymptotic for sums of regularly varying i.i.d. random variables to obtain P
To see that P (Z > x) = o(P (Y > x)) note that x −η P (Y > x) → ∞ for any η < β(f ), so if we choose −α < β < β(f ) and use the fact that P (Z > x) ∈ RV (−α), we obtain that
Now choose m 0 ≥ x 0 according to Lemma 6.8 to obtain that
and P (M > x γ ) = o(P (M > x)) as x → ∞ to conclude that lim sup
We are now ready to state and prove Theorem 6.10, which gives the asymptotic behavior of a random sum with regularly varying summands plus a negligible additive term. Theorem 6.10 Let {X i } be a sequence of i.i.d. random variables having the same distribution as X, where P (X > x) ∈ RV (−α) for some α > 1 and
Proof. Suppose first E[M ] < ∞ and let S = M i=1 X i . To start, use Theorem 2.5 in [35] to obtain that
as x → ∞. Now note that (6.6) establishes that S has an IR distribution with a tail at least as heavy as P (M > x). Next, note that for any 0 < δ < 1, Similarly,
and we obtain lim δ↓0 lim inf
This completes the proof for the case E[M ] < ∞. 
Similarly, we can obtain a lower bound by settingẑ = (1 + δ)x/E[X] and using Lemma 6.9 with Y = M again to obtain
This completes the proof for the case E[M ] = ∞.
We now state and prove Theorem 6.11 which establishes a similar result for a random sum plus an additive term, except this time the additive term is not negligible. 
We will start by analyzing (6.7) for the case E[M ] < ∞, for which we can use Proposition 3.1 in [35] (with β = α) to obtain that, for µ := E[X] ≥ 0, any 0 < δ < 1 and x sufficiently large,
for some constants K, ε, ε , ε > 0, where in the last step we used dominated convergence to obtain To obtain an upper bound for P (S > (1 − δ)x, M ≤ z), use Proposition 3.1 in [35] again to obtain that for E[X] ≥ 0,
To see that
) as x → ∞, note that Proposition 2.2.1 in [7] gives that for any β < β(f ) < 0 there exists a constant H > 0 such that 
Now use Burkholder's inequality with 1 < γ < α ∧ 2 to obtain that for some constant K γ < ∞, This completes the proof of the theorem.
The last proof in the paper corresponds to the claims made in Example 4.3, which stated that P (CN > x) and P (CQ > 0) become negligible with respect to either P (N 0 > x) or P (Q 0 > x), respectively, in the presence of in-degree/out-degree dependence.
Proof of the claims in Example 4.3. To prove the first claim note that
, for the DCM, 
Now use the inequality P (X − λ ≥ x) ∨ P (X − λ ≤ −x) ≤ e − x 2 λ+x for a Poisson r.v. with mean λ and x > 0 to obtain that E 1 Z − − κW − ≥ max{x − κW − , κW − } · W + ≤ E e −(max{x−κW − ,κW − }) 2 /(κW − +max{x−κW − ,κW − }) · W + = E e −κW − /2 1(2κW − ≥ x) · W + + E e −(x−κW − ) 2 /x 1(2κW − < x) · W + ≤ e −x/4 E[W + ] = o P (W − > x) as x → ∞. Also, the same arguments used for the DCM give
as x → ∞. For the remaining expectation use the same inequality for the Poisson distribution used earlier to obtain that
where in the third inequality we used that h(t) = (a−t) 2 /(2a−t) is decreasing on [0, a] (a = κW + ). The proof of the claim for P (CQ > x) follows the same steps and is therefore omitted.
