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cial neural networkAbstract Genetic algorithm and partial least square (GA–PLS) and Levenberg–Marquardt artiﬁ-
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ity factor (k0) and descriptors for 40 nanoparticle compounds which obtained by comprehensive
two-dimensional gas chromatography (GC ·GC) stationary phases consisting of thin ﬁlms of
gold-centered monolayer protected nanoparticles (MPNs) system. The applied internal (leave-
group-out cross-validation (LGO-CV)) and external (test set) validation methods were used for
the predictive power of models. The results indicate that L–M ANN can be used as an alternative
modeling tool for quantitative structure–retention relationship (QSRR) studies. This is the ﬁrst
research on the QSRR of the nanoparticle compounds using the L–M ANN.
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Nanoparticles have attracted extensive attention in various
ﬁelds of chemistry, physics and medicine due to their novel
and fascinating properties (Su and Tseng, 2007; Adachi
et al., 2006; Kogan et al., 2006; Dai et al., 2006). In separationscience, nanoparticles have been shown to be used as novel sta-
tionary phases to provide high separation efﬁciencies for vari-
ous analytes. Because the nanoparticles are too small to be
packed into the column, they were used mostly as pseudosta-
tionary phases to enhance separation performance (Yu et al.,
2006; Nilsson et al., 2006; Nilsson and Nilsson, 2006; Huang
et al., 2004). The development of novel stationary phases for
gas chromatography (GC) is an ongoing interest due to the
broad scope of applicability of GC methods. The recently
developed separation technique, comprehensive two-dimen-
sional gas chromatography (GC · GC), is a powerful tech-
nique and very suited to the separation of complex mixtures.
In GC · GC, two columns with different kinds of selectivity
are serially connected. The separation in the ﬁrst column, usu-
ally a nonpolar column, is mainly related to differences in the
compounds’ vapor pressure, while the separation in the second
column is based on speciﬁc analyte–stationary phase interac-
tions. The key element of a GC · GC system is the modulator,
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components separated in the ﬁrst column from remixing in
the second column. It also refocuses (compresses in time) the
material eluting from the ﬁrst column before re-injecting it into
the second column, thereby increasing the detector signal
intensity and decreasing the limits of detection (LODs). The
major advantage of GC · GC over conventional GC relies
on its increased resolution power as the peak capacity in
GC · GC is the product of the peak capacity of each separa-
tion column (Adam et al., 2007; Dalluge et al., 2003).
The use of monolayer-protected gold nanoparticles (MPNs)
as a stationary phase for open tubular GC has been reported.
The MPN material provided as comparable separation efﬁ-
ciencies as a commercial polymeric stationary phase and was
satisfactorily robust with a useful lifetime. It was of great inter-
est to apply MPNs within a smaller i.d. capillary, recognizing
that the deposition properties of the MPNs (i.e., an extremely
thin and reasonably uniform ﬁlm with respect to capillary i.d.
are readily achieved) may provide a distinct advantage over
other types of GC stationary phases (Gross et al., 2003). The
electronic interactions of the polar stationary phase material
with itself and/or the capillary wall tend to cause nonuniform
deposition within the capillary. After initial failures for satis-
factory polar MPN column (4-chlorobenzenethiol MPNs) pro-
duction using the procedure established for the nonpolar MPN
column (dodecanethiol MPN column) production, it was
determined that a ‘‘slightly polar’’ capillary would be used in-
stead of the deactivated silica usually purchased for column
preparation. As such the MPN materials may be ideally suited
for use in microfabricated gas chromatography (lGC) systems.
Microfabricated GC systems result in angular or square cor-
nered channels in contrast to the traditional round capillary
tubes that are used for bench-top open tubular GC columns
(Eiceman et al., 2002). In order to eliminate the impact of
the dead volume of the chromatographic system, the capacity
factor (k0) was calculated according to the following equation:
k0 ¼ ðtr  toÞ=to ð1Þ
where tr is the retention time of the nanoparticle compounds,
and to is column void volume time of a nonretained compound
or the dead time. It is known that the capacity factor (k0) of a
substance is related to the partition process, adsorption pro-
cess, or both (Dai et al., 2001).
Quantitative structure–retention relationship (QSRR) stud-
ies have received much attention in chemometrics, biological
chemistry, medicinal chemistry and many other ﬁelds. QSRR
models are mathematical equations relating chemical structure
to their property. A number of reports that deals with QSRR
retention calculation of several compounds have been pub-
lished in the literature (Dai et al., 2001; Qin et al., 2009; Dong
et al., 2009).
The QSRR models can be applied to partial least squares
(PLS) method often combined with genetic algorithms (GA)
for feature selection (Noorizadeh and Farmany, 2010a; Bodzi-
och et al., 2010). Because of the complexity of relationships be-
tween the property of molecules and structures, nonlinear
models are also used to model the structure–property relation-
ships. Levenberg–Marquardt artiﬁcial neural network (L–M
ANN) is nonparametric nonlinear modeling technique that
has attracted increasing interest. In this research, GA–PLS
and L–M ANN were employed to generate QSRR models that
correlate the structure of nanoparticles; with observed capacityfactor (k0). The present study is a ﬁrst research on QSRR of the
nanoparticle compounds against the k0, using L–M ANN.2. Materials and methods
The QSRR model for the estimation of the k0 of nanoparticle
compounds is established in the following six steps: the molec-
ular structure input and generation of the ﬁles containing the
chemical structures is stored in a computer readable format;
quantum mechanics geometry is optimized with a semi-empir-
ical (AM1) method; structural descriptors are computed; struc-
tural descriptors are selected; and the structure–retention
models are generated by the GA–PLS.
2.1. Data set
Capacity factor (k0) of 55 nanoparticle compounds was taken
from the literature (Gross et al., 2003) is presented in Table 1.
Sample components are separated, identiﬁed, and measured by
the 4-chlorobenzenethiol MPNs stationary phase include com-
plementary separations such as two-dimensional GC
(GC ·GC) and potential utilization within a model system
for a microfabricated GC (lGC). The efﬁciency and speed
achieved with the dodecanethiol MPN stationary phase in
the 100 lm i.d. capillary with a short column length (1.5 m)
dictates that it be used as the ﬁrst column. All chromatograms
were obtained with an injection source and FID temperature
of 250 C. The inlet pressure was maintained at 48,000 Pa with
a variable split as stated, while the auxiliary pressure (column
pressure) was varied independently as dictated by the experi-
mental method being employed. The oven temperature was
constant at 50 C unless otherwise noted. For the GC · GC
experiments, either a or 15 m poly(ethyleneglycol) or
4-chlorobenzenethiol MPNs column with a 250 lm i.d. and
0.2 lm ﬁlm thickness (IMMOWax, Agilent Technologies, Palo
Alto, CA, USA) was used as the ﬁrst column of the GC · GC
system, and a dodecanethiol MPN column as the second
column.
2.2. Computer hardware and software
All calculations were run on a HP Laptop computer with
AMD Turion64X2 processor with windows XP operating sys-
tem. The optimizations of molecular structures were done by
the HyperChem 7.0 (AM1 method) and descriptors were calcu-
lated by Dragon Version 3.0 software’s. MINITAB software
version 14 was used for the simple PLS analysis. Cross-valida-
tion, GA–PLS and other calculation were performed in the
MATLAB (Version 7, Mathworks Inc.) environment.
2.3. Genetic algorithm
A detailed description of the genetic algorithm (GA) can be
found in the literature (Goldberg, 2000; Riahi et al., 2008;
Noorizadeh and Farmany, 2010b). Genetic algorithm is a sim-
ulated method based on ideas from Darwin’s theory of natural
selection and evolution (the struggle for life). In GA a chromo-
some (or an individual) can be deﬁned as an enciphered entity
of a candidate solution, which is expressed as a set of variables.
GA consists of the following basic steps: (1) a chromosome is
Table 1 The data set and the corresponding observed and predicted k0 values by L–M ANN for the training and test set.
No. Name k0Exp k
0
Cal RE AbsE
Training set
1 Hexane 0.305 0.297 2.623 0.008
2 Methylcyclohexane 0.327 0.314 3.976 0.013
3 Hexyne 0.335 0.301 10.149 0.034
4 Cycloheptane 0.342 0.342 0.000 0.000
5 Cyclopentane 0.345 0.349 1.159 0.004
6 Benzene 0.348 0.361 3.736 0.013
7 trans-1,2 Dimethylcyclohexane 0.352 0.375 6.534 0.023
8 1,2-Dichloroethane 0.354 0.381 7.627 0.027
9 Trichloromethane (chloroform) 0.356 0.351 1.405 0.005
10 Hexane 0.358 0.389 8.659 0.031
11 Heptene 0.362 0.402 11.050 0.040
12 1-Heptyne 0.365 0.364 0.274 0.001
13 Heptane 0.369 0.384 4.065 0.015
14 cis-1,2 Dimethylcyclohexane 0.380 0.386 1.579 0.006
15 n-Butylamine 0.398 0.379 4.774 0.019
16 Butyl formate 0.421 0.416 1.188 0.005
17 2-Butanol 0.424 0.447 5.425 0.023
18 Toluene 0.452 0.468 3.540 0.016
19 2-Pentanone 0.472 0.474 0.424 0.002
20 Ethyl acetate 0.475 0.523 10.105 0.048
21 Tetrahydrofuran 0.490 0.460 6.122 0.030
22 Proprionitrile 0.499 0.474 5.010 0.025
23 1-Nonene 0.514 0.586 14.008 0.072
24 1-Bromopentane 0.532 0.551 3.571 0.019
25 1-Chlorohexane 0.560 0.574 2.500 0.014
26 Butyl acetate 0.644 0.609 5.435 0.035
27 2-Pentanol 0.648 0.634 2.161 0.014
28 Ethylbenzene 0.651 0.679 4.301 0.028
29 p-Xylene 0.713 0.657 7.854 0.056
30 Chlorobenzene 0.734 0.738 0.545 0.004
31 1-Nonyne 0.798 0.799 0.125 0.001
32 2-Hexanone 0.820 0.786 4.146 0.034
33 Decane 0.885 0.816 7.797 0.069
34 Bromohexane 0.991 0.894 9.788 0.097
35 1,3,5-Trimethyl benzene (mesitylene) 1.186 1.042 12.142 0.144
36 Methyl phenyl ether(anisole) 1.402 1.209 13.766 0.193
37 Bromobenzene 1.455 1.482 1.856 0.027
38 1-Pentanol 1.673 1.785 6.695 0.112
39 Heptanal 1.775 1.974 11.211 0.199
40 1-Bromoheptane 2.281 2.106 7.672 0.175
41 Cyclohexylamine 3.828 3.467 9.431 0.361
42 Octanal 4.193 4.458 6.320 0.265
43 Cyclohexanol 4.390 4.780 8.884 0.390
44 1-Hexanol 5.384 6.017 11.757 0.633
Test set
45 Triethylamine 0.337 0.294 12.760 0.043
46 Ethyl formate 0.355 0.318 10.423 0.037
47 Cyclohexane 0.369 0.401 8.672 0.032
48 1,1,1-Trichloroethane 0.373 0.312 16.354 0.061
49 1,1,2-Trichloroethane 0.461 0.519 12.581 0.058
50 Acetonitrile 0.475 0.492 3.579 0.017
51 Pyridine 0.627 0.630 0.479 0.003
52 1-Butanol 0.675 0.724 7.259 0.049
53 Hexanal 0.804 0.942 17.164 0.138
54 1-Nitrobutane 1.446 1.427 1.314 0.019
55 2-Heptanone 2.225 2.664 19.730 0.439
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chromosomes is created in a random way; (2) a value for the
ﬁtness function of each chromosome is evaluated; (3) based
on the values of the ﬁtness functions, the chromosomes ofthe next generation are produced by selection, crossover and
mutation operations. The ﬁtness function was proposed by
Depczynski et al. (2000). The parameter algorithm reported
in Table 2.
Table 2 Parameters of the genetic algorithm.
Population size: 30 chromosomes
On average, ﬁve variables per chromosome in the original
population
Regression method: PLS
Cross-validation: leave-group-out
Number subset: 4
Maximum number of variables selected in the same chromosome:
(PLS, 30)
Elitism: True
Crossover: multipoint
Probability of crossover: 50%
Mutation: multipoint
Probability of mutation: 1%
Maximum number of components: (PLS, 10)
Number of runs: 100
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2.4.1. Artiﬁcial neural network
An artiﬁcial neural network (ANN) with a layered structure is
a mathematical system that stimulates the biological neural
network; consist of computing units named neurons and con-
nections between neurons named synapses (Arab Chamjangali
et al., 2007; Jalali-Heravi et al., 2008; Noorizadeh and Farma-
ny, in press). Input or independent variables are considered as
neurons of input layer, while dependent or output variables are
considered as output neurons. Synapses connect input neurons
to hidden neurons and hidden neurons to output neurons. The
strength of the synapse from neuron i to neuron j is determined
by means of a weight, Wij. In addition, each neuron j from the
hidden layer, and eventually the output neuron, are associated
with a real value bj, named the neuron’s bias and with a non-
linear function, named the transfer or activation function. Be-
cause the artiﬁcial neural networks (ANNs) are not restricted
to linear correlations, they can be used for nonlinear phenom-
ena or curved manifolds (Arab Chamjangali et al., 2007). Back
propagation neural networks (BNNs) are most often used in
analytical applications (Jalali-Heravi et al., 2008). The back
propagation network receives a set of inputs, which is multi-
plied by each node and then a nonlinear transfer function is
applied. The goal of training the network is to change the
weight between the layers in a direction to minimize the output
errors. The changes in values of weights can be obtained using
the following equation:
DWij;n ¼ Fn þ aDWij;n1 ð2Þ
where DWij is the change in the weight factor for each network
node, a is the momentum factor, and F is a weight update func-
tion, which indicates how weights are changed during the
learning process. There is no single best weight update function
which can be applied to all nonlinear optimizations. One needs
to choose a weight update function based on the characteristicsTable 3 The statistical parameters of different constructed QSRR
Model Training set
R2 Q2 RE RMSE AbsE
GA–PLS 0.862 0.870 9.76 0.19 0.12
L–M ANN 0.982 0.981 5.71 0.14 0.07of the problem and the data set of interest. Various types of
algorithms have been found to be effective for most practical
purposes such as Levenberg–Marquardt (L–M) algorithm.
2.4.2. Levenberg–Marquardt algorithm
While basic back propagation is the steepest descent algo-
rithm, the Levenberg–Marquardt algorithm (Kara et al.,
2006) is an alternative to the conjugate methods for second
derivative optimization. In this algorithm, the update function,
Fn, can be calculated using the following equations:
F0 ¼ g0 ð3Þ
Fn ¼ ½JT  Jþ lI1  JT  e ð4Þ
where J is the Jacobian matrix, l is a constant, I is an identity
matrix, and e is an error function (Salvi et al., 2002).
3. Results and discussion
3.1. Linear model
3.1.1. Results of the GA–PLS model
To reduce the original pool of descriptors to an appropriate
size, the objective descriptor reduction was performed using
various criteria. Reducing the pool of descriptors eliminates
those descriptors who contribute either no information or
whose information content is redundant with other descriptors
present in the pool. After this process, 1006 descriptors re-
mained. These descriptors were employed to generate the mod-
els with the GA–PLS program. The best model is selected on
the basis of the highest multiple correlation coefﬁcient leave-
group-out cross-validation (LGO-CV) (Q2), the least root
mean squares error (RMSE), absolute error (AbsE) and rela-
tive error (RE) of prediction and simplicity of the model. These
parameters are probably the most popular measure of how
well a model ﬁts the data. The best GA–PLS model contains
10 selected descriptors in six latent variables space. These
descriptors obtained constitutional descriptors (number of
double bonds (nDB) and number of Hydrogen atoms (nH)),
topological descriptors (Balaban-type index from mass
weighted distance matrix (Jhetm)), geometrical descriptors
(gravitational index G2 (bond-restricted) (G2) and span R
(SPAN)), molecular properties (topological polar surface area
using N, O, S, P polar contributions (TPSA(Tot)), molecular
properties Ghose-Crippen octanol–water partition coeff.
(log P) (ALOGP)), charge descriptors (relative negative charge
(RNCG)) and quantum descriptors (polarizability and highest
occupied molecular orbital (HOMO)). For this in general, the
number of components (latent variables) is less than number of
independent variables in PLS analysis. The obtained statistic
parameters of the GA–PLS model were shown in Table 3.
The PLS model uses higher number of descriptors that allow
the model to extract better structural information from
descriptors to result in a lower prediction error.models.
Test set
N R2 Q2 RE RMSE AbsE N
44 0.801 0.806 21.40 0.21 0.15 11
44 0.941 0.934 10.02 0.16 0.08 11
Figure 1 Plot of predicted k0 obtained by L–M ANN against the
experimental values.
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3.2.1. Results of the L–M ANN model
With the aim of improving the predictive performance of non-
linear QSRR model, L–M ANN modeling was performed.
Descriptors of GA–PLS model were selected as inputs in L–
M ANNmodel. The network architecture consisted of ten neu-
rons in the input layer corresponding to the ten mentioned
descriptors. The output layer had one neuron that predicts
the k0. The number of neurons in the hidden layer is unknown
and needs to be optimized. In addition to the number of neu-
rons in the hidden layer, the learning rate, the momentum and
the number of iterations also should be optimized. In this
work, the number of neurons in the hidden layer and other
parameters except the number of iterations were simulta-
neously optimized. A MATLAB program was written to
change the number of neurons in the hidden layer from 2 to
7, the learning rate from 0.001 to 0.1 with a step of 0.001
and the momentum from 0.1 to 0.99 with a step of 0.01. The
root mean square errors for training set were calculated for
all of the possible combination of values for the mentioned
variables in leave-group-out cross-validation (LGO-CV). It
was realized that the RMSE for the training set is minimum
when four neurons were selected in the hidden layer. Finally,
the number of iterations was optimized with the optimum val-
ues for the variables. It was realized that after 16 iterations, the
RMSE for prediction set was minimum. The values of experi-
mental, calculated, percent relative error and absolute error
are shown in Table 1. For the constructed model, four general
statistical parameters were selected to evaluate the prediction
ability of the model for the k0. Table 3 shows the statistical
parameters for the compounds obtained by applying models
to training and test sets. The statistical parameters R2, Q2,
RE, absolute error (AbsE) and root mean squares error
(RMSE) were obtained for proposed models. Each of the sta-
tistical parameters mentioned above were used for assessing
the statistical signiﬁcance of the QSRR model. The statistical
parameters obtained by LGO-CV for L–M ANN and the lin-
ear QSRR model are compared in Table 3. Inspection of the
results of the table reveals a higher R2 and Q2 values and lower
RMSE, RE and AbsE for L–M ANN model for the training
and test sets compared with their counterparts for GA–PLS
model. Plots of predicted k0 versus experimental k0 values by
L–M ANN are shown in Fig. 1. Obviously, there is a close
agreement between the experimental and predicted k0 and the
data represent a very low scattering around a straight line with
respective slope and intercept close to one and zero. This
clearly shows the strength of L–M ANN as a nonlinear feature
selection method. The key strength of L–M ANN is their abil-
ity to allow for ﬂexible mapping of the selected features by
manipulating their functional dependence implicitly. Neural
network handles both linear and nonlinear relationship with-
out adding complexity to the model. This capacity offset the
large computing time required and complexity of L–M ANN
model with respect to other models.
3.3. Interpretation of descriptors
The GC · GC chromatograms shown here in are in a ‘‘re-
versed’’ format from those often shown, with the polar
poly(ethyleneglycol) stationary phase as column 1 (4 m,250 lm i.d., 0.2 lm ﬁlm) and the nonpolar dodecanethiol
MPN stationary phase as column 2. In GC · GC, the entire
sample is submitted to two online GC separations involving
different properties of analytes, i.e., the volatility related to
the carbon atom number and the polarity related to the chem-
ical group. In the chromatographic retention of compounds in
the nonpolar or low polarity stationary phases two important
types of interactions contribute to the chromatographic reten-
tion of the compounds: the induction and dispersion forces.
The dispersion forces are related to interaction of several inter-
molecular forces such as dispersion (or London forces), orien-
tation (dipole–dipole or Keesom forces) while the induced
forces are related to the dipolar moment, which should stimu-
late dipole-induced dipole or Debye forces interactions.
Constitutional descriptors are the most simple and com-
monly used descriptors, reﬂecting the molecular composition
of a compound without any information about its molecular
geometry. The most common constitutional descriptors are
number of atoms, number of bound, absolute and relative
numbers of speciﬁc atom type, absolute and relative numbers
of single, double, triple, and aromatic bound, number of ring,
number of ring divided by the number of atoms or bonds,
number of benzene ring, number of benzene ring divided by
the number of atom, molecular weight and average molecular
weight.
The hydrogen bonding is a measure of the tendency of a
molecule to form hydrogen bonds. This is related to the num-
ber of Hydrogen atoms (nH). Hydrogen-bonding may be di-
vided into an electrostatic term and a polarization/charge
transfer term. Understandably, hydrogen bonding plays a sig-
niﬁcant role in retention behavior. Hydrogen bonding is not a
true bond, but a very strong form of dipole–dipole attraction.
The O–H and N–H bonds in molecular structures are strongly
polarized and the positive charge is located on Hd+.
Topological descriptors are based on a graph representa-
tion of the molecule. They are numerical quantiﬁers of molec-
ular topology obtained by the application of algebraic
operators to matrices representing molecular graphs and
whose values are independent of vertex numbering or labeling.
They can be sensitive to one or more structural features of the
molecule such as size, shape, symmetry, branching and cyclic-
ity and can also encode chemical information concerning atom
type and bond multiplicity.
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extended connectivity and is a good descriptor for the shape of
the molecules and modifying biological process. Nevertheless,
some of the chemists have used this index successfully in devel-
oping QSRR/QSPR models.
The geometrical descriptors are suitable for complex-be-
haved properties, because they take into account the 3D-
arrangement the atoms without ambiguities (as those appear-
ing when using chemical graphs), as well as they do not depend
on the molecular size and thus they are applicable to a large
number of molecules with great structural variance, which
have a characteristic common to all of them. The SPAN is a
size descriptor that is deﬁned as the radius of the smallest
sphere, centered on the centre of mass, completely enclosing
all atoms of a molecule. Span(R): a size descriptor deﬁnite as
the radius of the smallest sphere, centered on theﬁ centre of
mass, completely enclosing all atoms of a molecule:
R ¼ maxiðriÞ ð5Þ
where ri is the distance of the ith atom from the center of mass.
The average span descriptor calculated as the average value of
conformational change and denoted by R.
Gravitational index (G2) (bond-restricted) is a geometrical
descriptor that reﬂecting the mass distribution in a molecule
and deﬁned as the following equation:
G2 ¼
XA
a¼1
mi mj
r2ij
 !
a
ð6Þ
where mi and mj are the atomic masses of the considered
atoms; rij the corresponding interatomic distances; and A the
number of all pairs of bonded atoms of the molecule. This in-
dex is related to the bulk cohesiveness of the molecules,
accounting, simultaneously, for both atomic masses (volumes)
and their distribution within the molecular space. This index
can be extended to any other atomic property different from
atomic mass, such as atomic polarizability, atomic, van der
Waals volume, etc.
Charge descriptors were deﬁned in terms of atomic charges
and used to describe electronic aspects both of the whole mol-
ecule and of particular regions, such as atoms, bonds, and
molecular fragments. Electrical charges in the molecule are
the driving force of electrostatic interactions, and it is well
known that local electron densities or charge play a fundamen-
tal role in many physical–chemical properties and receptors-li-
gand binding afﬁnity. Thus, charge based descriptors have
been widely employed as chemical reactivity indices or as mea-
sures of weak intermolecular interactions. Relative negative
charge (RNCG) is partial charge of the most negative atom di-
vided by the total negative:
RNCG ¼ Q

max
Q
ð7Þ
TPSA (NO) of a molecule is deﬁned as the surface sum over
of polar atoms. This molecular descriptor explains the electro-
static and polarization interactions between the solute and the
solvent. All the interactions are obviously weak interactions
such as higher multipole, dipole and induced-dipole interac-
tions. So, TPSA (NO) can be considered an important electro-
static descriptor compounds a QSRR study to understand the
charge distribution of the molecules and use this information
to project new nanoparticles with desired properties. The val-ues of the topological polar surface areas (TPSA) were calcu-
lated by summarizing the respective fragmental constants of
the two-dimensional structure of the considered nanoparticles
according to a procedure proposed by Ertl et al. (2000).
Although constitutional, geometrical, topological and
charge descriptors are often successful in retention of these
compounds, they cannot account for conformational changes
and they do not provide information about electronic inﬂuence
through bonds or across space. For that reason, quantum
chemical descriptors are used in developing QSRR.
Quantum chemical descriptors can give great insight into
structure and reactivity and can be used to establish and com-
pare the conformational stability, chemical reactivity and in-
ter-molecular interactions. They include thermodynamic
properties (system energies) and electronic property (HOMO
energy). Electronic properties may play a role in the magnitude
in a biological activity, along with structural features encoded
in indexes. HOMO as an electron donor represents the ability
to donate an electron. The HOMO energy plays a very impor-
tant role in the nucleophilic behavior and it represents molec-
ular reactivity as a nucleophile.
Polar functional groups account for many of the dipole–di-
pole, dipole-induced dipole and hydrogen bond interactions.
Dipole moment is the measure of polarity of the molecule. Di-
pole moment describes the intramolecular electronic effect,
which may be related to molecular reactivity. The activity of
a molecule increases as the dipole moment increases (Todeschi-
ni and Consonni, 2000).
From the above discussion, it can be seen that the particle
size, hydrogen bonding and electrostatic interactions are the
likely three factors controlling the k0 of these compounds.
All descriptors involved in the model, which have explicit
physical meaning, may account for the structure responsible
for the k0 of nanoparticle compounds.
3.4. Model validation
Validation is a crucial aspect of any QSRR modeling (Bodzi-
och et al., 2010). The accuracy of proposed models was illus-
trated using the evaluation techniques such as leave-group-
out cross-validation (LGO-CV) procedure and validation
through an external test set.
3.4.1. Cross-validation technique
Cross-validation is a popular technique used to explore the
reliability of statistical models. Based on this technique, a
number of modiﬁed data sets are created by deleting in each
case one or a small group (leave-some-out) of objects. For each
data set, an input–output model is developed, based on the uti-
lized modeling technique. Each model is evaluated, by measur-
ing its accuracy in predicting the responses of the remaining
data (the ones or group data that have not been utilized in
the development of the model) (Noorizadeh et al., in press).
In particular, the LGO procedure was utilized in this study.
A QSRR model was then constructed on the basis of this re-
duced data set and subsequently used to predict the removed
data. This procedure was repeated until a complete set of pre-
dicted data was obtained. The statistical signiﬁcance of the
screened model was judged by the correlation coefﬁcient
(Q2). The predictive ability was evaluated by the cross-valida-
tion coefﬁcient (Q2 or R2cv) which is based on the prediction er-
QSRR analysis of capacity factor of nanoparticle compounds 189ror sum of squares (PRESS) and was calculated by the follow-
ing equation:
R2cv  Q2 ¼ 1
Pn
i¼1ðyi  y^i Þ2Pn
i¼1ðyi  yÞ2
ð8Þ
where yi, y
^
i and y
 were respectively the experimental, pre-
dicted, and mean k0 values of the samples. The accuracy of
cross-validation results is extensively accepted in the literature
considering the Q2 value. In this sense, a high value of the sta-
tistical characteristic (Q2 > 0.5) is considered as proof of the
high predictive ability of the model (Golbraikh and Tropsha,
2002). However, this assumption is in many cases incorrect
and can be due to lack of correlation between the high Q2
and the high predictive ability of QSRR models which has
been established and corroborated recently. Thus, the high va-
lue of Q2 appears to be necessary but not sufﬁcient condition
for the models to have a high predictive power. These authors
stated that an external set is necessary. As a next step, further
analysis was also followed for chemical property of the new set
of compounds using the developed QSRR model.
3.4.2. Validation through the external test set
Validating QSRR with external data (i.e., data not used in the
model development) is the best method of validation. However
the availability of an independent external test set of several
compounds is rare in QSRR. Thus, the predictive ability of a
QSRR model with the selected descriptors was further ex-
plored by dividing the full data set. The predictive power of
the models developed on the selected training set is estimated
on the predicted values of test set chemicals. The data set
was randomly divided into two groups including training set
(calibration and prediction sets) and test set, which consists
of 44 and 11 molecules, respectively. The calibration set was
used for model generation. The prediction set was applied
dealing with overﬁtting of the network, whereas the molecules
of the test set which have no role in model building were used
for the evaluation of the predictive ability of the models for
external set. The result clearly displays a signiﬁcant improve-
ment of the QSRR model consequent to nonlinear statistical
treatment and a substantial independence of model prediction
from the structure of the test molecule. In the above analysis,
the descriptive power of a given model has been measured by
its ability to predict partition of unknown nanoparticles. For
instance, as to prediction ability, it can be observed in Fig. 1
that scattering of data points from the ideal trend in test set
is poor.
4. Conclusion
In this research, an accurate QSRR model for estimating the
capacity factor (k0) of nanoparticle compounds was developed
by employing the GA–PLS and L–M ANN techniques. These
models have good predictive capacity and excellent statistical
parameters. A comparison between these models revealed the
superiority of the L–M ANN to GA–PLS model. It is easy
to notice that there was a good prospect for the L–M ANN
application in the QSRR modeling. It can also be used success-fully to estimate the k0 for new compounds or for other com-
pounds whose experimental values are unknown. This
indicates that k0 of nanoparticle compounds possesses some
nonlinear characteristics.
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