The paper develops a derivative-type (D-type) networked iterative learning control (NILC) scheme for repetitive discrete-time systems with packet dropouts stochastically occurred in input and output communication channels. The scheme generates the sequential recursive-mode control inputs by mending the dropped instant-wise output with the synchronous desired output, while it drives the plant by refreshing the dropped instant-wise control input with the used consensus-instant control input at the previous iteration. By adopting statistic technique, the convergences of the developed NILC scheme for linear and nonlinear systems are derived, respectively. The derivations present that under certain conditions the mathematical expectations of the stochastic tracking errors in the sense of 1-norm converge to zero. Numerical simulations exhibit the effectiveness and validity.
Introduction
In biology, psychology, sociology as well as in philosophy, the notion of 'learning' has been acknowledged as one of intelligent capabilities for an individual to earn food and fit the environment for surviving and evolving persistently. It is noted as a process for an intelligent agent to acquire knowledge or experience from its perception and cognition of the environment and then to act on the environment so as to improve its behavior performance at the next time. Benefited from the advancing computer technology, learning algorithm has been algorithmically embedded into the control programming of a robotic manipulator to track a desired trajectory. The pioneer contribution is the iterative learning control (ILC) invented in the s whose scheme is to utilize the historical tracking discrepancy to modify its control command so that the upgraded control command may drive the repetitive system to track a predetermined desired trajectory [] . Overviewing the existing ILC investigations, the ILC has been acknowledged as one of the most effective intelligent control strategies for a repetitive system operated over a fixed time interval owing to its less system information requirement and precise tracking insurance [-] .
Along with the development of internet service, some of efficacious control schemes can be networked for higher efficiency and lower cost, which forms networked control systems (NCSs). However, confined by the physical features of the wire or wireless net communication devices such as the limit bandwidth or temporal oscillation of the net, the embedment of the communication net into the traditional control loop may possibly incur the communication delay and packet dropout which will deteriorate the control effects [-] . In terms of the communication delays, a usual manner is to replace the delayed data by the captured data at the last sampling instant in the case when the delay is within one sampling step length [-] . In treating the packet dropout, the method is to replace the dropped data with the latest captured one [, ] . It has been shown that the aforementioned handling methods work satisfactorily under the assumptions that the probabilities of the communication delay and the packet dropout are constrained appropriately.
Inspired by the handling methods for the NCSs, the investigations have been emerged to embed the network into the conventional ILC system addressing the communication delay and/or packet dropout. In detail, a D-type NILC strategy has been considered for a class of linear time-invariant (LTI) multiple-input-multiple-output (MIMO) systems, where both the packet dropout and the communication delay of the system output are considered [] . Reference [] has addressed a proportional-type (P-type) NILC for a class of nonlinear systems with random packet losses happening in both the input and the output communication channels, where the term 'packet losses' is no other than communication delays. The handling methods for the delayed data in [, ] are to substitute the one-step-delayed data by the captured data at the last sampling instant, which is no other than the conventional NCSs [-]. As the above-mentioned replacement mechanism of the communication delayed data is one-step-ahead mode, it to some extent does not match the ILC scheme which is an exact time point-to-point mapping along iteration direction. As shown in [, ], the tracking error is asymptotically upper-bounded but nonzero when communication delays occur. In addition, one [] has developed a P-type NILC scheme for a class of nonlinear systems with stochastic delays happened in both system output and control input communication channels, where the delayed data is replaced with the synchronous data of the previous iteration. It has been shown that the proposed NILC scheme can drive the NILC system to track the desired trajectory precisely as the iteration goes on.
Regarding the communication data dropouts, the paper [] has proposed a D-type NILC scheme for a class of LTI MIMO systems with packet dropout in the output channel and has deduced the convergence by Kalman filtering approach. Further work [, ] has considered a D-type NILC algorithm for a general case that only part of the system output data stochastically drops but the remaining is successfully transmitted, which induces the learning gain by minimizing the trace of the input error covariance matrix or assigns it in the sense of mean square. Besides, the literature [, ] has presented D-type NILC schemes for a class of discrete-time systems with packet dropout occurring in the output channel, and in particular it [] has analyzed the convergence on basis of exponential stability for asynchronous dynamical systems, while one [] has derived the learning performance based on -D model. Further relevant work [] has adopted a H-infinity measurement to assess the tracking performance of the NILC schemes for systems with packet dropout occurred in output channel. Recently, one [] has developed a D-type NILC algorithm for a class of single-input-single-output (SISO) systems with system output packet dropout modeled as a - Bernoulli-type Markov chain along the iteration axis. Under the assumption that for a fixed sampling instant the quantity of the successive packet loss is less than a constant, the learning gain has been designed as an iteration-decreasing sequence and the convergence has been deduced by stochastic approximation and optimization techniques. In further work [] one has considered the NILC design for nonlinear systems with unknown control direction and system output packet dropouts. It is recalled that the handling strategy of dropped data proposed in [-] is equivalent to replacing the dropped data with the synchronous desired output signal. Meanwhile, [] has developed an NILC scheme by replacing the dropped output with the successfully captured latest synchronous output.
It is observed that, however, the literature [-] only considers the packet dropout occurring in the output communication channel. As a matter of fact, the packet dropout occurs not only in the output communication channel, but also possibly in the input communication channel. Under this circumstance, the synchronous desired signal replacement in the existing literature [-] is hardly adoptable for the input dropout as the desired input is unavailable but pursued. Nevertheless, it is worth recalling that the learning capability of the ILC is principally benefited from the time point-to-point compensation for the control input along the iteration direction rather than the time axis. Thus, the replacement for the dropped data by the captured latest synchronous ones would be a feasibility to deal with the dropped input. This motivates the paper.
This paper is to develop a D-type NILC strategy for discrete-time systems with both stochastic input and output packet dropouts. The strategy mends the dropped instantwise output with the synchronous desired output, while it refreshes the dropped instantwise input with the consensus-instant input used at the previous iteration. By means of the statistic technique, the convergence of the developed NILC scheme for respective linear and nonlinear systems is derived, which shows that under certain conditions the mathematical expectations of the stochastic tracking errors in the sense of -norm converge to zero.
The rest of the paper is organized as follows. In Section , a P-type NILC scheme is formulated and some notations are presented. Section  analyzes the convergence of the proposed NILC scheme to linear systems and Section  addresses the convergent characteristic of the proposed NILC scheme imposed on a kind of affine nonlinear systems. The effectiveness and the validity are numerically simulated in Section  and Section  concludes the paper.
NILC algorithm and notations
Let (X, F, P) be a probability space and p ∈ [, ] be a constant number, where X = {, } is a sample space, F = {∅, {}, {}, {, }} is a set of events and P is a probability measure on set F satisfying P(∅) = , P({}) = p, P({}) =  -p and P({, }) = , respectively. A stochastic variable ξ is said to be subject to - Bernoulli distribution refers that ξ is defined on ( , F, P) satisfying ξ () =  and ξ () = . Denote E{ξ } as the mathematical expectation of the stochastic variable ξ . Then E{ξ } = P(ξ = ) =  -p. Let x = (x  , . . . , x n ) and y = (y  , . . . , y n ) ∈ R n be two n-dimensional real vectors. The partial order relation ≺ is defined as x ≺ y if and only if Consider a class of repetitive discrete-time single-input-single-output (SISO) systems described as follows:
where the subscript k = , , . . . denotes the iteration index, t refers to the discrete-time variable with S -= {, , , . . . , N -} and S = {, , , . . . , N}. x k (t) ∈ R n , u k (t) ∈ R and y k (t) ∈ R are n-dimensional state, scalar input and scalar output at the kth iteration, respectively. f (·, ·) and g(·, ·) are functions of the state and input variables.
In the system (), when the control input u k (t) is generated by an ILC update law and is transmitted from the ILC unit to the actuator via the input communication channel for driving the system, and simultaneously the system output y k (t) is transferred through the output communication channel from the sensor to the ILC unit for data updating, the mode is regarded as a networked iterative learning control paradigm, abbreviated as NILC. The diagram of the NILC is illustrated in Figure  . In the schematic diagram,ũ k (t) denotes the signal which is transmitted from the ILC unit to the actuator via the input net channel. Its stochastic dropout is regarded as a random on/off switch. u k (t) refers to the control command of the actuator for driving the system which is composed ofũ k (t) and u k- (t) in a switch mode. In detail, in the case when the ILC signalũ k (t) at t instant is successfully captured by the actuator, the signalũ k (t) is directly taken as u k (t) for driving the system, while in the case when the ILC signalũ k (t) at t instant is dropped, the actuator will borrow its used input data u k- (t) at the previous iteration for driving the system. Mathematically, the control input u k (t) of the actuator is represented as follows:
where for all t ∈ S -and k = , , . . . , ω k,t is a stochastic variable subject to - Bernoulli distribution. Here, ω k,t =  means that the signalũ k (t) is successfully transmitted while ω k,t =  marks that the signalũ k (t) is dropped. Analogously, y k (t) refers to the system output which will be transmitted to the ILC unit for data updating through the output channel and its stochastic dropout is considered as a random off/on switch. Whilstỹ k (t) is a candidate signal for the ILC updating which will be either the system output y k (t) or the desired signal y d (t) depending on the success of the data communication, namely, in the case when the system output y k (t) is successfully transferred to the ILC unit, it will be adopted for data updating, while in the case when the system output y k (t) is dropped, the ILC unit will utilize the saved desired output signal for the new command generation. Thus, the signalỹ k (t) is formulated as follows:
where S + = {, , . . . , N}, y d (t) is the desired output, and for all t ∈ S + and k = , , . . . , α k,t is a stochastic variable subject to - Bernoulli distribution.
Remark  As shown in () and (), the handling methods of packet dropouts is different from those in [, ]. The handling methods of packet dropouts in [, ] can be described as follows:
Meanwhile, the replacement algorithm () is also different from (). This benefits from the characteristic of ILC and it is expected that the replacement algorithms () and () show better performance.
It is noted that in the concerned NILC profile Figure  , the status of the communicated data packet is either dropped or captured in success, which is modeled as a - Bernoulli stochastic variable. In general, it is well known that the occurrences of the data packet dropout at two iterations are independent of each other. Thus, the assumption is extracted as follows.
(A) Assume that the stochastic variable ω k,t is independent on the variable ω l,s for all k = l, s, t ∈ S -. Meanwhile, assume that the stochastic variable α k,t is independent upon the variable α l,s for all k = l, s, t ∈ S + . Besides, assume that α k,t is independent on ω l,s for all k = , , . . . , l = , , . . . , t ∈ S + and s ∈ S -.
Moreover, for simplifying the analysis, the following assumption is introduced.
(A) Assume that the probabilities of packet dropout in the input and output channels arē ω andᾱ, respectively, mathematically,
Since for given k, t, ω k,t and α k,t are stochastic variables subject to - Bernoulli distribution, it is easy to calculate the expectations of those stochastic variables as follows:
Based on the formulations () and (), a derivative-type (D-type) NILC updating law is constructed in the form of
where δỹ k (t + ) = y d (t + ) -ỹ k (t + ) and denotes the learning gain.
In order to analyze the convergent characteristics of the proposed NILC scheme () with () and (), the lifting technique is used and a set of denotations are introduced as follows:
Thus, equations () and () are, respectively, lifted as
where I is an identity matrix with appropriate dimension. Moreover, the D-type NILC update law () is lifted as
The following lemmas are useful in this paper.
Proof First, we prove that the nonnegative sequence {e k } ∞ k= is bounded. Since the se-
e., the nonnegative sequence {e k } ∞ k= is bounded. The proof is accomplished by induction.
For k = K  + , a direct computation shows that
Next we are to show that it is true for k = K + . By e K  + ≤ C and the induction hypothesis, a direct calculation shows that
Since σ = ∞ i= σ i <  and lim k→∞ ϕ k = , for any ε >  there exists a positive integer
Taking superior limit on both sides of the above inequality yields
The above inequality leads to . In addition, from the assumption (i) it is immediate that there exists a positive integer
Further, the assumptions that { k } ∞ k= is nonnegative and lim k→∞ k =  imply that there exists a positive integer
This completes the proof.
Convergence analysis for LTI SISO systems
For a real system, it is well known that in a neighborhood of an operating point, the dynamics can be approximated as a linear system. This section considers a class of repetitive discrete-time LTI SISO systems taking the form of
where A, B and C are matrices with appropriate dimensions. In particular, CB is supposed to be nonzero, under which assumption it is easy to check that for a given desired output y d (t), t ∈ S there exist such desired state x d (t), t ∈ S and desired control input
The dynamic systems () and () can be, respectively, lifted as
and
Here
Theorem  Assume that the proposed NILC scheme () with () and () is applied to the system () and the initial state is resettable, namely, x k () = x d () for all k = , , . . . .
Then the expectation E{ δy k  } of the tracking error δy k  is convergent to zero as the iteration goes on if the inequality ρ
Remark  By the assumptions  and , E{|I -k H k |}  is a constant and is independent of k, i.e. ρ  is a constant number and is independent of k.
E{ δy k  } can be understood as the expectation of the stochastic variable δy k  or the first-order deviation of the stochastic output y k (t) (t ∈ S) with respect to the desired output y
d (t) (t ∈ S). Proof From (), (), (), () and x k () = x d (), it follows that
By (), we have
By backwardly iterating (), we find
Substituting () into () shows
By () and a direct computation, we have
It is obvious that the assumption (A) results in
Thus, calculating the expectation to both sides of () and taking the assumption (A) into account yield
Computing -norm on both sides of () and considering the property E{|δũ k |}  = E{ δũ k  } achieve
where 
From the equality (), a direct computation shows
Taking the expectation on both sides of () and taking the assumptions (A) and (A) into account, we get
Taking the -norm on both sides of (), we obtain
where
By (), (), and Lemma , we obtain
Corollary  Assume that the proposed NILC scheme () with () and () is applied to the LTI system () and the initial state is resettable, that is, x k
() = x d () for k = , , . . .
. Then the expectation E{ δy k  } of the tracking error δy k  is convergent to zero as the iteration approaches infinity if the conditions A  <  and
Remark  It is evident that under the assumption CB =  the learning gain can be chosen so as to guarantee the inequality  < CB < , which implies that
Thus, it is not difficult to compute that
It is well known that  ≤ᾱ < . Therefore, it is possible that the convergent conditioñ ρ  <  is guaranteed if the proportional learning gain is properly chosen and the dropout probability of the input data is constrained asω <  -
- , which implies that input data may not drop with higher frequency.
Remark  It is observed that the inequality () reduces to
for the case whenᾱ =  andω = , respectively. This implies that the expectation of the input error monotonically converges to zero if the input and output drop with null probabilities. Particularly, for the case when the input and output do not drop at all, the input error in the sense of -norm is monotonously convergent. This coincides with the existing conclusion in [] .
Remark  As shown in (), δũ k+ involves all the past signals {δũ i :  ≤ i ≤ k} and its dynamics is quite complex.
Convergence characteristics of nonlinear systems
In the real world, it is well known that the dynamics of some systems is nonlinear due to the Coulomb friction, saturation or dead zone of the devices. This section considers a kind of affine nonlinear systems described by
where x k (t) ∈ R n , u k (t) ∈ R and y k (t) ∈ R are n-dimensional state, scalar input, and scalar output, respectively. f (·) is a nonlinear function and CB is supposed to be nonzero, under which it is easy to check that, for a given desired output y d (t), t ∈ S, there exist desired state x d (t), t ∈ S and desired control input u d (t), t ∈ S -such that
i.e., y d (t) is realizable.
(A) Assume that the nonlinear function f (z) is uniformly globally Lipschitz with respect to z, i.e., for all z  , z  ∈ R n , there exists a positive constant L f such that
In order to analyze the convergent characteristics of the proposed NILC scheme () with () and () for the nonlinear system (), the lifting technique is used and a set of denotations are introduced as follows:
Thus, () and () are, respectively, rewritten as
Theorem  Assume that the proposed NILC scheme () with () and () is applied to the nonlinear system () and the initial state is resettable, i.e., x k () = x d () for k = , , . . . .
Then, under the assumptions (A), (A), and (A), the expectation E{ δy k  } of the tracking error δy k  converges to zero as the iteration tends to infinity if L f <  and ρ
Proof Equations (), (), (), (), and x k () = x d () give rise to
Substituting () into () yields
By () and a direct computation, we get
Calculating the expectation on both sides of () and taking the assumptions (A) and (A) into consideration, we obtain
Taking -norm on both sides of () and taking the property E{|δũ k |}  = E{ δũ k  } into account, we have
Substituting () into () one arrives at
By (), (), and (), we have
By (), we obtain
Taking the expectation on both sides of () and taking the assumptions (A) and (A) into consideration, we have
Computing the -norm on both sides of () leads to
Furthermore, from () and (), it follows that
From the convergent condition ρ  < , inequality (), and Lemma , we have
By (), (), and Lemma , we get
From () and (), it follows that
By () and simple computation, we have
Equations () and () reduce to
Numerical simulations
For the sake of exhibiting the effectiveness of the proposed learning scheme, the simulations are done for the systems being linear and nonlinear, respectively, where the tracking error is formulated as
In accordance with the derivation that the tracking error is evaluated in a statistical sense by mathematical expectation, the numerical experiments are made for  runs. Here, the terminology 'one run' means that the NILC-driven system operates  iterations until a perfect tracking is achieved. Namely, the expectation of system output y k (t) is computed as E{y k (t)} = Example  Consider a second-order linear system as follows: The desired trajectory is chosen as y d (t) = sin(
The beginning control signal is set as u  (t) =  for t ∈ S -. For the proposed NILC scheme () with () and (), the convergent factor is computed asρ  =  -( -ᾱ)(   -ω) under the assumption that the learning gain is restricted to ∈ (, ]. Thus, the convergent conditionρ  <  in Corollary  holds if the probabilities satisfy  ≤ᾱ < and  ≤ω <   , respectively. Set the learning gain as = .. Choose three groups of probabilities as P  :ᾱ = ,ω = ; P  :ᾱ = .,ω = . and P  :ᾱ = .,ω = ., respectively. It is testified that the convergent conditions for three groups of probabilities in Corollary  areρ  (P  ) =   < ,ρ  (P  ) = , , <  andρ  (P  ) = , , < , respectively, which implies that the convergent conditions are satisfied. Figures  and  depict the outputs for those three groups probabilities at the third and seventh iterations, respectively, where the dashed curves exhibit for the desired outputs, the solid ones denote the outputs for P  :ᾱ = ,ω = , the dot-dash ones plot the outputs for P  :ᾱ = .,ω = . and the circle-solid ones present the outputs for P  :ᾱ = ., ω = ., respectively. It is observed that the outputs for larger dropout probabilities render stronger stochastic oscillations and slower tracking. . Under the assumption that the learning gain is confined within the range (, ], the convergent factor is formulated as ρ  =  -( -ᾱ)(. -ω). This means that ρ  <  holds if the probabilities are restricted as  ≤ᾱ <  and  ≤ω < . are satisfied.
Choose learning gain as = . and set three groups of probabilities as P  :ᾱ = ,ω = ; P  :ᾱ = .,ω = . and P  :ᾱ = .,ω = ., respectively. It is not difficult to test that the convergent conditions in Theorem  for those three groups of probabilities are ρ  (P  ) = . < , ρ  (P  ) = . <  and ρ  (P  ) = . < , respectively. Figures  and  give the outputs at the third and sixth iterations, respectively, where the dashed curves mark the 
Conclusion
In this paper, a D-type NILC scheme is developed for discrete-time systems with appropriate mending manners for dropped input and output data. Under the assumption that the stochastic data dropouts are subject to - Bernoulli-type distributions and by assessing the tracking performance in the form of mathematical expectation, the zero-error convergences of the NILC for the SISO linear and affine nonlinear time-invariant systems are derived, respectively. Both the theoretical derivations and the numerical simulations convey that the proposed NILC scheme enables the linear and affine nonlinear time-invariant systems to track the desired trajectory well, though the stochastic dropout may disturb the tracking behavior. However, the investigations for the networked ILC systems with noise and parameter uncertainties are challenging in future work.
