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A CLASS OF HESSIAN QUOTIENT EQUATIONS IN EUCLIDEAN
SPACE
XIAOJUAN CHEN, QIANG TU∗, AND NI XIANG
Abstract. In this paper, we consider a Class of Hessian quotient equations in Eu-
clidean space. Under some sufficient condition, we obtain an existence result by the
standard degree theory based on the prior estimates for the solutions to the Hessian
quotient equations.
1. Introduction
Let (M, g) be a smooth, compact Riemannian manifold of dimension n ≥ 3. Define a
(0, 2) tensor η on M by
ηij = Hgij − hij ,
where gij and hij are the first and second fundamental forms of M respectively, H(X)
is the mean curvature at X ∈M . In fact, η is the first Newton transformation of h with
respect to g. The σk-curvature of η is defined by
σk(λ(η)),
where σk(λ(η)) means σk is applied to the eigenvalues of g
−1η and the k-th elementary
symmetric polynomial σk is defined by:
σk(λ) =
∑
1≤i1<···<ik≤n
λi1 · · ·λik .
In this paper, we study the problem of prescribed Weingarten curvature with (k, l)-
Hessian quotient of λ(η)
σk(λ(η))
σl(λ(η))
= f(X, ν), 2 ≤ k ≤ n, 0 ≤ l ≤ k − 2,(1.1)
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on a closed Riemannian manifoldM , where M is an embedded, closed manifold in Rn+1,
f is given smooth functions in Rn+1 × Sn. ν(X) and κ(X) = (κ1(X), · · · , κn(X)) is the
unit outer normal and the principal curbatures of hypersurface at X . Note that
(1.2) λi(η) = H − κi =
∑
j 6=i
κj, ∀ i = 1, · · · , n.
To ensure the ellipticity of (1.1), we have to restrict the class of hypersurfaces.
Definition 1.1. A smooth hypersurface M ⊂ Rn+1 is called (η, k)-convex if λ(η) ∈ Γk
for any X ∈M , where Γk is the Garding’s cone
Γk = {λ ∈ R
n : σj(λ) > 0, ∀ 1 ≤ j ≤ k}.
We mainly get the following theorem.
Theorem 1.1. Let n ≥ 3, k ≥ 2, 0 ≤ l < k−1 and f ∈ C2((Br2\Br1)×S
n) be a positive
function. Assume that
f(X,
X
|X|
) ≤
Ckn
C ln
(
n− 1
r2
)k−l for |X| = r2,(1.3)
f(X,
X
|X|
) ≥
Ckn
C ln
(
n− 1
r1
)k−l for |X| = r1,(1.4)
and
∂
∂ρ
[
ρk−lf(X, ν)
]
≤ 0 for r1 ≤ |X| ≤ r2,(1.5)
where ρ = |X|. Then there exists a C4,α, (η, k)-convex, star-shaped and closed hypersur-
face M in {r1 ≤ |X| ≤ r2} satisfies equation (1.1) for any α ∈ (0, 1).
Remark 1.2. The key to proving theorem 1.1 is to obtain the curvature estimate for this
Hessian quotient type equation (1.1), which is established in Theorem 3.4. If we replace
λ(η) by κ(X), Guan-Ren-Wang showed that the C2 estimate fails for the quotient of
curvature equation.
This kind of equations is motivated from the study of many important geometric
problems. For example, when k = n, (1.1) becomes the following equation for (η, n)-
convex hypersurface:
det(η(X)) = f(X, ν),(1.6)
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which has been studied intensively by Sha [24, 25], Wu[28] and Harvey-Lawson [13]. It
is interesing to consider the curvature equation (1.6) and its generalization. In [6], Chu-
Jiao establish the curvature estimates for the equation, which replace the left hand of
(1.6) by σk(η(X)). It’s worth noting that Theorem 1.1 recovers the existence results in
[6]. In the complex setting, when k = n, l = 0, the equation (1.1) is called (n−1) Monge-
Ampe`re equation, which is related to the Gauduchon conjecture in complex geometry,
more details see [8].
If we replace λ(η) by κ(X) and l = 0 in (1.1), the equation (1.1) becomes the classical
prescribed curvature equation
σk(κ(X)) = f(X, ν),(1.7)
which has been widely studied in the past two decades. In fact, the curvature estimates
are the key part for this prescribed curvature euqation. When k = n, the curvature esti-
mates are established by Caffarelli-Nirenberg-Spruck [3]. When k = 2, the C2 estimate
for the equation (1.7) was obtained by Guan-Ren-Wang [12]. Spruck-Xiao [26] extended
2-convex case to space forms and give a simple proof for the Euclidean case. In[22, 23],
Ren-Wang proved the C2 estimate for k = n − 1 and n − 2 When 2 < k < n, C2 esti-
mate was also proved for equation of prescribing curvature measures problem in [10, 11],
where f(X, ν) = 〈X, ν〉f˜(X). Ivochkina [14, 15] considered the Dirichlet problem of the
above equation on domains in Rn, and obtained C2 estimates under some extra condi-
tions on the dependence of f on ν. Caffarelli-Nirenberg-Spruck [4] and Guan-Guan [9]
proved the C2 estimate if f is independent of ν and depends only on ν, respepectively.
Moreover, Some results have been obtained by Li-Oliker [20] on unit sphere, Barbosa-de
Lira-Oliker [2] on space forms, Jin-Li [16] on hyperbolic space, Andrade-Barbosa-de Lira
[1] on warped product manifolds.
The organization of the paper is as follows. In Sect. 2 we start with some preliminaries.
C0, C1 and C2 estimates are given in Sect. 3. In Sect. 4 we prove theorem 1.1.
2. Preliminaries
2.1. Setting and General facts. For later convenience, we first state our conventions
on Riemann Curvature tensor and derivative notation. Let M be a smooth manifold
and g be a Riemannian metric on M with Levi-Civita connection ∇. For a (s, r)-tensor
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field α on M , its covariant derivative ∇α is a (s, r + 1)-tensor field given by
∇α(Y 1, .., Y s, X1, ..., Xr, X)
= ∇Xα(Y
1, .., Y s, X1, ..., Xr)
= X(α(Y 1, .., Y s, X1, ..., Xr))− α(∇XY
1, .., Y s, X1, ..., Xr)
−...− α(Y 1, .., Y s, X1, ...,∇XXr).
The coordinate expression of which is denoted by
∇α = (αl1···lsk1···kr;kr+1).
We can continue to define the second covariant derivative of α as follows:
∇2α(Y 1, .., Y s, X1, ..., Xr, X, Y ) = (∇Y (∇α))(Y
1, .., Y s, X1, ..., Xr, X).
The coordinate expression of which is denoted by
∇2α = (αl1···lsk1···kr;kr+1kr+2).
Similarly, we can also define the higher order covariant derivative of α:
∇3α = ∇(∇2α),∇4α = ∇(∇3α), ...,
and so on. For simplicity, the coordinate expression of the covariant differentiation will
usually be denoted by indices without semicolons, e.g.,
ui, uij or uijk
for a function u :M → R.
Our convention for the Riemannian curvature (3, 1)-tensor Rm is defined by
Rm(X, Y )Z = −∇X∇YZ +∇Y∇XZ +∇[X,Y ]Z.
Pick a local coordinate chart {xi}ni=1 of M . The component of the (3, 1)-tensor Rm is
defined by
Rm
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
= R lijk
∂
∂xl
and Rijkl = glmR
m
ijk . Then, we have the standard commutation formulas (Ricci identi-
ties):
αl1···lsk1···kr; ji − α
l1···ls
k1···kr; ij
=
r∑
a=1
R mijkl α
l1···ls
k1···ka−1mka+1···kr
−
s∑
b=1
R lbijm α
l1···lb−1mlb+1···lr
k1···kr
.
Let M be an immersed hypersurface in Rn+1. Denote Rijkl to be the Riemannian
curvature of M ⊂ Rn+1 with the induced metric g. Pick a local coordinate chart {xi}ni=1
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on M . Let ν be a given unit normal and hij be the second fundamental form A of the
hypersurface with respect to ν, that is
hij = −〈
∂2X
∂xi∂xj
, ν〉Rn+1.
Recalling the following identities
(2.1) ∇i∇jX = −hijν, Gauss formula
(2.2) ∇iν = hijX
j, Weingarten formula
Rijkl = hikhjl − hilhjk, Gauss equation
(2.3) ∇khij = ∇jhik, Codazzi equation
where Xj = gik∇iX . Moreover, we have
∇i∇jhkl = ∇k∇lhij + h
m
j (hilhkm − himhkl) + h
m
l (hijhkm − himhkj).(2.4)
2.2. Star-shaped hypersurfaces in Rn+1. Let M be a star-shaped hypersurface in
R
n+1 which can represented by
X(x) = ρ(x)x, for x ∈ Sn,
where X is the position vector of the hypersurface M in Rn+1.
Let {e1, ..., en} be a smooth local orthonormal frame field on S
n and eρ be the radial
vector field in Rn+1. Diρ = Deiρ, DiDjρ = D
2ρ(ei, ej) denote the covariant derivatives
of u with respect to the round metric σ of Sn. Then, the following formulas hold:
(i) The tangential vector on M is
Xi = ρei +Diρeρ
and the corresponding outward unit normal vector is given by
ν =
1
v
(
eρ −
1
ρ2
Djρej
)
,(2.5)
where v =
√
1 + ρ−2|Dρ|2 with Djρ = σijDiρ.
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(ii) The induced metric g on M has the form
gij = ρ
2σij +DiρDjρ
and its inverse is given by
gij =
1
ρ2
(
σij −
DiρDjρ
ρ2v2
)
.
(iii) The second fundamental form of M is given by
hij =
1
v
(
−DiDjρ+ ρσij +
2
ρ
DiρDjρ
)
and
hij =
1
ρv
(
δij + [−σ
ik +
DiρDkρ
ρ2v
]DjDk(log ρ)
)
.(2.6)
The following Newton-Maclaurin inequality (see [27, 21]) will be used frequently.
Lemma 2.1. Let λ ∈ Rn. For 0 ≤ l < k ≤ n, r > s ≥ 0, k ≥ r, l ≥ s, the following
is the Newton-Maclaurin inequality
(1)
k(n− l + 1)σl−1(λ)σk(λ) ≤ l(n− k + 1)σl(λ)σk−1(λ).
(2) [σk(λ)/Ckn
σl(λ)/C ln
] 1
k−l ≤
[σr(λ)/Crn
σs(λ)/Csn
] 1
r−s for λ ∈ Γk.
For convenience, we introduce the following notations:
G(η) :=
(
σk(η)
σl(η)
) 1
k−l
, Gij :=
∂G
∂ηij
, Gij,rs :=
∂2G
∂ηij∂ηrs
, F ii :=
∑
k 6=i
Gkk.(2.7)
Thus,
Gii =
1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1
σk−1(η|i)σl(η)− σk(η)σl−1(η|i)
σ2l (η)
.
If η = diag(µ1, µ2, · · · , µn) with µ1 ≤ µ2 ≤ · · · ≤ µn. It follows that
G11 ≥ G22 ≥ · · · ≥ Gnn, F 11 ≤ F 22 ≤ · · · ≤ F nn.
To handle the ellipticity of the equation (1.1), we need the following important propo-
sition and its proof is the same as Proposition 2.2.3 in [5].
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Proposition 2.2. Let M be a smooth (η, k)-convex closed hypersurface in Rn+1 and
0 ≤ l < k − 1. Then the operator
G(ηij(X)) =
(
σk(λ(η))
σl(λ(η))
) 1
k−l
(2.8)
is elliptic and concave with respect to ηij(X). Moreover we have
∑
Gii ≥
(
Ckn
C ln
) 1
k−l
.(2.9)
Proposition 2.3. Let η be a diagonal matrix with λ(η) ∈ Γk, 0 ≤ l ≤ k − 2 and k ≥ 3.
Then
−G1i,i1(η) =
G11 −Gii
ηii − η11
(2.10)
for i ≥ 2.
Proof. We only need to proof the statement in case l ≥ 1. According to the Proposition
2.1.4 in [5], we know that
∂σk(η)
∂ηij
=
{
σk−1(η|i), if i = j,
0, if i 6= j,
and
∂2σk(η)
∂ηij∂ηkl
=


σk−2(η|ik), if i = j, k = l, i 6= k,
−σk−2(η|ik), if i = l, j = k, i 6= j,
0, otherwise.
Thus
G1i,i1(η)(ηii − η11) =
1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1
1
σ2l (η)
(
∂2σk(η)
∂η1i∂ηi1
σl(η)−
∂2σl(η)
∂η1i∂ηi1
σk(η)
)
(ηii − η11)
= −
1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1
1
σ2l (η)
(σk−2(η|1i)σl(η)− σl−2(η|1i)σk(η)) (ηii − η11).
Note that σk−1(η|1) = σk−1(η|1i) + ηiiσk−2(η|1i), Then
G1i,i1(η)(ηii − η11) = −
1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1
1
σ2l (η)
(σk−1(η|1)σl(η)− σl−1(η|1)σk(η))
−
1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1
1
σ2l (η)
(σk−1(η|i)σl(η)− σl−1(η|i)σk(η))
= Gii −G11.

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3. The prior estimates
In order to prove Theorem 1.1, we consider the family of equations as in [1, 18] for
0 ≤ t ≤ 1
σk(λ(η))
σl(λ(η))
= f t(X, ν),(3.1)
where
f t(X, ν) = tf(X, ν) + (1− t)
Ckn
C ln
(n− 1)k−l
(
1
|X|k−l
+ ǫ(
1
|X|k−l
− 1)
)
,
where the constant ǫ is small sufficiently such that
min
r1≤ρ≤r2
(
1
ρk−l
+ ǫ(
1
ρk−l
− 1)
)
≥ c0 > 0
for some positive constant c0.
3.1. C0 Estimates. Now, we can prove the following proposition which asserts that the
solution of the equation (1.1) have uniform C0 bound.
Theorem 3.1. Assume f ∈ C2((Br2\Br1) × S
n) is a positive function. Under the
assumptions (1.3) and (1.4) mentioned in Theorem 1.1 , if M ⊂ Rn+1 is a star-shaped,
(η, k)-convex hypersurface satisfied the equation (3.1) for a given t ∈ [0, 1], then
r1 < ρ(X) < r2, ∀ X ∈M.
Proof. Assume ρ(x) attains its maximum at x0 ∈ S
n and ρ(x0) ≥ r2, then recalling (2.6)
hij =
1
ρv
(
δij + [−σ
im +
DiρDmρ
ρ2v
]DjDm(log ρ)
)
,
which implies
hij(x0) =
1
ρ
[δij − σ
imDjDm(log ρ)] ≥
1
ρ
δij .
Then
ηij(x0) = Hδ
i
j − h
i
j ≥
n− 1
ρ
δij .
Note that σk
σl
for 0 ≤ l ≤ k − 2 is concave in Γk. Thus
σk(λ(η))
σl(λ(η))
≥
σk(
n−1
ρ
δij)
σl(
n−1
ρ
δij)
=
Ckn
C ln
(
n− 1
ρ
)k−l.
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On the other hand at x0, the unit outer normal ν is parallel to M , i.e., ν =
X
|X|
. If
ρ(x0) = r2, then
Ckn
C ln
(
n− 1
r2
)k−l > f t(X, ν) =
σk(λ(η))
σl(λ(η))
≥
Ckn
C ln
(
n− 1
r2
)k−l
which is a contradiction. This shows sup ρ ≤ r2. Similarly, we get infM ρ ≥ r1 in view
of (1.4). 
Now, we prove the following uniqueness result.
Proposition 3.2. For t = 0, there exists an unique admissible solution of the equation
(3.1), namely M = Sn.
Proof. Let X be a solution of (3.1), for t = 0
σk(λ(η))
σl(λ(η))
=
Ckn
C ln
(n− 1)k−l
(
1
|X|k−l
+ ǫ(
1
|X|k−l
− 1)
)
.
Assume ρ(x) attains its maximum ρmax at x0 ∈ S
n, then
σk(λ(η))
σl(λ(η))
≥
Ckn
C ln
(
n− 1
ρ
)k−l
which implies
ρmax ≤ 1.
Similarly,
ρmin ≥ 1.
Thus, ρ = 1 is the unique solution of (3.1) for t = 0. 
3.2. C1 Estimates. In this section, we establish the gradient estimate for the equation.
The treatment of this section follows largely from Lemma 4.1 of [6].
Recalling that a star-shaped hypersurface M in Rn+1 can be represented by
X(x) = ρ(x)x for x ∈ Sn,
where X is the position vector of the hypersurface M in Rn+1.
In order to get the gradient estimate, we define a funcion u = 〈X, ν〉. It is clear that
u =
ρ2√
ρ2 + |Dρ|2
.
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Theorem 3.3. Under the assumption (1.5), if the closed star-shaped (η, k)-convex hy-
persurface M satisfying the curvature equation (1.1) and the ρ has positive upper and
lower bound. Then there exists a constant C depending only on n, k, l, inf ρ, sup ρ, inf f
and ‖f‖C1 such that
|Dρ| ≤ C.
Proof. It is sufficient to obtain a positive lower bound of 〈X, ν〉. We consider
ϕ = − log u+ γ(|X|2),
where γ(t) is a function which will be chosen later. Assume X0 is the maximum value
point of ϕ. If X is parallel to the normal direction ν of at X0, we have 〈X, ν〉 = |X|
2.
Thus, our result holds. So, we assume X is not parallel to the normal direction ν at X0,
we may choose the local orthonormal frame {e1, · · · , en} on M satisfying
〈X, e1〉 6= 0, and 〈X, ei〉 = 0, ∀ i ≥ 2.
Using Weingarten equation, we obtain
ui =
∑
j
hij〈X, ej〉 = hi1〈X, e1〉.
Then, we arrive at X0,
0 = ϕi = −
ui
u
+ 2γ′〈X, ei〉 = −
hi1〈X, e1〉
u
+ 2γ′〈X, ei〉,(3.2)
which implies that
h11 = 2uγ
′, h1i = 0, ∀ i ≥ 2.(3.3)
Therefore, we can rotate the coordinate system such that {ei}
n
i=1 are the principal cur-
vature directions of the second fundamental form (hij), i.e., hij = hiiδij . Thus,
0 ≥ F iiϕii(3.4)
= F ii
(
−
uii
u
+
u2i
u2
+ γ′′(|X|2)2i + γ
′(|X|2)ii
)
= −
F iiuii
u
+ 4((γ′)2 + γ′′)F 11〈X, e1〉
2 + γ′F ii(|X|2)ii.
Since ηii =
∑
j 6=i hjj, we have∑
i
ηii = (n− 1)
∑
i
hii, hii =
1
n− 1
∑
k
ηkk − ηii.
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It follows that
(3.5)
∑
i
F iihii =
∑
i
(∑
k
Gkk −Gii
)(
1
n− 1
∑
l
ηll − ηii
)
=
∑
i
Giiηii
=
1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1 ∑
i ηiiσk−1(η|i)σl(η)− σk(η)
∑
i ηiiσl−1(η|i)
σ2l (η)
=f˜ ,
where f˜ = f
1
k−l . Combining with (2.1), we have
γ′F ii(|X|2)ii = 2γ
′
∑
i
F ii − 2γ′uf˜.(3.6)
Note that the curvature equation (1.1) can be written as
(3.7) G(η) = f˜ ,
Differentiating (3.7), we obtian
Giiηiik = (dX f˜)(ek) + hkk(dν f˜)(ek).
In fact
(3.8)
F iihiik =
∑
i
(∑
j
Gjj −Gii
)
hiik
=
(∑
j
Gjj
)
Hk −
∑
i
Giihiik
=
∑
i
Giiηiik
= (dX f˜)(ek) + hkk(dν f˜)(ek).
Using Gauss formula (2.1), Weingarten formula (2.2) and Codazzi formula (2.3)
ui = hii〈X, ei〉, uii =
∑
k
hiik〈X, ek〉 − uh
2
ii + hii.
Then
−
F iiuii
u
= −
〈X, e1〉
u
(
(dX f˜)(e1) + h11(dν f˜)(e1)
)
+ F iih2ii −
f˜
u
.(3.9)
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Substituting (3.9) and (3.6) into (3.4),
0 ≥ −
〈X, e1〉
u
(
(dX f˜)(e1) + h11(dν f˜)(e1)
)
+ F iih2ii −
f˜
u
(3.10)
+4((γ′)2 + γ′′)F 11〈X, e1〉
2 + 2γ′
∑
i
F ii − 2γ′uf˜
= −
1
u
(
〈X, e1〉(dX f˜)(e1) + f˜
)
− 2γ′〈X, e1〉(dν f˜)(e1)
+F iih2ii + 4((γ
′)2 + γ′′)F 11〈X, e1〉
2 + 2γ′
∑
i
F ii − 2γ′uf˜.
Since X = 〈X, e1〉e1 + 〈X, ν〉ν,
(dX f˜)(X) = 〈X, e1〉(dX f˜)(e1) + 〈X, ν〉(dν f˜)(ν).
From (1.5) and X = ρ(x)x, we see that
0 ≥
∂
∂ρ
(
ρk−lf
)
=
∂
∂ρ
(
ρk−lf˜k−l
)
= (k − l)(ρf˜)k−l(f˜ + (dX f˜)(X))
= (k − l)(ρf˜)k−l
(
f˜ + 〈X, e1〉(dX f˜)(e1) + 〈X, ν〉(dν f˜)(ν)
)
.
It follows that
−
(
f˜ + 〈X, e1〉(dX f˜)(e1)
)
≥ u(dν f˜)(ν),
which implies
0 ≥ (dν f˜)(ν)− 2γ
′〈X, e1〉(dν f˜)(e1) + F
iih2ii(3.11)
+4((γ′)2 + γ′′)F 11〈X, e1〉
2 + 2γ′
∑
i
F ii − 2γ′uf˜ .
Choosing
γ(t) =
β
t
,
where β is a constant to be determined later. Recalling that h11 = 2γ
′u < 0 at X0.
From H > 0 we know that
F 11 =
∑
j 6=1
Gjj ≥
1
2
∑
i
Gii =
1
2(n− 1)
∑
i
F ii ≥
1
2
(
Ckn
C ln
) 1
k−l
.
Substituting these into (3.11),
0 ≥ −C
∑
i
F ii − 2C|γ′||〈X, e1〉|
∑
i
F ii +
4
n− 1
((γ′)2 + γ′′)〈X, e1〉
2
∑
i
F ii + 2γ′
∑
i
F ii,
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which implies
0 ≥
4
n− 1
(
β2
ρ8
+
4β2
ρ12
)〈X, e1〉
2 − 2C
β
ρ4
|〈X, e1〉| − 2
β
ρ4
− C(3.12)
≥
4
n− 1
(
1
ρ82
+
4
ρ122
)β2〈X, e1〉
2 − 2C
β
ρ41
|〈X, e1〉| − 2
β
ρ41
− C,
where ρ1 = infM ρ, ρ2 = supM ρ. So we can choose β sufficiently large such that
|〈X, e1〉| <
1
2
inf
M
ρ,
combining with the fact ρ2 = u2 + |〈X, e1〉|
2, we obtain
u(X0) ≥ C.
So our proof is completed. 
3.3. C2 Estimates. Under the the assumption (1.3), (1.4) and (1.5), from Theorem 3.1
and 3.3 we know that there exists a positive constant C depending on infM ρ and ‖ρ‖C1
such that
1
C
≤ infMu ≤ u ≤ sup
M
u ≤ C.
Theorem 3.4. Let M be a closed star-shaped (η, k)-convex hypersurface satisfying the
curvature equation (1.1) for some positive function f ∈ C2(Γ), where Γ is an open
neighborhood of the unit normal boundle ofM in Rn+1×Sn. Then, there exists a constant
C depending only on n, k, ‖ρ‖C1, infM ρ, inf f and ‖f‖C2 such that for 1 ≤ i ≤ n
|κi(X)| ≤ C, ∀ X ∈M.
Proof. Since η ∈ Γk ⊂ Γ1, we see that the mean curvature is positive. It suffices to prove
that the largest curvature κmax is uniformly bounded from above. Taking the allxillary
function
Q = log κmax − log(u− a) +
A
2
|X|2,
where a = 1
2
infM(u) > 0 and A > 1 is a constant to be determined later. Assume that
X0 is the maximum point of Q. We choose a local orthonormal frame {e1, e2, · · · , en}
near X0 such that
hii = δijhij , h11 ≥ h22 ≥ · · · ≥ hnn
at X0. Recalling that ηii =
∑
k 6=i hkk, we have
η11 ≤ η22 ≤ · · · ≤ ηnn.
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It can follows that
G11 ≥ G22 ≥ · · · ≥ Gnn, F 11 ≤ F 22 ≤ · · · ≤ F nn.
We define a new function W by
W = log h11 − log(u− a) +
A
2
|X|2.
Since h11(X0) = κmax(X0) and h11 ≤ κmax near X0, W achieves a maximum at X0.
Hence
(3.13) 0 =Wi =
h11i
h11
−
ui
u− a
+ A〈X, ei〉
and
(3.14) 0 ≥ F iiWii = F
ii(log h11)ii − F
ii(log(u− a))ii +
A
2
F ii(|X|2)ii.
We divide our proof in four steps.
Step 1: We show that
(3.15)
0 ≥ −
2
h11
∑
i≥2
G1i,i1h211i −
F iih211i
h211
+
aF iih2ii
u− a
+
F iiu2i
(u− a)2
+ A
∑
i
F ii − C0h11 − C0
1
h11
− AC0,
where C0 depend on infM ρ, ‖ρ‖C1 and ‖f‖C2 and satisfy 1 +
∑
i〈X, ei〉
2 ≤ C0.
We apply the similar argument in (3.6),
A
2
F ii(|X|2)ii = A
∑
i
F ii(1− hii〈X, ν〉) = A
∑
i
F ii − Auf
1
k−l .(3.16)
Using the similar argument in (3.8), we obtain
F iihiik = (dX f˜)(ek) + hkk(dν f˜)(ek).
By Gauss formula (2.1), Weingarten formula (2.2) and Codazzi formula (2.3)
ui = hii〈X, ei〉, uii =
∑
k
hiik〈X, ek〉 − uh
2
ii + hii.
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It follows that
(3.17)
−F ii(log(u− a))ii = −
F iiuii
u− a
+
F iiu2i
(u− a)2
= −
1
u− a
∑
k
F iihiik〈X, ek〉+
uF iih2ii
u− a
−
F iihii
u − a
+
F iiu2i
(u− a)2
= −
1
u− a
∑
k
F iihiik〈X, ek〉+
uF iih2ii
u− a
−
f˜
u− a
+
F iiu2i
(u− a)2
≥ −
1
u− a
∑
k
hkk(dν f˜)(ek)〈X, ek〉+
uF iih2ii
u− a
−
f˜
u− a
+
F iiu2i
(u− a)2
− C1,
where C1 depend on infM ρ, ‖ρ‖C1 and ‖f‖C1.
Differentiating (3.7) twice, we obtian
F iihii11 = G
iiηii11 ≥ −G
ij,rsηij1ηrs1 +
∑
k
h11k(dν f˜)(ek)− C2h
2
11 − C2,
where C2 depend on ‖f‖C2. Applying the concavity of G and Codazzi formula, we have
−Gij,rsηij1ηrs1 ≥ −2
∑
i≥2
G1i,i1η21i1 = −2
∑
i≥2
G1i,i1h21i1 = −2
∑
i≥2
G1i,i1h211i.
Combining with (2.4), we have
(3.18)
F ii(log h11)ii =
F iih11ii
h11
−
F iih211i
h211
=
F ii
h11
(
hii11 + (h
2
i1 − hiih11)hii + (hiih11 − h
2
i1)h11
)
−
F iih211i
h211
=
F ii
h11
hii11 − F
iih2ii + f˜h11 −
F iih211i
h211
≥ −
2
h11
∑
i≥2
G1i,i1h211i +
1
h11
∑
k
h11k(dν f˜)(ek)− C2
1
h11
−
F iih211i
h211
− F iih2ii − C2h11.
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Combining (3.14), (3.16), (3.17) and (3.18), we have
(3.19)
0 ≥ −
2
h11
∑
i≥2
G1i,i1h211i −
F iih211i
h211
+
1
h11
∑
k
h11k(dν f˜)(ek)−
1
u− a
∑
k
hkk(dν f˜)(ek)〈X, ek〉
+
aF iih2ii
u− a
+
F iiu2i
(u− a)2
+ A
∑
i
F ii − C3h11 − C3
1
h11
− AC3.
By (2.3) and (3.13),
(3.20)
1
h11
∑
k
h11k(dν f˜)(ek)−
1
u− a
∑
k
hkk(dν f˜)(ek)〈X, ek〉
=
∑
k
(
h11k
h11
−
uk
u− a
)
(dν f˜)(ek)
=−A
∑
k
(dν f˜)(ek)〈X, ek〉
≥ − C3A,
which implies the inequality (3.15).
Step 2: There exists a positive constant δ such that
Ck−1n−1[1− (n− 2)δ]
k−1 − (n− 1)δCk−2n−1[1 + (n− 2)δ]
k−2
C ln[1 + (n− 2)δ]
l
>
Ck−1n−1
2C ln
.
Let
A =
(
‖f‖
1− 1
k−l
C0
2kC ln
(n− k + 1)Ck−1n−1
+ 1
)
C0.
We show that there exist constants B1 > 1 depending on n, k, l, δ, infM ρ, ‖ρ‖C1 and
‖f‖C2, such that
(3.21)
aF iih2ii
2(u− a)
+
A
2
∑
i
F ii ≥ C0h11,
if h11 ≥ B1.
Case 1: |hii| ≤ δh11 for all i ≥ 2.
In this case we have
(3.22) |η11| ≤ (n− 1)δh11, [1− (n− 2)δ]h11 ≤ η22 ≤ · · · ≤ ηnn ≤ [1 + (n− 2)δ]h11.
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By the definition of Gii and F ii, we obtain
(3.23)∑
i
F ii = (n− 1)
∑
i
Gii
=
n− 1
k − l
(
σk(η)
σl(η)
) 1
k−l
−1
(n− k + 1)σk−1(η)σl(η)− (n− l + 1)σk(η)σl−1(η)
σ2l (η)
≥
Ckn
Ck−1n
(
σk(η)
σl(η)
) 1
k−l
−1(
σk−1(η)
σl(η)
)
=
Ckn
Ck−1n
(
σk(η)
σl(η)
) 1
k−l
−1(
σk−1(η|1) + η11σk−2(η|1)
σl(η)
)
≥
n− k + 1
k
f
1
k−l
−1C
k−1
n−1[1− (n− 2)δ]
k−1 − (n− 1)δCk−2n−1[1 + (n− 2)δ]
k−2
C ln[1 + (n− 2)δ]
l
hk−1−l11
≥ f
1
k−l
−1 (n− k + 1)C
k−1
n−1
2kC ln
h11,
it implies that
C0h11 ≤
A
2
∑
i
F ii.
Case 2: h22 > δh11 or hnn < −δh11.
In this case, we have
(3.24)
aF iih2ii
2(u− a)
≥
a
2(sup u− a)
(
F 22h222 + F
nnh2nn
)
≥
aδ2
2(sup u− a)
F 22h211
≥
aδ2
2n(sup u− a)
∑
i
Giih211
≥
(
Ckn
C ln
) 1
k−l aδ2h11
2n(sup u− a)
h11.
Then, we have
aF iih2ii
2(u− a)
≥ C0h11
if
h11 ≥
((
Ckn
C ln
) 1
k−l aδ2
2n(sup u− a)
)−1
C0.
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Step 3: We show that
|hii| ≤ C6A,
if h11 ≥ B1, where C6 is a constant depending on n, k, l, infM ρ, ‖ρ‖C1 and ‖f‖C2.
Combining Step 1 and Step 2, we obtain
(3.25)
0 ≥ −
2
h11
∑
i≥2
G1i,i1h211i −
F iih211i
h211
+
aF iih2ii
2(u− a)
+
F iiu2i
(u− a)2
+
A
2
∑
i
F ii − C0
1
h11
− AC0.
Using (3.13), the Concavity of G and the Cauchy-Schwarz inequality,
0 ≥ −
1 + ǫ
(u− a)2
F iiu2i − (1 +
1
ǫ
)A2F ii〈X, ei〉
2
+
aF iih2ii
2(u− a)
+
F iiu2i
(u− a)2
+
A
2
∑
i
F ii − C0
1
B1
− AC0
≥
(
a
2(u− a)
−
C0ǫ
(u− a)2
)
F iih2ii −
(
(1 +
1
ǫ
)A2C0 −
A
2
)∑
i
F ii − 2AC0,
where we used ui = hii〈X, ei〉 in the second inequality. Choosing ǫ =
(u−a)a
4C0
, then
(3.26)
0 ≥
a
4(u− a)
F iih2ii −
(
(1 +
4C0
(u− a)a
)A2C0 −
A
2
)∑
i
F ii − 2AC0
≥
a
4(sup u− a)
F iih2ii −
(
(1 +
4C0
a2
)A2C0 −
A
2
)∑
i
F ii − 2AC0.
Note that
∑
i F
ii = (n− 1)
∑
iG
ii ≥ (n− 1)
(
Ckn
Cln
) 1
k−l
and
F ii ≥ F 22 ≥
1
n(n− 1)
∑
i
F ii.
Then (3.26) gives that
0 ≥
a
4(sup u− a)n(n− 1)
(∑
k≥2
h2kk
)∑
i
F ii−
(
(1 +
4C0
a2
)A2C0 −
A
2
+
2C0
n− 1
A
(
Ckn
C ln
)− 1
k−l
)∑
i
F ii,
which implies that ∑
k≥2
h2kk ≤ C6A
2.
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Step 4: We show that there exists a constant C depending on n, k, l, infM ρ, ‖ρ‖C1
and ‖f‖C2 such that
h11 ≤ C.
Without loss of generality, we assume that
(3.27) h11 ≥ max
{
B1,
(
32nC0A
2(sup u− a)
ǫa
) 1
2
,
C6A
α
}
,
where α < 1 will be determined later. Recalling u1 = h11〈X, e1〉, by (3.13) and the
Cauchy-Schwarz inequality, we have
(3.28)
F 11h2111
h211
≤
1 + ǫ
(u− a)2
F 11u21 + (1 +
1
ǫ
)A2F 11〈X, e1〉
2
≤
F 11u21
(u− a)2
+
C0ǫF
11h211
(u− a)2
+ (
1 + ǫ
ǫ
)C0A
2F 11.
We choose ǫ sufficienly small such that
F 11h2111
h211
≤
F 11u21
(u− a)2
+
aF iih2ii
16(u− a)
+
2C0A
2F 11
ǫ
.
Hence Combining with Step 3 and (3.27), we know that
(3.29)
F 11h2111
h211
≤
F 11u21
(u− a)2
+
aF iih2ii
8(u− a)
and
|hii| ≤ αh11, ∀i ≥ 2.
Thus
1
h11
≤
1 + α
h11 − hii
.
Combining with Proposition 2.3, we obtain
(3.30)
∑
i≥2
F iih211i
h211
=
∑
i≥2
F ii − F 11
h211
h211i +
∑
i≥2
F 11h211i
h211
≤
1 + α
h11
∑
i≥2
F ii − F 11
h11 − hii
h211i +
∑
i≥2
F 11h211i
h211
=
1 + α
h11
∑
i≥2
G11 −Gii
ηii − η11
h211i +
∑
i≥2
F 11h211i
h211
= −
1 + α
h11
∑
i≥2
G1i,i1h211i +
∑
i≥2
F 11h211i
h211
.
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Using (3.13), Cauchy-Schwarz ineuqlity and the fact ui = hii〈X, ei〉, we have
(3.31)
∑
i≥2
F 11h211i
h211
≤ 2
∑
i≥2
F 11u2i
(u− a)2
+ 2A2
∑
i≥2
F 11〈X, ei〉
2
≤ 2
C0
a2
∑
i≥2
aF 11h2ii
(u− a)
+ 2nC0A
2F 11
≤ α2
2nC0
a2
aF 11h211
(u− a)
+
ǫa
16(sup u− a)
F 11h211.
We choose α sufficiently small such that α ≤ min
{√
a2
32nC0
, 1
}
, (3.30) and (3.31) implies
that
(3.32)
∑
i≥2
F iih211i
h211
≤ −
2
h11
∑
i≥2
G1i,i1h211i +
aF 11h211
8(u− a)
.
Substituting (3.29) and (3.32) into (3.25), we obtian that
(3.33)
0 ≥
aF iih2ii
4(u− a)
+
A
2
∑
i
F ii − C0(A+ 1)
≥
C0
2
h11 − C0(A+ 1),
which implies that
h11 ≤ 2(A+ 1).

4. The proof of Theorem 1.1
In this section, we use the degree theory for nonlinear elliptic equation developed in
[19] to prove Theorem 1.1. The proof here is similar to [1, 16, 18]. So, only sketch will
be given below.
After establishing the priori estimates in Theorem 3.1, Theorem 3.3 and Theorem
3.15, we know that the equation (1.1) is uniformly elliptic. From [7], [17], and Schauder
estimates, we have
|ρ|C4,α(Sn) ≤ C(4.1)
for any (η, k)-convex solution M to the equation (1.1), where the position vector of M
is X = ρ(x)x for x ∈ Sn. We define
C4,α0 (S
n) = {ρ ∈ C4,α(Sn) : M is (η, k)− convex}.
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Let us consider
F (.; t) : C4,α0 (S
n)→ C2,α(Sn),
which is defined by
F (ρ, x; t) =
σk(λ(η))
σl(λ(η))
− f t(X, ν),
where
f t(X, ν) = tf(X, ν) + (1− t)
Ckn
C ln
(n− 1)k−l
(
1
|X|k−l
+ ǫ(
1
|X|k−l
− 1)
)
,
where the constant ǫ is small sufficiently such that
min
r1≤ρ≤r2
(
1
ρk−l
+ ǫ(
1
ρk−l
− 1)
)
≥ c0 > 0
for some positive constant c0. Let
OR = {ρ ∈ C
4,α
0 (S
n) : |ρ|C4,α(Sn) < R},
which clearly is an open set of C4,α0 (S
n). Moreover, if R is sufficiently large, F (ρ, x; t) = 0
has no solution on ∂OR by the prior estimate established in (4.1). Therefore the degree
deg(F (.; t),OR, 0) is well-defined for 0 ≤ t ≤ 1. Using the homotopic invariance of the
degree, we have
deg(F (.; 1),OR, 0) = deg(F (.; 0),OR, 0).
Theorem 3.2 shows that ρ0 = 1 is the unique solution to the above equation for t = 0.
Direct calculation show that
F (s, x; 0) = −ǫ
Ckn
C ln
(n− 1)k−l
(
1
sk−l
− 1
)
.
Then
δρ0F (ρ0, x; 0) =
d
ds
|s=1F (sρ0, x; 0) = ǫ
Ckn
C ln
(n− 1)k−l(k − l) > 0,
where δF (ρ0, x; 0) is the linearized operator of F at ρ0. Clearly, δF (ρ0, x; 0) takes the
form
δwF (ρ0, x; 0) = −a
ijwij + b
iwi + ǫ
Ckn
C ln
(n− 1)k−l(k − l),
where aij is a positive definite matrix. Since ǫC
k
n
Cln
(n−1)k−l(k− l) > 0, thus δρ0F (ρ0, x; 0)
is an invertible operator. Therefore,
deg(F (.; 1),OR; 0) = deg(F (.; 0),OR, 0) = ±1.
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So, we obtain a solution at t = 1. This completes the proof of Theorem 1.1.
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