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Abstract The response time variability problem (RTVP) is
an NP-hard scheduling problem that has been studied in-
tensively recently and has a wide range of real-world appli-
cations in mixed-model assembly lines, multithreaded com-
puter systems, network environments and others. The RTVP
arises whenever products, clients or jobs need to be se-
quenced in order to minimise the variability in the time be-
tween two successive points at which they receive the nec-
essary resources. To date, the best exact method for solving
this problem is a mixed integer linear programming (MILP)
model, which solves to optimality most of instances with up
to 40 units to be scheduled in a reasonable amount of time.
The goal of this paper is to increase the size of the instances
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that can be solved to optimality. We have designed an al-
gorithm based on the branch and bound (B&B) technique to
take advantage of the particular features of the problem. Our
computational experiments show that the B&B algorithm is
able to solve larger instances with up to 55 units to optimal-
ity in a reasonable time.
Keywords Response time variability · Scheduling · Fair
sequences · Branch and bound
1 Introduction
The response time variability problem (RTVP) is a se-
quence optimisation problem first reported by Waldspurger
and Weihl (1994) and formally formulated by Corominas
et al. (2007). It occurs in real-life situations in which jobs,
clients, products or events need to be sequenced in order to
minimise the variability in the time between two successive
points at which they receive their necessary resources.
One of the first situations in which the RTVP appeared
was the sequencing on mixed-model assembly lines at Toy-
ota Motor Corporation under the just-in-time (JIT) produc-
tion system. Since the introduction of JIT approach by Toy-
ota, the problem of sequencing on mixed-model assembly
lines has become highly relevant. One of the main aims
of JIT is to eliminate waste and inefficiency. For Toyota,
the main source of waste was excessive stock levels. To
solve the problem, JIT systems produce only the products
required and in the quantities that are needed at any given
time. According to Monden (1983), in this type of system
units should be scheduled in such a way that the consump-
tion rates of the components in the production process re-
main constant.
The RTVP also appears in multithreaded computer sys-
tems (Waldspurger and Weihl 1994, 1995; Dong et al. 1998).
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These systems (operating systems, network servers, media-
based applications, etc.) perform tasks to attend to the con-
current requests of client programs. Thus, they need to man-
age scarce resources to satisfy the requests of n clients. For
example, multimedia systems must not display video frames
too early or too late to avoid jagged motion perceptions
(Corominas et al. 2007). Assuming resource rights repre-
sented by tickets owned by clients, Waldspurger and Weihl
(1994, 1995) proposed the RTV metric for evaluating the
sequence of clients.
Two real-life cases of RTVP applications have been re-
ported in literature recently. In Bollapragada et al. (2004),
the study is motivated by the problem faced by the National
Broadcasting Company (NBC), one of the leading firms in
the US television industry. Major advertisers buy hundreds
of time slots to air commercials and often require that NBC
space the airing of their commercials as evenly as possible
over the entire broadcast season. Brusco (2008) addressed
the same problem.
Herrmann (2007) presented an application of the RTVP
in a healthcare facility that needed to schedule the collec-
tion of waste from trash containers placed in various rooms
throughout the facility. Based on the frequency an employee
had to visit each room and the fact that different rooms re-
quired a different number of visits per shift, the facility man-
ager wanted these visits to be as regular as possible to avoid
excessive waste accumulating in any trash receptacle. For
instance, if a room needed four visits per eight-hour shift, it
should ideally be visited every two hours.
The RTVP can also be applied in the context of sales cat-
alogue design (Bollapragada et al. 2004), periodic machine
maintenance (Wei and Liu 1983; Anily et al. 1998) and other
distance-constrained problems (see Han et al. 1996).
The abovementioned applications are examples of a very
common situation in manufacturing and services in which
different units must use a resource successively and it is im-
portant to schedule them in such a way that each type of
unit shares the resource fairly. An extensive overview on fair
sequences may be found in Kubiak (2009). RTV is a new
measure of fairness: to minimise the variability of the dis-
tance between any two consecutive units of the same prod-
uct, event, job or client (measured, for example, by the num-
ber of slot times). This implies keeping the distances be-
tween any two given consecutive units of the same product
as constant as possible. Several other measures have been
suggested to ensure a fair sequence of products on assem-
bly lines, based either on the difference between ideal and
actual production levels (Miltenburg 1989; Kubiak 1993;
Steiner and Yeomans 1993) or on the difference between
ideal and actual production dates (Inman and Bulfin 1991;
Bautista et al. 1997). This new fairness measure is easier for
practitioners to understand, as it only uses the simple con-
cept of distance. Moreover, the measure does not depend on
the position of products with only one unit to be sequenced.
The RTVP is NP-hard (Corominas et al. 2007) and it has
mostly been solved by means of heuristics (Waldspurger
and Weihl 1994, 1995; Corominas et al. 2007; Herrmann
2007, 2011; Salhi and García-Villoria 2011), metaheuris-
tics (Corominas et al. 2008, 2009, 2011; García-Villoria
and Pastor 2009, 2010a, 2010b, 2010c) and hyper-heuristics
(García-Villoria et al. 2011).
There are two earlier publications in which the RTVP
is solved to optimality for small instances (Corominas
et al. 2007, 2010). Both articles use a mixed integer lin-
ear programming (MILP) approach. The best MILP model
(Corominas et al. 2010) obtains optimal solutions for most
instances with up to 40 units to be sequenced within a com-
puting time of 10,000 seconds. The disadvantage of this ap-
proach is that general software is used to solve the MILP
models and thus it is difficult to take advantage of a specific
structure of a particular problem.
The aim of this paper is to solve to optimality larger in-
stances in a reasonable time. We present an algorithm based
on the branch and bound (B&B) technique that is specif-
ically designed to solve the RTVP. Computational exper-
iments show that the proposed B&B algorithm is able to
solve to optimality most instances with up to 55 copies to
be sequenced (the size of the instances that can be optimally
solved has risen 37.5 % over the best exact method pub-
lished).
The remainder of the paper is organized as follows. Sec-
tion 2 presents a formal definition of the RTVP. Section 3
proposes a B&B algorithm for solving the RTVP. Section 4
presents the results of the computational experiments. Fi-
nally, Sect. 5 provides some concluding remarks.
2 The response time variability problem (RTVP)
The RTVP is formulated as follows. Let s be a word or string
over a finite alphabet Σ = {A,B,C, . . .} where each symbol
in Σ denotes a product, job, client or event; and let n be the
size of the set Σ , i.e., the number of symbols. Each symbol
i ∈ Σ has associated an integer value di ≥ 1. Let Λ be the
language defined as Λ = {s|∀i ∈ Σ : |s|i = di} where |s|i is
an operator that indicates the number of copies of the symbol
i that appear in the string s. Thus, each string s ∈ Λ has
a length equal to D (D = ∑i∈Σ di). Each string s ∈ Λ is
a feasible solution of the RTVP. Given a string s, for each
symbol i such that di ≥ 2 let t ik be the distance between the
positions in which the copies k + 1 and k of symbol i are
found in s. Consider the distance between two consecutive
positions to be equal to 1. Since the string is assumed to be
cyclic, position 1 comes immediately after the last position
D; therefore, t idi is the distance between the first copy of
symbol i in a cycle and the last copy of the same symbol in
the preceding cycle. Let t¯i be the desired average distance
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between two consecutive copies of symbol i (t¯i = D/di).
Note that for each symbol i such that di = 1, t i1 is equal to
t¯i . The objective is to minimise the response time variability
(RTV) metric, defined as the sum of the square deviations
from the average distance, i.e.,
RTV =
∑
i∈Σ
di∑
k=1
(
t ik − t¯i
)2 (1)
For example, let Σ = {A,B,C}, and consider dA = 3,
dB = 2 and dC = 2; thus, D = 7, t¯A = 7/3, t¯B = 7/2 and
t¯C = 7/2. For instance, the string ABACBAC is a feasible
solution, where
RTV = ((2 − 7/3)2 + (3 − 7/3)2 + (2 − 7/3)2)
+ ((3 − 7/2)2 + (4 − 7/2)2) + ((3 − 7/2)2
+ (4 − 7/2)2) = 5/3
3 A B&B algorithm for the RTVP
The B&B technique is a well-known enumerative procedure
which uses tree representations of solutions (for an overview
of this kind of procedures, see Pastor and Corominas 2004).
We developed an algorithm based on the B&B technique.
A preliminary computational experiment has shown the ad-
vantages of using the mechanisms explained in the follow-
ing sections. Section 3.1 gives a general overview of how the
B&B algorithm operates. Detailed descriptions of the calcu-
lation of an initial solution fed into the B&B algorithm, up-
per and lower bounds of the nodes, and several mechanisms
to avoid examining equivalent and dominated nodes are ex-
plained in Sects. 3.2, 3.3, 3.4, 3.5 and 3.6, respectively. Sec-
tion 3.7 shows the fine-tuning of the algorithm parameters.
3.1 Objective and B&B tree
The objective is to obtain a solution that minimises the RTV
value defined by Eq. (1).
The solution is represented by a sequence (string) of sym-
bols and the algorithm starts from an empty sequence. Given
a non-terminal node, its child nodes are generated by allo-
cating in the first free position of the sequence a copy of the
symbols that still are unallocated. Therefore, there is a par-
tially filled sequence at each node of the tree, except at the
terminal nodes, where there are complete sequences.
To select the next node to be explored, the following
search strategy is used. If the available RAM at the current
iteration is above a given threshold, the selected node is the
one that has the minimum value for the following expres-
sion:
LB + λ · UB + μ · υ (2)
where λ and μ are parameters, LB is the lower bound of
the node (see Sect. 3.3), UB is the upper bound of the node
(see Sect. 3.4) and υ is the number of empty positions in
the partial sequence corresponding to the node. On the other
hand, if the available RAM at the current iteration is be-
low the threshold, the selected node is the one that has the
minimum value according of Eq. (2) and then a depth-first
search is applied in the subtree that has the selected node
as its root; i.e., Eq. (2) is used only to select the next sub-
tree in which a depth-first search will be done. Note that the
proposed search strategy avoids aborting the B&B algorithm
run because of insufficient RAM.
A node is pruned when the following condition holds:
LB >
(
RTV∗ − 2) (3)
where RTV∗ is an upper bound of the value of the objec-
tive function. This follows from the fact that the difference
between the RTV values corresponding to any pair of feasi-
ble solutions is an even integer (see Corominas et al. 2007).
Moreover, the algorithm uses several mechanisms to avoid
examining equivalent or dominated nodes (see Sects. 3.5 and
3.6, respectively).
In the case that a terminal node is examined, the compos-
ite hill-climbing method explained in Sect. 3.2 is applied to
the solution associated with the node. If the improved solu-
tion obtained is better than the best current solution, then the
global upper bound, RTV∗, is updated. This helps to prune
non-terminal nodes.
3.2 Initial upper bound
It is desirable to start the B&B algorithm with a good upper
bound for the value of the objective function, RTV∗, to ac-
celerate the pruning of the tree. The value used for RTV∗ is
the RTV value of the solution generated as follows.
First, a solution is obtained by applying the Reduced
Variable Neighbourhood Search (RVNS) algorithm pre-
sented in Corominas et al. (2009). The RVNS algorithm
works as follows. The starting solution is generated using
the lottery scheduling algorithm (Waldspurger and Weihl
1994). That is, for each position a symbol is randomly cho-
sen to be sequenced. The probability of choosing a symbol
is equal to the number of copies of this symbol that remain
to be sequenced divided by the total number of copies that
remain to be sequenced. The neighbourhoods (N1,N2 and
N3) used in this RVNS algorithm are as follows. N1 is gen-
erated by swapping each pair of consecutive copies in the
sequence; N2 is a generalisation of N1 where the move is not
restricted to consecutive copies; N3 is generated by remov-
ing each copy of the sequence from its current position and
inserting it in all other possible positions in the sequence. At
each iteration, a neighbour of the current solution is obtained
at random from the current neighbourhood. If the neighbour
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1. Let S be an initial solution
2. k := 1
3. it := 0
4. While it < 500,000 do:
5. it := it + 1
6. Select a solution S′ at random from Nk
7. If RTV(S′) ≤ RTV(S) then:
If RTV(S′) < RTV(S) then it := 0
S := S′ and k := 1;
Otherwise:
k := (k mod 3) + 1
8. End While
9. Return S
Fig. 1 Pseudo-code of the RVNS algorithm
is worse than the current solution, then the neighbourhood
is replaced with the next neighbourhood; otherwise, the cur-
rent neighbourhood is changed to the first one (N1). The
RVNS algorithm stops when the current solution does not
improve after 500,000 consecutive iterations. The pseudo-
code of the algorithm is shown in Fig. 1.
Nowadays, for the RTVP, the best non-exact solutions
are obtained on average with a hybrid algorithm (Corominas
et al. 2011). Basically, this consists of applying a multi-start
mechanism to the RVNS algorithm. With 1,000 computing
seconds, the hybrid algorithm provides solutions 7.41 % bet-
ter than the others obtained with the RVNS algorithm. How-
ever, in a short calculation time (10 seconds), the RVNS
returns solutions 2.48 % better on average than that of the
hybrid algorithm. Moreover, RVNS converges very quickly
since a computational experiment revealed that the RVNS
solutions are obtained with 500,000 iterations (on aver-
age, less than 3 seconds) and 1,000 calculation seconds
only differs 0.37 %, on average. Thus, the RVNS algo-
rithm is a suitable approach to obtain a good initial solu-
tion.
The RVNS algorithm provides a good solution very
quickly, although it does not ensure that the solution re-
turned is a local optimum with respect to the neighbour-
hoods N1,N2 and N3. Thus, we apply a composite hill-
climbing method to improve (if possible) the solution re-
turned by the RVNS algorithm. The composite hill-climbing
method apply iteratively three local search procedures (LS1,
LS2 and LS3) to the solution until there is no improvement
(i.e., until a local optimum with respect to all three neigh-
bourhoods is reached). These local searches are performed
iteratively. The best solution in the neighbourhood is cho-
sen at each iteration, and the optimisation ends when no
neighbouring solution is better than the current solution. The
neighbourhoods used by LS1, LS2 and LS3 are N1,N2 and
N3, respectively.
3.3 Lower bound (LB)
Corominas et al. (2007) suggested the following lower
bound. Let a decomposition vector of D into di compo-
nents be defined as follows: Γi = (γ1, . . . , γdi ) of di positive
integers that add up to D and γ1 ≥ · · · ≥ γdi . The compo-
nents of Γi are the distances between the di copies of sym-
bol i. Thus, the minimum RTV value for symbol i, RTVi ,
can be obtained when D mod di and di − D mod di com-
ponents of Γi are equal to Ddi 	 and 
Ddi , respectively. For
example, let D = 24,Σ = {A,B,C,D}, d = (9,7,5,3) and
t¯ = (2.67,3.43,4.8,8). The decomposition vectors ΓA =
(3,3,3,3,3,3,2,2,2), ΓB = (4,4,4,3,3,3,3), ΓC = (5,
5,5,5,4) and ΓD = (8,8,8) provide the minimum values
of RTVi , i ∈ Σ . A lower bound on the value of RTVi ,
RTVLBi , and a lower bound on the value of RTV, RTVLB,
can be defined as follows:
RTVLBi = (D mod di) ·
(⌈
D
di
⌉
− t¯i
)2
+ (di − D mod di) ·
(⌊
D
di
⌋
− t¯i
)2
and RTVLB = ∑ni=1 RTVLBi :
RTVLB = [6 · (3 − 2.67)2 + 3 · (2 − 2.67)2]
+ [3 · (4 − 3.43)2 + 4 · (3 − 3.43)2]
+ [4 · (5 − 4.8)2 + 1 · (4 − 4.8)2]
+ [0 · (8 − 8)2 + 3 · (8 − 8)2] = 4.51
A lower bound, PLB, for a partial solution PS (that is, one
in which the first k positions of the sequence have been
filled) can be obtained by adding—for all symbols such that
di ≥ 2—the sum of RTVPS (the value associated with the
distances between the copies of the symbols allocated in
[1, . . . , k], if any) and RTVREM (a lower bound correspond-
ing to the assignment of the remaining copies, if any, to the
free positions). The details of RTVREM calculations are now
presented.
Let i be a symbol whose copies have not all yet been
assigned in the partial solution PS. Three cases must be dis-
tinguished:
– Case 1. No copy of symbol i has been assigned to the k
positions: we must distribute D positions among di dis-
tances, guaranteeing that one distance is greater than or
equal to k + 1.
– Case 2. Only one copy of symbol i has been assigned to
position h (≤ k): we must distribute D positions among
di distances, guaranteeing that one distance is greater than
or equal to k − h + 1 and another is greater than or equal
to h.
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– Case 3. p copies of symbol i have been assigned in the
k positions, the first in the sequence in position hf and
the last one in position hl : we must distribute D − hl +
hf positions among di − p + 1 distances, guaranteeing
that one distance is greater than or equal to k − hl + 1
and another is greater than or equal to hf . Case 2 can be
reduced to Case 3 taking into account that hf = hl = h
and p = 1. Case 1 can be reduced to Case 3 taking into
account that hf = hl = h = 0 and p = 1.
Thus, the problem consists of distributing D − hl + hf
“units of distance” among di − p + 1 distances t ij (j =
1, . . . , di − p + 1), taking into account that two distances
are lower bounded by k − hl + 1 and hf , respectively, and
the others are lower bounded by 1, with the objective of min-
imising a function of the discrepancy between the distances
and the average distance t¯i . This can be recast as an appor-
tionment problem with lower bounds. Bautista et al. (2001)
gave a general optimisation procedure for a convex, non-
negative (symmetric or not) discrepancy function, such that
f (0) = 0. For the discrepancy function considered here (the
quadratic discrepancy), the resulting procedure is as follows:
t i1 = k − hl + 1
t i2 = hf
for j = 3 to di − p + 1
t i
j
= 1
next j
for j = 1 to D − k + p − di (= D − (hf + k − hl + 1)
− (hl − hf ) − (di − p − 1))
find s∗|t is∗ = mins(t is )
t is∗ = t is∗ + 1
next j
For the instance defined by Σ = {A,B,C,D} and d =
(9,7,5,3) and the partial solution PS = (A,C,B,A,A,C,
C,C,A, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?), we have
RTVPS =
[
(3 − 2.67)2 + (1 − 2.67)2 + (4 − 2.67)2]
+ [(4 − 4.8)2 + (1 − 4.8)2 + (1 − 4.8)2]
= 34.19
By applying the procedure described above, the distances
(3,3,3,3,2,2), (7,3,3,3,3,3,2), (9,9) and (10,7,7) are
obtained for the symbols A, B , C and D, respectively. The
value corresponding to these distances, RTVREM, is
RTVREM =
[
4 · (3 − 2.67)2 + 2 · (2 − 2.67)2]
+ [1 · (7 − 3.43)2 + 5 · (3 − 3.43)2
+ 1 · (2 − 3.43)2] + [2 · (9 − 4.8)2]
+ [1 · (10 − 8)2 + 2 · (7 − 8)2] = 58.33
Finally, PLB = RTVPS + RTVREM = 34.19 + 58.33 =
92.52.
3.4 Upper bound (UB)
To calculate the upper bound of a node, the partial solu-
tion associated with the node is completed by applying a
constructive heuristic based on the priority rule proposed in
Corominas et al. (2008), which is the one that performs best,
and the RTV value of the complete solution is taken as the
upper bound.
The constructive heuristic that we propose works as fol-
lows. Let xik be the number of copies of symbol i that
have already been sequenced in the sequence of length
k, k = 0,1, . . . ,D − 1 (assume xi0 = 0); the symbol to be
sequenced in position k + 1 is i∗ = arg maxi{ (k+1)·diD − xik}.
If this results in a tie again, then the symbol i with the low-
est di is sequenced. If there is also a tie, then use the lexico-
graphical order.
In the case that the complete solution obtained is better
than the best current solution found, then the global upper
bound (RTV∗) is updated.
3.5 Mechanisms to avoid examining equivalent nodes
Note that an RTVP solution is defined by the distances be-
tween the consecutive copies of symbol i, for each symbol i,
rather than by the absolute positions in which the copies are
sequenced. Thus, there are equivalent solutions. We suggest
several mechanisms to avoid examining equivalent nodes.
3.5.1 Pre-processing to avoid examining equivalent nodes
The following two pre-processes are applied to avoid exam-
ining equivalent nodes.
(a) A copy of symbol i with the smallest di ≥ 2, say i∗, is
fixed in the first position of the sequence. The aim is
to avoid equivalent isomorphic solutions. We will say
that two solutions are isomorphic if any of them can be
reduced to the other by means of a partial rotation or if
one of them, considered clockwise, is equal to the other,
considered counter-clockwise.
For example, let i∗ = A. Thus, the sequence (A,B,A,
C,B,A,C) could be generated, but not the sequences
(B,A,C,B,A,C,A) and (C,A,B,C,A,B,A). Note
that the second can be reduced to the first by means of a
partial rotation, and the third can be reduced to the first
considered counter-clockwise.
(b) To replace all symbols that have only one copy to be
sequenced by a unique fictitious symbol. The number
of times this fictitious symbol is to be sequenced equals
the number of symbols that have only one copy to be
sequenced. Copies of the fictitious symbol will not con-
tribute to the RTV value of the sequence.
For example, the sequences (A,B,D,A,C,B,E,
A,C) and (A,B,E,A,C,B,D,A,C) are equivalent.
248 J Sched (2013) 16:243–252
Fig. 2 B&B tree example
But if the suggested pre-process is applied, only the
equivalent sequence (A,B,∗,A,C,B,∗,A,C) could
be generated, where ∗ is the fictitious symbol.
3.5.2 Equivalent symbols
A way of avoiding generating equivalent descendant nodes
for a non-terminal node is as follows. When its child nodes
are generated, all symbols that have been sequenced at least
once (and that still have copies to be allocated) and the ficti-
tious symbol are considered for branching. While, for each
group of symbols that have the same di value and have not
yet been sequenced, only one of their symbols is considered.
For example, consider an instance having the symbols B ,
C and D, among others, such that dB = dC = dD = 3, and
the remaining symbols i have di values different from 3.
Given the node with the partial solution (A,E,F,E), in
which the symbols B , C and D have not yet been se-
quenced, only one of the symbols B , C and D is consid-
ered for the branching process in order to avoid generating
equivalent descendant nodes. For instance, the child node
(A,E,F,E,B) could be generated but not the child nodes
(A,E,F,E,C) or (A,E,F,E,D).
3.5.3 Isomorphic nodes
Let us begin with a simple example to explain the mecha-
nism employed to avoid examining isomorphic nodes. Let
Σ = {A,B,C}, dA = 3, dB = 4 and dC = 5; thus, D = 12.
All sequences that start with subsequence (A,A) are gener-
ated (explicitly or implicitly) from the subtree that has the
node AA as its root (Subtree 1 in Fig. 2). Thus, it is not
necessary to generate a sequence that contains the subse-
quence (A,A) from the subtree that has the node AB as
its root (Subtree 2 in Fig. 2). The reason is that each of
this type of solution is symmetric with respect to one of
the solutions generated in Subtree 1. For example, sequence
(A,B, ?, ?, ?,A,A, ?, ?, ?, ?, ?) is symmetric with respect to
sequence (A,A, ?, ?, ?, ?, ?,A,B, ?, ?, ?), which could be
generated in Subtree 1, where ? is a copy of any of the sym-
bols A, B or C.
Similarly, it is not necessary to generate a sequence that
contains any of the sequences (A,A), (A,B) or (B,A) from
the subtree that has the node AC as its root (Subtree 3 in
Fig. 2). For example, sequence (A, ?, ?, ?, ?, ?, ?,B,A, ?, ?,
?) is symmetric with respect to sequence (A,B, ?, ?, ?, ?, ?, ?,
A, ?, ?, ?), which could be generated in Subtree 2.
The idea of avoiding generating symmetries has been ex-
emplified using tabu subsequences with a length equal to 2.
This idea can be generalized for a length equal to or greater
than 2.
Before formalizing this idea, let us introduce some ad-
ditional terminology. Let s = s1s2 . . . sL and s′ = s′1s′2 . . . s′L
be two (sub)sequences of length L, where sj and s′j are the
copies sequenced at position j in sequences s and s’, re-
spectively. We define <SYM and =SYM as two comparison
operators between symbols, where S <SYM S′ returns true
if symbol S is less than S′, and S =SYM S′ returns true if
symbol S is the same symbol as S′; the order of the symbol
set used is lexicographical. We also define <SEQ as a com-
parison operator between two (sub)sequences of the same
length, which is an extension to the lexicographical order on
sequences. Formally, s <SEQ s′ is defined as follows:
s <SEQ s′
=
⎧
⎪⎪⎨
⎪⎪⎩
false, if L = 0
[SYM(s1) <SYM SYM(s′1)]∨[(SYM(s1) =SYM SYM(s′1))∧(s2s3 . . . sL <SEQ s′2s′3 . . . s′L)], if L ≥ 1
⎫
⎪⎪⎬
⎪⎪⎭
,
where SYM(sj ) returns the symbol of copy sj .
Let us suppose that the length of the tabu subsequences
is L. Given a node N of the B&B tree with a level equal
to or greater than L, let its associated partial L-length se-
quence be sn = sn1sn2 . . . snL, where its first copy sn1 is a
copy of the symbol i∗ (recall that i∗ is the symbol with the
least number of copies to be sequenced that is equal to or
larger than 2 and it is sequenced in the first position of the
sequence). The set of tabu subsequences of node N , TS(N)
is defined as follows:
TS(N) = TS1(N) ∪ TS2(N) (4)
TS1(N) =
{
sn1s2 . . . sL : feasible(sn1s2 . . . sL)
∧ (sn1s2 . . . sL <SEQ sn1sn2 . . . snL
)} (4′)
TS2(N) =
{
sLsL−1 . . . s2sn1 :
[
sn1s2 . . . sL−1sL
∈ TS1(N)
] ∧ [SYM(sL) = i∗
]} (4′′)
The definition of the set TS1(N) includes as tabu sub-
sequences all subsequences that are feasible (that is, the
symbols allocated belong to alphabet Σ and the number
of times that each symbol i is sequenced is not greater
than di ) and less (according to the lexicographic operator
<SEQ) than the partial sequence sn. The definition of the
set TS2(N) includes all sequences of TS1(N) considered
counter-clockwise, in which the symbol of its last copy is
different to symbol i∗.
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For example, let L = 4, Σ = {A,B,C}, A <SYM
B <SYM C and dA = 6, dB = 10, dC = 9; thus, i∗ = A. The
set of tabu subsequences of node ABAC is {(A,A,A,A),
(A,A,A,B), (A,A,A,C), (A,A,B,A), (A,A,B,B),
(A,A,B,C), (A,A,C,A), (A,A,C,B), (A,A,C,C),
(A,B,A,A), (A,B,A,B)} ∪ {(B,A,A,A), (C,A,A,A),
(B,B,A,A), (C,B,A,A), (B,C,A,A), (C,C,A,A),
(B,A,B,A)}.
During branching, only the child nodes whose associ-
ated sequence has no tabu subsequence are examined. The
greater the value of L, the fewer equivalent solutions will be
examined, although the CPU time needed to check whether
a partial solution contains a tabu subsequence will then in-
crease exponentially. Thus, a suitable value of the parameter
L has to be set empirically.
3.6 Dominances
We will say that node α dominates node β if the following
conditions are fulfilled:
(a) The partial sequences of both nodes contain the same to-
tal number of copies of each one of the symbols, includ-
ing the fictitious symbol. Thus, the partial sequences of
both nodes are the same length.
(b) Excluding the fictitious symbol and the symbols such
that all their copies are included in the partial sequence,
the first and last positions occupied for each symbol
present in the partial sequences coincide in both nodes.
(c) The partial RTV value (RTVPS) for node α is lower than
(strict dominance) or equal to (non-strict dominance)
node β .
Note that the definition includes the possibility of mutual
(non-strict) dominance.
When α strictly dominates β , the latter can be fathomed.
When there is a mutual dominance between α and β , either
of them can be fathomed.
3.7 Fine-tuning the algorithm parameters
Fine-tuning the parameters of an algorithm is almost always
a difficult task. Although the parameter values may have a
very strong effect on the performance of the algorithm for
each problem, they are often selected using one of the fol-
lowing methods, which are not sufficiently thorough (Eiben
et al. 1999; Adenso-Díaz and Laguna 2006): (1) “by hand”,
based on a small number of experiments that are not refer-
enced; (2) using the general values recommended for a wide
range of problems; (3) using the values reported to be ef-
fective in other similar problems; or (4) with no apparent
explanation.
Adenso-Díaz and Laguna (2006) developed a technique
called CALIBRA for fine-tuning the parameters of algo-
rithms. CALIBRA is based on Taguchi’s fractional facto-
rial experimental designs being used conjointly with a local
search procedure.
We chose CALIBRA to set the three parameter values of
our B&B algorithm: λ, μ (both defined in Sect. 3.1) and L
(Sect. 3.5). We applied CALIBRA to a training set of 30 in-
stances. These instances were generated as follows (as used
in Corominas et al. 2010). D was randomly selected with
a discrete uniform distribution between 20 and 30, between
30 and 35, and between 35 and 40, for instances T1 to T10,
T11 to T20, and T21 to T30, respectively. For instances T1
to T10, n (the size of Σ ) and di were randomly selected
with a discrete uniform distribution between 3 and D/2	
and between 1 and (D − n + 1)/2	, respectively. For in-
stances T11 to T30, n and di were randomly selected with
a discrete uniform distribution between 3 and 12 and be-
tween 1 and (D − n + 1)/2.5	, respectively. Since the di
values have to fulfil
∑n
i=1 di = D, if
∑n
i=1 di < D a symbol
i is randomly selected and di =: di + 1 (until ∑ni=1 di = D)
and if
∑n
i=1 di > D a symbol i is randomly selected and
di =: di + 1 (until ∑ni=1 di = D). To evaluate the effective-
ness of a given set of parameter values we considered the
number of the training instances that could be solved opti-
mally within 2,000 seconds. To break a tie, we used the aver-
age computing time spent for solving all training instances.
CALIBRA returned the following parameter values:
• λ = 0,μ = 550
• L = 4
CALIBRA points that the UB value is useless for node se-
lection. With the values of the parameters returned by CAL-
IBRA, Eq. (2) takes the form LB+550 ·υ . Thus, in the final
version of our B&B algorithm, to save CPU time, the UB
of each node is not calculated. Notice that using the λ and μ
values returned by CALIBRA is almost equivalent to using a
depth-first node selection strategy breaking the ties with the
LB value. Finally, the RAM threshold (see Sect. 3.1) was
set to 100 MB, which was enough to avoid any potential run
abortion due to RAM lack.
4 Computational experiments
Initially, we solved all 120 instances used in Corominas et al.
(2010). These instances were generated as follows. D was
randomly selected from a discrete uniform distribution be-
tween 20 and 30, between 30 and 35, and between 35 and
40, for instances 1 to 40, 41 to 80, and 81 to 120, respec-
tively. For instances 1 to 40, n and di were randomly se-
lected from a discrete uniform distribution between 3 and
D/2	 and between 1 and (D − n + 1)/2	, respectively.
For instances 41 to 120, n and di were randomly selected
from a discrete uniform distribution between 3 and 12 and
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Table 1 Comparison between the MILP model and the B&B algo-
rithm
#Opt #Fea
MILP 114 (278 s) 6 (10,000 s)
B&B 114 (7.25 s) 0
+
6 (132.71 s)
between 1 and (D −n+ 1)/2.5	, respectively. Since the di
values have to fulfil
∑n
i=1 di = D, if
∑n
i=1 di < D a symbol
i is randomly selected and di =: di + 1 (until ∑ni=1 di = D)
and if
∑n
i=1 di > D a symbol i is randomly selected and
di =: di + 1 (until ∑ni=1 di = D).
The B&B algorithm was coded in Java and the compu-
tational experiments were carried out on a PC 3.00 GHz
Intel Pentium IV with 1.5 GB of RAM. Because the com-
putational experiments done in Corominas et al. (2010)
were carried out on a slower machine, we multiplied their
computing times shown in this paper by a corrective fac-
tor in order to be compared fairly with our computing
times. The corrective factor applied is 0.5 according to the
public CPU benchmark provided by PassMark Software
(http://www.cpubenchmark.net/).
Table 1 summarises the results obtained with a maxi-
mum calculation time of 10,000 seconds for each instance.
The columns #Opt and #Fea show the number of instances
that were solved to optimality and the number of instances
in which a solution has been found but its optimality has
not been demonstrated, respectively. The average comput-
ing time (in seconds) is shown between parentheses.
The results show that the B&B algorithm was able to
solve all 120 instances including the six instances that could
not be solved with the MILP method. Moreover, the com-
puting time needed to solve the instances showed a huge
improvement. For the 114 instances that were solved by the
two methods, the MILP method needed 278 seconds on av-
erage, whereas the proposed B&B algorithm only needed
7.25 seconds. In contrast, the B&B algorithm needed 132.71
computing seconds on average to solve the 6 instances that
were not solved by the MILP model.
We expanded the computational experiments and solved
larger instances with the B&B algorithm. We generated the
instances as follows. D was randomly selected with a dis-
crete uniform distribution between 40 and 45, between 45
and 50, between 50 and 55, between 55 and 60, and be-
tween 60 and 65 for instances 121 to 160, 161 to 200,
201 to 240, 241 to 280, and 281 to 320, respectively. The
n and di values were generated as for instances 41 to
120 (all test and training instances can be downloaded at
https://www.ioc.upc.edu/EOLI/research/).
Table 2 shows the results obtained with the B&B algo-
rithm for instances 1 to 320 with a maximum calculation
time of 10,000 seconds for each instance. Column D shows
the range size of the instances; column Tmin, T ,Tmax and σT
shows the minimum, average, maximum and standard devi-
ation time (in seconds), respectively, to solve an instance;
column TS0 shows the time (in seconds) to obtain the ini-
tial solution (see Sect. 3.1); column RTV shows the average
of the best RTV values found; and column #Opt shows the
number of instances in which the optimality of the obtained
solution has been demonstrated. Note that a feasible solu-
tion will always be obtained since at least the initial solution
that is generated to provide the initial upper bound of the
instance is available.
The B&B algorithm is able to solve all instances up to 50
copies to be sequenced, and 92.5 % of instances between 50
and 55 copies. For larger instances, the number of instances
solved decreases quickly. However, the algorithm is still able
to solve 77.5 % and 55 % of instances that have 55–60 and
60–65 copies to be sequenced, respectively. As expected, the
larger the instances, the higher the average time required to
solve them, although there are large instances that are easily
solved (for instance, there is an instance with D = 63 that is
solved in 5 seconds).
Table 3 shows the results of the instances in which the
optimality of the obtained solution has been demonstrated
within 10,000 computing seconds: column TB shows the av-
erage instant at which the optimal solution was found (in
seconds) and column RTV∗ shows the average of the opti-
mal RTV values.
Finally, Table 4 shows the results of the instances for
which the optimality of the obtained solution was not
demonstrated within 10,000 computing seconds: TB is the
instant at which the best solution was found; RTV is the av-
erage of the best RTV values found; GAPmin, GAP, GAPmax
and σGAP are the minimum, average, maximum and stan-
dard deviation of the gap (= (Z − LB)/LB), respectively,
between the RTV value of the best solution found, Z, and
the best lower bound, LB; and #Fea is the number of solu-
tions whose optimality was not demonstrated.
The results of Table 4 do not point out whether the so-
lutions whose optimality was not demonstrated are close to
the optimal ones. Note that the GAP is at least 0.54 in all
cases. To complete the analysis, we solved these instances
with the hybrid RVNS algorithm with multi-start proposed
in Corominas et al. (2011) and briefly explained in Sect. 3.2.
The algorithm was run in the same computer environment
as the B&B algorithm and also with a maximum calculation
time of 10,000 seconds for each instance. The RTV aver-
ages of the solutions obtained with the hybrid RVNS algo-
rithm for the 3, 9 and 18 instances whose optimality was
not demonstrated were 20.10, 23.91 and 29.73, respectively
(vs. 24.10, 25.69 and 31.29 obtained with the B&B algo-
rithm, respectively). Thus, we can see that not all solutions
returned by the B&B algorithm in 10,000 seconds are op-
timal. Specifically, for 15 of these 30 instances, the hybrid
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Table 2 Results obtained with
the B&B algorithm Instances D Tmin T Tmax σT TS0 RTV #Opt
1–40 20–30 2.00 2.11 3.30 0.29 2.08 6.23 40
41–80 30–35 2.00 4.29 19.59 3.55 2.83 9.24 40
81–120 35–40 3.00 34.17 435.21 89.35 3.05 13.47 40
121–160 40–45 3.02 311.15 7,465.41 1,165.06 2.08 14.43 40
161–200 45–50 4.00 894.44 9,162.07 2,108.02 2.83 16.44 40
201–240 50–55 4.00 1,559.34 10,000.00 2,896.68 3.06 18.81 37
241–280 55–60 4.20 3,600.68 10,000.00 4,206.41 3.60 20.73 31
281–320 60–65 5.00 5,022.60 10,000.00 4,653.95 4.00 25.02 22
Table 3 Optimal results
obtained with the B&B
algorithm
Instances T TB TS0 RTV∗ #Opt
1–40 2.11 2.08 2.08 6.23 40
41–80 4.29 3.21 2.83 9.24 40
81–120 34.17 17.16 3.05 13.47 40
121–160 311.15 41.43 2.08 14.43 40
161–200 894.44 515.66 2.83 16.44 40
201–240 874.96 172.32 2.82 18.38 37
241–280 1,742.81 43.96 3.00 19.29 31
281–320 950.17 71.32 3.62 19.89 22
Table 4 Feasible results
obtained with the B&B
algorithm
Instances TB TS0 RTV GAPmin GAP GAPmax σGAP #Fea
201–240 6.02 6.02 24.10 1.00 1.79 2.35 0.70 3
241–280 5.67 5.67 25.69 0.54 2.70 4.85 1.40 9
281–320 785.61 4.46 31.29 1.41 2.79 6.13 1.21 18
RVNS algorithm returned a solution better than the B&B al-
gorithm in 10,000 seconds, and for the other 15 instances the
RTV values of the solutions found by both algorithms were
equal. In any case, the comparison with the lower bound ob-
tained with the B&B does not demonstrate the optimality of
the RVNS solutions either.
5 Conclusions
This paper deals with the exact solution of the response time
variability problem (RTVP) using a B&B algorithm. The
RTVP is a scheduling problem that arises in a wide range
of real-life problems. In general, it is difficult to find an ex-
act solution to this problem because the problem is NP-hard.
A mathematical programming model proposed in Coromi-
nas et al. (2010) has been the best exact method to solve this
problem thus far but it has a practical limit when trying to
provide optimal solutions obtaining optimal solutions for 40
copies to be sequenced.
We have analysed the characteristics of the problem to
develop a customized B&B algorithm to increase the size of
the RTVP instances that can be solved optimally. In partic-
ular, we have tried to avoid exploring dominated and equiv-
alent solutions as much as possible. The proposed B&B al-
gorithm improves the best published exact method. All in-
stances proposed in Corominas et al. (2010) were solved to
optimality and much more rapidly. Moreover, the size of the
instances that can be solved to optimality increased from 40
to 55 units. Thus, larger instances can be solved to optimal-
ity and the new optimal solutions can serve as benchmarks
for solutions obtained by heuristic and metaheuristic meth-
ods.
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