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Abstract
Supervised neural networks, which first map
an input x to a single representation z, and
then map z to the output label y, have achieved
remarkable success in a wide range of natu-
ral language processing (NLP) tasks. Despite
their success, neural models lack for both ro-
bustness and generality: small perturbations
to inputs can result in absolutely different out-
puts; the performance of a model trained on
one domain drops drastically when tested on
another domain.
In this paper, we present methods to improve
robustness and generality of NLP models from
the standpoint of disentangled representation
learning. Instead of mapping x to a single
representation z, the proposed strategy maps
x to a set of representations {z1, z2, ..., zK}
while forcing them to be disentangled. These
representations are then mapped to different
logits ls, the ensemble of which is used to
make the final prediction y. We propose differ-
ent methods to incorporate this idea into cur-
rently widely-used models, including adding
an L2 regularizer on zs or adding Total Corre-
lation (TC) under the framework of variational
information bottleneck (VIB). We show that
models trained with the proposed criteria pro-
vide better robustness and domain adaptation
ability in a wide range of supervised learning
tasks.
1 Introduction
Supervised neural networks have achieved remark-
able success in a wide range of NLP tasks, such
as language modeling (Xie et al., 2017; Devlin
et al., 2018a; Liu et al., 2019; Joshi et al., 2020;
Meng et al., 2019b), machine reading comprehen-
sion (Seo et al., 2016; Yu et al., 2018), and machine
translation (Sutskever et al., 2014; Vaswani et al.,
2017b; Meng et al., 2019a). Despite the success,
neural models lack for both robustness and gener-
ality and are extremely fragile: the output label can
be changed with a minor change of a single pixel
(Szegedy et al., 2013; Goodfellow et al., 2014b;
Nguyen et al., 2015; Papernot et al., 2017; Yuan
et al., 2019) in an image or a token in a document
(Li et al., 2016; Papernot et al., 2016; Jia and Liang,
2017; Zhao et al., 2017; Ebrahimi et al., 2017; Jia
et al., 2019b); The model lacks for domain adapta-
tion abilities (Mou et al., 2016; Daumé III, 2009): a
model trained on one domain can hardly generalize
to new test distributions (Fisch et al., 2019; Levy
et al., 2017). Despite that different avenues have
been proposed to address model robustness such
as augmenting the training data using rule-based
lexical substitutions (Liang et al., 2017; Ribeiro
et al., 2018) or paraphrase models (Iyyer et al.,
2018), building robust and domain-adaptive neural
models remains a challenge.
In a standard supervised learning setup, a neural
network model first maps an input x to a single
vector z = f(x). z can be viewed as the hidden
feature to represent x, and is transformed to its
logit l followed by a softmax operator to output
the target label y. At training time, parameters in-
volved in mapping from x ∈ X to z then to y are
learned. At test time, the pretrained model makes
a prediction when presented with a new instance
x′ ∈ X ′. This methodology works well if X and
X ′ come from exactly the same distribution, but
significantly suffers if not. This is because the
implicit representation learned through supervised
signals can easily and overfit to the training do-
main X , and the mapping function f(x), which
is trained only based on X , can be confused with
out-of-domain features in x′, such as a lexical, prag-
matic, and syntactic variation not seen in the train-
ing set (Ettinger et al., 2017). We can also interpret
the weakness of this methodology from a domain
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adaptation point of view (Daume III and Marcu,
2006; Daumé III, 2009; Tan et al., 2009; Patel et al.,
2014): it is crucial to separate source-specific fea-
tures, target-specific features and general features
(features shared by sources and targets). One of
the most naive strategies for domain adaptation is
to ask the model to only use general features for
test. In the standard x→ z → y setup, all features,
including source-specific, target-specific and gen-
eral features, are entangled in z. Due to the lack of
interpretability (Li et al., 2015; Linzen et al., 2016;
Lei et al., 2016; Koh and Liang, 2017) of neural
models, it is impossible to disentangle them.
Inspired by recent work in disentangled representa-
tion learning (Bengio et al., 2013; Kim and Mnih,
2018; Hjelm et al., 2018; Kumar et al., 2018; Lo-
catello et al., 2019), we propose to improve robust-
ness and generality of NLP models using disen-
tangled representations. Different from mapping
x to a single representation z and then to y, the
proposed strategy first maps x to a set of distinct
representations Z = {z1, · · · , zK}, which are then
individually projected to logits l1, · · · , lK . ls are
ensembled to make the final prediction of y. In this
setup, we wish to make zs or ls to be disentangled
from each other as much as possible, which poten-
tially improves both robustness and generality: For
the former, the decision of y is more immune to
small changes in x since even though small changes
lead to significant changes in some zs or ls, others
may remain invariant. The ultimate influence on
y can be further regulated when ls are combined.
For the latter, different ls have the potential to dis-
entangle or partially disentangle source-specific,
target-specific and general features.
Practically, we propose two ways to disentangle
representations: adding an L2 regularizer or adding
Total Correlation (TC) (Cover and Thomas, 2012;
Ver Steeg and Galstyan, 2015; Steeg, 2017; Gao
et al., 2018; Chen et al., 2018) under the frame-
work of variational information bottleneck (VIB).
We show that models trained with the proposed
criteria provide better robustness and domain adap-
tation ability in a wide range of NLP tasks, with
tiny or non-significant sacrifice on task-specific ac-
curacies.
In summary, the contributions of this paper are:
• We present two methods to improve the ro-
bustness and generality of NLP models in the
view of disentangled representation learning
and the information bottleneck theory.
• Extensive experiments on domain adaptation
and defense against adversarial attacks show
that the proposed methods are able to provide
better robustness compared with conventional
task-specific models, which indicates the ef-
fectiveness of the theory of information bottle-
neck and disentangled representation learning
for NLP tasks.
The rest of this paper is organized as follows: we
present related work in Section 2. Models are de-
tailed in Section 3 and Section 4. We present exper-
imental results and analysis in Section 5, followed
by a brief conclusion in Section 6.
2 Related Work
2.1 Learning Disentangled Representations
Disentangled representation learning was first pro-
posed by Bengio et al. (2013). InfoGan (Chen et al.,
2016) disentangled the representation by maximiz-
ing the mutual information between a small subset
of the GAN’s noise latent variables and the obser-
vation. Kim and Mnih (2018) learned disentan-
gled representations in VAE, by encouraging the
distribution of representations to be factorial and
hence independent across the dimensions. Hjelm
et al. (2018) learned disentangled representations
by simultaneously estimating and maximizing the
mutual information between input data and learned
high-level representations. Chen et al. (2018) pro-
posed β-TCVAE, encouraging the model to find
statistically independent factors in the data distribu-
tion by imposing a total correlation (TC) penalty.
Similarly, Kumar et al. (2018) learned disentangled
latents from unlabeled observations by introducing
a regularizer over the induced prior.
2.2 The Information Bottleneck Principle
The Information Bottleneck (IB) principle was first
proposed by Tishby et al. (2000). It treats the super-
vised learning task as an optimization problem that
squeezes the information from an input about the
output through an information bottleneck. In infor-
mation bottleneck, the mutual information I(X;Y )
is used as the measurement of the relevant infor-
mation between x and the output y. Tishby and
Zaslavsky (2015); Shwartz-Ziv and Tishby (2017)
proposed to use it as a theoretical tool for analyzing
and understanding representations in deep neural
networks. Alemi et al. (2016) proposed a deep
variational version of the IB principle (VIB) to al-
low for using deep neural networks to parameterize
the distributions. In the field of NLP, not much
attention has been attached to the Information Bot-
tleneck principle. Li and Eisner (2019) proposed
to extract specific information for different tasks
(which are defined in the output y) from pretrained
word embeddings using VIB. Less relevant work
is from Kong et al. (2019), which proposed a self-
supervised objective that maximizes the mutual in-
formation between global sentence representations
and n-grams in the sentence.
2.3 Domain Adaptation in NLP
Domain adaptation evalutes the model’s ability of
generalization across domains, for which many ef-
forts have been devoted to designing more power-
ful cross-domain models (Daumé III, 2009; Kim
et al., 2015; Lee et al., 2018; Adel et al., 2017;
Yang et al., 2018; Ruder, 2019). Sun et al. (2016)
proposed CORAL, a method that minimizes do-
main shift by aligning the second-order statistics
of source and target distributions without even re-
quiring any target labels; Lin and Lu (2018) added
domain-adaptive layers on top of the model; Jia
et al. (2019a) used cross-domain language models
as a bridge cross-domains for domain adaptation.
Li et al. (2019b); Du et al. (2020) applied adversar-
ial learning to learn cross-domain models for the
task of sentiment analysis. For machine translation,
the core idea is to utilize large available parallel
data for training NMT models and adapt them to
domains with small data (Chu et al., 2017), where
data augmentation (Sennrich et al., 2016a; Ul Haq
et al., 2020), meta-learning (Gu et al., 2018) and
finetuning methods (Luong and Manning, 2015;
Freitag and Al-Onaizan, 2016; Dakwale, 2017) are
proposed to achieve this goal.
2.4 Defense against Adversarial Attacks in
NLP
Deep neural networks are fragile when attacked
by adversarial examples (Goodfellow et al., 2014a;
Arjovsky et al., 2017; Mirza and Osindero, 2014).
In the context of NLP, Sato et al. (2018) built a can-
didate pool that includes adversarial examples, and
used the method of Fast Gradient Sign Method
(FGSM) (Goodfellow et al., 2014b) to select a
candidate word for replacement. Papernot et al.
(2016b) showed that the forward derivative (Paper-
not et al., 2016a) can be used to produce adver-
sarial sequences manipulating both the sequence
output and classification predictions made by an
RNN. Liang et al. (2017) designed three perturba-
tion strategies for word-level attack — insertion,
modification and removal. Miyato et al. (2016);
Sato et al. (2018); Zhu et al. (2020); Zhou et al.
(2020) restricted the directions of perturbations to-
ward the existing words in the input embedding
space. Ebrahimi et al. (2017) proposed a novel
token transformation method by computing deriva-
tives with respect to a few character-edit operations.
Other methods either generate certified defenses
(Jia et al., 2019b; Huang et al., 2019; Shi et al.,
2020), or generate examples that maintain lexical
correctness, grammatical correctness and semantic
similarity (Ren et al., 2019a).
3 Adding L2 Regularizer on Z
Here, we present our first attempt to learn disen-
tangled representations with an L2 regularizer. We
first map the input x to multiple representations
Z = {z1, z2, ..., zK} and we wish different zs to
be disentangled. To obtain Z, we can use indepen-
dent sets of parameters of RNNs (Hochreiter and
Schmidhuber, 1997; Mikolov et al., 2010), CNNs
(Krizhevsky et al., 2012; Kalchbrenner et al., 2014)
or Transformers (Vaswani et al., 2017b). This ac-
tually mimics the idea of the model ensemble. To
avoid the parameter and memory intensity in the
ensemble setup, we adopt the following simple
method: we first map x to a single vector represen-
tation z using RNNs or CNNs. Next, we separate
sub-representations from z using distinct projection
matrices, each of which tries to capture a certain
aspect of features, given as follows:
zi =Wiz, i = 1, · · · ,K (1)
where z, zi ∈ Rd×1, Wi ∈ Rd×d, and K is the
number of disentangled representations.
To make sure that these sub-representations actu-
ally disentangle, we enforce a regularizer on the L2
distance between each pair of them:
Lreg =
∑
ij
‖zi − zj‖2 (2)
The regularizer assumes that the distance between
representations in the Euclidean space is in accor-
dance with the distinctiveness between features that
are the most salient for predictions. Each zi is next
mapped to a logit li as follows:
li =W · zi, i = 1, · · · ,K (3)
where W ∈ RT×d and T denotes the number of
predefined classes for the supervised learning task.
Next we aggregate the weighted logits into a sin-
gle final logit l =
∑
αili, where αi is the weight
associated with li. αi can be computed using the
softmax operator by introducing a learnable param-
eter wa ∈ Rd×1:
α = softmax([z>1 wa, · · · , z>Kwa]) (4)
Combining the cross entropy loss with golden label
yˆ and the L2 regularizer on Z, we can obtain the
final training objective as follow:
Lseparare = CE(softmax(l), yˆ) + βLreg (5)
β is the hyper-parameter controlling the weight
of the regularizer. The method can be adapted to
any neural network. Albeit simple, this model has
significantly better ability of learning disentangled
features and and is less prone to adversarial attacks,
as we will show in the experiments later.
4 Variational Information Bottleneck
with Total Correlation
Many recent works (Alemi et al., 2016; Higgins
et al., 2017; Burgess et al., 2018) have shown
that the information bottleneck is more suitable
for learning robust and general features than task-
specific end-to-end models, due to the flexibility
provided by its learned structure. Here we first
go through the preliminaries of the variational in-
formation bottleneck (VIB) (Alemi et al., 2016),
and then detail how it can be adapted for learning
disentangled representations by adding a Total Cor-
relation (TC) regularizer (Ver Steeg and Galstyan,
2015; Steeg, 2017; Gao et al., 2018).
4.1 Variational Information Bottleneck
Let p(z|x) denote an encoding of x, which maps x
to representations z. The key point of IB is to learn
an encoding that is maximally informative about
our target Y , measured by the mutual information
between z and the target y, denoted by I(y, z).
Unfortunately, only modeling I(y, z) is not enough
since the model can always make z = x to ensure
the maximally informative representation, which is
not helpful for learning general features. Instead,
we need to find the best z subject to a constraint on
its complexity, leading to the penalty on the mutual
information between x and z. The objective for IB
is thus given as follows:
LIB = I(z, y;θ)− βI(z, x;θ) (6)
where β controls the trade-off between I(z, y) and
I(z, x). Intuitively, the first term encourages z to
be predictive of y and the second term enforces z
to be concisely representative of x.1
By leaving details to the appendix, we can obtain
the lower bound of I(z, y) and the upper bound of
I(z, x):
I(z, y) ≥
∫
p(x)p(y|x)p(z|x) log q(y|z) dxdydz
I(z, x) ≤
∫
p(x)p(z|x) log p(z|x)
r(z)
dxdz
(7)
where q(y|z) and r(z) are variational approxima-
tions to p(y|z) and p(z) respectively. We can im-
mediately have the lower bound of Eq.6:
I(Z, Y )− βI(Z,X) ≥∫
p(x)p(y|x)p(z|x) log q(y|z) dxdydz
− β
∫
p(x)p(z|x) log p(z|x)
r(z)
dxdz = LVIB
(8)
In order to compute this in practice, we approxi-
mate p(x, y) using the empirical data distribution
p(x, y) = 1N
∑N
n=1 δxn(x)δyn(y), leading to:
LVIB ≈ 1
N
N∑
n=1
[∫
p(z|xn) log q(yn|z) dz−
βp(z|xn) log p(z|xn)
r(z)
]
(9)
By using the reparameterization trick (Kingma and
Welling, 2013) to rewrite p(z|x)dz = p() d,
1It is worth noting that Eq.6 resembles the form of β-VAE
(Higgins et al., 2017), an unsupervised model for learning
disentangled representations modified upon the Variational
Autoencoder (VAE) (Kingma and Welling, 2013). Burgess
et al. (2018) showed from an information bottleneck view that
β-VAE mimics the behavior of information bottleneck and
learns to disentangle representations.
where z = f(x, ) is a deterministic function of x
and the Guassian random variable , we put every-
thing together to the following objective:
LVIB = 1
N
N∑
n=1
Ep()[− log q(yn|f(xn, ))]+
βDKL(p(z|xn), r(z))
(10)
p(z|x) is set to N (z|fµe (x), fΣe (x)) where fe is an
MLP of mapping the input x to a stochastic encod-
ing z. The output dimension of fe is 2D, where
the first D outputs encode µ and the remaining D
outputs encode σ. Then we sample  ∼ N (0, I)
and combine them together z = µ +  · σ. We
treat r(z) = N (z|0, I) and q(y|z) as a softmax
classifier. Eq. 10 can be trained by directly back-
propagating through examples and the gradient is
an unbiased estimate of the true gradient.
4.2 VIB+TC: VIB with Total Correlation
While VIB provides a neat way of parameteriz-
ing the information bottleneck approach and effi-
ciently training the model with the reparameteriza-
tion trick, the learned representations only contain
the minimal statistics required to predict the target
label, it does not immediately have the ability to
disentangle the learned representations. To tackle
this issue, another regularizer is added, the Total
Correlation (TC) (Ver Steeg and Galstyan, 2015;
Steeg, 2017; Gao et al., 2018), to disentangle z:
TC(z1, .., zK |x) =
K∑
i=1
H(zi|x)−H(z1, · · · , zK |x)
= DKL
[
p(z1, · · · , zK |x),
K∏
i=1
p(zi|x)
]
(11)
The TC term measures the dependence between
p(zi|x)s. The penalty on TC forces the model to
find statistically independent factors in the features.
In particular, TC(z1, .., zK |x) is zero if and only
if all p(zi|x)s are independent, in which case we
say that they are disentangled. Thus, the training
objective is defined as follows:
LVIB+TC = 1
N
K∑
i=1
N∑
n=1
Ep()[− log q(yn|zi)
+βDKL(p(zi|xn), r(zi))]
+ λDKL
[
p(z1, ..., zK |x),
K∏
i=1
p(zi|x)
]
(12)
where β and λ are a hyper-parameters to adjust the
trade-off between these two factors. p(zi|x) is set
to N (z|fµe,i(x), fΣe,i(x)), in a similar way to p(z|x)
except that fµe,i(x) and f
Σ
e,i are scalars. Eq.12 can
also be directly trained with an unbiased estimate
of the true gradient.
5 Experiments
In this section, we describe experimental results.
We conduct experiments in two NLP subfields: do-
main adaptation and defense against adversarial
attacks.
5.1 Domain Adaptation
The goal of domain adaptation tasks is to test
whether a model trained in one domain (source-
domain) can work well when test in another domain
(target-domain). In the domain adaptation setup,
there should be at least labeled source-domain data
for training and labeled target-domain data for test.
Setups can be different regarding whether there
is also a small amount of labeled target-domain
data for training or unlabeled target-domain data
for unsupervised training (Jia et al., 2019a). In
this paper, we adopt the most naive setting where
there is neither labeled nor unlabeled target-domain
data for training to straightforwardly test a model’s
ability for domain adaptation. We perform exper-
iments on the following domain adaptation tasks:
named entity recognition (NER), part-of-speech
tagging (POS), machine translation (MT) and text
classification (CLS). The L2 regularizer, VIB and
VIB+TC models are built on top of representations
of the last layer for fair comparison.
NER For the task of NER, we followed the setup
in Daumé III (2009) and used the ACE06 dataset
as the source domain and the CoNLL 2003 NER
data as the target domain. The training dataset of
ACE06 contains 256,145 examples, and the dev
Method NER POS MT CLS-sentiment CLS-deception
Baseline 97.88 90.12 34.61 87.4 87.5
VIB 98.02+0.14 90.85+0.73 34.90+0.29 88.5+1.1 88.6+1.1
VIB+TC 98.33+0.45 91.43+1.31 35.31+0.70 89.8+2.4 89.3+1.8
Regularizer 98.21+0.33 91.30+1.18 35.13+0.52 89.2+1.8 88.7+1.2
Table 1: Results for domain adaptation. The evaluation metric for NER, POS and CLS is accuracy, and that for
MT is the BLEU score (Papineni et al., 2002).
and test datasets from CoNLL03 respectively con-
tains 5,258 and 8,806 examples. For evaluation, we
followed Daumé III (2009) and report only on label
accuracy. We used the MRC-NER model as the
baseline (Li et al., 2019a), which achieves SOTA
performances on a wide range of NER tasks.2 All
models are trained using using Adam (Kingma and
Ba, 2014) with β = (0.9, 0.98),  = 10−6, a poly-
nomial learning rate schedule, warmup up for 4K
steps and weight decay with 10−3.3
POS For the task of POS, we followed the setup
in Daumé III (2009). The source domain is the WSJ
portion of the Penn Treebank, containing 950,028
training examples. The target domain is PubMed,
with the dev and test sets respectively containing
1,987 and 14,554 examples. We used the BERT-
large model as the backbone. The model is opti-
mized using Adam (Kingma and Ba, 2014).
Machine Translation We used the WMT 2014
English-German dataset for training, which con-
tains about 4.5 million sentence pairs. We used the
Tedtalk dataset (Duh, 2018) for test. We use the
Transformer-base model (Vaswani et al., 2017a)
as the backbone, where the encoder and decoder
respectively have 6 layers. Sentences are encoded
using BPE (Sennrich et al., 2016b), which has a
shared source target vocabulary of about 37000
tokens. For fair comparison, we used the Adam
optimizer (Kingma and Ba, 2014) with β1 = 0.9,
β2 = 0.98 and  = 10−9 for all models. For the
base setup, following Vaswani et al. (2017a), the
dimensionality of inputs and outputs dmodel is set
to 512, and the inner-layer has dimensionality dff
is set to 2,048.
2MRC-NER transforms tagging tasks to MRC-style span
prediction tasks, which first concatenates category descrip-
tions with texts to tag. The concatenation is then fed to the
BERT-large model (Devlin et al., 2018a) to predict the corre-
sponding start index and end index of the entity.
3We optimize the learning rate in the range 1e-5, 2e-5,
3e-5, 5e-5 with dropout rate set to 0.2.
Text Classification For text classification, we
used two datasets. The first dataset we consider
is the sentiment analysis on reviews. We used the
450K Yelp reviews for training and ∼ 3k Ama-
zon reviews for test (Li et al., 2018). The task is
transformed to a binary classification task to decide
whether a review is of positive or negative senti-
ment. We also used the deceptive opinion spam
detection dataset (Li et al., 2014), a binary text
classification task to classify whether a review is
fake or not. We used the hotel reviews for train-
ing, which consists of 800 reviews in total from
customers, and used the 400 restaurant reviews for
test. For baselines, we used the BERT-large model
(Devlin et al., 2018b) as the backbone, where the
[cls] is first mapped to a scalar and then output
to a sigmoid function. We report accuracy on the
test set.
Results Results for domain adaptation are shown
in Table 1. As can be seen, for all tasks, VIB+TC
performs best among all four models, followed by
the proposed L2 regularizer model, next followed
by the VIB model without disentanglement. The
vanilla VIB model outperforms the baseline super-
vised model. This is because the VIB model maps
an input to multiple representations, and this opera-
tion to some degree separates features in a natural
way. The L2 regularizer method consistently out-
performs VIB and underperforms VIB+TC. This is
because VIB+TC uses the TC term to disentangle
features deliberately, and the vanilla VIB model
does not have this property. Experimental results
demonstrate the importance of learning disentan-
gled features in domain adaptation.
5.2 Defense Against Adversarial Attacks
We evaluate the proposed methods on tasks for
defense against adversarial attacks. We conduct
experiments on the tasks of text classification and
natural language inference in defense against two
IMDB
Method BoW CNN LSTMClean PWWS GAw/LM GAw/o LM Clean PWWS GAw/LM GAw/o LM Clean PWWS GAw/LM GAw/o LM
Orig. 88.7 12.4 2.1 0.7 90.0 18.1 4.2 2.0 89.7 1.4 2.5 0.1
VIB 88.6 22.4 19.0 11.5 89.3 36.1 34.7 13.1 88.9 14.2 31.4 7.6
VIB+TC 89.1 26.5 21.4 19.5 89.5 40.2 39.0 18.6 89.6 16.9 33.0 10.4
Regularizer 90.1 17.1 7.2 3.7 90.6 21.4 15.1 8.9 90.1 3.1 15.3 5.8
AGNews
Method BoW CNN LSTMClean PWWS GAw/LM GAw/o LM Clean PWWS GAw/LM GAw/o LM Clean PWWS GAw/LM GAw/o LM
Orig. 88.4 45.2 58.3 19.5 89.2 37.8 45.7 12.5 92.4 46.8 48.7 9.4
VIB 87.9 57.4 64.5 32.2 88.5 50.4 54.7 21.0 91.4 57.6 59.7 19.2
VIB+TC 87.6 61.4 72.1 34.5 89.0 54.3 59.2 25.4 92.5 61.1 65.4 21.1
Regularizer 88.4 50.1 65.0 25.4 89.4 43.5 50.2 17.5 92.8 50.3 52.1 11.0
Table 2: Results for the IMDB and AGNews datasets. Orig. stands for the original baseline, on which all other
methods are based. Accuracy is reported for comparison.
SNLI
Method Clean PWWS GAw/LM GAw/o LM
Orig. 90.5 43.1 55.6 21.4
VIB 89.4 56.5 62.4 35.9
VIB+TC 89.9 62.4 67.0 41.3
Regularizer 90.4 48.1 59.6 27.2
Table 3: Results for the SNLI dataset. We report accu-
racy for all models.
recently proposed attacks: PWWS and GA. PWWS
(Ren et al., 2019b), short for Probability Weighted
Word Saliency, performs text adversarial attacks
based on word substitutions with synonyms. The
word replacement order is determined by both word
saliency and prediction probability. GA (Alzantot
et al., 2018) uses language models to remove can-
didate substitute words that do not fit within the
context. We report the accuracy under GA attacks
for both with and without using the LM.
Following Zhou et al. (2020), for text classifica-
tion, we use two datasets, IMDB (Internet Movie
Database) and AG News corpus (Del Corso et al.,
2005). IMDB contains 50, 000 movie reviews for
binary (positive v.s. negative) sentiment classifica-
tion, and AGNews contains roughly 30, 000 news
articles for 4-class classification. We use three
base models: bag-of-words models, CNNs and
two-layer LSTMs. The bag-of-words model first
averages the embeddings of constituent words of
the input, and then passes the average embedding
to a feedforward network to get a 100d vector. The
vector is then mapped to the final logit. CNNs and
LSTMs are used to map input text sequences to
vectors, which are fed to sigmoid for IMDB and
softmax for AGNews.
For natural language inference, we conduct experi-
ments on the Stanford Natural Language Inference
(SNLI) corpus (Bowman et al., 2015). The dataset
consists of 570, 000 English sentence pairs. The
task is transformed to a 3-class classification prob-
lem, giving one of the entailment, contradiction,
or neutral label to the sentence pair. All models
use BERT as backbones and are trained on the
CrossEntropy loss, and their hyper-parameters
are tuned on the validation set.
Results Table 2 shows results for the IMDB and
AGNews datasets, and Table 3 shows results for
the SNLI dataset. When tested on the clean dataset
where no attack is performed, variational methods,
i.e., VIB and VIB+TC, underperform the baseline
model. This is in line with our expectation: because
of the necessity of modeling the KL divergence be-
tween z and x, the variational methods do not gets
to label prediction as straightly as supervised learn-
ing models. But variational methods significantly
outperform supervised baselines when attacks are
performed, which is because of the flexibility of-
fered by the disentangled latent representations.
VIB+TC outperforms VIB due to the disentangle-
ment introduced by TC when attacks are present.
As expected, the L2 regularizer model outperforms
the baseline model in terms of robustness in de-
fense against adversarial attacks. It is also interest-
ing that with L2 regularizer, the model performs at
least comparable to, and sometimes outperforms
the baseline in the setup without adversarial attacks,
which demonstrates that disentangled representa-
tions can also help alleviate overfitting, leading to
better performances.
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Figure 1: Heatmaps for models without (top) and with (bottom) L2 regularizer.
IMDB
β Clean PWWS GAw/LM GAw/o LM
0 90.0 18.1 4.2 2.0
0.05 90.3 19.7 11.4 6.2
0.10 90.6 21.4 15.1 8.9
0.15 90.1 22.7 17.2 8.8
0.20 89.5 22.3 15.5 7.5
0.25 88.7 20.6 13.2 6.5
0.30 87.9 18.9 11.6 4.5
Table 4: Results of varying the hyperparamter β in the
Regularizer method. Accuracy is reported for compari-
son. The backbone model is CNN.
5.3 Ablation Studies
Next, we explore how the strength of the regulariza-
tion terms in VIB+TC and Regularizer affects per-
formances. Specifically, we vary the coefficient hy-
perparamter β in Regularizer and the γ in VIB+TC
to show their influences on defending against ad-
versarial attacks. We use the IMDB dataset for
evaluation and use CNNs as baselines, and for each
setting, we tune all other hyperparamters on the
validation set.
IMDB
γ Clean PWWS GAw/LM GAw/o LM
0 89.3 36.1 34.7 13.1
0.05 89.5 37.9 37.2 15.1
0.10 89.5 39.1 39.0 17.6
0.15 89.5 40.2 38.8 18.6
0.20 88.4 38.5 38.0 17.9
0.25 87.4 37.2 36.8 16.6
0.30 86.2 36.5 36.5 15.2
Table 5: Results of varying the hyperparamter γ in the
VIB+TC method. Accuracy is reported for comparison.
The backbone model is CNN.
Results are shown in Table 4 and Table 5. As
can be seen from the tables, when these two hy-
perparamters are around 0.1 ∼ 0.15, the best re-
sults are achieved. For both methods, the perfor-
mance first rises when increasing the hyperparame-
ter value, and then drops as we continue increasing
it. Besides, the difference between the best result
and the worst result in the same model is surpris-
ingly large (e.g., for the PWWS attack, the differ-
ence is 4.6 for Regularizer and 4.1 for VIB+TC),
indicating the importance and the sensitivity of the
introduced regularizers.
5.4 Visualization
It would be interesting to visualize how the dis-
entangled zs encode the information of different
parts of the input. Unlike feature-based models like
SVMs, it’s intrinsically hard to measure the influ-
ence of units of one layer on another layer in an neu-
ral architecture (Zeiler and Fergus, 2014; Yosinski
et al., 2014; Bau et al., 2017; Koh and Liang, 2017).
We turn to the first-derivative saliency method, a
widely used tool to visualize the influence of a
change in the input on the model’s predictions (Er-
han et al., 2009; Simonyan et al., 2013; Li et al.,
2015). Specially, we want to visualize the influence
of an input token e on the j-th dimension of zi, de-
noted by zji . In the case of deep neural models,
zji is a highly non-linear function of e. The first-
derivative saliency method approximates zji with
a linear function of e by computing the first-order
Taylor expansion
zji ≈ wji (e)>e+ b (13)
where wji (e) is the derivative of z
j
i with respect to
the embedding e.
wji (e) =
∂(zji )
∂e
∣∣∣
e
(14)
The magnitude (absolute value) of the derivative in-
dicates the sensitiveness of the final decision to the
change in one particular word embedding, telling
us how much one specific token contributes to z.
By summing over j, the influence of e on zi is
given as follows:
Si(e) =
∑
j
|wji (e)| (15)
Figure plots the heatmaps of Si(e) with respect to
word input vectors for models with and without
the TC regularizer. As can be seen, by pushing
representations to be disentangled, different repre-
sentations are able to encode separate meanings of
texts: z1 tends to encode more positive information
while z4 tends to encode negative information. This
ability for feature separation and meaning cluster-
ing potentially improves the model’s robustness.
6 Conclusion
In this paper, we present methods to improve the
robustness and generality on various NLP tasks
in the perspective of the information bottleneck
theory and disentangled representation learning. In
particular, we find the two variational methods VIB
and VIB+TC perform well on cross domain and
adversarial attacks defense tasks. The proposed
simple yet effective end-to-end method of learning
disentangled representations with L2 regularizer
performs comparably well on cross-domain tasks,
while better than vanilla non-disentangled models
on adversarial attacks defense tasks, which shows
the effectiveness of disentangled representations.
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A Derivation of Variational Information
Bottleneck
Below we take the derivation of VIB from Alemi
et al. (2016).
We first decompose the joint distribution
p(X,Y, Z) into:
p(X,Y, Z) = p(X)p(Y |X)p(Z|X,Y )
= p(X)p(Y |X)p(Z|X) (16)
Then, for the first term in the IB objective
I(Z, Y )− βI(Z,X), we write it out in full:
I(Z, Y ) =
∫
p(y, z) log
p(y, z)
p(y)p(z)
dydz
=
∫
p(y, z) log
p(y|z)
p(y)
dydz
(17)
where p(y|z) is fully defined by the encoder and
the Markov Chain as follows:
p(y|z) =
∫
p(x, y|z) dx
=
∫
p(y|x)p(y|x) dx
=
∫
p(y|x)p(z|x)p(x)
p(z)
dx
(18)
Let q(y|z) be a variational approximation to p(y|z).
By the fact that the KL divergence is non-negative,
we have:
DKL(p(Y |Z), q(Y |Z)) ≥ 0 =⇒∫
p(y|z) log p(y|z) dy ≥
∫
p(y|z) log q(y|z) dy
(19)
and hence
I(Z, Y ) ≥
∫
p(y, z) log
q(y|z)
p(y)
dydz
=
∫
p(y, z) log q(y, z) dydz −
∫
p(y) log p(y) dy
=
∫
p(y, z) log q(y, z) dydz +H(Y )
(20)
We omit the second term and rewrite p(y, z) as:
p(y, z) =
∫
p(x, y, z) dx
=
∫
p(x)p(y|x)p(z|x) dx
(21)
which gives:
I(Z, Y ) ≥
∫
p(x)p(y|x)p(z|x) log q(y|z) dxdydz
(22)
For the term βI(Z,X), we can Similarly expand it
as:
I(Z,X) =
∫
p(x, z) log
p(z|x)
p(z)
dzdx
=
∫
p(x, z) log p(z|x) dzdx
−
∫
p(z) log p(z) dz
(23)
Computing p(z) is intractable, so we introduce a
variational approximation r(z) to it. Again using
the fact that the KL divergence is non-negative, we
have:
I(Z,X) ≤
∫
p(x)p(z|x) log p(z|x)
r(z)
dxdz
(24)
At last we have that:
I(Z, Y )− βI(Z,X)
≥
∫
p(x)p(y|x)p(z|x) log q(y|z) dxdydz
− β
∫
p(x)p(z|x) log p(z|x)
r(z)
dxdz
, LVIB
(25)
To compute p(x, y) we can use the empirical data
distribution p(x, y) = 1N
∑N
n=1 δxn(x)δyn(y), and
hence we can derive the final formula with the
reparameterization trick p(z|x)dz = p()d:
LVIB , 1
N
N∑
n=1
Ep()[− log q(yn|f(xn, ))]
+ βDKL(p(z|xn), r(z))
(26)
which is exactly Eq.10.
