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The critical behavior of exothermic chemical reactions is of not only fundamental significance, but
also practical relevance in chemical engineering and energy/engine industries. Here, using computer
simulation and theoretical analysis, we study the effect of reaction barrier on the criticality of
dynamic phase transitions in a minimal reactive hard-sphere model. At zero thermal temperature
limit, with increasing the reaction barrier, the type of transition changes from a continuous conserved
directed percolation into a discontinuous dynamic transition by crossing a tricritical point. A mean-
field theory is proposed to explain this phenomenon, which suggests that the transition at finite
temperature belongs to the Ising universality. Moreover, we obtain the tricritical exponents in the
systems which quantitatively agree with field theory simulations. This mechanism of barrier-control
criticality also has implications in epidemic spreading and dynamic network systems.
PACS numbers:
Chemical reactions can be either mild processes like
oxidative rusting, or catastrophic ones, like combustion,
which reflects different reaction rates. In some exother-
mic chemical reactions, the reaction rate can be self-
accelerated and jump abruptly resulting in the thermal
explosion [1]. In 1920s, Semenov proposed the first the-
ory of thermal explosion, i.e., the celebrated Semenov
model, which assumes a uniform temperature distribu-
tion and neglects the reactant consumption at the igni-
tion [2]. Despite several important modifications done
by Frank-Kamenetskii and many other chemists [1, 3–5],
this model is still the starting point to study the crit-
icality of chemical reactions [6–9]. Nevertheless, from
the perspective of physics, exothermic chemical reactions
are complex dynamic phase transitions. Currently, dy-
namic critical phenomena have been only studied in some
specific chemical reaction systems [10? –15], e.g., the
Schlogl’s first and second models [10]. However, due to
the specificity of reactants, the influence of reactant con-
sumption/reaction product, heat transfer and thermal
fluctuations, etc. [9, 16–19], it remains unclear whether
there is any general physical law controlling the criticality
of exothermic chemical reactions.
Recently, in statistical physics, it was found that the
continuous percolation transition can be tuned to an ex-
plosive transition [20–23]. The physics behind this phe-
nomenon was later summarised to a delaying mechanism
that sharpens the transition [24]. This raises a question
whether a similar mechanism exists in chemical reactions.
To this end, we propose a minimal reactive hard-sphere
model in the spirit of Semenov model. By using simula-
tion and theory, we prove that the reaction barrier con-
trols the criticality or “sharpness” of exothermic chem-
ical reactions: at zero thermal temperature, increasing
the reaction barrier changes the type of reaction tran-
sition from a continuous conserved directed percolation
(CDP) [25, 26] to a discontinuous dynamic transition by
crossing a tricritical point, while at finite thermal tem-
perature, the transition becomes Ising-type.
The model we consider can be viewed as a general-
ization of the Semenov model with neglected reactant
consumption [26]. It consists of N reactive hard spheres
with the same mass m and diameter σ. The dimension-
ality of the system is d=2,3 with periodic boundary con-
ditions in all directions. The reduced particle density of
the system is defined as ρ˜=Nσd/V with V =Ld the vol-
ume of the system and L the box length. Reactions occur
in pairwise collisions between two particles, if their rel-
ative kinetic energy along the center-to-center direction
surpass the reaction barrier Eb. During each reaction, an
energy  is released in the center-to-center direction, with
the momentum of the two particles conserved [26]. The
typical excitation speed is defined as v0=
√
/m, and the
time unit of the system is set as τ0=σ/v0. The equation
of motion for particle i between two consecutive collisions
is
m
dvi(t)
dt
=−γvi(t)+
√
2γkBTη(t), (1)
where γ is the damping coefficient, which may result from
the solvent, non-reactants, substrate, or the boundary in
dilute confined system [6, 7]. Based on the fluctuation-
dissipation theorem, γ is also associated with the second
noise term with T the thermal temperature and η(t) the
Gaussian white noise. The typical dissipation time for
each reaction is τd=m/γ. We adopt an event-driven al-
gorithm [26, 27] to simulate the system in both 2D and
3D.
We first study the 2D system at T =0. In this case, as
shown in Ref [26], there are two important characteristic
lengths in the system, i.e., the mean free path lm and the
dissipation length ld=
√
m/γ. The later is the typical
distance that isolated particles can travel after a single
reaction. With increasing the ratio of ld/lm, the system
undergoes a dynamic absorbing-active phase transition at
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2FIG. 1: T˜∞k as a function of density for 2D system with different
Eb. Inset: T˜
∞
k as a function of ld (ρ˜=0.1) and lm (ld=160σ).
The dashed lines are the theoretical predictions with A0 =1.56.
ld' lm [26]. Here, the absorbing state corresponds to zero
kinetic energy state while the active state has a positive
kinetic temperature. Thus, the order parameter of the
system can be chosen as the reduced kinetic temperature
of the system, i.e.,
T˜k(t)=
dkBTk(t)

and kBTk(t)=
m〈v2(t)〉
d
, (2)
Here, v2 is average square of speed of all particles and the
〈·〉 calculates the ensemble average of active (surviving)
trials [28]. In Fig. 1, we plot T˜k as a function of density
for systems with different reaction barriers. With in-
creasing Eb, the transition shifts to higher density regime
and becomes sharper, similar to the explosive percola-
tion [20–23]. To determine the types of the transitions,
we assume there is a scaling-invariant critical point ρ˜c in
the system and perform finite-size analysis to determine
ρ˜c and the corresponding critical exponents. For systems
near the critical point, the saturated kinetic temperature
T˜∞k (∆ρ˜,L) satisfies the scaling relationship [12, 28],
T˜∞k (∆ρ˜,L)=L
−β/ν∗⊥G
(
L1/ν
∗
⊥∆ρ˜
)
, (3)
where ∆ρ˜= ρ˜− ρ˜c and G(·) is the scaling function. For
systems at the critical point (∆ρ˜=0), starting from ran-
dom initial configurations, T˜k(t) follows a power-law de-
cay t−α before reaching the saturated value satisfying
T˜∞k ∼L−β/ν
∗
⊥ . In Fig.2a, we show the decay of T˜k(t) for
a 2D system of different size L∝N1/d for Eb=0 and ld=
2σ. The inset plots T˜∞k as a function of L. Both figures
indicate the scaling-invariance and we obtain the corre-
sponding critical exponents α=0.54 and β/ν∗⊥=−0.77.
In Fig. 2d, we plot the collapse of T˜∞k (∆ρ˜,L) for differ-
ence L (solid symbols) based on Eq. (3) with β=0.64 and
ν∗⊥=0.84, which is consistent with the obtained β/ν
∗
⊥.
We also use another similar finite-size scaling methods
to obtain z=1.50 (See SI and Fig. S1 for details). These
exponents for Eb=0 are summarized in Table I, which
indicates that the universality of this phase transition
belongs to the conserved directed percolation (CDP) or
Manna class [25, 26]. Nevertheless, with a similar analy-
sis for systems of Eb=0.165 in Fig.2b,d, and Fig. S2, we
obtain critical exponents distinct from CDP (Table I).
As shown later, these unreported exponents appear be-
cause the system is at a tricritical point, which separates
the continuous and discontinuous transitions. Indeed, by
further increasing Eb to 0.3, we find the finite-size scal-
ing breaks down and the system exhibits the bistability
at kBT =0.02 (Fig. 2c), indicating the system undergoes
a discontinuous transition at large reaction barrier even
with a finite thermal noise. This result is consistent with
the previous findings by chemists, i.e., decreasing the re-
action barrier can make the reaction from explosion to
slow combustion [29–31].
To determine the tricritcal point, we employ a
crossover scaling analysis [32–34]. Supposing Eb,c is the
tricritical energy barrier and letting ∆Eb=Eb−Eb,c, the
crossover scaling can be written as
T˜k(∆ρ˜,∆Eb)=∆E
−βt/φ
b Gt(∆ρ˜∆E−1/φb ), (4)
providing ∆ρ˜∆Eb/ [32]. Here, the scaling function
Gt(x)∼xβ when x1 and Gt(x)∼xβt when x1 with βt
the tricritical exponent. In Fig. 2e, we show the collapse
of T˜k(∆ρ˜) for systems with different Eb (solid symbols),
which leads to Eb,c=0.165 and φ=0.32.
β(t) α ν
∗
⊥ z
∗ φ
CDP 0.64(1) 0.52(1) 0.80(2) 1.53(2)
Eb=0 0.64(2) 0.54(2) 0.84(3) 1.50(3)
b=1 0.65(2) 0.53(2) 0.84(3) 1.51(2)
Eb=Eb,c 0.32(4) 0.37(5) 0.68(4) 1.68(5) 0.32(5)
b=bc 0.33(3) 0.36(4) 0.70(3) 1.65(5) 0.34(4)
TABLE I: Comparison of critical exponents in 2D systems. Data
for CDP is from [12, 35]. Different values of Eb and b are for
reactive hard-sphere model and field simulations, respectively.
Tricritical points are at Eb,c=0.165(5) and bc=−0.92(3).
Next we formulate an analytical theory to explain
the above complex phase behavior. As a generaliza-
tion from [26], at the mean-field level, the reaction driv-
ing power per particle is Wdriv=fa and the dissipation
power is Wdisp=v2γ. Here, fa=xava/(2lr) is the aver-
age reactive collision frequency per particle with lr the
mean free path of reactive collisions, which equals lm at
Eb=0. xa is the fraction of activated particles and va
is the average speed of activated particle. Moreover, the
driving power of thermal noise per particle W thermdriv can
be approximated by the equilibrium dissipation power
W thermdisp =γdkBT/m. Thus, the dynamic equation for ki-
3FIG. 2: (a,b) T˜k as a function of t for different system sizes with inset showing saturated value as a function of system size. (a)
Eb=0, ρ˜=0.18471; (b) Eb=0.165, ρ˜=0.29615. (c) Demonstration of bistability at Eb=0.3, ρ˜=0.3290 with thermal noise kBT =0.02
for a system with N=1024. (d) Collapse of T˜k(∆ρ˜) according to Eq. (3) for different system sizes. Solid symbols are for reactive
hard-sphere systems with Eb=0.0 (upper), 0.165 (lower), respectively. The open symbols obtained in field simulations with b=1
(upper), -0.92 (lower), respectively. (e) Crossover scaling analysis of the tricritical point based on Eq (4). (f) Phase diagram of the
mean-field theory using A=0.095, B=1/2 and τd/τ0 =10. The orange line and green line represent of the CDP and Ising-type critical
points of the system, respectively. The purple point is the tricritical point. The bistability region is enclosed by the blue and red surfaces.
netic energy per particle can be written as

∂T˜k
∂t
= Wdriv−Wdisp+W thermdriv
=
xaρ˜rva
2σ
−γv2+ γdkBT
m
(5)
Here we use the low density approximation lr'σ/ρ˜r with
ρ˜r the density of reactant. For systems at T =0 far from
the critical point (ld lm and T˜kEb/), we have ρ˜r' ρ˜,
xm'1 and va'v with v the average speed of all parti-
cles. Based on the approximation v2'v2=dkBTk/m, the
steady-state T˜k can be obtained as T˜
∞
k ' 14d
(
ld
lm
)2
, which
does not depend on Eb. This independence is verified in
simulations as shown in the inset of Fig. 1. Neverthe-
less, for systems close to the critical point, there is strong
dynamic heterogeneity, i.e., most particles are immobile
and only a small fraction of particles are activated with
average speed va'v0. Apparently, va is a convex instead
of concave function of xa, since increasing xa increases
the collision between excited particles, further raising va.
Thus, as a first-order approximation, we have
v ' (1+Axa)v0 (6)
T˜k ' xamv2a/'xa+2Ax2a (7)
with the coefficient A>0 indicating the convexness. Ac-
cordingly, we can rewrite xa as a function of order pa-
rameter T˜k:
xa' T˜k−2AT˜ 2k . (8)
Moreover, for systems with Eb>0, one can expect that
there would be a fraction of collisions between active and
inactive particles that do not induce reactions. This ef-
fect leads to the decrease of reactant density. therefore,
as a first-order approximation, we can have
ρ˜r/ρ˜=1−B(1−xa)E˜b (9)
with the coefficient B>0. Finally, by keeping only the
first three leading terms, Eq. (5) can be written as
∂T˜k
∂t˜
=aT˜k−bT˜ 2k −cT˜ 3k +h (10)
with t˜= t/τ0, h=γτ0dkBT/(m) and
a =
ρ˜
2
(1−BE˜b)− τ0
τd
(11)
b = − ρ˜
2
[
(1+A)BE˜b−A
]
(12)
c =
ρ˜
2
[
4A2+(3A−4A2)BE˜b
]
(13)
The solution of this cubic dynamic equation is given in SI.
The phase diagram of Eq. (10) is summarized in Fig. 2f.
In the cases of zero thermal temperature (T =0) and
Eb<Eb,c (or b>0), Eq.(10) has only one fixed point at
4a=0 and the systems undergo a continuous phase tran-
sition with mean-field critical exponent βMF=1 and up-
per critical dimension dc=4. The transition points are
shown as an orange curve in Fig. 2f. In contrast, when
Eb increases above Eb,c (or b<0), Eq.(10) has two fixed
points, which corresponds to a bistability or a discontinu-
ous dynamic phase transition. Importantly, Eb=Eb,c (or
b=0) is the tricritical point with βMF=1/2 and dc=3,
which separates the continuous and discontinuous phase
transitions (purple point in Fig. 2f). In the presence of
thermal noise (T >0), the continuous phase transition is
meshed out accompanied by the shrink of bistability re-
gion (enclosed by red and blue surfaces). This general
picture is insensitive to the specific choice of coefficients
A,B and agrees qualitatively with the simulation results.
We further go beyond the mean-field level by cooper-
ating spatial-temporal fluctuations in the theory. In this
scenario, the local temperature field T˜ lk(r, t) is coupled
with the local density field ρ˜l(r, t), and,
∂T˜ lk
∂t˜
= aT˜ lk−bT˜ l2k −cT˜ l3k +λ∇2T˜ lk−h+Λ
√
T˜ lkη(r, t) (14)
∂
∂t
ρ˜l = D∇2T˜ lk, (15)
where, a,b,c are functions of ρ˜l(r, t) based on Eq. (11-
13). The last term in Eq. (14) represents the spatial-
temporal fluctuation with Λ the noise magnitude. The
second dynamic equation (Eq. (15)) is the thermophoreis
diffusion equation. Eq. (14-15), in fact, share the same
formula as in the Reggeon-field theory of CDP [36]. Since
the criticality of dynamic equations does not depend on
specific choice of parameters, the critical exponents for
Eq. (14-15) should be the same as the standard Reggeon
field theory in which b and ρ˜ are the controlling param-
eters with a=a′ρ˜l(r, t)−a0. Other parameters are sim-
ply set as a0=1, a
′=1, c=1, D=1, Λ=1 [36]. Since
the noise term is multiplicative, we adopt a numerical
method based on Fokker-Planck equation [37] to inte-
grate the standard Reggeon fields equations on square
or cubic lattices. This method has been used to obtain
the accurate critical exponent for both directed perco-
lation and CDP [37], but not for the tricritical points.
In Fig. 2d,e, the open symbols show the results from
the field system simulations, which behave essentially the
same as the reactive hard-sphere system. The obtained
(tri)critical exponents are also given in Table I, which
are consistent with those from the hard-sphere systems.
Moreover, the upper critical dimension dc=3 at tricriti-
cality is also confirmed both in hard sphere systems and
field simulations (see Fig. S3-S6 and Table S1).
Lastly, our theory predicts another critical line (the
green line in Fig. 2f) in the finite thermal tem-
perature regime (T >0), which satisfies [ac, bc, T˜k,c]=[
−3(hc )2/3 ,−3(hc )1/3 ,(hc )1/3]. The universality of sim-
ilar noise-induced critical points has been under debate
for a long time, first initiated by the Schlogl’s second
model [13–15, 38–40], later extended into dynamic net-
work model [41–43]. In the following, we provide a new
theoretical argument which suggests that this critical line
belongs to the Ising universality. The core of this argu-
ment is that round the critical point [ac, bc], we can find
a direction in the (a, b) parameter space, i.e., (T˜k,c, 1),
along which Eq.(10) can be rewritten as
∂∆T˜k
∂t˜
' −c∆T˜k(∆T˜ 2k +∆bT˜k,c/c), (16)
with ∆T˜k= T˜k− T˜k,c and ∆b=b−bc. Therefore, for
∆b<0, the system has two stable fix points ∆T˜k'
±
√
−∆bT˜k,c/c, which indicates βMF=1/2, consistent
with the Ising universality. More importantly, Eq. (16)
has Z2 symmetry under the transformation (∆T˜k→
−∆T˜k), another evidence for the Ising type. It should be
noted that our conclusion is different from a recent theo-
retical work of dynamic network model [42, 43], in which
the authors only did the perturbation along the orthogo-
nal directions (1,0) and (0,1) and obtained βMF=1/3.
Accordingly, the authors concluded a DP-type univis-
ersality for this transition. In fact, systems described
by the above cubic equations can be mapped to the φ4
Landau-Ginzburg theory, and generically belong to the
Ising universality class with conservative (model A) dy-
namics [39, 44? ].
In conclusion, by using simulation and theoretical anal-
ysis, we study in detail the criticality of a minimal chem-
ical reaction system. We find that increasing the reac-
tion barrier effectively delays the transition but also in-
creases the transition cooperativity which sharpens the
transition. This cooperativity gain raised by the reac-
tion barrier is different from that in the threshold contact
process [10, 45], where the cooperativity is enforced by
a topological property, i.e., the number of active neigh-
bours. It is also different from the explosive percolation
model which relies on information input to avoid the oc-
curence of the larger cluster [20–23]. In fact, the cooper-
ativity in our chemical reaction system comes from the
inertia of particles, which makes it possible for previous
reactive collision to facilitate the consecutive ones. The
cooperativity increases with raising the reaction barrier,
as it demands more kinetic energy cumulation from pre-
vious collisions to trigger the consecutive ones. A sim-
ilar memory-induced cooperativity controlled by a cu-
mulation threshold have also been found in a contagion
network model system [46]. Moreover, discontinuous dy-
namic phase transitions are found in glass-forming liq-
uids [47–49], yielding of amorphous solids [50, 51] and
high-density active matter systems [52, 53], where par-
ticles need to cross an energy barrier to make displace-
ments. Therefore, our finding about the reaction barrier
on the criticality of chemical reaction can not only help
control the ignition in fuel engines and improve the chem-
5ical storage safety, but also shed lights in the spread of
epidemic, knowledge and innovations [54], as well as dy-
namic behaviours of amorphous materials.
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