In this paper we propose a new algorithm for the well known elliptic obstacle problem and for parabolic variational inequalities like one-and two-phase Stefan problem and of obstacle type. Our approach enters the category of xed domain methods and solves just linear elliptic or parabolic equations and their discretization at each iteration. We prove stability and convergence properties. The approximating coincidence set is explicitly computed and it converges in the Hausdor -Pompeiu sense to the searched geometry. In the numerical examples, the algorithm has a very fast convergence and the obtained solutions (including the free boundaries) are accurate.
Introduction
Free boundary problems are described by nonlinear partial di erential equations modelling important applications from physics like change of phase phenomena, contact problems in elasticity, ow propagation in porous media, etc. [3, 9] .
Detailed theoretical discussions of various variational inequalities may be found in [6, 20, 32] . Applications, including optimal control problems are investigated in the books [4, 9, 10, 33] . From the point of view of the numerical approximation, we quote just the monographs [10, 12, 27] .
Besides the solution of the given di erential equation, one has to nd as well the so-called free boundary, which may be a surface or a whole region (mushy region) and which is in fact the main unknown of the problem. The di culty of such problems is related to the geometric character of this unknown and to the high nonlinearity of the corresponding equation. From this point of view, one may compare free boundary problems with shape optimization problems [26, Ch. 5 .1] and, in this paper, we shall essentially use techniques from optimal design.
It is to be noticed that from the very beginning, many of the proposed solution methods for free boundary problems are of xed domain type, in the sense that the unknown geometry is 'embedded' via a certain procedure into the partial di erential equation: the Baiocchi transform in the dam problem [3] , the enthalpy method for Stefan problems [19] , the regularization approach [4, 16] etc. The price to be paid is that the obtained partial di erential equation is highly nonlinear and the free boundary has to be recovered from certain properties of the solution (for instance as a level surface). To overcome such di culties, front tracking methods have been proposed [10, 21] , but their implementation may be quite complex. We also quote the discussion on error estimates and a posteriori error estimates [1, 25, 27] , the adaptive methods [31, 36] , etc.
In this paper we propose new algorithms for the elliptic and parabolic variational inequalities which are of xed domain type in the sense that the nite element discretization is given in the whole domain, independent of the position of the (unknown) free boundary. In each iteration a linear elliptic or parabolic equation has to be solved in the whole domain. This is a clear advantage from the point of view of the imple-mentation and the approximating coincidence set is explicitly computed in each iteration and it converges in the Hausdor -Pompeiu sense [26] to the searched geometry. Moreover, we need just a scalar penalization parameter in our method.
Our approach is inspired from shape optimization techniques, but no shape optimization problem is used here although this is a known method in free boundary problems [5, 23] . One may compare the present approach to the recent works [14, 24, 28] . An e cient Lagrangian method together with a primal-dual active set strategy with regularization is studied in [17] by using two perturbation parameters (except in the infeasible case) and nonlinear equations. Notice that our hypotheses in Theorem 3.3 are comparable with the conditions in [17, Theorem 3.2] (see Remark 3.4 as well).
In Section 2, we formulate the problems and the algorithms. Section 3 is devoted to the stability and convergence analysis. Section 4 reports on some numerical experiments. In the examples, the algorithm has a very fast convergence, even in the case of nonsmooth obstacles. The algorithm converges for any initial guess. The computed solutions and free boundaries are comparable with other examples of this type (via di erent methods) reported in the mathematical literature.
In the last example we discuss in more detail problems originating in the computation of the American options in nance (see [2, 35] for di erent approximation techniques).
Formulation of the problem and the algorithms . Elliptic case
Let D be a smooth domain in ℝ d , d ∈ ℕ * = ℕ \ { }, and A : H (D) → H − (D) be some elliptic operator. In order to simplify the writing we shall take A = −∆ to be the Laplacian operator, but everything remains valid for general linear second order elliptic operators.
Let ψ : D → ℝ denote the obstacle function. Here, we assume ψ ∈ H (D) and ψ| ∂D ⩽ (to be consistent with the homogeneous Dirichlet conditions). Let f ∈ L (D) be given. The classical formulation of the obstacle problem is:
The boundary condition (2.4) may be replaced by other boundary conditions. The double boundary condition (2.3) is due to the unknown character of the boundary ∂D + and it determines it. The set D + is called the noncoincidence set, while its complementary is the coincidence set. The formulation (2.1)-(2.4) corresponds to the case of strong solutions y ∈ H (D) ∩ H (D). In general, the weak formulation of (2.1)-(2.4) is given in the form of a variational inequality associated to the convex K ⊂ H (D):
If the elliptic operator is symmetric (which is the case for the Laplace operator), then (2.5)-(2.6) is equivalent to the variational problem
In the case where f ∈ L (D), ψ ∈ H (D) with the compatibility condition ψ| ∂D ⩽ , it is known that the solution of (2.5)-(2.6) satis es the regularity property y ∈ H (D), [4, Thm. 2.5] and the formulation (2.1)-(2.4) may be used. Moreover, in this case, the obstacle problem may be written as a multivalued equation
where β ⊂ ℝ × ℝ is the maximal monotone graph given by
by the maximal regularity of the solution y ∈ H (D).
We state now our algorithm.
Algorithm 2.1.
as solution of the linear elliptic equation
here χ D\Ω n is the characteristic function of D \ Ω n where it takes the value and otherwise, corresponding to the approximation of the coincidence set in iteration n;
Remark 2.1. Notice that by the regularity theory for elliptic equations, in
Step 2 we have
Then, by the Sobolev theorem in dimension d ⩽ , we get y n ∈ C(D) and Ω n de ned in
Step 3 is open, for any n ∈ ℕ.
Remark 2.2. The algorithm uses just linear elliptic equations in the whole domain D. The type of penalization term from
Step 2 may be compared with the approach developed in shape optimization problems in [24] . A classical nonlinear penalization term for solving the obstacle problem is ε (y n − ψ) − where
). Another advantage of Algorithm 2.1 is that it approximates the coincidence set explicitly. We also underline its simplicity.
Remark 2.3. By the classical result of [7] , the elastic-plastic torsion problem is equivalent with a variational inequality of obstacle type and our algorithm may be applied as well. In [13] , a related problem is studied by a comparable approach involving semi-smooth Newton methods. Similar results may be obtained for the bilateral obstacle.
Remark 2.4. In the numerical experiments, we also use the energy norm in the stopping test or a xed small parameter ε n in all the iterations.
Let β ε : ℝ → ℝ denote the Yosida approximation of β given by (2.8), that is:
Extending its derivative by /ε in x = , we can rewrite Step 2 of Algorithm 2.1 as
In (2.10), we take into account Step 3 as well. Recall that the usual approximation by regularization of the variational inequality (2.5)-(2.6) is
plus homogeneous boundary conditions on ∂D. Notice that β ε (r) = β ὔ ε (r)r, under the above extension convention, which shows that (2.10) and (2.11) have very similar structure. Clearly, (2.11) is a nonlinear elliptic equation, while the decoupling operated in (2.10) allows to use linear elliptic equations. The form (2.9) puts into evidence the approximating coincidence set too.
Moreover, we have y n (x) ⩽ỹ n (x) a.e. in D. To infer this, we use β ε (r) = β ὔ ε (r)r, the concavity of β ε (⋅) and the de nition of the subdi erential of concave mapping:
by the monotonicity of β ε (⋅). This ends the argument by subtracting (2.11) from (2.12) and multiplying by (y n −ỹ n ) + .
. Parabolic case
We associate with it the closed convex sets
The following variational inequalities (that may be termed as parabolic obstacle problems) will be con-
To (2.15), respectively (2.16), the initial condition:
should be added. It is known that, under the above compatibility and regularity assumptions, the parabolic variational inequalities (2.13), (2.15), (2.17) and (2.14), (2.16), (2.17) are equivalent and have a unique solution y see [10] ). Then, the above parabolic variational inequalities may be written in the form
together with (2.17), where the maximal monotone operator β ⊂ ℝ × ℝ is given by (2.8). Relation (2.18) is the strong formulation of the parabolic obstacle problem and makes sense due to the regularity of the solution
The nonlinear term β(y − ψ) should be understood as the 'section' of the multivalued operator (2.8) occurring in (2.18).
We introduce two algorithms for the solution of (2.18), (2.17) that extend the method used for elliptic obstacle problems to the parabolic case (recall that β ε is the regularization of β):
as solution of the linear parabolic equation
Since for the numerical solution of (linear or nonlinear) parabolic equations a time discretization has to be performed, a second algorithm may be formulated, that is close to the elliptic case. Namely, we consider Euler backward time discretization of (2.18) in the form:
Here ∆t = T/m, m ∈ ℕ * and k = , , . . . , m − in (2.19).
Remark 2.5. The discretization (2.19) is in fact also used in Step 2 of Algorithm 2.2, adapted to the linear parabolic equation de ned there. By applying to (2.19) the corresponding Algorithm 2.1 for elliptic variational inequalities, we obtain the following algorithm.
Remark 2.6. In Algorithm 2.3, it is assumed that the time discretization of [ , T] in m equals subintervals is given and the starting point for the loop Step 1 -Step 4 is y k the value corresponding to t = k∆t already computed at the previous time step.
We end this section with the two-phase Stefan problem and the corresponding algorithm (of the same type as Algorithm 2.3). Namely, we refer directly to the semidiscretized in time, two-phase Stefan problem, using the enthalpy formulation (see [10] ):
Relation (2.20) corresponds to the implicit Euler scheme, k = , . . . , m − , y and v ∈ (y ) = (y ) are given initial conditions for the temperature and the enthalpy, such that
with a, b, L positive constants related to the thermal conductivities in the liquid/solid phases and to the latent heat. Notice that (⋅) has very di erent structure compared to (2.8) and there are no constraints of the type (2.13), (2.14).
The subsequent regularization ε in (2.22) is similar to the Yosida regularization and it is Lipschitz continuous of constant /ε: 
Remark 2.7. In Algorithm 2.4, ε > is xed, small enough. It is in this way that the computations are performed, based on the known convergence properties for ε → of the semidiscretized problem (see [10] ). In
Step 2, ε (y k ) is computed after the relation (2.22) and y k is the obtained solution in the previous time step, after convergence. However ε (y k+ n ) is computed by a similar formula, taking into account as well the values of the previous iteration y 
Stability and convergence . Elliptic case
The xed domain character of Algorithm 2.1 is very helpful for its analysis as well. We prove both the convergence of the solutions and of the geometry on a subsequence under general assumptions. If certain conditions are added, we show that the limit satis es (2.1)-(2.4).
The following two lemmas show that the obstacle problem may be reduced to the case ψ| ∂D = , in general.
Then y ⩾ŷ a. e. in D, where y is the solution of (2.1)-(2.4).
Proof. It is known that y satis es y ∈ H (D) ∩ H (D) and (2.1)-(2.4) can be equivalently expressed in the language of multivalued equations as
where β ⊂ ℝ × ℝ is the maximal monotone graph (2.8).
By regularity, the section of the multivalued function that occurs in (3.2) satis ed β(y − ψ) ∈ L (D). Clearly, (2.8) shows that β(y − ψ) ⩽ a.e. in D. Then a simple comparison argument for (3.1), (3.2) completes the proof.
Lemma 3.2. The solution y of (2.1)-(2.4) satis es the same problem with ψ replaced byψ.
Proof. We denoteK = v ∈ H (D); v(x) ⩾ψ(x) a.e. in D . By Lemma 3.1, y ∈K and ∆y + f ⩽ a.e. in D and it equals 0 if y > ψ by (3.2). For any v ∈K, we compute
The last equality is a consequence of (2.1)-(2.2) and the fact that y(x) = ψ(x) meansŷ ⩽ ψ(x) and, consequently, y(x) =ψ(x).
Integrating by parts in the rst term of the above inequality, we get Proof. (i) By Lemmas 3.1 and 3.2, we may assume ψ = on ∂D. Then y n − ψ is in H (D) and may be used as test function in relation (2.9). We obtain
Then {y n } is bounded in H (D) and
We denote byy ∈ H (D) the weak limit of y n in H (D) on a subsequence and by Ω the limit of Ω n (again on a subsequence) in the complementary Hausdor -Pompeiu topology.
(ii) If we assume that {Ω n } is a family of open sets satisfying the uniform C property (i.e. the boundaries ∂Ω n can be locally represented as graphs of uniformly continuous mappings), then it is known that D \ Ω n → D \ Ω in the Hausdor -Pompeiu complementary metric too.
Let C ⊂ D \ Ω be any compact subdomain. Then C ⊂ D \ Ω n , for n ⩾ n C , by the Γ property of the HausdorPompeiu complementary convergence (see [26] ). By (3.4), we get
here we also use that the boundary of an open set of class C has zero Lebesgue measure, see [26] ). Take now any ρ ∈ C ∞ (Ω). Again by the Γ property, we have that supp ρ ⊂ Ω n for n ⩾ n ρ . Consequently, ρ may be used as test function on (2.9), for n ⩾ n ρ and we may let n → ∞. We obtain that
As supp ρ ⊂ Ω the integrals are in fact de ned on Ω and we obtain that
in the sense of distributions.
We also notice thaty − ψ ∈ H (Ω) sincey − ψ = a.e. in D \ Ω and domains of class C have the KeldyshHedberg stability property (see [26] ). This is related to the rst part in (2.3). We underline that for domains of class C, the usual trace theorems cannot be applied and the above relation on (∂Ω) ∩ D has to be carefully interpreted [26, Ch. 2] .
Finally, let Q ⊂ Ω be any compact subdomain. Again by the Γ-property of the Hausdor -Pompeiu complementary convergence for the open sets, we get Q ⊂ Ω n , for n ⩾ n Q . Then, y n (x) > ψ(x) for x ∈ Q, n ⩾ n Q . By y n →y strongly in L (D), we infery (x) ⩾ ψ(x) a.e. in Q. Consequently,y (x) ⩾ ψ(x) a.e. in Ω. The points on ∂Ω \ ∂D, are minimum points fory − ψ. Under C regularity assumptions, we obtain ∇ y − ψ = on ∂Ω \ ∂D, that is (2.3) is satis ed for D + = Ω.
Concerning relation (2.2), we consider again C as above and we notice that y n ⩽ ψ a.e. in C for n ⩾ n C , due to Step 3 in Algorithm 2.1. Then, we obtain (2.2) in C, due to the positivity of the penalized coe cient. One can pass to the limit (with n and C) in the sense of distributions.
for any p ⩾ . By the Sobolev theorem, we get y ∈ C (D) in arbitrary dimension. Regularity results for the solution of the variational inequality and for the free boundary may be found in [20] and [22] . This justi es the regularity assumption.
Remark 3.2. The above argument shows that the sequences constructed in Algorithm 2.1 have accumulation points. Under supplementary assumptions, the limit point gives the solution of (2.1)-(2.4). The algorithm has a constructive character both for the functions and the geometry.
. Parabolic case

We discuss rst Algorithm 2.2. Denote byŷ ∈ W , ( , T; L (D)) ∩ L ( , T; H (D)), the unique solution of the linear parabolic equation
, that isψ has null traces on ∂D; and let 
due to (3.10), (3.9).
The last equality in (3.11) comes from the remark that y = ψ ⇒ŷ ⩽ ψ ⇒ y =ψ as a pointwise relation valid a.e. on the coincidence set associated to (2.18). Then, the last equality in (3.11) is a consequence of the formulation of (2.16) as a complementarity relations problem. Remark 3.3. By Lemma 3.3, we may assume that the obstacle ψ has null traces on ∂D. Notice thatψ doesn't satisfyψ ∈ L ( , T; H (D)) but this is not important in the sequel. T; H (D) ). Moreover, if y is the solution of (2.14), (2.16), (2.17), then y ⩽ y a.e. in [ , T] × D and
Proof. In Step 2 of Algorithm 2.2 we multiply the equation by
since the last term on the left-hand side of the equation, multiplied by (y n − ψ), is positive. The rst integral in (3.12) may be written as
Combining (3.12), (3.13) we get
In (3.12), (3.13), we have neglected the positive and bounded term
where C is independent of n. We x t = T in (3.14) and taking into account the de nition of Q n , we get
due to the form of β ε n (⋅).
We have the inequality:
In (3.16), we use β ὔ ε n (r)r = β ε n (r), for all r ∈ ℝ (it is valid for r = as well, although in r = , β ε n has just two nite lateral derivative) and the de nition of the concave subdi erential since β ε n is a concave continuous function.
By (3.16) and Step 2 of Algorithm 2.2, we infer 
On a subsequence, we may assume that For Algorithm 2.4, we establish the following properties.
Proposition 3.2. (i) The sequence {y
with respect to n (and weakly convergent on a subsequence).
Proof. (i) Notice that by the de nition of ε (that ensures the equation in Step 2 of Algorithm 2.4 to be piecewise linear), it may happen that y k+ n = in certain points, but ε (y k+ n ) ̸ = in that points. However, ε remains a sublinear mapping.
Multiplying the equation by y k+ n and integrating by parts, we infer {y k+ n } bounded in H (D) with respect to n as claimed.
Under the supplementary L p (D) assumptions, the conclusion follows by the L p (D) theory for elliptic variational inequalities, using induction with respect to k (the boundedness constant may depend on k) and the sublinearity of ε . One may take subsequences with y k+ n → y k+ weakly in W ,p (D).
(ii) If the convergence is valid on the whole sequence, weakly in W ,p (D), p > d, then y k+ n (x) → y k+ (x) uniformly in D, for n → ∞, without taking subsequences. One can pass to the limit in the de nition of ε and ε (y k+ n (x)) → ε ( y k+ (x)). Then, by Step 2 of Algorithm 2.4, we get the conclusion.
Remark 3.5. We write y k+ = y k+ . A similar property may be stated in connection with Proposition 3.1 as well.
Remark 3.6. On a subsequence, we may assume that lim n→∞ y k+ n = y k+ . However, it is not clear how to pass to the limit in ε (y k+ n ) since y k+ n− may be (in principle) convergent on a di erent subsequence and to a di erent limit. However, in the numerical experiments, the test in Step 3 of Algorithm 2.4 is ful lled, that is {y k+ n } and {y k+ n− } have the same limit. Denote it by y k+ ∈ H (D). By passing to the limit, it would satisfy the equation (3.21). The analysis of (3.21) for k → ∞ and ε → is known (see [10, 33] ).
Numerical tests
We have used the software FreeFem++ v 3.12 (see [15] ). 
. Elliptic case
Test 1. We use Algorithm 2.1 for solving (2.5)-(2.6). We set D = (x , x ); x + x < . The obstacle ψ is given by the formula
We notice that ψ is not continuous, but the method still works. Let f ∈ L (D) be given by
, otherwise.
The mesh has 109898 triangles and 55350 vertices, and we use the xed penalization parameter ε n = − . The stopping test was
Starting from D \ Ω = ⌀, the history of error of computed solution between two consecutive iterations is presented in Table 1 .
After iterations the relative error no longer changes. The coincidence set and the computed solution are shown in Fig. 2 . The convergence order in this example is superlinear (see [29] ).
We have tested the stability of the algorithm when f , the right-hand side in (2.5), is perturbed by δf : D → ℝ de ned by 
for k ∈ { , , , , }. We denote the computed solution of (2.5)-(2.6) with the right-hand side f and f + δf by y h and y h + δy h , respectively. The notation doesn't take into account the (nonlinear) dependence on k, for simplicity of writing. We observe that the second column of Table 2 is bounded, which shows that the convergence property proved in Theorem 3.1 is satis ed in this example. Similar comment for the third column in Table 2 . Moreover, the coincidence set associated to the perturbed solutions cannot be distinguished graphically from the unperturbed one represented in Fig. 2 at the left.
Test 2. In [5], a level set method with arti cial time variable is discussed which approximates the steady obstacle problem. We consider the second and the third examples from [5] . Since the considered boundary data are very close to the given obstacle (just slightly di erent in certain parts of the boundary) nding the coincidence set becomes a rather di cult task. 
We set f(x) = − and ψ(x) = , for all x ∈ D. We solve the problem (2.5), but we impose nonhomogenous boundary conditions
Also, at Step 2 of Algorithm 2.1, the solution of the linear elliptic equation has nonhomogenous boundary conditions. We use a mesh of 4874 triangles, 2555 vertices, the tolerance for the stopping test tol = − and the penalization parameter is ε n = .
. Algorithm 2.1 stops after 4 iterations if c = . In [5] , the parameters c = , c = . are used, but in our algorithms the round-o errors in uence the result if c < .
Test 2.2. The domain D for the third example from [5] is a segment of a circle with radius 1, opening angle π/ and center ( , ). As in Test 2.1, we set f(x) = − and ψ(x) = . We solve the problem (2.5), but we impose nonhomogenous boundary conditions
otherwise. We use a mesh of 4278 triangles, 2230 vertices, the tolerance for the stopping test tol = − and the penalization parameter is ε n = .
. The coincidence set and the computed solution are presented in Fig. 4 . The boundary function g takes strictly positive values on the circular boundary, but close to the corners, g takes very small values, for example for x = . , g is of order − . For this reason, the computed coincidence set contains the parts of the circular boundary close to the corners. The value of the parameter c = . and the numerical results are comparable with [5] .
The number of (arti cial) time advancing iterations for the level set method from [5] is greater than , see Fig. 3f 
We have used the tolerance for the stopping test tol = − in Algorithm 2.3 and tol = N × − in Figure 5 . Test 3. The free boundary position at t = . , t = . , t = . , t = .
(from the exterior to the center). 
We have applied Algorithm 2.4 with a mesh of 85030 triangles and 42866 vertices, the mesh size is h = .
, the tolerance for the stopping test tol = − and a xed penalization parameter ε n = − , for all n ∈ ℕ.
The error between the exact and the calculated solution for the time step ∆t = . and the number of
The results indicate in this example that, at each time step, Algorithm 2.4 converges linearly.
Test 5. Two-dimensional Black-Scholes equation.
We consider an example from [30] with application tonance, the two-asset American put option: the right (not the obligation) to sell assets at a xed price (exercise or strike price), before a given date (expiry date). 
The value of the option
where
while T is the expiry or maturity date, S i is the value of the i-th asset, i = , , ρ ∈ [− , ) ∪ ( , ] is the correlation of two assets, r is the risk-free interest rate, σ i is the volatility of the i-th asset, δ i represents the dividend of the i-th asset. The payo function is
+ which corresponds to the American min-put contract, where K > is the strike price. Other payo functions for two or more assets are discussed in [8] . This parabolic obstacle problem with terminal condition at t = T, can be rewritten as a parabolic problem with initial condition at t = and constant coe cients by a change of variables S i = e x i , τ = T − t. Integrating by parts, we get for all w ∈ H ( , L)
We use the right-hand side of the above equality for solving the parabolic problem by Algorithm 2.3. The numerical parameters are: L = H = . , T = , K = , r = . , δ = δ = . , σ = σ = . , ρ = . .
We have applied Algorithm 2.3 with a mesh of 47918 triangles and 95034 vertices, the mesh size is h = . / , the time step ∆t = . , the tolerance for the stopping test tol = − and a xed penalization parameter ε n = − , for all n ∈ ℕ. The convergence is very fast. At the rst time step Algorithm 2.3 nds g , g after n = iterations and the solution V after n = iterations, but after k = time steps, the boundary conditions g , g are computed in n = iterations and the value of the option V is obtained in n = iterations.
We used a xed mesh. Since the obstacle is non-smooth, some noise appears at the diagonal of Fig. 10 . Mesh adaptation techniques are employed as in [31] and in [1] .
Our numerical results in this example are comparable with the augmented Lagrangian method (ALM) [11] . It is known [37] that ALM is superior to linear penalty methods or Lagrangian methods and comparable with the primal-dual active set algorithm applied to elliptic [17] or parabolic obstacle problems [18] .
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