It is well-known that solutions to the basic problem in the calculus of variations may fail to be Lipschitz continuous when the Lagrangian depends on t. Similarly, for viscosity solutions to time-dependent Hamilton-Jacobi equations one cannot expect Lipschitz bounds to hold uniformly with respect to the regularity of coefficients. This phenomenon raises the question whether such solutions satisfy uniform estimates in some weaker norm.
Introduction se:intro
The object of this paper is the regularity of solutions to the Hamilton-Jacobi equation u t (x, t) − Tr a(x, t)D 2 u(x, t) + H(x, t, Du(x, t)) = 0 in R N × (0, T ) (1) intro:HJ2
where H and a will be assumed to satisfy the following hypotheses:
• there are real numbers q > 2, δ > 1 and η ± ≥ 0 such that 1 δ |z| q − η − ≤ H(x, t, z) ≤ δ|z| q + η + ∀(x, t, z) ∈ R N × (0, T ) × R N ; (2) intro:GrowthCo
• a = σσ * for some locally Lipschitz continuous map σ : (x, t) → σ(x, t), with values in the N × D real matrices (D ≥ 1), such that σ(x, t) ≤ δ for all (x, t) ∈ R N × (0, T ).
We note that no initial condition is needed for our analysis, nor convexity of H in Du.
For a given viscosity solution u of (1), the kind of regularity properties we are interested in are uniform continuity estimates in (x, t) that do not depend on the smoothness of coefficients but just on the constants that appear in (2) , and on the sup-norm of u. Another important feature of our approach is that the above equation will not be assumed to be uniformly parabolic. Indeed, it will be allowed to degenerate to the point of reducing to the first order equation in which case we will just require q > 1 in (2) . The typical form of our results ensures that any bounded continuous viscosity solution u of (1) where p is the conjugate exponent of q, and θ > p depends only on the aforementioned constants. The above result may take a specific form according to the problem we will consider. For instance, for second order equations we suppose that the Hamiltonian H is super-quadratic (q > 2), whereas for problem (3) we just need super-linear growth (q > 1). Moreover, for both first and second order problems we can also give a local version of our result, that is, an estimate that applies to solutions in an open set O ⊂ R N x × R t . In order to better understand the problem under investigation it is convenient to start the analysis with first order equations. In this case, when H(x, t, z) is convex in z, the viscosity solutions of (3) can be represented as value functions of problems in the calculus of variations. Consequently, the regularity of u is connected with that of minimizers. As is well-known, minimizers are Lipschitz continuous in the autonomous case (see [8] , [2] , [10] , [12] ), so that solutions turn out to be locally Lipschitz when H = H(x, z). On the other hand, for nonautonomous problems, the Lipschitz regularity of minimizers is no longer true as is shown in [1] , and (4) is the optimal Hölder estimate that can be expected, see the example in section 5.1 and Remark 5.6 of this paper. A class of nonautonomous first order problems for which such an estimate can be obtained is studied in [7] . Unlike the above references, however, our present results do not require H to be convex in z.
As for second order problems, Hölder regularity results for solutions of uniformly parabolic equations have been the object of a huge literature for both linear and nonlinear problems. However, very few results can be found in connection with the present context, where we drop uniform parabolicity and allow for unbounded Hamiltonians. In the stationary case, Lipschitz bounds for solutions of uniformly elliptic equations with a super-quadratic Hamiltonian were obtained in [18] . More recently, Hölder estimates have been proved in [6] for viscosity subsolutions of fully nonlinear degenerate elliptic equations with super-quadratic growth in the gradient.
Our work is mainly motivated by homogenization theory, where such uniform estimates are necessary to study the limiting behavior of solutions and/or to prove the existence of correctors (see, e.g., [20] and [22] ). For instance, estimate (4) could be applied to equations of the form u ǫ t (x, t) − Tr a x, t, x ǫ , t ǫ 2 D 2 u ǫ (x, t) + H x, t, x ǫ , t ǫ 2 , Du ǫ (x, t) = 0 where a(x, t, ·, ·) and H(x, t, ·, ·, z) are periodic in R N × R. A brief comment of the structure of the proof is now in order. Our reasoning involves three main steps:
1. construction of suitable arcs along which super-solutions exhibit a sort of monotone behavior;
2. one-sided Hölder bound for sub-solutions;
3. application of a weak reverse Hölder inequality result.
Let us be more specific on the above points in the simpler case of first order equations. Our first step consists in showing that, if u is a super-solution of (1), then for any point
for some constant C > 0. Second, using Hopf's formula, we obtain the following one-sided bound for any sub-solution u of (1):
So, choosing y = ξ(t) in (6) and combining such an estimate with (5), we derive
which yields, in turn, the weak reverse Hölder inequality
Observe that (7) is weaker than the classical reverse Hölder inequality used to improve the integrability of functions (see, e.g., [14] ). Nevertheless, we prove that,
for some exponent θ > p depending only on structural constants. Finally, we show that the above inequalities imply estimate (4) with exactly the same exponent θ.
One of the interesting aspects of our approach is that, using essentially the same ideas we have just described, we manage to study the second order problem (1) . As it should be clear from the above discussion, such a transposition requires a certain familiarity with some techniques that are typical of stochastic analysis. For instance, the role of ξ will be now played by the controlled diffusion process which satisfies dX t = ζ t dt + σ(X t , t)dW t , where W is a standard N dimensional Brownian motion and ζ is a p-summable adapted control. Moreover, the one-sided Hölder bound of step 2 will be recovered by the use of a suitable Brownian bridge. Furthermore, the stochastic version of our reverse Hölder inequality result will require
to yield the conclusion that
for some θ ∈ (p, 2). The outline of this paper is the following. In section 2 we fix notation and recall preliminaries from stochastic analysis, including the basic properties of Brownian bridges. Section 3 is devoted to weak reverse Hölder inequalities. Then, we present our main results: we study the Hölder continuity of solutions to first order equations in section 4, while second order problems are investigated in section 6 (for both problems we give a global and a local version of our results). In between (section 5), we discuss counterexamples to higher regularity.
Notation and preliminaries

se:preli
We denote by x · y the Euclidean scalar product of two vectors x, y ∈ R N and by |x| the Euclidean norm of x. For any x 0 ∈ R N and r > 0, we denote by B(x 0 , r) the open ball of radius r, centered at x 0 ∈ R n , and we set B r = B(0, r). Let D ≥ 1 be an integer. We denote by R N ×D the space of all N × D real matrices equipped with the following norm σ = Tr(σσ * ) , where σ * denotes the transpose of σ and Tr(A) the trace of A ∈ R N ×N . We denote by C(R N × [0, T ]) the space of all continuous functions u :
It is well-known that d S is a Lipschitz function of constant 1. 
. Let now (Ω, F , P) be a stochastic basis, i.e., a measure space where P is a probability measure. We denote by L p (Ω × [a, b]; R N ) the space of all measurable functions (with respect to the product measure) ξ : Ω × [a, b] → R N , again suppressing the arrival set when N = 1. In all the above cases, we denote by ξ p the standard L p -norm of ξ. Let (F t ) be a filtration on Ω. We denote by L p ad (Ω× [a, b] ; R N ) the space of p-summable stochastic processes, adapted to (F t ).
We will repeatedly use, in the sequel, the following classical estimate for solutions of the stochastic differential equation 
, and let Y be a solution of (8) . Then, for every r ∈ (0, p] there is a positive constant C(r) such that 
where C(r) = 2 [r−1] + (notice that r may be < 1). Moreover, by the Burkholder-DavisGundy inequality and the bound on σ,
The conclusion follows combining the above estimates.
Let us finally recall some properties of Brownian bridges, which are one of the main ingredients of our method.
ianBridge Lemma 2.2 Let p ∈ (1, 2) and let σ :
) and
Following [13] , (Y t ) is called a Brownian bridge between (y, 0) and (x, T ). Estimate (10) can be found, e.g., in [19] . We give a proof of Lemma 2.2 for completeness.
Proof: Without loss of generality, we can assume that x = 0. Having fixed α ∈ (1−1/p, 2) (for instance α = 3/4 + 1/(2p)), let Y t be the solution to
We claim that
and that (10) holds for ζ t . = − α Y t /(T − t). Indeed, let
Then Z 0 = y = Y 0 and
Hence, Z t = Y t by uniqueness. Equality (11) also implies that Y T = 0 (P a.s.). Let us now show that (10) holds. We have
the second estimate above being justified by the Burkholder-Davis-Gundy inequality.
Weak reverse Hölder inequalities se:holder
Though sharing the same flavor of most results of common use, the following reverse Hölder inequality lemma, obtained in [7] , exhibits important differences in both assumptions and conclusion. Since this is absolutely essential to our approach, we will give a new proof of it which exploits a technique due to [11] .
RevHolde Lemma 3.1 Let p > 1 and let φ ∈ L p (a, b) be a nonnegative function such that
for some constant A > 1. Then, there are constants θ = θ(p, A) > p and C = C(p, A) ≥ 0 such that
To complete the proof it remains to dispose of assumption (14) . For any τ ∈ (0, 1], set
Then, φ τ is bounded near 0 and φ τ ∈ L p (0, 1). We claim that (12) is still true for φ τ . Indeed, this is obvious if t ∈ [0, τ ]. On the other hand, for any t ∈ (τ, 1],
Therefore, owing to the first part of the proof,
Letting τ → 0 + gives (13) .
We now give an adaptation of Lemma 3.1 that will be used in what follows.
for some constants A > 1 and B ≥ 0. Then, there are constants
. In view of (18), we have
for every t ∈ [a, b). Therefore, Lemma 3.1 applied to ψ yields-after a change of variablethe existence of constants θ > p and C ≥ 0, depending on A and p only, such that
The proof can now be completed noting that
We conclude this section with a generalization of Lemma 3.1 to stochastic processes, which will be needed to study second order problems.
em:RevHol Lemma 3.4 Let (Ω, A, P) be a probability space. Let p ∈ (1, 2) and let ξ ∈ L p (Ω × (a, b)) be a nonnegative function such that
for some positive constants A and B. Then there are constants θ = θ(p, A) ∈ (p, 2) and
Proof: Under the extra assumption that ξ t is bounded (P a.s.) for a.e. t near a, say for a.e. t ∈ (a, t 0 ), let us define
Then, for any θ ∈ (p, 2), Hardy's inequality (15) yields
Owing to assumption (20), we have
Now, taking the expectation of both sides of (21) and chaining the resulting estimate with (22) we obtain
By Hölder's inequality and (23), we have, for all t ∈ (a, b],
which in turn implies the conclusion. Finally, our extra assumption that ξ t is bounded near a can be removed arguing as in last part of the proof of Lemma 3.1.
First order equations
se:first
In this section we shall be concerned with the first order Hamilton-Jacobi equation
where
The data H and u will be assumed to satisfy the following hypotheses:
for some constants q > 1, δ > 1 and η ± ≥ 0;
bounded continuous viscosity solution of (49).
Moreover, we shall denote by p the conjugate exponent of q, i.e.,
and we shall fix a constant M > 0 such that
In what follows, a (universal) constant is a positive number depending on the given data q, δ, N, η ± and M only. Universal constants will be typically labeled with C, but also with different letters (e.g., θ, A, . . . ). Dependence on extra quantities will be accounted for by using parentheses (e.g., C(r) denotes a constant depending also on r).
be a viscosity solution of (24) satisfying (26). Then there is a universal constant θ > p such that, for any τ ∈ (0, T ],
and some constant C(τ ) > 0.
Remark 4.2
The main point of the above theorem is that estimate (27) holds uniformly with respect to H and u, as long as conditions (25) and (26) hold true. In particular, C(τ ) is independent of the continuity modulus of H.
Proof of Theorem 4.1
Let us set
We begin the analysis with a kind of optimality principle for super-solutions.
The requested arc will be provided by an approximation procedure. Let (x,t) ∈ R N × (0, T ]. For any positive integer n let us set
n}) .
We shall first construct a finite set of points (x k ) n k=0 such that x n =x and
with C + given by (30). Having set x n =x, we proceed as follows to construct x k−1 from x k that we assume given for some k ∈ {1, . . . , n}. Let v k be the viscosity solution of
As is well-known, v k is given by Hopf's formula
where H * + is the convex conjugate of H + , i.e.,
with C + given by (30). Since u is a super-solution of (32), the comparison principle yields
In particular, for t = t k , we obtain that, for some point
The construction of (x k ) n k=0 can thus be completed by finite backward induction. Next, for any positive integer n, let ξ n : [0,t] → R N be the piecewise linear interpolation of the above set (x k ) n k=0 such that ξ n (t k ) = x k for any k = 0, . . . , n. We note that (31) can be rewritten as
Summing up the above inequalities gives
Then, there is a subsequence of (ξ n ) n∈N which weakly converges in W 1,p ([0,t]; R N ) (hence converges uniformly) to some limit arc ξ which satisfies ξ(t) =x. Passing to the limit in (33) for such a subsequence gives (29).
re:bound Remark 4.4 Observe that, owing to (26), for any arc ξ which satisfies (29) we have
We now turn to the analysis of sub-solutions of
Proof: Letv be the viscosity solution of 
Since u is a sub-solution of (37), by comparison
for all (y, s) ∈ R N × (t, T ), as desired.
Next, we derive a weak reverse Hölder inequality for the arcs that satisfy (29).
Lemtoto2 Lemma 4.6 Let:
be a viscosity sub-solution of (35) satisfying (26);
be an arc satisfying (29) withx = ξ(t).
Proof: Let t ∈ [0,t). By Lemma 4.5,
Combining (29) with the above inequality we obtain
which in turns implies (39).
In view of the above results, Lemma 3.3 yields the following.
be a viscosity solution of
, satisfying the end-point condition ξ(t) =x and inequality (29), and a constant θ > p, depending only on q and δ, such that
for some constant C(τ ) ≥ 0.
Proof: First observe that, owing to (25), u is a super-solution of (28) and a sub-solution of (35). Then, Lemma 4.3 can be applied to construct an arc ξ satisfying (29) together with ξ(t) =x, while Lemma 4.6 ensures that (39) holds true for C 0 , C 1 given by (40). So, Lemma 3.3 implies the existence of constant θ > p and C 3 > 0, depending only on
. Using the definition of C 0 , C 1 and upper bound (34) for ξ p yields (42).
Proof of Theorem 4.1 :
We will obtain two Hölder estimates in space and time, respectively, each of which will be uniform in the other variable.
Space regularity. Fix τ ∈ (0, T ]. Lett ∈ [τ, T ] and let x,x ∈ R N , x =x. From Lemma 4.5, u(x,t) is bounded from above by
for all t ∈ [0,t). Taking, in such an expression, y = ξ(t), where ξ is the arc provided by the conclusion of Corollary 4.7, yields, owing to (29),
for every t ∈ [0,t), where η = η − + η + . Therefore, since
on account of (42), we obtain
for some new constant C(τ ) > 0. On the other hand, the above inequality is trivial for |x − x| ≥ min{1, τ 1−1/θ } since u is bounded. Moreover, the reasoning is symmetric with respect to x andx. So, we have shown that
Time regularity. Letx ∈ R N and let τ ≤ t <t ≤ T . Applying Lemma 4.5 at x =x = y, we obtain
To estimate the above left-hand side from below, let ξ be as in the first part of the proof. Then, owing to (29),
On the other hand, in view of (44) and (42),
(47) eq:thol_2
Combining (46) and (47) we conclude that
Since (θ − p)/θ < 1, recalling (45) we finally get
The conclusion follows from (44) and (48).
Local regularity for first order equations
The Hölder regularity result of the previous section can be given a "local version", that is, a form that applies to solutions of the first order Hamilton-Jacobi equation 
for some constants q > 1, δ ≥ 1 and η ± ≥ 0. Recall that p is conjugate to q, and set Proof: Let ρ > 0 be fixed and let (x,t) ∈ O 4ρ . In order to simplify notation, we will assume that ρ ≤ 1/4,x = 0, andt = 2ρ. Clearly, this implies no loss of generality. Set T = 4ρ and note that
Again without loss of generality, we can and will assume that the Hamiltonian has been extended to R N x × R t × R N , and that such an extension (still labeled by H) coincides with the original Hamiltonian on B 4ρ × (0, T ) and satisfies (25) on the whole space with the same constants that appear in (50).
Step 1: Let us show that there is a universal constant α > 0 such that, for any (x,t) ∈ B 2ρ × (0, T ), there is an arc ξ ∈ W 1,p ([0,t]; R N ), with ξ(t) =x, satisfying
, where C + is defined by (30).
Proof: Let φ(x) = φ(|x|) be a smooth function defined on
4ρ . Since φ is a trivial super-solution of (28), the functionū :
is also a super-solution of (28) satisfying, thanks to (26),ū ≡ u in B 3ρ × (0, T ). So, applying Lemma 4.3 toū we deduce that for any (x,t) ∈ B 2ρ × (0, T ) there is an arc
Moreover, recalling Remark 4.4,
since ρ ≤ 1/4. So, by Hölder's inequality,
(55) eq:taillexi Therefore, taking
inequalities (54) and (55), combined with the fact thatū = u in B 3ρ × (0, T ), give (52) and (53).
Hereafter we will assume, without loss of generality, that ρ > 0 is such that αρ p/(p−1) < ρ .
Step 2: Let (x,t) ∈ B 2ρ × (ρ, T ). We will show that there exists universal constants θ > p and C > 0 such that, if ξ is an arc in W 1,p ([0,t]; R N ) satisfying (52), (53) and ξ(t) =x (as in Step 1), then
Moreover, for any (x, t) ∈ B 3ρ × [0,t) and y ∈ B 3ρ ,
where C − is defined by (36).
Proof: Let φ be a function as in Step 1 such that Dφ ∞ ≤ C/ρ for some universal constant C. Then, −φ is a stationary sub-solution of
4ρ × (0, T ) . Note that u is a sub-solution of (58) such that u = u in B 3ρ × (0, T ), because u is a sub-solution of (58) and |u| ≤ M in B 4ρ × (0, T ). Let us now apply Lemma 4.6 to u, (x,t) and ξ: since u = u in B 3ρ × (0, T ), ξ satisfies
we have
for some constants C 0 = (η + + η − )/C + = C ′ 0 /ρ q and C 1 = δ 2p/q > 1. Then, by Lemma 3.3, we obtain the existence of universal constants θ > p and C ′′ > 0 such that
for some universal constant C. Estimate (56) follows from the above inequality. Moreover, u being a sub-solution of (58), Lemma 4.5 ensures that
57) follows for some constant C.
Step 3: We can now complete the proof of Theorem 4.8. Space regularity: Lett ∈ [ρ, T ], let x,x ∈ B 2ρ be such that x =x, and let ξ be the arc of Step 1. Taking t ∈ [t − αρ p/(p−1) ,t) and y = ξ(t) in (57) yields
for some universal constant C ′ . Hence, in view of (56),
Now, suppose |x − x| < α (θ−1)/θ ρ. Then there is a number t ∈ [t − αρ p/(p−1) ,t] such that
So, owing to (59),
for some new universal constants C ′′ , C ′′′ > 0. Therefore,
Time regularity: Letx ∈ B ρ and ρ ≤ t <t ≤ T . Applying inequality (57) at x =x = y, we obtain u(x,t) − u(x, t) ≤ C ρ
To estimate the above left-hand side from below, let ξ be given by Step 1. Then
Arguying as in the first step, we can choose a universal constant β ∈ (0, α) such that
Then, using the space regularity estimate we have just shown and (56), we obtain
Remark 4.9 A simple analysis of the above proof allows to compute the dependence on ρ of the constant in (51) as follows
for all (x, s), (y, t) ∈ O ρ such that |x − x| ≤ kρ and |t − s| ≤ kρ p p−1 , where C, k > 0 are universal constants.
Examples se:exa
In this section we investigate two questions naturally arising from Theorems 4.1 and 4.8. First, one may wonder whether the solutions of (49) satisfy stronger a priori estimates than (51), independent of the regularity of H. We address such a question with an example showing that uniform Lipschitz estimates cannot be expected even for a simple HamiltonJacobi equation in one space dimension. Second, one may ask if the local Hölder estimates for solutions in an open domain can be extended up to the boundary. Surprisingly-and in stark contrast to the stationary setting (see [6] )-this is not the case: we will exhibit a solution of a first order Hamilton-Jacobi equation with constant coefficients which turns out to be discontinuous at the boundary of the domain.
Counterexample to Lipschitz continuity ample_Lip
The following example is inspired by [1] . In particular, Lemma 5.1 and Proposition 5.2 could also be deduced from the results of the above paper.
Let us fix γ ∈ (2 − √ 2, 1) and define
Proof: Let t ∈ [0, 1) and define
Let us observe, first, that X t (h) < 0 for h > 0 small enough, since lim h↓0 X t (h)/h < 0. In order to obtain that X t (h) < 0 for every h ∈ (0, 1 −t], let us show that X t (·) is decreasing. Indeed, for any h ∈ (0, 1 − t],
.
Since y 2 − 4y + 2 < 0 for every y ∈ (2 − √ 2, 1], X ′ t (h) < 0 owing to (61). Now, define
where G is a real number such that
Let us consider the functional Proof: To begin with, let us note that the minimum in (63) does exists owing to well-known existence results for functionals with lower semicontinuous data (see, e.g., [4, section 3.2]). So, let ξ * be a solution of (63) and observe that ξ * (1) = 1 since otherwise
Now, suppose that the open set {t ∈ (0, 1) : ξ * (t) = ξ 0 (t)} is nonempty and let (t 1 , t 2 ) be a connected component of such a set. Then, ξ * (t i ) = ξ 0 (t i ) for i = 1, 2. Define
Then ξ 1 ∈ W 1,2 ([0, 1]) satisfies ξ 1 (0) = 0 and ξ 1 (1) = 1. Moreover, in view of Lemma 5.1,
in contrast with the optimality of ξ * . Therefore, ξ * ≡ ξ 0 and the proof is complete.
Let us now fix two sequences
of continuous functions such that
For instance, one can take
Define, for all n ∈ N,
pr:exe1 Proposition 5.3 For every n ∈ N let ξ n be a solution of the variational problem
, we can assume, without loss of generality, that (ξ n ) n weakly converges to some limit
in view of the monotonicity of a m and g m . Therefore, recalling (66),
owing to the lower semicontinuity of J n . Since, by monotone convergence,
. But we know that ξ 0 is the unique solution of (63). So, ξ * = ξ 0 as requested.
Since ξ 0 is just Hölder continuous with exponent γ, and ξ n → ξ 0 uniformly in [0, 1], the above result implies that (ξ n ) n cannot be equi-Lipschitz.
pr:nolip Proposition 5.4 Let 0 < τ < 1. Then the sequence of (value) functions
Proof: Let 0 < τ < 1 and suppose u n is Lipschitz continuous in R × [0, τ ], with the same constant K ≥ 0 for every n ≥ 1. Let ξ n be as in Proposition 5.3. Then the optimality principle ensures that
Therefore,
The above inequality in turn implies that |ξ n (t)| ≤ c(K)t for every t ∈ (0, τ ], uniformly for n ≥ 1, which is incompatible with the fact that ξ n → ξ 0 uniformly in [0, 1].
Since u n above is the (unique) viscosity solution of the corresponding Hamilton-Jacobi equation, from Proposition 5.4 we directly obtain the following corollary, which answers (negatively) the first question at the beginning of section 5.
co:nolip Corollary 5.5 For any integer n ≥ 1 let a n and g n be given by (64) and (65), respectively, and let u n be the viscosity solution of
Observe that the above equation is of the form (49), after the change of variable t → 1 −t, and satisfies condition (25) uniformly in n.
al_Holder Remark 5.6 A careful examination of the proof of Proposition 5.4 actually shows that no uniform Hölder bound can be true for (u n ) n on R × [0, τ ] with a Hölder exponent in the x variable (resp. t variable) greater than 1 − 1/ √ 2 (resp. 3 − 2 √ 2). Notice that such an optimal exponent is of the form (θ − 2)/(θ − 1) (resp. (θ − 2)/θ) for θ = 1 + √ 2 in agreement with (27).
Counterexample to boundary continuity
Our next example gives a negative reply to the second question raised at the beginning of section 5.
ex:bc Example 5.7 Let R + = (0, ∞) and consider the Hamilton-Jacobi equation
Assumption (25) is obviously satisfied with q = 2. Now, define u : O → R by
Then, u is a continuous function in O satisfying 0 ≤ u ≤ 1. Moreover, it is easily checked that u is a solution of the above equation in O \ Γ, where Γ is the arc of parabola
So, since u is locally semiconcave in O (see [5] for details), u is a viscosity solution of (68). On the other hand, u is discontinuous at (0, 1) ∈ ∂O because, for instance,
6 Second order equations se:second
In this section we are concerned with second order Hamilton-Jacobi equations of the form
is the Hessian matrix. The data will be assumed to satisfy the following hypotheses:
for some constants q > 2, δ > 1 and η ± ≥ 0 (super-quadratic growth);
• there exists a locally Lipschitz continuous map σ :
As before, a universal constant will be a positive number depending on the given data q, δ, M, η − , η + and N only. Recall that p is the conjugate exponent of q.
The main result of this section is the following Hölder estimate.
Then there is a universal constant θ > p such that, for every τ > 0,
and for some constant C(τ ) > 0.
As for Theorem 4.8, the main point of the above result is (72) holds true uniformly with respect to H and a, as long as conditions (70) and the bound |u| ≤ M are satisfied. In particular, θ and C(τ ) are independent of the continuity moduli of H and a.
Some preliminary results
For notational simplicity, we prefer to replace the forward equation (69) by the backward one
(which should be coupled with a terminal condition). Note that the change of variable t → T − t turns a solution of (69) into a solution of (73), provided a(x, t) and H(x, t, z) are replaced by a(x, T − t) and H(x, T − t, z).
Throughout this section we shall need to keep track of the constants η + and η − : indeed such a dependence is essential for the proof of Theorem 6.7. For this purpose, we will denote simply by C (or C 0 , C 1 ) constants which depend only on δ, M, p, T and N. Dependance with respect to τ and η ± will be made explicit by the use of parentheses.
Let us begin with some estimates for super/sub-solutions of (73).
, such that the solution to Proof: Let W be a D-dimensional Brownian motion on some probability space (Ω, A, P) and associated filtration (F t ). Throughout the proof, for any
Let n be a large integer, τ = 1/n and t k =t + k(T −t)/n for k ∈ {0, . . . , n} .
Let us fix an initial condition (x,t) ∈ R N × [0, T ]. We are going to build a control
for any k ≤ n − 1. For any k ≥ 1, let v k be the solution of (74), defined on the time interval [0, t k ], with terminal condition u(·, t k ). From a classical representation formula (see, for instance, [9] ) we have
Since u(·, t k ) is continuous, one can build, thanks to the measurable selection theorem (see [3] ), a Borel measurable map 
which concludes the proof.
for some universal constant C > 0.
Remark 6.4 In particular, if u is a sub-solution of the stationary equation
then inequality (81) implies that, for any x, y ∈ R N and any τ > 0,
for some universal constant C. Thus, choosing τ = |x−y| 2 yields u(x) ≤ u(y)+C |y−x| 2−p , that is, u is Hölder continuous. This way we can partially recover one of the results in [6] .
Proof: Let us fix t ∈ (t, T ). Let v be the solution of equation (80) with terminal condition u(·, t), and let (W t ) t≥t be a D-dimensional Brownian motion on some stochastic basis (Ω, F , P), with associated filtration (F t ) t≥t . Then, by a classical representation formula (see, e.g., [9] ),
where C − is the constant given by (36) and Xx ,t,ζ is the solution of (75). Owing to Lemma 2.2, we can choose ζ ∈ L p ad (Ω × [t, t]; R N ) so that Xx ,t,ζ is a Brownian bridge between (x,t) and (y, t) which satisfies
for some constant C depending only on p and δ. Since u is a sub-solution of (80), the comparison principle yields
for some new constant C (depending only on p and δ).
, and let X be the solution of (75). Then, for any x ∈ R N and t ∈ (t, T ), for some constants C 0 and C 1 (η ± ). Then, owing to Lemma 3.4, there are constants θ ∈ (p, 2) and C(η ± ) > 0 such that Time regularity : Let now t ∈ (0, T − τ ). Then, in light of (83),
Now, applying the space regularity result we have just proved, we obtain
Moreover, by Lemma 2.1,
Also, by Hölder's inequality and (84),
To derive the reverse inequality, one just needs to apply Lemma 6.3 with y =x to get
This leads to the desired result since 1 − p/2 > (θ − p)/θ.
Local regularity for second order equations
We will now obtain a local version of Theorem 6.1. Let O be a non-empty open subset of R N x × R t and consider the second order Hamilton-Jacobi equation is a super-solution of (86) which satisfiesū = u in B 3ρ × (0, T ), whereas
is a sub-solution of (87) such thatũ = u in B 3ρ × (0, T ).
Recall that, on account of Lemma 6.2, for every (x,t) ∈ R N ×(0, T ) there is a stochastic basis (Ω, F , P), a filtration (F t ) t≥t , a D-dimensional Brownian motion (W t ) t≥t adapted to (F t ), and a process ζ ∈ L p ad (Ω × [t, T ]; R N ) such that the solution X of (75) satisfies u(x,t) ≥ E ū(X t , t) + C + t t |ζ s | p ds −η + (ρ)(t −t) ∀t ∈ [t, T ] (88) IneqStochLoc with C + given by (30).
Step 1: Let (x,t) ∈ B 2ρ × (0, T ) and let X be as above. Then we claim that P[|X t −x| ≥ ρ] ≤ C(ρ)(t −t) (for |x −x| sufficiently small) we then obtain u(x,t) ≤ u(x,t) + C(ρ)|x −x| θ−p θ−1 .
Time regularity:
In view of (88) we have that u(x,t) ≥ E [ū(X t , t)] −η + (t −t)
for allt ∈ [0, T − ρ) and t ∈ [t, T ]. Sinceū and u are bounded functions that coincide on B 3ρ , recalling (89) we conclude that E [ū(X t , t)] ≥ E u(X t , t)1 Xt∈B 2ρ − MP[|X t −x| ≥ ρ] ≥ E u(X t , t)1 Xt∈B 2ρ − C(ρ)(t −t) p−1 .
We now need to three further estimates. First, observe that, owing to our space regularity result above, E u(X t , t)1 Xt∈B 2ρ ≥ E u(x, t)1 Xt∈B 2ρ − C(ρ) E |X t −x| So, combining all the above inequalities we obtain u(x,t) ≥ u(x, t) − C(ρ) (t −t) p−1 + (t −t) In order to show the reverse inequality, we just need to invoke Lemma 6.3: indeed, taking y =x we get u(x,t) ≤ u(x, t) + C(t −t) 1−p/2 +η − (ρ)(t −t) .
The desired result follows since 1 − p/2 > (θ − p)/θ.
