This article discusses the potential problems and currently available solutions in modeling powder-diffraction-based pair distribution function (PDF) data from systems where morphological feature information content includes distances in the nanometre length scale, such as finite nanoparticles, nanoporous networks and nanoscale precipitates in bulk materials. The implications of an experimental finite minimum Q value are reviewed by simulation, which also demonstrates the advantages of combining PDF data with small-angle scattering data. A simple Fortran90 code, DShaper, is introduced, which may be incorporated into PDF data fitting routines in order to approximate the socalled 'shape function' for any atomistic model.
Introduction
Finite material systems contain features and discrete boundaries of the order of tens of nanometres and thus may be considered as intermediate (in terms of structural length scale) between amorphous materials and crystalline materials. There has been growing interest in the use of powder-diffractionbased pair distribution function (PDF) analysis to study nanomaterials and nanoparticles in the past 15 years (see e.g. Dmowski et al., 2002; Hwang et al., 2002; Korsounski et al., 2003; Billinge & Kanatzidis, 2004; Cannas et al., 2004; Page et al., 2004; Petkov, 2005; Petkov et al., 2005; Michel et al., 2005; Chaudhuri et al., 2006; Gilbert et al., 2006; Chupas et al., 2007; Masadeh et al., 2007; Wang et al., 2013) . The method is gaining popularity in large part because the real-space representation of the Bragg and diffuse scattering data -the so-called 'total scattering data' -at least theoretically, provides access to all atom-atom correlations in a nanomaterial, allowing detailed whole-particle structure refinement (Neder & Proffen, 2008; Page et al., 2011) . This provides significant advantages over conventional crystallographic (Rietveld refinement) analysis of nanomaterials, where broadening of Bragg reflections in reciprocal space limits the accuracy of the approach (Billinge & Levin, 2007) .
Conventional PDF measurements produce normalized scattering data sets ½SðQ:
In this relationship, Q is the magnitude of the diffraction vector [Q ¼ ð4 sin Þ=, where is the scattering angle and is the wavelength of the incident radiation], f i is the coherent bound scattering length of atom i averaged over isotopes and spin states for neutron scattering (or is the atomic scattering factor of atom i for X-ray scattering), N is the total number of atoms, r ij is the distance between atoms i and j in a material, and L ¼ ðh f i 2 À h f 2 iÞ=h f i 2 (Keen, 2001; Egami & Billinge, 2013) . These data sets, prior to analysis, are often Fourier transformed into an atomistic pair distribution function (PDF), GðrÞ, which provides the distribution of interatomic pair-pair correlations at real-space distances in the material:
In this relationship, (r) is the atomic pair density, 0 ¼ N=V (the average number density), and 0 is the characteristic shape function or 'nanoparticle form factor', which accounts for any missing small-angle scattering information below Q min (Cargill, 1971; Farrow & Billinge, 2009; Mullen & Levin, 2011) . The atomic pair density distribution ðrÞ can be straightforwardly computed for all distances between atoms in an atomistic model as
This calculation enables comparison of simulated data from an atomistic model with experimental data in real-space modeling programs. However, a few modifications of the calculation are needed to account for instrument effects and the finite nature of information collected in Q space. In the case of nanoparticle samples, the experimental real-space data must also be corrected via a shape function [equation (2)]. Such a function can be calculated analytically as the selfconvolution of a specific shape, such as a sphere or cylinder, with itself (Guinier, 1963; Azaroff, 1968) . For example, the analytical form of the sphere shape function with diameter D and interatomic distance r is given by
If a simple shape is assumed, the effect of finite size on G(r) can be accounted for with the particle dimension(s) as fitting parameter(s) of a model (Howell et al., 2006; Gilbert, 2008) . This analytical function is used in the so-called 'small box modeling' program PDFgui , where models treated as infinite repetitions of a unit-cell description can be modified by a model parameter for spherical particle diameter. This approach is popular, in large part, because of its simple implementation; however, it precludes the description of surfaces, interfaces and morphology that may be described with discrete (whole-particle) modeling approaches. The DISCUS/DIFFEV modeling routines for whole-particle refinement provide an empirical option to fit a polynomial to shape function effects Korsunskiy et al., 2007; Page et al., 2011) . Regardless of implementation, all current methods for handling the effects in experimental data are approximate, require additional modeling steps or parameters, and preclude incorporation of atomistic structure in their generation. Efforts to combine PDF and small-angle scattering (SAS) data sets in nanomaterial refinements are emerging, demonstrating that more robust structural parameters can be obtained by combined analyses (Farrow et al., 2014; Gagin et al., 2014) . While the inclusion of SAS data in PDF standard reduction procedures would be ideal, it may not always be feasible. In particular, further development is needed to treat uncertainty, errors and absolute scaling between the two measurements (Mullen & Levin, 2011; Gagin et al., 2014) . As such, approximations in the same manner as those currently in use by the community (analytical model or polynomial fit) have merit. The biggest drawback to these approaches is their tenuous grasp on the physical characteristics of the atomistic model they mean to describe. More flexible and accurate approaches are desirable.
In this contribution we review via simulation how the minimum Q value (Q min ) used in the generation of the experimental PDF is responsible for the emergence of a 'shape function' effect in the real-space representation. We present a new tool, DShaper, that directly calculates shape functions from atomistic models in PDF fitting routines. We demonstrate a wide variety of derived shape functions, compare the use of various real-space convolution functions, and provide an example modeling routine incorporating DShaper. A link for the program download is provided, along with example scripts for use directly in DISCUS package modeling routines for nanomaterial studies (Proffen & Neder, 1997; Neder & Proffen, 2008; Page et al., 2011) .
Implications of a finite Q range
While the real-space representation and the Q-space representation of a system contain the same information content, the specifics of how one transforms between them can be the source of some confusion. S(Q) is a function describing the frequencies of sine waves in a Fourier series which, if fully expressed, would reconstruct the real-space PDF. Experimental scattering measurements inherently sample a finite region of Q space, thus having an associated Q min , Q max and binning in Q space (ÁQ). Measurement data are additionally affected by instrument-specific and Q-dependent resolution functions related to source and instrument geometry characteristics (often referred to as the instrument resolution function). The effects of these experimental factors on the generated real-space G(r) have been discussed in a number of contributions and are accounted for in various ways in either data reduction or data modeling algorithms (Tucker et al., 2001; Peterson et al., 2003; Qiu et al., 2004; Jeong et al., 2005; Egami & Billinge, 2013) . The effect of a data set's Q min on the generated G(r) data remains less well understood, though it was described by Cargill in 1971 and visited in more detail in recent years (Farrow & Billinge, 2009; Mullen & Levin, 2011) . Here we briefly describe and graphically present the effect of an experimental Q min and the emergence of the shape function in real-space data.
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In nanomaterials, the total information content required to fully describe a system can often be considered on two length scales, that describing typical atom-atom pair distances (of the order of å ngströ ms to nanometres) and that attributed to the finite bounds of the nanoparticle (of the order of tens to hundreds of nanometres). When it comes to finite nanomaterials, a significant fraction of the scattering length scale is not explicitly measured by conventional total scattering instruments (low-Q information below an instrument's Q min ). Once the measured scattering intensity is Fourier transformed into a G(r), the absence of long-length-scale information content is expressed as a characteristic bend, or shape function, in the otherwise flat data. One method of calculating the shape function for any given atomistic model, which we refer to in this contribution as the Debye scattering approach (Debye, 1915) , involves calculating the ideal nanoparticle PDF and Fourier transforming this result to yield the normalized total scattering function, FðQÞ ¼ Q½SðQÞ À 1, from 0 to Q max . A shape function can then be calculated by Fourier transforming this function from 0 to Q min , or a PDF can be generated without a shape function by transforming this F(Q) from Q min to Q max (Farrow & Billinge, 2009 ). The former process is mathematically a top-hat function (with width equal to Q min ) applied to the total scattering data prior to real-space transformation.
To demonstrate the effect of a finite Q range, we have utilized simulated data sets, including the scattered intensity normally only accessible to SAS measurements (Q < 0.5 Å À1 ), using the Debye scattering equation for a 20 Å -diameter spherical face-centered cubic (f.c.c.) metal structure obtained by Wyckoff (1963) and completed a fast-Fourier transform of data according to equation (2), all within the DISCUS software suite (Proffen & Neder, 1997) . To demonstrate the effect Q min plays on the calculated G(r), we generate a series of profiles from this pristine F(Q) with increasing values of Q min and, thus, decreasing amounts of total scattering information, as shown in Fig. 1 . As one can see, prior to exceeding the SAS data region, the change of Q min has no strong effect on the resultant G(r). By stark contrast, once Q min moves beyond this region (at a point of Q min > /10 Å À1 ), the characteristic dip of a shape function emerges in the real-space data. This can be directly understood as the sudden loss of contributions from the information contained in the SAS data (Cargill, 1971; Farrow & Billinge, 2009; Mullen & Levin, 2011) .
We have illustrated that the presence of a shape function in G(r) representations of PDF scattering data is caused by the absence of low-Q signal required to correctly represent the real-space description of nanoscale systems. In this context, we introduce the DShaper tool to incorporate shape function effects directly from atomistic model calculations during modeling routines. Our simulation additionally demonstrates that if we had experimental data spanning the full range of scattering [as may be possible by combining SAS and total scattering measurements, or by collecting data on an instrument with extended Q coverage such as NIMROD at ISIS (Bowron et al., 2010) ] shape function corrections would not be needed for atomistic modeling of materials. Shape functions would still be needed to adjust a crystalline (unit-cell-based) model to match intensity of nanomaterial data at high r.
DShaper
We have developed an approach to approximate the shape function for total scattering data directly and efficiently from a finite (complete) atomistic model of any given shape. An implementation of this approach, called DShaper, is available at GitHub as DShaper.f90 (https://github.com/DanOlds/ DShaper). DShaper is written in Fortran90 and requires no external libraries to compile. For the examples given, the program was compiled using Gfortran.
DShaper was developed following the fundamental assumption that the shape function contribution to total scattering is equivalent to the small-angle scattering signal expected from an atomistic model (Farrow & Billinge, 2009;  Effects of reciprocal-space Q min on generated PDFs, G(r), in real space: (a) simulated structure factor, FðQÞ ¼ Q½SðQÞ À 1, for a 10 Å -diameter f.c.c. metal nanoparticle; (b) a closer view of the structure factor at low Q; and (c) calculated PDFs resulting from the increasing Q min values indicated by blue vertical lines in (a) and (b). The figure demonstrates that the emergence of a 'shape function' in real-space data for a nanoparticle with a 20 Å diameter is a direct result of 'missing' measurement data below Q min = 2/20 Å . Farrow et al., 2014; Gagin et al., 2014) . The result of the cyclical reverse-then-forward transform approach using the Debye equation, while effective, can be straightforwardly completed in real space by applying the convolution theorem.
Recall that the convolution between two functions, gðxÞ and hðxÞ; is defined as
The Fourier transform of this result will be the product of the Fourier transforms of the two initial functions such that
where FðkÞ, GðkÞ and HðkÞ are the Fourier transforms of f ðxÞ, gðxÞ and hðxÞ, respectively (Sivia, 2011 , Bracewell, 1965 .
The convolution theorem states that the effects of the multiplication of a top-hat function in Q space, used to truncate an S(Q) data set in reciprocal space, can also be accomplished via the convolution of the Fourier transform of the top-hat function [a sinc function, where sinc(wr) = sin(wr)/ (wr)] on the real-space PDF. The width, w, in this case is the minimum Q of the measured data.
A purely real-space calculation of a shape function can also be considered via the convolution theorem, though its rationale is fundamentally different from the method described above. SAS is not sensitive to individual atomistic positions, but rather the overall shape or volume of the scattering particles and other longer-length-scale features such as pores and interlayer spacing. As such, a simple method of converting a real-space model from an atomistic to a volumetric representation involves tessellating each point in a model by a spherical volume, and sampling many pair-to-pair distances from inside each of these spheres. Indeed, we have found such an approach does recreate the analytical shape function for a sphere, cylinder and disc to high accuracy. This approach is inefficient, however, as a large number of pairs must be sampled in order to accurately recreate the effect of a solid sphere occupying a volume of space. A more efficient approach again utilizes the principles of the convolution theorem. The analytical solution is known exactly for the shape function of a sphere and can be convolved with an atomic PDF to generate an approximation of the shape function, in essence superposing spheres on the atomic positions of a model used to generate a PDF.
DShaper interfaces with model PDF data in a refinement loop to calculate a shape function directly related to the atomistic model via a convolution of either a sinc function or a spherical shape function. Fortuitously, in atom-by-atom modeling routines of real-space data, the full PDF calculation is typically completed at each refinement step, meaning that the laborious portion of this calculation (going over all interatomic pairs) is already completed. To calculate the shape function of a finite material during such a modeling routine, we need only take the calculated G(r) function and convolve it by the sinc function or spherical shape function to arrive at the full model shape function, a process which is very fast compared to the time required to calculate the G(r). This means we can calculate the shape function of any finite material described atomistically. This approach has the benefit of including the influence of the scattering lengths (neutron scattering) or atomic form factors (X-ray scattering) of individual atoms directly. The only additional variable required for the process is a parameter describing the kernel used in the convolution, either the width of the sinc function or the radius of the small sphere, both of which can be set by the user or refined during the modeling. If using a sinc function, the width used can come directly from the value of Q min inherent in a measurement. When using the spherical convolution, nearest-neighbor distance is a good starting point for the spherical radius, although we find that a slightly larger distance is required to reduce artifacts in the approximated shape function at the locations of pair-pair correlations in the calculated PDF.
To demonstrate and validate this approach we show DShaper applied to various sizes of spherical f.c.c. metal nanoparticle data in Fig. 2 .
For the examples below, DShaper was directly incorporated into DISCUS structure building and data simulation routines and, unless otherwise specified, the shape functions presented were calculated in the spherical convolution mode with an associated radius of 3.5 Å . In Fig. 2(a) we show simulated PDF data from three spherical nanoparticle models generated directly from all atom-atom pairs in the volume as solid lines [4rðrÞ. The calculated shape functions for the particles, 4r 0 ðrÞ, are shown as dashed lines. It is clear that the baselines in the simulated PDF functions match the behavior of the generated shape functions. In Fig. 2(b) we show simulated nanoparticle data corrected for the shape function, as GðrÞ ¼ 4rðrÞ À 4r 0 ðrÞ. Here the intensities oscillate around zero as they do in experimental data. In this way, the correction enables direct comparison of atomistic models of a given size and shape with experimental PDF data. The DShaper approach requires fewer steps and enables faster calculation times within DISCUS package refinement routines than the full Debye scattering approach, and it is therefore our preferred routine. In Fig. 2(c with a discrepancy at small r related to the size of the convolution sphere used, and smaller discrepancies across the length scale associated with the finite shape. The observed differences are small in comparison to PDF intensities and typical measurement errors.
We display on the left side of Fig. 3 G(r) calculations corrected with DShaper functions for a sphere, a sphere with a hollow core, an ellipsoid, a disc and a cylinder (all based on an internal f.c.c. metal structure), along with a comparison of the generated shape functions from the DShaper and Debye scattering approaches. Again, the differences between the DShaper and Debye scattering approaches are shown to be small in comparison to the PDF intensities and typical measurement errors. To the right of each result we show scattering calculated from Debye scattering as circles, data from the Fourier transform of the DShaper function as a solid line and the analytical shape function for each shape as a dashed line (Kline, 2006; Sivia, 2011) . The discrepancies in approaches are larger in reciprocal space, with the Debye scattering approach offering more detail, which may offer benefits if simultaneous fitting to small-angle scattering is pursued.
DShaper can be incorporated into any PDF data fitting routine that produces a real-space G(r) directly from an atomistic model. We show a simple example in Fig. 4 of how to incorporate DShaper into DIFFEV refinements utilizing the DISCUS suite of programs. The program can be run in a number of ways, either directly from a command line or through reading a parameter file. Under typical usage, the program takes a single argument from the command line, being the name of the data file that contains the calculated G(r) function, and will write out a file with the name shape_function.dat, which contains the approximated shape function corresponding to the data. The program can similarly be used as a standalone addition to any refinement routine that calculates a PDF function from an ensemble of atoms. DShaper could also be used to output the approximated shape function to compare directly against SAS data during refinement, providing a means for utilizing an atomistic model in the fitting of SAS data. Furthermore, the approach can be parallelized to provide correction to a population of nanoparticles (for instance, a size distribution). It simply requires an input of discrete atomistic models.
Choice of kernel and other considerations
DShaper has the option to apply either a spherical or a sinc function kernel to generate shape function approximations from G(r) functions. Figs. 5 and 6 highlight a few important considerations that can impact the validity of the approximations. In Fig. 5 Schematic DISCUS/DIFFEV refinement routine of a donut-shaped nanoparticle model against simulated experimental data. Starting at the top left and moving clockwise: DIFFEV generates initial trial parameters with a reasonable minimum and maximum bound for each refined variable. Three model parameters demonstrated here are the inner and outer diameters for building a donut-shaped nanoparticle, and the size of the convolution width used for the shape correction. The first two parameters are used within the DISCUS module to build the atomistic structure and simulate a total scattering pattern, while the convolution width is used in the DShaper module to approximate the shape function matching the model. The KUPLOT module corrects for the missing shape information in the model data and compares the model with the fit. Information (goodness-of-fit) is sent back to the DIFFEV module to generate a new set of trial parameters. If using a sinc function, the width can be set as the measurement Q min in the routine. kernel produces similar results. For a small nanoparticle system, both methods will understandably deviate from the analytical function as the true shape of the particle can only roughly be considered a sphere. The largest notable difference between the results of the two kernels is the inclusion of termination ripples when using a sinc function. Although the results of the two methods produce very similar shape functions for large nanoparticles (of sizes greater than 3-4 nm) relative to the overall PDF signal, clearly care must be taken in applying the DShaper methods to smaller systems. The 4rðrÞ PDF (gray lines) and associated shape functions calculated for f.c.c. platinum spheres of radius 10 Å (a) and 60 Å (b). In each case, the shape function is calculated using DShaper with a sinc function (red lines) and a spherical function (dashed blue line), and compared with the analytical function for a sphere of corresponding radius (black lines). The differences between the DShaper-calculated functions and the analytical function are shown on the main plot, as well as a zoomed in version beneath each sub-plot to emphasize the differences. The atomistic model used to generate the 4r r ð Þ PDF is shown in each figure to relative scale. The sinc functions were calculated using a width of 1 Å À1 , and the spherical functions were calculated using a radius of 3.2 Å .
Figure 6
The 4rðrÞ PDF (gray lines) and DShaper-calculated functions for a 17layer-thick graphite sheet (a), (b), utilizing implementations insensitive to the interlayer spacing (c) and implementations that are sensitive to the interlayer spacing (d). The shape functions were calculated using DShaper with both sinc functions (red) and spherical functions (dashed-blue) with width or radius used as defined in the legends. The differences between the resultant shape functions are shown in green.
The inset in each figure shows a region of the kernel used in each implementation.
A spherical convolution with a radius smaller than the structural features of interest will introduce artifacts in the generation of the shape function. We demonstrate such an effect in Fig. 6 for the case of a block of graphite 17 layers thick. The model utilized is depicted in (a) with a side view showing the $3.35 Å spacing between graphene layers shown in (b) . Recall that, as demonstrated in Fig. 1, a shape function is sensitive to a characteristic feature of a system if the value of the measurements Q min > 2=L, where L is the characteristic feature length. For graphite, this corresponds to a loss of sensitivity to the interlayer spacing feature when the width is greater than 2=(3:35 Å ) ' 1.88 Å À1 . Comparing Figs. 6(c) and 6(d), where the sinc width was 1 and 2 Å À1 , respectively, one clearly sees the loss of interlayer shape effects when below this width. In the case of the spherical kernel, sensitivity to a feature will be present when the radius of the spherical function is less than L/2, as above this size the sphere is too large to capture the corresponding details of a structure. Again comparing Figs. 6(c) and 6(d), we see such a difference between sphere radii 3 and 1 Å , respectively. While the choice of spherical radius in such modeling could be ambiguous in such a system, knowledge of a specific Q min from the experimentally measured PDF can be used to set the width of the sinc function with no ambiguity.
Overall, we have found that the sinc and sphere kernels provide consistent shape functions for external particle size and shape (relative to the scale of total PDF calculations) when structure dimensions are greater than several nanometres. When the dimensions for the external shape are below a few nanometres (Fig. 5) or when there is inhomogeneity in internal structure (Fig. 6) , the implementation of the DShaper approach should be examined carefully. In a real material study where the structure model is not known, the sinc function provides a means to account for the measured Q min directly, accounting for the right amount of missing information in the data relative to an applied model. The incorporation of the sinc function also introduces high-frequency ripples in the high-r region of the PDF, which may be desired if present from the experimental transformation (if the data were not extrapolated to zero, as is commonly practiced). For the purposes of simulation, where the exact structure model is known, the spherical kernel approach provides a means of approximating the shape function without ripple effects and with greater computational speed. The spherical shape function terminates at the diameter of the small sphere used, such that the kernel is typically small compared to the size of the entire PDF. By contrast, the sinc function is technically defined at all points and as such must be computed out to much larger values of r. Users are cautioned to always carefully consider the range of collected data and utilize what is known about the size, shape and morphology of the measured material from other characterization methods in deciding on the choice of an appropriate kernel for the DShaper approach. It will also be prudent to explore and explain how a shape function used in data analysis is generated and what its limitations may be.
Finally, while the details are beyond the scope of this work, it should be noted that many PDF modeling studies in the literature today are impacted by unaccounted for experimental Q min effects relative to applied models. This should be addressed in future implementations of modeling software to enable faithful modeling of any materials where morphological or internal structure features include distances on the nanometre length scale (including nanoporous networks, layers, nanoscale precipitates etc. in bulk and nanomaterials alike).
Conclusions
We have illustrated via simulation that the loss of low-Q experimental data is responsible for the emergence of the socalled shape function in real-space PDF data. We have introduced a simple approach and corresponding Fortran90 code to calculate the shape function from atomistic models for use in PDF and SAS data fitting. This will allow for more accurate determination of shape functions for particles of any shape, and enables the fitting of both PDF and SAS data from one atomistic model, potentially improving the fidelity of both approaches.
