A new local dependence function based on regression concepts is introduced. This function can characterize the dependence structure of two random variables localized at the fixed point. Some properties of the local dependence function are given. Examples of important bivariate distributions are provided.
INTRODUCTION
In recent years several important statistical papers have appeared, extending scalar association measure to local association functions. Bjerve and Doksum (1993) , Doksum et al. (1994) and Blyth (1993; 1994a,b) introduce and discuss a ''correlation curve'', which is a generalization of the Pearson correlation coefficient. The correlation curve of Bjerve and Doksum (1993) is a local measure of the strength of association between random variables X and Y, and is defined as where b is the slope of the regression line. Note that the measure rðxÞ is not symmetric in X and Y, and applies only when X is a continuous random variable. Jones (1996) provides a motivation for a local dependence function, the mixed partial derivative of the log density, proposed by Holland and Wang (1987) . There are many ways of measuring dependence between two random variables. In a recent book, Nelsen (1999) discusses various measures of dependencies, regarding ''correlation coefficient'' as a measure of the linear dependence between random variables, and using the term ''measure of association'' for measures such as Kendall's tau and Spearman's rho. Various measures of concordance and their properties are also described in Nelsen's book, providing relationships between measures of association and dependence of random variables.
This paper provides a description for a new local dependence function based on regression concepts. The measure is symmetric in X and Y and its expected value is approximately equal to the Pearson correlation coefficient. We define this new measure in Section 2, where we also discuss its basic properties. In Section 3 we provide examples of several important bivariate distributions. Graphs and tables are collected in Section 4.
A LOCAL DEPENDENCE FUNCTION
Let X and Y be random variables (r.v.'s) with marginal distribution functions (d.f.'s) and densities (p.d.f.'s) F X , f X and F Y , f Y , respectively. Consider the following function of two variables
which is obtained from the expression of the Pearson correlation coefficient by replacing mathematical expectations EX and EY by conditional expectations EðX jY ¼ yÞ and EðY jX ¼ xÞ, respectively. By construction, Hðx; yÞ can be interpreted as a local dependence function characterizing the dependence between X and Y at the point ðx; yÞ. After some simple algebra, (1) can be written as
where
is the Pearson correlation coefficient of X and Y,
and , note that the condition jHðx; yÞj ¼ 1 produces
Squaring both sides of (5) and simplifying leads to
which is impossible if r ¼ 0. For proving 4 , define the set A ¼ fðx; yÞ: y ¼ ax þ b; x ¼ X ðoÞ; y ¼ Y ðoÞg, which by assumption has probability one, and note that the function H takes the constant value of sign(a) on A. Indeed, let ðx; yÞ 2 A. Then,
Finally, substituting the above along with r ¼ a=jaj into (2), we obtain the assertion. For proving 5 , first note that the condition r ¼ AE1 implies that the distribution is concentrated on a straight line, and then use 4 . For proving 6 , apply (2) noting that fX X ðỹ yÞ ¼ signðaÞf X ð yÞ and fỸ Y ðx xÞ ¼ signðcÞf Y ðxÞ, while the correlation ofX X andỸ Y is the same as sign(ac) times the correlation of X and Y.
For proving 7 , note that if Hðx; yÞ ¼ 0, then the numerator of (2) is equal to zero, so that
where A Y ðxÞ ¼ EðY jX ¼ xÞ and A X ð yÞ ¼ EðX jY ¼ yÞ. Differentiating (7) twice with respect to x and y leads to
so that either A Y ðxÞ or A X ð yÞ is equal to a constant. Suppose that 
Then, the partial derivatives of h are
We see that for jrj < 1, the only critical point of h is the origin. Further, differentiating h twice with respect to t and z we obtain
while the mixed derivative is
Consequently, at the critical point (0, 0) we have h tt ð0; 0Þh zz ð0; 0Þ À ½h tz ð0;
showing that the origin is a saddle point of h. The result follows. j Remark Formula (2) suggests a possible estimator for the local dependence function Hðx; yÞ. Nadaraya (1964) and Watson (1964) independently proposed the following estimate for the regression functions EðX jY ¼ yÞ and EðY jX ¼ xÞ, respectively,
. . . ; n are the data, K is an integrable kernel function with short tails, and h n is a width sequence tending to zero at an appropriate rate. Therefore we have the following estimate for Hðx; yÞ:
is a standard estimate for the Pearson correlation coefficient r and X X ¼ 1=n
Remark The expected value of H is obtained by weighted integration of H with respect to the joint density f of ðX ; Y Þ,
and is always finite since jHðx; yÞj 1. As we see in the next section, this average nearly coincides with the Pearson correlation coefficient. Since Hðx; yÞ is basically a correlation when we concentrate at a particular point ðx; yÞ, it is plausible that, in some smooth cases not far from linearity, the operation of averaging brings us back to the initial quantity -the classical correlation coefficient.
EXAMPLES
In this section we illustrate the concept of local linear dependence function by means of four examples, chosen to demonstrate the special features of the function at hand. For brevity, we shall skip most derivations and refer the reader to Bairamov et al. (2000) for a more detailed discussion.
Bivariate Normal Distribution
For a mean zero bivariate normal distribution with unit variances and correlation r, we have
The Pearson correlation coefficient corresponds to the local dependence function at the origin. Figure 1 contains selected graphs of the local dependence function for various values of r. We see that Hðx; yÞ takes large values when ðx; yÞ lies near the diagonal x ¼ y, and small values when ðx; yÞ lies in reverse sides. As shown in Bairamov et al. (2000) , on any circle centered around the origin of fixed radius r > 0, the function H attains maximum value at y ¼ p=4; 5p=4, and its minimum value at y ¼ 3p=4; 7p=4 (in polar coordinates x ¼ r cos y and y ¼ r sin y). Moreover, for any fixed y 2 ½0; 2pÞ, the function hðrÞ ¼ Hðr cos y; r sin yÞ admits the following limit at infinity:
hðrÞ ¼ À1; for y 2 ðp=2; pÞ [ ð3p=2; 2pÞ; 0; for y ¼ 0; p=2; p; 3p=2: 1; for y 2 ð0; p=2Þ [ ðp; 3p=2Þ:
Thus, we may have a point ðx; yÞ for which the density f is almost zero, and yet the local dependence function H is close to its maximal value of one. Bairamov et al. (2000) compared values of Hðx; yÞ and f ðx; yÞ for various choices of x and y, finding that when ðx; yÞ is near the origin (where the density attains the largest value), the values of H concentrate tightly near r, while the values of H become more spread out and eventually cover almost the entire range from À1 to 1 as the point ðx; yÞ gets further away from the origin (and values of f decrease towards zero). The average value EH given by (16) can be approximated through the numerical integration of the function Hðx; yÞf ðx; yÞ. Table I contains selected numerical values of r and EH ¼ EHðX ; Y Þ. We used Monte Carlo integration with a sample size n ¼ 10;000 to evaluate the values of EH. Remarkably, r and EH are in close agreement, especially for values of r near zero.
Farlie-Gumbel-Morgenstern Distribution
Consider the one-parameter family of Farlie-Gumbel-Morgenstern (FGM) distributions with uniform marginals, given by the p.d.f.
For generalizations and further discussion, see Johnson and Kotz (1975; 1977) . Here, the local dependence function takes the form
where r ¼ a=3 is the Pearson correlation coefficient. The local dependence function coincides with the correlation coefficient at the point of symmetry ðx; yÞ ¼ ð1=2; 1=2Þ. In Figure 2 we present selected graphs of local dependence function for FGM distributions. Unlike the normal case, where the value of H may approach one even though the density approaches zero, here the dependence function is close to zero when the density is close to zero, and the dependence gets stronger as the values of f a increase.
In Table II we provide some numerical values of EH for selected values of a. Again, the average values of H are remarkably close to the Pearson correlation coefficient. In fact, as shown in Bairamov et al. (2000) , we have
Thus, for a close to zero, we have EHðaÞ ¼ r þ Oða 5 Þ.
Bivariate Exponential Conditionals Distribution
Consider the following bivariate distribution, referred to as a bivariate exponential conditionals (BEC) distribution by Arnold and Strauss (1988) , with joint p.d.f.
and
is the exponential integral function (see, e.g., Abramowitz and Stegun, 1965, formula 5.1.1).
Here the conditional distributions are exponential and the marginal distributions are independent for d ¼ 0 (k ¼ 1). For this family, the local dependence function is
and we have
In Figure 3 we provide selected graphs of the local dependence function. The expected value of H is finite, and can be approximated through the numerical integration of the function Hðx; yÞf ðx; yÞ for any given value of d. Table III contains numerical values of r and EH ¼ EH ðX ; Y Þ for selected values of d. We used Monte Carlo integration with sample size n ¼ 10;000 to evaluate the values of EH. To simulate random samples from the BEC distribution we used the rejection algorithm described in Arnold and Straus (1988) . It is apparent that r and EH are in close agreement, especially for small values of d.
Gumbel's Bivariate Exponential Distribution
In this section we consider the distribution of a random vector ðX ; Y Þ with p.d.f.
which was studied in Gumbel (1960) . As the marginal distributions of X and Y are standard exponential, we shall refer to the above distribution as Gumbel's bivariate exponential (GBE) distribution. The correlation of X and Y is
For d ¼ 0, the variables are independent with r ¼ 0. (At the other extreme, the correlation is about À0:4037 for d ¼ 1.) The local dependence function takes the form
and coincides with r when
: Figure 4 contains plots of the local dependence function for selected GBE distributions. Compared with BEC distributions, one may notice that although densities of BEC and GBE may be quite different, the two distributions seem to have very similar local dependence structures. Finally, we calculate the expected value of H for selected values of d and compare it with the correlation coefficient. In the calculation we numerically integrate the function Hðx; yÞf ðx; yÞ via Monte Carlo integration with sample size n ¼ 10;000. To generate variates from the GBE distribution, we followed the conditional distribution approach described in Johnson (1987, p. 197) .
1 Table IV contains values of r and EH ¼ EHðX ; Y Þ for selected values of d. Again, the two quantities are in close agreement.
1
There seems to be a misprint in the algorithm presented in Johnson (1987) ; a corrected version can be found in Bairamov et al. (2000) . 
