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Abstract
A completely n -positive linear map from a locally C∗-algebra A to
another locally C∗-algebra B is an n × n matrix whose elements are
continuous linear maps from A to B and which verifies the condition of
completely positivity. In this paper we prove a Radon-Nikodym type
theorem for strict completely n-positive linear maps which describes
the order relation on the set of all strict completely n -positive linear
maps from a locally C∗-algebra A to a C∗-algebra B, in terms of a self-
dual Hilbert C∗-module structure induced by each strict completely n
-positive linear map. As applications of this result we characterize the
pure completely n-positive linear maps from A to B and the extreme
elements in the set of all identity preserving completely n-positive lin-
ear maps from A to B. Also we determine a certain class of extreme
elements in the set of all identity preserving completely positive linear
maps from A to Mn(B).
MSC: 46L05; 46L08
1 Introduction and preliminaries
The concept of matricial order plays an important role to understand the
infinite -dimensional non-commutative structure of operator algebras. Com-
pletely positive maps, as the natural ordering attached to this structure have
been studied extensively [1, 2, 5, 4, 7, 8, 9, 10, 11, 15, 16, 18, 19].
Given a C∗-algebra A we denote by Mn(A) the C
∗-algebra of all n × n
matrices with elements in A.
Definition 1.1 A completely positive map from a C∗-algebra A to another
C∗-algebra B is a linear map ρ : A → B such that the linear map ρn :
1
Mn(A) →Mn(B) defined by
ρn
(
[aij ]
n
i,j=1
)
= [ρ (aij)]
n
i,j=1
is positive for each positive integer n.
In 1955, Stinespring [18] showed that a completely positive linear map ρ
from a C∗-algebra A to L(H), the C∗-algebra of all bounded linear operators
on a Hilbert space H, induces a representation Φρ of A on another Hilbert
space Hρ . Moreover,
ρ (a) = V ∗ρ Φρ(a)Vρ
for all a ∈ A and for some bounded linear operator Vρ from H to Hρ .
In 1969, Arveson [1] proved a Radon-Nikodym type theorem which gives
a description of the order relation in the set of all completely positive linear
maps from A to L(H) in terms of the Stinespring representation associated
with each completely positive linear map. The gist of the proof of this result
is the fact that any bounded linear operator on a Hilbert space is adjointable.
Hilbert C∗-modules are generalizations of Hilbert spaces by allowing the
inner-product to take values in a C∗-algebra rather than in the field of
complex numbers.
Definition 1.2 A pre-Hilbert A-module is a complex vector space E which
is also a right A-module, compatible with the complex algebra structure,
equipped with an A-valued inner product 〈·, ·〉 : E × E → A which is C
-and A-linear in its second variable and satisfies the following relations:
1. 〈ξ, η〉∗ = 〈η, ξ〉 for every ξ, η ∈ E;
2. 〈ξ, ξ〉 ≥ 0 for every ξ ∈ E;
3. 〈ξ, ξ〉 = 0 if and only if ξ = 0.
We say that E is a Hilbert A-module if E is complete with respect to
the topology determined by the norm ‖·‖ given by ‖ξ‖ =
√
‖〈ξ, ξ〉‖.
A C∗-algebra A is a Hilbert C∗-module over A with the inner-product
defined by 〈a, b〉 = a∗b for a and b in A.
Given two Hilbert A -modules E and F , the Banach space of all bounded
module homomorphisms from E to F is denoted by BA(E,F ). The subset
of BA(E,F ) consisting of all adjointable module homomorphisms from E
to F ( that is, T ∈ BA(E,F ) such that there is T
∗ ∈ BA(F,E) satisfying
2
〈η, T ξ〉 = 〈T ∗η, ξ〉 for all ξ ∈ E and for all η ∈ F ) is denoted by LA(E,F ).
We will write BA(E) for BA(E,E) and LA(E) for LA(E,E).
In general, LA(E,F ) 6= BA(E,F ). So the theory of Hilbert C
∗-modules
is different from the theory of Hilbert spaces.
The Banach space E# of all bounded module homomorphisms from E
to A becomes a right A -module with the action of A on E# defined by
(aT ) (ξ) = a∗ (Tξ) for a ∈ A, T ∈ E# and ξ ∈ E. We say that E is self-dual
if E# = E as right A -modules.
If E and F are self-dual, then BA(E,F ) = LA(E,F ) [16, Proposition
3.4].
Suppose that A is a W ∗-algebra. Then the A -valued inner- product on
E extends to an A -valued inner-product on E# and in this way E# becomes
a self-dual Hilbert A -module [16, Theorem 3.2]. Moreover, any bounded
module homomorphism T from E to F extends uniquely to a bounded ho-
momorphism T˜ from E# to F# [16, Proposition 3.6].
A representation of a C∗-algebra A on a Hilbert C∗-module E over a
C∗-algebra B is a ∗- morphism Φ from A to LB(E).
Paschke [16] showed that a completely positive map from a unital C∗-
algebra A to another unital C∗-algebra B induces a representation of A on a
Hilbert B -module which generalizes the GNS construction and he extended
the Arveson’s results for completely positive maps from a unital C∗-algebra
A to a W ∗-algebra B.
In 1996, Tsui [19] proved a Radon-Nikodym type theorem for completely
positive maps between unital C∗-algebras and using this theorem he ob-
tained characterizations of the pure elements and the extreme points in the
set of all identity preserving completely positive maps from a unital C∗-
algebra A to another unital C∗-algebra B in terms of a self-dual Hilbert
module structure induced by each completely positive map. To prove these
facts he used the following construction.
Construction 1.3 ( [15, 16, 19]) Let E be a Hilbert C∗-module over
a C∗-algebra B. The algebraic tensor product E ⊗alg B
∗∗, where B∗∗ is
the enveloping W ∗ -algebra of B, becomes a right B∗∗ -module if we define
(ξ ⊗ b) c = ξ ⊗ bc, for ξ ∈ E, and b, c ∈ B∗∗.
The map [·, ·] : (E ⊗alg B
∗∗)× (E ⊗alg B
∗∗)→ B∗∗ defined by n∑
i=1
ξi ⊗ bi,
m∑
j=1
ηj ⊗ cj
 = n∑
i=1
m∑
j=1
b∗i
〈
ξi, ηj
〉
cj
3
is a B∗∗-valued inner-product on E⊗algB
∗∗ and the quotient module E⊗alg
B∗∗/NE, where NE = {ζ ∈ E⊗algB
∗∗; [ζ, ζ] = 0}, becomes a pre-Hilbert B∗∗-
module. The Hilbert C∗-module E ⊗alg B∗∗/NE obtained by the completion
of E⊗algB
∗∗/NE with respect to the norm induced by the inner product [·, ·]
is called the extension of E by the C∗ -algebra B∗∗. Moreover, E can be
regarded as a B-submodule of E ⊗alg B∗∗/NE, since the map ξ 7→ ξ⊗1+NE
from E to E ⊗alg B∗∗/NE is an isometric inclusion.
The self-dual Hilbert B∗∗-module
(
E ⊗alg B∗∗/NE
)#
is denoted by E˜,
and we can consider E as embedded in E˜ without making distinction.
Let T ∈ BB(E,F ). For b1, ..., bm ∈ B
∗∗ and ξ1, ..., ξm in E we denote by
b the element in (B∗∗)m whose components are b1, ..., bm, by X the matrix in
Mn(B
∗∗) whose the (i, j) -entry is
〈
ξi, ξj
〉
and by XT the matrix inMn(B
∗∗)
whose the (i, j) -entry is
〈
Tξi, T ξj
〉
. By Lemma 4.2 in [14], 0 ≤ XT ≤
‖T‖X. Identifying Mn(B
∗∗) with LB∗∗((B
∗∗)n), we have[
m∑
i=1
Tξi ⊗ bi,
m∑
i=1
Tξi ⊗ bi
]
=
m∑
i,j=1
b∗i
〈
Tξi, T ξj
〉
bj = 〈b,XT b〉
≤ ‖T‖ 〈b,Xb〉 = ‖T‖
[
m∑
i=1
ξi ⊗ bi,
m∑
i=1
ξi ⊗ bi
]
.
Therefore T extends uniquely to a bounded module homomorphism T̂ from
E ⊗alg B∗∗/NE to F ⊗alg B∗∗/NF such that
T̂
(
m∑
i=1
ξi ⊗ bi
)
=
m∑
i=1
Tξi ⊗ bi
and by Proposition 3.6 in [16], this extends uniquely to a bounded module
homomorphism T˜ from E˜ to F˜ such that ‖T‖ =
∥∥∥T˜∥∥∥ .
Remark 1.4 Any element T ∈ BB(E,F ) extends uniquely to an element
T˜ ∈ BB∗∗(E˜, F˜ ) such that ‖T‖ =
∥∥∥T˜∥∥∥. Moreover, T˜ S = T˜ S˜ for all T ∈
BB(E,F ) and S ∈ BB(F,E), and if T ∈ L(E,F ), then T˜ ∗ = T˜
∗.
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Remark 1.5 Let T ∈ BB(E,E
#). We extend T to an element T ∈ BB
((E ⊗alg B∗∗) /NE , E˜) byT ( n∑
i=1
ξi ⊗ bi
)
,
m∑
j=1
ηj ⊗ cj
 = n∑
i=1
m∑
j=1
b∗i
[
Tξi, ηj
]
cj
and then extend it again to an element T˜ ∈ BB(E˜) such that ‖T‖ =
∥∥∥T˜∥∥∥
[16, Proposition 3.6 ] .
Remark 1.6 A representation Φ of a C∗-algebra A on a Hilbert C∗-module
E over a C∗-algebra B induces a representation Φ˜ of A on E˜ defined by
Φ˜ (a) = Φ˜ (a) for all a ∈ A.
Remark 1.7 Any completely positive linear map ρ from A to B induces a
representation Φ˜ρ of A on a self -dual Hilbert B
∗∗-module E˜ρ .
Locally C∗-algebras are generalizations of C∗-algebras. Instead of being
given by a single norm, the topology on a locally C∗-algebra is defined by a
directed family of C∗-seminorms. In fact a locally C∗-algebra is an inverse
limit of C∗-algebras.
Definition 1.8 A locally C∗-algebra is a complete complex Hausdorff topo-
logical ∗ -algebra A whose topology is determined by its continuous C∗ -
seminorms in the sense that the net {ai}i∈I converges to 0 if and only if the
net {p(ai)}i∈I converges to 0 for all continuous C
∗-seminorm p on A.
If A is a locally C∗-algebra and S(A) is the set of all continuous C∗-
seminorms on A, then for each p ∈ S(A), Ap = A/ ker p is a C
∗-algebra in
the norm induced by p. The canonical map from A onto Ap is denoted by pip
for each p ∈ S(A). For p, q ∈ S(A) with q ≤ p there is a unique morphism
of C∗ -algebras pipq from Ap onto Aq such that pipq (pip (a)) = piq (a) for all
a ∈ A. Moreover, {Ap;pipq}p,q∈S(A),p≥q is an inverse system of C
∗-algebras,
and A can be identified with lim
←
p
Ap. Clearly, any C
∗ -algebra is a locally
C∗-algebra.
The terminology ”locally C∗-algebra” is due to Inoue [6]. In the litera-
ture, locally C∗-algebras have been given different name such as b∗-algebras,
m -convex- C∗-algebras, LMC∗-algebras [3] or pro- C∗-algebras [17]. Such
important concepts as Hilbert C∗-modules, adjointable operators, (com-
pletely) positive linear maps, (completely) multi-positive linear maps can be
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defined with obvious modifications in the framework of locally C∗-algebras
and many results from the theory of C∗-algebras are still valid. The proofs
are not always straightforward. Thus, in [3] it is proved that a continuous
positive functional ρ on a locally C∗-algebra A induces a representation of
A on a Hilbert space H which extends the GNS construction, and moreover,
the representation of A induced by ρ is irreducible if and only if ρ is pure.
In [2], Bhatt and Karia extend the Stinespring construction for completely
positive linear maps from a locally C∗-algebra A to L(H).
If A is a locally C∗ -algebra, then the set Mn(A) of all n × n matrices
over A with the algebraic operations and the topology obtained by replying
it as a direct sum of n2 copies of A is a locally C∗ -algebra.
Definition 1.9 ([4], [9]). A completely n -positive map from a locally C∗-
algebra A to another locally C∗-algebra B is an n×n matrix
[
ρij
]n
i,j=1
whose
elements are continuous linear maps from A to B such that the map ρ from
Mn(A) to Mn(B) defined by
ρ
(
[aij]
n
i,j=1
)
=
[
ρij (aij)
]n
i,j=1
is completely positive.
Definition 1.10 ([9]). A completely n -positive map
[
ρij
]n
i,j=1
from A to
LB(E), where E is a Hilbert module over a C
∗-algebra B is strict if for
some approximate unit {eλ}λ∈Λ for A, the nets {ρii (eλ)}λ∈Λ, i ∈ {1, ..., n}
are strictly Cauchy in LB(E) ( that is, the nets {ρii (eλ) ξ}λ∈Λ, i ∈ {1, ..., n}
are Cauchy in E for each ξ ∈ E).
Remark 1.11 If A is unital or E is a Hilbert space, then any completely
n-positive map from A to L(E) is strict.
In [9], we extend the KSGNS (Kasparov, Stinespring, Gel’fand, Naimark,
Segal) construction for strict completely multi-positive linear maps between
locally C∗-algebras.
Theorem 1 ( [9]). Let A be a locally C∗-algebras, let E be a Hilbert
module over a C∗-algebra B and let ρ =
[
ρij
]n
i,j=1
be a strict completely n
-positive map from A to LB(E).
1. There is a representation Φρ of A on a Hilbert B -module Eρ and there
are n elements Vρ,1, ..., Vρ,n in LB
(
E,Eρ
)
such that
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(a) ρij (a) = V
∗
ρ,iΦρ (a)Vρ,j for all a ∈ A and for all i, j ∈ {1, ..., n};
(b) {Φρ(a)Vρ,ix; a ∈ A, x ∈ E, 1 ≤ i ≤ n} spans a dense subspace of
Eρ .
2. If Φ is another representation of A on a Hilbert B -module F and
W1, ...,Wn are n elements in LB(E,F ) such that
(a) ρij (a) =W
∗
i Φ (a)Wj for all a ∈ A and for all i, j ∈ {1, ..., n};
(b) {Φ(a)Wix; a ∈ A, x ∈ E, 1 ≤ i ≤ n} spans a dense subspace of F,
there is a unitary operator U ∈LB(Eρ , F ) such that
i. Φ (a)U = UΦρ(a) for all a ∈ A; and
ii. Wi = UVρ,i for all i ∈ {1, ..., n}.
The n+2 tuple
(
Φρ , Eρ , Vρ,1, ..., Vρ,n
)
is called the KSGNS construction
associated with ρ.
In [10], we prove a Radon-Nikodym type theorem for completely multi-
positive linear maps from a locally C∗-algebra A to L(H) and we charac-
terize the pure elements and the extreme points in the set of all identity
preserving completely multi-positive linear maps from A to L(H) in terms
of the representation of A induced by each completely multi-positive linear
map. Also, we determine a certain class of extreme points in the set of all
identity preserving completely positive linear maps from A toMn(L(H)). In
this talk, we will extend the results from [10] for completely multi-positive
linear maps from a locally C∗-algebra A to a C∗-algebra B.
2 The Radon-Nikodym theorem for completely n-
positive linear maps
Throughout this section, we assume that A is a locally C∗-algebra, B is
a C∗ -algebra and E is a Hilbert C∗-module over B. We will denote by
SCPn∞ (A,LB(E)) the set of all strict completely n -positive linear maps
from A to LB(E) and by CP∞ (A,LB(E)) the set of all completely positive
linear maps from A to LB(E).
Proposition 2.1 ( [4],[10]) There is a bijection S from the set CPn∞(A,B)
of all completely n-positive maps from A to B onto the set CP∞(A,Mn(B))
of all completely positive maps from A to Mn(B) defined by
S
([
ρij
]n
i,j=1
)
(a) =
[
ρij(a)
]n
i,j=1
for all a ∈ A
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which preserves the order relation.
For an element T ∈ LB∗∗(E˜) we denotes by T |E the restriction of the
map T on E.
Let ρ ∈ SCPn∞ (A,LB(E)) . We denote by C (ρ) the C
∗-subalgebra of
LB∗∗(E˜ρ) generated by {T ∈ LB∗∗(E˜ρ);T Φ˜ρ (a) = Φ˜ρ (a)T, V˜ρ,j
∗
T Φ˜ρ (a) V˜ρ,i
∣∣∣
E
∈ LB(E) for all a ∈ A and for all i, j ∈ {1, ..., n}}.
Remark 2.2 If T is an element in C (ρ), then T |Eρ ∈ BB(Eρ , E
#
ρ ), since〈
TΦρ (a)Vρ,jξ,Φρ (b)Vρ,iη
〉
=
〈
T Φ˜ρ (a) V˜ρ,jξ, Φ˜ρ (b) V˜ρ,iη
〉
∈ B
for all a, b ∈ A, for all ξ, η ∈ E and for all i, j ∈ {1, ..., n} and since
{Φρ (a)Vρ,iξ; a ∈ A, ξ ∈ E, 1 ≤ i ≤ n} spans a dense submodule of Eρ .
Lemma 2.3 Let T ∈ C (ρ) . If T is positive, then the map ρT from Mn(A)
to Mn(LB(E)) defined by
ρT
(
[aij]
n
i,j=1
)
=
[
V˜ρ,i
∗
T Φ˜ρ (aij) V˜ρ,j
∣∣∣
E
]n
i,j=1
is a strict completely n -positive linear map from A to LB(E).
Proof. It is not difficult to see that ρT is an n × n matrix of continuous
linear maps from A to LB(E), the (i, j)-entry of the matrix ρT is the linear
map (ρT )ij from A to LB(E) defined by
(ρT )ij (a) = V˜ρ,i
∗
T Φ˜ρ (a) V˜ρ,j
∣∣∣
E
.
Also it is not difficult to check that for all a1, ..., am ∈ A and for all
T1, ..., Tm ∈Mn(LB(E)), we have
m∑
k,l=1
T ∗l S (ρT ) (a
∗
l ak)Tk =
 m∑
k,l=1
T˜l
∗
S˜ (ρT ) (a
∗
l ak) T˜k
∣∣∣∣∣∣
E
=
((
m∑
l=1
M
T
1
2
(al)V T˜l
)∗( m∑
l=1
M
T
1
2
(al)V T˜l
))∣∣∣∣∣
E
,
whereM
T
1
2
(a) =

T
1
2 Φ˜ρ (a) · · · T
1
2 Φ˜ρ (a)
0 · · · 0
· · · · ·
0 · · · 0
 and V =
 V˜ρ,1 · · · 0· · · · ·
0 · · · V˜ρ,n
 .
From this fact we conclude that S (ρT ) ∈ CP∞(A,Mn(LB(E))) and by
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Proposition 2.1, ρT ∈ CP
n
∞(A,LB(E)). To show that ρT ∈ SCP
n
∞(A,LB(E)),
let {eλ}λ∈Λ be an approximate unit for A, ξ ∈ E and i ∈ {1, ..., n}. Then∥∥(ρT )ii (eλ)ξ − (ρT )ii (eµ)ξ∥∥ = ∥∥∥V˜ρ,i∗T (Φ˜ρ(eλ)− Φ˜ρ(eµ)) V˜ρ,iξ∥∥∥
≤
∥∥∥V˜ρ,i∗T∥∥∥∥∥(Φρ(eλ)− Φρ(eµ))Vρ,iξ∥∥ ,
and since {Φρ(eλ)Vρ,iξ}λ∈Λ is a Cauchy net in E, the net {(ρT )ii (eλ)}λ∈Λ
is strictly Cauchy. Therefore ρT ∈ SCP
n
∞(A,LB(E)).
Remark 2.4 1. If I
E˜ρ
is the identity map on E˜ρ , then ρI
E˜ρ
= ρ.
2. If T1 and T2 are two positive elements in C (ρ) , then ρT1+T2 = ρT1 +
ρT2 .
3. If T is a positive element in C (ρ) and α is a positive number, then
ραT = αρT .
Remark 2.5 Let T1 and T2 be two positive elements in C (ρ) . If T1 ≤ T2,
then, since(
ρT2 − ρT1
) (
[aij]
n
i,j=1
)
=
[
V˜ρ,i
∗
(T2 − T1) Φ˜ρ (aij) V˜ρ,j
∣∣∣
E
]n
i,j=1
= ρT2−T1
(
[aij ]
n
i,j=1
)
for all [aij]
n
i,j=1 ∈Mn(A), ρT1 ≤ ρT2 .
Let ρ ∈ SCPn∞(A,LB(E)). We denote by [0, ρ] the set of all strict com-
pletely n -positive linear maps θ from A to LB(E) such that θ ≤ ρ ( that is,
ρ− θ ∈ SCPn∞(A,LB(E)) ) and by [0, I]ρ the set of all elements T in C (ρ)
such that 0 ≤ T ≤ I
E˜ρ
.
Theorem 2.6 The map T → ρT from [0, I]ρ to [0, ρ] is an affine order
isomorphism.
Proof. By Lemma 2.3 and Remarks 2.4 and 2.5, the map T → ρT from
[0, I]ρ to [0, ρ] is well-defined and moreover, it is affine. To show that this
map is injective, let T ∈ [0, I]ρ such that ρT = 0. Then V˜ρ,i
∗
T Φ˜ρ (a) V˜ρ,j
∣∣∣
E
=
0 for all a ∈ A and for all i, j ∈ {1, 2, ..., n}, and so〈
TΦρ(a)Vρ,jξ,Φρ (b)Vρ,jη
〉
= 0
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for all a, b ∈ A for all ξ, η ∈ E and for all i, j ∈ {1, ..., n}. Taking into account
that {Φρ(a)Vρ,iξ; a ∈ A, ξ ∈ E, 1 ≤ i ≤ n} spans a dense submodule of Eρ ,
from these facts, Remarks 2.2 and 1.5 and we conclude that T = 0.
Let θ ∈ [0, ρ] . In the same way as in the proof of Lemma 3.4 in [10], we
show that there is a bounded linear map W from Eρ to Eθ such that
W
(
Φρ (a)Vρ,iξ
)
= Φθ (a)Vθ,iξ.
It is not difficult to check that W is a bounded module homomorphism such
that ‖W‖ ≤ 1, WVρ,i = Vθ,i for all i ∈ {1, ..., n} and WΦρ (a) = Φθ (a)W
for all a ∈ A. If W˜ is the unique extension of W to a bounded module
morphism from E˜ρ to E˜θ with ‖W‖ =
∥∥∥W˜∥∥∥ , then clearly 0 ≤ W˜ ∗W˜ ≤ IE˜ρ .
Moreover, it is easy to check that W˜ ∗W˜ Φ˜ρ (a) = Φ˜ρ (a) W˜
∗W˜ for all a ∈ A,
and since
V˜ρ,i
∗
W˜ ∗W˜ Φ˜ρ (a) V˜ρ,j = V˜ρ,i
∗
W˜ ∗Φ˜θ (a) W˜ V˜ρ,j = V˜θ,i
∗
Φ˜θ (a) V˜θ,j
for all a ∈ A and for all i, j ∈ {1, ..., n}, W˜ ∗W˜ ∈ [0, I]ρ . Let T = W˜
∗W˜ .
Then clearly, θ = ρT and thus the map T → ρT from [0, I]ρ to [0, ρ] is
surjective. Therefore the map T → ρT is an affine isomorphism from [0, I]ρ
onto [0, ρ] which preserve the order relation.
3 Applications of the Radon-Nikodym theorem
Let A be a locally C∗ -algebra, let B be a C∗ -algebra and let E be a Hilbert
C∗-module over B. A strict completely n-positive linear map ρ from A to
LB(E) is said to be pure if for every strict completely n-positive linear map
θ from A to LB(E) with θ ≤ ρ, there is a positive number α such that
θ = αρ.
Proposition 3.1 Let ρ ∈ SCPn∞(A,LB(E)). Then ρ is pure if and only if
[0, I]ρ = {αIE˜ρ ; 0 ≤ α ≤ 1}.
Proof. First we suppose that ρ is pure. Let T ∈ [0, I]ρ . By Theorem 2.6,
ρT ∈ [0, ρ] , and since ρ is pure, ρT = αρ for some positive number. From
this fact, Remark 2.4 and Theorem 2.6 we deduce that T = αI
E˜ρ
for some
0 ≤ α ≤ 1.
Conversely, suppose that [0, I]ρ = {αIE˜ρ ; 0 ≤ α ≤ 1}. Let θ ∈ SCP
n
∞(A,
LB(E)) such that θ ≤ ρ. By Theorem 2.6, θ = ρT for some T ∈ [0, I]ρ , and
since T = αI
E˜ρ
for some positive number α, θ = αρ and the proposition is
proved.
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Corollary 3.2 A strict completely n -positive linear map ρ from A to
LB(E) is pure if and only if C (ρ) consisting of the scalar multipliers of IE˜ρ .
We say that two strict completely n-positive linear maps ρ and θ from
A to LB(E) are unitarily equivalent if the representations of A induced by
ρ respectively θ are unitarily equivalent.
The following proposition is a generalization of Proposition 4.3 in [10].
Proposition 3.3 Let A be a unital locally C∗-algebra, let B be a C∗-
algebra, let E be a Hilbert B -module and let ρ =
[
ρij
]n
i,j=1
∈ CPn∞ (A,LB(E)) .
If ρii, i ∈ {1, ..., n} are unitarily equivalent pure unital completely positive
linear maps from A to LB(E) and for all i, j ∈ {1, ..., n} with i 6= j there is
a unitary element uij in A such that ρij (uij) = IE, then ρ is pure.
Proof. Let i, j ∈ {1, ..., n} with i 6= j. From∥∥Φρ (uij)Vρ,j − Vρ,i∥∥2 = ∥∥V ∗ρ,jVρ,j − ρij(uij)− (ρij(uij))∗ + V ∗ρ,iVρ,i∥∥ = 0
we deduce that Φρ (uij)Vρ,j = Vρ,i. Therefore the sets {Φρ(a)Vρ,iξ; a ∈ A, ξ ∈
E} and {Φρ(a)Vρ,jξ; a ∈ A, ξ ∈ E} generate the same Hilbert submodule of
Eρ , and since Eρ is generated by {Φρ(a)Vρ,iξ; a ∈ A, ξ ∈ E, 1 ≤ i ≤ n}, this
coincides with Eρ .
Let i ∈ {1, ..., n} and let (Φρii , Eρii , Vρii) be the KSGNS construction
associated with ρii. We will show that the representations Φρ and Φρii of
A are unitarily equivalent. Since {Φρ(a)Vρ,iξ; a ∈ A, ξ ∈ E} spans a dense
submodule of Eρ , {Φρii(a)Vρiiξ; a ∈ A, ξ ∈ E} spans a dense submodule of
Eρii and 〈
Φρ(a)Vρ,iξ,Φρ(b)Vρ,iη
〉
= 〈ρii (b
∗a) ξ, η〉
=
〈
V ∗ρiiΦρii(b
∗a)Vρiiξ, η
〉
=
〈
Φρii(a)Vρiiξ,Φρii(b)Vρiiη
〉
for all a, b ∈ A and for all ξ, η ∈ E, there is a unitary operator Ui from Eρii
to Eρ such that
Ui
(
Φρii(a)Vρiiξ
)
= Φρ(a)Vρ,iξ
[14, Theorem 3.5]. Moreover, UiΦρii(a) = Φρ(a) Ui for all a ∈ A. Then U˜i,
the unique extension of Ui to a bounded module homomorphism from E˜ρii
to E˜ρ with ‖Ui‖ =
∥∥∥U˜i∥∥∥ , is a unitary element in LB∗∗(E˜ρii , E˜ρ).
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Let T ∈ [0, I]ρ . Then U˜i
∗
T U˜i ∈ [0, I]ρii , and since ρii is pure, by Propo-
sition 3.1, U˜i
∗
T U˜i = αIE˜ρii
for some positive number α. Consequently,
T = αI
E˜ρ
and so ρ is pure.
In the following corollary we determine a class of extreme points in the
set of all identity preserving completely positive linear maps from a unital
locally C∗-algebra A to the C∗-algebra Mn(B) of all n × n matrices with
elements in the unital C∗-algebra B. This is a generalization of Corollaries
2.7 in [11] and 4.5 in [10].
Corollary 3.4 Let A be a unital locally C∗-algebra, let B be a unital C∗-
algebra and let ρ =
[
ρij
]n
i,j=1
∈ CPn∞ (A,B) . If ρii, i ∈ {1, ..., n} are unitarily
equivalent pure unital completely positive linear maps from A to B and for
all i, j ∈ {1, ..., n} with i 6= j, ρij (1) = 0 and there is a unitary element uij
in A such that ρij (uij) = 1, then the map ϕ from A to Mn(B) defined by
ϕ (a) =
[
ρij (a)
]n
i,j=1
is an extreme point in the set of all identity preserving
completely positive linear maps from A to Mn(B).
Proof. Let ϕ1 and ϕ2 be two identity preserving completely positive linear
maps from A to Mn(B) and let α ∈ (0, 1) such that αϕ1 + (1− α)ϕ2 = ϕ.
Then αS−1(ϕ1) + (1− α)S
−1(ϕ2) = ρ. From this relation and Propositions
3.3 and 3.1, we conclude that αS−1(ϕ1) = β1ρ for some positive number
β1 and (1− α)S
−1(ϕ2) = β2ρ for some positive number β2. Consequently,
αϕ1 = β1ϕ and (1− α)ϕ2 = β2ϕ. From these facts, since ϕ1(1) = ϕ2 (1) =
ϕ (1) = In, where In is the unity matrix in Mn(B), we deduce that α = β1
and 1 − α = β2. Therefore ϕ1 = ϕ2 = ϕ, and so ϕ is an extreme point in
the set of all identity preserving completely positive linear maps from A to
Mn(B).
Let A be a unital locally C∗-algebra, let B be a C∗-algebra and let E
be a Hilbert B -module. We denote by CPn∞(A,LB(E), I) the set of all
completely n-positive linear maps ρ =
[
ρij
]n
i,j=1
from A to LB(E) such that
ρii(1) = IE for all i ∈ {1, ..., n} and ρij (1) = 0 for all i, j ∈ {1, .., n} with
i 6= j.
The following theorem is a generalization of Theorems 3.8 in [18] and
4.6 in [10].
Theorem 3.5 Let ρ ∈ CPn∞(A,LB(E), I). Then ρ is an extreme point in
the set CPn∞(A,LB(E), I) if and only if the map T →
[
V˜ρ,i
∗
T V˜ρ,j
]n
i,j=1
from
C (ρ) to Mn(LB∗∗(E˜)) is injective.
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Proof. Suppose that ρ is an extreme point in the set CPn∞(A,LB(E), I)
and T is an element in C (ρ) such that V˜ρ,j
∗
T V˜ρ,i = 0 for all i, j ∈ {1, ..., n}.
Since V˜ρ,j
∗
T ∗V˜ρ,i =
(
V˜ρ,i
∗
T V˜ρ,j
)∗
for all i, j ∈ {1, ..., n}, we can suppose
that T = T ∗. It is not difficult to check that there are two positive numbers
α and β such that 14IE˜ρ ≤ αT + βIE˜ρ ≤
3
4IE˜ρ . Moreover, β ∈ (0, 1) . Let
T1 =
α
β
T + I
E˜ρ
and T2 = IE˜ρ −
α
1−βT. Clearly, Tk, k ∈ {1, 2} are two positive
elements in C (ρ) . Then ρTk ∈ CP
n
∞(A,LB(E)), k ∈ {1, 2} and since(
ρTk
)
ij
(1) = V˜ρ,i
∗
TkV˜ρ,j
∣∣∣
E
= V˜ρ,i
∗
V˜ρ,j
∣∣∣
E
= V ∗ρ,iVρ,j =
{
IE if i = j
0 if i 6= j
for all i, j ∈ {1, ..., n} with i 6= j, and k ∈ {1, 2}, ρTk ∈ CP
n
∞(A,LB(E), I)
for each k ∈ {1, 2}. A simple calculus shows that βρT1 + (1− β) ρT2 = ρ,
and since ρ is an extreme point, ρT1 = ρT2 = ρ. But ρT1 =
α
β
ρT + ρ and
ρT2 = ρ−
α
1−β ρT . Therefore ρT = 0 and by Theorem 2.6, T = 0.
Conversely, suppose that the map T →
[
V˜ρ,i
∗
T V˜ρ,j
]n
i,j=1
from C (ρ) to
Mn(LB∗∗(E˜)) is injective. Let θ, σ ∈ CP
n
∞(A,LB(E), I) and α ∈ (0, 1) such
that αθ+ (1− α) σ = ρ. By Theorem 2.6, there are two elements T1 and T2
in [0, I]ρ ⊆ C (ρ) , such that αθ = ρT1 and (1− α)σ = ρT2 . Then
V˜ρ,i
∗
T1V˜ρ,j
∣∣∣
E
=
(
ρT1
)
ij
(1) = αθij(1) =
{
αIE if i = j
0 if i 6= j
and
V˜ρ,i
∗
T2V˜ρ,j
∣∣∣
E
=
(
ρT2
)
ij
(1) = (1− α) σij(1) =
{
(1− α) IE if i = j
0 if i 6= j
.
Therefore
V˜ρ,i
∗
(
T1 − αIE˜ρ
)
V˜ρ,j
∣∣∣
E
= V˜ρ,i
∗
(
T2 − (1− α) IE˜ρ
)
V˜ρ,j
∣∣∣
E
= 0
from all i, j ∈ {1, ..., n}. From these facts, Remark 1.4 and taking into ac-
count that V˜ρ,i
∗
T1V˜ρ,j
∣∣∣
E
and V˜ρ,i
∗
T2V˜ρ,j
∣∣∣
E
are elements in LB(E) for all
i, j ∈ {1, ..., n}, we conclude that
V˜ρ,i
∗
(
T1 − αIE˜ρ
)
V˜ρ,j = V˜ρ,i
∗
(
T2 − (1− α) IE˜ρ
)
V˜ρ,j = 0
for all i, j ∈ {1, ..., n}. Hence T1 = αIE˜ρ and T2 = (1− α) IE˜ρ and conse-
quently θ = σ = ρ.
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