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Abstract
The coefﬁcients of g(s) in expanding the rth derivative of the composite function g ◦ f by Faà di
Bruno’s formula, is determined by a Diophantine linear system, which is proved to be equivalent to
the problem of enumerating partitions of a ﬁnite set of integers attached to r and s canonically.
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1. Introduction
Throughout this paper, Z, Z+, and N denotes the set of integers, positive integers, and
non-negative integers, respectively. LetU,V be two open intervals inR, and let f :U → V ,
g:V → R be two differentiable functions of class Cr , r > 0, such that f (U) ⊆ V . The
derivatives of the composition is given by the Faà di Bruno formula (e.g., see [2,4,6,9–12]):
(g ◦ f )(r) =
r∑
s=1
(g(s) ◦ f )
∑
∑r
i=1ei=s∑r
i=1iei=r
r!
e1! · · · er !(1!)e1 · · · (r!)er f
(1)e1 · · · f (r)er . (1)
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For the sake of simplicity, we denote the coefﬁcients in formula (1) as follows:
Ce = r!
r∏
i=1
1
ei !(i!)ei , e = (e1, . . . , er ) ∈ N
r
.
Moreover, Bell polynomials are deﬁned as follows (e.g., see [11, 2.8]):
Br,s(x)=
∑
∑r
i=1ei=s∑r
i=1iei=r
r!
e1! · · · er !
(x1
1!
)e1 · · · (xr
r!
)er
,
Br(x, y)=
r∑
s=1
ysBr,s(x).
Faà di Bruno’s formula and Bell polynomials are related as follows. Let xi = f (i) and
yi = g(i). Then
(g ◦ f )(r) = Br(f (1), . . . , f (r), g(1), . . . , g(r)).
Accordingly, Faà di Bruno’s formula and Bell polynomials determine each other
tautologically.
The problem of computing the rth derivative of a composite function is thus reduced
to compute the coefﬁcients Ce, where e∈Nr should satisfy the following Diophantine
linear system:
Er,s


E1r,s ≡
r∑
i=1
ei = s,
E2r,s ≡
r∑
i=1
iei = r
(2)
with 1sr .
It is now clear that the coefﬁcients Ce are known once the systemEr,s is solved inNr , as
the rest of operations involved are products of powers of factorials and their
inverses.
The goal of this paper is to prove that solving system (2) is equivalent to computing
the integer partitions of a ﬁnite set of integers Sr,s (see the inequalities (12)–(14) below)
associated with r, s. This provides an explicit parameterization of the set of indices involved
in a speciﬁc coefﬁcient, once the partition problem is solved (see Theorem 4 below). The
advantage is that it allows us to implement the computation of a single term in Faà di Bruno’s
formula without the need for computing the rest of terms. Symbolic manipulation programs
can be employed in order to obtain expansions of the derivatives of composite functions, but
such programs are obliged to compute all terms necessarily. Hence the programs overﬂow
even for rather reasonable values of the derivative order. In practice, however, one is often
conﬁned to control only a part of the coefﬁcients.
As is remarked in [5], no speciﬁc algorithm is known to compute the coefﬁcients in Faà
di Bruno’s formula, apart from the general Horner iteration (e.g., see [7, 5.2]), which allows
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one to evaluate a polynomial p=∑ni=0iXi ∈ F[X] at a point x ∈ Fwith nmultiplications
and n additions in F, by writing
p(x)= (. . . (nx + n−1)x + · · · + 1)x + 0.
Thus, a method for computing a single coefﬁcient seems to be of interest.
The problem of enumerating partitions is well known to be hard but it has been dealt with
extensively and optimized algorithms as well the storage requirements are known; e.g., see
[8], where the connection between partition problem and knapsack problem is studied. We
remark that the system (2) is a knapsack of maximal density d = r/ lg r . Moreover, other
relations have been obtained between the number of terms of the derivativeDn(f1◦· · ·◦fm)
and integer partitions of n (see [13]).
The method introduced in Section 4 below (specially, Lemma 3) was initially inspired
in [1], where an algorithm to ﬁnd a solution to a system of Diophantine equations with
lower and upper bounds, is presented. Nevertheless, we should remark that the problem
considered here requires the full set of non-negative integers solutions to (2), and not only
one of them.
We thank the referees of the manuscript for their valuable comments, which have im-
proved the original presentation and results.
2. Preliminaries and notations
In order to avoid any confusion, we denote by 0r the origin in Nr and by (v1, . . . , vr )
the standard basis of the lattice Zr ; that is,
vi =
(
0, . . . , 0,
i
1, 0, . . . , 0
)
, 1 ir .
If p1, . . . , pk are polynomials in Z[x1, . . . , xr ], we denote by Zeros(p1, . . . , pk) the set of
their common zeros inNr ; that is,
Zeros(p1, . . . , pk)= {e ∈ Nr : p1(e)= · · · = pr(e)= 0}.
We have
1. Note that Zeros(p1, . . . , pk)= Zeros(p1) ∩ · · · ∩ Zeros(pk).
2. If p(x1, . . . , xr ) = a1x1 + · · · + arxr + a0, where a1, . . . , ar are positive integers and
a0 ∈ Z, then Zeros(p) is a ﬁnite set.
Let mn. Consider the set of integer partitions of n of length m (also “into m parts”):
m(n)= {t ∈ (Z+)m : t1 · · ·  tm, t1 + . . .+ tm = n}.
We denote by Pm(n)= #m(n) the number of such partitions (for example, see [3, 2.17]).
More generally, given another positive integer l, we also deﬁne
lm(n)= {t ∈ m(n) : l t1},
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and we set P lm(n)= #lm(n). It is well known thatn−m+1m (n)=m(n) (see [14]). Hence
the only proper subsets ofm(n) are1m(n) (when m= n), and2m(n), . . . ,n−mm (n).
There is a relation between the cardinalities oflm(n) and the coefﬁcients of the Gaussian
polynomials. Let cn(l,m) be the coefﬁcient of xn in the Gaussian polynomial
G(l,m)= (1− x
l+m)(1− xl+m−1) · · · (1− xm+1)
(1− xl)(1− xl−1) · · · (1− x) =
l∏
i=1
1− xm+i
1− xi ,
then we have cn(l,m) =∑mh=1P lm(n); see [14, 3, Chapter 3, Section 6], and Corollary 2
below.
3. The number of solutions to (2)
Theorem 1. We have
(a) Zeros(Er,1)= {vr ∈ Nr} and Zeros(Er,r )= {r · v1 ∈ Nr}.
(b) If 2sr − 1 and r/s2, then
Zeros(Er,s)= {v1 + (e, 0) : e ∈ Zeros(Er−1,s−1)}
∪ {(0, e, 0s−1) : e ∈ Zeros(Er−s,s)}. (3)
(c) If 2sr − 1 and r/s = 1, then
Zeros(Er,s)=
r−s⋃
h=1
{(s − h, e, 0s−1) : e ∈ Zeros(Er−s,h)}. (4)
Proof. Item (a) is immediate.
(b) If e= (e1, . . . , er ) ∈ Zeros(Er,s) and e11, then (e1− 1, e2, . . . , er−1) is a solution
to Er−1,s−1, as follows from (2) taking into account that er = 0 in this case since e11.
Conversely, if e ∈ Zeros(Er−1,s−1), then v1 + (e, 0) ∈ Zeros(Er,s). Hence there is a one-
to-one correspondence between the set of solutions to Er,s such that e11 and the set of
solutions to Er−1,s−1. On the other hand, if (e1, e2, . . . , er ) ∈ Zeros(Er,s) and e1= 0, then
subtracting the equationE1r,s fromE2r,s we obtain the following system, which is equivalent
to Er,s :
E¯r−s,s


E¯1r−s,s ≡
r−1∑
i=1
e¯i = s,
E¯2r−s,s ≡
r−1∑
i=1
ie¯i = r − s,
where we have set e¯i = ei+1 for i = 1, . . . , r − 1. Moreover, the last s − 1 components of
every (e¯1, . . . , e¯r−1) ∈ Zeros(E¯r−s,s) vanish; i.e.,
e¯i = 0, r + 1− s ir − 1,
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as e¯i1 implies ie¯i > r − s for any i > r − s. Hence the system E¯r−s,s is equivalent to
Er−s,s .
(c) If r + 12s, then subtracting the equation E1r,s from E2r,s we obtain the equation
E¯r−s ≡
r+1−s∑
i=2
(i − 1)ei = r − s,
as follows from the same argument above. The system E1r,s , E¯r−s is equivalent to Er,s and
letting e¯i = ei+1 for i = 1, . . . , r − s, the equation E¯r−s reads
E¯r−s ≡
r−s∑
i=1
ie¯i = r − s,
thus becoming evident that
Zeros(E¯r−s)=
r−s⋃
h=1
Zeros(Er−s,h).
If (e¯1, . . . , e¯r−s) = (e2, . . . , er+1−s) ∈ Zeros(Er−s,h), then e1 + e2 + . . . + er+1−s = s.
Hence e1 = s − h. 
Corollary 2. Let Er,s be the linear polynomials given in Eqs. (2), let Zeros(Er,s) be the
set of their common zeros inNr , and let Ps(r) be the number of partitions of length s of the
integer r. Then, we have Ps(r)= #Zeros(Er,s).
Proof. For the sake of simplicity, we set Ns(r)= #Zeros(Er,s) and Ns(r)= 0, Ps(r)= 0
whenever s > r . We proceed by induction on r. Obviously, P1(1) = N1(1). Moreover, we
have Pr(r) = Nr(r) = 1, as follows from the very deﬁnition of Pm(n) and Theorem 1(a).
Hence, we can assume r2, 1sr − 1. First of all, we state the following recurrence
relation:
Ps(r)=
s∑
h=1
Ph(r − s), 1sr − 1. (5)
We are led to distinguish two cases:
(a) If r/s2, i.e., sr − s, then the formula is well known; e.g. see [3, 2.17].
(b) If r/s = 1, i.e., s > r − s, then let
 : s(r) −→
r−s⋃
h=1
h(r − s)
be the map deﬁned as follows. For every t = (t1, . . . , ts) ∈ s(r), let h = h(t) be the
only integer 1hs such that, th2 and th+1=1.We remark on the fact that hr−s,
as
r = (t1 + · · · + th)+ (th+1 + · · · + ts)2h+ (s − h)= s + h.
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We deﬁne(t)= (t1− 1, . . . , th− 1) ∈ h(r− s). Since is a bijection, we can conclude
the proof of the formula (5).
Consequently, we only need to prove that Ns(r) satisﬁes the same recurrence relation.
To this end, we distinguish two cases:
1. If r/s2, then (r − h)/(s− h)2 for h= 1, 2, . . . , s− 1, as it is readily checked.
Accordingly, from the formula (3) we deduce the following equations:
Ns(r)=Ns−1(r − 1)+Ns(r − s),
Ns−1(r − 1)=Ns−2(r − 2)+Ns−1(r − s),
...
N2(r + 2− s)=N1(r + 1− s)+N2(r − s).
Summing up all these equations and simplifying, we obtain
Ns(r)=N1(r + 1− s)+
s∑
h=2
Nh(r − s)=
s∑
h=1
Nh(r − s).
2. If r/s = 1, then from formula (4) we directly obtain
Ns(r)=
r−s∑
h=1
Nh(r − s)=
s∑
h=1
Nh(r − s).
This completes the proof. 
According to Corollary 2, the convex hull of the ﬁnite set Zeros(Er,s) is a compact
polytope, the vertices of which can be described as follows: If s divides r, then there is a
unique degenerate vertex given by ui = s when i = r/s, and uj = 0, ∀j = i; if s does not
divide r, there is no degenerate vertex. The non-degenerate vertices are given by
uh = (is − r)/(i − h),
ui = (r − hs)/(i − h),
uj = 0,
∀j = h, i, where h< i. If s divides r, then 1h(r/s) − 1, (r/s) + 1 ir , and the
number of non-degenerate vertices is
((r/s)− 1)(r − (r/s)).
If s does not divide r, then 1hr/s, r/s+1 ir , and the number of non-degenerate
vertices, in this case, is
r/s(r − r/s).
The only non-degenerate vertices with integer coordinates are those for which i − h
divides r − hs and is − r , that is, (i − h)| gcd(r − hs, is − r). Hence, such vertices are
clearly insufﬁcient to generate the set of solutions to system (2).
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4. Reducing (2) to partitions
Lemma 3. Let A:Zr → Z2 be the homomorphism
A(e)=
(
r∑
i=1
ei,
r∑
i=1
iei
)
.
If k < r − 2, then a basis for ker A is the following:
wi = vi − vi+1 − vk+1 + vk+2, 1 ik − 2,
wk−1 = vk−1 − 3vk + 3vk+1 − vk+2,
wk = vk − 2vk+1 + vk+2,
wi =−vk+1 + vk+2 + vi+2 − vi+3, k + 1 ir − 3,
wr−2 = (r − k − 2)vk+1 − (r − k − 1)vk+2 + vr .
Proof. A vector x = e1v1 + · · · + ervr belongs to kerA if and only if
ek =
∑
1 i r
i =k,k+1
(i − k − 1)ei ,
ek+1 =
∑
1 i r
i =k,k+1
(k − i)ei .
Hence, a basis for ker A is the following system (v′1, . . . , v′k−1, v′k+2, . . . , v′r ) of r − 2
vectors:
v′i = vi + (i − k − 1)vk + (k − i)vk+1, i = k, k + 1.
Set v′′i = v′i for 1 ik − 1, and v′′i = v′i+2 for k ir − 2. Making the elementary
transformations
v′′′i = v′′i + (1− ik)(k − 1− i)v′′k ,
wi =
{
v′′′i − (1− ik)v′′′i+1, 1 ir − 3,
v′′′i , i = r − 2.
the result follows. 
In what follows, we set k= r/s, and we assume s2. Then cases excluded in Lemma
3 are explained as follows: If r − 2= k, then we have (r, s) ∈ {(3, 2), (3, 3), (4, 2)} and the
bases are respectively given by
r = 3, w1 = v1 − 2v2 + v3,
r = 4, w1 = v1 − 3v2 + 3v3 − v4,w2 = v2 − 2v3 + v4.
If r − 2= k − 1 (i.e., r − k = 1), then r = s = 2 and this case must be excluded.
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A particular solution x0 = (e1, . . . , er ) to system (2) is
ei =
{
(k + 1)s − r, i = k,
r − ks, i = k + 1,
0, i = k, k + 1.
Hence the general solution toA(x)=x0 in the latticeZr has the following parameterization:
x = x0 +
k−1∑
i=1
iwi + wk +
r−2∑
j=k+1
jwj , , j ,i ∈ Z.
Accordingly, a solution x belongs toNr if and only if the following ﬁve inequalities hold:
r−2r−3 · · · k+2k+10, (6)
k−1k−2 . . . 210,
−3k−1 + + (k + 1)s − r0, (7)
−
k−2∑
i=1
i + 3k−1 −
r−3∑
j=k+1
j + (r − k − 2)r−2 − 2+ r − ks0, (8)
k−2∑
i=1
i − k−1 +
r−3∑
j=k+1
j − (r − k − 1)r−2 + 0. (9)
Moreover, for every solution x = (e1, . . . , er ) to (2) we have
ei = 0, r + 2− s ir .
In fact, subtracting E1r,s from E2r,s we have
∑r
i=2(i − 1)ei = r − s. Hence ei = 0 for
i − 1>r − s. Consequently,
j = r−s−1, r − s − 1jr − 2, (10)
and (6) becomes
r−s−1r−s−2 · · · k+2k+10.
By adding (8) and (9), we obtain
2k−1 − r−s−1 − + r − ks0, (11)
and from (7), we have
k−1 + r−s−1s. (12)
Furthermore, from (7) and (11), we deduce the range for :
3k−1 + r − (k + 1)s2k−1 − r−s−1 + r − ks. (13)
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Moreover, taking (10) into account, from (8) and (9) we obtain
(r − s − k)r−s−1 + k−1 − + 
(r − s − k − 1)r−s−1 + 3k−1
− 2+ r − ks, (14)
where
=
r−s−2∑
j=k+1
j , =
k−2∑
i=1
i .
Let Sr,s be the set of integers (, r−s−1,k−1, ,) ∈ Z×N4 satisfying Eqs. (12)–(14).
The number of bit operations to compute s − r−s−1 in (12) is O(s log s), as r−s−1s.
Similarly, the number of bit operations to compute 2k−1 − r−s−1 in (13) is O(s2 log s),
and ﬁnally, the number of bit operations to compute (r − s − k)r−s−1 + k−1 −  and
(r − s − k − 1)r−s−1 + 3k−1 − 2 + r − ks in (14) is O(s3 log s). Hence, the running
time to obtain Sr,s is bounded by O(s3 log s), and from the previous discussion we obtain
Theorem 4. The solutions to (2) are parameterized by the elements of the form
(, r−s−1,k−1, t,u)
such that
(, r−s−1,k−1, ,) ∈ Sr,s ,
where
t ∈
r−s−k−2⋃
a=1
r−s−1a (),
for 1, and t = 0 otherwise, and
u ∈
k−2⋃
b=1

k−1
b (),
for 1, and u= 0 otherwise. Moreover, we assumer−s−1a ()=∅ for r − s− k2, and

k−1
b ()= ∅ for k2.
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