An instantaneous speaker adaptation method is proposed that uses N-best decoding for continuous mixture-density hidden-Markov-model based speech recognition systems. An N-best paradigm of multiple-pass search strategies is used that makes this method effective even for speakers whose decodings using speaker-independent models are error-prone. To cope with an insufficient amount of data, our method uses constrained maximum a posteriori estimation, in which the parameter vector space is clustered, and a mixturemean bias is estimated for each cluster. Moreover, to maintain continuity between clusters, a bias for each mixturemean is calculated as the weighted sum of the estimated biases. Performance evaluation using connected-digit (fourdigit strings) recognition experiments performed over actual telephone lines showed more than a 20% reduction in the error rates, even for speakers whose decodings using speakerindependent models were error-prone.
INTRODUCTION
In continuous mixturedensity hidden Markov model (HMM)-based speech recognition systems, the performance of speaker-independent phoneme HMMs for some speakers is often low. Techniques that adapt the parameters of speakerindependent phoneme HMMs to each speaker and thus improve the performance are therefore important. These techniques are generally classified as either supervised, in which the training sentences are known, or unsupervised, in which arbitrary utterances are used. They can also be classified as off-line, in which the system collects a limited amount of data and uses it for adaptation, incremental, in which the adaptation transformation is estimated every utterance without supervision and the adapted models are used for the next utterance, and instantaneous, in which recognition utterances are used to estimate the adaptation transformation Cl]. Instantaneous adaptation is especially useful in applications where there is only a very brief interaction between the speaker and the system. This technique must work without supervision, using only a small amount of data, such as a few words or a single sentence.
In general, unsupervised adaptation techniques use a decoding algorithm, such w the Viterbi algorithm, to align the input speech frames-to the phonemes by using speakerindependent phoneme HMMs [1][2]. The mixture-density distributions are then adapted using the alignment. However, the decoding is error-prone for some speakers, so the adaptation effect does not usually work.
In this paper, we propose an instantaneous speakeradaptation method that is effective even for error-prone speakers. It uses an alignment obtained based on the maximum likelihood value using speaker-adapted phoneme models instead of speaker-independent phoneme ones. We assume that the correct decoding shows a high likelihood value through adaptation even when it shows a low value for speaker-independent phoneme HMMs. In this method, speaker adaptation using all possible alignments must be attempted, and the likelihood values for the phoneme models adapted using these alignments must be compared. Therefore, how to reduce the search space without losing the correct decoding is a serious problem.
In large-vocabulary speech recognition, multiple-pw search strategies have been explored as a way to substantially reduce the search space, without increasing the error rate [3]. One of these strategies, the N-best paradigm, computes alternative hypotheses for a sentence that can later be rescored using more detailed and more comprehensive knowledge sources. We use the N-best paradigm in our speaker adaptation method to calculate likely alignments. In our method, phoneme models that become more precisely adapted to the speaker as the number of estimation iterations increases are used.
Estimating all the parameters of phoneme HMMs robustly is difficult when only a small amount of data is available.
Maximum a posteriori (MAP) estimation, which combines estimates obtained from the adaptation data with a priori information of the speaker-independent system, is particularly useful in dealing with problems posed by sparse training data for which the maximum-likelihood (ML) approach gives inaccurate estimates $41. This estimation, however, updates only the parameters of phoneme models for which observations occur in the adaptation data. Several techniques for updating the parameters of phoneme models not observed in the adaptation data have been developed. In [5] and [6], the estimated spectral bias is used to decrease the uniform mis-match between input speech and all phoneme models, and this estimated bias is subtracted from each speech frame or added to each mixture mean. In [2] and [7], the adaptation transformation is constrained to be an AAne transformation, and the parameters of the transformation are estimated s e p arately for different clusters of mixture-density distributions.
To cope with an insuffiaent amount of data, our method calculates each mixture-mean bias as the weighted sum of the biases which are estimated for each mixture-mean cluster based on MAP estimation.
N-BEST-BASED ADAPTATION
Our method consists of three steps (Figure 1 ):
1. Multiple alignments of input speech {AI, A2,. . . ,AN} are obtained using speaker-independent phoneme HMMs and the N-best decoding technique.
2.
The parameters of the phoneme models are adapted for each decoding. 3. The decoding providing the maximum-likelihood value is selected for the speech, and the speaker-adapted phoneme models for that decoding are used.
According to the N-best paradigm of multiple-pass search strategies, Steps 2 and 3 are iterated as the adaptation in
Step 2 gradually becomes more prease. Then, the hierarchical codebook adaptation algorithm [8][9], which has been proposed for speaker adaptation in vector-quantization based systems, is applied: the reference codebook elements are clustered hierarchically in an increasing number of clusters, and adaptation is performed hierarchically from global to local individuality of the speaker. In practice, the mixturemean biases shared by the distributions in the same duster are estimated, and the number of biases (i.e., the number ~~ I 1. N-best decoding: {AI,&,.. .,AN} I 2. Adaptation for each decoding:
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Hierarchical clustering
In our method, a binary-treestructure is made from input speech. The number of leaves depends on the speech length and the depth of the tree depends on the number of estimation iterations. The mixture-density distributions are clustered into 2' -1 classes based on the distances between the centroids and the mean vectors of the distributions, where M is the number of estimation iterations.
EXPERIMENTAL CONDITIONS
A speaker-independent HMM for each digit was created by the Baum-Welch algorithm using digit string utterances (Japanese one, two, or four-digit strings with a short silence at the beginning and end) spoken by 177 male speakers (24,194 total strings). The database was collected by NTT over actual telephone lines in a metropolitan area and recently used for the extended work of connected-digit recognition in our laboratory [IO]. In our experiments, four-mixture Gaussian HMMs were used as context-independent digitHMMs. The number of states in each digit-HMM varied depending on the number of phonemes in the digit; each phoneme is represented by three states and the average number of phonemes per digit is three, so there are nine states per digit on average. We used 13 digit-HMMs to represent the digits 0 to 9, since in Japanese some digits have two pronunciations; a one-state, four-mixture Gaussian HMM was The database used for adaptation and recognition tests consisted of four-digit strings spoken by 400 male speakers 1113.
The data was collected by NTT Data over actual telephone lines in seven different areas. The string recognition rates were used to evaluate our method. In the experiments, the ten best alignments were decoded by default. The percentage of correct strings included within the ten best decodings by using speaker-independent digit models was 96.3% (Table 1 ). One hundred of the 400 speakers were selected so that the histogram of the recognition rates for the speakerindependent digit-HMMs was the same as that for the 400 speakers. Six different strings were used per speaker. The 100 speakers were classified into two sets: one set consisted of 25 speakers whose recognition rates using speakerindependent digit-HMMs were under 80% (average: 54.7%);
the other set consisted of the remaining 75 speakers whose rates were over 80% (average: 94.4%).
The cepstral and ddta-cepstral coefficients were calculated with an order of 12 for each. LPC analysis was used with a frame period of 8 ms, and a frame length of 32 ms. Cepstral mean subtraction was performed for each string.
RESULTS
Table2 lists the four-digit string recognition rates [and the error reduction rates compared with the baseline performance]. Speaker-independent digit models were used when the one best and when the ten best alignments were decoded.
"16-HBE" is our method for estimating 16 mixture-mean biases for each string by using hierarchical clustering with five estimation iterations (one bias was estimated in the first iteration, two in the second, four in the third, eight in the fourth, and 16 in the fifth). "I-BE" is our method for estimating one mixture-mean bias by using three estimation iterations without hierarchical clustering. In each iteration, the parameters of all digit-HMMs were updated using a bias given by the decoding with the maximum-likelihood value.
I Method I N-best I under 80% I over 80% I Ave. 1 The bias and the order of the likelihood values for the decodings are updated for each iteration. For both the 16-HBE and 1-BE methods, the recognition rates when using the ten best alignments were higher than when using only the one best alignment. These results indicate that N-best decoding works dfectivdy in our method.
Table3 lists the four-digit string recognition rates [and the error reduction rates] when several numbers of biases were estimated using K-BE methods in which K mixture-mean biases were estimated using three estimation iterations without hierarchical clustering. In each iteration, the parameters of all digitHMMs were updated using K biases given by the decoding with the maximum-likelihood value. The more-thantwo BE methods performed better than the 1-BE method.
However, the optimal number of biases seems to be difficult to automatically determine with this method.
Table4 shows the difference in performance between hierarchical and direct clustering for the 8-HBE method. In this method, eight mixture-mean biases are estimated using four estimation iterations. The recognition rates for the fourth iteration were higher than those for 8-BE. These results indicate that hierarchical clustering is effective. of strings recognized as second best using speakerindependent digit models).
DISCUSSION
We analyzed the recognition ability of our method. Table5
lists the number of strings recognized correctly and incorrectly before and after use of our K-HBE method. As the number of biases increased, the number of strings recognized incorrectly before use but correctly after use increased. Conversely, the number of strings recognized incorrectly both before and after use decreased as the number of biases increased. The number of strings recognized correctly before and after use and the number of strings recognized correctly before use but incorrectly after use did not vary widely.
In Tables, the numbers in square brackets show the percentage of strings recognized as second best using speakerindependent digit models in strings recognized incorrectly before use but correctly after use. The percentage for the I-HBE method was higher than that for the more-than-two HBE methods. Therefore, by estimating more than two biases, strings seriously misrecognized (e.g., recognized as third or fourth best) using speaker-independent digit models can be recognized correctly.
In a few cases, strings were recognized correctly before use but incorrectly after use. Further investigation is needed of this side effect.
CONCLUSION
We have presented an instantaneous speaker adaptation method using N-best decoding for continuous mixturedensity HMM-based speech recognition systems. Connecteddigit (four-digit strings) recognition experiments performed over actual telephone lines showed that this method, which can work with only a small amount of data, is effective even for speakers whose decodings using speaker-independent models are error-prone. In experiments using 100 speakers, our 16-HBE method had a 22.1% error-reduction rate for speakers whose recognition rates using speaker-independent digit HMMs were under 8090, and 25.0% for speakers whose rates were over 80%.
Further study includes investigation of more general a d a p tation transformations including using an Affine transformation in our method.
