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Introduction générale
Dans le dictionnaire “Le Petit Robert”, l’adjectif “stochastique” trouve son origine dans le
terme grec “stokhastikos” qui se traduit par “conjectural”, ce dernier venant du latin “conjectura”.
Avant son usage mathématique, l’adjectif stochastique servait donc à désigner des situations ou
des phénomènes qui sont (au moins en partie) le fruit du hasard ou dont le déterminisme n’est pas
absolu. Cet adjectif est aussi lié aux conjectures qui sont des opinions fondées sur des probabilités
ou des apparences (on parle d’hypothèse, de supposition, mais aussi de prévision ou de pronostic
lorsque ces conjectures portent sur l’avenir) ou des opinions fondées sur des hypothèses non
vérifiées (présomption, soupçon, . . . ).
Entre la fin du XIXème siècle et le début du XXème siècle, l’adjectif stochastique a été employé
avec une définition mathématique précise en théorie des probabilités afin de décrire des phéno-
mènes imitant le mouvement brownien de fines particules accomplissant des “marches aléatoires”.
Le terme “brownien” vient du nom d’un naturaliste écossais, Robert Brown, qui a observé des
mouvements de particules à l’intérieur de grains de pollen. Il n’est pas le premier à avoir fait
cette observation, mais il a montré la réalité “objective” du mouvement brownien en prouvant
qu’il n’est pas d’origine biologique. La caractérisation mathématique du mouvement brownien
a été réalisée par Einstein en 1905, puis par Langevin en 1908, établissant ainsi l’existence en
physique et en biologie de phénomènes dont les trajectoires n’ont de tangente en aucun point.
Un système stochastique est un processus dépendant du temps et contrôlé par un (ou des)
mouvement brownien (aussi appelé processus de Wiener), ce qui permet de prendre en compte
le caractère aléatoire ou erratique de l’évolution de l’état de ce processus. Il existe de nombreux
phénomènes physiques (la géologie pour les tremblements de terre, la mécanique pour les mou-
vements des particules dans un gaz ou dans un environnement ionisé), biologiques (la génétique
et l’évolution des populations) ou sociaux (l’économie avec les mathématiques financières et les
cours boursiers) qui sont modélisés par des systèmes stochastiques évoluant dans le temps et qui
sont sujets aux eﬀets du hasard.
Alors que, pour un système déterministe, on peut prévoir son état à un instant futur connais-
sant son état à un instant initial 1, l’état d’un système stochastique à un instant futur connaissant
son état à un instant initial n’est pas prévisible : on peut seulement estimer la probabilité qu’a
le système stochastique d’être dans un état donné à un instant futur.
Les systèmes stochastiques sont décrits par des équations diﬀérentielles stochastiques (EDS)
qui diﬀérent des équations diﬀérentielles ordinaires (EDO) modélisant les processus déterministes.
Contrairement aux EDO, les EDS contiennent deux termes : la dérive pour l’évolution du temps
et la diﬀusion pour l’action du mouvement brownien. Du fait de la présence d’un mouvement
brownien qui n’est pas dérivable par rapport au temps, les dérivées, présentes dans les EDO,
1. On ne considère pas ici le fait que la trajectoire d’un système déterministe chaotique peut devenir imprévi-
sible lorsque les conditions initiales varient de manière infiniment petite.
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sont remplacées dans les EDS par des diﬀérentielles (dx(t) pour l’état, dt pour le temps et dw(t)
pour le mouvement brownien).
Il existe deux approches pour réaliser des calculs sur des EDS : la forme de Stratonovich
[Str60, Sus78, Øks03, All07] et celle d’Itô [Itô50a, Itô50b, Itô51]. C’est la formulation proposée
par Itô qui est utilisée dans ce manuscrit. Outre ceux d’Itô, les travaux fondateurs pour l’étude
des EDS sont ceux de Levy [Lév48] et de Wiener [Wie49].
La notion de stabilité des solutions des EDS a été introduite par Kats et Krasovskii [KK61].
Puis, avec les travaux de Kushner [Kus65b, Kus65a, Kus67], d’Has’minski [Has12] 2, de Kozin
[Koz69], de Wonham [Won66], de Zakai [Zak67, Zak69], de Gikhman et Skorokhod [GS72] et de
Friedman [Fri75], plusieurs type de stabilité ont été définis pour les EDS et une approche de type
Lyapunov pour étudier ces stabilités a été élaborée.
Dans ce manuscrit, on s’intéresse principalement à la stabilité du point d’équilibre d’une
EDS afin de synthétiser les lois de commande ou des observateurs. L’approche utilisée est basée
sur des fonctions de Lyapunov [Lya92] qui permet d’étudier le comportement asymptotique des
solutions sans avoir besoin de calculer explicitement ces solutions en résolvant des EDO ou des
EDS. Les fonctions de Lyapunov permettent l’étude de la stabilité au sens de Lyapunov, cette
dernière pouvant être définie comme suit : si tout mouvement d’un système issu d’un voisinage
suﬃsamment petit d’un point d’équilibre demeure au voisinage de ce point, alors ce système est
stable au sens de Lyapunov.
Les deux principaux types de stabilité stochastique utilisés dans ce manuscrit sont la stabilité
exponentielle presque sûre (aussi appelée stabilité exponentielle avec une probabilité de un) et
la stabilité exponentielle en moyenne quadratique. Sans prétendre à l’exhaustivité, concernant
l’utilisation de fonctions de Lyapunov afin d’étudier la stabilité exponentielle presque sûre, on
peut citer [Mao90, Mao92b, Mao94a, Mao94b, Mao97, ZK94, Liu97, LM98, MKR98, CGR03,
HM08, LD11], tandis que pour la stabilité exponentielle en moyenne quadratique, on peut citer
[Kle69, SW96, WW76, Mor95, DHS97, Mao97, MKR98, RS97, HP98, Liu01, Dam04].
1 Objectifs de la thèse et principaux résultats obtenus
Dans ce manuscrit, on s’est intéressé principalement à la stabilité exponentielle presque sûre
des systèmes stochastiques non linéaires au sens d’Itô, contrôlés par des bruits multiplicatifs, afin
de synthétiser des observateurs d’ordres plein et d’ordre réduit. Ce type de stabilité a été retenu
afin de relaxer les conditions données dans la littérature pour la synthèse d’observateurs. En eﬀet,
dans la littérature, c’est la stabilité exponentielle en moyenne quadratique qui est utilisée pour
caractériser le comportement de l’erreur d’estimation (voir [Phi89, CGS00, GLSY01, GMP02,
Sto02, XC02, XC03, ZCT05, GLW06, GSB07, HSRZ09, BS10]). De plus, l’état ne pouvant pas
être éliminé de l’erreur d’observation, la stabilité exponentielle en moyenne quadratique du point
d’équilibre du système stochastique à observer est nécessaire dans ces travaux. Puisque, sous des
hypothèses “suﬃsamment générales” (voir sections 1.5.2 et 1.5.3), la stabilité exponentielle en
moyenne quadratique implique la stabilité exponentielle presque sûre 3, l’emploi de cette dernière
a permis de proposer des observateurs pour des systèmes stochastiques dont le point d’équilibre
est exponentiellement presque sûrement stable, mais pas forcément exponentiellement stable en
moyenne quadratique, relaxant ainsi les conditions données dans la littérature pour la synthèse
2. L’édition russe du livre de Has’minskii est parue en 1969 et la 1ère traduction anglaise de ce livre a été
réalisée en 1980.
3. Cette implication n’est pas toujours vraie lorsque ces hypothèses “suﬃsamment générales” ne sont pas
satisfaites (voir section 1.5.3).
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d’observateurs pour les systèmes stochastiques avec des bruits multiplicatifs.
On a montré que le problème du filtrage des systèmes stochastiques avec des bruits multiplica-
tifs en imposant la stabilité exponentielle presque sûre de l’erreur d’observation ne peut pas être
résolu en appliquant les approches de type Lyapunov disponibles dans la littérature. On a sur-
monté cette diﬃculté en proposant d’exploiter la structure triangulaire associée à ce problème
du filtrage. L’approche proposée est basée sur un nouveau résultat : la stabilité exponentielle
presque sûre du point d’équilibre d’une classe de systèmes stochastiques non linéaires triangu-
laires est équivalente à celle du point d’équilibre de chaque sous-système considéré isolément.
La démonstration de ce résultat est basée sur la majoration des exposants de Lyapunov lorsque
les non linéarités dans la dérive sont Lipschitz ou one-sided Lipschitz. Avec cette approche, la
synthèse de l’observateur est décomposée en deux sous-problèmes découplés :
• établir la stabilité du point d’équilibre de l’EDS décrivant la dynamique de l’état à estimer,
• stabiliser l’équation diﬀérentielle stochastique décrivant la dynamique de l’erreur d’obser-
vation.
Plusieurs stratégies ont été utilisées pour la synthèse de ces observateurs : utilisation de fonc-
tions de Lyapunov polytopiques ou non polytopiques, formalisme de type “descripteur”, paramé-
trage des matrices des observateurs via la solution de contraintes de Sylvester. Ces méthodes ont
été étendues pour la synthèse d’observateurs robustes en présence d’incertitudes paramétriques.
Un autre objectif de cette thèse est l’utilisation de la stabilité exponentielle presque sûre pour
la stabilité et la stabilisation de systèmes stochastiques non linéaires avec des bruits multiplicatifs.
Concernant la stabilité, des conditions suﬃsantes pour le rejet asymptotique des perturbations
intervenant dans une équation diﬀérentielle stochastique avec des bruits multiplicatifs ont été
proposées, en considérant la stabilité exponentielle presque sûre. Une borne de l’exposant de
Lyapunov permet de garantir le taux de convergence exponentielle vers zéro de l’état du sys-
tème. Quant à la stabilisation, une loi de commande bang-bang par retour d’état estimé a été
synthétisée afin de garantir la stabilité exponentielle presque sûre du point d’équilibre du système
stochastique non linéaire lorsque l’état du système est partiellement mesuré.
Le dernier objectif de cette thèse est la commande et l’observation des systèmes stochastiques
avec des bruits multiplicatifs dont la dynamique est décrite par une équation algébro-diﬀérentielle
stochastique (EADS). Ces systèmes stochastiques sont aussi qualifiés de descripteurs ou de sin-
guliers. Après avoir étendu la formule d’Itô aux EADS, un lemme borné réel a été développé
pour ces systèmes lorsque la dérive et la diﬀusion sont linéaires. Ce dernier a été utilisé pour la
synthèse d’une loi de commande H∞ par retour d’état ou par retour de sortie. C’est la stabilité
exponentielle en moyenne quadratique qui a été utilisée. Ensuite, en employant la stabilité ex-
ponentielle presque sûre, un observateur a été synthétisé pour un système stochastique singulier
avec des bruits multiplicatifs.
L’ensemble des méthodes de synthèse présentées dans ce manuscrit s’appuie sur la résolu-
tion d’inégalités matricielles aﬃnes aussi appelées LMI. Une LMI est un système d’inégalités
matricielles de la forme suivante
F (x) = F0 +
N￿
i=1
Fixi < 0
où les inconnues sont les scalaires xi, aussi appelés variables de décision. Lorsque les matrices Fi
sont symétriques, ce qui est le cas avec les approches de type Lyapunov, on parle de program-
mation semi-définie. La résolution de LMI étant un problème convexe, il existe de nombreux
algorithmes d’optimisation très eﬃcaces pour calculer la solution.
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2 Plan du manuscrit
Le manuscrit comporte 5 chapitres.
Chapitre 1 : Systèmes stochastiques et équations diﬀérentielles stochastiques
Ce chapitre est consacré à l’état de l’art sur les systèmes stochastiques non linéaires décrits
par des EDS contrôlées par des bruits intervenant de manière multiplicative avec l’état. Ces
bruits sont des mouvements browniens. Les outils et les définitions essentiels concernant les
EDS, utilisés dans la suite de ce mémoire, sont présentés : les processus d’Itô, la formule d’Itô,
l’existence et l’unicité des solutions, la discrétisation et la simulation des EDS, la stabilité du point
d’équilibre d’une EDS et le lemme borné réel pour les systèmes stochastiques. L’accent est mis
sur les diﬀérentes notions de stabilité avec une étude comparative entre la stabilité exponentielle
presque sûre et la stabilité exponentielle en moyenne quadratique. Ce chapitre se termine avec
une présentation de quelques exemples de processus stochastiques.
Chapitre 2 : Stabilité des équations diﬀérentielles stochastiques de grande
dimension : application au filtrage
Ce chapitre est dédié au filtrage d’ordres plein et réduit afin d’estimer l’état d’un système
stochastique non linéaire lorsque cet état est partiellement mesuré. La classe de systèmes stochas-
tiques non linéaires considérée est générale : les non linéarités sont soit Lipschitz, soit one-sided
Lipschitz et les mesures sont soit stochastiques, soit déterministes.
Le but est de garantir la stabilité exponentielle presque sûre de la dynamique de l’erreur
d’estimation. On a montré que, du fait de la structure intrinsèque de l’erreur d’observation, les
théorèmes basés sur une approche de type Lyapunov pour la stabilité exponentielle presque sûre
ne peuvent pas être utilisés pour la synthèse des matrices de l’observateur. Afin de résoudre ce
problème, on a proposé des nouveaux résultats sur la stabilité exponentielle presque sûre d’une
classe de systèmes triangulaires stochastiques. La structure triangulaire liée au problème du
filtrage des systèmes stochastiques a été exploitée pour synthétiser un observateur garantissant
la stabilité exponentielle presque sûre de l’erreur de filtrage en découplant l’analyse de la stabilité
de l’EDS du système à observer de celle décrivant la dynamique de l’erreur de filtrage.
Chapitre 3 : Filtrage des systèmes stochastiques
Dans ce chapitre, les résultats théoriques développés dans le chapitre 2 sont utilisés pour syn-
thétiser des observateurs d’ordres plein et réduit pour des classes de systèmes stochastiques ayant
des non linéarités spécifiques, ces dernières étant Lipschitz ou one-sided Lipschitz. Les mesures
sont soit stochastiques, soit déterministes. Deux approches sont proposées pour la synthèse de
ces observateurs. La première exploite le caractère borné des entrées de commande. La seconde
utilise une approche de type polytopique avec une modélisation de type pseudo-singulière de la
dynamique du système à observer, ce qui permet de relaxer considérablement les conditions de
stabilité proposées. Ce chapitre se finit avec la prise en compte d’incertitudes paramétriques dans
les coeﬃcients de l’EDS du système à observer afin de synthétiser des observateurs d’ordres plein
ou réduit qui soient robustes : la stabilité exponentielle presque sûre de la dynamique de l’erreur
de filtrage est garantie malgré la présence d’incertitudes dans les EDS considérées.
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Chapitre 4 : Stabilité et stabilisation des systèmes stochastiques
Ce chapitre traite de la stabilité et de la stabilisation des systèmes stochastiques non linéaires
avec des bruits multiplicatifs. Dans la première partie de ce chapitre, des conditions suﬃsantes
de type Lyapunov sont proposées afin que la solution non triviale d’une EDS (l’état x(t) = 0
n’est pas un point d’équilibre) soit exponentiellement presque sûrement stable. Ces résultats ont
été appliqués au rejet des perturbations avec un taux de décroissance exponentielle garanti pour
l’état du système.
La seconde partie de ce chapitre est consacrée à la commande de type bang-bang pour les
systèmes stochastiques non linéaires. Deux cas ont été considérés : le retour d’état lorsque ce
dernier est complètement disponible et la commande basée sur un observateur lorsque l’état est
partiellement mesuré. Le type de stabilité utilisé est la stabilité exponentielle presque sûre.
Chapitre 5 : Commande et filtrage des systèmes stochastiques singuliers
Ce chapitre est consacré aux systèmes stochastiques singuliers ou algébro-diﬀérentiels avec
des bruits multiplicatifs. Ce chapitre comprend trois parties. Dans la première partie, le calcul
d’Itô est étendu aux systèmes stochastiques non linéaires algébro-diﬀérentiels puisque les formules
d’Itô utilisées dans les chapitres précédents ne peuvent pas s’appliquer “directement” aux systèmes
stochastiques singuliers. Dans la seconde partie, lorsque la dérive et la diﬀusion sont linéaires,
une version du lemme borné réel est développée pour les systèmes stochastiques singuliers, puis
ce dernier est utilisé pour la synthèse de deux correcteurs H∞ : par retour d’état et par retour
de sortie dynamique. Dans ces travaux, c’est la stabilité exponentielle en moyenne quadratique
qui est employée. Dans la troisième partie, les résultats présentés au chapitre 2 sont utilisés afin
de synthétiser un observateur pour une classe de systèmes stochastiques non linéaires algébro-
diﬀérentiels en garantissant la stabilité exponentielle presque sûre de la dynamique de l’erreur
de filtrage.
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Chapitre 1. Systèmes stochastiques et équations diﬀérentielles stochastiques
1.1 Introduction
Ce chapitre est dédié à la présentation des équations diﬀérentielles stochastiques auxquelles ce
mémoire est consacré. Une attention particulière est portée sur l’analyse de la stabilité du point
d’équilibre de ces équations diﬀérentielles stochastiques. Seules les propriétés des équations diﬀé-
rentielles stochastiques utilisées dans ce travail de recherche doctorale sont exposées. L’ensemble
des résultats décrits dans ce chapitre est issu de la littérature sur les processus stochastiques.
La section 1.2 présente les systèmes stochastiques et les équations diﬀérentielles stochastiques :
l’intérêt d’introduire des phénomènes aléatoires pour décrire le comportement dynamique d’une
grande variété de processus est mis en évidence.
Le mouvement brownien est présenté dans la section 1.3, tandis que la section 1.4 est consacrée
aux équations diﬀérentielles stochastiques. Les formes intégrale et diﬀérentielle de ces équations
sont données dans la section 1.4.1. La section 1.4.2 met en évidence les diﬀérences de compor-
tement de la solution d’une équation diﬀérentielle stochastique selon la façon dont intervient le
bruit : soit de manière linéaire, soit de manière multiplicative (ou non linéaire). Dans le pre-
mier cas, les bruits n’influencent pas la stabilité du point d’équilibre de l’équation diﬀérentielle
stochastique, alors que, dans le second cas, ces bruits agissent sur cette stabilité. Les processus
d’Itô et la formule d’Itô sont présentés dans la section 1.4.3. La formule d’Itô permet de faire
des calculs en présence de bruits browniens. L’existence et l’unicité des solutions d’une équation
diﬀérentielle stochastique sont abordées à la section 1.4.4. La discrétisation et la simulation des
équations diﬀérentielles stochastiques sont traitées dans la section 1.4.5.
La section 1.5 est consacrée aux notions de stabilité associées aux équations diﬀérentielles
stochastiques. Les concepts de stabilité les plus couramment utilisés pour la synthèse de lois de
commande et d’observateurs pour les processus stochastiques sont rappelés dans la section 1.5.1.
Des conditions suﬃsantes de stabilité via une approche de type Lyapunov sont données dans la
section 1.5.2. La section 1.5.3 est consacrée à une comparaison entre la stabilité exponentielle en
moyenne quadratique et la stabilité exponentielle presque sûre. Cette section est importante dans
la motivation de ce travail de recherche doctorale : bien que la stabilité exponentielle en moyenne
quadratique soit, de loin, la notion de stabilité la plus employée en automatique pour les processus
stochastiques, il est montré dans cette section, sous des hypothèses “peu restrictives”, que la
stabilité exponentielle presque sûre est plus “générale” que la stabilité exponentielle en moyenne
quadratique (sous ces hypothèses “peu restrictives”, la seconde implique la première, mais la
réciproque est fausse). Ainsi, dans les chapitres 1 à 5, des résultats de stabilité exponentielle
presque sûre sont proposés pour la synthèse de lois de commande et d’observateurs lorsque la
stabilité exponentielle en moyenne quadratique n’est pas satisfaite. Enfin, la section 1.5.4 montre
que le bruit dans une équation diﬀérentielle stochastique peut être utilisé pour la stabilisation
ou pour la déstabilisation.
La section 1.6 est consacrée à la généralisation de la commande H∞ des systèmes linéaires
déterministes aux systèmes stochastiques non linéaires, c’est-à-dire à la généralisation du lemme
borné réel aux systèmes stochastiques non linéaires. Cette extension est utilisée dans le chapitre 5.
Dans la section 1.7, des exemples d’application des équations diﬀérentielles stochastiques à
divers types de domaines (finance, biologie, électricité, mécanique, . . . ) sont présentés.
Une conclusion est donnée dans la section 1.8.
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1.2 Processus stochastiques et équations diﬀérentielles stochas-
tiques
Lorsque l’état d’un système à un instant futur peut être déterminé en connaissant l’état initial
de ce système et le modèle qui le décrit, ce système est appelé déterministe. Son comportement
est décrit par une équation diﬀérentielle ordinaire (EDO).
Cependant, dans de nombreuses applications, une description déterministe est inopérante
pour de multiples raisons : les paramètres du modèle ne sont pas connus avec suﬃsamment de
précision ou l’estimation de leur valeur à partir d’une expérience (ou mesure) doit tenir compte
d’une loi de probabilité donnée, un comportement “erratique” vient s’ajouter à l’évolution des
variables, la connaissance de l’état inital n’est pas suﬃsante pour connaître l’état du système à
un moment donné. . .
Si une approche déterministe ne permet pas de modéliser un système, une solution est de
modifier l’EDO en insérant des bruits. On obtient alors une équation diﬀérentielle stochastique
(EDS). Cette classe de modèles est bien adaptée aux systèmes stochastiques que l’on peut définir
ainsi : l’état du système à un instant futur connaissant son état à un instant initial n’est pas
prévisible, on peut seulement estimer la probabilité qu’a le système d’être dans un état donné à
un instant futur.
Les EDS étudiées dans ce mémoire sont constituées de deux termes : la dérive qui ne contient
pas de terme stochastique et la diﬀusion qui inclut le bruit, ce dernier interagissant de manière
multiplicative (ou non linéaire) avec l’état du système. Ces bruits sont des mouvements browniens
indépendants. Les EDS permettent donc de prendre en compte l’intervention de comportements
aléatoires au sein des trajectoires des variables d’état d’un système : la dérive correspond à la
dynamique du système, tandis que la diﬀusion représente les eﬀets “aléatoires” s’ajoutant à cette
dynamique.
De nombreux phénomènes sont décrits avec des EDS lorsqu’une description déterministe
n’est pas satisfaisante : économie (mathématiques financières et cours boursiers), biologie (gé-
nétique et évolution des populations), géologie (tremblements de terre), ingénierie (synthèse de
commande prenant en compte les défaillances pouvant apparaître aléatoirement), informatique
(modélisation des réseaux), électricité (modélisation des circuits électriques en tenant compte
des bruits), physique et mécanique (mouvements des particules dans un gaz ou dans un milieu
ionisé, physique quantique). . .
Dans ce mémoire, on s’intéresse aux EDS de la forme suivante
dx(t) = f(x(t), u(t), v(t)) dt+ g(x(t), u(t), v(t)) dw(t) (1.1)
où
• x(t) ∈ IRn −→ vecteur d’état,
• u(t) ∈ IRm −→ vecteur des entrées connues (commandes),
• v(t) ∈ IRq −→ vecteur des entrées inconnues (perturbations),
• f(x(t), u(t)) −→ la dérive,
• g(x(t), u(t)) −→ la diﬀusion,
• w(t) ∈ IRd −→ mouvement brownien (ou processus de Wiener) indépendant et centré.
On considère aussi que les variables intervenant dans l’EDS (1.1) sont définies dans un espace
probabilisé (Ω,F ,P) avec (voir section B.2 dans l’annexe B)
• Ω est l’ensemble des événements,
• F est une tribu,
• P est la mesure de la probabilité sur F .
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Dans la suite de ce mémoire, sauf indication contraire, la norme utilisée sera la norme de
Frobenius, aussi appelée norme euclidienne, définie par (voir section A.1 dans l’annexe A)
￿A￿ =
￿￿
i,j
A2i,j =
￿
tr(ATA). (1.2)
Les initiales “p.s.” signifient “presque sûr”, ce qui est équivalent à “avec une probabilité égale
à 1”.
1.3 Mouvement brownien
D’après le professeur Jean Pierre Kahane, le mouvement brownien est un phénomène naturel,
et un objet mathématique à la fois. Le phénomène naturel est le mouvement désordonné de
particules en suspension dans un liquide. Il a été observé dès le 18ème siècle. L’objet mathématique
est un processus gaussien dont la variance des accroissements est égale au temps écoulé. Norbert
Wiener, qui l’a défini en 1923, l’appelait “the fundamental random function”.
Un court historique des premières études sur le mouvement brownien est donné ci-dessous.
• Brown, un botaniste écossais du début du 19ème siècle, s’intéressait à l’action du pollen
dans la reproduction des plantes. Il a été amené, comme d’autres, à observer le mouve-
ment irrégulier et incessant de particules de pollen en suspension dans l’eau. A priori, il
interprétait ce mouvement irrégulier comme un phénomène vital.
• Delsaux (1877) explique les changements incessants de direction de trajectoire par les chocs
entre les particules de pollen et les molécules d’eau.
• Bachelier (1900) met en évidence le caractère markovien du mouvement brownien, en vue
d’étudier les cours de la bourse.
• Einstein (1905) détermine la densité de transition du mouvement brownien par l’intermé-
diaire de l’équation de la chaleur et relie ainsi le mouvement brownien et les équations aux
dérivées partielles de type parabolique.
• Smoluchowski (1905)décrit le mouvement Brownien comme une limite de promenades aléa-
toires.
• Wiener (1923) réalise la première étude mathématique rigoureuse et donne une démons-
tration de l’existence du mouvement brownien.
• Lévy (1948) s’intéresse aux propriétés fines des trajectoires du mouvement brownien.
Le mouvement brownien, noté w(t) dans ce mémoire, est défini comme suit.
Définition 1.3.1. Un Mouvement brownien (standard) est un processus w(t) défini sur un
espace de probabilité (Ω,F ,P) vérifiant :
• w(0) = 0 p.s., ce qui est équivalent à P{w(0) = 0} = 1.
• w(t) est continu.
• w(t) est à accroissements indépendants : pour tout n ￿ 2, les accroissements aléatoires
w(tn) − w(tn−1), w(tn−1) − w(tn−2), . . . , w(t1) − w(t0) sont indépendants pour tout 0 =
t0 < t1 < · · · < tn.
• Les accroissements sont stationnaires : pour tout δ > 0, la loi de la variable w(t+ δ)−w(t)
ne dépend pas du temps t.
• Les accroissements suivent une loi gaussienne centrée de matrice de covariance |t− s|I :
pour s ￿ t, on a w(t)− w(s) ∼ N (0, t− s).
Les processus à accroissements indépendants décrivent des états évoluant dans un univers où
les variations passées n’influencent pas les variations futures.
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De la définition 1.3.1, on déduit les propriétés suivantes.
• Un incrément d’un mouvement brownien correspond à
∆w(t) ≈ ±√∆t.
• Le mouvement brownien n’est pas diﬀérentiable car
dw(t)
dt
≈ ∆w(t)
∆t
≈ ±1√
∆t
−→
∆t→0
= ±∞.
• Si le mouvement brownien est multivariable (w(t) ∈ IRd et wi(t) ∈ IR, i = 1, . . . , d), alors
lim
t→+∞
wi(t)
t
= 0 p.s., (1.3a)
E{dwi(t)} = 0, (1.3b)
E{dwi(t) dwi(t)} = dt, (1.3c)
E{dwi(t) dwj(t)} = 0 i ￿= j, (1.3d)
et [Mao97], [Øks03]
dwi(t) dwi(t) = dt, (1.4a)
dwi(t) dwj(t) = 0 i ￿= j, (1.4b)
dwi(t) dt = dt dwi(t) = 0. (1.4c)
1.4 Equations diﬀéntielles stochastiques (EDS)
1.4.1 Equations diﬀéntielles stochastiques : formes intégrale et diﬀérentielle
Dans cette section, on va considérer une forme “simplifiée” de l’EDS (1.1) en considérant que
la dérive est f(x(t)) et la diﬀusion est g(x(t)). Dans ce cas, l’EDS (1.1) s’écrit soit sous la forme
intégrale suivante (avec T > 0)
x(t) = x(0) +
￿ t
0
f(x(s)) ds+
￿ t
0
g(x(s)) dw(s), t ∈ [0, T ] (1.5)
où x(t) ∈ IRn est le vecteur d’état et l’état initial x0 ∈ IRn est indépendant du mouvement
brownien w(t) ∈ IRd, soit sous la forme diﬀérentielle suivante
dx(t) = f(x(t)) dt+ g(x(t)) dw(t). (1.6)
Dans la suite de ce mémoire, on considère la forme diﬀérentielle.
1.4.2 Diﬀérence entre bruit multiplicatif et bruit additif
Dans l’EDS suivante
dx(t) = f(x(t)) dt+ g dw(t),
la diﬀusion g ne dépend pas de l’état x(t) : le bruit w(t) agit de manière additive, donc intervient
linéairement dans la dynamique de l’état x(t).
Dans ce cas, le bruit w(t) n’influence pas la stabilité du point d’équilibre de l’EDS et l’esti-
mation de l’état peut être traitée avec le filtre de Kalman.
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Par contre, dans l’EDS suivante
dx(t) = f(x(t)) dt+ g(x(t)) dw(t),
la dérive g(x(t)) dépend de l’état x(t) : le bruit w(t) agit de manière multiplicative, c’est-à-dire
le bruit intervient non linéairement avec la dynamique de l’état x(t).
Dans ce cas, le bruit w(t) influence la stabilité du point d’équilibre de l’EDS et des définitions
spécifiques sont utilisées pour caractériser la stabilité du point d’équilibre de l’EDS.
1.4.3 Processus d’Itô et formule d’Itô
1.4.3.1 Processus d’Itô
Définition 1.4.1 (Processus stochastique). On appelle processus stochastique à valeurs dans
E muni d’une tribu ε une famille X = {x(t); 0 ￿ t < ∞} de variables aléatoires définie sur un
espace de probabilité (Ω,F ,P) à valeurs dans l’espace mesurable (E, ε).
Définition 1.4.2 (Processus d’Itô). [Øks03] Un processus d’Itô est un processus stochastique
x(t) continu à valeurs dans IRn de la forme
x(t) = x(0) +
￿ t
0
f(x(s)) ds+
￿ t
0
g(x(s)) dw(s) (1.7)
avec 0 ￿ t ￿ T, x(0) ∈ IRn et vérifiant les propriétés suivantes
• f est une fonction module-intégrable￿ T
0
￿f(x(s))￿ ds <∞ p.s. ∀T > 0, (1.8)
• g est une fonction carrée-intégrable￿ T
0
￿g(x(s))￿2 ds <∞ p.s. ∀T > 0. (1.9)
L’équation (1.7) peut s’écrire sous la forme diﬀérentielle (voir section 1.4.1)
dx(t) = f(x(t)) dt+ g(x(t)) dw(t).
Théorème 1.4.1 (Intégrale stochastique). [Mao97, Øks03] La fonction g(x(t)) dans le pro-
cessus d’Itô (1.7) vérifie les propriétés suivantes 1
E
￿￿ b
a
g(x(s)) dw(s)
￿
= 0, (1.10a)
E
￿￿￿￿￿￿ b
a
g(x(s)) dw(s)
￿￿￿￿2
￿
= E
￿￿ b
a
￿g(x(s))￿2 ds
￿
, (1.10b)
E
￿￿ T
0
￿g(x(s))￿2 ds
￿
< ∞ ∀T > 0. (1.10c)￿ b
a
g(x(s)) dw(s) est Fb-mesurable, (1.10d)￿ b
a
g(x(s)) dw(s) est une martingale. (1.10e)
Un processus d’Itô défini uniquement par sa diﬀusion (dx(t) = g(x(t)) dw(t)) est une mar-
tingale car g(x(t)) vérifie (1.10d).
1. Processus F-mesurable et martingale : voir définitions B.2.4 et B.3.4, annexe B.
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1.4.3.2 Formule d’Itô et diﬀérentiateur stochastique
Théorème 1.4.2 (Formule d’Itô). [Mao97, Øks03] Soit x(t) un processus d’Itô. Pour toute
fonction Φ(t, x) ∈ C1,2(IR+×IRn; IR) et tout 0 ￿ t ￿ T , Φ(t, x) est un processus d’Itô et vérifie
l’équation diﬀérentielle stochastique suivante
dΦ(t, x) = LΦ(t, x) dt+BΦ(t, x) dw(t) (1.11)
où
LΦ(x, t) = Φt(t, x) + Φx(t, x)f(t, x) +
1
2
tr
￿
g(t, x)TΦxx(t, x)g(t, x)
￿
(1.12)
BΦ(x, t) = Φx(t, x)g(t, x) (1.13)
avec
Φt =
∂Φ
∂t
, Φx =
￿
∂Φ
∂x1
. . .
∂Φ
∂xn
￿
, Φxx =

∂2Φ
∂x1∂x1
. . .
∂2Φ
∂x1∂xn... . . .
...
∂2Φ
∂xn∂x1
. . .
∂2Φ
∂xn∂xn
 .
L(￿) est appelé le diﬀérentiateur stochastique.
C1,2(IR+×IRn; IR) −→ ensemble des fonctions Φ(t, x) définies sur IR+×IRn de classe C1 par
rapport au temps t ∈ IR+ et de classe C2 par rapport à la variable x ∈ IRn.
Démonstration. En utilisant la formule de Taylor à l’ordre 2, on obtient
Φ(x, t) = Φ(x0, t0) + Φt(x0, t0)(t− t0) + Φx(x0, t0)(x− x0) + 1
2
￿
(x− x0)TΦxx(x0, t0)(x− x0)
+2Φxt(x0, t0)(x− x0)(t− t0) + Φtt(x0, t0)(t− t0)2
￿
+◦((x−x0)T (x−x0), (t−t0)2, (x−x0)(t−t0))
En posant dx = x− x0 et dt = t− t0, la relation précédente devient
Φ(x, t) = Φ(x0, t0) + Φt(x0, t0) dt+ Φx(x0, t0) dx+
1
2
￿
(dx)TΦxx dx
+2Φxt(x0, t0) dx dt+ Φtt(x0, t0)(dt)
2
￿
+ ◦((dx)T dx, (dt)2, dx dt)
avec Φt, Φx et Φxx définis dans le théorème 1.4.2 et
Φtt =
∂2Φ
∂2t
et Φxt =
￿
∂2Φ
∂x1∂t
. . .
∂2Φ
∂xn∂t
￿
.
Les relations (1.4a) et (1.4c) donnent (i = 1, . . . , d)
(dt)2 = dt dt = dwi dwi dt = 0.
En utilisant ◦((dx)T dx, (dt)2, dx dt) ≈ 0 et (dt)2 = 0, le développement de Taylor ci-dessus
se simplifie comme suit
Φ(x, t) = Φ(x0, t0) + Φt(x0, t0) dt+ Φx(x0, t0) dx
+
1
2
(dx)TΦxx(x0, t0) dx+ Φxt(x0, t0) dx dt (1.14)
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Si on remplace dx par l’équation diﬀérentielle stochastique (1.6) dans l’équation (1.14), on
obtient
dΦ(x, t) = Φ(x, t)− Φ(x0, t0)
= Φt(x0, t0) dt+ Φx(x0, t0)(f(x) dt+ g(x) dw)
+
1
2
(fT (x) dt+ (dw)T gT (x))Φxx(x0, t0)(f(x) dt+ g(x) dw)
+ Φxt(x0, t0)(f(x) dt+ g(x) dw) dt
= Φt(x0, t0) dt+ Φx(x0, t0)(f(x) dt+ g(x) dw)
+
1
2
fT (x)Φxx(x0, t0)f(x)(dt)
2 + fT (x)Φxx(x0, t0)g(x) dw dt
+
1
2
tr
￿
gT (x)Φxx(x0, t0)g(x) dw(dw)
T
￿
.
En utilisant (1.4) et (dt)2 = 0, la relation précédente devient
dΦ(x, t) = Φt(x0, t0) dt+
￿
Φx(x0, t0)(f(x) +
1
2
(gT (x)φxx(x0, t0)g(x))
￿
￿ ￿￿ ￿
LΦ(t,x)
dt+Φx(x0, t0)g(x)￿ ￿￿ ￿
BΦ(t,x)
dw(t).
•
1.4.3.3 Diﬀérence entre l’intégration “standard” et l’intégration stochastique au
sens d’Itô
L’exemple simple suivant pemet de montrer la diﬀérence entre l’intégration “standard” et
l’intégration stochastique au sens d’Itô.
En utilisant les règles standard de l’intégration, on obtient
I1 =
￿ t
0
s ds =
t2
2
.
On remplace s par un mouvement brownien scalaire w(t) et on considère l’intégrale stochas-
tique suivante
I2 =
￿ t
0
w dw.
L’application de la formule d’Itô dans le théorème 1.4.2 avec Φ(t, w) =
w2
2
et dx = dw (on
a donc f(x) = 0 et g(x) = 1 dans (1.6)) donne
dΦ(t, x) = (Φt(t, x) + Φx(t, x)f(t, x) +
1
2
tr(gT (t, x)Φxx(t, x)g(t, x)) dt+ Φx(t, x)g(t, x) dw
=
￿
0 + 0 +
1
2
￿
dt+ w dw =
dt
2
+ w dw = d
￿
w2
2
￿
.
En intégrant l’équation précédente, on obtient (avec w(0) = 0)
I =
￿ t
0
w dw =
￿ t
0
d
w2
2
−
￿ t
0
dt
2
=
w2
2
− t
2
￿= w
2
2
.
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1.4.4 Solution d’une équation diﬀérentielle stochastique : existence et unicité
Soit la fonction f(x(t)) qui est une fois dérivable par rapport à x(t) et une fonction g(x(t))
qui est deux fois dérivable par rapport à x(t). Ces deux fonctions vérifient
f(0) = 0 et g(0) = 0. (1.15)
Théorème 1.4.3 (Existence et unicité). [Mao97, Øks03, Has12] S’il existe des réels k1 > 0
et k2 > 0 tels que
￿f(x(t))￿+ ￿g(x(t))￿ ￿ k1 (1 + ￿x(t)￿) (1.16)
￿f(x(t))− f(y(t))￿+ ￿g(x(t))− g(y(t))￿ ￿ k2 ￿x(t)− y(t)￿ (1.17)
alors il existe une solution unique à l’équation diﬀérentielle stochastique
dx(t) = f(x(t)) dt+ g(x(t)) dw. (1.18)
La condition (1.16) garantit l’existence d’une solution x(t) pour tout t ￿ 0 (la solution
“n’explose pas” en temps fini), indépendamment de x0, et la condition (1.17) implique l’unicité
de cette solution.
La condition (1.16) est appelée “linear growth condition” ou “condition de croissance linéaire”,
tandis que la relation (1.17) est une condition de Lipschitz. Ces deux conditions sont globales.
Le thérorème 1.4.3 ne change pas si la condition (1.16) est remplacée par
￿f(x(t))￿2 + ￿g(x(t))￿2 ￿ k11
￿
1 + ￿x(t)￿2
￿
(1.19)
avec k11 > 0 ou par
￿f(x(t))￿2 ∨ ￿g(x(t))￿2 ￿ k12
￿
1 + ￿x(t)￿2
￿
(1.20)
avec k12 > 0 et si la condition (1.17) est remplacée par
￿f(x(t))− f(y(t))￿2 + ￿g(x(t))− g(y(t))￿2 ￿ k21 ￿x(t)− y(t)￿2 (1.21)
avec k21 > 0 ou par
￿f(x(t))− f(y(t))￿2 ∨ ￿g(x(t))− g(y(t))￿2 ￿ k22 ￿x(t)− y(t)￿2 (1.22)
avec k22 > 0.
Exemple 1 : [Øks03] L’équation diﬀérentielle scalaire dx(t) = x2(t) dt (avec f(x(t)) = x2(t)
et g(x(t)) = 0) a pour solution x(t) =
1
1− t et ne vérifie pas (1.16). Il n’y a pas de solution
définie ∀ t ￿ 0 car x(t) explose pour t = 1.
Exemple 2 : [MMR02] Soit l’équation diﬀérentielle bilinéaire scalaire dx(t) = (ax(t) +
bu(t)x(t)) dt avec la mesure y(t) = cx(t) et la commande u(t) = ky(t). On obtient l’équation
diﬀérentielle scalaire
dx(t) =
￿
ax(t) + bkcx2(t)
￿
dt =
￿
ax(t) + bx2(t)
￿
dt (avec f(x(t)) = ax(t)+bx2(t) et g(x(t)) = 0)
qui a pour solution
x(t) =
x0aeat
a− x0b (eat − 1) .
L’équation diﬀérentielle dx(t) =
￿
ax(t) + bx2(t)
￿
dt ne vérifie pas (1.16) et, ∀x0 ∈ IR, il n’y
a pas de solution définie ∀ t ￿ 0 car x(t) explose pour t = ts > 0 où
ts =
1
a
ln
￿
a
x0b
+ 1
￿
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avec ts > 0 si −bx0 < a < 0 ou si a > 0 et bx0 > 0.
Exemple 3 : [Øks03] L’équation diﬀérentielle dx(t) = 3x2/3(t) dt (avec f(x(t)) = 3x2/3(t)
et g(x(t)) = 0) a une infinité de solutions ∀ a > 0
x(t) =
￿
0 pour t ￿ a
(t− a)3 pour t > a
et vérifie (1.16) (car l’expression 3x2/3(t) est bornée pour x > 0), mais ne vérifie pas (1.17).
Les conditions d’existence et d’unicité données dans le théorème 1.4.3 peuvent être relaxées
comme suit.
Théorème 1.4.4 (Existence et unicité). [Mao97] Si
∃k > 0 tel que x(t)T f(x(t)) + 1
2
￿g(x(t))￿2 ￿ k(1 + ￿x(t)￿2) (1.23)
∀n ￿ 1, n ∈ IN, ∃ k2n > 0 tel que ∀x(t) ∈ IRn, ∀ y(t) ∈ IRn avec ￿x(t)￿ ∨ ￿y(t)￿ ￿ n
￿f(x(t))− f(y(t))￿2 ∨ ￿g(x(t))− g(y(t))￿2 ￿ k2n ￿x(t)− y(t)￿2 (1.24)
alors il existe une solution unique à l’équation diﬀérentielle stochastique
dx(t) = f(x(t)) dt+ g(x(t)) dw. (1.25)
Les relations entre les théorèmes 1.4.3 et 1.4.4 sont résumées comme suit.
• La condition (1.16) implique la condition (1.23). Dans [Mao97], il est montré que
pour k1 satisfaisant (1.20), alors la condition (1.23) est vérifiée avec k =
√
k1 + 0.5k1.
• La condition (1.23) n’implique pas la condition (1.16). Dans [Mao97], il est montré
que l’EDS scalaire
dx(t) = (x(t)− x3(t)) dt+ x2(t) dw(t) (1.26)
satisfait la condition (1.23), mais pas la condition (1.20).
• La condition (1.17) implique la condition (1.24). Si la condition (1.22) est satisfaite
avec k2, alors la condition (1.24) est vérifiée avec k2n = k2, ∀n ￿ 1 et n ∈ IN.
• La condition (1.24) implique la condition (1.17). Dans [Mao97], il est montré que
l’EDS scalaire (1.26) satisfait la condition (1.24), mais pas la condition (1.22).
1.4.5 Discrétisation et simulation des équations diﬀérentielles stochastiques
1.4.5.1 Discrétisation d’un mouvement brownien
Soit N le nombre d’échantillons, l’instant initial t0 = 0 et tf l’instant final. Le numéro
de l’échantillon est k avec min(k) = 0. Le pas d’échantillonnage est δt =
tf
N
. En utilisant les
propriétés d’un mouvement brownien données dans la section 1.3, la simulation de ce dernier est
obtenue par la récurrence suivante [Hig01, HK02, Gee03b, Gee03a, Vio10]
∆wk = wk+1 − wk = wk
√
δt (1.27)
où δt et ∆wk remplacent respectivement dt et dw(t) et où wk est un processus gaussien discret
centré et réduit
La figure 1.1 représente 6 mouvements browniens scalaires indépendants centrés.
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Figure 1.1 – Trajectoires de 6 mouvements browniens scalaires indépendants centrés.
On peut faire les remarques suivantes avec la figure 1.1.
• Les mouvements browniens sont à accroissements indépendants et sont aléatoires : les
valeurs obtenues sont réparties de manière totalement erratiques. Ces valeurs pourront
être très espacées les unes des autres ou très proches, voire identiques.
• Il est impossible d’assigner une tangente en un point sur une des 6 trajectoires car elles
changent trop rapidement de direction de façon erratique : quelle que soit l’échelle d’ob-
servation, le mouvement brownien ne s’arrête jamais.
• Un bruit blanc est la “dérivée” d’un processus de Wiener.
1.4.5.2 Discrétisation explicite d’une équation diﬀérentielle stochastique : schéma
numérique d’Euler-Maruyama
On considère l’EDS (1.6) et on pose xk = x(kδt), wk = w(kδt) et ∆wk = wk+1 − wk (voir
relation (1.27)).
Le schéma de discrétisation de l’EDS (1.6) est explicite si
xk+1 = xk + fct(xk, δt,∆wk) (1.28)
et est implicite si (on parle aussi, dans certains cas, de méthode θ)
xk+1 = xk + θf(xk+1)δt+ fct(xk, δt,∆wk, θ) (1.29)
avec 0 ￿ θ ￿ 1.
Le choix de la fonction “fct(xk, δt,∆wk)” ou “fct(xk, δt,∆wk, θ)” caractérise chaque schéma
de discrétisation.
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Remarque 1.4.1. (Discrétisation d’une EDS avec un schéma numérique implicite). A
chaque instant k, le schéma numérique implicite (1.29) peut se réécrire ainsi
b = a+ θf(b)δt. (1.30)
L’équation implicite (1.30) a une solution unique b pour tout a ∈ IRn si [HMS02, HMS03]
θkfδt < 1 (1.31)
où kf est la constante de Lipschitz de la fonction f(x(t)).
Il faut donc, à chaque période d’échantillonnage, que la condition (1.31) soit vérifiée et que la
solution b de l’équation soit calculée. Les schémas numériques implicites sont donc très diﬃciles
à mettre en œuvre et nécessitent des volumes de calcul importants. ￿
En s’appuyant sur les travaux décrits dans [LP87, SM96, Hig01, HK02, Gee03b, Gee03a,
Lem09, Pal09, Vio10, Sau10, HMS02, HMS03], de nombreux schémas de discrétisation explicites
et implicites ont été testés. Ils ont tous donnés les mêmes résultats numériques. C’est pourquoi,
dans la suite de ce mémoire, c’est le schéma numérique d’Euler-Maruyama (explicite) qui a été
retenu car c’est le plus simple à mettre en œuvre et car il requiert peu de volumes de calcul.
Pour l’EDS (1.6), le schéma numérique d’Euler-Maruyama est donné par [LP87, SM96, Hig01,
HK02, Gee03b, Gee03a, Lem09, Pal09, Vio10, Sau10]
xk+1 = xk + f(xk)δt+ g(xk)∆wk (1.32)
où fct(xk, δt,∆wk) = f(xk)δt+ g(xk)∆wk (voir (1.28)).
Exemple de simulation : Le schéma numérique d’Euler-Maruyama appliqué à l’EDS
dx(t) = Atx(t) dt+Awx(t) dw(t)
avec
At =

−1 2 1
1 −3.5 0
−1 −1 −0.3
, Aw =

−0.4 0.1 0.1
0.1 0.1 1
0.5 0.4 −0.1
,
a donné, pour chacun des 6 mouvements browniens décrits dans la figure 1.1, les réponses sui-
vantes pour les trois états de l’EDS.
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Figure 1.2 – Application du schéma numérique d’Euler-Maruyama avec 6 mouvements brow-
niens diﬀérents.
Dans la figure 1.2, on constate que les trajectoires de la solution de l’EDS varient pour chaque
mouvement brownien, ce qui illustre le caractère aléatoire des réponses obtenues.
1.5 Stabilité des équations diﬀérentielles stochastiques
Dans cette section, on considère l’EDS (1.6) et que la solution triviale x(t) est un point
d’équilibre de cette EDS, c’est-à-dire que f(0) = 0 et g(0) = 0. L’état initial est x(0) = x0 et
l’instant initial est t0 = 0. On pose w(0) = 0.
1.5.1 Définitions de la stabilité des processus stochastiques
Avant de donner diﬀérentes définitions de la stabilité du point d’équilibre x(t) = 0 pour l’EDS
(1.6), on va présenter les exposants de Lyapunov. La solution de l’EDS (1.6) vérifie
￿x(t)￿ ￿ η(x0)ψ−α(t) p.s. (1.33)
si et seulement si [Mao97]
lim sup
t→+∞
ln(￿x(t)￿)
ln(ψ(t))
￿ −α p.s., (1.34)
où α > 0, η(x0) ∈ IR, η(x0) > 0 et ψ(t) est une fonction croissante de IR+ ￿→ IR+.
L’expression lim sup
t→+∞
ln(￿x(t)￿)
ln(ψ(t))
est un exposant de Lyapunov généralisé.
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Si ψ(t) = et, on obtient la stabilité exponentielle presque sûre car ψ−α(t) = e−αt. Puisque
ln(ψ(t)) = ln(et) = t, on obtient l’exposant de Lyapunov “standard” lim sup
t→+∞
1
t
ln(￿x(t)￿) [Mao97,
HM08].
Si ψ(t) = t, on obtient la stabilité polynômiale presque sûre avec ￿x(t)￿ ￿ η(x0)t−α et
lim sup
t→+∞
ln(￿x(t)￿)
ln(t)
￿ −α [Mao92a, Mao94a, Mao97, Liu97].
Les principales notions de stabilité associée à l’EDS (1.6) sont présentées ci-dessous. On
commence par la stabilité en probabilité.
Définition 1.5.1 (Stabilité en probabilité). [Mao97] Le point d’équilibre x(t) = 0 de l’EDS
(1.6) est stable en probabilité si, pour toute paire δ ∈ [ 0 1 ] et r > 0, il existe ε = ε(δ, r) > 0 tel
que
P{￿x(t)￿ < r, ∀ t ￿ 0} ￿ 1− δ, ∀ ￿x0￿ < ε. (1.35)
La version de la stabilité asymptotique au sens de Lyapunov est donnée par la définition
suivante.
Définition 1.5.2 (Stabilité asymptotique en probabilité). [Mao97] Le point d’équilibre
x(t) = 0 de l’EDS (1.6) est asymptotiquement stable en probabilité s’il est stable en probabilité
et si, pour tout δ ∈ [ 0 1 ], il existe ε = ε(δ) > 0 tel que
P
￿
lim
t→+∞ ￿x(t)￿ = 0
￿
￿ 1− δ, ∀ ￿x0￿ < ε. (1.36)
Il existe aussi un autre type de stabilité asymptotique donnée par la définition suivante.
Définition 1.5.3 (Stabilité asymptotique en probabilité au sens large). [Mao97] Le point
d’équilibre x(t) = 0 de l’EDS (1.6) est asymptotiquement stable en probabilité au sens large s’il
est stable en probabilité et si
P
￿
lim
t→+∞ ￿x(t)￿ = 0
￿
= 1, ∀x0 ∈ IRn. (1.37)
La stabilité exponentielle presque sûre est donnée par la définition suivante.
Définition 1.5.4 (Stabilité exponentielle presque sûre). [Mao97, HM08] Le point d’équi-
libre x(t) = 0 de l’EDS (1.6) est exponentiellement presque sûrement stable s’il existe une
constante α > 0 telle que
lim sup
t→+∞
1
t
ln(￿x(t)￿) < −α < 0 p.s. (1.38)
pour tout x0 ∈ IRn, où lim sup
t→+∞
1
t
ln(￿x(t)￿) est l’exposant de Lyapunov de la solution x(t).
La relation (1.38) est équivalente à l’existence d’une constante α > 0 et d’une variable
aléatoire finie M > 0 (donc M < +∞) dépendant de x0 et de t0 (avec t ￿ t0) telle que [Tin99]
￿x(t)￿ ￿M ￿x0￿ e−α(t−t0) p.s. (1.39)
Les trois définitions suivantes caractérisent la stabilité en moyenne quadratique.
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Définition 1.5.5 (Stabilité en moyenne quadratique). [Has12] Le point d’équilibre x(t) = 0
de l’EDS (1.6) est stable en moyenne quadratique si, pour un δ > 0 donné, il existe ε(δ) > 0 tel
que ￿x0￿ < ε implique
E
￿
sup
t￿0
￿x(t)￿2
￿
< δ. (1.40)
Définition 1.5.6 (Stabilité asymptotique en moyenne quadratique). [Has12] Le point
d’équilibre x(t) = 0 de l’EDS (1.6) est asymptotiquement stable en moyenne quadratique s’il
existe ε
lim
t→+∞
￿
E
￿
￿x(t)￿2
￿￿
= 0, ∀ ￿x0￿ < ε. (1.41)
Définition 1.5.7 (Stabilité exponentielle en moyenne quadratique). [Mao97] Le point
d’équilibre x(t) = 0 de l’EDS (1.6) est exponentiellement stable en moyenne quadratique s’il
existe un réel ε > 0 et deux constantes c > 0 et β > 0 tels que ￿x0￿ < ε implique pour tout t ￿ 0
E
￿
￿x(t)￿2
￿
￿ c ￿x0￿2 e−βt. (1.42)
La relation (1.42) est équivalente à [Mao97, HM08]
lim sup
t→+∞
1
t
ln
￿
E
￿
￿x(t)￿2
￿￿
< −β < 0. (1.43)
Dans la suite, par abus de langage, on parle de la “stabilité du système” ou de la “stabilité de
l’EDS” pour la “stabilité du point d’origine”.
Remarque 1.5.1. Si dans les équations (1.40), (1.41), (1.42) et (1.43), on remplace la puissance
“2” par la puissance “p” où p ￿ 1 est un nombre entier, alors la stabilité est celle du moment
d’ordre p. ￿
La définition suivante ne correspond pas à la stabilité, mais à une propriété “moins contrai-
gnante” qui est la bornitude, bien que dans [TR76], les auteurs parlent improprement de stabilité
asymptotique en moyenne quadratique.
Définition 1.5.8 (Bornitude exponentielle en moyenne quadratique). [TR76] (définition
1) Un processus stochastique x(t) est exponentiellement borné en moyenne quadratique s’il existe
des constantes α > 0, k1 ￿ 0 et k2 ￿ 0 telles pour tout t ￿ 0
E
￿
￿x(t)￿2
￿
￿ k1 + k2e−αt. (1.44)
La relation (1.44) n’implique pas que E
￿
￿x(t)￿2
￿
décroît pour tout t ￿ 0, mais que sa borne
décroît exponentiellement quand t tend vers +∞ et que la moyenne quadratique du processus
stochastique est bornée par
lim
t→+∞E
￿
￿x(t)￿2
￿
￿ k1
où k1 dépend du bruit perturbant le système. Si k1 = 0, alors x(t) converge vers 0 exponentiel-
lement en moyenne quadratique car on a alors
E
￿
￿x(t)￿2
￿
￿ k2e−αt.
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1.5.2 Théorèmes pour la stabilité des systèmes stochastiques
Dans cette section, on considère l’EDS (1.6).
L’application de la formule d’Itô (1.11) sur la fonction de Lyapunov stochastique V (x(t)) > 0
donne
dV (t, x(t)) = LV (t, x(t)) dt+B(V (t, x(t))) dw(t), (1.45)
LV (t, x(t)) = Vt(t, x(t)) + Vx(t, x(t))f(x(t)) +
1
2
tr
￿
gT (x(t))Vxx(t, x(t))g(x(t))
￿
, (1.46)
BV (t, x(t)) = Vx(t, x(t))g(x(t)) (1.47)
avec
Vt =
∂V
∂t
, Vx =
￿
∂V
∂x1
. . .
∂V
∂xn
￿
et Vxx =

∂2V
∂x1∂x1
. . .
∂2V
∂x1∂xn... . . .
...
∂2V
∂xn∂x1
. . .
∂2V
∂xn∂xn
 .
Les fonctions de Lyapunov V (t, x(t)) sont associées aux propriétés suivantes.
• Une fonction de Lyapunov V (t, x(t)) est définie positive (V (t, x(t)) > 0) si V (t, x(t)) ￿
µ(￿x(t)￿), où µ(￿) est une fonction de classe K. Une fonction de classe K est une fonction
continue de IR+ ￿→ IR+ qui ne s’annule qu’en zéro et qui est strictement croissante.
• Une fonction de Lyapunov V (t, x(t)) définie positive est “decrescent” si V (t, x(t)) ￿ κ(￿x(t)￿),
où κ(￿) est une fonction de classe K.
• Une fonction de Lyapunov V (t, x(t)) est radialement non bornée si lim
￿x(t)￿→+∞
V (t, x(t)) =
+∞,
Les définitions précédentes de stabilité et de bornitude stochastiques se traduisent avec des
critères sur LV (t, x(t)) ou sur LV (t, x(t)) et BV (t, x(t)).
On obtient des conditions de stabilité qui sont suﬃsantes, mais pas nécessaires : si on ne trouve
pas de fonction de Lyapunov vérifiant les conditions données dans les théorèmes ci-dessous, on
ne peut pas conclure sur la stabilité.
Théorème 1.5.1 (Stabilité en probabilité). [Mao97] Le point d’équilibre x = 0 est stable
en probabilité s’il existe une fonction de Lyapunov définie positive V (t, x(t)) ∈ C1,2(IR+×IRn; IR)
telle que
LV (t, x(t)) ￿ 0 ∀x ￿= 0. (1.48)
Théorème 1.5.2 (Stabilité asymptotique en probabilité). [Mao97] Le point d’équilibre
x(t) = 0 de l’EDS (1.6) est asymptotiquement stable en probabilité s’il existe une fonction de
Lyapunov définie positive et “decrescent” V (t, x(t)) ∈ C1,2(IR+×IRn; IR) telle que
LV (t, x(t)) < 0 ∀x ￿= 0. (1.49)
Si, dans le théorème 1.5.2, la fonction de Lyapunov V (t, x(t)) est aussi radialement non
bornée, alors le point d’équilibre x(t) = 0 est asymptotiquement stable en probabilité au sens
large [Mao97].
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Théorème 1.5.3 (Stabilité exponentielle presque sûre). [Mao97, HM08] S’il existe une
fonction de Lyapunov définie positive V (t, x(t)) ∈ C1,2(IR+×IRn; IR) et des constantes p > 0,
c1 > 0, c2 ∈ IR et c3 ￿ 0 telles que, si ∀x ￿= 0 et ∀ t ￿ 0 (g(t, x) est la diﬀusion)
c1￿x(t)￿p ￿ V (t, x(t)) (1.50a)
LV (t, x(t)) ￿ c2V (t, x(t)) (1.50b)
￿BV (t, x(t))￿2 ￿ c3V 2(t, x(t)) (1.50c)
alors
lim sup
t→+∞
1
t
ln(￿x(t, x0, t0)￿) ￿ 2c2 − c3
2p
p.s. ∀x0 ∈ IRn (1.51)
et le point d’équilibre x(t) = 0 de l’EDS (1.6) est exponentiellement presque sûrement stable si
c3 > 2c2 (1.52)
Théorème 1.5.4 (Stabilité exponentielle en moyenne quadratique). [Mao97] Le point
d’équilibre x(t) = 0 de l’EDS (1.6) est exponentiellement stable en moyenne quadratique s’il
existe une fonction de Lyapunov définie positive V (t, x(t)) ∈ C1,2(IR+×IRn; IR) et des constantes
c0 > 0, c1 > 0 et c2 < 0 telles que, si
c1 ￿x(t)￿2 ￿ V (t, x(t)) ￿ c0 ￿x(t)￿2 et LV (t, x(t)) ￿ c2V (t, x(t)) ∀x ∈ IRn, (1.53)
alors
E
￿
￿x(t, x0, t0)￿2
￿
￿ c0
c1
￿x0￿2 ec2(t−t0) ∀ t ￿ t0, ∀x0 ∈ IRn. (1.54)
Remarque 1.5.2. (Stabilité exponentielle en moyenne quadratique : cas linéaire).[Dam04]
Si f(x(t)) = Ax(t) et g(x(t)) =
d￿
i=0
Awix(t) dans l’EDS (1.6), alors les conditions énoncées dans
le théorème 1.5.4 sont nécesssaires et suﬃsantes pour la stabilité exponentielle en moyenne qua-
dratique du point d’équilibre x(t) = 0. ￿
Remarque 1.5.3. Si dans les équations (1.53) et (1.54), on remplace la puissance “2” par la
puissance “p” où p ￿ 1 est un nombre entier, alors la stabilité est celle du moment d’ordre p. ￿
Théorème 1.5.5 (Bornitude exponentielle en moyenne quadratique). [TR76] Soit un
processus stochastique x(t) dont la dérive f(x(t)) et la diﬀusion g(x(t)) sont continues satisfaisant
(1.16) et (1.17). Soit une fonction de Lyapunov définie positive V (x(t)) ∈ C2(IRn; IR) telle que
(avec Ea{f(x(t))} = E{f(x(t))} |x0=a ))
Ea{V (x(t))} ,Ea{|LV (x(t))|} et Ea
￿￿￿￿￿∂V (x(t))∂xi σij(x)
￿￿￿￿2
￿
. (1.55)
soient bornées en t pour tout intervalle borné de t. S’il existe des constantes c > 0, α > 0 et
k ￿ 0 telles que
V (x(t)) ￿ c ￿x(t)￿2 (1.56)
LV (x(t)) ￿ k − αV (x(t)) ∀ t > 0, (1.57)
alors
cEa
￿
￿x(t)￿2
￿
￿ V (a)e−αt + k
α
￿
1− e−αt￿ . (1.58)
L’inégalité (1.58) du théorème 1.5.5 donne k1 =
k
cα
￿ 0 et k2 =
αV (a)− k
cα
￿ 0 pour
l’inégalité (1.44) de la définition 1.5.8 et on obtient lim
t→+∞E
￿
￿x(t)￿2
￿
￿ k
cα
.
23
Chapitre 1. Systèmes stochastiques et équations diﬀérentielles stochastiques
1.5.3 Relations entre la stabilité exponentielle presque sûre et la stabilité
exponentielle en moyenne quadratique
1.5.3.1 Discussion à partir des conditions sur les fonctions de Lyapunov
Les conditions données par le théorème 1.5.4 impliquent celles exposées au théorème 1.5.3,
mais la réciproque est fausse. Ainsi, s’il existe une fonction de Lyapunov V (x(t)) garantissant
que le point d’équilibre x(t) = 0 de l’EDS (1.6) est exponentiellement stable en moyenne qua-
dratique, alors cette fonction de Lyapunov permet aussi de montrer que ce point d’équlibre est
exponentiellement presque sûrement stable :
• c1 dans (1.50a) correspond à c1 dans (1.53),
• p = 2 dans (1.50a),
• c2 dans (1.50b) correspond à c2 dans (1.53),
• c3 = 0 dans (1.50c),
• c0 dans (1.53) n’existe pas dans le théorème 1.5.3 : la fonction de Lyapunov doit être
“decrescent” dans le théorème 1.5.4, ce qui n’est pas requis dans le théorème 1.5.3.
La diﬀérence importante entre les théorèmes 1.5.3 et 1.5.4 tient à la façon dont le bruit
intervient, c’est-à-dire à la manière dont la dérive g(x) intervient dans les conditions données par
ces deux théorèmes.
Dans le théorème 1.5.4 relatif à la stabilité exponentielle en moyenne quadratique, le bruit a
un eﬀet “déstabilisant” car 12 tr
￿
gT (x(t))Vxx(x(t))g(x(t))
￿
￿ 0. Donc, pour que LV (x(t)) < 0, il
faut que Vx(x(t))f(x(t)) < 0, c’est-à-dire que l’EDO
dx(t) = f(x(t)) dt (1.59)
soit exponentiellement stable.
Dans le théorème 1.5.3 relatif à la stabilité exponentielle presque sûre, si la condition LV (x(t)) <
0 n’est pas vérifiée, c’est-à-dire si LV (x(t)) ￿ c2V (x(t)) avec c2 > 0, le bruit peut permettre
d’obtenir la stabilité exponentielle presque sûre si
c3 > 2c2
avec ￿BV (x(t))￿2 ￿ c3V 2(x(t)). Ainsi, le bruit peut avoir un eﬀet stabilisant ou déstabilisant
dans le cas de la stabilité exponentielle presque sûre, que le point d’équilibre x(t) = 0 de l’EDO
(1.59) soit stable ou instable (voir section 1.5.4).
L’avantage de la stabilité exponentielle presque sûre sur les autres types de stabilité est qu’elle
autorise LV (x(t)) ￿ 0 car elle ajoute une condition sur BV (x(t)) (théorème 1.5.3).
Généralement, la stabilité exponentielle en moyenne quadratique n’implique pas la stabilité
exponentielle presque sûre et la stabilité exponentielle presque sûre n’implique pas la stabilité
exponentielle en moyenne quadratique. Cependant, la stabilité exponentielle en moyenne quadra-
tique implique la stabilité exponentielle presque sûre si on ajoute des conditions supplémentaires
comme le montrent les deux théorèmes suivants.
Théorème 1.5.6. [Mao97] S’il existe une constante k > 0 telle que
xT (t)f(x(t)) ∨ ￿g(x(t))￿2 ￿ k ￿x(t)￿2 , (1.60)
alors la stabilité exponentielle en moyenne quadratique du point d’équilibre x(t) = 0 de l’EDS
(1.6) implique la stabilité exponentielle presque sûre.
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Théorème 1.5.7. [Mao97] Pour le système
dx(t) = Ax(t) dt+
d￿
i=1
Bix(t) dwi(t), (1.61)
la stabilité exponentielle en moyenne quadratique du point d’équilibre x(t) = 0 de l’EDS (1.6)
implique la stabilité exponentielle presque sûre.
Les théorèmes 1.5.6 et 1.5.7 sont vrais si on remplace la stabilité exponentielle en moyenne
quadratique (c’est-à-dire la stabilité exponentielle du moment d’ordre 2) par la stabilité expo-
nentielle du moment d’ordre p.
Les conditions d’existence et d’unicité données dans le théorème 1.4.4 ne garantissent pas
que l’inégalité (1.60) soit satisfaite [Mao97].
Au vu des développements ci-dessus, on peut conclure que, pour une “grande classe d’EDS”,
la stabilité exponentielle presque sûre est “moins contraignante” que la stabilité exponentielle en
moyenne quadratique. Bien que, dans la littérature, ce soit la stabilité exponentielle en moyenne
quadratique qui est très majoritairement utilisée, un des objectifs de ce mémoire est de proposer
une approche pour la synthèse d’observateurs qui est basée sur une notion de stabilité moins
contraignante : la stabilité exponentielle presque sûre. Cette stabilité est peu étudiée dans la
littérature pour la synthèse d’observateurs et la stabilisation avec une loi de commande.
Dans les sections 1.5.3.2, 1.5.3.3 et 1.5.3.4, on va illustrer ces analyses à propos des relations
entre la stabilité exponentielle presque sûre et la stabilité exponentielle en moyenne quadratique.
Avec deux exemples simples (sections 1.5.3.2, 1.5.3.3), on va montrer que, selon la façon dont
le bruit intervient, le point d’équilibre d’une EDS peut être stable ou instable selon le type
de stabilité considéré. La section 1.5.3.4 présente un exemple où une fonction de Lyapunov
quadratique ne peut pas être utilisée pour étudier la stabilité exponentielle presque sûre, alors
que cette classe de fonctions de Lyapunov permet d’étudier la stabilité exponentielle en moyenne
quadratique.
1.5.3.2 Cas des équations diﬀérentielles scalaires
Dans cette section, on considère l’EDS avec un bruit multiplicatif suivante
dx(t) = αx(t) dt+ σx(t) dw(t) (1.62)
avec x(t) ∈ IR, w(t) ∈ IR, α ∈ IR et σ ∈ IR.
Cette EDS peut se récrire comme suit avec w(0) = 0 et x(t) ￿= 0￿ t
0
dx
x
=
￿ t
0
α dt+
￿ t
0
σ dw = αt+ σw(t). (1.63)
On applique les formules d’Itô (1.11), (1.12) et (1.13) avec Φ(t, x) = ln(x) sur l’EDS (1.62)
(on a donc f = αx et g = σx), ce qui donne (avec
dx
x
= α dt+ σ dw)
dΦ(t, x) =
￿
Φt(t, x) + Φx(t, x)f(t) +
1
2
tr
￿
g(t)TΦxx(t, x)g(t)
￿￿
dt+ Φx(t, x)g(t) dw
=
￿
0 + α− σ
2
2
￿
dt+ σ dw =
dx
x
− σ
2
2
dt = dln(x). (1.64)
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En intégrant la relation (1.64), on obtient
ln(x) =
￿ t
0
dln(x) =
￿ t
0
dx
x
−
￿ t
0
σ2
2
dt =
￿
α− σ
2
2
￿
t+ σw(t)
et la solution x(t) de l’EDS (1.62) est donnée par
x(t) = x0e
￿
α−σ22
￿
t+σw(t)
. (1.65)
En suivant l’approche développée dans [Mao97], on va calculer E{|x(t)|2} comme suit. La
solution x(t) (1.65) permet d’exprimer E{|x(t)|2}
E{|x(t)|2} = E
￿
x20e
2
￿
α−σ22
￿
t+2σw(t)
￿
= e(2α+σ
2)tE
￿
x20e
−2σ2t+2σw(t)
￿
. (1.66)
Soit y(t) = |x0|2 e−2σ2t+2σw(t). Si on compare x(t) à y(t), alors y(t) est la solution de l’EDS
(1.62) avec α = 0 et σ remplacé par 2σ, c’est-à-dire de l’EDS
dy(t) = 2σy(t) dw(t) (1.67)
qui, avec y(0) = |x0|2, est équivalente à (voir section 1.4.1)
y(t) = |x0|2 + 2σ
￿ t
0
y(s) dw(s). (1.68)
En utilisant la relation (1.10a), on obtient E{|y(t)|2} = E{|x0|2}. En introduisant ce résultat
dans la relation (1.66), on obtient l’espérance quadratique de la solution x(t)
E{|x(t)|2} = e(2α+σ2)tE{|x0|2}. (1.69)
Le comportement à l’infini de x(t) dépend du signe de α − σ22 car le terme dominant dans
l’exponentiel est t puisque w(t) varie comme
√
t car E{dw(t) dw(t)} = dt et lim
t→+∞
w(t)
t
= 0 (voir
la section 1.3 sur le mouvement brownien).
Ainsi le bruit multiplicatif agit sur la stabilité car
(i) si 2α > σ2 alors |x(t)|→ +∞ p.s. quand t→ +∞,
• instable en probabilité,
• instable asymptotiquement en probabilité,
• instable asymptotiquement en probabilité au sens large,
• instable exponentiellement presque sûrement,
(ii) si 2α < σ2 alors x(t)→ 0 p.s. quand t→ +∞,
• stable en probabilité,
• stable asymptotiquement en probabilité,
• stable asymptotiquement en probabilité au sens large,
• stable exponentiellement presque sûrement,
(iii) si 2α = σ2 alors x(t) va fluctuer suivant les variations du bruit avec lim sup
t→+∞
|x(t)| = ∞ et
lim inf
t→+∞ |x(t)| = 0 p.s.
• instable en probabilité,
• instable asymptotiquement en probabilité,
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• instable asymptotiquement en probabilité au sens large,
• instable exponentiellement presque sûrement.
Ainsi, selon la valeur de |σ|, le mouvement brownien w(t) peut stabiliser ou déstabiliser x(t)
même si α > 0, donc même si l’EDO dx(t) = αx(t) dt est instable (voir section 1.5.4).
Pour la stabilité exponentielle en moyenne quadratique, on a les conditions suivantes
(i) si 2α < −σ2 < 0 alors E{|x(t)|2}→ 0 quand t→ +∞,
• stable en moyenne quadratique,
• stable asymptotiquement en moyenne quadratique,
• stable exponentiellement en moyenne quadratique,
(ii) si 2α ￿ σ2 alors E{|x(t)|2}→ +∞ quand t→ +∞.
• instable en moyenne quadratique,
• instable asymptotiquement en moyenne quadratique,
• instable exponentiellement en moyenne quadratique.
Le bruit a un eﬀet déstabilisant au sens de la moyenne quadratique car, même si l’EDO
dx(t) = αx(t) dt est stable, c’est-à-dire si α < 0, une grande valeur de |σ| peut générer 2α+σ2 ￿
0. De plus, la stabilité de l’EDO dx(t) = αx(t) dt est une condition nécessaire à la stabilité
exponentielle en moyenne quadratique pour l’EDS (1.62), ce qui est en accord avec la remarque
1.5.2.
Pour illustrer cette discussion, on choisit trois cas pour l’EDS (1.62)
(1) α = α1 = 0.2 et σ = 1,
• exposant de Lyapunov (1.38) égal à ρ1 = α1 − 0.5σ2 = −0.3 < 0 −→ stabilité exponen-
tielle presque sûre,
• exposant de Lyapunov (1.43) égal à µ1 = 2α1+σ2 = 1.4 > 0 −→ instabilité exponentielle
en moyenne quadratique,
(2) α = α2 = −0.52 et σ = 1,
• exposant de Lyapunov (1.38) égal à ρ2 = α2− 0.5σ2 = −1.02 < 0 −→ stabilité exponen-
tielle presque sûre,
• exposant de Lyapunov (1.43) égal à µ2 = 2α2 + σ2 = −0.04 < 0 −→ stabilité exponen-
tielle en moyenne quadratique,
(3) α = α3 = 0.51 et σ = 1,
• exposant de Lyapunov (1.38) égal à ρ3 = α3− 0.5σ2 = 0.01 > 0 −→ instabilité exponen-
tielle presque sûre,
• exposant de Lyapunov (1.43) égal à µ3 = 2α3 + σ2 = 2.02 > 0 −→ instabilité exponen-
tielle en moyenne quadratique.
Les réponses obtenues sont montrées dans la figure 1.3 avec x0 = 2.
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Figure 1.3 – Réponse pour l’EDS (1.62) avec trois valeurs de α.
Dans la figure 1.3, le cas (1) correspondant à α = α1 = 0.2 et σ = 1 donne la courbe bleue
avec ①, le cas (2) correspondant à α = α2 = −0.52 et σ = 1 donne la courbe noire avec ② et
le cas (3) correspondant à α = α3 = 0.51 et σ = 1 donne la courbe rouge avec ③. Les courbes
❶ (bleue), ❷ (noire) et ❸ (rouge) correspondent respectivement aux réponses obtenues avec les
EDO dx(t) = αix(t) dt où i = 1, 2, 3.
La condition α−0.5σ2 < 0 est vérifiée pour les réponses ① et ② : on a la stabilité exponentielle
presque sûre. Les courbes bleue ① et noire ② convergent exponentiellement vers 0.
La condition α − 0.5σ2 < 0 n’est pas vérifiée pour la réponse ③ : on n’a pas la stabilité
exponentielle presque sûre. La courbe rouge ③ diverge vers +∞.
L’exposant de Lyapunov (1.38) est un indicateur du taux de décroissance exponentielle d’une
trajectoire (voir relations (1.33) et (1.34)). L’exposant de Lyapunov ρ2 dans le cas (2) a une
valeur absolue plus grande que celle de l’exposant de Lyapunov ρ1 dans le cas (1) : ρ2 < ρ1,
|ρ2| > |ρ1| et la courbe noire ② converge plus vite que la courbe bleue ①.
L’EDO dx(t) = α1x(t) dt est instable (courbe bleue ❶) alors que l’EDS dx(t) = α1x(t) dt+
σx(t) dw est stable (courbe bleue ①). Ainsi le mouvement brownien w(t) a un eﬀet stabilisateur
sur la réponse.
La convergence de la courbe noire ② est plus rapide que celle de la courbe noire ❷. Ainsi,
bien que l’EDO dx(t) = α2x(t) dt est stable, le mouvement brownien w(t) a permis d’accélerer
la convergence de la réponse.
Dans le cas (2), on a la stabilité exponentielle en moyenne quadratique et la stabilité ex-
ponentielle presque sûre (courbe noire ②), alors que dans le cas (1) (courbe bleue ①) on a la
stabilité exponentielle presque sûre, mais pas la stabilité exponentielle en moyenne quadratique.
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On constate que la stabilité exponentielle en moyenne quadratique permet de “diminuer” le ca-
ractère erratique dans la réponse.
1.5.3.3 Exemple illustratif
Dans cette section, on considère l’équation diﬀérentielle stochastique (EDS) suivante
dx(t) = Ax(t) dt+Bx(t) dw(t) (1.70)
où x(t) ∈ IR2 est le vecteur d’état, w(t) ∈ IR est un mouvement brownien centré, avec
A =
￿
a 0
0 a
￿
et B =
￿
0 b
b 0
￿
. (1.71)
Puisque AB = BA, la solution de l’EDS (1.70) est donnée par [Mao97]
x(t) = exp
￿￿
A− B
2
2
￿
t+Bw(t)
￿
x0 = exp
￿￿
a− 0.5b2 0
0 a− 0.5b2
￿
t+
￿
0 b
b 0
￿
w(t)
￿
x0. (1.72)
L’exposant de Lyapunov (1.38) est donné par
lim
t→+∞
1
t
ln(￿x(t)￿) = a− 0.5b2 p.s. (1.73)
car w(t) varie comme
√
t.
En utilisant la définition 1.5.4, la solution (1.72) est exponentiellement presque sûrement
stable si et seulement si
2a < b2. (1.74)
Ainsi, si 0 ￿ 2a < b2, la stabilité exponentielle presque sûre est vérifiée même si l’EDO
dx(t) = Ax(t) dt est exponentiellement instable.
On va calculer l’espérance quadratique E{x(t)xT (t)} de la solution x(t) de l’EDS (1.70) en
utilisant [Kle69, SW96].
Soit Q(t) = E{x(t)xT (t)} et Q0 = E{x0xT0 }. Q(t) est la solution de l’équation diﬀérentielle
matricielle suivante
Q˙(t) = AQ(t) +Q(t)AT +BQ(t)BT
qui est équivalente à
d
dt
vec(Q(t)) =M vec(Q(t))
avec (voir section A.4, annexe A)
M = A⊗ I2 + I2 ⊗A+B ⊗B.
La solutiont Q(t) est donnée par
vec(Q(t)) = eMt vec(Q0).
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En utilisant les expressions littérales des matrices A et B, on obtient
M =

2a 0 0 b2
0 2a b2 0
0 b2 2a 0
b2 0 0 2a
 = ZDZ−1
avec
Z =

0 −1 0 1
−1 0 1 0
1 0 1 0
0 1 0 1
 , D =

2a− b2 0 0 0
0 2a− b2 0 0
0 0 2a+ b2 0
0 0 0 2a+ b2
 , Z−1 =

0 −0.5 0.5 0
−0.5 0 0 0.5
0 0.5 0.5 0
0.5 0 0 0.5
 ,
ce qui donne
eMt = ZeDtZ−1
=

0 −1 0 1
−1 0 1 0
1 0 1 0
0 1 0 1


e(2a−b2)t 0 0 0
0 e(2a−b2)t 0 0
0 0 e(2a+b
2)t 0
0 0 0 e(2a+b
2t)


0 −0.5 0.5 0
−0.5 0 0 0.5
0 0.5 0.5 0
0.5 0 0 0.5

=

α(t) + β(t) 0 0 α(t)− β(t)
0 α(t) + β(t) α(t)− β(t) 0
0 α(t)− β(t) α(t) + β(t) 0
α(t)− β(t) 0 0 α(t) + β(t)

avec α(t) = 0.5e(2a+b2)t et β(t) = 0.5e(2a−b2)t.
La solution Q = E{x(t)xT (t)} est donc donnée par
q1(t) = 0.5
￿
e(2a+b
2)t + e(2a−b
2)t
￿
q01 + 0.5
￿
e(2a+b
2)t − e(2a−b2)t
￿
q03 , (1.75a)
q2(t) = e
(2a+b2)tq02 , (1.75b)
q3(t) = 0.5
￿
e(2a+b
2)t − e(2a−b2)t
￿
q01 + 0.5
￿
e(2a+b
2)t + e(2a−b
2)t)
￿
q03 , (1.75c)
avec
Q(t) = E{x(t)xT (t)} =
￿
q1(t) q2(t)
q2(t) q3(t)
￿
> 0 et Q0 = E{x0xT0 } =
￿
q01 q02
q02 q03
￿
> 0. (1.76)
Puisque 2a+ b2 ￿ 2a− b2 et que ￿x(t)￿2 = xT (t)x(t) = tr(x(t)xT (t)), les relations (1.75) et
(1.76) donnent
E{￿x(t)￿2} = q1(t) + q3(t) = e(2a+b2)t
￿
q01
q03
￿
= e(2a+b
2)tE{￿x0￿2}
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et l’exposant de Lyapunov (1.43) est donné par
lim sup
t→+∞
1
t
ln
￿
E
￿
￿x(t)￿2
￿￿
= 2a+ b2. (1.77)
En utilisant la définition 1.5.7, la solution (1.72) est exponentiellement stable en moyenne
quadratique si et seulement si
2a < −b2. (1.78)
Ainsi, si 0 ￿ 2a ￿ −b2, l’EDO dx(t) = Ax(t) dt est exponentiellement stable bien que la
solution (1.72) soit exponentiellement instable en moyenne quadratique. Cependant, la stabilité
de l’EDO dx(t) = Ax(t) dt est nécessaire à la stabilité exponentielle en moyenne quadratique de
la solution (1.72).
La figure ci-dessous résume les conditions de stabilité exponentielle presque sûre (ASES pour
Almost Sure Exponential Stability) et de stabilité exponentielle en moyenne quadratique (MSES
pour Mean-Square Exponential Stability).
MSES
ASES
a
0.5b2−0.5b2 0
Figure 1.4 – Stabilités MSES et ASES.
Au vu des calculs ci-dessus, comme dans l’exemple scalaire précédent, le mouvement brow-
nien peut avoir un eﬀet stabilisant ou déstabilisant pour la stabilité exponentielle presque sûre
(possibilité d’avoir la stabilité avec a ￿ 0), tandis qu’il a un eﬀet déstabilisant pour la stabilité
exponentielle en moyenne quadratique (la condition 0 ￿ 2a ￿ −b2 est déstabilisante).
Pour illustrer cette discussion, on choisit trois cas pour l’EDS (1.70)
(1) a = a1 = 0.2 et b = 1,
• exposant de Lyapunov (1.73) égal à ρ1 = a1−0.5b2 = −0.3 < 0−→ stabilité exponentielle
presque sûre,
• exposant de Lyapunov (1.77) égal à µ1 = 2a1+b2 = 1.4 > 0 −→ instabilité exponentielle
en moyenne quadratique,
(2) a = a2 = −0.52 et b = 1,
• exposant de Lyapunov (1.73) égal à ρ2 = a2 − 0.5b2 = −1.02 < 0 −→ stabilité exponen-
tielle presque sûre,
• exposant de Lyapunov (1.77) égal à µ2 = 2a2+b2 = −0.04 < 0 −→ stabilité exponentielle
en moyenne quadratique,
(3) a = a3 = 0.51 et b = 1,
• exposant de Lyapunov (1.73) égal à ρ3 = a3 − 0.5b2 = 0.01 > 0 −→ instabilité exponen-
tielle presque sûre,
• exposant de Lyapunov (1.77) égal à µ3 = 2a3+b2 = 2.02 > 0 −→ instabilité exponentielle
en moyenne quadratique.
Les réponses obtenues sont montrées dans la figure 1.3 avec x0 = [−1 2 ]T .
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Figure 1.5 – Réponse pour l’EDS (1.70) avec trois valeurs de a
Dans la figure 1.5, le cas (1) correspondant à a = a1 = 0.2 et b = 1 donne les deux courbes
bleues avec ①, le cas (2) correspondant à a = a2 = −0.52 et b = 1 donne les deux courbes noires
avec ② et le cas (3) correspondant à a = a3 = 0.51 et b = 1 donne les deux courbes rouges avec
③.
La condition a−0.5b2 < 0 est vérifiée pour les réponses ① et ② : on a la stabilité exponentielle
presque sûre. Les courbes bleues ① et noires ② convergent exponentiellement vers 0.
La condition a − 0.5b2 < 0 n’est pas vérifiée pour la réponse ③ : on n’a pas la stabilité
exponentielle presque sûre. Les deux courbes rouge ③ divergent vers ±∞.
L’exposant de Lyapunov (1.73) est un indicateur du taux de décroissance exponentielle d’une
trajectoire (voir relations (1.33) et (1.34)). L’exposant de Lyapunov ρ2 dans le cas (2) a une
valeur absolue plus grande que celle de l’exposant de Lyapunov ρ1 dans le cas (1) : ρ2 = 3.4ρ1
et les deux courbes noires ② convergent plus vite que les deux courbes bleues ①.
L’EDO dx(t) = Ax(t) dt avec a = a1 est instable alors que l’EDS (1.70) avec a = a1 est
stable (deux courbes bleues ①). Ainsi le mouvement brownien w(t) a un eﬀet stabilisateur sur la
réponse.
Dans le cas (2), on a la stabilité exponentielle en moyenne quadratique et la stabilité exponen-
tielle presque sûre (deux courbes noires ②), alors que dans le cas (1) (deux courbes bleues ①) on
a la stabilité exponentielle presque sûre, mais pas la stabilité exponentielle en moyenne quadra-
tique. On constate que la stabilité exponentielle en moyenne quadratique permet de “diminuer”
le caractère erratique dans la réponse.
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1.5.3.4 Insuﬃsance des fonctions de Lyapunov quadratiques
Dans cette section, on applique les théorèmes 1.5.3 et 1.5.4 sur l’EDS (1.70) avec une fonction
de Lyapunov quadratique V (x(t)) = xT (t)Px(t). La matrice P est donnée par
P =
￿
p1 p2
p2 p3
￿
(1.79)
et satisfait
p1 > 0, p3 > 0 et p1p3 > p22 > 0 (1.80)
pour que P = P T > 0.
Avec cette fonction de Lyapunov candidate, on obtient les relations suivantes
LV (x(t)) ￿ c2V (x(t))
⇐⇒ ATP + PA+BTPB − c2P ￿ 0 =
￿
p3b2 + (2a− c2)p1 p2(2a+ b2 − c2)
p2(2a+ b2 − c2) p1b2 + (2a− c2)p3
￿
￿ 0 (1.81)
et
￿BV (x(t))￿2 = ￿Vx(x(t))g(x(t))￿2 ￿ c3V 2(x(t))⇐⇒
￿
soit BTP + PB −√c3P ￿ 0,
soit BTP + PB +√c3P ￿ 0.
(1.82)
BTP + PB −√c3P =
￿
2bp2 −√c3p1 bp1 + bp3 −√c3p2
bp1 + bp3 −√c3p2 2bp2 −√c3p3
￿
￿ 0, (1.83)
BTP + PB +
√
c3P =
￿
2bp2 +
√
c3p1 bp1 + bp3 +
√
c3p2
bp1 + bp3 +
√
c3p2 2bp2 +
√
c3p3
￿
￿ 0. (1.84)
Stabilité exponentielle en moyenne quadratique : application du théorème 1.5.4.
Il faut calculer P telle que la condition (1.81) soit vraie avec c2 < 0. Pour ce faire, il est
nécessaire et suﬃsant de résoudre la LMI ATP + PA+BTPB < 0.
• Condition suﬃsante de stabilité exponentielle en moyenne quadratique avec LV (x(t)) :
Si on choisit
P =
￿
p1 p2
p2 p3
￿
=
￿
1 0
0 1
￿
,
alors on obtient
ATP + PA+BTPB =
￿
2a+ b2 0
0 2a+ b2
￿
< 0
si et seulement si 2a+ b2 < 0, c’est-à-dire si et seulement si la condition (1.78) est vérifiée.
• Condition nécessaire de stabilité exponentielle en moyenne quadratique avec LV (x(t)) :
Une condition nécessaire pour que
ATP + PA+BTPB =
￿
p3b2 + 2ap1 p2(2a+ b2)
p2(2a+ b2) p1b2 + 2ap3
￿
< 0
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avec P vérifiant (1.79) et (1.80) est p3b2 + 2ap1 < 0 et p1b2 + 2ap3 < 0. Puisque￿
p3b2 + 2ap1 < 0
p1b2 + 2ap3 < 0
⇐⇒

2a < −b2 p3
p1
2a < −b2 p1
p3
⇐⇒

2a+ b2 < −b2
￿
p3
p1
− 1
￿
2a+ b2 < −b2
￿
p1
p3
− 1
￿ =⇒ 2a < −b2 < 0,
la condition (1.78) est nécessaire.
Ainsi, on a montré que le théorème 1.5.4 est équivalent à la condition (1.78), ce qui est en
accord avec la remarque 1.5.2.
Stabilité exponentielle presque sûre : application du théorème 1.5.3.
Si c2 < 0 dans la condition (1.81), alors il suﬃt de choisir c3 = 0 dans la condition (1.82)
pour que la stabilité exponentielle presque sûre soit garantie avec le théorème 1.5.3. Mais dans ce
cas, la stabilité exponentielle en moyenne quadratique est aussi garantie avec le théorème 1.5.4.
En accord avec la figure 1.4, on suppose que le point d’équilibre de l’EDS (1.70) est expo-
nentiellement instable en moyenne quadratique, c’est-à-dire que 0 ￿ 2a ￿ −b2. Dans ce cas, on
a c2 ￿ 0 dans la condition (1.81). Il faut donc que c3 > 0 dans la condition (1.82).
Dans les calculs qui suivent on suppose que b > 0 sans perte de généralité.
• BTP + PB −√c3P ￿ 0 :
On a les équivalences suivantes puisque P = P T > 0
BTP + PB −√c3P = (BT − 0.5√c3I2)P + P (B − 0.5√c3I2)
=
￿
−0.5√c3 b
b −0.5√c3
￿￿
p1 p2
p2 p3
￿
+
￿
p1 p2
p2 p3
￿￿
−0.5√c3 b
b −0.5√c3
￿
￿ 0
⇐⇒ Re(λi(B − 0.5√c3I2)) ￿ 0 i = 1, 2.
La condition Re(λi(B − 0.5√c3I2)) ￿ 0, i = 1, 2, est impossible à vérifier car
B − 0.5√c3I2 =
￿
−0.5√c3 b
b −0.5√c3
￿
→ det(sI2 − (B − 0.5√c3I2)) = s2 +√c3s+ 0.25c3 − b2,
λ1(B − 0.5√c3I2) = −b− 0.5√c3 < 0 et λ2(B − 0.5√c3I2) = b− 0.5√c3.
• BTP + PB +√c3P ￿ 0 :
On a les équivalences suivantes puisque P = P T > 0
BTP + PB +
√
c3P = (B
T + 0.5
√
c3I2)P + P (B + 0.5
√
c3I2)
=
￿
0.5
√
c3 b
b 0.5
√
c3
￿￿
p1 p2
p2 p3
￿
+
￿
p1 p2
p2 p3
￿￿
0.5
√
c3 b
b 0.5
√
c3
￿
￿ 0
⇐⇒ Re(λi(B + 0.5√c3I2)) ￿ 0 i = 1, 2.
La condition Re(λi(B + 0.5
√
c3I2)) ￿ 0, i = 1, 2, est impossible à vérifier car
B + 0.5
√
c3I2 =
￿
0.5
√
c3 b
b 0.5
√
c3
￿
→ det(sI2 − (B + 0.5√c3I2)) = s2 −√c3s+ 0.25c3 − b2,
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λ1(B + 0.5
√
c3I2) = 0.5
√
c3 − b et λ2(B + 0.5√c3I2) = 0.5√c3 + b > 0.
La condition ￿BV (x(t))￿2 ￿ c3V 2(x(t)) avec c3 > 0 est donc impossible à satisfaire avec
une fonction de Lyapunov quadratique. Ainsi, on ne peut pas montrer avec une fonction de
Lyapunov quadratique que le point d’équilibre x(t) = 0 de l’EDS (1.70) est exponentiellement
presque sûrement stable si −b2 ￿ 2a ￿ b2.
Il existe donc des EDS pour lesquelles la stabilité exponentielle presque sûre ne peut pas être
vérifiée avec une fonction de Lyaponov quadratique, ce qui renforce l’intérêt d’utiliser le bruit
pour étudier cette stabilité. C’est l’objet de la section suivante.
1.5.4 Stabilisation et déstabilisation avec le bruit
Dans la section 1.5.3, le fait que l’on peut se servir du mouvement brownien pour obtenir la
stabilité exponentielle presque sûre a été mis en évidence et a été illustré par deux exemples (voir
sections 1.5.3.2 et 1.5.3.3). Plusieurs travaux ont traité cette problématique : [Mao94b, Mao97,
Bas01, Kwi02, DLMP08, WMH10].
Dans la suite de cette section, des théorèmes relatifs à la stabilisation par le bruit sont donnés.
Théorème 1.5.8 (Stabilisation exponentielle presque sûre avec le bruit). [Mao94b,
Mao97] Tout système non linéaire
x˙(t) = f(x(t), t) (1.85)
peut être stabilisé par un mouvement brownien si la fonction f(x(t), t) est globalement Lipschitz,
c’est-à-dire s’il existe un réel kf > 0 tel que
￿f(x(t), t)￿ ￿ kf ￿x(t)￿ . (1.86)
De plus, on peut utiliser un mouvement brownien scalaire pour stabiliser (1.85).
Dans le théorème 1.5.8, le système (1.85), qui est stabilisé avec des mouvements browniens,
est transformé en une EDS donnée par
dx(t) = f(x(t), t) dt+
d￿
i=0
Bix(t) dwi(t). (1.87)
Théorème 1.5.9 (Stabilisation exponentielle presque sûre avec le bruit). [Mao94b,
Mao97] Soit l’EDS (1.87) vérifiant la condition de Lipschitz (1.86). S’il existe des constantes
λ > 0 et ρ ￿ 0 telles que
d￿
i=0
￿Bix(t)￿2 ￿ λ ￿x(t)￿2 et
d￿
i=0
￿￿xT (t)Bix(t)￿￿2 ￿ ρ ￿x(t)￿4 , (1.88)
alors
lim sup
t→+∞
1
t
ln(￿x(t)￿) ￿ −(ρ− kf − 0.5λ) p.s. (1.89)
et le point d’équilibre x(t) = 0 est exponentiellement presque sûrement stable si
ρ > kf + 0.5λ. (1.90)
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Théorème 1.5.10 (Stabilisation exponentielle presque sûre avec le bruit). [Mao94b,
Mao97] L’EDS (1.87) peut être stabilisée par un mouvement brownien si la fonction f(x(t), t)
est globalement Lipschitz, c’est-à-dire s’il existe un réel kf > 0 tel que
￿f(x(t), t)￿ ￿ kf ￿x(t)￿ . (1.91)
De plus, on peut utiliser un mouvement brownien scalaire pour stabiliser (1.87).
On considère l’EDS suivante
dx(t) = f(x(t), t) dt+ g(x(t), t) dw(t) +
d￿
i=0
Bix(t) dwi(t). (1.92)
Théorème 1.5.11 (Stabilisation exponentielle presque sûre avec le bruit). [Mao94b]
Soit l’EDS (1.92) vérifiant les conditions suivantes (kf > 0 et kg > 0)
￿f(x(t), t)￿ ￿ kf ￿x(t)￿ et tr(g(x(t), t)gT (x(t), t)) ￿ kg ￿x(t)￿2 . (1.93)
S’il existe des constantes λ > 0 et ρ ￿ 0 telles que
d￿
i=0
￿Bix(t)￿2 ￿ λ ￿x(t)￿2 et
d￿
i=0
￿￿xT (t)Bix(t)￿￿2 ￿ ρ ￿x(t)￿4 , (1.94)
alors
lim sup
t→+∞
1
t
ln(￿x(t)￿) ￿ −(ρ− kf − 0.5(kg + λ)) p.s. (1.95)
et le point d’équilibre x(t) = 0 est exponentiellement presque sûrement stable si
ρ > kf + 0.5(kg + λ). (1.96)
Dans les sections 1.5.3.2 et 1.5.3.3, on a “implicitement” appliqué les théorèmes 1.5.8 et 1.5.9.
En eﬀet, puisque la constante de Lipschitz kf dans la condition (1.86) est donnée par kf = |α|
dans l’EDS (1.62) et par kf = |a| dans l’EDS (1.70), on a stabilisé les EDO dx(t) = αx(t) dt avec
α > 0 et dx(t) = Ax(t) dt avec a > 0 en utilisant un mouvement brownien : on a donc utilisé le
théorème 1.5.8.
Pour l’EDS (1.62), le théorème 1.5.9 donne ρ ￿ σ2 ￿ λ et la condition (1.90) requiert de
“maximiser” ρ et de “minimiser” λ. On choisit donc λ = ρ = σ2 et la condition (1.90) est
équivalente à −σ2 < 2α < σ2, ce qui est plus restrictif que la condition 2α < σ2 obtenue dans la
section 1.5.3.2.
Pour l’EDS (1.70), le le théorème 1.5.9 donne ρ ￿ b2 ￿ λ et la condition (1.90) requiert
de “maximiser” ρ et de “minimiser” λ. On choisit donc λ = ρ = b2 et la condition (1.90) est
équivalente à −b2 < 2a < b2, ce qui est plus restrictif que la condition 2a < b2 obtenue dans la
section 1.5.3.3.
Dans ces deux exemples, le théorème 1.5.9 donne une condition suﬃsante, mais non nécessaire,
pour que le point d’équilibre x(t) = 0 de l’EDS soit exponentiellement stable presque sûrement,
mais la stabilité exponentielle en moyenne quadratique n’est pas vérifiée (les conditions 2α < −σ2
ou 2a < −b2 ne sont pas satisfaites avec ce théorème).
Dans la suite de cette section, des théorèmes relatifs à la déstabilisation par le bruit sont
donnés.
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Théorème 1.5.12 (Déstabilisation exponentielle presque sûre avec le bruit). [Mao94b,
Mao97] Le système non linéaire (1.85) peut être stabilisé par un mouvement brownien w(t) ∈ IRd
si la condition de Lipschitz (1.86) est satisfaite et si d ￿ 2.
Théorème 1.5.13 (Déstabilisation exponentielle presque sûre avec le bruit). [Mao94b,
Mao97] Soit l’EDS (1.87) vérifiant la condition de Lipschitz (1.86). S’il existe des constantes
λ > 0 et ρ ￿ 0 telles que
d￿
i=0
￿Bix(t)￿2 ￿ λ ￿x(t)￿2 et
d￿
i=0
￿￿xT (t)Bix(t)￿￿2 ￿ ρ ￿x(t)￿4 , (1.97)
alors
lim sup
t→+∞
1
t
ln(￿x(t)￿) ￿ (0.5λ− kf − ρ) p.s. (1.98)
et le point d’équilibre x(t) = 0 est exponentiellement presque sûrement instable si
λ > 2(kf + ρ). (1.99)
Théorème 1.5.14 (Déstabilisation exponentielle presque sûre avec le bruit). [Mao94b]
Soit l’EDS (1.92) vérifiant les conditions suivantes (kf > 0 et kg > 0)
￿f(x(t), t)￿ ￿ kf ￿x(t)￿ et tr(g(x(t), t)gT (x(t), t)) ￿ kg ￿x(t)￿2 . (1.100)
S’il existe des constantes λ > 0 et ρ ￿ 0 telles que
d￿
i=0
￿Bix(t)￿2 ￿ λ ￿x(t)￿2 et
￿￿
i=0
￿￿xT (t)Bix(t)￿￿2 ￿ ρ ￿x(t)￿4 , (1.101)
alors
lim sup
t→+∞
1
t
ln(￿x(t)￿) ￿ 0.5(λ− 2ρ− 2kf − 2kg) p.s. (1.102)
et le point d’équilibre x(t) = 0 est exponentiellement presque sûrement stable si
λ > 2ρ+ 2kf + 2kg. (1.103)
Théorème 1.5.15 (Déstabilisation exponentielle presque sûre avec le bruit). [Mao94b]
L’EDS (1.87) peut être stabilisée par un mouvement brownien w(t) ∈ IRd si la condition (1.100)
est satisfaite et si d ￿ 2.
Remarque 1.5.4. Le théorème 1.5.9 sur la stabilisation avec le bruit correspond au théorème
1.5.11 en posant g(x(t), t) = 0 (donc kg = 0). De même, le théorème 1.5.13 sur la déstabilisation
avec le bruit correspond au théorème 1.5.14 en posant g(x(t), t) = 0 (donc kg = 0). ￿
1.6 Lemme borné réel
Cette section est consacrée à la présentation du lemme borné réel pour les systèmes détermi-
nistes et pour les systèmes stochastiques.
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1.6.1 Lemme borné réel pour les systèmes déterministes
Soit le système déterministe décrit par
x˙(t) = Ax(t) +Bv(t) (1.104a)
z(t) = Cx(t) +Dv(t) (1.104b)
où x(t) ∈ IRn est le vecteur d’état, z(t) ∈ IRr est le vecteur de sortie et v(t) ∈ IRq est celui de la
perturbation. La fonction de transfert de ce système est G(s) = C(sI −A)−1B+D où s ∈ C est
la variable de Laplace.
En automatique, il est important de caractériser le comportement des sorties z(t) par rapport
aux perturbations v(t). Un des critères de performance souvent retenu est de savoir si le système
rejette ou non les perturbations v(t), c’est-à-dire s’il les atténue ou les amplifie. Pour ce faire, la
norme souvent considérée est l’énergie d’un signal définie comme suit
￿v￿L2 =
￿￿ +∞
0
vT (t)v(t) dt =
￿￿ +∞
0
￿v(t)￿2 dt (1.105)
Pour caractériser l’atténuation ou l’amplification des perturbations v(t) par le système (1.104),
on utilise la norme induite L2 suivante (on parle aussi de gain L2)
￿G￿∞ = sup
v ￿=0
￿z￿L2
￿v￿L2
, avec x0 = 0. (1.106)
On parle de norme H∞ et la notation ￿G￿∞ est utilisée dans la littérature car elle correspond
à une norme de type “infinie” sur la fonction de transfert. En eﬀet, si le système G(s) (1.104) est
stable, alors on a [Fra87]
￿G￿∞ = sup
v ￿=0
￿z￿cL2
￿v￿L2
= max
ω∈IR
σ(G(jω)) = max
ω∈IR
λ(G(−jω)TG(jω)) (1.107)
où σ(A) est une valeur singulière de la matrice A (voir section A.1.1) et λ(A) est une valeur
propre de la matrice A.
Si ￿G￿∞ < 1, alors le système (1.104) atténue les perturbations v(t) et, si ￿G￿∞ > 1, alors
le système (1.104) amplifie les perturbations v(t).
Le lemme borné réel pour les systèmes déterministes, donné par le théorème suivant, permet
de calculer la norme H∞.
Théorème 1.6.1 (Lemme borné réel : cas continu). Les trois propositions suivantes sont
équivalentes pour le système (1.104) :
(i) A est stable 2 et ￿G￿∞ < γ,
(ii) ∃P = P T > 0 telle que [Wil71, AV73, SMN90]
R = γ2Iq −DTD > 0, (1.108)
ATP + PA+ CTC + (PB + CTD)R−1(PB + CTD)T < 0. (1.109)
2. Une matrice est dite stable si elle est Hurwitz, c’est-à-dire si la partie réelle de toutes ses valeurs propres
est strictement négative (Re(λ) < 0).
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(iii) ∃P = P T > 0 telle que [BEFB94, GA94, IS94, EF96, SGC97]
ATP + PA PB CT
BTP −γ2Iq DT
C D −Ir
 < 0. (1.110)
Le théorème 1.6.1 peut s’écrire en fonction d’une équation algébrique de Riccati en remplaçant
∃P = P T > 0 par ∃P = P T ￿ 0 et le symbole d’inégalité dans l’inégalité algébrique de Riccati
(1.109) par le symbole d’égalité si, de plus, l’EDO dx(t) = (A+BR−1(DTC +BTP ))x(t) dt est
asymptotiquement stable.
1.6.2 Lemme borné réel des systèmes stochastiques avec une dérive linéaire
Pour les systèmes stochastiques, on remplace l’énergie du signal v(t) (1.105) par la norme
suivante
￿v￿2￿L2 = E
￿￿ +∞
0
vT (t)v(t) dt
￿
= E
￿￿ +∞
0
￿v(t)￿2 dt
￿
=
￿ +∞
0
E
￿
￿v(t)￿2
￿
dt (1.111)
et on définit l’espace des processus stochastiques non-anticipatifs et carré-intégrables ￿L2 ([0,+∞) ; IRq)
comme suit ￿L2 ([0,+∞) ; IRq) = ￿v(t) ∈ IRq | ￿v￿￿L2 < +∞￿ . (1.112)
Dans la suite de cette section, on utilisera ￿L2 au lieu de ￿L2 ([0,+∞) ; IRq) afin d’alléger les
notations.
On considère le système stochastique suivant
dx(t) = (Atx(t) +Btv(t)) dt+ (Awx(t) +Bwv(t)) dw(t) (1.113a)
z(t) = Cx(t) +Dv(t) (1.113b)
avec x(t)IRn, v(t) ∈ ￿L2([0,+∞) ; IRq) (voir définition 1.6.1) et z(t) ∈ IRr. w(t) ∈ IRd est un
mouvement brownien multivariable indépendant.
Définition 1.6.1 (Gain L2 stochastique). [DHS97, HP98] Si le point d’équilibre x(t) = 0 de
l’EDS (1.113) est exponentiellement stable en moyenne quadratique, alors v(t) ∈ ￿L2 implique que
z(t) ∈ ￿L2. Le gain L2 stochastique est donné par
γ = sup
v ￿=0
￿z￿￿L2
￿v￿￿L2 , avec x0 = 0. (1.114)
Le lemme borné réel pour le système stochastique (1.113) est donné par le théorème suivant.
Théorème 1.6.2 (Lemme borné réel stochastique : dérive linéaire). [Mor95, DHS97,
HP98, GLSY01] Le système stochastique (1.113) a un gain stochastique L2 inférieur ou égal à
γ > 0 s’il existe une matrice P = P T ∈ IRn×n telle que la LMI suivante
PAt +ATt P PBt A
T
wP C
T
BTt P −γ2Iq BTwP DT
PAw PBw −P 0
C D 0 −Ir
 < 0 (1.115)
soit vérifiée.
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La LMI (1.115) est équivalente à l’inégalité de Riccati suivante (application du lemme de
Schur A.3.1)
ATt P +PAt+C
TC+(PBt+C
TD)R−1(PBt+CTD)T +(Aw+Bw)TP (Awt+Bw) < 0 (1.116)
avec
R = γ2Iq −DTD > 0. (1.117)
Remarque 1.6.1. Si le théorème 1.6.2 est vérifié alors le point d’équilibre x(t) = 0 de l’EDS
(1.113a) est exponentiellement stable en moyenne quadratique car, si V (x(t)) = xT (t)Px(t),
alors on a (si v(t) = 0)
LV (x(t)) = ATt P + PAt +A
T
wPAw < 0 (1.118)
si la LMI (1.115) est satisfaite (appliquer le lemme de Schur sur
￿
PAt +ATt P A
T
wP
PAw −P
￿
). ￿
1.6.3 Lemme borné réel pour les systèmes stochastiques non linéaires
On considère le système stochastique suivant
dx(t) = (Atx(t) +Btv(t) + ￿(x(t))) dt+ (Awx(t) +Bwv(t)) dw(t) (1.119a)
z(t) = Cx(t) +Dv(t) (1.119b)
avec x(t)IRn, v(t) ∈ ￿L2([0,+∞) ; IRq) (voir définition 1.6.1) et z(t) ∈ IRr. w(t) ∈ IRd est un
mouvement brownien multivariable indépendant.
La fonction non linéaire ￿(x(t)) vérifie ￿(0) = 0 et la condition de Lipschitz suivante
￿￿(x(t))− ￿(x(t))￿ ￿ κ ￿x(t)− x(t)￿ . (1.120)
Théorème 1.6.3 (Lemme borné réel stochastique : dérive non linéaire). Le système
stochastique (1.113) a un gain stochastique L2 inférieur ou égal à γ > 0 s’il existe une matrice
P = P T ∈ IRn×n et un réel µ > 0 tels que la LMI suivante
PAt +ATt P + µ
−1κ2In PBt ATwP CT P
BTt P −γ2Iq BTwP DT 0
PAw PBw −P 0 0
C D 0 −Ir 0
P 0 0 0 −µ−1In
 < 0 (1.121)
soit vérifiée.
La LMI (1.121) est équivalente à l’inégalité de Riccati suivante (application du lemme de
Schur A.3.1)
ATt P + PAt + µ
−1κ2In + µP TP + CTC + (PBt + CTD)R−1(PBt + CTD)T
+ (Aw +Bw)
TP (Aw +Bw) < 0, (1.122)
avec
R = γ2Iq −DTD > 0. (1.123)
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Démonstration. L’application de la formule d’Itô (1.11) sur la fonction de Lyapunov stochastique
V (x(t)) = xT (t)Px(t) avec P = P T > 0 pour l’EDS (1.119) donne
dV (x(t)) = LV (x(t)) dt+ 2xT (t)PAwx(t) dw (1.124)
avec
LV (x(t)) = 2xT (t)P (Atx(t) +Btv(t) + ￿(x(t)))
+
1
2
tr
￿
(Awx(t) +Bwv(t))
T 2P (Awx(t) +Bwv(t))
￿
. (1.125)
En utilisant le lemme de majoration C.3.1 et la condition de Lipschitz (1.120), le terme
2xTP ￿(x(t)) peut être majoré comme suit
2x(t)TP ￿(x(t)) ￿ x(t)Tµ−1κ2Inx(t) + xT (t)µPP Tx(t) (1.126)
avec µ > 0 et l’inégalité (1.125) devient
LV (x(t)) ￿ 2xT (t)P (Atx(t) +Btv(t)) + x(t)Tµ−1κ2Inx(t) + x(t)TµPP Tx(t)
+
1
2
tr
￿
(Awx(t) +Bwv(t))
T 2P (Awx(t) +Bwv(t))
￿
. (1.127)
En se basant sur la définition (1.6.1), on considère l’indice de performance suivant
Jyv = E
￿￿ +∞
0
￿
yT (t)y(t)− γ2vT (t)v(t)￿ dt￿ , (1.128)
que l’on peut écrire en utilisant le théorème de Fubini 3 [Che85]
Jyv =
￿ +∞
0
E{(yT (t)y(t)− γ2vT (t)v(t)) dt+ dV (x(t))}
−E{V (x(t)}t=+∞ +E{V (x(t)}t=0, (1.129)
car, en prenant l’espérance mathématique des deux côtés de l’équation (1.124) et grâce à (1.3b),
on a
E{dV (x(t))} = E{LV (x(t))}.
Or, puisque E{V (x(t)}t=0 = 0 car x(0) = 0 et E{V (x(t)}t=+∞ ￿ 0, ceci implique que
Jyv ￿
￿ +∞
0
E{(yT (t)y(t)− γ2vT (t)v(t)) dt+ LV (x(t)) dt}. (1.130)
Maintenant, on suppose que la LMI (1.121) est vérifiée et on va montrer qu’elle est suﬃsante
pour assurer la stabilité exponentielle en moyenne quadratique de l’EDS (1.119a) et que le gain
L2 stochastique du système (1.119) est inférieur ou égal à γ > 0.
En appliquant le lemme de Schur A.3.1 sur la LMI (1.121), on a
3. Pour un processus stochastique X(t), si X(t) est mesurable, alors on a l’égalité suivante
E
￿￿ T
0
X(t) dt
￿
=
￿ T
0
E {X(t) dt} .
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￿
CTC CTD0
DT0 C −γ2Iq +DT0D0
￿
+
￿
PAt +ATt P +A
T
wPAw + µ
−1κ2In + µPP+ PBt +ATwPBw
BTt P +B
T
wPAw B
T
wPBw
￿
￿ ￿￿ ￿
Ξ
< 0, (1.131)
et l’inégalité (1.130) se réécrit
Jyv ￿
￿ +∞
0
E

￿
x(t)T v(t)T
￿ ￿CTC CTD0
DT0 C −γ2Iq +DT0D0
￿￿
x(t)
v(t)
￿
dt￿ ￿￿ ￿
(yT (t)y(t)−γ2vT (t)v(t))dt
+
￿
x(t)T v(t)T
￿
Ξ
￿
x(t)
v(t)
￿
￿ ￿￿ ￿
LV(x(t))
dt

< 0,
donc, si la LMI (1.121) est vérifiée, alors le système (1.119) est exponentiellement stable en
moyenne quadratique et vérifie le gain gain L2 stochastique donné par (1.114). •
Remarque 1.6.2. Si le théorème 1.6.3 est vérifié alors le point d’équilibre x(t) = 0 de l’EDS
(1.119a) est exponentiellement stable en moyenne quadratique comme c’est montré dans la dé-
monstration de ce théorème. ￿
Pour appliquer le lemme borné réel donné par le théorème1.6.3, on considère le système
stochastique (1.119) avec
At =

−3.15 2.1 −2.1
1.05 −5.25 2.1
0 −1.26 −7.35
, Aw =

1 0 0.2
0.5 0.3 −0.1
−0.2 0 0.2
, Bt =

−0.1 0.3
−1 0.2
0.6 0.5
,
Bw =

−0.1 0.1
0.5 0
−0.6 0.2
, C =
￿
0 0.1 0.3
0.2 0.2 0
￿
, D =
￿
−0.03 0
0 −0.01
￿
, ￿(x(t)) =

sin(x1(t))
sin(x2(t))
sin(x3(t))
.
Avec µ = 3.5 et κ = 1 (voir (1.120)), la LMI (1.121) a donné les solutions
P =

0.23671 0.075147 −0.030202
0.075147 0.16242 0.0013741
−0.030202 0.0013741 0.10506
 > 0 et γ = 1.
Puisque le gain L2 stochastique obtenu est γ = 1, le système stochastique n’atténue pas et
n’amplifie pas les perturbations v(t) sur les sorties z(t).
Les figures 1.6 et 1.7 montrent le comportement des états xi(t) (i = 1, 2, 3) et des sorties zi(t)
(i = 1, 2) en fonction des perturbations vi(t) (i = 1, 2) avec un état initial x0 = [−5 2.5 5 ]T .
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Figure 1.6 – Réponse du système stochastique non linéaire : états x1(t) (bleu, ①), x2(t) (vert,
②) et x3(t) (rouge, ③), perturbations v1(t) (cyan, ④) et v2(t) (magenta, ⑤).
43
Chapitre 1. Systèmes stochastiques et équations diﬀérentielles stochastiques
0 1 2 3 4 5 6 7 8 9 10
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
Temps [s]
①
①
②
②
③ ③
④ ④
Figure 1.7 – Réponse du système stochastique non linéaire : sorties z1(t) (bleu, ①) et z2(t)
(vert, ②), perturbations v1(t) (rouge, ③) et v2(t) (cyan, ④).
1.7 Exemples de processus stochastiques
Dans ce mémoire le temps est continu (t ∈ IR+). Comme exemples de processus stochastiques
à temps continu, on peut citer
• économie : mathématiques financières (marché des actions et des monnaies),
• biologie : modèles pour la génétique et l’évolution des populations,
• géologie : analyse des tremblements de terre,
• sciences de l’ingénieur : synthèse de loi de commande en présence de défaillances aléatoires,
• physique et mécanique : description des mouvements des particules dans un gaz ou dans un
environnement ionisé, physique quantique, structures flexibles soumises à des vibrations,
écoulement fluvial dans une section d’une rivière, . . .
Si le temps est discret (instants k ∈ IN), on peut citer
• informatique : modélisation des réseaux informatiques (protocoles de transmission de don-
nées sur internet, . . . ),
• sciences de l’ingénieur : problèmes de files d’attente,
• économie : mathématiques financières, . . .
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Quelques exemples de processus stochastiques à temps continu décrits dans la littérature sont
présentés ci-dessous.
(1) Application à la finance : évolution d’un portefeuille d’actions.
L’évolution du prix des actions d’un portefeuille est décrite par le modèle de Black-Scholes
qui correspond à l’EDS suivante [Kle01]
dS(t) = (µ− r)S(t) dt+ σS(t) dw(t)
où S(t) est la valeur des actions du portefeuille, µ est la moyenne du taux d’évolution
du prix des actifs financiers, r est le taux d’intérêt sans risque et σ est la volatilité. La
volatilité permet de prendre en compte le caractère aléatoire des fluctuations du prix des
actions d’un portefeuille.
(2) Application à la dynamique des populations : modèle avec évolution “indépendante”.
La dynamique d’une population dont les individus se reproduisent indépendamment les uns
des autres et indépendamment de l’évolution de la population est régi par l’EDS suivante
[Kle01]
dx(t) = αx(t) dt+ σ
￿
x(t) dw(t)
où x(t) est la taille de cette population avec 0 ￿ x(t) < +∞. En anglais, on parle de
“branching process”.
Un exemple de ce type de modèle est donné par un processus de Wright-Fisher qui est
utilisé pour étudier la dynamique de la fréquence des gènes ou des allèles (dans ce modèle,
x(t) ne représente plus la taille d’une population. Pour simplifier la présentation de ce
modèle, on considère une population dont la taille N est fixe et qui est composée de deux
types d’individus notés a et A. Si les individus de type A mutent vers le type a avec un
taux approximatif de
γ1
N
et si les individus de type a mutent vers le type A avec un taux
approximatif de
γ2
N
, alors la fréquence x(t) du type d’individus A dans la population est
décrite par le processus de Wright-Fisher suivant [Kle01]
dx(t) = (−γ1x(t) + γ2(1− x(t))) dt+
￿
x(t)(1− x(t)) dw(t).
L’EDS suivante [All07]
dx(t) = (b− d)x(t) dt+
￿
(b+ d)x(t) dw(t)
est un modèle couramment utilisé pour étudier la dynamique d’une population où x(t) est
la taille de la population, tandis que b et d sont respectivement les taux de naissance et de
mortalité per capita au sein de cette population.
(3) Application à la dynamique des populations : compétition et/ou mutualisme.
Dans la nature, on peut distinguer deux types principaux de relations entre deux (ou
plusieurs) espèces ou au sein d’une même espèce :
• la compétition : il s’agit d’une interaction dans laquelle les individus impliqués sont
en rivalité et ont des intérêts opposés.
• le mutualisme : il s’agit d’une interaction dans laquelle les individus impliqués tirent
tous un bénéfice de cette relation.
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La dynamique de l’évolution de la population de deux espèces en compétition et/ou en
mutualisme est décrite par le modèle de Lotka-Volterra suivant [Gar80, All07, LWW11]
x˙1(t) = (b1 − a11x1(t)− a12x2(t))x1(t)
x˙2(t) = (b2 − a21x1(t)− a22x2(t))x2(t)
où
• xi(t) −→ taille de la population de la ième espèce à l’instant t,
• bi −→ taux de croissance de la ième espèce,
• aij (i ￿= j) −→ action de la jème espèce sur le taux de croissance de la ième espèce,
• aii −→ coeﬃcient de compétition intraspécifique de la ième espèce.
Afin de prendre en compte les incertitudes dans la connaissance du taux de croissance
de la ième espèce, le coeﬃcient bi est modélisé ainsi [MMR02, MSR03, TDHS06, PDM08,
LWW11]
bi −→ bi + αiw˙i
où w˙(t) est un bruit blanc gaussien centré avec une covariance unitaire et le coeﬃcient
αi > 0 représente l’intensité associée à ce bruit blanc. Ainsi, αiw˙i est un bruit blanc
gaussien centré avec une covariance α2i .
Une description rigoureuse nécessite de remplacer le bruit blanc w˙(t) par un mouvement
brownien w(t) centré et de covariance unitaire. On obtient ainsi l’EDS suivante [MMR02,
MSR03, TDHS06, PDM08, LWW11]
dx1(t) = (b1 − a11x1(t)− a12x2(t))x1(t) dt+ α1x1(t) dw1(t)
dx2(t) = (b2 − a21x1(t)− a22x2(t))x2(t) dt+ α2x2(t) dw2(t)
Dans [Che82, MMR02, MSR03, PDM08], il est montré que l’introduction d’un mouvement
brownien dans les équations de Lotka-Volterra permet d’améliorer l’étude du comporte-
ment asymptotique des solutions et, notamment, d’éviter le phénomène d’explosion dans
la dynamique des populations étudiées.
Un modèle proies/prédateurs est un cas particulier des équations de Lotka-Volterra sto-
chastiques suivantes (avec a11 = a22 = 0) [GK76, TDHS06, All07]
dx1(t) = (b1 − a12x2(t))x1(t) dt+ α1x1(t) dw1(t)
dx2(t) = −(b2 − a21x1(t))x2(t) dt+ α2x2(t) dw2(t)
où
• x1(t) −→ eﬀectif des proies à l’instant t,
• x2(t) −→ eﬀectif des prédateurs à l’instant t,
• b1 > 0 −→ taux de reproduction des proies (indépendant du nombre de prédateurs),
• b2 > 0 −→ taux de mortalité des prédateurs (indépendant du nombre de proies),
• a12 > 0 −→ taux de mortalité des proies dû aux prédateurs rencontrés,
• a21 > 0 −→ taux de reproduction des prédateurs en fonction des proies rencontrées et
mangées.
(4) Application aux circuits électriques : circuit RLC.
Lorsqu’un circuit RLC est situé à proximité d’appareils électriques, la valeur de l’inductance
peut changer du fait des interactions électromagnétiques. On suppose donc que la valeur
réelle de l’inductance L dans le circuit de la figure 1.8 est donnée par [UP99]
L−1(t) = L−10 + L
−1
1 w˙(t)
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où w˙(t) est un bruit blanc gaussien centré avec une covariance unitaire et L0 est la valeur
moyenne de l’inductance.
u(t) y(t)i(t)
L R
C
Figure 1.8 – Circuit électrique RLC.
Une description rigoureuse nécessite de remplacer le bruit blanc w˙(t) par un mouvement
brownien w(t) centré et de covariance unitaire. On obtient ainsi l’EDS suivante [UP99,
Dam04]
￿
di(t)
dy(t)
￿
=


−R
L0
−1
L0
−1
C
0

￿
i(t)
y(t)
￿
+
 1L0
0
u(t)
 dt
+
−RL1 −1L1
0 0
￿i(t)
y(t)
￿
+
 1L1
0
u(t)
 dw(t)
pour décrire la dynamique du courant et de la tension aux bornes du condensateur.
(5) Application aux systèmes mécaniques : système masse-ressort.
On considère le système mécanique décrit dans la figure 1.9 et composé de deux chariots
liés avec un ressort [Ugr98, UP99].
m1 m2
x1(t) x2(t)
v(t) u(t)
k(t)
Figure 1.9 – Système mécanique masse-ressort.
La perturbation exogène v(t) est la force qui agit sur le premier chariot de masse m1 = 1
[kg]. La commande u(t) est réalisée par la force qui tire le deuxième chariot de masse
m2 = 1 [kg]. La raideur k(t) du ressort a une valeur nominale k0 = 1.25 [kg/s−2] mais est
incertaine car sa valeur réelle n’est pas connue.
Dans le cas déterministe, le système mécanique de la figure 1.9 est décrit par l’équation
[Ugr98, UP99, Dam04, ZSH+04]
x˙(t) = (A+B∆(t)C)x(t) +Bvv(t) +Buu(t)
où x(t) = [ x1(t) x2(t) x˙1(t) x˙2(t) ]T est l’état composé des positions et des vitesses des
deux chariots et ∆(t) = k(t)− k0 représente l’incertitude sur la raideur du ressort.
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Les matrices du modèle sont données par
A =

0 0 1 0
0 0 0 1
−1.25 1.25 0 0
1.25 −1.25 0 0
, Bv =

0
0
1
0
, B =

0
0
−1
1
, Bu =

0
0
0
1
, C =
￿
1 −1 0 0
￿
.
On suppose maintenant que la raideur k(t) suit une distribution gaussienne centrée autour
de k0 pour des valeurs variant dans l’intervalle [0.5 2].
Afin que k(t) = k0+∆(t) vérifie l’inégalité 0.5 ￿ k(t) ￿ 2 avec une probabilité très grande,
nous choisissons un écart type σ = 0.25 où E(∆2(t)) = σ2.
Vu les hypothèses faites sur la distribution de k(t), et donc de∆(t), nous avons la probabilité
P(|k(t)− k0| ￿ 0.75) ￿ 0.997.
Le système mécanique dans la figure 1.9 peut alors être mis sous la forme de l’EDS suivante
[Ugr98, UP99, Dam04, ZSH+04]
dx(t) = (Atx(t) +Bvv(t) +Buu(t)) dt+Awx(t) dw(t)
où At = A + 0.5A2w = A + 0.5σ2(BC)2, Aw = σBC et w(t) est un movement brownien
centré et de covariance unitaire. Notons que la valeur de la raideur k(t) peut dépasser les
bornes présumées des incertitudes (l’intervalle [0.5 2]) avec une probabilité non nulle.
Remarque 1.7.1. Dans [Sus78], Sussmann a montré que l’EDS précédente doit être écrite
au sens de Stratonovich 4 suivante
dx(t) = (Ax(t) +Bvv(t) +Buu(t)) dt+Awx(t) ◦ dw(t)
où “◦” désigne la formulation de Stratonovich. L’EDS au sens de Stratonovich précédente
est équivalente à l’EDS au sens d’Itô suivante [Mao94b, Øks03, All07]
dx(t) = ((A+ 0.5A2w)x(t) +Bvv(t) +Buu(t)) dt+Awx(t) dw(t).
Dans l’exemple ci-dessus, on a (BC)2=0 et donc At=A+0.5A2w=A+0.5σ2(BC)2=A. ￿
Les spécificités d’un traitement déterministe ou stochastique des incertitudes paramétriques
peuvent être résumées comme suit.
• Cas des incertitudes déterministiques : cette description des incertitudes est plus précise
et permet de prendre en compte la structure de leur répartition parmi les paramètres du
modèle. La bornitude de ces incertitudes est garantie.
• Cas des incertitudes stochastiques : une bornitude en probabilité est garantie puisque
ces incertitudes peuvent sortir des bornes prescrites avec une probabilité non nulle (mais
“suﬃsamment faible”). Cette probabilité diminue si l’écart type σ diminue et tend vers
0 si σ → 0.
1.8 Conclusion
Dans ce chapitre, un état de l’art a été présenté sur les systèmes stochastiques avec des
bruits multiplicatifs. Après avoir introduit les processus stochastiques et le mouvement brownien,
4. Voir [Str60, Øks03, All07] pour la forme de Stratonovich d’une EDS.
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l’essentiel de ce chapitre a été consacré aux équations diﬀérentielles stochastiques et à la stabilité
du point d’équilibre de ces équations.
Après avoir mis en évidence les diﬀérences entre les équations diﬀérentielles stochastiques
lorsque les bruits sont additifs ou multiplicatifs, la notion de processus d’Itô a été expliquée
et la formule d’Itô a été développée. La formule d’Itô est très importante car, les mouvements
browniens étant non dérivables, cette formule permet de réaliser des calculs sur les processus
stochastiques. L’accent est aussi mis sur les conditions d’existence et d’unicité d’une solution
d’une équation diﬀérentielle stochastique avec des bruits multiplicatifs.
Une partie importante de ce chapitre est dédiée à la stabilité du point d’équilibre d’une
équation diﬀérentielle stochastique. Les principales définitions de stabilité pour ces systèmes sont
présentées et les conditions de stabilité via une approche de type Lyapunov sont données pour
ces définitions de stabilité. Bien que ce soit la stabilité exponentielle en moyenne quadratique qui
est très majoritairement mise en œuvre dans la littérature sur les systèmes stochastiques avec des
bruits multiplicatifs, c’est la stabilité exponentielle presque sûre qui est utilisée dans ce mémoire
(à l’exception de la section 5.3 du chapitre 5). Ce choix pour la stabilité est motivé par une étude
comparative entre la stabilité exponentielle en moyenne quadratique et la stabilité exponentielle
presque sûre. Cette étude a permis de montrer, sous des hypothèses “peu restrictives”, que la
stabilité exponentielle en moyenne quadratique implique la stabilité exponentielle presque sûre,
la réciproque étant fausse. De plus, le rôle stabilisant ou déstabilisant des bruits multiplicatifs
a été mis en évidence lorsque c’est la stabilité exponentielle presque sûre qui est utilisée, ces
bruits ayant un eﬀet uniquement déstabilisant lorsque c’est la stabilité exponentielle en moyenne
quadratique qui est employée.
Le lemme borné réel pour les systèmes stochastiques est démontré. Il s’agit de l’application
de la commande H∞ pour ces systèmes lorsque la notion de stabilité retenue est la stabilité
exponentielle en moyenne quadratique.
Ce chapitre se termine par la présentation d’exemples d’application des équations diﬀéren-
tielles stochastiques à divers types de domaines (finance, biologie, électricité, mécanique, . . . ).
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2.1 Introduction
Ce chapitre est dédié au filtrage des systèmes stochastiques non linéaires avec des bruits
multiplicatifs. Ces systèmes sont décrits dans le chapitre 1. La synthèse d’un observateur, aussi
appelé filtre, afin d’estimer l’état d’un système est un des problèmes majeurs de l’automatique
car, pour des raisons technologiques, d’accès ou de coût, certaines variables d’état ne sont pas
mesurées. Afin de commander un processus lorsque les variables d’état sont partiellement dis-
ponibles, de faire du diagnostic (détecter et isoler des défaillances) ou de la supervision, il est
nécessaire de reconstruire les états qui ne sont pas mesurés ou d’estimer leur évolution lorsque
les mesures sont entachées par des bruits ou par des perturbations.
Parfois, dans la littérature, on diﬀérencie les filtres et les observateurs : on parle de filtre
(donc de filtrage) lorsque, en plus de la stabilité, on prend en compte un critère de performance
sur l’erreur de filtrage (atténuation de type H∞, minimisation de la variance en présence de
bruits additifs (filtre de Kalman, . . . )), tandis qu’on emploie le mot observateur lorsqu’on ne
s’intéresse qu’à la stabilité de l’erreur d’observation. Dans la suite de ce manuscrit, on utilise
indiﬀéremment les termes “filtre” ou “observateur”.
Les travaux fondateurs pour la théorie des observateurs sont ceux de Kalman et Bucy quant à
la synthèse du célèbre filtre de Kalman [Kal60, KB61] et de Luenberger [Lue66, Lue71]. Plusieurs
livres abordent de manière détaillée la synthèse d’observateurs ou de filtres : le filtrage optimal
des systèmes linéaires dans [AM79], les observateurs d’ordre plein ou réduit pour ces systèmes
dans [O’R83], les lois de commande basées sur un observateur dans [KS72] et les filtres pour les
systèmes stochastiques avec des bruits multiplicatifs dans [GS13].
Il existe de nombreux travaux sur la synthèse d’observateurs pour les systèmes linéaires
ou non linéaires. Concernant le cas linéaire, outre les publications de Luenberger, on peut ci-
ter [Tse73, GM89, Sha90, Fu91, HBM91, NK91, YS91b, YS91a, ST92a, ST92b, YS92, SK94,
DGF94, HSK96b, HSK96c, HSK96a, KRB96, TS96a, DZ97, PP98, XFL98, BM99, HSK99,
KSH00, BC01, CF01, HK01] pour les observateurs d’ordre plein (les dimensions des états de
l’observateur et du système sont identiques) et [Hip89, HW90, WH90, PSS91, YH97, HC00]
pour les observateurs d’ordre réduit (la dimension de l’état de l’observateur est inférieure à
celle de l’état du système). Le problème de la dimension minimale de l’état de l’observateur
est traité dans [FW72, Moo72, ML75, RB75, GFH81, Tsu85]. Dans [BS85, BS86, NHS87a,
NHS87b, WG98, Dar00a, Dar00b, DZB00, DZS01, SDZ06], les auteurs abordent la synthèse
d’un filtre fonctionnel de dimension minimale ou non : il s’agit d’estimer une fonction de l’état
d’un système sans reconstruire l’ensemble de cet état. Dans la suite de ce manuscrit, le pro-
blème de la synthèse d’un observateur fonctionnel d’ordre réduit pour un système stochas-
tique est traité. Le filtrage robuste en présence d’incertitudes paramétriques est abordé dans
[XdF91, FdX92, PM94, XS94, XSd94, PM96, TS96b, LF97, Ger99, GB99, WB99, PP00, EC01,
Say01, XdS94, Sd95, BC00, SP97, TAN01, DZS01].
Dans le cas non linéaire, l’importance des entrées et de l’observabilité pour la synthèse d’un
observateur est mise en exergue dans [HK77, Wil77, Nij81]. En se basant sur ces travaux, des
observateurs à grand gain pour les systèmes non linéaires sont proposés dans [DG91, GHO92,
DG91, DBGR92, DBB+93, BD99, HTA02, RHMB08, FMR04, FSCM10, GSZD10]. Outre les
observateurs à grand gain, il existe de nombreuses approches pour la synthèse d’observateurs pour
les systèmes non linéaires lipschitziens. Sans être exhaustif, on peut citer [DSN79, WŻ87, Zei87,
BCC88, XG88, HP99, Tsi89, Tsi90b, Tsi90a, DFG90, dXW93, RH94, MT95, XZ97, CR97, Raj98,
RC98, ZRMD98, AK01b, AK01a, FA03, WK03, Tsi08, ZBB08, ZB09, PRP11, ZB13, GSZD12].
La synthèse d’observateurs d’ordre réduit pour diﬀérentes classes de systèmes non linéaires est
traitée dans [Tha73, HF76, Fun79, GI81, NS88, BH95, BH96, BB97, Bes00, ZH02, SZRD06,
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KCA08, XHZ09, BZH10, ZB11, GSZD10].
Comme l’illustre la section 1.7, les systèmes stochastiques avec des bruits multiplicatifs sont
bien adaptés pour modéliser de nombreux processus dynamiques, c’est pourquoi, depuis la der-
nière décennie, de nombreux travaux se sont intéressés à la synthèse d’observateurs pour ces
systèmes. Dans la suite de ce manuscrit, on ne considère que les systèmes stochastiques à temps
continu. Dans la littérature, c’est la stabilité en moyenne quadratique qui est utilisée pour la syn-
thèse d’observateurs pour les systèmes stochastiques à temps continu avec des bruits multiplica-
tifs [Phi89, CGS00, GLSY01, GMP02, XC02, XC03, ZCT05, GLW06, GSB07, HSRZ09, BS10].
Dans ces travaux, l’approche employée est basée sur des fonctions de Lyapunov quadratiques
(voir théorème 1.5.4) et requiert la stabilité exponentielle en moyenne quadratique du point
d’équilibre du système à observer car, du fait de la présence de bruits multiplicatifs, on ne peut
pas éliminer le bruit dans l’EDS décrivant la dynamique de l’erreur d’estimation. A l’exception
de [ZCT05, HSRZ09], les systèmes stochastiques considérés dans les travaux cités ci-dessus ont
une dérive et une diﬀusion linéaires. Phillis [Phi89] propose un observateur d’ordre plein lorsque
les mesures sont stochastiques. La stabilité exponentielle en moyenne quadratique est obtenue
en minimisant la trace du second moment de l’état augmenté, ce dernier étant défini comme la
concaténation de l’état du système et de l’erreur d’estimation. Un filtre sous-optimal d’ordre plein
est proposé dans [CGS00] lorsque les mesures sont stochastiques. L’approche utilisée est basée
sur une réécriture de la formule d’Itô avec des produits de Kronecker. Dans [GLSY01], les auteurs
synthétisent des filtres d’ordre plein en minimisant un critère H∞ ou un critère mixte H2/H∞.
Dans [GMP02], les auteurs proposent un filtre à entrées inconnues, ces dernières aﬀectant de
manière additive l’EDS du système stochastique et les mesures stochastiques : la dynamique
de l’erreur d’estimation est indépendante des entrées inconnues. Dans [XC02], un observateur
d’ordre réduit est proposé en minimisant la norme H∞ stochastique, aussi appelée gain L2 sto-
chastique (voir définition 1.6.1). Dans [XC03], un filtre H∞ d’ordre plein est proposé avec des
mesures échantillonnées bien que le système stochastique considéré soit à temps continu. Dans
[GLW06], un observateur d’ordre plein est synthétisé en présence de retards aﬀectant l’EDS et
les mesures du système stochastique, l’objectif à minimiser étant un gain induit L2/L∞ entre
des perturbations additives à énergie bornée et la borne supérieure du second moment de l’er-
reur d’estimation. Dans [GSB07], les auteurs proposent un filtre H∞ d’ordre plein lorsqu’il y a
des retards sur l’EDS du système stochastique et sur les mesures, ces dernières étant stochas-
tiques. Les retards sont inconnus, mais une borne de ces derniers est disponible. Dans [BS10], un
observateur d’ordre plein est proposé lorsque les mesures sont stochastiques en minimisant un
gain induit L∞/L∞ entre des perturbations additives bornées et la borne supérieure du second
moment de l’erreur d’estimation. La robustesse des observateurs proposés vis-à-vis d’incertitudes
paramétriques est traitée dans [GLSY01, GLW06, BS10] avec des incertitudes polytopiques et
dans [XC03, GLW06] avec des incertitudes non structurées et bornées en norme. Un observateur
H∞ d’ordre plein est proposé dans [ZCT05] lorsque la dérive et la diﬀusion de l’EDS du système
stochastique sont constituées par une partie linéaire et par une partie non linéaire. L’équation
des mesures est stochastique. Une extension aux observateurs robustes H∞ est traitée lorsque
les parties non linéaires de la dérive et de la diﬀusion ne sont pas connues, la seule information
disponible étant une borne supérieure des constantes de Lipschitz de ces parties non linéaires. Un
filtre fonctionnel H∞ d’ordre réduit est synthétisé dans [HSRZ09] lorsque la dérive de l’EDS du
système stochastique est bilinéaire et que les mesures sont stochastiques. La synthèse est basée
sur le paramétrage des solutions de plusieurs équations de Sylvester.
Si les conditions de type Lyapunov sont satisfaites avec le théorème 1.5.4, alors, d’une part,
le point d’équilibre de l’EDS considérée est exponentiellement stable en moyenne quadratique
et, d’autre part, les conditions du théorème 1.5.3 sont satisfaites avec c3 = 0, le point d’équilibre
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de l’EDS est donc aussi exponentiellement presque sûrement stable. La réciproque est fausse si
c3 > 0 dans le théorème 1.5.3 (on a alors la stabilité exponentielle presque sûre, mais pas la
stabilité exponentielle en moyenne quadratique, voir la section 1.5.3.1 dans le chapitre 1). C’est
pourquoi, afin d’étendre les conditions d’existence des observateurs données dans la littérature,
le but de ce chapitre (et du chapitre suivant) est la synthèse d’observateurs pour les systèmes
stochastiques non linéaires avec des bruits multiplicatifs en garantissant que l’erreur d’observation
soit presque sûrement exponentiellement stable.
Dans la section 2.2, on montre que, du fait de la structure intrinsèque de l’erreur d’observation,
les théorèmes utilisant une approche de type Lyapunov pour la stabilité exponentielle presque
sûre ne peuvent pas être utilisés. La structure triangulaire liée au problème du filtrage des
systèmes stochastiques est exploitée dans ce chapitre pour synthétiser un observateur garantissant
la stabilité exponentielle presque sûre de l’erreur de filtrage, la stabilité exponentielle en moyenne
quadratique n’étant pas requise. L’approche proposée permet de découpler la synthèse en séparant
l’analyse de la stabilité du système stochastique proprement dit de celle de l’erreur d’observation.
C’est pourquoi, dans la section 2.3 pour les EDS dont la dérive satisfait une contrainte de
type Lipschitz et dans la section 2.4 pour les EDS dont la dérive satisfait une contrainte de type
one-sided Lipschitz, un théorème montre que la stabilité exponentielle presque sûre d’une classe
de systèmes triangulaires stochastiques est équivalente à la stabilité exponentielle presque sûre
de chaque “sous-système bloc-diagonal” considéré isolément sans les termes d’interconnexion.
Dans [Mao92b], avec une approche basée sur les exposants de Lyapunov, et dans [Bou99], avec
une approche de type Lyapunov, la stabilité exponentielle en moyenne quadratique des systèmes
stochastiques triangulaires est étudiée en fonction de celle de chaque “sous-système bloc-diagonal”
considéré isolément, mais du fait de la relation (1.10a) (l’intégrale stochastique au sens d’Itô
de la diﬀusion multilpliée par la diﬀérentielle du mouvement brownien est nulle), les travaux
présentés dans [Mao92b, Bou99] diﬀèrent de ceux développés dans ce chapitre. Dans le contexte
déterministe, ce problème est abordé dans [Vid80] et [Son89, Son90]. Cette approche est étendue
au cas des systèmes stochastiques non triangulaires dans le cas de la stabilité exponentielle en
moyenne quadratique [Mao92b], tandis que le cas de la stabilité exponentielle presque sûre est
traité dans [BZSM15b].
Les résultats de stabilité exponentielle presque sûre pour une classe de systèmes triangulaires
stochastiques développés dans les sections 2.3 et 2.4 sont appliqués à la synthèse d’observateurs
d’ordre plein dans la section 2.5 et d’observateurs fonctionnels d’ordre réduit dans la section 2.6.
Dans ces deux sections, plusieurs cas sont considérés : la dérive est de type Lipschitz ou one-sided
Lipschitz, tandis que les mesures sont stochastiques ou déterministes. Les observateurs et les lois
de commande proposés dans le chapitre 3, ainsi que dans les sections 4.3 et 5.4, sont basés sur
les résultats développés dans les sections 2.5 et 2.6.
2.2 Formulation du problème de filtrage avec la stabilité expo-
nentielle presque sûre
Dans ce chapitre, on considère le système stochastique suivant
dx(t) = f(x(t), u(t)) dt+ g(x(t), u(t)) dwx(t) (2.1a)
dy(t) = h(x(t)) dt+ q(x(t)) dwy(t) (2.1b)
où
• x(t) ∈ IRn −→ vecteur d’état,
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• u(t) ∈ IRm −→ vecteur des entrées connues (commandes),
• y(t) ∈ IRp −→ vecteur des mesures,
• f(x(t), u(t)) −→ la dérive,
• g(x(t), u(t)) −→ la diﬀusion,
• h(x(t)) et q(x(t)) −→ fonctions de l’équation de mesure,
• wx(t) ∈ IRd −→ mouvement brownien (ou processus de Wiener) indépendant et centré,
• wy(t) ∈ IR￿ −→ mouvement brownien (ou processus de Wiener) indépendant et centré.
Sans perte de généralité, on suppose que le vecteur des entrées u(t) est borné, c’est-à-dire
que les entrées admissibles u(t) appartiennent à l’ensemble Γ donné par
Γ = {u(t) ∈ IRm | uimin ￿ ui(t) ￿ uimax, i = 1, . . . ,m} . (2.2)
Pour tout u(t) ∈ Γ les fonctions f(x(t), u(t)) et h(x(t)) sont module-intégrables et les fonc-
tions g(x(t), u(t)) et q(x(t)) sont carré-intégrables (voir la définition 1.4.2).
Afin d’étudier la stabilité, on suppose que, pour tout u(t) ∈ Γ, f(0, u(t)) = 0, g(0, u(t)) = 0,
h(0) = 0 et q(0) = 0. Ainsi, x(t) = 0 est la solution triviale de l’EDS (2.1a).
L’observateur pour le système (2.1) est donné par l’EDS (voir [TR76])
d￿x(t) = f(￿x(t), u(t)) dt+ ψ(u(t))(dy(t)− h(￿x(t)) dt) (2.3)
où ψ(u(t)) est une matrice de gain à déterminer qui peut dépendre de paramètres connus (tels
que les commandes u(t) par exemple) afin que l’erreur de filtrage e(t) définie par
e(t) = x(t)− ￿x(t) (2.4)
soit exponentiellement presque sûrement stable (voir la définition 1.5.4).
Bien que ce soit la stabilité exponentielle en moyenne quadratique (voir la définition 1.5.7)
qui est très majoritairement utilisée dans la littérature (voir [CGS00, GMP02, BS10, GLSY01,
HSRZ09, XC02, XC03, ZCT05, GLW06, GSB07, Phi89]), on s’intéresse à la stabilité exponentielle
presque sûre car, sous des hypothèses “peu restrictives”, le point d’équilibre d’une EDS peut
être exponentiellement stable presque sûrement alors qu’il est exponentiellemement instable en
moyenne quadratique (voir les développements et les exemples présentés dans la section 1.5.3).
La dynamique de l’erreur de filtrage est donnée par l’EDS suivante
de(t) = (f(x(t), u(t))− f(x(t)− e(t), u(t))− ψ(u(t))(h(x(t))− h(x(t)− e(t)))) dt
+ g(x(t), u(t)) dwx(t)− ψ(u(t))q(x(t)) dwy(t). (2.5)
Puisque la dynamique de l’erreur de filtrage est fonction de l’état x(t) et que le bruit wx(t)
est multiplié par l’état x(t) dans l’EDS (2.1a), il s’en suit que la stabilité du point d’équilibre de
l’EDS (2.5) dépend de la stabilité du point d’équilibre de l’EDS (2.1a) décrivant la dynamique de
l’état x(t) à observer. Ainsi, le problème de la synthèse d’un filtre pour le système stochastique
(2.1) requiert de garantir simultanément la stabilité de l’EDS (2.1a) associée à l’état x(t) du
système et la stabilité de l’EDS (2.5) relative à l’erreur de filtrage e(t). En eﬀet, l’état x(t) ne
peut pas être éliminé de la dynamique de l’erreur d’observation et il n’y a aucun “feedback”
permettant d’agir sur x(t) dans le problème du filtrage.
Remarque 2.2.1. Dans la littérature sur le filtrage des systèmes stochastiques avec des bruits
multiplicatifs, les conditions de stabilité proposées incluent la stabilité exponentielle en moyenne
quadratique simultanée du point d’équilibre de l’EDS (2.1a) et du point d’équilibre de l’EDS (2.5)
(voir [CGS00, GMP02, BS10, GLSY01, HSRZ09, XC02, XC03, ZCT05, GLW06, GSB07, Phi89]).
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Pour éviter d’utiliser la condition de stabilité associée à l’EDS (2.1a), les auteurs dans [TR76,
YA93] ont fait l’hypothèse que g(x(t), u(t)) et q(x(t)) sont des fonctions bornées pour tout
x(t) ∈ IRn et pour tout u(t) ∈ Γ. Dans ces deux articles, c’est la bornitude exponentielle en
moyenne quadratique (voir la définition 1.5.8). Cette hypothèse est restrictive. Par exemple, elle
ne s’applique pas sur les deux exemples simples traités dans la section 1.5.3 lorsque les conditions
de stabilité exponentielle en moyenne quadratique des EDS sont satisfaites. ￿
Le problème de filtrage peut donc se formuler comme celui de la stabilité exponentielle presque
sûre du point d’équilibre du système augmenté triangulaire suivant
dX(t) = F (X(t), u(t)) dt+G(X(t), u(t)) dw(t) (2.6)
avec
X(t) =
￿
x(t)
e(t)
￿
, w(t) =
￿
wx(t)
wy(t)
￿
,
F (X(t), u(t)) =
￿
f(x(t), u(t))
f(x(t), u(t))− f(x(t)− e(t), u(t))− ψ(u(t))(h(x(t))− h(x(t)− e(t)))
￿
=
￿
f1(x(t), u(t))
f2(x(t), e(t), u(t))
￿
,
G(X(t), u(t)) =
￿
g(x(t), u(t)) 0
g(x(t), u(t)) −ψ(u(t))q(x(t))
￿
=
￿
g1(x(t), u(t))
g2(x(t), u(t))
￿
.
Hypothèse 2.2.1 (Existence et unicité de la solution). Pour tout u(t) ∈ Γ, les fonctions
F (X(t), u(t)) et G(X(t), u(t)) vérifient les conditions (1.23) et (1.24) dans le théorème 1.4.4 en
remplaçant l’EDS (1.25) par (2.6).
On va maintenant analyser les conditions de stabilité exponentielle presque sûre en appliquant
deux démarches :
• une approche de type Lyapunov,
• une approche basée sur la stabilisation avec les bruits.
(1) Approche de type Lyapunov. Soit une fonction de Lyapunov candidate V (X(t)) définie
positive. En appliquant le théorème 1.5.3, la condition (1.50c), donnée par
￿BV (X(t))￿2 ￿ c3V 2(X(t))
avec c3 ￿ 0 et BV (X(t)) défini en (1.47), génère une constante c3 = 0 car
BV (X(t))
￿￿￿
X=
￿
0
e(t)
￿ = 0, (2.7)
puisque G(X(t), u(t)) = 0 si X(t) =
￿
0T eT (t)
￿T . On ne peut donc appliquer le théorème
1.5.3 que si c2 < 0, ce qui revient à se limiter au cas où le point d’équilibre de l’EDS
(2.1a) est exponentiellement stable en moyenne quadratique (voir la relation (1.53) dans
le théorème 1.5.4 et les relations (1.50b) et (1.52) avec c3 = 0 dans le théorème 1.5.3).
Par contre, si le point d’équilibre de l’EDS (2.1a) est exponentiellement presque sûrement
stable, mais pas exponentiellement stable en moyenne quadratique, alors il faut que c2 ￿ 0.
Dans ce cas, on ne peut pas appliquer le théorème 1.5.3 avec c3 = 0.
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(2) Approche basée sur la stabilisation avec les bruits. Puisque G(X(t), u(t)) = 0 si X(t) =￿
0T eT (t)
￿T , on ne peut pas appliquer le théorème 1.5.9 parce que ρ = 0 dans (1.88).
Quant au théorème 1.5.11, il ne s’applique pas directement au problème de filtrage traité
car ce théorème aborde la stabilisation en ajoutant un terme bruité supplémentaire dans
l’EDS (il s’agit du terme “
￿d
i=0Bix(t) dwi(t)” dans l’EDS (1.92)).
Pour étudier la stabilité exponentielle presque sûre de l’EDS (2.6) sans se restreindre au cas
où c2 > 0 dans le théorème 1.5.3, on propose d’exploiter la structure triangulaire du problème
de filtrage mis en évidence par la structure de l’EDS (2.6). Comme l’a fait Mao dans [Mao92b],
on considère les EDS suivantes obtenues à partir de (2.6)
dx1(t) = f1(x1(t), u(t)) dt+ g1(x1(t), u(t)) dw(t) (2.8a)
dx2(t) = f2(x1(t), x2(t), u(t)) dt+ g2(x1(t), u(t)) dw(t) (2.8b)
où x1(t) correspond à l’état x(t) et x2(t) à l’erreur de filtrage e(t) avec, pour tout u(t) ∈ Γ,
f1(0, u(t)) = 0, f2(0, 0, u(t)) = 0, g1(0, u(t)) = 0 et g2(0, u(t)) = 0.
Aux EDS (2.8a) et (2.8b), on associe les EDS “bloc-diagonales” suivantes (car g2(0, u(t)) = 0)
dx1(t) = f1(x1(t), u(t)) dt+ g1(x1(t), u(t)) dw(t) (2.9a)
dx2(t) = f2(0, x2(t), u(t)) dt (2.9b)
Dans la suite de cette section, on va montrer, sous des hypothèses de type Lipschitz (voir sec-
tion 2.3) ou one-sided Lipschitz (voir section 2.4) sur les fonctions f1(x1(t), u(t)), f2(x1(t), x2(t), u(t)),
g1(x1(t), u(t)) et g2(x1(t), u(t)), que la stabilité exponentielle presque sûre du point d’équilibre de
l’EDS (2.8) est équivalente à celle du point d’équilibre de l’EDS (2.9). Cette approche exploitant
la structure triangulaire du système a été utilisée par Vidyasagar dans [Vid80] pour les EDO.
Cette technique a été reprise par Mao dans [Mao92b] et Boulanger dans [Bou99] pour les EDS
en considérant la stabilité exponentielle en moyenne quadratique. Outre la diﬀérence du type
de stabilité utilisé, une diﬀérence importante des développements présentés dans la suite de ce
chapitre avec ceux de Mao dans [Mao92b] et de Boulanger dans [Bou99] est le fait que l’espérance
de l’intégrale stochastique de la dérive est nulle (voir la relation (1.10a)).
2.3 Stabilité exponentielle presque sûre des systèmes triangu-
laires : cas Lipschitz
Dans cette section, on considère que les fonctions
￿
fT1 (x1(t), u(t))
fT2 (x1(t), x2(t), u(t))
￿T
et
￿
gT1 (x1(t), u(t))
gT2 (x1(t), u(t))
￿T
,
définies dans (2.8), sont Lipschitz et vérifient l’hypothèse 2.2.1 et l’hypothèse suivante.
Hypothèse 2.3.1. [BZSM12a, BZSM15a] Il existe un réel k > 0 tel que, ∀ t ￿ 0, ∀u(t) ∈ Γ,
￿f2(x1(t), x2(t), u(t))− f2(0, x2(t), u(t))￿
￿ k (￿x1(t)￿+ ￿x2(t)− x2(t)￿) , (2.10a)
tr
￿
(gi(x1(t), u(t))− gi(x1(t), u(t)))(gi(x1(t), u(t))− gi(x1(t), u(t)))T
￿
￿ k ￿x1(t)− x1(t)￿2 i = 1, 2. (2.10b)
Le théorème suivant permet d’étudier la stabilité du point d’équilibre de l’EDS (2.8) en
utilisant l’EDS (2.9).
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Théorème 2.3.1 (Stabilité exponentielle presque sûre d’une EDS triangulaire : cas
Lipschitz). [BZSM12a, BZSM15a] Avec l’hypothèse 2.3.1, le point d’équilibre de l’EDS (2.8) est
exponentiellement presque sûrement stable si et seulement si le point d’équilibre de l’EDS (2.9)
est exponentiellement presque sûrement stable.
Puisque, pour tout u(t) ∈ Γ, f1(0, u(t)) = 0, f2(0, 0, u(t)) = 0, g1(0, u(t)) = 0 et g2(0, u(t)) =
0, et que l’hypothèse 2.3.1 est vraie pour tout u(t) ∈ Γ, la démonstration de ce théorème est faite
avec u(t) = 0 sans perte de généralité, ce qui permet d’alléger les développements mathématiques.
Démonstration.
Soit x(t) =
￿
xT1 (t) x
T
2 (t)
￿T , la solution de l’EDS (2.9) avec x1(t0) = x10 et x2(t0) = x20 .
Soit x(t) =
￿
xT1 (t) x
T
2 (t)
￿T , la solution de l’EDS (2.8) avec x1(t0) = x10 = x10 et x2(t0) =
x20 = x20 .
Partie “seulement si”.
La stabilité exponentielle presque sûre du point d’équilibre de l’EDS (2.8) est équivalente à
∃α > 0 tel que lim sup
t→+∞
1
t
ln(￿x(t)￿) < −α < 0 p.s. ∀x10 ∈ IRn1 , x20 ∈ IRn2 .
Puisque x1(t) = x1(t), on a
lim sup
t→+∞
1
t
ln(￿x1(t)￿) ￿ lim sup
t→+∞
1
t
ln(￿x(t)￿) < −α < 0 p.s.
Pour x10 = 0, on a x1(t) = 0 ∀ t ￿ 0 et x2(t) = x2(t), ce qui donne
lim sup
t→+∞
1
t
ln(￿x2(t)￿) ￿ lim sup
t→+∞
1
t
ln(￿x(t)￿) < −α < 0 p.s.
Partie “si”.
La stabilité exponentielle presque sûre du point d’équilibre de l’EDS (2.9) est équivalente à
∃α > 0 tel que lim sup
t→+∞
1
t
ln(￿xi(t)￿) < −α < 0 p.s. ∀xi0 ∈ IRni , i = 1, 2,
(2.11)
ce qui est équivalent à
￿xi(t)￿2 ￿M ￿xi0￿2 e−2α(t−t0) p.s. ∀ t ￿ t0, i = 1, 2, (2.12)
avec M > 0 qui est une variable aléatoire finie positive.
Puisqu’on a x1(t, t0, x10) = x1(t, t0, x10), on obtient
￿x1(t)￿2 ￿M ￿x10￿2 e−2α(t−t0) p.s. ∀ t ￿ t0. (2.13)
On pose
0 < ε < α, (2.14)
δ =
ln(2M)
ε
, (2.15)
ρ = δ ∨ 1
ε
￿
8kδ − ln
￿ α
2kM
￿￿
, (2.16)
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avec a ∨ b = max(a, b), α > 0 et M > 0 définis respectivement dans (2.11) et (2.12).
Il reste donc à montrer que
lim sup
t→+∞
1
t
ln(￿x2(t)￿) < −(α− ε) p.s. (2.17)
On va procéder en cinq étapes avec σ ￿ ρ.
1ère étape : majoration de ￿x2(t)− x2(t)￿2 dans l’intervalle t0 + σ ￿ t ￿ t0 + σ + 2δ.
Soit t défini comme suit
t0 + σ ￿ t ￿ t0 + σ + 2δ, (2.18)
alors
∃x2(t) = x2(t, t0 + σ, x2(t0 + σ)) (2.19)
avec un instant initial t0 + σ et un état initial x2(t0 + σ) = x2(t0 + σ).
Soit la fonction Φ(t) suivante
Φ(t) = ￿(x2(t)− x2(t))￿2 = (x2(t)− x2(t))T (x2(t)− x2(t)) (2.20)
L’application de la formule d’Itô sur (2.20) donne
dΦ = (2(x2−x2)T (f2(x1, x2)− f2(0, x2))+ gT2 (x1)g2(x1)) dt+(2(x2−x2)T g2(x1)) dw(t) (2.21)
En intégrant l’équation (2.21) entre t0 + σ et t, on a (voir (2.18) et (2.19))￿ t
t0+σ
dΦ = Φ(t)− Φ(t0 + σ) = ￿(x2(t)− x2(t))￿2 − ￿(x2(t0 + σ)− x2(t0 + σ))￿2￿ ￿￿ ￿
=0
Le carré de la norme de x2(t)− x2(t) est donné par
￿x2(t)− x2(t)￿2 =
￿ t
t0+σ
2(x2(s)− x2(s))T (f2(x1(s), x2(s))− f2(0, x2(s)))
+ tr(g2(x1(s))g
T
2 (x1(s))) ds+M(t)
avec
M(t) = 2
￿ t
t0+σ
(x2(s)− x2(s))T g2(x1(s)) dw(s). (2.22)
En utilisant la relation (2.13) et en ajoutant et retranchant le terme
e2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2
dans la relation ci-dessus, on obtient
￿x2(t)− x2(t)￿2 = 2
￿ t
t0+σ
(x2(s)− x2(s))T (f2(x1(s), x2(s))− f2(0, x2(s))) ds
+
￿ t
t0+σ
tr(g2(x1(s))g
T
2 (x1(s))) ds+
e2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds+M(t)
− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
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En utilisant l’inégalité de Cauchy-Schwartz (
￿￿xT y￿￿ ￿ ￿x￿ ￿y￿) et l’hypothèse 2.3.1, avec
g2(0) = 0 et x1 = 0, c’est-à-dire (voir (2.10b))
tr(g2(x1(s))g
T
2 (x1(s))) ￿ k ￿x1(s)￿2 ,
le carré de la norme de x2(t)− x2(t) est majoré comme suit
￿x2(t)− x2(t)￿2 ￿ 2
￿ t
t0+σ
￿x2(s)− x2(s)￿ ￿f2(x1(s), x2(s))− f2(0, x2(s))￿ ds
+ k
￿ t
t0+σ
￿x1(s)￿2 ds+ e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ￿g2(x1(s))￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds
et, en utilisant la condition (2.10a) dans l’hypothèse 2.3.1
￿f2(x1(s), x2(s))− f2(0, x2(s))￿ ￿ k(￿x1(t)￿+ ￿x2(t)− x2(t)￿),
on obtient l’inégalité suivante
￿x2(t)− x2(t)￿2 ￿ 2k
￿ t
t0+σ
￿x2(s)− x2(s)￿ (￿x1(s)￿+ ￿x2(s)− x2(s)￿) ds
+ k
￿ t
t0+σ
￿x1(s)￿2 ds+ e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ￿g2(x1(s)￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds
￿ 2k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2k
￿ t
t0+σ
￿x2(s)− x2(s)￿ ￿x1(s)￿ ds
+ k
￿ t
t0+σ
￿x1(s)￿2 ds+ k e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ￿x1(s)￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
En utilisant l’inégalité 2 ￿x2(s)− x2(s)￿ ￿x1(s)￿ ≤ ￿x2(s)− x2(s)￿2 + ￿x1(s)￿2, l’inégalité
précédente devient
￿x2(t)− x2(t)￿2 ￿ 3k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2k
￿ t
t0+σ
￿x1(s)￿2 ds
+ k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 e
2ασ
M ￿x10￿2
￿x1(s)￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds
et, en utilisant (voir (2.13))
￿x1(t)￿2
M ￿x10￿2 e−2α(t−t0)
￿ 1,
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on obtient
￿x2(t)− x2(t)￿2 ￿ 3k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2k
￿ t
t0+σ
￿x1(s)￿2 ds
+ k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 M ￿x10￿
2
M ￿x10￿2
e−2α(s−t0−σ)￿ ￿￿ ￿
t0+σ￿s −→ ￿1
ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds
￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2k
￿ t
t0+σ
￿x1(s)￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
En utilisant (2.13), on obtient
￿x2(t)− x2(t)￿2 ￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kM ￿x10￿2
￿ t
t0+σ
e−2α(s−t0) ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
En intégrant￿ t
t0+σ
e−2α(s−t0) ds = e2αt0
￿ t
t0+σ
e−2αs ds =
e2αt0
−2α
￿
e−2αt − e−2α(t0+σ)
￿
=
e−2ασ
2α
− e
−2α(t−t0)
2α
￿ e
−2ασ
2α
,
on obtient
￿x2(t)− x2(t)￿2 ￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kM
2α
￿x10￿2 e−2ασ
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds. (2.23)
2ème étape : majoration de M(t) dans l’intervalle t0 + σ ￿ t ￿ t0 + σ + 2δ.
L’inégalité martingale exponentielle (voir lemme C.1.1) donne
P
￿
sup
t0+σ￿t￿t0+σ+2δ
￿
M(t)− β1
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds￿ > 2β2￿ ￿ 2e−β1β2 .
En utilisant la majoration de
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿, on choisit
β1 =
1
M ￿x10￿2 e−2ασ
,
β2 = 2 ln(n)M ￿x10￿2 e−2ασ,
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et on obtient
P
￿
sup
t0+σ￿t￿t0+σ+2δ
￿
M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds￿
> 2 ln(n)M ￿x10￿2 e−2ασ
￿
￿ e−2 ln(n) = 1
n2
.
En appliquant le lemme de Borel-Cantelli (voir lemme C.1.3), ∃n0 > 0 tel que, ∀n ￿ n0, on
a
M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds ￿ 2 ln(n)M ￿x10￿2 e−2ασ p.s.
(2.24)
3ème étape : application du lemme de Gronwall-Bellman dans l’intervalle t0 + σ ￿ t ￿ t0 + σ + 2δ.
Les relations (2.23) et (2.24) donnent
￿x2(t)− x2(t)￿2 ￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kM
2α
￿x10￿2 e−2ασ
+ 2 ln(n)M ￿x10￿2 e−2ασ p.s. ∀n ￿ n0. (2.25)
En utilisant le lemme de Gronwall-Bellman C.2 sur l’inégalité (2.25), on obtient
￿x2(t)− x2(t)￿2 ￿
￿
2kM
2α
￿x10￿2 e−2ασ + 2 ln(n)M ￿x10￿2 e−2ασ
￿
e
￿ t0+σ+2δ
t0+σ
4k ds p.s. ∀n ￿ n0
=
￿
2kM
2α
￿x10￿2 + 2 ln(n)M ￿x10￿2
￿
e−2ασ+8kδ p.s. ∀n ￿ n0. (2.26)
Puisque
2kM
α
= eln(
2kM
α ) = e− ln(
α
2kM ).
l’inégalité (2.26) devient
￿x2(t)− x2(t)￿2 ￿ 1
2
￿x10￿2 e−2ασ+8kδ−ln(
α
2kM ) + 2 ln(n)M ￿x10￿2 e−2ασ+8kδ p.s. ∀n ￿ n0.
Avec (2.16) et σ ￿ ρ, on a
σε ￿ ρε ￿
￿
8kδ − ln
￿ α
2kM
￿￿
et l’inégalité précédente devient
￿x2(t)− x2(t)￿2 ￿ 1
2
￿x10￿2 e−(2ασ−ερ) + ln(n)
2kM
α
α
k
￿x10￿2 e−2ασ+8kδ p.s. ∀n ￿ n0
￿ 1
2
￿x10￿2 e−(2α−ε)σ + ln(n)
α
k
￿x10￿2 e8kδ−ln(
α
2kM )−2ασ p.s. ∀n ￿ n0
￿ 1
2
￿x10￿2 e−(2α−ε)σ + ln(n)
α
k
￿x10￿2 e−(2α−ε)σ p.s. ∀n ￿ n0. (2.27)
4ème étape : majoration de ￿x2(t)￿ dans l’intervalle t0 + σ ￿ t ￿ t0 + σ + 2δ.
On a l’inégalité triangulaire suivante
￿z(t)− x2(t) + x2(t)− x2(t)￿ = ￿z(t)− x2(t)￿ ￿ ￿z(t)− x2(t)￿+ ￿x2(t)− x2(t)￿
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et, si on pose z(t) = 0, on obtient
￿x2(t)￿ ￿ ￿x2(t)￿+ ￿x2(t)− x2(t)￿ .
En élévant au carré l’inégalité précédente, on a
￿x2(t)￿2 ￿ (￿x2(t)￿+ ￿x2(t)− x2(t)￿)2 = ￿x2(t)￿2 + ￿x2(t)− x2(t)￿2 + 2 ￿x2(t)￿ ￿x2(t)− x2(t)￿￿ ￿￿ ￿ .
(2.28)
Le terme souligné peut être majoré comme suit en utilisant 2ab ￿ a2 + b2
2 ￿x2(t)￿ ￿x2(t)− x2(t)￿ ￿ ￿x2(t)￿2 + ￿x2(t)− x2(t)￿2
et l’inégalité (2.28) devient
￿x2(t)￿2 ￿ 2 ￿x2(t)￿2 + 2 ￿x2(t)− x2(t)￿2 . (2.29)
Les relations (2.12), (2.27) et (2.29) donnent, pour t0 + σ + δ ￿ t ￿ t0 + σ + 2δ,
￿x2(t)￿2 ￿ 2M ￿x2(t0 + σ)￿2 e−2α(t−t0−σ)
+ ￿x10￿2 e−(2α−ε)σ + ln(n)
2α
k
￿x10￿2 e−(2α−ε)σ p.s. ∀n ￿ n0
Puisque t− t0 − σ ￿ δ et en utilisant (2.15), on obtient
2M = eln(2M) = eεδ.
En remplaçant 2M par sa valeur dans l’inégalité ci-dessus, on obtient
￿x2(t)￿2 ￿ ￿x2(t0 + σ)￿2 e−2α(t−t0−σ)+εδ + ￿x10￿2 e−(2α−ε)σ
+ ln(n)
2α
k
￿x10￿2 e−(2α−ε)σ p.s. ∀n ￿ n0.
Puisque t0 + σ + δ ￿ t ￿ t0 + σ + 2δ, on a −4αδ ￿ −2α(t− t0 − σ) ￿ −2αδ et on obtient
￿x2(t)￿2 ￿ ￿x2(t0 + σ)￿2 e−(2α−ε)δ + ￿x10￿2 e−(2α−ε)σ
+ ln(n)
2α
k
￿x10￿2 e−(2α−ε)σ p.s. ∀n ￿ n0. (2.30)
5ème étape : stabilité de x2(t).
En posant
σ = ρ+ (N − 1)δ N = 1, 2, 3, . . .
avec t0 + ρ+Nδ ￿ t ￿ t0 + ρ+ (N + 1)δ, l’inégalité (2.30) devient
￿x2(t)￿2 ￿ ￿x2(t0 + ρ+ (N − 1)δ)￿2 e−(2α−ε)δ + (￿x10￿2
+ ln(n)
2α
k
￿x10￿2)e−(2α−ε)σ p.s. ∀n ￿ n0
et, par induction (par récurrence), on applique (2.30) pour σ = ρ+(N−2)δ et t = t0+ρ+(N−1)δ
￿x2(t0 + ρ+ (N − 1)δ)￿2 ￿ ￿x2(t0 + ρ+ (N − 2)δ)￿2 e−(2α−ε)δ
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+ (￿x10￿2 + ln(n)
2α
k
￿x10￿2)e−(2α−ε)σ p.s. ∀n ￿ n0
et donc, pour t0 + ρ+Nδ ￿ t ￿ t0 + ρ+ (N + 1)δ, on obtient
￿x2(t)￿2 ￿ ￿x2(t0 + ρ+ (N − 1)δ)￿2 e−(2α−ε)δ
+ (￿x10￿2 + ln(n)
2α
k
￿x10￿2)e−(2α−ε)σ p.s. ∀n ￿ n0
￿ ￿x2(t0 + ρ+ (N − 2)δ)￿2 e−2(2α−ε)δ + ￿x10￿2 e−(2α−ε)(σ+δ) + ￿x10￿2 e−(2α−ε)σ
+ ln(n)
2α
k
￿x10￿2 e−(2α−ε)(σ+δ) + ln(n)
2α
k
￿x10￿2 e−(2α−ε)σ p.s. ∀n ￿ n0.
Ainsi, puisque ρ > δ (voir (2.16)) et σ = ρ+ (N − 1)δ, on a donc
￿x2(t)￿2 ￿ ￿x2(t0 + ρ)￿2 e−(2α−ε)Nδ +N ￿x10￿2 e−(2α−ε)(ρ+(N−1)δ)
+N ln(n)
2α
k
￿x10￿2 e−(2α−ε)(ρ+(N−1)δ) p.s. ∀n ￿ n0.
Puisque la suite Ne−εNδ tend vers 0 quand N tend vers +∞, il existe N0 ￿ n0 tel que,
∀N ￿ n ￿ N0 ￿ n0, on a
N ln(n)e−εNδ ￿ 1
εδe
.
et, avec −(2α− ε)(ρ+ (N − 1)δ) ￿ −(2α− ε)(N − 1)δ < 0, on obtient ∀N ￿ n ￿ N0 ￿ n0
￿x2(t)￿2 ￿ ￿x2(t0 + ρ)￿2 e−(2α−ε)Nδ + 1
εδe
￿
1 +
2α
k
￿
￿x10￿2 e−(2α−ε)(N−1)δ+εNδ p.s.
= ￿x2(t0 + ρ)￿2 e−(2α−ε)Nδ + 1
εδe
￿
1 +
2α
k
￿
￿x10￿2 e−(2α−2ε)Nδ−εδ p.s.
=
￿
￿x2(t0 + ρ)￿2 + 1
εδe
￿
1 +
2α
k
￿
￿x10￿2
￿
e−(2α−2ε)Nδ p.s.
On pose N → +∞ et on obtient
lim sup
t→+∞
2
t
ln(￿x2(t)￿) < −(2α− 2ε) p.s.
et donc
lim sup
t→+∞
1
t
ln(￿x2(t)￿) < −(α− ε) < 0 p.s.
∀ ε avec 0 < ε < α. •
2.4 Stabilité exponentielle presque sûre des systèmes triangu-
laires : cas one-sided Lipschitz
Une fonction f(x) ∈ IRn avec x ∈ IRn est Lipschitz s’il existe une constante ρ > 0 telle que
la condition (A.1.10) dans la section A.1.3 est vérifiée. Cette condition intervient dans l’unicité
de la solution d’une EDS (voir (1.17) dans le théorème 1.4.3).
Cependant, dans le théorème 1.4.4, une condition plus générale d’unicité de la solution d’une
EDS est donnée dans la relation (1.24). En eﬀet, une fonction f(x) peut vérifier (1.24), mais pas
(1.17). Un exemple est donné dans [Mao97]
dx(t) = f(x(t)) dt+ g(x(t)) dw(t) = (x(t)− x3(t)) dt+ x2 dw(t).
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La fonction f(x(t)) = x(t)− x3(t) n’est pas (globalement) Lipschitz car
f2(x(t)) = (x(t)− x3(t))2 = x2(t)(1− x2(t))2
et 1− x2(t) n’est pas borné. Donc, il n’existe pas de réel ρ > 0 tel que ￿￿x(t)− x3(t)￿￿ ￿ ρ |x(t)|.
Par contre, cette fonction est (globalement) one-sided Lipschitz car
x(t)f(x(t)) = x(t)(x(t)− x3(t)) = x2(t)− x4(t) ￿ x2(t).
La condition (A.1.11) est donc vérifiée avec ρ = 1.
Dans cette section, on considère que les fonctions
￿
fT1 (x1(t), u(t))
fT2 (x1(t), x2(t), u(t))
￿T
et
￿
gT1 (x1(t), u(t))
gT2 (x1(t), u(t))
￿T
,
définies dans (2.8), vérifient l’hypothèse 2.2.1 et l’hypothèse suivante.
Hypothèse 2.4.1. [BZSM15a] Il existe deux réels kf et kg > 0 tels que, ∀ t ￿ 0, ∀u(t) ∈ Γ,
(x2(t)− x2(t))T (f2(x1(t), x2(t), u(t))− f2(0, x2(t), u(t)))
￿ kf
￿
(x2(t)− x2(t))Tx1(t) + ￿x2(t)− x2(t)￿2
￿
, (2.31a)
tr
￿
(gi(x1(t), u(t))− gi(x1(t), u(t)))(gi(x1(t), u(t))− gi(x1(t), u(t)))T
￿
￿ kg ￿x1(t)− x1(t)￿2 i = 1, 2. (2.31b)
Théorème 2.4.1 (Stabilité exponentielle presque sûre d’une EDS triangulaire : cas
one-sided Lipschitz). [BZSM15a] Avec l’hypothèse 2.4.1, le point d’équilibre de l’EDS (2.8) est
exponentiellement presque sûrement stable si et seulement si le point d’équilibre de l’EDS (2.9)
est exponentiellement presque sûrement stable.
Puisque, pour tout u(t) ∈ Γ, f1(0, u(t)) = 0, f2(0, 0, u(t)) = 0, g1(0, u(t)) = 0 et g2(0, u(t)) =
0, et que l’hypothèse 2.4.1 est vraie pour tout u(t) ∈ Γ, la démonstration de ce théorème est faite
avec u(t) = 0 sans perte de généralité, ce qui permet d’alléger les développements mathématiques.
Démonstration.
Soit x(t) =
￿
xT1 (t) x
T
2 (t)
￿T , la solution de l’EDS (2.9) avec x1(t0) = x10 et x2(t0) = x20 .
Soit x(t) =
￿
xT1 (t) x
T
2 (t)
￿T , la solution de l’EDS (2.8) avec x1(t0) = x10 = x10 et x2(t0) =
x20 = x20 .
Partie “seulement si”.
La démonstration de la partie “seulement si” est identique pour les théorèmes 2.3.1 et 2.4.1
et est donc omise.
Partie “si”.
La stabilité exponentielle presque sûre du point d’équilibre de l’EDS (2.9) est équivalente à
∃α > 0 tel que lim sup
t→+∞
1
t
ln(￿xi(t)￿) < −α < 0 p.s. ∀xi0 ∈ IRni , i = 1, 2,
(2.32)
ce qui est équivalent à
￿xi(t)￿2 ￿M ￿xi0￿2 e−2α(t−t0) p.s. ∀ t ￿ t0, i = 1, 2, (2.33)
avec M > 0 qui est une variable aléatoire finie positive.
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Puisqu’on a x1(t, t0, x10) = x1(t, t0, x10), on obtient
￿x1(t)￿2 ￿M ￿x10￿2 e−2α(t−t0) p.s. ∀ t ￿ t0. (2.34)
On pose
0 < ε < α, (2.35)
δ =
ln(2M)
ε
, (2.36)
ρ = δ ∨ 1
ε
￿
8kδ − ln
￿ α
2kM
￿￿
, (2.37)
avec a ∨ b = max(a, b), α > 0 et M > 0 définis respectivement dans (2.32) et (2.33).
Il reste donc à montrer que
lim sup
t→+∞
1
t
ln(￿x2(t)￿) < −(α− ε) p.s. ∀ ε tel que 0 < ε < α. (2.38)
On va procéder en cinq étapes avec σ ￿ ρ.
En comparaison avec la démonstration du théorème 2.3.1, les étapes 2, 3, 4 et 5 sont iden-
tiques, seule la l’étape 1 relative à la majoration de ￿x2(t)− x2(t)￿2 est diﬀérente.
1ère étape : majoration de ￿x2(t)− x2(t)￿2 dans l’intervalle t0 + σ ￿ t ￿ t0 + σ + 2δ.
Soit t défini comme suit
t0 + σ ￿ t ￿ t0 + σ + 2δ, (2.39)
alors
∃x2(t) = x2(t, t0 + σ, x2(t0 + σ)) (2.40)
avec un instant initial t0 + σ et un état initial x2(t0 + σ) = x2(t0 + σ).
En appliquant la formule d’Itô sur les EDS (2.8b) et (2.9b), on obtient
￿x2(t)− x2(t)￿2 =
￿ t
t0+σ
2(x2(s)− x2(s))T (f2(x1(s), x2(s))− f2(0, x2(s)))
+ tr(g2(x1(s))g
T
2 (x1(s))) ds+M(t)
avec
M(t) = 2
￿ t
t0+σ
(x2(s)− x2(s))T g2(x1(s)) dw(s). (2.41)
En appliquant les hypothèses (2.31a) et (2.31b), on a
￿x2(t)− x2(t)￿2 ￿ 2kf
￿ t
t0+σ
(￿x2(s)− x2(s)￿2 + (x2(s)− x2(s))Tx1(s)) ds+ kg
￿ t
t0+σ
￿x1(s)￿2 ds
+
e2ασ
M ￿x10￿2
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ￿g2(x1(s))￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
En utilisant
(x2(t)− x2(t))Tx1(t) ￿ ￿x2(t)− x2(t)￿ ￿x1(t)￿ ￿ 0.5(￿x2(t)− x2(t)￿2 + ￿x1(t)￿2)
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et (voir (2.34))
￿x1(t)￿2
M ￿x10￿2 e−2α(t−t0)
￿ 1,
l’inégalité précédente devient
￿x2(t)− x2(t)￿2 ￿ 2kf
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kf
￿ t
t0+σ
(0.5(￿x2(t)− x2(t)￿2 + ￿x1(t)￿2)) ds
+ kg
￿ t
t0+σ
￿x1(s)￿2 ds+ kg e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ￿x1(s)￿2 ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds
= 3kf
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ kf
￿ t
t0+σ
￿x1(t)￿2 ds+ kg
￿ t
t0+σ
￿x1(s)￿2 ds
+ kg
￿ t
t0+σ
￿x2(s)− x2(s)￿2 M ￿x10￿
2
M ￿x10￿2
e−2α(s−t0−σ)￿ ￿￿ ￿
t0+σ￿s −→ ￿1
ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
On définit
k =
￿￿kf ￿￿ ∨ kg
et l’inégalité précédente devient
￿x2(t)− x2(t)￿2 ￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kM ￿x10￿2
￿ t
t0+σ
e−2α(s−t0) ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
En utilisant (2.34), on obtient
￿x2(t)− x2(t)￿2 ￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kM ￿x10￿2
￿ t
t0+σ
e−2α(s−t0) ds
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds.
En intégrant￿ t
t0+σ
e−2α(s−t0) ds = e2αt0
￿ t
t0+σ
e−2αs ds =
e2αt0
−2α
￿
e−2αt − e−2α(t0+σ)
￿
=
e−2ασ
2α
− e
−2α(t−t0)
2α
￿ e
−2ασ
2α
,
on obtient
￿x2(t)− x2(t)￿2 ￿ 4k
￿ t
t0+σ
￿x2(s)− x2(s)￿2 ds+ 2kM
2α
￿x10￿2 e−2ασ
67
Chapitre 2. Stabilité des équations diﬀérentielles stochastiques de grande dimension : application au filtrage
+M(t)− e
2ασ
M ￿x10￿2
￿ t
t0+σ
￿￿(x2(s)− x2(s))T g2(x1(s))￿￿2 ds. (2.42)
Puisque les inégalités (2.23) et (2.42) sont identiques si on remplace k par k, les étapes 2, 3, 4
et 5 de la démonstration du théorème 2.3.1 permettent donc de conclure cette démonstration. •
2.5 Application au filtrage d’ordre plein
2.5.1 Cas des mesures stochastiques
Dans cette section, les théorèmes 2.3.1 et 2.4.1 sont utilisés pour la synthèse d’un observateur
d’ordre plein garantissant la stabilité exponentielle presque sûre de l’erreur de filtrage.
Les théorèmes 2.3.1 et 2.4.1 permettent d’énoncer le résultat suivant.
Théorème 2.5.1 (Filtrage des systèmes stochastiques non linéaires avec la stabilité
exponentielle presque sûre). [BZSM12a, BZSM15a] Si les conditions suivantes sont vérifiées
a) l’hypothèse 2.2.1 est satisfaite,
b) une des deux hypothèses, 2.3.1 ou bien 2.4.1, est vérifiée,
c) le point d’équilibre de l’EDS (2.1a) est exponentiellement presque sûrement stable,
d) il existe une matrice de gain ψ(u(t)) telle que l’EDO
e˙(t) = −f(−e(t), u(t)) + ψ(u(t))h(−e(t)) (2.43)
soit exponentiellement stable [Vid93],
alors le système (2.3) est un observateur d’ordre plein pour le système stochastique (2.1) garan-
tissant la stabilité exponentielle presque sûre de l’erreur de filtrage e(t) = x(t)− ￿x(t).
Démonstration. L’hypothèse 2.2.1 garantit l’existence et l’unicité de l’état x(t) de l’EDS (2.1a).
Puisque les EDS (2.6) et (2.8) ont la même structure (x(t) correspond à x1(t) et e(t) à x2(t)),
la démonstration se réduit à l’application du théorème 2.3.1 sur l’EDS (2.6) si l’hypothèse 2.3.1
est satisfaite, ou à celle du théorème 2.4.1 sur l’EDS (2.6) si l’hypothèse 2.4.1 est vérifiée. •
Remarque 2.5.1.
1) Dans le théorème 2.5.1, le test de la stabilité de l’EDS (2.1a) décrivant la dynamique de
l’état x(t) est découplé du calcul du gain de l’observateur ψ(u(t)).
2) Pour vérifier la stabilité du point d’équilibre de l’EDS (2.1a), on peut employer une ap-
proche de type Lyapunov (voir théorème 1.5.3) ou mettre en œuvre le théorème 1.5.9
utilisant le bruit pour étudier la stabilité.
3) Le théorème 2.5.1 simplifie le problème du filtrage des systèmes stochastiques car il permet
d’utiliser les approches développées dans la littérature dédiée aux observateurs pour les
systèmes déterministes non linéaires du type
x˙(t) = f(x(t), u(t)) (2.44a)
y(t) = h(x(t)) (2.44b)
afin de synthétiser le gain ψ(u(t)). ￿
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Lors de la synthèse d’un observateur, il est important d’obtenir un taux de convergence “suﬃ-
samment rapide” pour l’erreur de filtrage. Avec les théorèmes 2.3.1, 2.4.1 et 2.5.1, la convergence
exponentielle de l’état x(t) et de l’erreur d’observation e(t) sont traitées séparément. Une ap-
proximation du taux de décroissance de la trajectoire x(t) 1 peut être obtenu en appliquant le
théorème 1.5.3 ou 1.5.9 sur l’EDS (2.1a). Il est évident que l’erreur de filtrage e(t) convergera
“suﬃsamment vite” en comparaison de la trajectoire de l’état x(t) si le taux de décroissance de
la solution e(t) de l’EDO (2.43) sera supérieur à celui qui a été approximé pour l’état x(t).
L’obtention du taux de décroissance de la solution e(t) de l’EDO (2.43) est traitée dans le
lemme suivant.
Lemme 2.5.1 (Taux de décroissance de e(t)). On suppose qu’il existe un réel β > 0, une
matrice de gain ψ(u(t)) et une matrice Q = QT > 0 tels que
eT (t)Q(ψ(u(t))h(−e(t))− f(−e(t), u(t)))
+ (ψ(u(t))h(−e(t))− f(−e(t), u(t)))TQe(t) + 2βeT (t)Qe(t) < 0, (2.45)
alors la solution e(t) de l’EDO (2.43) satisfait
￿e(t)￿ ￿M ￿e(0)￿ e−βt (2.46)
où M > 0 est un réel donné et t0 = 0.
Démonstration. Soit V (e(t)) = eT (t)Qe(t) avec Q = QT > 0 une fonction de Lyapunov candi-
date. La dérivée temporelle de V (e(t)) le long de la trajectoire de la solution de (2.43) est donnée
par
V˙ (e(t)) = eT (t)Q(ψ(u(t))h(−e(t))− f(−e(t), u(t))) + (ψ(u(t))h(−e(t))− f(−e(t), u(t)))TQe(t).
Si la condition (2.45) est satisfaite, l’inégalité suivante
V˙ (e(t)) ￿ −2βeT (t)Qe(t) = −2βV (e(t))
est vérifiée et la relation (2.46) est satisfaite. •
Le but du lemme 2.5.1 est d’obtenir une valeur de β qui soit suﬃsamment grande.
2.5.2 Cas des mesures déterministes
Si l’équation de mesure (2.1b) est remplacée par
y(t) = h(x(t)), (2.47)
alors l’équation de l’observateur (2.3) doit être remplacée par
d￿x(t) = f(￿x(t), u(t)) dt+ ψ(u(t))(y(t)− h(￿x(t))) dt (2.48)
et la fonction G(X(t), u(t)) dans l’EDS (2.6) devient
G(X(t), u(t)) =
￿
g(x(t), u(t))
g(x(t), u(t))
￿
=
￿
g1(x(t), u(t))
g2(x(t), u(t))
￿
,
avec w(t) = wx(t), tandis que la fonction F (X(t), u(t)) ne change pas. Ainsi le théorème 2.5.1
et le lemme 2.5.1 s’appliquent au cas où les mesures sont déterministes, c’est-à-dire au cas où
y(t) = h(x(t)).
1. Le taux de décroissance d’une trajectoire correspond à l’exposant de Lyapunov de la solution associée à
cette trajectoire (voir le début de la section 1.5.1).
69
Chapitre 2. Stabilité des équations diﬀérentielles stochastiques de grande dimension : application au filtrage
2.6 Extension au filtrage d’ordre réduit
2.6.1 Cas des mesures stochastiques
Dans cette section, le but est d’estimer, non pas toutes les coordonnées de l’état x(t) ∈ IRn
du système stochastique (2.1), mais seulement une combinaison linéaire du vecteur d’état donnée
par z(t) = Lx(t) avec z(t) ∈ IRr et rang(L) = r < n. Le vecteur z(t) est appelé fonctionnelle de
l’état x(t) et on parle de filtrage fonctionnel d’ordre réduit.
Le filtre fonctionnel d’ordre réduit pour le système stochastique (2.1) est donné par l’EDS
suivante
d￿z(t) = Σr(￿z(t), u(t)) dt+ ψr(u(t)) dy(t) (2.49)
où Σr(￿z(t), u(t)) ∈ IRr et ψr(u(t)) ∈ IRr×p sont les inconnues à déterminer pour que l’erreur de
filtrage
er(t) = z(t)− ￿z(t) = Lx(t)− ￿z(t) (2.50)
ait un point d’équilibre exponentiellement stable presque sûrement.
La dynamique de l’erreur de filtrage est donnée par l’EDS suivante
der(t) = (Lf(x(t), u(t))− Σr(Lx(t)− er(t), u(t))− ψr(u(t))h(x(t))) dt
+ Lg(x(t), u(t)) dwx(t)− ψr(u(t))q(x(t)) dwy(t). (2.51)
Remarque 2.6.1. A la diﬀérence de l’observateur d’ordre plein, (2.3), le filtre fonctionnel d’ordre
réduit (2.49) ne peut pas inclure explicitement le terme f(￿x(t), u(t)) qui est une “copie” de la
dérive de l’EDS (2.1a), mais contient un terme “Σr(￿z(t), u(t))” qui n’apparaît pas dans l’EDS
(2.3).
Afin de faire une connection entre les observateurs d’ordre plein et réduit, le filtre d’ordre
plein (2.3) peut se réécrire comme suit
d￿x(t) = Σ(￿x(t), u(t)) dt+ ψ(u(t)) dy(t)
avec Σ(￿x(t), u(t)) = f(￿x(t), u(t))− ψ(u(t))h(￿x(t)).
Puisque la dimension de z(t) est strictement plus petite que celle de x(t), une “copie” de
la dérive de l’EDS (2.1a) ne peut pas être incluse dans (2.49). C’est pourquoi, afin de prendre
en compte cette dérive, l’équation de l’observateur d’ordre réduit comprend deux termes : une
fonction Σr(￿z(t), u(t)) et le terme ψr(u(t)) dy(t) décrivant comment la mesure y(t) agit pour
contrôler l’évolution de l’estimée ￿z(t).
Dans le chapitre 3 à la section 3.3.2, la façon de choisir Σr(￿z(t), u(t)) et ψr(u(t)) afin de
prendre en compte “au mieux” le comportement dynamique de la solution x(t) de l’EDS (2.1a)
sera illustrée. Dans la section 2.6, on ne s’intéresse qu’aux contraintes sur Σr(￿z(t), u(t)) et ψr(u(t))
pour assurer la stabilité exponentielle presque sûre de l’erreur de filtrage, mais pas au choix de
Σr(￿z(t), u(t)) et ψr(u(t)), ce dernier problème, qui dépend de la structure du système stochastique
(2.1) sera traité dans le chapitre 3 (voir les relations (3.42) et (3.44)). ￿
En posant
w(t) =
￿
wx(t)
wy(t)
￿
, Xr(t) =
￿
x(t)
er(t)
￿
,
Fr(Xr(t), u(t)) =
￿
f(x(t), u(t))
Lf(x(t), u(t))− Σr(Lx(t)− er(t), u(t))− ψr(u(t))h(x(t))
￿
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=
￿
f1(x(t), u(t))
f2(x(t), er(t), u(t))
￿
,
Gr(Xr(t), u(t)) =
￿
g(x(t), u(t)) 0
Lg(x(t), u(t)) −ψr(u(t))q(x(t))
￿
=
￿
g1(x(t), u(t))
g2(x(t), u(t))
￿
,
l’EDS (2.1a) et l’observateur (2.51) peuvent se réécrire ainsi
dXr(t) = Fr(Xr(t), u(t)) dt+Gr(Xr(t), u(t)) dw(t). (2.52)
Hypothèse 2.6.1 (Existence et unicité de la solution). Pour tout u(t) ∈ Γ, les fonctions
Fr(X(t), u(t)) et Gr(X(t), u(t)) vérifient les conditions (1.23) et (1.24) dans le théorème 1.4.4
en remplaçant l’EDS (1.25) par (2.52).
Comme pour l’observateur d’ordre plein (voir (2.7)), on a
BV (Xr(t))
￿￿￿
Xr=
￿
0
er(t)
￿ = 0, (2.53)
puisque Gr(Xr(t), u(t)) = 0 si Xr(t) =
￿
0T eTr (t)
￿T , où V (Xr(t)) > 0 est une fonction de Lya-
punov candidate, et on obtient c3 = 0 en appliquant la condition (1.50c) du théorème 1.5.3. On
ne peut donc pas appliquer le théorème 1.5.3 si c2 ￿ 0 dans la condition (1.50b). C’est pourquoi,
comme dans le cas de l’observateur d’ordre plein, on va exploiter la structure triangulaire de
l’EDS (2.52) dans le théorème suivant.
Théorème 2.6.1 (Filtrage des systèmes stochastiques non linéaires avec la stabilité
exponentielle presque sûre). [BZSM12a, BZSM15a] Si les conditions suivantes sont vérifiées
a) l’hypothèse 2.2.1 est satisfaite,
b) une des deux hypothèses, 2.3.1 ou bien 2.4.1, est vérifiée,
c) le point d’équilibre de l’EDS (2.1a) est exponentiellement presque sûrement stable,
d) il existe une function Σr(e(t), u(t)) telle que l’EDO
e˙r(t) = −Σr(−er(t), u(t)) (2.54)
soit exponentiellement stable [Vid93],
alors le système (2.49) est un observateur fonctionnel d’ordre réduit pour le système stochastique
(2.1) garantissant la stabilité exponentielle presque sûre de l’erreur de filtrage er(t) = z(t)− ￿z(t).
Démonstration. L’hypothèse 2.2.1 garantit l’existence et l’unicité de l’état x(t) de l’EDS (2.1a).
Puisque les EDS (2.52) et (2.8) ont la même structure (x(t) correspond à x1(t) et er(t) à x2(t)),
la démonstration se réduit à l’application du théorème 2.3.1 sur l’EDS (2.6) si l’hypothèse 2.3.1
est satisfaite, ou à celle du théorème 2.4.1 sur l’EDS (2.52) si l’hypothèse 2.4.1 est vérifiée. •
Comme dans le cas d’ordre plein, le choix de taux de décroissance de la solution er(t) de
l’EDO (2.54) dans le théorème 2.6.1 permet d’agir sur la vitesse de convergence de l’erreur de
filtrage er(t) dont la dynamique est donnée par l’EDS (2.51). L’approche proposée dans le lemme
2.5.1 est étendue au filtrage fonctionnel d’ordre réduit dans le lemme suivant.
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Lemme 2.6.1 (Taux de décroissance de er(t)). On suppose qu’il existe un réel βr > 0, une
fonction Σr(−er(t), u(t)) et une matrice P = P T > 0 tels que
−eTr (t)PΣr(−er(t), u(t))− ΣTr (−er(t), u(t))Per(t) + 2βreT (t)Per(t) < 0 (2.55)
alors la solution er(t) de l’EDO (2.54) satisfait
￿er(t)￿ ￿M r ￿er(0)￿ e−βrt (2.56)
où M r > 0 est un réel donné et t0 = 0.
Démonstration. soit V (er(t)) = eTr (t)Per(t) avec P = P T > 0 une fonction de Lyapunov candi-
date. La dérivée temporelle deV (er(t)) le long de la trajectoire de la solution de (2.54) est donnée
par
V˙ (er(t)) = −eTr (t)Σr(−er(t), u(t))− ΣTr (−er(t), u(t))Per(t).
Si la condition (2.55) est satisfaite, l’inégalité suivante
V˙ (er(t)) ￿ −2βreTr (t)Per(t) = −2βrV (er(t))
est vérifiée et la relation (2.56) est satisfaite. •
Le but du lemme 2.6.1 est d’obtenir une valeur de βr qui soit suﬃsamment grande.
Comme il est précisé dans la remarque 2.6.1, la détermination de Σr(￿z(t), u(t) et de ψr(u(t))
pour synthétiser le filtre fonctionnel d’ordre réduit (2.49) afin que les conditions (2.54) dans le
théorème 2.6.1 et (2.55) dans le lemme 2.6.1 soient vérifiées, n’est pas traitée dans cette section,
mais dans le chapitre 3 à la section 3.3.2.
Le théorème 2.6.1 et lemme 2.6.1 permettent d’utiliser les approches proposées dans la litté-
rature pour synthétiser un observateur d’ordre réduit pour un système non linéaire déterministe,
le choix de Σr(￿z(t), u(t)) et de ψr(u(t)) dépendant de la structure des fonctions f(x(t), u(t)) et
h(x(t)) dans le système (2.1).
Dans ce paragraphe, quelques méthodes pour synthétiser des observateurs d’ordre réduit pour
les systèmes déterministes sont rappelées. Dans le cas linéaire, le problème de la synthèse d’un
observateur d’ordre réduit est traité dans [Lue66, Lue71] et Σr(￿z(t), u(t) et ψr(u(t)) sont obtenues
en résolvant une équation de Sylvester sous une contrainte de stabilité. Cette approche est étendue
à la synthèse d’un observateur fonctionnel d’ordre réduit dans [WG98, Dar00a]. Pour les systèmes
non linéaires dans un “cadre général”, le problème de la synthèse d’un observateur d’ordre réduit
est traité dans [KCA08]. Un cas important lors de la synthèse d’un observateur d’ordre réduit
est l’existence d’une partie linéaire dans la fonction non linéaire f(x(t), u(t)) [Tha73, NS88,
BH95, BH96, ZH02, XHZ09]. Dans de nombreux cas, l’observabilité est exploitée afin de mettre
en évidence cette partie linéaire en appliquant un changement de base approprié [BB97]. Cette
approche a été généralisée dans [Bes00]. Des méthodes basées sur une forme canonique normale
sont proposées dans [BZH10, ZB11] pour synthétiser des observateurs d’ordre réduit non linéaires.
Il existe des méthodes de synthèse d’observateurs d’ordre réduit qui sont dédiées à des “structures”
spécifiques de la fonction f(x(t), u(t)), par exemple pour les systèmes bilinéaires [HF76, Fun79,
GI81, GSZD10, SZRD06].
2.6.2 Cas des mesures déterministes
Si l’équation de mesure (2.1b) est remplacée par
y(t) = Cx(t), (2.57)
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alors l’équation de l’observateur (2.49) doit être remplacée par
dη(t) = Σr(η(t), u(t)) dt+ ψr(u(t))y(t) dt (2.58a)￿z(t) = η(t) + Ey(t) (2.58b)
où Σr(η(t), u(t)) ∈ IRr, ψr(u(t)) ∈ IRr×p et E ∈ IRr×p sont les inconnues à déterminer.
En posant Ψ = L− EC, l’erreur d’observation devient
er(t) = z(t)− ￿z(t) = Ψx(t)− η(t) (2.59)
et a une dynamique décrite par l’EDS suivante
der(t) = (Ψf(x(t), u(t))− Σr(Ψx(t)− er(t)), u(t))− ψr(u(t))Cx(t)) dt
+Ψg(x(t), u(t)) dwx(t). (2.60)
Le théorème 2.6.1 et le lemme 2.6.1 s’appliquent au cas où l’équation de mesures est y(t) =
Cx(t) si les fonctions Fr(X(t), u(t)) et Gr(X(t), u(t)) dans l’EDS (2.52) sont remplacées par
Fr(Xr(t), u(t)) =
￿
f(x(t), u(t))
Ψf(x(t), u(t))− Σr(Ψx(t)− er(t), u(t))− ψr(u(t))Cx(t)
￿
=
￿
f1(x(t), u(t))
f2(x(t), er(t), u(t))
￿
,
Gr(X(t), u(t)) =
￿
g(x(t), u(t))
Ψg(x(t), u(t))
￿
=
￿
g1(x(t), u(t))
g2(x(t), u(t))
￿
avec w(t) = wx(t).
Remarque 2.6.2. Si la matrice E dans l’observateur (2.58) est E = 0, alors ￿z(t) = η(t) et on
peut utiliser une équation de mesures plus générale que celle donnée par la relation (2.57). Dans
ce cas, l’équation de mesures considérée est donnée par (2.47) et les fonctions f2(x(t), er(t), u(t))
et g2(x(t), u(t)) dans Fr(Xr(t), u(t)) et Gr(Xr(t), u(t)) deviennent
f2(x(t), er(t), u(t)) = Lf(x(t), u(t))− Σr(Lx(t)− er(t), u(t))− ψr(u(t))h(x(t)),
g2(x(t), u(t)) = Lg(x(t), u(t)),
où on a choisi y(t) = h(x(t)) comme équation de mesures. ￿
2.7 Conclusion
Dans ce chapitre, on a proposé une solution au problème du filtrage pour une classe de
systèmes stochastiques non linéaires avec des bruits multiplicatifs lorsque le critère de stabilité
associé à l’erreur d’observation est la stabilité exponentielle presque sûre. Deux classes de sys-
tèmes stochastiques ont été considérés : la dérive de l’EDS vérifie une contrainte de type Lipschitz
ou de type one-sided Lipschitz.
On a montré que le problème du filtrage des systèmes stochastiques avec des bruits mul-
tiplicatifs en imposant la stabilité exponentielle presque sûre de l’erreur d’observation ne peut
pas être résolu en appliquant les approches de type Lyapunov disponibles dans la littérature : il
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s’agit de garantir que le point d’équilibre de l’erreur d’estimation est exponentiellement presque
sûrement stable sans se restreindre au cas où ce point d’équilibre est exponentiellement stable
en moyenne quadratique.
On a surmonté cette diﬃculté en exploitant la structure triangulaire associée à ce problème
de filtrage, ce qui a permis de découpler, lors de la synthèse du filtre, l’analyse de la stabilité
exponentielle presque sûre du point d’équilibre de l’EDS associée au système à observer de la
détermination du (ou des) gain de l’observateur permettant de garantir la stabilité exponentielle
presque sûre du point d’équilibre de l’erreur d’estimation.
Cette nouvelle approche est basée sur deux théorèmes, selon que la dérive de l’EDS est
Lipschitz ou one-sided Lipschitz, montrant que la stabilité exponentielle presque sûre du point
d’équilibre d’une classe d’EDS triangulaire est équivalente à celle du point d’équilibre de chacun
des “sous-systèmes bloc-diagonaux” considérés isolément sans les termes d’interconnexion.
Ces deux théorèmes ont été appliqués au problème du filtrage des systèmes stochastiques non
linéaires avec des bruits multiplicatifs en assurant la stabilité exponentielle presque sûre du point
d’équilibre de l’erreur d’observation. Plusieurs cas ont été considérés : observateurs d’ordre plein
et observateurs fonctionnels d’ordre réduit, avec des mesures stochastiques ou déterministes. La
majorité des résultats proposés dans les chapitres 3, 4 et 5 s’appuient sur ces deux théorèmes.
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3.1 Introduction
Ce chapitre est dédié à l’application des résultats du chapitre 2, notamment ceux des sections
2.5 et 2.6, à une classe de systèmes stochastiques non linéaires dont la dérive de l’EDS est consti-
tuée par une partie bilinéaire états-commandes à laquelle est ajoutée une fonction non linéaire
dépendant de l’état, notée ￿(x(t)). Les mesures sont soit déterministes, soit stochastiques. Le but
est de synthétiser des observateurs pour ces systèmes en garantissant la stabilité exponentielle
presque sûre de l’erreur d’estimation. Les méthodes développées dans ce chapitre s’appuient sur
les théorèmes 2.5.1 et 2.6.1, ainsi que sur les lemmes 2.5.1 et 2.6.1. Les observateurs proposés
sont d’ordre plein ou réduit.
La section 3.2 est consacrée à la présentation des systèmes stochastiques non linéaires consi-
dérés dans ce chapitre.
Dans les sections 3.3 et 3.5, la fonction non linéaire ￿(x(t)) est Lipschitz, tandis que dans la
section 3.4, la fonction non linéaire ￿(x(t)) est one-sided Lipschitz.
Dans la section 3.3, des observateurs d’ordre plein et des filtres fonctionnels d’ordre réduit sont
proposés pour deux types de mesures : des mesures stochastiques ou des mesures déterministes.
La synthèse des filtres fonctionnels d’ordre réduit est basée sur le paramétrage des solutions de
plusieurs équations de Sylvester. Ce paramétrage est analysé pour chacune des classes d’équations
de Sylvester dans la remarque 3.5.3 à la fin de la section 3.5.3.2. Dans la section 3.3, les entrées
de commande sont traitées comme des pseudo-incertitudes bornées en norme.
Dans la section 3.4, la structure polytopique de l’ensemble des entrées de commande admis-
sibles est exploitée. Afin de tirer le meilleur parti de cette structure polytopique, la fonction de
Lyapunov dépend de ces entrées. Afin de conserver la propriété de convexité lorsque la formule
d’Itô est appliquée, les équations décrivant les dynamiques de l’état du système et de l’erreur
d’observation sont réécrites avec une formulation descripteur ou pseudo-singulière en se basant
sur une approche qui a été proposée dans [FS02, CM04]. Les fonctions de Lyapunov associées à
cette forme descripteur contiennent chacune une matrice instrumentale, ce qui permet d’éviter
les produits entre les éléments du vecteur des entrées lorsque la formule d’Itô est appliquée. Cette
approche descripteur a nécessité de développer la formule d’Itô dans le cas des équations algébro-
diﬀérentielles non linéaires (EADS), ce qui est fait dans la section 5.2. Dans la section 3.4, seul
le filtrage d’ordre plein est abordé et deux cas sont considérés : les mesures sont stochastiques
ou déterministes.
Dans la section 3.5, des observateurs robustes vis-à-vis d’incertitudes paramétriques sont
synthétisés en considérant les entrées de commande comme des pseudo-incertitudes bornées en
norme. Les incertitudes considérées sont non structurées et bornées en norme. Elles sont décrites
dans la section 3.5.1. Un observateur robuste d’ordre plein et un filtre fonctionnel robuste d’ordre
réduit sont développés dans la section 3.5.2 lorsque les mesures sont stochastiques. Le cas des
mesures déterministes est abordé dans la section 3.5.3 en considérant deux configurations pour
le traitement des incertitudes. Dans la section 3.5.3.1, il n’y a pas de compensation partielle des
incertitudes : ces dernières aﬀectent la dérive de l’EDS décrivant la dynamique de l’erreur de
filtrage. Dans la section 3.5.3.2, il y a une compensation partielle des incertitudes : ces dernières
n’aﬀectent pas la dérive de l’EDS décrivant la dynamique de l’erreur de filtrage. Dans les sections
3.5.3.1 et 3.5.3.2, des observateurs robustes d’ordre plein et des filtres fonctionnels robustes
d’ordre réduit sont synthétisés.
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3.2 Systèmes stochastiques considérés
On rappelle que la norme utilisée est la norme de Frobenius, aussi appelée norme euclidienne
et définie par la relation (1.2).
Dans ce chapitre, on considère l’un des deux systèmes stochastiques suivants
dx(t) =
￿
At0x(t) +
m￿
i=1
ui(t)Atix(t) + ￿(x(t))
￿
dt+
d￿
j=1
Awjx(t) dwxj (t) (3.1a)
dy(t) = Cx(t) dt+
h￿
k=1
Dkx(t) dwyk(t) (3.1b)
z(t) = Lx(t) (3.1c)
ou
dx(t) =
￿
At0x(t) +
m￿
i=1
ui(t)Atix(t) + ￿(x(t))
￿
dt+
d￿
j=1
Awjx(t) dwxj (t) (3.2a)
y(t) = Cx(t) (3.2b)
z(t) = Lx(t) (3.2c)
avec
• x(t) ∈ IRn −→ vecteur d’état,
• u(t) ∈ IRm −→ vecteur des entrées connues (commandes),
• y(t) ∈ IRp −→ vecteur des mesures,
• z(t) ∈ IRr vecteur de la fonctionnelle de l’état x(t) à estimer (r ￿ n),
• wx(t) ∈ IRd −→ mouvement brownien (ou processus de Wiener) indépendant et centré,
• wy(t) ∈ IRh −→ mouvement brownien (ou processus de Wiener) indépendant et centré.
Les entrées admissibles u(t) ∈ Ω sont bornées comme suit
Ω = {u(t) ∈ IRm | ui,min ￿ ui(t) ￿ ui,max, i = 1, . . . ,m} (3.3)
et la fonction ￿(x(t)) vérifie
￿(0) = 0. (3.4)
Afin de ne pas estimer de coordonnées redondantes dans le vecteur z(t), la matrice L dans
les équations (3.1c) et (3.2c) est de rang plein ligne
rang(L) = r ￿ n. (3.5)
Dans la suite de ce chapitre, les observateurs proposés seront synthétisés soit en présence
de mesures stochastiques (système (3.1)), soit en présence de mesures déterministes (système
(3.2)). Les diﬀérences entre ces deux types de mesures lors de la synthèse d’un observateur ont
été traitées dans les sections 2.5 et 2.6.
Dans la section 3.3, on va considérer les entrées ui(t) comme des pseudo-incertitudes bornées
en norme, tandis que, dans la section 3.4, on va exploiter la structure polytopique de l’ensemble
Ω défini en (3.88).
Dans le chapitre 2, les non linéarités traitées sont soit Lipschitz, soit one-sided Lipschitz.
Dans la suite de ce chapitre, on a choisi de consacrer la section 3.3 au cas où la fonction ￿(x(t))
est Lipschitz, tandis que le cas où la fonction ￿(x(t)) est one-sided Lipschitz est abordé dans la
section 3.4.
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3.3 Observateurs avec des non linéarités de type Lipschitz
Dans cette section, la fonction ￿(x) est Lipschitz, c’est-à-dire qu’il existe un réel κ > 0 tel
que (voir (A.1.10))
￿￿(x1)− ￿(x2)￿ ￿ κ ￿x1 − x2￿ ∀x1 ∈ IRn, ∀x2 ∈ IRn. (3.6)
Les conditions d’existence et d’unicité de la solution x(t), données par le théorème 1.4.4, sont
donc satisfaites pour les EDS (3.1a) et (3.2a).
3.3.1 Observateurs d’ordre plein
Pour l’observateur d’ordre plein, il faut estimer tout le vecteur d’état x(t), donc la relation
(3.1c) ou (3.2c) est remplacée par
z(t) = x(t) (3.7)
dans la suite de cette section. On a donc L = In et r = n.
3.3.1.1 Cas des mesures stochastiques
Pour le système stochastique (3.1) avec des mesures stochastiques (voir (3.1b)), l’observateur
d’ordre plein proposé a la structure suivante
d￿x(t) = ￿At0￿x(t) + m￿
i=1
ui(t)Ati￿x(t) + ￿(￿x(t))
￿
dt
+
￿
K0 +
m￿
i=1
Kiui(t)
￿
(dy(t)− C￿x(t) dt) (3.8)
où ￿x(t) est l’estimation de l’état x(t) et K0 et Ki sont des gains à déterminer pour que l’erreur
d’observation
e(t) = x(t)− ￿x(t) (3.9)
converge exponentiellement presque sûrement.
En comparant l’observateur (3.8) avec la forme générale (2.3) donnée dans le chapitre 2, le
gain est ψ(u(t)) = K0 +
￿m
i=1Kiui(t).
L’expression de la dynamique de l’erreur d’observation, obtenue en combinant l’EDS (3.1) et
l’observateur (3.8), est donnée par
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati −KiC)ui(t))
￿
e(t) + ￿(x(t))− ￿(￿x(t))￿ dt
+
d￿
j=1
Awjx(t) dwxj (t)−
￿
K0 +
m￿
i=1
Kiui(t)
￿￿
h￿
k=1
Dkx(t) dwyk(t)
￿
. (3.10)
Afin d’appliquer le théorème 2.5.1, l’EDS (2.6) dans le chapitre 2 est obtenue en posant
f1(x(t), u(t)) =
￿
At0 +
m￿
i=1
ui(t)Ati
￿
x(t) + ￿(x(t)), (3.11a)
g1(x(t)) =
￿
Aw1x(t) . . . Awdx(t) 0
￿
, (3.11b)
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f2(x(t), e(t), u(t)) =
￿
At0−K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)+￿(x(t))−￿(x(t)−e(t)), (3.11c)
g2(x(t), u(t)) =
￿
Aw1x(t) . . . Awdx(t) −g2y(x(t), u(t))
￿
, (3.11d)
w(t) =
￿
wx(t)
wy(t)
￿
, X(t) =
￿
x(t)
e(t)
￿
, (3.11e)
avec
g2y(x(t), u(t)) =
￿
(K0 +
￿m
i=1Kiui(t))D1x(t) . . . (K0 +
￿m
i=1Kiui(t))Dhx(t)
￿
.
Avec les notations ci-dessus, les EDS (2.8) et (2.9) sont obtenues en posant x1(t) = x(t),
x2(t) = e(t), x1(t) = x(t) et x2(t) = e(t) et l’hypothèse 2.3.1 est vérifiée puisque la fonction
￿(x(t)) satisfait la condition de Lipschitz (3.6). Le théorème 2.5.1 s’applique donc en remplaçant
l’hypothèse 2.2.1 par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.1a) et l’EDO (2.43)
par
e˙(t) =
￿
At0 −K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)− ￿(−e(t)). (3.12)
Afin de diminuer le “pessimisme” dans la détermination des conditions de stabilité, il est
intéressant de remplacer les commandes ui(t) par une nouvelle variable εi(t) dont l’intervalle de
variation est compris entre −1 et 1. Ainsi, en utilisant l’ensemble Ω donné par (3.3), on définit
la variable εi(t) comme suit
ui(t) = αi + σiεi(t) (3.13)
où
αi =
ui,max + ui,min
2
et σi =
ui,max − ui,min
2
pour i = 1, . . . ,m, avec α0 = 1 et σ0 = 0.
Les nouvelles variables εi(t) sont donc bornées et appartiennent au polytope convexe suivant
Ωε = {ε(t)∈ IRm | −1 ￿ εi(t) ￿ 1, i = 1, . . . ,m} (3.14)
et permettent de définir la matrice ∆n(ε(t)) comme suit
∆n(ε(t)) = bdiag(ε1(t)In(t), . . . , εm(t)In(t)) (3.15)
avec la propriété suivante
∆n(ε(t))∆
T
n (ε(t)) ￿ Imn. (3.16)
Avec les relations (3.13), (3.14), (3.15), et (3.16), le traitement de la stabilité qui doit être
garantie quelle que soit l’entrée bornée u(t) est remplacé par une approche de type “stabilité
robuste” qui doit être satisfaite pour toutes les incertitudes bornées en norme ε(t) et définies par
la condition (3.16) (voir [ZMRS03, SZRD06, HSRZ09]).
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En insérant (3.13) dans (3.1a) et (3.12), on obtient (on a x(t) = x(t))
dx(t) =
￿
m￿
i=0
αiAtix(t) +H1∆n(ε(t))H2x(t) + ￿(x(t))
￿
dt+
d￿
j=1
Awjx(t) dwxj (t), (3.17)
e˙(t) =
￿
m￿
i=0
(Ati −KiC)αi + (H1 −KC)∆n(ε(t))H2
￿
e(t)− ￿(−e(t)), (3.18)
avec
H1 =
￿
σ1At1 . . . σmAtm
￿
, H2 =

In
...
In
,K = ￿K1 . . . Km￿, C = bdiag(σ1C, . . . ,σmC).
Avec les calculs ci-dessus, le théorème suivant est une application du théorème 2.5.1 et du
lemme 2.5.1 en utilisant une approche de type Lyapunov avec les relations (3.17) et (3.18). Des
conditions de type LMI sont données pour déterminer les gains K0, . . . , Km de l’observateur
(3.8).
Théorème 3.3.1. [BZSM12b] On suppose que l’hypothèse 2.3.1 est vérifiée. L’EDS (3.8) est un
observateur pour le système (3.1) garantissant la stabilité exponentielle presque sûre de l’erreur
de filtrage s’il existe des matrices P = P T > 0, Q = QT > 0 et Yi (i = 0, . . . ,m) et des réels
µ1 > 0, µ2 > 0, µ3 > 0, µ4 > 0 et β ￿ 0 tels que les LMI suivantes
(1, 1)a σ1PAt1 . . . σmPAtm P A
T
w1P . . . A
T
wdP
(1, 2)T −µ1In 0 0 0 0 0 0
... 0 . . . 0 0 0 0 0
(1,m)T 0 0 −µ1In 0 0 0 0
P 0 0 0
−In
µ2
0 0 0
PAw1 0 0 0 0 −P 0 0
... 0 0 0 0 0 . . . 0
PAwd 0 0 0 0 0 0 −P

< 0 (3.19)

(1, 1)b σ1(QAt1 − Y1C) . . . σm(QAtm − YmC) Q
(1, 2)T −µ3In 0 0 0
... 0 . . . 0 0
(1,m)T 0 0 −µ3In 0
Q 0 0 0
−In
µ4

< 0 (3.20)
sont vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj et où
(1, 1)a =
m￿
i=0
αi(PAti +A
T
tiP ) + (µ1 + µ
−1
2 κ
2)In − ρP,
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(1, 1)b =
m￿
i=0
αi((QAti − YiC) + (QAti − YiC)T ) + (µ3 + µ−14 κ2)In + 2βQ,
et que, pour chaque j = 1, . . . , d, l’une des deux LMI suivantes
ATwjP + PAwj −
￿
2ρjP > 0, (3.21)
ATwjP + PAwj +
￿
2ρjP < 0 (3.22)
est satisfaite.
Les gains Ki sont alors donnés par Ki = Q−1Yi pour i = 0, . . . ,m.
Démonstration.
1ère étape : Stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.1a).
L’EDS (3.1a) est identique à l’EDS (3.17).
Soit la fonction de Lyapunov candidate Vx(x(t)) = xT (t)Px(t) avec P = P T > 0.
La condition (1.50a) du théorème 1.5.3 est satisfaite avec p = 2 et c1 = λmin(P ).
L’application de LVx(x(t)) à l’EDS (3.17) donne
LVx(x(t)) = x
T(t)
 m￿
i=0
αi(PAti +A
T
tiP ) +
d￿
j=1
ATwjPAwj
x(t)
+ 2xT (t)PH1∆n(ε(t))H2x(t) + 2x
T (t)P ￿(x(t)). (3.23)
En utilisant les inégalités (3.6), (3.16) et (C.3.1) (voir le lemme C.3.1), la relation (3.23)
devient
LVx(x(t)) ￿ xT(t)
 m￿
i=0
αi(PAti +A
T
tiP ) +
d￿
j=1
ATwjPAwj + µ
−1
1 PH1H
T
1 P+
µ1H
T
2 H2 + µ
−1
2 κ
2In + µ2PP )x(t) (3.24)
avec µ1 > 0 et µ2 > 0.
S’il existe un réel c2 tel que c2 < ρ et LVx(x(t)) ￿ c2Vx(x(t)), alors la condition (1.50b) du
théorème 1.5.3 est satisfaite.
En utilisant l’inégalité (3.24), la condition LVx(x(t)) ￿ c2Vx(x(t)) est vérifiée si l’inégalité
m￿
i=0
αi(PAti +A
T
tiP ) +
d￿
j=1
ATwjPAwj + µ
−1
1 PH1H
T
1 P
+ µ1H
T
2 H2 + µ
−1
2 κ
2In + µ2PP − ρP < 0 (3.25)
l’est également.
Puisque HT2 H2 = In, l’application du lemme de Schur (voir (A.3.1) dans le lemme A.3.1) sur
l’inégalité (3.25) donne la LMI (3.19).
L’application de BVx(x(t)) à l’EDS (3.17) donne
BVx(x(t)) =
￿
xT (t)(ATw1P + PAw1)x(t) . . . x
T (t)(ATwdP + PAwd)x(t)
￿
. (3.26)
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S’il existe un réel c3 = 2ρ avec ρ =
d￿
j=1
ρj et ρj ￿ 0 tel que ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)), alors
la condition (1.50c) du théorème 1.5.3 est satisfaite. En utilisant la relation (3.26), on obtient
￿BVx(x(t))￿2 − c3V 2x (x(t)) =
d￿
j=1
xT (t)(ATwjP + PAwj −
￿
2ρjP )x(t)
× xT (t)(ATwjP + PAwj +
￿
2ρjP )x(t). (3.27)
La condition ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)) est donc vérifiée si, pour chaque j avec j = 1, . . . , d,
l’une des deux LMI (3.21) ou (3.22) est satisfaite.
Puisque c2 < ρ et que c3 = 2ρ ￿ 0, l’inégalité (1.52) du théorème 1.5.3 est satisfaite et le
point d’équilibre de l’EDS (3.1a) est exponentiellement stable presque sûrement.
2ème étape : Stabilité exponentielle du point d’équilibre de l’EDO (3.12).
L’EDO (3.12) est identique à l’EDO (3.18).
Soit la fonction de Lyapunov candidate Ve(e(t)) = eT (t)Qe(t) avec Q = QT > 0. La dérivée
temporelle de Ve(e(t)) le long de la trajectoire de la solution de l’EDO (3.18) est donnée par
V˙e(e(t)) = e
T (t)
￿
m￿
i=0
αi((Ati −KiC)TQ+Q(Ati −KiC))
￿
e(t)
+ 2eT (t)Q(H1 −KC)∆n(ε(t))H2e(t)− 2eT (t)Q￿(−e(t)). (3.28)
En utilisant les inégalités (3.6), (3.16) et (C.3.1) (voir le lemme C.3.1), la relation (3.28)
devient
V˙e(e(t)) ￿ eT (t)
￿
m￿
i=0
αi((Ati −KiC)TQ+Q(Ati −KiC))
+µ−13 QHHTQ+ µ3In + µ−14 κ2In + µ4QQ
￿
e(t) (3.29)
avec µ3 > 0, µ4 > 0 et H = H1 −KC.
En appliquant le lemme 2.5.1, l’inégalité (3.29) est vérifiée avec β ￿ 0 si
m￿
i=0
αi((Ati−KiC)TQ+Q(Ati−KiC))+µ−13 QHHTQ+µ3In+µ−14 κ2In+µ4QQ+2βQ < 0, (3.30)
alors il existe un réel θ > 0 tel que
V˙e(e(t)) ￿ −θeT (t)Qe(t) = −θVe(e(t)) (3.31)
et on obtient la stabilité exponentielle du point d’équilibre de l’EDO (3.12) puisque
￿e(t)￿ ￿
￿
λmax(Q)
λmin(Q)
￿e0￿ e−θ(t−t0) (3.32)
avec t ￿ t0 ￿ 0. Par définition, on a θ > β.
En posant Yi = QKi pour i = 0, . . . ,m, l’application du lemme de Schur (voir (A.3.1) dans
le lemme A.3.1) sur l’inégalité (3.30) donne la LMI (3.20). •
Remarque 3.3.1. On peut appliquer le théorème 3.3.1 en remplaçant les LMI (3.19), (3.21) et
(3.22) par le théorème 1.5.9. Dans ce cas, on remplace l’approche de type Lyapunov donnée par
le théorème 1.5.3 par l’utilisation du bruit wx(t) pour montrer la stabilité exponentielle presque
sûre du point d’équilibre de l’EDS (3.1a). ￿
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3.3.1.2 Cas des mesures déterministes
Pour le système stochastique (3.2) avec des mesures déterministes (voir (3.2b)), l’observateur
d’ordre plein proposé a la structure suivante
d￿x(t) = ￿At0￿x(t) + m￿
i=1
ui(t)Ati￿x(t) + ￿(￿x(t))
￿
dt
+
￿
K0 +
m￿
i=1
Kiui(t)
￿
(y(t)− C￿x(t)) dt (3.33)
où ￿x(t) est l’estimation de l’état x(t) et K0 et Ki sont des gains à déterminer pour que l’erreur
d’observation
e(t) = x(t)− ￿x(t) (3.34)
converge exponentiellement presque sûrement.
En comparant l’observateur (3.33) avec la forme générale (2.48) donnée dans le chapitre 2,
le gain est ψ(u(t)) = K0 +
￿m
i=1Kiui(t).
L’expression de la dynamique de l’erreur d’observation, obtenue en combinant l’EDS (3.2) et
l’observateur (3.33), est donnée par
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati −KiC)ui(t))
￿
e(t) + ￿(x(t))− ￿(￿x(t))￿ dt
+
d￿
j=1
Awjx(t) dwxj (t). (3.35)
Afin d’appliquer le théorème 2.5.1, l’EDS (2.6) dans le chapitre 2 est obtenue en posant
f1(x(t), u(t)) =
￿
At0 +
m￿
i=1
ui(t)Ati
￿
x(t) + ￿(x(t)), (3.36a)
g1(x(t)) =
￿
Aw1x(t) . . . Awdx(t)
￿
, (3.36b)
f2(x(t), e(t), u(t)) =
￿
At0−K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)+￿(x(t))−￿(x(t)−e(t)), (3.36c)
g2(x(t), u(t)) =
￿
Aw1x(t) . . . Awdx(t)
￿
, (3.36d)
w(t) = wx(t), X(t) =
￿
x(t)
e(t)
￿
. (3.36e)
En comparant les équations dans (3.11) et (3.36), l’application du théorème 2.5.1 et du lemme
2.5.1 sur le système stochastique (3.2) avec l’observateur (3.33) donne le théorème 3.3.1 en rem-
plaçant l’expression “L’EDS (3.8) est un observateur pour le système (3.1)” par “L’EDS (3.33)
est un observateur pour le système (3.2)”. Il s’agit d’une conséquence directe des développements
présentés dans la section 2.5.2 du chapitre 2.
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3.3.1.3 Premier exemple avec l’observateur d’ordre plein
Pour illustrer les développements ci-dessus sur l’observateur d’ordre plein, on considère le
système stochastique (3.1) avec n = 3, m = 2, p = 2, d = 1, h = 1 et les matrices suivantes
At0 =

−1.5 1 −1
0.5 −2.5 1
0 −0.6 −3.5
, At1 =

0 −0.02 0.04
0 0.01 −0.02
0 −0.01 0.02
, At2 =

0 0.01 −0.01
0 −0.01 0.01
0 0.01 −0.01
,
Aw =

−3.5557 −0.10952 −0.47238
0.46643 −4.031 −0.80024
−0.1 0.066667 −3.4833
, C =
￿
0 0.1 0.3
0.2 0.2 0
￿
, D =
￿
1 0 0
0 0 1
￿
et L = I3.
La non linéarité est donnée par la fonction ￿(x(t)) suivante
￿(x(t)) =

sin(x1(t))
sin(x2(t))
sin(x3(t))

qui vérifie les conditions (3.4) et (3.6) avec κ = 1.
L’espace des entrées admissibles Ω est défini en (3.3) avec les bornes suivantes sur ces entrées
u1,min = −0.056, u1,max = 0.064, u2,min = −0.04, u2,max = 0.048.
L’hypothèse 2.3.1 est vérifiée.
En choisissant
µ1 = 3.5, µ2 = 3.5, µ3 = 0.1, µ4 = 0.1, ρ = 20,β = 0.95,
les LMI (3.19), (3.20) et (3.22) du théorème 3.3.1 ont généré les résultats suivants
P =

1.7363 −0.11821 −0.19304
−0.11821 1.3746 0.010061
−0.19304 0.010061 2.2102
, Q =

2.9333 0.25191 −0.056006
0.25191 2.8818 0.06448
−0.056006 0.06448 3.1472
,
Y0 =

2.9148 18.73
14.99 −2.5479
−9.4191 −16.218
, Y1 =

0.32182 −0.21942
−0.13394 0.091321
0.17199 −0.11727
, Y2 =

−0.069088 0.082906
0.06751 −0.081012
−0.079651 0.095582
,
Les gains K0 = Q−1Y0, K1 = Q−1Y1 et K2 = Q−1Y2 de l’observateur d’ordre plein (3.8) sont
K0 =

0.48564 6.4041
5.2285 −1.3318
−3.0913 −5.0119
, K1 =

0.11579 −0.078947
−0.057895 0.039474
0.057895 −0.039474
, K2 =

−0.026316 0.031579
0.026316 −0.031579
−0.026316 0.031579
.
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Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

−0.2
0.1
0.2
 , ￿x0 =

0
0
0

et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.00125 seconde
(voir (1.32)).
Les figures 3.1, 3.2 et 3.3 confirment l’eﬃcience de l’approche proposée.
0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 1.25
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⑤
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⑤
Figure 3.1 – Etats x1(t) (bleu ①), x2(t) (vert ②) et x3(t) (rouge ③) et commandes u1(t) (cyan
④) et u2(t) (magenta ⑤).
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Figure 3.2 – Erreur de filtrage e1(t) (bleu ①), e2(t) (vert ②) et e3(t) (rouge ③) et commandes
u1(t) (cyan ④) et u2(t) (magenta ⑤).
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Figure 3.3 – ￿x(t)￿ (bleu ①) et ￿e(t)￿ (vert ②).
Dans la figure 3.1, on constate que la stabilité exponentielle presque sûre du point d’équilibre
de l’EDS (3.1a) a bien été garantie par les LMI (3.19) et (3.22) malgré la présence des commandes
u1(t) et u2(t) d’une amplitude comparable à celle des variables d’état.
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La stabilité exponentielle de l’erreur d’observation est bien vérifiée grâce à la LMI (3.19),
comme le montre la figure 3.2.
La figure 3.3 met en évidence le fait que la convergence de la norme de l’état x(t) et de celle
de l’erreur d’observation e(t) est exponentielle.
3.3.1.4 Second exemple avec l’observateur d’ordre plein
Alors que dans le 1er exemple présenté dans la section 3.3.1.3, la stabilité exponentielle
presque sûre du point d’équilibre de l’EDS (3.1a) est démontrée en employant une approche de
type Lyapunov en résolvant les LMI (3.19) et (3.22) du théorème 3.3.1, dans ce second exemple,
c’est l’application du théorème 1.5.9 qui est mise en œuvre : le bruit wx(t) est utilisé pour montrer
la stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.1a), tandis que la stabilité
de l’erreur d’observation est obtenue en résolvant la LMI (3.20) du théorème 3.3.1.
Dans cet exemple, on a choisi un modèle biologique présenté dans la littérature : il s’agit
d’une classe de modèles à compartiments déterministes pour décrire la chimiothérapie d’un cancer
[LS02, ŚLS03, LS03]. L’introduction de comportements aléatoires dans ces modèles déterministes
permet de prendre en compte les incertitudes aﬀectant les valeurs numériques des paramètres et
les approximations faites dans la modélisation. Les EDS sont un moyen eﬃcace pour représenter
ces comportements aléatoires. Par exemple, cette approche a été utilisée dans la littérature pour
les systèmes mécaniques dans [Dam04, UP99], les systèmes biologiques dans [DGM08, DGM09],
la dynamique des populations dans [MMR02, PDM08] et les processus électriques dans [Dam04,
UP99, WM76, KB13].
Dans [LS02, ŚLS03, LS03], ces modèles déterministes sont bilinéaires et décrivent l’évolution
du nombre de cellules cancéreuses dans chaque compartiment. Les paramètres du modèle sont
les temps de transit moyen des cellules à travers chaque compartiment.
Afin de prendre en compte les incertitudes dans la valeur de ces temps de transit moyen, on
introduit un comportement aléatoire dans le modèle donné dans [LS02, ŚLS03, LS03], en ajoutant
le terme Awx(t) dwx(t) où x(t) est le vecteur d’état et wx(t) est un mouvement brownien.
Ainsi, le modèle C avec trois compartiments qui est donné dans [ŚLS03, LS03] est réécrit sous
la forme d’une EDS (3.1a) avec l’équation de mesure (3.1b) comme suit
dx(t) = ((At0 + u1(t)At1 + u2(t)At2)x(t)) dt+Awx(t) dwx(t) (3.37a)
dy(t) = Cx(t) dt+Dx(t) dwy(t) (3.37b)
avec
At0 =

−a0 0 2ba2
a0 −a1 2(1− b)a2
0 a1 −a2
, At1 =

0 0 −2ba2
0 0 −2(1− b)a2
0 0 0
, At2 =

−a0 0 0
a0 0 0
0 0 0
,
Aw =

θ1 0 0
0 θ2 0
0 0 θ3
, C =
￿
1 0 2
0 1 2
￿
, D =
￿
0.1 0 0.1
0 0.1 0.1
￿
.
Le système stochastique (3.37) correspond à (3.1) avec ￿(x(t)) = 0, n = 3, m = 2, p = 2,
d = 1, h = 1 et L = I3.
L’hypothèse 2.3.1 est vérifiée.
L’état x(t) = [ x1(t) x2(t) x3(t) ]T représente le nombre des cellules cancéreuses dans
les compartiments 0, 1 et 2. Les coeﬃcients ai (i = 0, 1, 2) sont les paramètres de la loi de
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distribution exponentielle associée à l’inverse du temps de transit moyen des cellules à travers le
ième compartiment. b est la probabilité que de nouvelles cellules nées entrent dans le compartiment
0.
Les valeurs numériques des paramètres dans le modèle C donnés dans [ŚLS03, LS03] sont
a0 = 0.05, a1 = 0.5, a2 = 1 et b = 0.9.
Les réels θi sont θ1 = θ2 = θ3 = 1.6.
Les commandes u1(t) et u2(t) sont les doses des médicaments (injections) administrées et
l’essemble Ω des entrées admissibles u(t) défini en (3.3) est caractérisé par les bornes suivantes
[ŚLS03, LS03]
u1min = 0 ￿ u1(t) ￿ u1max = 1,
u2min = 0 ￿ u2(t) ￿ u2max = 6.
Si u1(t) = 0 et u2(t) = 1, λ(At0 + At1u1(t) + At2u2(t)) = [ 0 − 0.6 − 1 ]T 1, alors le
point d’équilibre de l’EDS (3.37a) est exponentiellement instable en moyenne quadratique pour
certains u(t) ∈ Ω puisque la valeur propre maximale est égale à zéro (voir théorème 1.5.3 dans
[Dam04] (ou les remarques 1.5.2 et 1.5.3)). En eﬀet, avec ces choix pour u1(t) et u2(t), l’EDS
(3.37a) devient
dx(t) = Atx(t) dt+Awx(t) dwx(t)
où At = At0 + At1u1(t) + At2u2(t) n’est pas Hurwitz. Le théorème 1.5.3 dans [Dam04] stipule
que le point d’équilibre de cette EDS est exponentiellement (ou asymptotiquement) stable en
moyenne quadratique si et seulement s’il existe une matrice X = XT > 0 telle que (voir les
remarques 1.5.2 et 1.5.3)
AtX +XA
T
t +AwXA
T
w < 0.
Cette condition est impossible à réaliser puisque la matrice At n’est pas Hurwitz.
Il s’ensuit que les observateurs basés sur la stabilité exponentielle en moyenne quadratique
proposés dans la littérature (voir [Phi89, CGS00, GLSY01, GMP02, Sto02, XC02, XC03, ZCT05,
GLW06, GSB07, HSRZ09, BS10]) s’avèrent inapplicables pour le système (3.37).
Pour déterminer les gains K0, K1 et K2 de l’observateur d’ordre plein (3.8) pour le système
stochastique (3.37), on procède en deux étapes comme annoncé au début de cette section. Cette
procédure en deux étapes est une conséquence directe des théorèmes 2.5.1 et 3.3.1, ainsi que de
la remarque 3.3.1.
1ère étape : Stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.37a) avec le
théorème 1.5.9.
Pour vérifier la condition (c) dans le théorème 2.5.1, on définit les constantes ϕ1, ϕ2 et ϕ3
suivantes
￿(At0 + u1(t)At1 + u2(t)At2)x(t)￿
￿ (σmax(At0) + max(|u1(t)|)σmax(At1) + max(|u2(t)|)σmax(At2))￿ ￿￿ ￿
ϕ1
￿x(t)￿ ,
￿Awx(t)￿2 ￿ σ2max(Aw)￿ ￿￿ ￿
ϕ2
￿x(t)￿2 ,
￿￿xT(t)Awx(t)￿￿2 ￿ σ4min(Aw)￿ ￿￿ ￿
ϕ3
￿x(t)￿4 ,
1. λ(A) est le vecteur des valeurs propres de la matrice A.
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où σmin(A) et σmax(A) sont les valeurs singulières minimales et maximales de la matrice A (voir
(A.1.2) et (A.1.3) dans la section A.1 de l’annexe A).
Le théorème 1.5.9 donne la condition suﬃsante suivante
ϕ1 + 0.5ϕ2 − ϕ3 < 0 (3.38)
pour que le point d’équilibre de l’EDS (3.37a) soit presque sûrement exponentiellement stable
avec
lim sup
t→+∞
1
t
ln(￿x(t, 0, x0)￿) ￿ ϕ1 + 0.5ϕ2 − ϕ3 p.s. (3.39)
pour tout x0 ∈ IRn.
Les réels ϕ1, ϕ2 et ϕ3 dans (3.39) sont donnés par ϕ1 = 4.3268, ϕ2 = 2.56 et ϕ3 = 6.5536.
Le point d’équilibre de l’EDS (3.37a) est presque sûrement exponentiellement stable puisque
la relation (3.39) devient
lim sup
t→+∞
1
t
ln(￿x(t, 0, x0)￿) ￿ ϕ1 + 0.5ϕ2 − ϕ3 = −0.94679 p.s.
pour tout x0 ∈ IRn.
2ème étape : Synthèse des gains K0, K1 et K2 de l’observateur d’ordre plein (3.8).
Puisque ￿(x(t)) = 0 dans l’EDS (3.37a), la LMI (3.20) dans le thérorème 3.3.1 se simplifie
comme suit 
(1, 1)b σ1(QAt1 − Y1C) . . . σm(QAtm − YmC)
(1, 2)T −µ3In 0 0
... 0 . . . 0
(1,m)T 0 0 −µ3In
 < 0 (3.20-bis)
avec
(1, 1)b =
m￿
i=0
αi((QAti − YiC) + (QAti − YiC)T ) + µ3In + 2βQ. (3.40)
Avec µ3 = 0.1 et β = 5, la LMI (3.20-bis) donne les solutions suivantes
Q =

25.523 −19.528 2.0094
−19.528 47.432 85.139
2.0094 85.139 299.71
 ,
Y0 =

92.109 −89.918
−33.322 167.08
71.925 179.07
 , Y1 =

−9.3412 −9.3412
5.7033 5.7033
−4.5877 −4.5877
 , Y2 =

−1.2514 1.0011
1.86 −1.488
2.3091 −1.8473
 .
Les gains K0 = Q−1Y0, K1 = Q−1Y1 et K2 = Q−1Y2 de l’observateur d’ordre plein (3.8) sont
K0 =

5.5528 1.1515
2.4886 5.9949
−0.50419 −1.1132
 , K1 =

−0.4 −0.4
−0.04444 −0.04444
0 0
 , K2 =

−0.027778 0.022222
0.027778 −0.022222
0 0
 .
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Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

1
0.5
0.5
 , ￿x0 =

0
0
0

et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.002 seconde
(voir (1.32)).
Les figures obtenues sont les suivantes (figures 3.4 à 3.10) : elles permettent de valider, pour
chacune des trois coordonnées du vecteur d’état, la convergence de l’état estimé vers l’état réel
et de comparer la vitesse de convergence de l’erreur de filtrage par rapport à celle de l’état.
L’état x(t) et l’état estimé ￿x(t) sont représentés sur les figures 3.4 à 3.6 pour chacune des trois
coordonnées. La valeur absolue de l’état xi(t) est comparée à celle de l’erreur de filtrage ei(t)
dans les figures 3.7 à 3.9 pour i = 1, 2, 3. La figure 3.10 montre la norme des vecteurs d’état x(t)
et d’erreur de filtrage e(t).
0 1 2 3 4 5 6 7 8
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0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
fig 1 −−> etat x1 et etat estime xc1
Temps [s]
Figure 3.4 – Etat x1(t) (bleu, continu) et estimation ￿x1(t) (rouge, discontinu).
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Figure 3.5 – Etat x2(t) (bleu, continu) et estimation ￿x2(t) (rouge, discontinu).
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fig 1 −−> etat x3 et etat estime xc3
Temps [s]
Figure 3.6 – Etat x3(t) (bleu, continu) et estimation ￿x3(t) (rouge, discontinu).
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fig 1 −−> etat x1 et erreur e1
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Figure 3.7 – Valeur absolue de l’état |x1(t)| (bleu, continu) et de l’erreur de filtrage |e1(t)|
(rouge, discontinu).
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Figure 3.8 – Valeur absolue de l’état |x2(t)| (bleu, continu) et de l’erreur de filtrage |e2(t)|
(rouge, discontinu).
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Figure 3.9 – Valeur absolue de l’état |x3(t)| (bleu, continu) et de l’erreur de filtrage |e3(t)|
(rouge, discontinu).
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Figure 3.10 – Norme de l’état ￿x(t)￿ (bleu, continu) et de l’erreur de filtrage ￿e(t)￿ (rouge,
discontinu).
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La convergence de l’estimation ￿x(t) vers l’état x(t) pour chacune des trois coordonnées est
illustrée dans les figures 3.4, 3.5 et 3.6. La nature exponentielle de cette convergence est mise en
évidence dans les figures 3.7, 3.8 et 3.9. La figure 3.10 montre que l’erreur de filtrage converge
plus rapidement que l’état, ce que confirment les figures 3.7, 3.8 et 3.9 pour chacune des trois
coordonnées. Les résultats obtenus dans ces simulations confirment l’importance du paramètre
β introduit dans le lemme 2.5.1 pour agir sur le taux de décroissance exponentielle de l’erreur
d’observation. Ce paramètre intervient dans la LMI (3.20) dans le thérorème 3.3.1 (en réalité
dans la LMI (3.20-bis) puisque ￿(x(t)) = 0 dans l’EDS (3.37a)).
3.3.2 Observateurs d’ordre réduit
Dans cette section, on n’estime pas la totalité du vecteur d’état x(t), mais seulement une
combinaison linéaire de celui-ci, appelée z(t), avec z(t) ∈ IRr et r < n dans la condition (3.5).
La fonctionnelle à estimer z(t) = Lx(t) dans les systèmes stochastiques (3.1) et (3.2) vérifie
la propriété suivante : il existe une fonction ￿(z) telle que
￿(x(t)) = ￿(Lx(t)) = ￿(z(t)). (3.41)
3.3.2.1 Cas des mesures stochastiques
Pour le système stochastique (3.1) avec des mesures stochastiques (voir (3.1b)), l’observateur
fonctionnel d’ordre réduit proposé a la structure suivante
d￿z(t) = ￿￿M0 + m￿
i=1
ui(t)Mi
￿￿z(t) + L￿(￿z(t))￿ dt+￿N0 + m￿
i=1
ui(t)Ni
￿
dy(t) (3.42)
où ￿z(t) ∈ IRr est l’estimé de z(t).Mi et Ni (i = 0, . . . ,m) sont des matrices de gains à déterminer
afin que l’erreur d’observation
er(t) = z(t)− ￿z(t) = Lx(t)− ￿z(t) (3.43)
converge exponentiellement presque sûrement.
Remarque 3.3.2. La condition (3.41) permet d’utiliser un observateur d’ordre réduit donné par
(2.49) tout en intégrant une “recopie” de ￿(x(t)) dans la dynamique de l’observateur fonctionnel
d’ordre réduit car cet observateur a ￿z(t) comme vecteur d’état. Puisque ￿z(t) est l’estimation du
vecteur z(t) donné par (3.1c), le terme ￿(￿z(t)) dans l’observateur (3.42) permet de prendre en
compte le terme ￿(x(t)) dans l’EDS (3.1a). ￿
En comparant l’observateur (3.42) avec la forme générale (2.49) donnée dans le chapitre 2,
la fonction Σr(zˆ(t), u(t)) et le gain ψr(u(t)) sont donnés par
Σr(zˆ(t), u(t)) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿￿z(t) + L￿(￿z(t)) et ψr(u(t)) = N0 + m￿
i=1
Niui(t). (3.44)
L’expression de la dynamique de l’erreur d’observation, obtenue en combinant l’EDS (3.1) et
l’observateur (3.42), est donnée par
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) + (LAt0 −M0L−N0C)x(t)
￿
dt
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+
￿
m￿
i=1
ui(t)(LAti −MiL−NiC)x(t) + L(￿(Lx(t))− ￿(Lx(t)− er(t)))
￿
dt
+
d￿
j=1
LAwjx(t) dwxj (t)−
￿
N0 +
m￿
i=1
Niui(t)
￿￿
h￿
k=1
Dkx(t) dwyk(t)
￿
. (3.45)
Afin de supprimer un maximum de termes dépendant de l’état x(t) dans l’EDS (3.45), on va
déterminer les matrices Mi et Ni en imposant que les contraintes de Sylvester suivantes
LAti −MiL−NiC = 0, i = 0, . . . ,m, (3.46)
soient vérifiées. En insérant (3.46) dans l’EDS (3.45), on obtient l’EDS suivante
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) + L(￿(Lx(t))− ￿(Lx(t)− er(t)))
￿
dt
+
d￿
j=1
LAwjx(t) dwxj (t)−
￿
N0 +
m￿
i=1
Niui(t)
￿￿
h￿
k=1
Dkx(t) dwyk(t)
￿
. (3.47)
Afin d’appliquer le théorème 2.6.1, l’EDS (2.52) dans le chapitre 2 est obtenue en posant
f1(x(t), u(t)) =
￿
At0 +
m￿
i=1
ui(t)Ati
￿
x(t) + ￿(x(t)), (3.48a)
g1(x(t)) =
￿
Aw1x(t) . . . Awdx(t) 0
￿
, (3.48b)
f2(x(t), er(t), u(t)) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) + L(￿(Lx(t))− ￿(Lx(t)− er(t))), (3.48c)
g2(x(t), u(t)) =
￿
LAw1x(t) . . . LAwdx(t) −g2y(x(t), u(t))
￿
, (3.48d)
w(t) =
￿
wx(t)
wy(t)
￿
, X(t) =
￿
x(t)
er(t)
￿
, (3.48e)
avec
g2y(x(t), u(t)) =
￿
(N0 +
￿m
i=1Niui(t))D1x(t) . . . (N0 +
￿m
i=1Niui(t))Dhx(t)
￿
.
Avec les notations ci-dessus, les EDS (2.8) et (2.9) sont obtenues en posant x1(t) = x(t),
x2(t) = er(t), x1(t) = x(t) et x2(t) = er(t) et l’hypothèse 2.3.1 est vérifiée puisque la fonction
￿(x(t)) satisfait la condition de Lipschitz (3.6). Le théorème 2.6.1 s’applique donc en remplaçant
l’hypothèse 2.2.1 par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.1a) et l’EDO (2.54)
par
e˙r(t) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t)− L￿(−er(t)). (3.49)
Soit L† une pseudo-inverse de la matrice L (voir la section A.2), on a donc
rang
￿￿
L† (In − L†L)
￿￿
= n
95
Chapitre 3. Filtrage des systèmes stochastiques
et les conditions de Sylvester (3.46) sont équivalentes à
(LAti −MiL−NiC)
￿
L† (In − L†L)
￿
= 0 i = 0, . . . ,m. (3.50)
Puisque la matrice L est de rang plein lignes avec r < n (voir (3.5)), on a LL† = Ir. En
utilisant l’approche développée dans [Dar00a, SZRD06], les matrices Mi et Ni sont données par
Mi = LAtiL
† −NiCL† i = 0, . . . ,m, (3.51)
NF = LA (3.52)
où
A =
￿
At0(In − L†L) . . . Atm(In − L†L)
￿
, N =
￿
N0 . . . Nm
￿
,
F = bdiag(C(In − L†L), . . . , C(In − L†L)).
L’équation (3.52) a une solution N si et seulement si (voir équation (A.2.11) avec A = I et
remarque 3.5.3)
rang


LAt0 . . . LAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang


C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


(3.53)
et la solution générale est donnée par (voir équation (A.2.9) avec A = I)
N = LAF† + Z(I(m+1)p − FF†) (3.54)
où Z ∈ IRr×(m+1)p est une matrice arbitraire qu’on peut considérer comme “la matrice de gain
de l’observateur”.
En insérant (3.51) et (3.54) dans l’EDO (3.49), on obtient
e˙r(t) = (A− ZC+ (B− ZD)∆r(ε(t))H3) er(t)− L￿(−er(t)) (3.55)
avec
A =
m￿
i=0
αiLAtiL
† − LAF†

α0CL†
...
αmCL†
 ,
B =
￿
σ1LAt1L
† . . . σmLAtmL†
￿
− LAF†

0 0 0
σ1CL† 0 0
0
. . . 0
0 0 σmCL†
 ,
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C = (I(m+1)p − FF†)

α0CL†
...
αmCL†
 , D = (I(m+1)p − FF†)

0 0 0
σ1CL† 0 0
0
. . . 0
0 0 σmCL†
 H3 =

Ir
...
Ir
,
et
∆r(ε(t)) = bdiag(ε1(t)Ir(t), . . . , εm(t)Ir(t)) (3.56)
avec la propriété suivante
∆r(ε(t))∆
T
r (ε(t)) ￿ Imr, (3.57)
où εi(t) est défini dans (3.13) et (3.14).
Avec les calculs ci-dessus, le théorème suivant est une application du théorème 2.6.1 et du
lemme 2.6.1 en utilisant une approche de type Lyapunov avec les relations (3.17) et (3.55). Des
conditions de type LMI sont données pour déterminer les gains M0, . . . , Mm et N0, . . . , Nm de
l’observateur (3.42).
Théorème 3.3.2. On suppose que l’hypothèse 2.3.1 et la condition (3.53) sont satisfaites. L’EDS
(3.42) est un observateur fonctionnel d’ordre réduit pour le système (3.1) garantissant la stabilité
exponentielle presque sûre de l’erreur de filtrage s’il existe des matrices P = P T > 0, Q = QT > 0
et R et des réels µ1 > 0, µ2 > 0, µ5 > 0, µ6 > 0 et βr ￿ 0 tels que les LMI (3.19) et
(QA−RC) + (QA−RC)T + µ5Ir + µ−16 κ2Ir + 2βrQ QB−RD QL
(QB−RD)T −µ5Imr 0
LTQ 0
−In
µ6
 < 0 (3.58)
soient vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, et que, pour
chaque j = 1, . . . , d, l’une des deux LMI (3.21) ou (3.22) soit satisfaite.
Le gain Z est alors donné par Z = Q−1R. Les matrices Mi et Ni de l’observateur sont
obtenues avec (3.51) et (3.54).
Démonstration.
1ère étape : Stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.1a).
Cette partie de la démonstration est identique à celle du théorème 3.3.1.
2ème étape : Stabilité exponentielle du point d’équilibre de l’EDO (3.55).
L’EDO (3.49) est identique à l’EDO (3.55) puisque la condition (3.53) est satisfaite.
Soit la fonction de Lyapunov candidate Ve(er(t)) = eTr (t)Qer(t) avec Q = QT > 0. La dérivée
temporelle de Ve(er(t)) le long de la trajectoire de la solution de l’EDO (3.55) est donnée par
V˙e(er(t)) = e
T
r (t)(A− ZC+ (A− ZC)T )er(t)
+ 2eTr (t)Q(B− ZD)∆r(ε(t))H3er(t)− 2eTr (t)QL￿(−er(t)). (3.59)
En utilisant les inégalités (3.6), (3.57) et (C.3.1) (voir le lemme C.3.1), la relation (3.59)
devient
V˙e(er(t)) ￿ eTr (t)
￿
(A− ZC)TQ+Q(A− ZC)
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+µ−15 Q(B− ZD)(B− ZD)TQ+ µ5Ir + µ−16 κ2Ir + µ6QLLTQ
￿
er(t) (3.60)
avec µ5 > 0, µ6 > 0.
En appliquant le lemme 2.6.1, l’inégalité (3.60) est vérifiée avec βr ￿ 0 si
(A− ZC)TQ+Q(A− ZC) + µ−15 Q(B− ZD)(B− ZD)TQ
+ µ5Ir + µ
−1
6 κ
2Ir + µ6QLL
TQ+ 2βrQ < 0, (3.61)
alors il existe un réel θr > 0 tel que
V˙e(er(t)) ￿ −θreT (t)Qer(t) = −θrVe(er(t)) (3.62)
et on obtient la stabilité exponentielle du point d’équilibre de l’EDO (3.49) puisque
￿er(t)￿ ￿
￿
λmax(Q)
λmin(Q)
￿er0￿ e−θr(t−t0) (3.63)
avec t ￿ t0 ￿ 0. Par définition, on a θr > βr.
En posant Z = Q−1R, l’application du lemme de Schur (voir (A.3.1) dans le lemme A.3.1)
sur l’inégalité (3.61) donne la LMI (3.58). •
3.3.2.2 Cas des mesures déterministes
Pour le système stochastique (3.2) avec des mesures déterministes (voir (3.2b)), l’observateur
fonctionnel d’ordre réduit proposé a la structure suivante
dη(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
η(t) + (L− EC)￿(η(t))
￿
dt
+
￿
N0 +
m￿
i=1
ui(t)Ni
￿
y(t) dt (3.64a)
￿z(t) = η(t) + Ey(t) (3.64b)
où ￿z(t) ∈ IRr est l’estimé de z(t). E, Mi et Ni (i = 0, . . . ,m) sont des matrices de gains à
déterminer afin que l’erreur d’observation
er(t) = z(t)− ￿z(t) = Ψx(t)− η(t) (3.65)
converge exponentiellement presque sûrement avec
Ψ = L− EC. (3.66)
Remarque 3.3.3. Puisque les mesures sont données par y(t) = Cx(t), on peut insérer l’équation
(3.64b) dans l’observateur (3.64). Si on considère le cas particulier E = 0, alors l’observateur
(3.64) se réduit à l’EDO (3.64a) avec η(t) = ￿z(t), c’est-à-dire à l’observateur (3.42). Puisque’on
peut obtenir une solution où la matrice E est quelconque, les conditions d’existence pour résoudre
des équations de Sylvester seront plus générales : il suﬃt de comparer les conditions d’existence
que l’on aurait avec E = 0 (voir (3.53)) avec celles associées au cas où E est quelconque (voir
(3.78)). Les implications entre les conditions d’existence des solutions d’équations de Sylvester
lorsque la matrice E de l’observateur est contrainte ou non à être nulle sont discutées dans la
remarque 3.5.3. ￿
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En comparant l’observateur (3.64) avec la forme générale (2.58) donnée dans le chapitre 2,
la fonction Σr(zˆ(t), u(t)) et le gain ψr(u(t)) sont donnés par
Σr(η(t), u(t)) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
η(t) + (L− EC)￿(η(t))
et ψr(u(t)) = N0 +
m￿
i=1
Niui(t). (3.67)
L’expression de la dynamique de l’erreur d’observation, obtenue en combinant l’EDS (3.2) et
l’observateur (3.64), est donnée par
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) + (ΨAt0 −M0Ψ−N0C)x(t)
￿
dt
+
￿
m￿
i=1
ui(t)(ΨAti −MiΨ−NiC)x(t) +Ψ(￿(Lx(t))− ￿(Ψx(t)− er(t)))
￿
dt
+
d￿
j=1
ΨAwjx(t) dwxj (t). (3.68)
Afin de supprimer un maximum de termes dépendant de l’état x(t) dans l’EDS (3.45), on va
déterminer les matrices Mi et Ni en imposant que les contraintes de Sylvester suivantes
ΨAti −MiΨ−NiC = 0, i = 0, . . . ,m, (3.69)
soient vérifiées. En insérant (3.69) dans l’EDS (3.68), on obtient l’EDS suivante
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) +Ψ(￿(Lx(t))− ￿(Ψx(t)− er(t)))
￿
dt
+
d￿
j=1
ΨAwjx(t) dwxj (t). (3.70)
Afin d’appliquer le théorème 2.6.1, l’EDS (2.52) dans le chapitre 2 est obtenue en posant
f1(x(t), u(t)) =
￿
At0 +
m￿
i=1
ui(t)Ati
￿
x(t) + ￿(x(t)), (3.71a)
g1(x(t)) =
￿
Aw1x(t) . . . Awdx(t)
￿
, (3.71b)
f2(x(t), er(t), u(t)) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) +Ψ(￿(Lx(t))− ￿(Ψx(t)− er(t))), (3.71c)
g2(x(t), u(t)) =
￿
ΨAw1x(t) . . . ΨAwdx(t)
￿
, (3.71d)
w(t) = wx(t), X(t) =
￿
x(t)
er(t)
￿
, (3.71e)
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Avec les notations ci-dessus, les EDS (2.8) et (2.9) sont obtenues en posant x1(t) = x(t),
x2(t) = er(t), x1(t) = x(t) et x2(t) = er(t) et l’hypothèse 2.3.1 est vérifiée puisque la fonction
￿(x(t)) satisfait la condition de Lipschitz (3.6). Le théorème 2.6.1 s’applique donc en remplaçant
l’hypothèse 2.2.1 par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.2a) et l’EDO (2.54)
par
e˙r(t) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t)−Ψ￿(−er(t)). (3.72)
Avant de déterminer les matrices Mi, Ni et E de l’observateur (3.64), il faut d’abord ré-
soudre les équations de Sylvester (3.69). L’approche présentée dans cette section constitue une
généralisation au cas où E ￿= 0 de celle exposée dans la section 3.3.2.1
Soit L† une pseudo-inverse de la matrice L (voir la section A.2), on a donc
rang
￿￿
L† (In − L†L)
￿￿
= n
et les conditions de Sylvester (3.69) sont équivalentes à
(ΨAti −MiΨ−NiC)
￿
L† (In − L†L)
￿
= 0 i = 0, . . . ,m. (3.73)
Puisque la matrice L est de rang plein lignes avec r < n (voir (3.5)), on a LL† = Ir. En
utilisant l’approche développée dans [Dar00a, SZRD06] et la définition de la matrice Ψ, l’équation
(3.73) est équivalente à
0 = ΨAtiL
† −MiΨL† −NiCL†, i = 0, . . . ,m, (3.74a)
0 = ΨAti +MiEC −NiC, i = 0, . . . ,m, (3.74b)
avec
Ati = Ati(In − L†L), i = 0, . . . ,m,
C = C(In − L†L).
Avec la définition de Ψ et la relation (3.74a), les matrices Mi sont données par
Mi = Ati − JiCi, i = 0, . . . ,m, (3.75)
avec, pour i = 0, . . . ,m,
Ati = LAtiL
†, Ci =
￿
CAtiL
†
CL†
￿
, Ji =
￿
E Ji
￿
, Ji = Ni −MiE. (3.76)
Avec les matrices définies dans les équations (3.75) et (3.76), la relation (3.74b) s’écrit sous
la forme compacte suivante
JG = LA (3.77)
où
A =
￿
At0(In − L†L) . . . Atm(In − L†L)
￿
, J =
￿
E J0 . . . Jm
￿
,
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G =
￿
CA
bdiag(C(In − L†L), . . . , C(In − L†L))
￿
.
L’équation (3.77) a une solution J si et seulement si (voir équation (A.2.11) avec A = I et
remarque 3.5.3)
rang


LAt0 . . . LAtm
CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang


CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


(3.78)
et la solution générale est donnée par (voir équation (A.2.9) avec A = I)
J = LAG† + Z(I(m+2)p − GG†) (3.79)
où Z ∈ IRr×(m+2)p est une matrice arbitraire qu’on peut considérer comme “la matrice de gain
de l’observateur”.
La condition d’existence (3.78) est explicitée dans le lemme suivant.
Lemme 3.3.1. [Dar00a, SZRD06] La condition (3.78) est nécessaire et suﬃsante à l’existence
d’une solution J à l’équation (3.77)
Démonstration. La condition
rang
￿￿
LA
G
￿￿
= rang(G) (3.80)
est équivalente à l’existence d’une solution J à l’équation (3.77) (voir (A.2.11) avec A = I).
L’équivalence entre les conditions (3.78) et (3.80) est démontrée dans [Dar00a, SZRD06]. •
En insérant (3.75) et (3.79) dans l’EDO (3.72), on obtient
e˙r(t) =
￿
A− ZC+ (B− ZD)∆r(ε(t))H3
￿
er(t)−Ψ￿(−er(t)) (3.81)
avec
A =
m￿
i=0
αiLAtiL
† −
￿
0 LA
￿
G†

￿m
i=0 αiCAtiL
†
α0CL†
...
αmCL†
,
B =
￿
σ1LAt1L
† . . . σmLAtmL†
￿
−
￿
0 LA
￿
G†

σ1CAt1L
† . . . σmCAtmL†
0 0 0
σ1CL† 0 0
0
. . . 0
0 0 σmCL†

,
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C = (I(m+2)p − GG†)

￿m
i=0 αiCAtiL
†
α0CL†
...
αmCL†
, D = (I(m+2)p − GG†)

σ1CAt1L
† . . . σmCAtmL†
0 0 0
σ1CL† 0 0
0
. . . 0
0 0 σmCL†

et où la matrice H3 est donnée dans (3.55) et le terme ∆r(ε(t)) est défini dans (3.56) vérifiant
la propriété (3.57) avec εi(t) donné par (3.13) et (3.14).
Avec les calculs ci-dessus, le théorème suivant est une application du théorème 2.5.1 et du
lemme 2.6.1 en utilisant une approche de type Lyapunov avec les relations (3.17) et (3.81). Des
conditions de type LMI sont données pour déterminer les gains M0, . . . , Mm, N0, . . . , Nm et E
de l’observateur (3.64).
Théorème 3.3.3. On suppose que l’hypothèse 2.3.1 et la condition (3.78) sont satisfaites. L’EDS
(3.64) est un observateur fonctionnel d’ordre réduit pour le système (3.2) garantissant la stabilité
exponentielle presque sûre de l’erreur de filtrage s’il existe des matrices P = P T > 0, Q = QT > 0
et R et des réels µ1 > 0, µ2 > 0, µ5 > 0, µ6 > 0 et βr ￿ 0 tels que les LMI (3.19) et
(QA−RC) + (QA−RC)T + µ5Ir + µ−16 κ2Ir + 2βrQ QB−RD ￿
(QB−RD)T −µ5Imr 0
(Q(L−AEC)−RCEC)T 0 −Ipµ6
 < 0 (3.82)
soient vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, et que, pour
chaque j = 1, . . . , d, l’une des deux LMI (3.21) ou (3.22) soit satisfaite avec
AE = LAG†
￿
Ip
0(m+1)p×p
￿
et CE = (I(m+2)p − GG†)
￿
Ip
0(m+1)p×p
￿
Le gain Z est alors donné par Z = Q−1R. Les matrices Mi, Ni et E de l’observateur sont
obtenues avec (3.75), (3.76) et (3.79).
Démonstration. La démonstration de ce théorème est similaire à celle du théorème 3.3.2 en
remplaçant A, B, C, D Z et R par A, B, C, D, Z et R.
La seule diﬀérence avec la démonstration du théorème 3.3.2 vient du fait qu’il faut remplacer
le terme QL par Q(L−EC) dans l’expression de V˙e(er(t)) et donc le terme QLLTQ par Q(L−
EC)(L− EC)TQ dans les majorations de V˙e(er(t)).
En utilisant (3.77) et (3.79), la matrice E s’exprime en fonction du gain Z comme suit
E = AE + ZCE . (3.83)
En introduisant l’expression de E donnée par (3.83) dans les majorations de V˙e(er(t)), on
obtient la LMI (3.82). •
Remarque 3.3.4. Si on pose E = 0 dans l’observateur fonctionnel d’ordre réduit (3.64), alors le
théorème 3.3.3 pour les mesures déterministes est identique au théorème 3.3.2 pour les mesures
stochastiques. Ainsi, dans le cas où E = 0, il faut utiliser le théorème 3.3.2 en remplaçant “L’EDS
(3.42) est un observateur fonctionnel d’ordre réduit pour le système (3.1)” par “L’EDS (3.64)
avec E = 0 est un observateur fonctionnel d’ordre réduit pour le système (3.2)”.
La contrainte (3.52) correspond à la contrainte (3.77) lorsque E = 0, la condition (3.53)
implique donc la condition (3.78), mais la réciproque est fausse. ￿
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3.3.2.3 Exemple
Dans cette section, on reprend l’exemple décrivant l’évolution du nombre de cellules cancé-
reuses présenté dans la section 3.3.1.4. C’est le modèle C avec trois compartiments, donné dans
[ŚLS03, LS03] et reformulé sous la forme de l’EDS (3.37), qui est retenu avec l’équation de me-
sure (3.1b) et la variable à estimer donnée par la relation (3.1c). On obtient donc le système
stochastique suivant
dx(t) = ((At0 + u1(t)At1 + u2(t)At2)x(t)) dt+Awx(t) dwx(t) (3.84a)
dy(t) = Cx(t) dt+Dx(t) dwy(t) (3.84b)
z(t) = Lx(t) (3.84c)
où les matrices At0 , At1 , At2 et Aw sont les mêmes que dans l’EDS (3.37a) et où
C =
￿
1 1 1
1 0 0.5
￿
, D =
￿
0.1 0 0.1
0 0.1 0.1
￿
et L =
￿
1 0 0
￿
.
On a donc z(t) = x1(t).
Le système stochastique (3.84) correspond à (3.1) avec ￿(x(t)) = 0, n = 3, m = 2, p = 2,
d = 1, et h = 1.
L’hypothèse 2.3.1 est vérifiée.
Pour déterminer les matricesM0,M1,M2, N0, N1 et N2 de l’observateur d’ordre réduit (3.42)
pour le système stochastique (3.84), on procède en deux étapes comme dans l’exemple 3.3.1.4.
Cette procédure en deux étapes est une conséquence directe des théorèmes 2.6.1 et 3.3.2, ainsi
que de la remarque 3.3.1.
1ère étape : Stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.84a) avec le
théorème 1.5.9.
Les calculs sont identiques à ceux qui sont développés dans la section 3.3.1.4 à la page 88.
2ème étape : Synthèse des matrices M0, M1, M2, N0, N1 et N2 du filtre d’ordre réduit (3.42).
La condition (3.53) est vérifiée puisque
rang


LAt0 LAt1 LAt2
C 0 0
0 C 0
0 0 C
L 0 0
0 L 0
0 0 L


= rang


C 0 0
0 C 0
0 0 C
L 0 0
0 L 0
0 0 L


= 9
Puisque ￿(x(t)) = 0 dans l’EDS (3.84a), la LMI (3.58) dans le thérorème 3.3.2 se simplifie
comme suit ￿
(QA−RC) + (QA−RC)T + µ5Ir + 2βrQ QB−RD
(QB−RD)T −µ5Imr
￿
< 0. (3.58-bis)
Avec µ3 = 0.01 et βr = 0.3, la LMI (3.58-bis) donne les solutions suivantes
Q = 0.005562,
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R =
￿
−7.7522 10−11 −6.1026 105 1.2788 10−10 −1.7776 105 1 −9.028 105
￿
.
Le gain Z = Q−1R est donné par (voir (3.54))
Z =
￿
−1.3938 10−8 −1.0972 108 2.2992 10−8 −3.196 107 179.79 −1.6231 108
￿
.
Les matrices M0, M1, M2, N0, N1 et N2 du filtre d’ordre réduit (3.42) sont données par (voir
(3.51) et (3.54))
M0 = −3.65, M1 = 3.6, M2 = −0.05,
N0 =
￿
−1.8272 10−8 3.6
￿
, N1 =
￿
−2.6612 10−9 −3.6
￿
, N2 =
￿
−1.3515 10−8 7.2082× 10−8
￿
.
Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

1.5
1
2
 , ￿z0 = 0
et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.002 seconde
(voir (1.32)).
Les figures obtenues sont les suivantes (figures 3.11 et 3.12) : elles permettent de valider la
convergence de l’estimation ￿z(t) vers la fonctionnelle z(t) de l’état réel et de comparer la vitesse
de convergence de l’erreur de filtrage par rapport à celle de la fonctionnelle. La fonctionnelle z(t)
et son estimation ￿z(t) sont représentées sur la figure 3.11. La valeur absolue de la fonctionnelle
z(t) est comparée à celle de l’erreur de filtrage er(t) dans la figure 3.12.
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Figure 3.11 – Fonctionnelle z(t) (bleu, continu) et estimation ￿z(t) (rouge, discontinu).
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Figure 3.12 – Valeur absolue de la fonctionnelle |z(t)| (bleu, continu) et de l’erreur de filtrage
|er(t)| (rouge, discontinu).
La convergence de l’estimation ￿z(t) vers la fonctionnelle z(t) est illustrée dans la figure 3.11.
La nature exponentielle de cette convergence est mise en évidence dans la figure 3.12. La figure
3.12 montre que l’erreur de filtrage converge plus rapidement que la fonctionnelle.
Les résultats obtenus dans ces simulations confirment l’importance du paramètre βr introduit
dans le lemme 2.6.1 pour agir sur le taux de décroissance exponentielle de l’erreur d’observation.
Ce paramètre intervient dans la LMI (3.58) dans le thérorème 3.3.2 (en réalité dans la LMI
(3.58-bis) puisque ￿(x(t)) = 0 dans l’EDS (3.84a)).
3.4 Observateurs avec des non linéarités de type one-sided Lip-
schitz
Dans cette section, la fonction ￿(x) est one-sided Lipschitz, c’est-à-dire qu’il existe un réel a
tel que (voir (A.1.11))
(￿(x1)− ￿(x2))T (x1 − x2) ￿ a ￿x1 − x2￿2 ∀x1 ∈ IRn, ∀x2 ∈ IRn (3.85)
et quadratiquement bornée, c’est-à-dire qu’il existe deux réels b et c tels que (voir (A.1.12))
￿￿(x1)− ￿(x2)￿2 ￿ b ￿x1 − x2￿2 + c(￿(x1)− ￿(x2))T (x1 − x2) ∀x1 ∈ IRn, ∀x2 ∈ IRn. (3.86)
Une discussion comparative sur les fonctions Lipschitz, one-sided Lipschitz et quadratique-
ment bornées est faite en annexe dans la section A.1.3 où la figure A.1 illustre les relations entre
ces trois propriétés.
Pour les systèmes non linéaires déterministes, les propriétés (3.85) et (3.86) ont été utilisées
dans [Hu06, Hu08, XHZ09, ZH09, AM10, LM10, ZTS10, BBZ12, ZLSH11, ZSZY12] pour synthé-
tiser des observateurs et dans [BZSM15a] dans le cas des systèmes non linéaires stochastiques.
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La condition (3.85) généralise la classe des fonctions Lipschitz afin de prendre en compte une
classe plus générale de systèmes non linéaires [Hu06, AM10]. La constante a pour les fonctions
one-sided Lipschitz dans (3.85) peut être positive, nulle ou négative, tandis que la constante de
Lipschitz dans (3.6) doit être positive. De plus, si la fonction ￿(x) est Lipschitz, alors elle est
à la fois one-sided Lipschitz et quadratiquement bornée (b > 0 et c = 0), mais la réciproque
est fausse [AM10] (voir figure A.1). La condition one-sided Lipschitz (3.85) permet d’obtenir
des conditions moins pessimistes pour la stabilité de l’erreur d’observation que la condition de
Lipschitz ([Hu06, AM10, ZLSH11]) puisque la constante a dans (3.85) est plus petite ou égale
que la constante de Lipschitz κ dans (3.6). La bornitude quadratique définie dans (3.86) permet
d’obtenir des conditions de type LMI qui sont solvables [ZLSH11].
Avec (3.85) et (3.86), les conditions d’existence et d’unicité de la solution x(t), données par
le théorème 1.4.4, sont donc satisfaites pour les EDS (3.1a) et (3.2a).
Cette section est dédiée à la synthèse d’observateurs d’ordre plein. Il faut estimer tout le
vecteur d’état x(t), donc la relation (3.1c) ou (3.2c) est remplacée par
z(t) = x(t) (3.87)
dans la suite de cette section. On a donc L = In et r = n.
Dans cette section, l’ensemble Ω des entrées admissibles u(t), défini dans (3.3), est remplacé
par l’ensemble Ω suivant
Ω = {u(t) ∈ IRm | uimin￿ui(t)￿uimax, µi,min￿ u˙i(t)￿µi,max}. (3.88)
Comme annoncé à la fin de la section 3.2, la structure polytopique de l’ensemble des entrées
admissibles (3.88) va être exploitée pour la synthèse d’un observateur alors que c’est l’autre
propriété de l’ensemble des entrées admissibles (3.3), c’est-à-dire la bornitude des entrées admis-
sibles, qui a été utilisée dans la section 3.3 pour la synthèse d’observateurs.
3.4.1 Cas des mesures stochastiques
Pour le système stochastique (3.1) avec des mesures stochastiques (voir (3.1b)), l’observateur
d’ordre plein proposé a la structure suivante
d￿x(t) = ￿At0￿x(t) + m￿
i=1
ui(t)Ati￿x(t) + ￿(￿x(t))
￿
dt
+
￿
K0 +
m￿
i=1
Kiui(t)
￿
(dy(t)− C￿x(t) dt) (3.89)
où ￿x(t) est l’estimation de l’état x(t) et K0 et Ki sont des gains à déterminer pour que l’erreur
d’observation
e(t) = x(t)− ￿x(t) (3.90)
converge exponentiellement presque sûrement.
En comparant l’observateur (3.89) avec la forme générale (2.3) donnée dans le chapitre 2, le
gain est ψ(u(t)) = K0 +
￿m
i=1Kiui(t).
L’expression de la dynamique de l’erreur d’observation, obtenue en combinant l’EDS (3.1) et
l’observateur (3.89), est donnée par
106
3.4. Observateurs avec des non linéarités de type one-sided Lipschitz
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati −KiC)ui(t))
￿
e(t) + ￿(x(t))− ￿(￿x(t))￿ dt
+
d￿
j=1
Awjx(t) dwxj (t)−
￿
K0 +
m￿
i=1
Kiui(t)
￿￿
h￿
k=1
Dkx(t) dwyk(t)
￿
. (3.91)
Afin d’appliquer le théorème 2.5.1, l’EDS (2.6) dans le chapitre 2 est obtenue en posant
f1(x(t), u(t)) =
￿
At0 +
m￿
i=1
ui(t)Ati
￿
x(t) + ￿(x(t)), (3.92a)
g1(x(t)) =
￿
Aw1x(t) . . . Awdx(t) 0
￿
, (3.92b)
f2(x(t), e(t), u(t)) =
￿
At0−K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)+￿(x(t))−￿(x(t)−e(t)), (3.92c)
g2(x(t), u(t)) =
￿
Aw1x(t) . . . Awdx(t) −g2y(x(t), u(t))
￿
, (3.92d)
w(t) =
￿
wx(t)
wy(t)
￿
, X(t) =
￿
x(t)
e(t)
￿
, (3.92e)
avec
g2y(x(t), u(t)) =
￿
(K0 +
￿m
i=1Kiui(t))D1x(t) . . . (K0 +
￿m
i=1Kiui(t))Dhx(t)
￿
.
Avec les notations ci-dessus, les EDS (2.8) et (2.9) sont obtenues en posant x1(t) = x(t),
x2(t) = e(t), x1(t) = x(t) et x2(t) = e(t) et l’hypothèse 2.4.1 est vérifiée puisque la fonction
￿(x(t)) satisfait la condition one-sided Lipschitz (3.85). Le théorème 2.5.1 s’applique donc en
remplaçant l’hypothèse 2.2.1 par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.1a) et
l’EDO (2.43) par
e˙(t) =
￿
At0 −K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)− ￿(−e(t)). (3.93)
A la diﬀérence de la section 3.3 où on a exploité la bornitude des commandes u(t) en rem-
plaçant l’ensemble des entrées admissibles Ω (voir (3.3)) par des nouvelles entrées “équivalentes”
ε(t) ∈ Ωε définies dans (3.13) et vérifiant ∆n(ε(t))∆Tn (ε(t)) ￿ Imn (voir (3.16)), c’est la structure
polytopique de l’ensemble Ω, défini dans (3.88), qui va être utilisée pour appliquer le théorème
2.5.1. C’est pourquoi on choisit une fonction de Lyapunov candidate de la forme
Vx(x(t)) = x
T (t)P (u(t))x(t) = xT (t)
￿
P0 +
m￿
i=1
Piui(t)
￿
x(t)
polytopique pour analyser la stabilité, avec P (u(t)) = P T (u(t)) > 0.
Cette classe de fonctions de Lyapunov permet de réduire le pessimisme dans les conditions
assurant la stabilité exponentielle presque sûre puisque on utilise explicitement une“ structure
bilinéaire” des systèmes stochastiques considérés (voir (3.1a) et (3.93)).
En se basant sur la définition de l’ensemble des entrées admissibles Ω (3.88), on introduit le
vecteur ζ(t) suivant
ζT (t) = [ζ1(t) . . . ζm(t) ζm+1(t) . . . ζ2m(t)] = [u1(t) . . . um(t) u˙1(t) . . . u˙m(t)] (3.94)
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qui appartient au polytope convexe P suivant
P = [u1min, u1max]× . . .× [ummin, ummax]× [µ1min, µ1max]× . . .× [µmmin, µmmax] . (3.95)
L’ensemble des ν = 22m sommets du polytope P est S
S = {β = [β1 . . .βi . . .β2m]T∈ IR2m | ∀ i ∈ [1,m] ,
βi ∈ {uimin, uimax} et
∀ i ∈ [m+ 1, 2m] ,βi ∈ {µimin, µimax}}. (3.96)
Les notations suivantes
P (ζ(t)) = P0 +
m￿
i=1
Piζi(t), P˙ (ζ(t)) =
2m￿
i=m+1
Piζi(t),
Q(ζ(t)) = Q0 +
m￿
i=1
Qiζi(t), Q˙(ζ(t)) =
2m￿
i=m+1
Qiζi(t),
At(ζ(t)) = At0 +
m￿
i=1
Atiζi(t), K =
￿
K0 . . . Km
￿
, C(ζ(t)) =
￿
CT CT ζ1(t) . . . CT ζm(t)
￿T
,
sont utilisées dans le théorème 3.4.1.
Théorème 3.4.1. [BZSM15a] On considère que l’hypothèse 2.4.1 et les conditions (3.85) et
(3.86) sont satisfaites. Soit βk ∈ S les vecteurs définis dans (3.96). Il existe P (ζ(t)) = P T (ζ(t)),
Q(ζ(t)) = QT (ζ(t)) > 0, F , G et Y et des réels c1 > 0, εk1 > 0, εk2 > 0, εk3 > 0 et εk4 > 0 (pour
i = 1, . . . , d) tels que les LMI suivantes sont vérifiées pour tout k = 1, . . . , 22m
0 < c1In ￿ P (βk) (3.97)
(a) ￿ ￿ ￿ . . . ￿
(b) −F−F T 0 0 . . . 0
(c) 0 −εk2In 0 . . . 0
P (βk)Aw1 0 0 −P (βk) . . .
...
...
...
... . . . . . . 0
P (βk)Awd 0 0 . . . 0 −P (βk)

<0, (3.98)

(d) ￿ ￿
GTAt(βk)− YC(βk) +Q(βk)−G −G−GT 0
Q(βk)− (ε
k
3
2
− ε
k
4c
2
)In 0 −εk4In
 < 0 (3.99)
où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, avec
(a) = ATt (βk)F + F TAt(βk)− ρP (βk) + P˙ (βk) + (εk1a+ εk2b)In,
(b) = F TAt(βk) + P (βk)− F,
(c) = P (βk)− (ε1
2
− ε2c
2
)In,
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(d) = ATt (βk)G+GTAt(βk)− CT (βk)YT − YC(βk) + Q˙(βk) + (εk3a+ εk4b)In,
et si, pour tout i = 1, . . . , d et k = 1, . . . , 22m, l’une des deux inégalités suivantes
ATwiP (β
k) + P (βk)Awi −
￿
2ρiP (β
k) > 0, (3.100)
ATwiP (β
k) + P (βk)Awi +
￿
2ρiP (β
k) < 0, (3.101)
est vérifiée, alors le système (3.89) est un observateur pour le système stochastique (3.1) garantis-
sant la stabilité exponentielle presque sûre de l’erreur de filtrage avec Ki = G−TYi (i = 1, . . . ,m)
et Y = [ Y0 . . . Ym ].
Démonstration.
1ère étape : Stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.1a).
Soit la fonction de Lyapunov candidate Vx(x(t)) = xT (t)P (ζ(t))x(t) avec P (ζ(t)) = P T (ζ(t)) =
P0 +
￿m
i=1 Piζi(t) > 0 où le vecteur ζ(t) est défini dans (3.94).
L’EDS (3.1a) est réécrite sous la forme d’une EADS équivalente suivante (voir (5.1))￿
In 0
0 0
￿￿
dx(t)
dη
￿
=
￿￿
0 In
At(ζ(t)) −In
￿￿
x(t)
η(t)
￿
+
￿
￿(x(t))
0
￿￿
dt+
￿
Aw(x(t))
0
￿
dwx(t) (3.102)
avec At(ζ) = At0 +
￿m
i=1Atiζi(t) et Aw(x(t)) = [Aw1x(t) . . . Awdx(t) ].
En lien avec l’EADS ci-dessus, la fonction de Lyapunov candidate Vx(x(t)) est reformulée
comme suit
Vx(x(t)) = x
T (t)P (ζ(t))x(t) = xT (t)
￿
P0 +
m￿
i=1
Piζi(t)
￿
x(t)
= V x(x(t), η(t)) =
￿
xT (t) ηT (t)
￿ ￿In 0
0 0
￿
￿ ￿￿ ￿
ET
￿
P (ζ(t)) 0
F F
￿
￿ ￿￿ ￿
P(ζ(t))
￿
x(t)
η(t)
￿
(3.103)
avec la contrainte (voir (5.29) et (5.30))
ETP(ζ(t)) = PT (ζ(t))E ￿ 0. (3.104)
Puisque P (ζ(t)) = P T (ζ(t)) > 0, la contrainte (3.104) est satisfaite.
Pour la suite de la démonstration, on choisit E+ = E comme pseudo-inverse réflexive de E
(voir section A.2.2).
Puisque E+ = E et ET = E et que les deux conditions suivantes (voir (5.43a) et (5.43b))
(I2n − EE+)
￿￿
0 In
At(ζ(t)) −In
￿￿
x(t)
η(t)
￿
+
￿
￿(x(t))
0
￿￿
=
￿
0
At(ζ(t))x(t)− η(t)
￿
=
￿
0
0
￿
(3.105)
(I2n − EE+)
￿
Aw(x(t))
0
￿
=
￿
0
0
￿
(3.106)
sont vérifiées, la formule d’Itô pour les systèmes singuliers donne (voir les équations (5.42a) et
(5.42b) avec la remarque 5.2.6)
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LV x(x(t), η(t)) =
￿
xT (t) ηT (t)
￿￿￿ 0 At(ζ(t))T
In −In
￿￿
P (ζ(t)) 0
F F
￿
+
￿
P (ζ(t)) F T
0 F T
￿￿
0 In
At(ζ(t)) −In
￿
+
￿
P˙ (ζ(t)) 0
0 0
￿￿￿
x(t)
η(t)
￿
+2
￿
￿T (x(t)) 0
￿ ￿P (ζ(t)) 0
F F
￿￿
x(t)
η(t)
￿
+tr
￿￿
ATw(x(t)) 0
￿ ￿P (ζ(t)) 0
F F
￿￿
In 0
0 0
￿￿
Aw(x(t))
0
￿￿
=
￿
xT (t) ηT (t)
￿ ￿ (1, 1) ￿
F TAt(ζ(t))+P (ζ(t))−F −F−F T
￿￿
x(t)
η(t)
￿
+2￿T (x(t))P (ζ(t))x(t), (3.107a)
BV v(x(t), η(t)) = 2
￿
xT (t) ηT (t)
￿ ￿P (ζ(t)) F T
0 F T
￿￿
Aw1x(t) . . . Awdx(t)
0 . . . 0
￿
= 2
￿
xT (t)P (ζ(t))Aw1x(t) . . . x
T (t)P (ζ(t))Awdx(t)
￿
, (3.107b)
avec (1, 1) = ATt (ζ(t))F + F TAt(ζ(t)) +
￿d
j=1A
T
wjP (ζ(t))Awj + P˙ (ζ(t)).
En utilisant les notations xu(t) et xv(t) introduites dans l’équation (5.4), les variables algé-
briques xv(t) peut être déduites de manière unique de l’équation (3.105) en fonction des variables
dynamiques xu(t) comme suit ￿
0
η(t)
￿
￿ ￿￿ ￿
xv(t)
=
￿
0 0
At(ζ(t)) 0
￿￿
x(t)
0
￿
￿ ￿￿ ￿
xu(t)
. (3.108)
Puisque l’EADS (3.102) est d’indice 1 (voir (3.106) et (3.108) avec la définition 5.2.1), le
lemme 5.2.3 montre que l’on peut utiliser le théorème 1.5.3 avec LV x(x(t), η(t)) etBV x(x(t), η(t))
calculés dans (3.107).
Il reste donc à appliquer le théorème 1.5.3 à l’EADS (3.102). Puisque V x(x(t), η(t)) =
V x(xu(t)) = xT (t)P (ζ(t))x(t), la condition (1.50a) est satisfaite si on choisit p = 2 et c1 afin que
les 22m LMI (3.97) soient vérifiées.
En utilisant (3.107a), la condition (1.50b) est vraie s’il existe un réel c2 < ρ tel que
x(t)
η(t)
￿(x(t))

T 
(1, 1)− ρP (ζ(t)) ￿ P (ζ(t))
F TAt(ζ(t)) + P (ζ(t))− F −F − F T 0
P (ζ(t)) 0 0


x(t)
η(t)
￿(x(t))
 < 0. (3.109)
Puisque la LMI dans (3.109) a un bloc de zéros sur la diagonale, on va utiliser les hypo-
thèses (3.85) et (3.86) de la même manière que dans [ZLSH11], [ZSZY12]. On définit γ1(t) =
ε1(axT (t)x(t)− ￿T (x(t))x(t)) > 0 et γ2(t) = ε2(bxT (t)x(t)+ c ￿T (x(t))x(t)− ￿T (x(t))￿(x(t))) > 0
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où ε1 > 0 et ε2 > 0 sont des réels donnés. En ajoutant γ1(t) et γ2(t) au terme de gauche de
l’inégalité (3.109), cette inégalité est vraie si
x(t)
η(t)
￿(x(t))

T 
(1, 1)− ρP (ζ(t)) + (ε1a+ ε2b)In ￿ ￿
F TAt(ζ(t)) + P (ζ(t))− F −F − F T 0
P (ζ(t))− (ε1
2
− ε2c
2
)In 0 −ε2In


x(t)
η(t)
￿(x(t))
 < 0. (3.110)
Le passage de l’inégalité (3.109) à l’inégalité (3.110) s’explique comme suit.
L’hypothèse (3.85) implique l’existence d’un réel ε1 > 0 tel que
ε1(a ￿x(t)￿2 − xT (t)￿(x(t))) ￿ 0
et l’inégalité ci-dessus est équivalente à
x(t)
η(t)
￿(x(t))

T

ε1aIn 0
−ε1In
2
0 0 0
−ε1In
2
0 0


x(t)
η(t)
￿(x(t))
 ￿ 0. (3.111)
L’hypothèse (3.86) implique l’existence d’un réel ε2 > 0 tel que
ε2(b ￿x(t)￿2 + cxT (t)￿(x(t))− ￿(x(t))T ￿(x(t))) ￿ 0
et l’inégalité ci-dessus est équivalente à
x(t)
η(t)
￿(x(t))

T

ε2bIn 0
ε2cIn
2
0 0 0
ε2cIn
2
0 −ε2In


x(t)
η(t)
￿(x(t))
 ￿ 0. (3.112)
L’inégalité (3.110) est obtenue en ajoutant les inégalités (3.111) et (3.112) à l’inégalité (3.109).
En utilisant la convexité du polytope P et en appliquant le lemme de Schur, l’inégalité
(3.110) est satisfaite si les 22m LMIs (3.98) sont vérifiées en remplaçant ε1 et ε2 par εk1 et εk2 avec
k = 1, . . . , 22
m .
En utilisant (3.107b), la convexité du polytope P et la définition de Aw(x), la condition
(1.50c) est vérifiée s’il existe c3 = 2ρ =
￿d
i=1 ρi avec ρi ￿ 0 tels que l’une des deux LMI (3.100)
ou (3.101) est satisfaite.
Puisque c2 < ρ et c3 = 2ρ ￿ 0, l’inégalité c3 > 2c2 (voir (1.52)) est satisfaite et la stabilité
exponentielle presque sûre du point d’équilibre de l’EDS (3.1a) est prouvée.
2ème étape : Stabilité exponentielle du point d’équilibre de l’EDO (3.93).
Soit la fonction de Lyapunov candidate Ve(x(t)) = eT (t)Q(ζ(t))e(t) avecQ(ζ(t)) = QT (ζ(t)) =
Q0 +
￿m
i=1Qiζi(t) > 0 où le vecteur ζ(t) est défini dans (3.94).
En suivant l’approche “singulière” développée dans [FS02, CM04], l’EDO (3.93) et la fonction
de Lyapunov Ve(e(t)) peuvent être écrites comme suit￿
In 0
0 0
￿￿
e˙(t)
˙ϕ(t)
￿
=
￿
0 In
At(ζ(t))−KC(ζ(t)) −In
￿￿
e(t)
ϕ(t)
￿
+
￿
−￿(−e(t))
0
￿
, (3.113)
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Ve(e(t)) = e
T (t)Q(ζ(t))e(t) = eT (t)
￿
Q0 +
m￿
i=1
Qiζi(t))
￿
e(t)
= V e(e(t),ϕ(t)) =
￿
eT (t) ϕT (t)
￿ ￿In 0
0 0
￿
￿ ￿￿ ￿
ET
￿
Q(ζ(t)) 0
G G
￿
￿ ￿￿ ￿
Q(ζ(t))
￿
e(t)
ϕ(t)
￿
(3.114)
avec K = [ K0 . . . Km] et C(ζ(t)) = [ CT CT ζ1(t) . . . CT ζm(t)]T .
La contrainte (voir (5.29) et (5.30))
ETQ(ζ(t)) = QT (ζ(t))E ￿ 0. (3.115)
est vérifiée puisque Q(ζ(t)) = QT (ζ(t)) > 0.
Comme dans la 1ère partie de la démonstration, on choisit E+ = E comme pseudo-inverse
réflexive de E. Puisque E+ = E et ET = E, la dérivée temporelle de la fonction de Lyapunov
V (e(t),ϕ(t)) le long de la trajectoire du système (3.113) est donnée par
V˙ e(e(t),ϕ(t)) =
￿
e(t)
ϕ(t)
￿T ￿ 0 In
At(ζ(t))−KC(ζ(t)) −In
￿T ￿
Q(ζ) 0
G G
￿
+
￿
Q(ζ(t)) GT
0 GT
￿T ￿
0 In
At(ζ(t))−KC(ζ(t)) −In
￿
+
￿
Q˙(ζ(t)) 0
0 0
￿￿e(t)
ϕ(t)
￿
+ 2
￿
−￿(−e(t))T 0
￿ ￿Q(ζ(t)) 0
G G
￿￿
e(t)
ϕ(t)
￿
. (3.116)
En appliquant le lemme de Schur et en utilisant la relation précédente, on obtient
V˙ e(e(t),ϕ(t)) =

e(t)
ϕ(t)
−￿(−e(t))

T 
(1, 1)a ￿ Q(ζ(t))
(2, 1)a −G−GT 0
Q(ζ(t)) 0 0


e(t)
ϕ(t)
−￿(−e(t))
 < 0 (3.117)
avec (1, 1)a = ATt (ζ(t))G+GTAt(ζ(t))−CT (ζ(t))YT−YC(ζ(t))+Q˙(ζ(t)), (2, 1)a = GTAt(ζ(t))−
YC(ζ(t)) +Q(ζ(t))−G, Yi = GTKi et Y = [ Y0 . . . Ym].
Puisque la LMI dans (3.117) a un bloc de zéros sur la diagonale, on va utiliser les hypo-
thèses (3.85) et (3.86) de la même manière que dans [ZLSH11], [ZSZY12]. On définit γ3(t) =
ε3(axT (t)x(t)− ￿T (x(t))x(t)) > 0 et γ4(t) = ε4(bxT (t)x(t)+ c ￿T (x(t))x(t)− ￿T (x(t))￿(x(t))) > 0
où ε3 > 0 et ε4 > 0 sont des réels donnés. En ajoutant γ3(t) et γ4(t) au terme de gauche de
l’inégalité (3.117), cette inégalité est vraie si
e(t)
ϕ(t)
−￿(−e(t))

T 
(1, 1)a + (ε3a+ ε4b)In ￿ ￿
GTAt(ζ(t))− YC(ζ(t)) +Q(ζ)−G −G−GT 0
Q(ζ(t))− (ε3
2
− ε4c
2
)In 0 −ε4In


e(t)
ϕ(t)
−￿(−e(t))
 < 0.
(3.118)
Le passage de l’inégalité (3.117) à l’inégalité (3.118) s’explique comme suit.
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L’hypothèse (3.85) implique l’existence d’un réel ε3 > 0 tel que
ε3(a ￿e(t)￿2 − eT (t)￿(e(t))) ￿ 0
et l’inégalité ci-dessus est équivalente à
e(t)
ϕ(t)
￿(e(t))

T

ε3aIn 0
−ε3In
2
0 0 0
−ε31In
2
0 0


e(t)
ϕ(t)
￿(e(t))
 ￿ 0. (3.119)
L’hypothèse (3.86) implique l’existence d’un réel ε4 > 0 tel que
ε4(b ￿e(t)￿2 + ceT (t)￿(e(t))− ￿(e(t))T ￿(e(t))) ￿ 0
et l’inégalité ci-dessus est équivalente à
e(t)
ϕ(t)
￿(e(t))

T

ε4bIn 0
ε4cIn
2
0 0 0
ε4cIn
2
0 −ε4In


e(t)
ϕ(t)
￿(e(t))
 ￿ 0. (3.120)
L’inégalité (3.118) est obtenue en ajoutant les inégalités (3.119) et (3.120) à l’inégalité (3.117).
En utilisant la convexité du polytope P, l’inégalité (3.118) est satisfaite si 22m LMIs (3.99)
sont satisfaites en remplaçant ε3 et ε4 par εk3 et εk4 avec k = 1, . . . , 22m . •
Les trois remarques suivantes permettent d’expliciter la démarche suivie dans cette section
et de discuter de l’intérêt des approches qui ont été mises en œuvre pour obtenir le théorème
3.4.1.
Remarque 3.4.1. Dans la 1ère étape de la démonstration ci-dessus, l’EDS (3.1a) est réécrite
sous la forme d’une EADS équivalente donnée par (3.102), c’est-à-dire par￿
In 0
0 0
￿￿
dx(t)
dη
￿
=
￿￿
0 In
At(ζ(t)) −In
￿￿
x(t)
η(t)
￿
+
￿
￿(x(t))
0
￿￿
dt+
￿
Aw(x(t))
0
￿
dwx(t), (EADS-a)
alors que l’on aurait pu choisir l’EADS équivalente￿
In 0
0 0
￿￿
dx(t)
dη
￿
=
￿￿
0 In
At(ζ(t)) −In
￿￿
x(t)
η(t)
￿
+
￿
￿(x(t))
0
￿￿
dt+
￿
0
Aw(x(t))
￿
dwx(t). (EADS-b)
Si on utilise la forme donnée par (EADS-b), alors la condition (3.106) n’est pas vérifiée car
(I2n − EE+)
￿
0
Aw(x(t))
￿
=
￿
0
Aw(x(t))
￿
￿=
￿
0
0
￿
et l’EADS (EADS-b) n’est pas d’indice 1 (voir définition 5.2.1), alors que l’EADS (EADS-a) est
d’indice 1 comme cela a été montré dans la 1ère étape de la démonstration du thérorème 3.4.1
(voir après l’équation (3.108)).
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De plus, l’utilisation de la forme donnée par (EADS-b) dans (3.107b) et (3.107b) donne
tr
￿￿
0 ATw(x(t))
￿ ￿P (ζ(t)) 0
F F
￿￿
In 0
0 0
￿￿
0
Aw(x(t))
￿￿
= 0,
BV v(x(t), η(t)) = 2
￿
ηT (t)P (ζ(t))Aw1x(t) . . . η
T (t)P (ζ(t))Awdx(t)
￿
.
Ainsi, le terme avec la trace dans LV v(x(t), η(t)) est nul alors qu’il ne l’est pas si on utilise la
fonction de Lyapunov Vx(x(t)) = xT (t)P (ζ(t))x(t). De même, BVv(x(t)) ne dépend pas de η(t)
à la diﬀérence de BV v(x(t), η(t)) ci-dessus. ￿
Remarque 3.4.2. Afin de réduire le pessimisme dû à une approche de type Lyapunov dans le
théorème 3.4.1, deux fonctions de Lyapunov polynomiales
Vx(x(t)) = x
T (t)
￿
P0 +
m￿
i=1
Piζi(t)
￿
x(t) et Ve(e(t)) = eT (t)
￿
Q0 +
m￿
i=1
Qiζi(t)
￿
e(t)
ont été utilisées. Ces deux fonctions de Lyapunov ont la même structure qu’une “partie” des non
linéarités que l’EDS (3.1a) (seule la non linéarité ￿(x(t)) n’intervient pas dans ces deux fonctions
de Lyapunov). Ce choix des fonctions de Lyapunov a été fait car ζi(t) = ui(t) pour i = 1, . . . ,m
et car l’entrée u(t) est bornée et appartient à un polytope convexe Ω donné dans (3.88). Les deux
fonctions de Lyapunov utilisées permettent donc d’étendre le domaine de recherche des solutions
des LMI dans le théorème 3.4.1 et d’augmenter ainsi les degrés de liberté dans la synthèse de
l’observateur. ￿
Remarque 3.4.3. Pour éviter les termes quadratiques comme ui(t)uj(t) dans les inégalités
du théorème 3.4.1, une formulation descripteur (pseudo-singulière) est basée sur cette approche
qui a été proposée dans [FS02, CM04]. Cette approche consiste à écrire l’EDS (3.1a) sous une
forme d’une équation algébro-diﬀérentielle stochastique (EADS) donnée par (3.102). De la même
façon, l’EDO (3.93) a été reformulée comme une équation algébro-diﬀérentielle (3.113). Cette
approche de type “singulière” est associée à l’expression des fonctions de Lyapunov V x(x(t), η(t))
et V e(e(t),ϕ(t)).
L’introduction des matrices instrumentales F etG dans les fonctions de Lyapunov V x(x(t), η(t))
et V e(e(t),ϕ(t)) permet d’éviter les produits non linéaires P (ζ(t))At(ζ(t)) et Q(ζ(t))At(ζ(t))
dans les LMI du théorème 3.4.1. Les produits non linéaires P (ζ(t))At(ζ(t)) et Q(ζ(t))At(ζ(t))
ont été respectivement remplacés par les produits linéaires F TAt(ζ(t)) et GTAt(ζ(t)) dans les
LMI de ce théorème.
Cette “linéarisation” obtenue grâce à la reformulation sous une forme algébro-diﬀérentielle
des équations diﬀérentielles stochastique et ordinaire permet donc l’utilisation d’une fonction
de Lyapunov polynômiale, ce qui serait impossible en présence des produits P (ζ(t))At(ζ(t)) et
Q(ζ(t))At(ζ(t)). En eﬀet, une approche polytopique ne peut pas être utilisée avec ces produits
car les sommets du polytope P sont obtenus en combinant les valeurs maximales et minimales des
coordonnées du vecteur ζ(t). Dans ce cas, c’est-à-dire sans utiliser la forme algébro-diﬀérentielle,
pour éviter les produits non linéaires P (ζ(t))At(ζ(t)) et Q(ζ(t))At(ζ(t)), il faudrait employer
deux fonctions de Lyapunov non polynômiales Vx(x(t)) = xTP0x et Ve(e(t)) = eT (t)Q0e(t).
De plus, les matrices instrumentales non symétriques F et G permettent d’introduire des
degrés de liberté supplémentaires dans la résolution des LMI du théorème 3.4.1. Si on pose
F = F T = P (ζ(t)) et G = GT = Q(ζ(t)), alors les inégalités obtenues dans théorème 3.4.1
seraient identiques à celles obtenues avec une formulation non singulière. ￿
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3.4.2 Cas des mesures déterministes
Pour le système stochastique (3.2) avec des mesures déterministes (voir (3.2b)), l’observateur
d’ordre plein proposé a la structure suivante
d￿x(t) = ￿At0￿x(t) + m￿
i=1
ui(t)Ati￿x(t) + ￿(￿x(t))
￿
dt
+
￿
K0 +
m￿
i=1
Kiui(t)
￿
(y(t)− C￿x(t)) dt (3.121)
où ￿x(t) est l’estimation de l’état x(t) et K0 et Ki sont des gains à déterminer pour que l’erreur
d’observation
e(t) = x(t)− ￿x(t) (3.122)
converge exponentiellement presque sûrement.
En comparant l’observateur (3.121) avec la forme générale (2.48) donnée dans le chapitre 2,
le gain est ψ(u(t)) = K0 +
￿m
i=1Kiui(t).
L’expression de la dynamique de l’erreur d’observation, obtenue en combinant l’EDS (3.2) et
l’observateur (3.121), est donnée par
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati −KiC)ui(t))
￿
e(t) + ￿(x(t))− ￿(￿x(t))￿ dt
+
d￿
j=1
Awjx(t) dwxj (t). (3.123)
Afin d’appliquer le théorème 2.5.1, l’EDS (2.6) dans le chapitre 2 est obtenue en posant
f1(x(t), u(t)) =
￿
At0 +
m￿
i=1
ui(t)Ati
￿
x(t) + ￿(x(t)), (3.124a)
g1(x(t)) =
￿
Aw1x(t) . . . Awdx(t)
￿
, (3.124b)
f2(x(t), e(t), u(t)) =
￿
At0−K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)+￿(x(t))−￿(x(t)−e(t)), (3.124c)
g2(x(t), u(t)) =
￿
Aw1x(t) . . . Awdx(t)
￿
, (3.124d)
w(t) = wx(t), X(t) =
￿
x(t)
e(t)
￿
. (3.124e)
En comparant les équations dans (3.92) et (3.124), l’application du théorème 2.5.1 et du
lemme 2.5.1 sur le système stochastique (3.2) avec l’observateur (3.121) donne le théorème 3.4.1
en remplaçant l’expression “alors le système (3.89) est un observateur pour le système stochas-
tique (3.1)” par “alors le système (3.121) est un observateur pour le système stochastique (3.2)”.
Il s’agit d’une conséquence directe des développements présentés dans la section 2.5.2 du chapitre
2 [BZSM12b].
Remarque 3.4.4. Dans ce chapitre, le choix suivant a été fait.
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• La section 3.3 est consacrée au cas où la fonction ￿(x(t)) est Lipschitz et la méthode
pour synthétiser un observateur considère que les entrées u(t) sont bornées en norme, ce
qui a permis de définir une “pseudo-entrée” ε(t) en utilisant les relations (3.13) à (3.16)
[BZSM12b].
• La section 3.4 consacrée au cas où la fonction ￿(x(t)) est one-sided Lipschitz et l’approche
mise en œuvre pour la synthèse d’un observateur exploite la structure polytopique convexe
de l’ensemble Ω (défini en (3.88)) des entrées admissibles u(t) avec une réécriture sous une
forme algébro-diﬀérentielle de l’EDS (3.1a) (ou (3.2a)) [BZSM15a].
Ce choix est arbitraire car on aurait pu inverser l’association entre la nature de la non linéarité
￿(x(t)) (Lipschitz ou one-sided Lipschitz) et la façon de considérer les entrées u(t) dans la synthèse
de l’observateur (entrées bornées en norme ou entrées appartenant à un polytope convexe).
Les développements mathématiques changeant très peu si on eﬀectue cette “inversion”, c’est
pourquoi, afin de ne pas alourdir la rédaction de ce manuscrit de thèse, cette permutation entre
la caractérisation de la fonction ￿(x(t)) et la manière de traiter les entrées n’est pas rédigée. ￿
3.4.3 Exemple
Pour illustrer les développements ci-dessus sur l’observateur d’ordre plein, on considère le
système stochastique (3.1) avec n = 3, m = 2, p = 2, d = 1, h = 1 et les matrices suivantes
At0 =

−0.25 0 0.01
0 1 0.02
0.2 0 1
, At1 =

1 0.02 0.01
0 1 0.03
0.05 0 1
, At2 =

1.2 0.01 0
0.05 1 0.01
0.03 0.01 1
,
Aw =

−3.6492 0.047222 0.53139
−0.27208 −3.9014 −0.63181
0.058333 0.038889 −3.5194
, C =
￿
0 0.1 0.3
0.2 0.2 0
￿
, D =
￿
0.1 0 0
0 0 0.1
￿
et L = I3.
L’espace des entrées admissibles Ω est défini en (3.88) avec les bornes suivantes sur ces entrées
u1,min = −0.2, u1,max = 0.2, u2,min = −0.2, u2,max = 0.2,
µ1min = −3.2, µ1max = 3.2, µ2min = −2.6, µ2max = 2.6.
La non linéarité est donnée par la fonction ￿(x(t)) suivante
￿(x(t)) =

−2(x31(t) + x1(t))
−2(x32(t) + x2(t))
−2(x33(t) + x3(t))

et la condition (3.4) est satisfaite.
Puisque
￿T (x(t))x(t) = −2
3￿
i=1
x2i (t)(x
2
i (t) + 1) ￿ 0,
la fonction ￿(x(t)) est one-sided Lipschitz et vérifie la condition (3.85) avec a = 0. L’hypothèse
2.4.1 est donc satisfaite.
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Pour vérifier que la fonction ￿(x(t)) est localement quadratiquement bornée, c’est-à-dire
qu’elle vérifie la condition (3.86), on calcule les entités suivantes
￿T (x(t))￿(x(t)) = 4
3￿
i=1
x2i (t)(x
2
i (t) + 1)
2 = 4
3￿
i=1
x6i (t) + 2x
4
i (t) + x
2
i (t),
bxT (t)x(t) = b
3￿
i=1
x2i (t),
c￿T (x(t))x(t) = −2c
3￿
i=1
x2i (t)(x
2
i (t) + 1) = −2c
3￿
i=1
x4i (t) + x
2
i (t),
et la condition (3.86) est équivalente à
4
3￿
i=1
x6i (t) + 2x
4
i (t) + x
2
i (t) ￿
3￿
i=1
−2cx4i (t) + (b− 2c)x2i (t). (3.125)
Des conditions suﬃsantes pour satisfaire l’inégalité (3.125) sont
4
3￿
i=1
x2i (t) ￿
3￿
i=1
(b− 2c)x2i (t), (3.126a)
4
3￿
i=1
x6i (t) + 2x
4
i (t) ￿
3￿
i=1
−2cx4i (t) (3.126b)
La condition (3.126a) est équivalente à
4 ￿ b− 2c. (3.127)
La condition (3.126b) est équivalente à
3￿
i=1
x6i (t) = ￿x(t)￿6 ￿ −
￿
1
2
c+ 2
￿ 3￿
i=1
x4i (t) = −
￿
1
2
c+ 2
￿
￿x(t)￿4
et donc à
￿x(t)￿2 ￿ −
￿
1
2
c+ 2
￿
. (3.128)
On choisit b = −150 et c = −145 et les conditions (3.127) et (3.127) donnent
4 ￿ b− 2c = 140
￿x(t)￿2 ￿ −
￿
1
2
c+ 2
￿
= 70.5.
La fonction ￿(x(t)) est donc localement quadratiquement bornée, il suﬃt que ￿x(t)￿2 ￿ 70.5.
On peut remarquer que la fonction ￿(x(t)) est donc localement quadratiquement bornée
quelle que soit la valeur de ￿x(t)￿ finie. En eﬀet, on peut toujours choisir une valeur de c qui soit
négative avec |c| suﬃsamment grande et une valeur de b qui satisfasse 4 ￿ b− 2c.
En choisissant
ρ = 20,
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les LMI (3.97), (3.98), (3.99) et (3.100) (résolues pour les 22m = 16 sommets du polytope P) du
théorème 3.4.1 ont généré les résultats suivants
c1 = 7.4579,￿
ε11 . . . ε
8
1
￿
=
￿
5.4718 0.035932 4.5107 0.032114 4.9 0.033429 4.9395 0.033567
￿
,￿
ε91 . . . ε
16
1
￿
=
￿
2.9111 0.018329 1.9372 0.014406 2.2999 0.015551 2.3434 0.015722
￿
,￿
ε12 . . . ε
8
4
￿
=
￿
4.2327 0.027409 3.2228 0.023218 3.6218 0.024615 3.6642 0.024778
￿
,￿
ε92 . . . ε
16
2
￿
=
￿
4.0755 0.026318 3.0821 0.022249 3.4746 0.0236 3.5165 0.023758
￿
,￿
ε13 . . . ε
8
2
￿
=
￿
5.4718 0.035932 4.5107 0.032114 4.9 0.033429 4.9395 0.033567
￿
,￿
ε93 . . . ε
16
3
￿
=
￿
2.9111 0.018329 1.9372 0.014406 2.2999 0.015551 2.3434 0.015722
￿
,￿
ε14 . . . ε
8
4
￿
=
￿
4.2327 0.027409 3.2228 0.023218 3.6218 0.024615 3.6642 0.024778
￿
,￿
ε94 . . . ε
16
4
￿
=
￿
4.0755 0.026318 3.0821 0.022249 3.4746 0.0236 3.5165 0.023758
￿
,
P0 =

36.146 0.73289 −0.37953
0.73289 36.871 0.61373
−0.37953 0.61373 36.461
, P1 =

44.96 0.22976 −0.86708
0.22976 44.587 0.39662
−0.86708 0.39662 44.25
,
P2 =

45.291 0.36495 −0.90387
0.36495 44.835 0.44147
−0.90387 0.44147 44.421
, F =

71.197 9.9275 −1.793
9.9275 94.076 −2.2363
−1.793 −2.2363 98.714
,
Q0 =

0.027606 0.025798 −2.2645 10−5
0.025798 0.025434 2.192 10−5
−2.2645 10−5 2.192 10−5 0.052303
,
Q1 =

0.23898 0.027577 −2.5717 10−5
0.027577 0.23728 2.4189 10−5
−2.5717 10−5 2.4189 10−5 0.26567
,
Q2 =

0.25799 0.039858 −3.5491 10−5
0.039858 0.25538 3.5875 10−5
−3.5491 10−5 3.5875 10−5 0.29652
,
G =

0.4677 0.4146 −0.00066056
0.4146 0.40085 0.00066045
−0.00066056 0.00066045 0.85062
,
Y0 =

0.0007903 31.222
0.0042353 28.705
2.3099 −57.708
, Y1 =

0.0037226 1.785
0.0030082 1.6834
0.14388 −3.49
, Y2 =

0.00087725 2.1436
0.00076222 1.9557
0.14282 −3.4856
.
Afin de diminuer le nombre de variables de décision que le solveur de LMI doit calculer, on
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a choisi de poser εk1 = εk3 et εk2 = εk4 pour k = 1, . . . , 22
m
= 16.
Les gains K0 = G−TY0, K1 = G−TY1 et K2 = G−TY2 de l’observateur (3.89) sont
K0 =

0.0015048 37.05
0.0045352 33.401
2.7156 −67.839
, K1 =

0.021572 0.98414
−0.015087 3.1885
0.16917 −4.1046
, K2 =

0.008091 2.9669
−0.0067438 1.8169
0.16791 −4.0968
.
Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

−1
0.25
0.5
 , ￿x0 =

−1.15
0.3
0.6

et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.005 seconde
(voir (1.32)).
Les figures 3.13 à 3.19 confirment l’eﬃcience de l’approche proposée. Elles permettent de
valider, pour chacune des trois coordonnées du vecteur d’état, la convergence de l’état estimé
vers l’état réel et de comparer la vitesse de convergence de l’erreur de filtrage par rapport à celle
de l’état. L’état x(t) et l’état estimé ￿x(t) sont représentés sur les figures 3.13 à 3.15 pour chacune
des trois coordonnées. La valeur absolue de l’état xi(t) est comparée à celle de l’erreur de filtrage
ei(t) dans les figures 3.16 à 3.18 pour i = 1, 2, 3. La figure 3.19 montre la norme des vecteurs
d’état x(t) et d’erreur de filtrage e(t).
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fig 1 −−> etat x1 et etat estime xc1
Temps [s]
Figure 3.13 – Etat x1(t) (bleu, continu) et estimation ￿x1(t) (rouge, discontinu).
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fig 2 −−> etat x2 et etat estime xc2
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Figure 3.14 – Etat x2(t) (bleu, continu) et estimation ￿x2(t) (rouge, discontinu).
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fig 3 −−> etat x3 et etat estime xc3
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Figure 3.15 – Etat x3(t) (bleu, continu) et estimation ￿x3(t) (rouge, discontinu).
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fig 4 −−> abs etat x1 et abs e1
Temps [s]
Figure 3.16 – Valeur absolue de l’état |x1(t)| (bleu, continu) et de l’erreur de filtrage |e1(t)|
(rouge, discontinu).
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Figure 3.17 – Valeur absolue de l’état |x2(t)| (bleu, continu) et de l’erreur de filtrage |e2(t)|
(rouge, discontinu).
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Figure 3.18 – Valeur absolue de l’état |x3(t)| (bleu, continu) et de l’erreur de filtrage |e3(t)|
(rouge, discontinu).
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Figure 3.19 – Norme de l’état ￿x(t)￿ (bleu, continu) et de l’erreur de filtrage ￿e(t)￿ (rouge,
discontinu).
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La convergence de l’estimation ￿x(t) vers l’état x(t) pour chacune des trois coordonnées est
illustrée dans les figures 3.13, 3.14 et 3.15. La nature exponentielle de cette convergence est mise
en évidence dans les figures 3.16, 3.17 et 3.18. La figure 3.19 montre que l’erreur de filtrage
converge plus rapidement que l’état, ce que confirment les figures 3.16, 3.17 et 3.18 pour chacune
des trois coordonnées.
Comparaison des approches polytopique avec une fonction de Lyapunov polynômiale et polyto-
pique “classique” (c’est-à-dire avec une fonction de Lyapunov non polynômiale).
Afin de valider l’intérêt d’utiliser des fonctions de Lyapunov polynômiales (voir (3.103) et
(3.114)) avec une modélisation algébro-diﬀérentielle du système (voir (3.102) et (3.113)), les gains
de l’observateur (3.89) vont être recalculés en utilisant des fonctions de Lyapunov quadratique
“standard” données par
Vx(x(t)) = xT (t)P0x(t) et Ve(e(t)) = eT (t)Q0e(t) (3.129)
avec P0 = PT0 > 0 et avec Q0 = QT0 > 0.
De plus, l’EADS (3.102) et l’EDAO (3.113) sont respectivement remplacées par l’EDS (3.1a)
et l’EDO (3.93).
Avec les fonctions de Lyapunov ci-dessus, l’EDS (3.1a) et l’EDO (3.93), le théorème 3.4.1 est
modifié comme suit : la condition (3.97) est supprimée, les 22m LMI (3.98) sont remplacées par
ATt (βk)P0 + P0At(βk)− ρP0 + (εk1a+ εk2b)In ￿ ￿ . . . ￿
P0 − (ε
k
1
2
− ε
k
2c
2
)In −εk2In 0 . . . 0
P0Aw1 0 −P0 . . .
...
...
... . . . . . . 0
P0Awd 0 . . . 0 −P0

< 0, (3.130)
les 22m LMI (3.99) sont remplacées parATt (βk)Q0 +Q0At(βk)− CT (βk)YT − YC(βk) + (εk3a+ εk4b)In ￿
Q0 − (ε
k
3
2
− ε
k
4c
2
)In −εk4In
 < 0 (3.131)
et les 22mm LMI (3.100) et (3.101) sont remplacées par
ATwiP0 + P0Awi −
￿
2ρiP0 > 0, (3.132)
ATwiP0 + P0Awi +
￿
2ρiP0 < 0, (3.133)
avec i = 1, . . . ,m et k = 1, . . . , 22m.
Les LMI ci-dessus ont été obtenues en posant P0 = P (ζ(t)) = F = F T > 0, Q0 = Q(ζ(t)) =
G = GT > 0, At(ζ(t))x(t) − η(t) = 0 (la variable η(t) est donc remplacée par At(ζ(t))x(t))
et (At(ζ(t)) − KC(ζ(t)))e(t) − ϕ(t) = 0 (la variable ϕ(t) est donc remplacée par (At(ζ(t)) −
KC(ζ(t)))e(t)) dans les développements mathématiques dans la démonstration du théorème 3.4.1.
En choisissant
ρ = 20,
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la résolution des LMI (3.130), (3.131) et (3.133) a donné les résultats numériques suivants
P0 =

0.020518 0.0014497 0.00024594
0.0014497 0.021234 0.0013065
0.00024594 0.0013065 0.024357
,Q0 =

45.845 −0.015659 0.047384
−0.015659 46.321 −0.12083
0.047384 −0.12083 46.129
,
Y0 =

−4444.2 −174.52
−4508.9 2368.4
67.212 6724.3
, Y1 =

−342.11 88.756
−311.64 243.64
105.21 474.53
, Y2 =

52.792 126.04
93.251 32.444
103.66 −129.5
.
Les gains K0 = Q−10 Y0, K1 = Q−10 Y1 et K2 = Q−10 Y2 de l’observateur (3.89) sont
K0 =

−96.974 −3.94
−97.37 51.509
1.3016 145.91
,K1 =

−7.4669 1.9271
−6.7244 5.2873
2.2709 10.299
,K2 =

1.1499 2.7524
2.0194 0.69401
2.2513 −2.8084
.
Les figures 3.20, 3.21 et 3.22 permettent de comparer l’observateur (3.89) synthétisé avec le
théorème 3.4.1 avec ce même observateur synthétisé avec les LMI (3.130), (3.131), (3.132) et
(3.133) (voir figures 3.13, 3.14 et 3.15).
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Figure 3.20 – Etat x1(t) (bleu, continu) et estimation ￿x1(t) avec les fonctions de Lyapunov non
polynômiales (rouge, discontinu).
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Figure 3.21 – Etat x2(t) (bleu, continu) et estimation ￿x2(t) avec les fonctions de Lyapunov non
polynômiales (rouge, discontinu).
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Figure 3.22 – Etat x3(t) (bleu, continu)et estimation ￿x3(t) avec les fonctions de Lyapunov non
polynômiales (rouge, discontinu).
Dans les figures 3.20, 3.21 et 3.22 données ci-dessous, on peut voir que l’observateur obtenu
avec les fonctions de Lyapunov standard conduit à un comportement pire que celui obtenu avec
les fonctions de Lyapunov polynômiales et la formulation algébro-diﬀérentielle utilisées dans le
théorème 3.4.1, ce dernier étant illustré par les figures 3.13, 3.14 et 3.15.
Cette simulation montre donc l’intérêt de l’approche proposée dans cette section.
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3.5 Filtrage robuste des systèmes stochastiques non linéaires in-
certains
Dans cette section, on considère les systèmes stochastiques non linéaires (3.1) et (3.2) donnés
dans la section 3.2 en insérant des incertitudes paramétriques.
En eﬀet, il important que les observateurs synthétisés puissent fournir une bonne estimation
de l’état d’un système stochastique lorsque les paramètres de ce dernier ne sont pas connus avec
précision, c’est-à-dire lorsque ces paramètres sont aﬀectés par des incertitudes. Dans ce cas, la
seule information disponible est la valeur nominale des paramètres du système stochastique et
l’intervalle de variation autour de cette valeur nominale.
Lorsque l’estimation obtenue par un observateur converge vers l’état réel malgré la présence
d’incertitudes paramétriques, on qualifie cet observateur de robuste.
Cette problématique d’observation robuste est d’un intérêt essentiel car, dans la pratique, on
peut souvent considérer que les paramètres d’un système ne sont pas connus avec précision pour
de nombreuses raisons et ces incertitudes peuvent résulter de sources multiples, par exemple
lors d’une procédure d’identification du modèle, de la réduction de l’ordre de ce dernier, de
l’inaccessibilité de certains paramètres physiques à la mesure pour des raisons technologiques ou
de coût, . . .
Il faut souligner que l’observation robuste n’est pas le dual de la commande robuste. En eﬀet,
dans le cadre de la commande robuste, on peut agir sur l’état du système stochastique incertain,
alors que, pour l’observation robuste, cette action est impossible : on est obligé de se contenter
d’avoir accès aux états qui sont mesurés (donc pas aux états qui ne le sont pas) sans agir sur la
dynamique des états du système stochastique considéré.
Alors que c’est la stabilité exponentielle presque sûre qui est utilisée dans cette section, à notre
connaissance, tous les travaux existant sur l’observation robuste des systèmes stochastiques avec
des bruits multiplicatifs et des incertitudes paramétriques concernent la stabilité exponentielle
en moyenne quadratique, à l’exception de [BZSM13c] (observateur robuste d’ordre plein).
La synthèse d’observateurs robustes d’ordre plein lorsque la dérive et la diﬀusion sont linéaires
est traitée dans [GLSY01, XC03, Xia07] avec un critère H∞ sur l’erreur d’observation (voir le
lemme borné réel dans la section 1.6.2), tandis que ce critère est du type L∞/L∞ [BS10].
Les incertitudes paramétriques sont non structurées et bornées en norme dans [XC03, Xia07]
et polytopiques dans [GLSY01, BS10].
Dans [Xia07], un observateur robuste d’ordre plein est proposé pour un système singulier
stochastique (voir section 5 pour les systèmes singuliers stochastiques) avec un critère H∞ sur
l’erreur d’observation lorsque la dérive et la diﬀusion sont linéaires.
Dans [ZHR+05] et [NH06], un observateur robuste d’ordre réduit est utilisé dans le cadre
d’une loi de commande pour stabiliser un système stochastique avec des paramètres incertains.
Dans cette section, des méthodes pour synthétiser des observateurs robustes aux incertitudes
paramétriques sont proposées pour des systèmes stochastiques incertains ayant des mesures sto-
chastiques ou déterministes. Les incertitudes paramétriques considérées sont non structurées et
bornées en norme.
3.5.1 Systèmes stochastiques incertains considérés
Les systèmes stochastiques non linéaires incertains considérés sont
dx(t) =
￿
(At0 +∆At0(t))x(t) +
m￿
i=1
ui(t)(Ati +∆Ati(t))x(t) + ￿(x(t))
￿
dt
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+
d￿
j=1
(Awj +∆Awj (t))x(t) dwxj (t) (3.134a)
dy(t) = Cx(t) dt+
h￿
k=1
Dkx(t) dwyk(t) (3.134b)
z(t) = Lx(t) (3.134c)
ou
dx(t) =
￿
(At0 +∆At0(t))x(t) +
m￿
i=1
ui(t)(Ati +∆Ati(t))x(t) + ￿(x(t))
￿
dt
+
d￿
j=1
(Awj +∆Awj (t))x(t) dwxj (t) (3.135a)
y(t) = Cx(t) (3.135b)
z(t) = Lx(t) (3.135c)
où les signaux intervenant dans (3.134) et (3.135) sont les mêmes que ceux définis pour les
systèmes (3.1) et (3.2) dans la section 3.2.
Les entrées admissibles u(t) sont bornées et appartiennent à l’ensemble Ω donné par (3.3).
La matrice L est de rang plein lignes comme le précise la condition (3.5) et la fonction non
linéaire ￿(x) vérifie ￿(0) = 0 (voir (3.4)) et la contrainte de Lipschitz donnée par (3.6).
Les matrices ∆Ati(t) et ∆Awi(t) représentent les incertitudes paramétriques à temps variant
qui aﬀectent le système stochastique non linéaire incertain (3.134) ou (3.135). Ces incertitudes
sont non structurées et bornées en norme. Elles vérifient les contraintes suivantes￿
∆At0(t) . . . ∆Atm(t) ∆Aw1(t) . . . ∆Awd(t)
￿
= F∆(t)
￿
HAt0 . . . HAtm HAw1 . . . HAwd
￿
(3.136)
où ∆(t) ∈ IRa×b est une matrice inconnue dont les éléments sont Lebesgue mesurables et satisfont
∆(t)∆T (t) ￿ Ia, (3.137)
et où F , HAt0 , . . . , HAtm et HAw1 , . . . , HAwd sont des matrices constantes données avec des
dimensions appropriées.
Les conditions d’existence et d’unicité de la solution x(t), données par le théorème 1.4.4, sont
donc satisfaites pour les EDS (3.134a) et (3.135a).
3.5.2 Cas des mesures stochastiques
Dans cette section, un observateur robuste d’ordre plein et un observateur robuste d’ordre
réduit vont être synthétisés pour le système stochastique non linéaire incertain avec des mesures
stochatiques (3.134).
3.5.2.1 Analyse du problème du filtrage robuste
Si on pose
z(t) = x(t), (3.138)
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c’est-à-dire L = In et r = n, un observateur robuste d’ordre plein pour le système (3.134) est
décrit par
d￿x(t) = ￿At0￿x(t) + m￿
i=1
ui(t)Ati￿x(t) + ￿(￿x(t))
￿
dt
+
￿
K0 +
m￿
i=1
Kiui(t)
￿
(dy(t)− C￿x(t) dt) (3.139)
où ￿x(t) est l’estimation de l’état x(t) et K0 et Ki sont des gains à déterminer afin que l’erreur
d’observation
e(t) = x(t)− ￿x(t) (3.140)
converge exponentiellement presque sûrement.
Si on pose r < n, alors on suppose qu’il existe une fonction ￿(z) telle que (voir (3.41))
￿(x(t)) = ￿(Lx(t)) = ￿(z(t)) (3.141)
et un observateur robuste d’ordre réduit pour le système (3.134) est formulé comme suit
d￿z(t) = ￿￿M0 + m￿
i=1
ui(t)Mi
￿￿z(t) + L￿(￿z(t))￿ dt+￿N0 + m￿
i=1
ui(t)Ni
￿
dy(t) (3.142)
où ￿z(t) ∈ IRr est l’estimé de z(t).Mi et Ni (i = 0, . . . ,m) sont des matrices de gains à déterminer
afin que l’erreur d’observation
er(t) = z(t)− ￿z(t) = Lx(t)− ￿z(t) (3.143)
converge exponentiellement presque sûrement.
La dynamique de l’erreur d’observation e(t) (3.140) est donnée par
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)
+￿(x(t))− ￿(x(t)− e(t))) dt+ (∆At0(t) +
m￿
i=1
∆Ati(t)ui(t))x(t) dt
+
d￿
j=1
(Awj +∆Awj (t))x(t) dwx(t)−
￿
K0 +
m￿
i=1
Kiui(t)
￿
Dx(t) dwy(t) (3.144)
tandis que celle de l’erreur d’estimation er(t) (3.143) est donnée par
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) + L(￿(Lx(t))− ￿(Lx(t)− er(t)))
+(L(At0 +∆At0(t))−M0L−N0C)x(t) +
m￿
i=1
ui(t)(L(Ati +∆Ati(t))−MiL−NiC)x(t)
￿
dt
+
d￿
j=1
L(Awj +∆Awj (t))x(t) dwx(t)−
￿
N0 +
m￿
i=1
Niui(t)
￿
Dx(t) dwy(t). (3.145)
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Pour appliquer le théorème 2.5.1 sur les EDS (3.134a) et (3.144), l’hypothèse 2.2.1 est rem-
placée par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.134a) et l’EDO (2.43) par
e˙(t) =
￿
At0 −K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)− ￿(−e(t)). (3.146)
Pour l’observateur d’ordre réduit, les contraintes de Sylvester suivantes
LAti −MiL−NiC = 0, i = 0, . . . ,m, (3.147)
sont introduites afin de supprimer un maximum de termes dépendant de l’état x(t) dans l’EDS
(3.145).
Afin d’appliquer le théorème 2.6.1 sur les EDS (3.134a) et (3.145), l’hypothèse 2.2.1 est
remplacée par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.134a) et l’EDO (2.54) par
e˙r(t) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t)− L￿(−er(t)). (3.148)
Les EDO (3.12) et (3.146) sont identiques, tout comme les EDO (3.49) et (3.148). Ainsi, pour
l’estimation robuste d’ordre plein, la LMI (3.20) du théorème 3.3.1 s’applique donc, mais il faut
modifier les LMI (3.19), (3.21) et (3.22). De même, pour l’estimation robuste d’ordre réduit, la
LMI (3.58) du théorème 3.3.2 s’applique donc avec la condition (3.53), mais il faut aussi modifier
les LMI (3.19), (3.21) et (3.22).
Les LMI (3.19), (3.21) et (3.22) ne prennent pas en compte les incertitudes paramétriques dans
l’EDS (3.134a). Le problème commun qui reste donc à résoudre pour la synthèse d’observateurs
robustes d’ordre plein et réduit est d’étudier la stabilité exponentielle presque sûre du point
d’équilibre de l’EDS (3.134a).
3.5.2.2 Etude de la stabilité du point d’équilibre de l’EDS avec des incertitudes
paramétriques
Le lemme suivant donne des conditions suﬃsantes pour la stabilité exponentielle presque sûre
du point d’équilibre de l’EDS (3.134a).
Lemme 3.5.1. [BZSM13c] Le point d’équilibre de l’EDS (3.134a) est exponentiellement presque
sûrement stable s’il existe une matrice P = P T > 0 et des réels µ1 > 0, µ2 > 0, µ3 > 0, µ4 > 0
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et µ5 > 0 tels que la LMI suivante
(1, 1)a σ1PAt1 . . . σmPAtm σ1PF . . . σmPF P PF A
T
w1P . . . A
T
wdP 0
(1, 2)T −µ1In 0 0 0 0 0 0 0 0 0 0 0
... 0
. . . 0
...
...
...
...
...
...
...
...
...
(1,m+1)T 0 0 −µ1In 0 0 0 0 0 0 0 0 0
(1,m+2)T 0 . . . 0 −µ1Ia 0 0 0 0 0 0 0 0
... 0
...
... 0
. . . 0
...
...
...
...
...
...
(1, 2m+1)T 0 0 0 0 0 −µ1Ia 0 0 0 0 0 0
P 0 0 0 0 0 0
−In
µ2
0 0 0 0 0
FTP 0 0 0 0 0 0 0
−Ia
αµ3
0 0 0 0
PAw1 0 0 0 0 0 0 0 0 −P 0 0 PF
...
...
...
...
...
...
...
...
... 0
. . . 0
...
PAwd 0 0 0 0 0 0 0 0 0 0 −P PF
0 0 0 0 0 0 0 0 0 FTP . . . FTP
−Ia
µ4

< 0,
(3.149)
est vérifiée et que, pour chaque j = 1, . . . , d, l’une des deux LMI suivantesATwjP + PAwj + µ−15 HTAwjHAwj +
￿
2ρjP PF
F TP
−Ia
µ5
 < 0, (3.150)
−(ATwjP + PAwj ) + µ−15 HTAwjHAwj +
￿
2ρjP PF
F TP
−Ia
µ5
 < 0, (3.151)
est vérifiée, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, α =
￿m
i=0 αi et
α0 = 1, et où
(1, 1)a=
m￿
i=0
αi(PAti+A
T
tiP )+µ
−1
3
m￿
i=0
αiH
T
Ati
HAti+µ1H
T
2H2+µ
−1
2 κ
2In+µ
−1
4
d￿
j=1
HTAwjHAwj−ρP.
Démonstration. Soit la fonction de Lyapunov candidate Vx(x(t)) = xT (t)Px(t) avec P = P T > 0.
La condition (1.50a) du théorème 1.5.3 est satisfaite avec p = 2 et c1 = λmin(P ).
En utilisant les notations introduites dans les équations (3.13) à (3.17) et dans la relation
(3.136), l’EDS (3.134a) se réécrit ainsi
dx(t) =
￿
m￿
i=0
αi(t)(Ati +∆Ati(t))x(t) +
m￿
i=1
σiεi(t)(Ati +∆Ati(t))x(t) + ￿(x(t))
￿
dt
+
d￿
j=1
(Awj +∆Awj (t))x(t) dwxj (t)
=
￿
m￿
i=0
αi(t)(Ati +∆Ati(t))x(t) +H1∆(ε(t), t)H2)x(t) + ￿(x(t))
￿
dt
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+
d￿
j=1
(Awj +∆Awj (t))x(t) dwxj (t) (3.152)
avec
H1 =
￿
σ1At1 . . . σmAt1 σ1F . . . σmF
￿
, (3.153)
H2 =
￿
In . . . In HTAt1
. . . HTAtm
￿T
, (3.154)
∆(ε(t), t) = bdiag(ε1(t)In, . . . , εm(t)In, ε1(t)∆(t), . . . , εm(t)∆(t)), (3.155)
avec la propriété suivante
∆(ε(t), t)∆
T
(ε(t), t) ￿ Im(n+a). (3.156)
En appliquant la formule d’Itô à l’EDS (3.152) avec la fonction de Lyapunov Vx(x(t)), on
obtient
LVx(x(t)) = x
T(t)
￿
m￿
i=0
αi(P (Ati +∆Ati(t)) + (Ati +∆Ati(t))
TP )
+
d￿
j=1
(Awj +∆Awj (t))
TP (Awj +∆Awj (t))
x(t)
+ 2xT (t)PH1∆(ε(t), t)H2x(t) + 2x
T (t)P ￿(x(t)). (3.157)
En utilisant les inégalités données par (3.6), (3.156) et (C.3.1), la relation (3.157) devient
LVx(x(t)) ￿ xT (t)
￿
m￿
i=0
αi(P (Ati +∆Ati(t)) + (Ati +∆Ati(t))
TP )
+
d￿
j=1
(Awj +∆Awj (t))
TP (Awj +∆Awj (t))
+µ−11 PH1H
T
1 P + µ1H
T
2H2 + µ
−1
2 κ
2In + µ2PP
￿
x(t) (3.158)
avec µ1 > 0 et µ2 > 0.
S’il existe un réel c2 tel que c2 < ρ et LVx(x(t)) ￿ c2Vx(x(t)), alors la condition (1.50b) du
théorème 1.5.3 est satisfaite. En utilisant l’inégalité (3.158), la condition LVx(x(t)) ￿ c2Vx(x(t))
est vérifiée si l’inégalité
m￿
i=0
αi(P (Ati +∆Ati(t)) + (Ati +∆Ati(t))
TP ) +
d￿
j=1
(Awj +∆Awj (t))
TP (Awj +∆Awj (t))
+ µ−11 PH1H
T
1 P + µ1H
T
2H2 + µ
−1
2 κ
2In + µ2PP − ρP < 0 (3.159)
est satisfaite.
Puisqu’on a∆Ati(t) = F∆(t)HAti et∆Awj (t) = F∆(t)HAwj (voir (3.136)), l’inégalité (3.159)
devient
m￿
i=0
αi(PAti +A
T
tiP ) +
m￿
i=0
αi(P (F∆(t)HAti ) + (F∆(t)HAti )
TP )
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+
d￿
j=1
(Awj + F∆(t)HAwj )
TP (Awj + F∆(t)HAwj ) + µ
−1
1 PH1H
T
1 P + µ1H
T
2H2
+ µ−12 κ
2In + µ2PP − ρP < 0. (3.160)
En utilisant les inégalités (3.137), (C.3.1) et (C.3.2), on a
2xT
m￿
i=0
αi(F∆(t)HAti )
TP )x ￿ µ−13 xT
m￿
i=0
αi(HAti )
T (HAti )x+ x
Tµ3
m￿
i=0
αiPFF
TPx,
d￿
j=1
(Awj + F∆(t)HAwj )
TP (Awj + F∆(t)HAwj ) ￿
d￿
j=1
￿
ATwj (P
−1 − µ4FF T )−1Awj + µ−14 HTAwjHAwj
￿
et la condition LVx(x(t))− ρV (x(t)) < 0 est vérifiée si l’inégalité
m￿
i=0
αi(PAti+A
T
tiP )+µ
−1
1 PH1H
T
1 P +µ1H
T
2H2+µ
−1
2 κ
2In+µ2PP +µ
−1
3
m￿
i=0
αi(HAti )
T (HAti )
+ µ3
m￿
i=0
αiPFF
TP +
d￿
j=1
￿
ATwj (P
−1 − µ4FF T )−1Awj + µ−14 HTAwjHAwj − ρjP
￿
< 0 (3.161)
est satisfaite.
L’application du lemme de Schur (A.3.1) à l’inégalité (3.161) donne la LMI (3.149) avec
α =
￿m
i=0 αi. Si la LMI (3.149) est vérifiée, alors la condition (1.50b) du théorème 1.5.3 est
satisfaite.
L’ application de BVx(x(t)) à l’EDS (3.152) donne
BVx(x(t)) =
￿
xT (t)((Aw1 +∆Aw1(t))
TP + P (Aw1 +∆Aw1(t)))x(t) . . .
xT (t)((Awd +∆Awd(t))
TP + P (Awd +∆Awd(t)))x(t)
￿
. (3.162)
S’il existe un réel c3 = 2ρ avec ρ =
d￿
j=1
ρj et ρj ￿ 0 tel que ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)), alors
la condition (1.50c) du théorème 1.5.3 est satisfaite.
Puisqu’on a
￿BVx(x(t))￿2 − c3V 2x (x(t))
=
d￿
j=1
xT (t)((Awj +∆Awj (t))
TP + P (Awj +∆Awj (t)) +
￿
2ρjP )x(t)
× xT (t)((Awj +∆Awj (t))TP + P (Awj +∆Awj (t))−
￿
2ρjP )x(t),
la condition (1.50c) du théorème 1.5.3 est donc vérifiée s’il existe un réel c3 = 2
d￿
j=1
ρj tel que,
pour chaque j avec j = 1, . . . , d, l’une des deux LMI
(Awj +∆Awj (t))
TP + P (Awj +∆Awj (t)) +
￿
2ρjP < 0, (3.163a)
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(Awj +∆Awj (t))
TP + P (Awj +∆Awj (t))−
￿
2ρjP > 0, (3.163b)
est vérifiée.
L’inégalité (3.163a) peut être réécrite comme suit
ATwjP + PAwj +∆Awj (t)
TP + P∆Awj (t) +
￿
2ρjP < 0.
En utilisant l’inégalité (C.3.1) avec (3.136) et (3.137), le terme xT (t)(∆Awj (t)TP+P∆Awj (t))x(t)
peut être borné comme suit
xT (t)(∆Awj (t)
TP + P∆Awj (t))x(t) = 2x
T (t)P∆Awj (t)x(t) = 2x
T (t)PF∆(t)HAwjx(t)
￿ xT (t)(µ5PFF TP + µ−15 HTAwjHAwj )x(t)
avec µ5 > 0 et l’inégalité (3.163a) est vérifiée si on a
ATwjP + PAwj + µ5PFF
TP + µ−15 H
T
Awj
HAwj +
￿
2ρjP < 0.
L’application du lemme de Schur (A.3.1) à l’inégalité précédente donne la LMI (3.150).
En posant ∆(t) = −∆(t), on a ∆(t)∆T (t) ￿ Ia et en utilisant l’inégalité (C.3.1) avec (3.136)
et (3.137), le terme −xT (t)(∆Awj (t)TP + P∆Awj (t))x(t) peut être borné comme suit
−xT (t)(∆Awj (t)TP + P∆Awj (t))x(t) = 2xT (t)P∆(t)Awjx(t) = 2xT (t)PF∆(t)HAwjx(t)
￿ xT (t)(µ5PFF TP + µ−15 HTAwjHAwj )x(t)
avec µ5 > 0.
Puisque ∆Awj (t) = −F∆(t)HAwj , l’inégalité précédente peut être écrite comme suit
2xT (t)P∆Awj (t)x(t) ￿ xT (t)(−µ5PFF TP − µ−15 HTAwjHAwj )x(t)
et l’inégalité (3.163b) est vérifiée si on a
ATwjP + PAwj − µ5PFF TP − µ−15 HTAwjHAwj −
￿
2ρjP > 0
ou, ce qui est équivalent,
−(ATwjP + PAwj ) + µ5PFF TP + µ−15 HTAwjHAwj +
￿
2ρjP < 0.
En appliquant le lemme de Schur à l’inégalité précédente, on obtient la LMI (3.151).
Puisque c2 <
￿d
j=1 ρj et c3 = 2
￿d
j=1 ρj ￿ 0, l’inégalité (1.52) du théorème 1.5.3 est satisfaite
et la stabilité exponentielle presque sûre du point d’équilibre de l’EDS (3.134a) est démontrée. •
3.5.2.3 Observateurs robustes d’ordres plein et réduit
En utilisant les développements faits dans la section 3.5.2.1 avec le lemme 3.5.1, on peut donc
énoncer sans démonstration les deux théorèmes suivants pour les observateurs robustes d’ordres
plein et réduit en adaptant respectivement les théorèmes 3.3.1 et 3.3.2.
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Théorème 3.5.1. [BZSM13c] On suppose que l’hypothèse 2.3.1 est vérifiée. L’EDS (3.139) est
un observateur robuste d’ordre plein pour le système (3.134) garantissant la stabilité exponentielle
presque sûre de l’erreur de filtrage s’il existe des matrices P = P T > 0, Q = QT > 0 et Yi
(i = 0, . . . ,m) et des réels µ1 > 0, µ2 > 0, µ3 > 0, µ4 > 0, µ5 > 0, µ6 > 0, µ7 > 0 et β ￿ 0 tels
que les LMI suivantes
(1, 1)a σ1PAt1 . . . σmPAtm σ1PF . . . σmPF P PF A
T
w1P . . . A
T
wdP 0
(1, 2)T −µ1In 0 0 0 0 0 0 0 0 0 0 0
... 0
. . . 0
...
...
...
...
...
...
...
...
...
(1,m+1)T 0 0 −µ1In 0 0 0 0 0 0 0 0 0
(1,m+2)T 0 . . . 0 −µ1Ia 0 0 0 0 0 0 0 0
... 0
...
... 0
. . . 0
...
...
...
...
...
...
(1, 2m+1)T 0 0 0 0 0 −µ1Ia 0 0 0 0 0 0
P 0 0 0 0 0 0
−In
µ2
0 0 0 0 0
FTP 0 0 0 0 0 0 0
−Ia
αµ3
0 0 0 0
PAw1 0 0 0 0 0 0 0 0 −P 0 0 PF
...
...
...
...
...
...
...
...
... 0
. . . 0
...
PAwd 0 0 0 0 0 0 0 0 0 0 −P PF
0 0 0 0 0 0 0 0 0 FTP . . . FTP
−Ia
µ4

< 0,
(3.164)
(1, 1)b σ1(QAt1 − Y1C) . . . σm(QAtm − YmC) Q
(1, 2)T −µ6In 0 0 0
... 0
. . . 0 0
(1,m)T 0 0 −µ6In 0
Q 0 0 0
−In
µ7

< 0 (3.165)
sont vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, α =
￿m
i=0 αi et
α0 = 1, et où
(1, 1)a =
m￿
i=0
αi(PAti+A
T
tiP )+µ
−1
3
m￿
i=0
αiH
T
Ati
HAti+µ1H
T
2H2+µ
−1
2 κ
2In+µ
−1
4
d￿
j=1
HTAwjHAwj−ρP,
(1, 1)b =
m￿
i=0
αi((QAti − YiC) + (QAti − YiC)T ) + (µ6 + µ−17 κ2)In + 2βQ,
et que, pour chaque j = 1, . . . , d, l’une des deux LMI suivantesATwjP + PAwj + µ−15 HTAwjHAwj +
￿
2ρjP PF
F TP
−Ia
µ5
 < 0, (3.166)
−(ATwjP + PAwj ) + µ−15 HTAwjHAwj +
￿
2ρjP PF
F TP
−Ia
µ5
 < 0, (3.167)
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est satisfaite.
Les gains Ki sont alors donnés par Ki = Q−1Yi pour i = 0, . . . ,m.
Théorème 3.5.2. On suppose que l’hypothèse 2.3.1 et la condition (3.53) sont satisfaites. L’EDS
(3.142) est un observateur fonctionnel robuste d’ordre réduit pour le système (3.134) garantissant
la stabilité exponentielle presque sûre de l’erreur de filtrage s’il existe des matrices P = P T > 0,
Q = QT > 0 et R et des réels µ1 > 0, µ2 > 0, µ3 > 0, µ4 > 0, µ5 > 0, µ8 > 0, µ9 > 0, βr ￿ 0
tels que les LMI (3.164) et
(QA−RC) + (QA−RC)T + µ8Ir + µ−19 κ2Ir + 2βrQ QB−RD QL
(QB−RD)T −µ8Imr 0
LTQ 0
−In
µ9
 < 0 (3.168)
sont vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, α =
￿m
i=0 αi et
α0 = 1, et que, pour chaque j = 1, . . . , d, l’une des deux LMI (3.166) ou (3.167) soit satisfaite.
Le gain Z est alors donné par Z = Q−1R. Les matrices Mi et Ni de l’observateur sont
obtenues avec (3.51) et (3.54).
3.5.3 Cas des mesures déterministes
A la diﬀérence du cas des mesures stochastiques (3.134b) qui donne dy(t), dans le cas avec
des mesures déterministes (3.135b), on a accès à y(t), ce qui permet de rajouter une “seconde”
équation à l’observateur donnée par ￿z(t) = η(t)+Ey(t) (voir les observateurs d’ordre réduit (3.42)
et (3.64)). En eﬀet, la mesure dy(t) donne d￿z(t) = dη(t) + E dy(t) ou d￿z(t) = η(t) dt+ E dy(t),
mais on ne peut pas obtenir directement ￿z(t). L’équation ￿z(t) = η(t)+Ey(t) permet de considérer
deux cas lorsque les mesures sont déterministes :
• des observateurs robustes d’ordres plein et réduit sans compensation partielle des incerti-
tudes dans la section 3.5.3.1,
• des observateurs robustes d’ordres plein et réduit avec compensation partielle des incerti-
tudes dans la section 3.5.3.2.
3.5.3.1 Sans compensation partielle des incertitudes
Si on pose
z(t) = x(t), (3.169)
c’est-à-dire L = In et r = n, un observateur robuste d’ordre plein pour le système (3.135) est
décrit par
d￿x(t) = ￿At0￿x(t) + m￿
i=1
ui(t)Ati￿x(t) + ￿(￿x(t))
￿
dt
+
￿
K0 +
m￿
i=1
Kiui(t)
￿
(dy(t)− C￿x(t) dt) (3.170)
où ￿x(t) est l’estimation de l’état x(t) et K0 et Ki sont des gains à déterminer afin que l’erreur
d’observation
e(t) = x(t)− ￿x(t) (3.171)
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converge exponentiellement presque sûrement.
Si on pose r < n, alors on suppose qu’il existe une fonction ￿(z) telle que (voir (3.41))
￿(x(t)) = ￿(Lx(t)) = ￿(z(t)) (3.172)
et un observateur robuste d’ordre réduit pour le système (3.134) est formulé comme suit
dη(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
η(t) + (L− EC)￿(η(t))
￿
dt
+
￿
N0 +
m￿
i=1
ui(t)Ni
￿
y(t) dt (3.173a)
￿z(t) = η(t) + Ey(t) (3.173b)
où ￿z(t) ∈ IRr est l’estimé de z(t). E, Mi et Ni (i = 0, . . . ,m) sont des matrices de gains à
déterminer afin que l’erreur d’observation
er(t) = z(t)− ￿z(t) = Ψx(t)− η(t) (3.174)
converge exponentiellement presque sûrement avec
Ψ = L− EC. (3.175)
La dynamique de l’erreur d’observation e(t) (3.171) est donnée par
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t) + ￿(x(t))− ￿(x(t)− e(t))
￿
dt
+ (∆At0(t) +
m￿
i=1
∆Ati(t)ui(t))x(t) dt+
d￿
j=1
(Awj +∆Awj (t))x(t) dwx(t) (3.176)
tandis que celle de l’erreur d’estimation er(t) (3.174) est donnée par
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) +Ψ(￿(Lx(t))− ￿(Ψx(t)− er(t)))
+(Ψ(At0 +∆At0(t))−M0Ψ−N0C)x(t) +
m￿
i=1
ui(t)(Ψ(Ati +∆Ati(t))−MiΨ−NiC)x(t)
￿
dt
+
d￿
j=1
Ψ(Awj +∆Awj (t))x(t) dwx(t). (3.177)
Pour appliquer le théorème 2.5.1 sur les EDS (3.135a) et (3.176), l’hypothèse 2.2.1 est rem-
placée par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.135a) et l’EDO (2.43) par
e˙(t) =
￿
At0 −K0C +
m￿
i=1
(Ati−KiC)ui(t))
￿
e(t)− ￿(−e(t)). (3.178)
Les EDO (3.146) et (3.178) sont identiques. Ainsi, la synthèse d’un observateur robuste
d’ordre plein avec des mesures déterministes est donnée dans le théorème 3.5.1 en remplaçant
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l’expression “L’EDS (3.139) est un observateur robuste d’ordre plein pour le système (3.134)”
par “L’EDS (3.170) est un observateur robuste d’ordre plein pour le système (3.135)”.
Pour l’observateur d’ordre réduit, les contraintes de Sylvester suivantes
ΨAti −MiΨ−NiC = 0, i = 0, . . . ,m, (3.179)
sont introduites afin de supprimer un maximum de termes dépendant de l’état x(t) dans l’EDS
(3.177).
Afin d’appliquer le théorème 2.6.1 sur les EDS (3.135a) et (3.177), l’hypothèse 2.2.1 est
remplacée par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.135a) et l’EDO (2.54) par
e˙r(t) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t)−Ψ￿(−er(t)). (3.180)
Les EDO (3.148) et (3.180) sont identiques à l’exception de la matrice L qui a été remplacée
par Ψ = L−EC. En réalité, l’EDO (3.148) est la même que l’EDO (3.72). Ainsi, en utilisant le
théorème 3.3.3, la synthèse d’un observateur fonctionnel robuste d’ordre réduit avec des mesures
déterministes est donnée dans le théorème 3.5.2 en remplaçant
• l’expression “L’EDS (3.142) est un observateur fonctionnel robuste d’ordre réduit pour le
système (3.134)” par “L’EDS (3.173) est un observateur fonctionnel robuste d’ordre réduit
pour le système (3.135)”,
• la condition (3.53) par la condition (3.78),
• la LMI (3.168) par (3.82) où µ8 et µ9 dans (3.168) correspondent respectivement à µ5 et
µ6 dans (3.82),
• l’expression “Les matrices Mi et Ni de l’observateur sont obtenues avec (3.51) et (3.54).”
par “Les matrices Mi, Ni et E de l’observateur sont obtenues avec (3.75) et (3.79).”
Remarque 3.5.1. Si on pose E = 0 dans l’observateur fonctionnel d’ordre réduit (3.173), alors
la synthèse d’un observateur fonctionnel robuste d’ordre réduit avec des mesures déterministes
est donnée dans le théorème 3.5.2 en remplaçant l’expression “L’EDS (3.142) est un observateur
fonctionnel robuste d’ordre réduit pour le système (3.134)” par “L’EDS (3.173) est un observateur
fonctionnel robuste d’ordre réduit pour le système (3.135)” (voir remarque 3.3.4). ￿
3.5.3.2 Avec compensation partielle des incertitudes
L’idée est d’utiliser la matrice Ψ, c’est-à-dire la matrice E, afin d’éliminer les termes en
∆Ati(t)x(t) dt dans l’EDS décrivant la dynamique de l’erreur d’estimation. Il faut donc que la
contrainte ΨF = 0 dans cette EDS soit vérifiée (voir l’équation (3.136)). Cependant la contrainte
ΨF = 0 requiert que le rang de la matrice F soit strictement inférieur au nombre de lignes de la
matrice F , c’est-à-dire à (m + 1 + d)n. De plus, la matrice F dans la relation (3.136) prend en
compte des termes que l’on ne souhaite pas annuler : ∆Awj (t) avec j = 1, . . . , d. C’est pourquoi
il est judicieux de remplacer l’équation (3.136) par￿
∆At0(t) . . . ∆Atm(t)
￿
= Ft∆t(t)
￿
HAt0 . . . HAtm
￿
(3.181a)￿
∆Aw1(t) . . . ∆Awd(t)
￿
= Fw∆w(t)
￿
HAw1 . . . HAwd
￿
(3.181b)
où ∆t(t) ∈ IRat×bt et ∆w(t) ∈ IRaw×bw sont des matrices inconnues dont les éléments sont
Lebesgue mesurables et satisfont
∆t(t)∆
T
t (t) ￿ Iat et ∆w(t)∆Tw(t) ￿ Iaw , (3.182)
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et où Ft, Fw, HAt0 , . . . , HAtm et HAw1 , . . . , HAwd sont des matrices constantes données avec des
dimensions appropriées. Ainsi, la contrainte ΨF = 0 est remplacée par ΨFt = 0.
Les propriétés de la matrice L et des fonctions non linéaires ￿(x(t)) et ￿(Lx(t)) sont rappelées
dans les sections 3.5.1 et 3.5.2.1.
L’observateur robuste d’ordre plein (3.170) est remplacé par
dηf (t) =
￿￿
Mf0 +
m￿
i=1
ui(t)Mfi
￿
η(t) + (In − EfC)￿(ηf (t))
￿
dt
+
￿
Nf0 +
m￿
i=1
ui(t)Nfi
￿
y(t) dt (3.183a)
￿x(t) = ηf (t) + Efy(t) (3.183b)
où ￿x(t) ∈ IRn est l’estimation de l’état x(t). Ef , Mfi et Nfi (i = 0, . . . ,m) sont des matrices de
gains à déterminer afin que l’erreur d’observation
e(t) = x(t)− ￿x(t) = Ψfx(t)− ηf (t) (3.184)
converge exponentiellement presque sûrement avec
Ψf = In − EfC. (3.185)
L’observateur fonctionnel robuste d’ordre réduit (3.173) est remplacé par
dη(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
η(t) + (L− EC)￿(η(t))
￿
dt
+
￿
N0 +
m￿
i=1
ui(t)Ni
￿
y(t) dt (3.186a)
￿z(t) = η(t) + Ey(t) (3.186b)
où ￿z(t) ∈ IRr est l’estimé de z(t) avec r < n. E, Mi et Ni (i = 0, . . . ,m) sont des matrices de
gains à déterminer afin que l’erreur d’observation
er(t) = z(t)− ￿z(t) = Ψrx(t)− η(t) (3.187)
converge exponentiellement presque sûrement avec
Ψr = L− EC. (3.188)
La dynamique de l’erreur d’observation e(t) (3.184) est donnée par
de(t) =
￿￿
Mf0 +
m￿
i=1
ui(t)Mfi
￿
e(t) +Ψf (￿(x(t))− ￿(Ψfx(t)− e(t)))
+(Ψf (At0 +∆At0(t))−Mf0Ψf −Nf0C)x(t) +
m￿
i=1
ui(t)(Ψf (Ati +∆Ati(t))−MfiΨf −NfiC)x(t)
￿
dt
+
d￿
j=1
Ψf (Awj +∆Awj (t))x(t) dwx(t) (3.189)
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tandis que celle de l’erreur d’estimation er(t) (3.187) est donnée par
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) +Ψr(￿(Lx(t))− ￿(Ψrx(t)− er(t)))
+(Ψr(At0 +∆At0(t))−M0Ψr −N0C)x(t) +
m￿
i=1
ui(t)(Ψr(Ati +∆Ati(t))−MiΨr −NiC)x(t)
￿
dt
+
d￿
j=1
Ψr(Awj +∆Awj (t))x(t) dwx(t). (3.190)
Si on définit la matrice Jfi suivante
Jfi = Nfi −MfiEf , i = 0, . . . ,m, (3.191)
et si on pose
Mfi = ΨfAti − JfiC, i = 0, . . . ,m, (3.192)
alors les équations de Sylvester suivantes
ΨfAti −MfiΨf −NfiC = 0, i = 0, . . . ,m, (3.193)
sont vérifiées et la dynamique de l’erreur d’observation e(t) (3.189) se simplifie comme suit
de(t) =
￿￿
Mf0 +
m￿
i=1
ui(t)Mfi
￿
e(t) +Ψf (￿(x(t))− ￿(Ψfx(t)− e(t)))
+Ψf∆At0(t)x(t) +
m￿
i=1
ui(t)Ψf∆Ati(t)x(t)
￿
dt+
d￿
j=1
Ψf (Awj +∆Awj (t))x(t) dwx(t). (3.194)
Avec la contrainte
ΨfFt = 0, (3.195)
la relation (3.194) devient (voir (3.181))
de(t) =
￿￿
Mf0 +
m￿
i=1
ui(t)Mfi
￿
e(t) +Ψf (￿(x(t))− ￿(Ψfx(t)− e(t)))
￿
dt
+
d￿
j=1
Ψf (Awj +∆Awj (t))x(t) dwx(t). (3.196)
et la dérive dans la relation (3.196) ne contient pas de termes incertains.
L’équation Ft = EfCFt (3.195) a une solution Ef si et seulement si (voir équation (A.2.11)
avec A = I)
rang(CFt) = rang
￿￿
Ft
CFt
￿￿
(3.197)
et la solution générale est donnée par (voir équation (A.2.9) avec A = I)
Ef = Ft(CFt)
† +Wf (Ip − (CFt)(CFt)†) (3.198)
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où Wf ∈ IRn×p est une matrice arbitraire.
Si on introduit la relation (3.198) dans l’équation (3.192), alors les matricesMfi sont données
par
Mfi = (In − Ft(CFt)†)Ati −
￿
Wf Jfi
￿ ￿(Ip − (CFt)(CFt)†)CAti
C
￿
, i = 0, . . . ,m. (3.199)
Pour appliquer le théorème 2.5.1 sur les EDS (3.135a) et (3.196), l’hypothèse 2.2.1 est rem-
placée par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.135a) et l’EDO (2.43) par
e˙(t) =
￿
Mf0 +
m￿
i=1
ui(t)Mfi
￿
e(t)−Ψf ￿(−e(t)) (3.200)
où les matrices Mfi sont calculées dans (3.199).
En utilisant les notations introduites dans les équations (3.13) à (3.17), l’EDO (3.200) se
réécrit ainsi
e˙(t) = (Af − ZfCf + (Bf − ZfDf )∆n(ε(t))H2)e(t)− (In − (AZf + ZfCZf )C)￿(−e(t)) (3.201)
avec
Af =
m￿
i=0
αi ￿Ati , Bf = ￿σ1 ￿At1 . . . σm ￿Atm￿, Zf = ￿Wf Jf0 . . . Jfm￿,
Cf =

￿m
i=0 αi
￿CAti
α0C
...
αmC
, Df =

σ1 ￿CAt1 . . . σm ￿CAtm
σ1C 0 0
0
. . . 0
0 0 σmC
, CZf =
￿ ￿C
0(m+1)p×n
￿
,
￿Ati = (In − Ft(CFt)†)Ati , ￿C = (Ip − (CFt)(CFt)†)C, AZf = (In − Ft(CFt)†).
Avec la contrainte
ΨrFt = 0, (3.202)
et les contraintes de Sylvester
ΨrAti −MiΨr −NiC = 0, i = 0, . . . ,m, (3.203)
la relation (3.190) devient (voir (3.181))
der(t) =
￿￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t) +Ψr(￿(Lx(t))− ￿(Ψrx(t)− er(t)))
￿
dt
+
d￿
j=1
Ψr(Awj +∆Awj (t))x(t) dwx(t). (3.204)
Soit L† une pseudo-inverse de la matrice L (voir la section A.2), on a donc
rang
￿￿
L† (In − L†L)
￿￿
= n
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et les conditions de Sylvester (3.203) sont équivalentes à
(ΨrAti −MiΨr −NiC)
￿
L† (In − L†L)
￿
= 0 i = 0, . . . ,m. (3.205)
Puisque la matrice L est de rang plein lignes avec r < n (voir (3.5)), on a LL† = Ir.
En utilisant l’approche développée dans [Dar00a, SZRD06] et la définition de la matrice Ψr,
l’équation (3.205) est équivalente à
0 = ΨrAtiL
† −MiΨrL† −NiCL†, i = 0, . . . ,m, (3.206a)
0 = ΨrAti +MiEC −NiC, i = 0, . . . ,m, (3.206b)
avec
Ati = Ati(In − L†L), i = 0, . . . ,m,
C = C(In − L†L).
Avec la définition de Ψr et la relation (3.74a), les matrices Mi sont données par
Mi = Ati − JiCi, i = 0, . . . ,m, (3.207)
avec, pour i = 0, . . . ,m,
Ati = LAtiL
†, Ci =
￿
CAtiL
†
CL†
￿
, Ji =
￿
E Ji
￿
, Ji = Ni −MiE. (3.208)
Avec les matrices définies dans les équations (3.207) et (3.208), la relation (3.206b) avec la
contrainte (3.202) s’écrivent sous la forme compacte suivante
JrGr = LAr (3.209)
où
Ar =
￿
Ft At0(In − L†L) . . . Atm(In − L†L)
￿
, Jr =
￿
E J0 . . . Jm
￿
,
Gr =

CFt CAt0(In − L†L) . . . CAtm(In − L†L)
0 C(In − L†L) 0 0
0 0
. . . 0
0 0 0 C(In − L†L)
 .
L’équation (3.209) a une solution Jr si et seulement si (voir équation (A.2.11) avec A = I et
remarque 3.5.3)
rang


LFt LAt0 . . . LAtm
CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L


= rang


CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L


(3.210)
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et la solution générale est donnée par (voir équation (A.2.9) avec A = I)
Jr = LArG†r + Zr(I(m+2)p − GrG†r) (3.211)
où Zr ∈ IRr×(m+2)p est une matrice arbitraire qu’on peut considérer comme “la matrice de gain
de l’observateur”.
La condition d’existence (3.210) est démontrée dans le lemme suivant.
Lemme 3.5.2. [Dar00a, SZRD06] La condition (3.210) est nécessaire et suﬃsante à l’existence
d’une solution Jr à l’équation (3.209)
Démonstration. La condition
rang
￿￿
LAr
Gr
￿￿
= rang(Gr) (3.212)
est équivalente à l’existence d’une solution Jr à l’équation (3.209) (voir (A.2.11) avec A = I).
L’équivalence entre les conditions (3.210) et (3.212) est démontrée dans [Dar00a, SZRD06]. •
Afin d’appliquer le théorème 2.6.1 sur les EDS (3.135a) et (3.204), l’hypothèse 2.2.1 est
remplacée par les conditions du théorème 1.4.4, l’EDS (2.1a) par (3.135a) et l’EDO (2.54) par
e˙r(t) =
￿
M0 +
m￿
i=1
ui(t)Mi
￿
er(t)−Ψr￿(−er(t)). (3.213)
En utilisant les notations introduites dans les équations (3.13), (3.14) et (3.55) à (3.57),
l’EDO (3.213) se réécrit ainsi
e˙r(t) = (Ar − ZrCr + (Br − ZrDr)∆r(ε(t))H3)er(t)− (L− (AZr + ZrCZr)C)￿(−er(t)) (3.214)
avec
Ar =
m￿
i=0
αiLAtiL
† − LArG†r

￿m
i=0 αiCAtiL
†
α0CL†
...
αmCL†
,
Br =
￿
σ1LAt1L
† . . . σmLAtmL†
￿
− LArG†r

σ1CAt1L
† . . . σmCAtmL†
0 0 0
σ1CL† 0 0
0
. . . 0
0 0 σmCL†

,
Cr = (I(m+2)p − GrG†r)

￿m
i=0 αiCAtiL
†
α0CL†
...
αmCL†
, Dr = (I(m+2)p − GrG†r)

σ1CAt1L
† . . . σmCAtmL†
0 0 0
σ1CL† 0 0
0
. . . 0
0 0 σmCL†

,
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AZr = LArG†r
￿
Ip
0(m+1)p×p
￿
, CZr = (I(m+2)p − GrG†r)
￿
Ip
0(m+1)p×p
￿
.
Puisque les EDO (3.201) et (3.214) ont la “même structure” que l’EDO (3.81), on peut
énoncer, sans démonstration, les deux théorèmes suivants pour la synthèse des observateurs
robustes d’ordres plein (3.183) et réduit (3.186) en s’appuyant sur le lemme 3.5.1 et sur le
théorème 3.3.3.
Théorème 3.5.3. On suppose que l’hypothèse 2.3.1 et la condition (3.197) sont vérifiées. Le
système (3.183) est un observateur robuste d’ordre plein pour le système (3.135) garantissant la
stabilité exponentielle presque sûre de l’erreur de filtrage et vérifiant la contrainte (3.195) s’il
existe des matrices P = P T > 0, Q = QT > 0 et Rf et des réels µ1 > 0, µ2 > 0, µ3 > 0, µ4 > 0,
µ5 > 0, µ6 > 0, µ7 > 0 et β ￿ 0 tels que les LMI suivantes
(1, 1)a σ1PAt1 . . . σmPAtm σ1PF . . . σmPF P PF A
T
w1P . . . A
T
wdP 0
(1, 2)T −µ1In 0 0 0 0 0 0 0 0 0 0 0
... 0
. . . 0
...
...
...
...
...
...
...
...
...
(1,m+1)T 0 0 −µ1In 0 0 0 0 0 0 0 0 0
(1,m+2)T 0 . . . 0 −µ1Ia 0 0 0 0 0 0 0 0
... 0
...
... 0
. . . 0
...
...
...
...
...
...
(1, 2m+1)T 0 0 0 0 0 −µ1Ia 0 0 0 0 0 0
P 0 0 0 0 0 0
−In
µ2
0 0 0 0 0
FTP 0 0 0 0 0 0 0
−Ia
αµ3
0 0 0 0
PAw1 0 0 0 0 0 0 0 0 −P 0 0 PF
...
...
...
...
...
...
...
...
... 0
. . . 0
...
PAwd 0 0 0 0 0 0 0 0 0 0 −P PF
0 0 0 0 0 0 0 0 0 FTP . . . FTP
−Ia
µ4

< 0,
(3.215)
(QAf −RfCf ) + (QAf −RfCf )T + µ5In + µ−16 κ2In + 2βQ QBf −RfDf ￿
(QBf −RfDf )T −µ5Imr 0
(Q(In −AZfC)−RfCZfC)T 0
−Ip
µ6
 < 0 (3.216)
sont vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, α =
￿m
i=0 αi et
α0 = 1, et où
(1, 1)a =
m￿
i=0
αi(PAti+A
T
tiP )+µ
−1
3
m￿
i=0
αiH
T
Ati
HAti+µ1H
T
2H2+µ
−1
2 κ
2In+µ
−1
4
d￿
j=1
HTAwjHAwj−ρP,
et que, pour chaque j = 1, . . . , d, l’une des deux LMI suivantesATwjP + PAwj + µ−15 HTAwjHAwj +
￿
2ρjP PF
F TP
−Ia
µ5
 < 0, (3.217)
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￿
2ρjP PF
F TP
−Ia
µ5
 < 0, (3.218)
est satisfaite.
Le gain Zf est alors donné par Zf = Q−1Rf . Les matrices Mfi , Nfi et Ef de l’observateur
sont obtenues avec (3.191), (3.198) et (3.199) où
Zf =
￿
Wf Jf0 . . . Jfm
￿
.
Théorème 3.5.4. On suppose que l’hypothèse 2.3.1 et la condition (3.210) sont satisfaites.
L’EDS (3.142) est un observateur fonctionnel robuste d’ordre réduit pour le système (3.135)
garantissant la stabilité exponentielle presque sûre de l’erreur de filtrage et vérifiant la contrainte
(3.202) s’il existe des matrices P = P T > 0, Q = QT > 0 et Rr et des réels µ1 > 0, µ2 > 0,
µ3 > 0, µ4 > 0, µ5 > 0, µ8 > 0, µ9 > 0, βr ￿ 0 tels que les LMI (3.215) et
(QAr −RrCr) + (QAr −RrCr)T + µ5Ir + µ−16 κ2Ir + 2βrQ QBr −RrDr ￿
(QBr −RrDr)T −µ5Imr 0
(Q(L−AZrC)−RrCZrC)T 0
−Ip
µ6
 < 0
(3.219)
sont vérifiées, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, α =
￿m
i=0 αi et
α0 = 1, et que, pour chaque j = 1, . . . , d, l’une des deux LMI (3.217) ou (3.218) soit satisfaite.
Le gain Zr est alors donné par Zr = Q−1Rr. Les matrices Mi, Ni et E de l’observateur sont
obtenues avec (3.207), (3.208) et (3.211).
Remarque 3.5.2. Dans les théorèmes 3.5.3 et 3.5.4, deux expressions sont utilisées pour décrire
les incertitudes. Pour analyser la stabilité exponentielle presque sûre du point d’équilibre de
l’EDS (3.135a), c’est-à-dire les LMI (3.215), (3.217) et (3.218), c’est avec la relation (3.136) que
sont décrites les incertitudes paramétriques, tandis que, pour analyser la stabilité exponentielle
du point d’équilibre de l’EDO (3.201) ou de l’EDO (3.214), c’est-à-dire la LMI (3.216) ou la LMI
(3.219), les incertitudes paramétriques sont décrites avec (3.181) afin de calculer Ψf ou Ψ pour
compenser partiellement l’eﬀet de ces incertitudes sur la dynamique l’erreur d’observation e(t) ou
er(t). Il faut noter que les mêmes incertitudes paramétriques peuvent être décrites indiﬀéramment
par (3.136) ou par (3.181), le choix entre ces deux formulations dépendant du contexte. ￿
Remarque 3.5.3. Dans ce chapitre, il y a trois types de contraintes de Sylvester :
• l’équation (3.46) pour le cas où E = 0 (cas des mesures stochastiques pour l’observateur
d’ordre réduit (sans ou avec incertitudes paramétriques) et cas des mesures déterministes
pour l’observateur d’ordre réduit dans les remarques 3.3.4 et 3.5.1 (sans incertitudes para-
métriques ou avec incertitudes paramétriques et sans compensation partielle de ces incerti-
tudes))
LAti −MiL−NiC = 0, i = 0, . . . ,m, (3.46)
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et la condition nécessaire et suﬃsante d’existence d’une solution est la relation (3.53)
rang


LAt0 . . . LAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang


C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


, (3.53)
• l’équation (3.69) pour le cas où il n’y a pas de contrainte supplémentaire sur la matrice
E (cas des mesures déterministes pour l’observateur d’ordre réduit (sans incertitudes para-
métriques ou avec incertitudes paramétriques et sans compensation partielle de ces incerti-
tudes))
ΨAti −MiΨ−NiC = 0, i = 0, . . . ,m, (3.69)
et la condition nécessaire et suﬃsante d’existence d’une solution est la relation (3.78)
rang


LAt0 . . . LAtm
CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang


CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


, (3.78)
• l’équation (3.203) pour le cas où E est sujette à la contrainte (3.202) (cas des mesures
déterministes pour l’observateur d’ordre réduit avec incertitudes paramétriques et avec com-
pensation partielle de ces incertitudes)
ΨrAti −MiΨr −NiC = 0, i = 0, . . . ,m, (3.203)
ΨrFt = 0, (3.202)
et la condition nécessaire et suﬃsante d’existence d’une solution est la relation (3.210)
rang


LFt LAt0 . . . LAtm
CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L


= rang


CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L


(3.210)
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avec Ψ = Ψr = L− EC.
Puisque E = 0 est un cas particulier de E quelconque, la condition (3.53) implique la condi-
tion (3.78), mais la réciproque est fausse. En eﬀet, puisqu’il existe deux matrices carrées Υ1 et
Υ2, de dimensions appropriées, avec det(Υ1) ￿= 0 et det(Υ2) ￿= 0, telles que
Υ1

C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L

Υ2 =
￿
I 0
0 0
￿
,
on a donc les relations de rang suivantes
rang


C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang
￿￿
I 0
0 0
￿￿
,
rang


LAt0 . . . LAtm
CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang


Ir 0 0
0 Ip 0
0 0 Υ1


LAt0 . . . LAtm
CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L

Υ2

= rang


Φ1 Φ2
Φ3 Φ4
I 0
0 0

 ,
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rang


CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang

￿
Ip 0
0 Υ1
￿

CAt0 . . . CAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L

Υ2

= rang


Φ3 Φ4
I 0
0 0

 ,
rang


LAt0 . . . LAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L


= rang

￿
Ir 0
0 Υ1
￿

LAt0 . . . LAtm
C 0 0
0
. . . 0
0 0 C
L 0 0
0
. . . 0
0 0 L

Υ2

= rang


Φ1 Φ2
I 0
0 0

 .
Il s’en suit que la condition (3.78) est équivalente à
rang(Φ4) = rang
￿￿
Φ2
Φ4
￿￿
, (3.220)
tandis que la condition (3.53) est équivalente à
Φ2 = 0. (3.221)
Si la condition (3.221) est vérifiée, alors la condition (3.220) est satisfaite, mais la réciproque
est fausse.
Puisque rajouter la contrainte (3.202) sur la matrice E est un cas particulier de E quelconque,
la condition (3.210) implique la condition (3.78), mais la réciproque est fausse. En eﬀet, pour que
la condition (3.210) soit satisfaite, il est nécessaire que les matrices constituées par les colonnes
n+1 à (m+1)n des deux matrices intervenant dans la condition (3.210) aient un rang identique,
c’est-à-dire que la condition (3.78) soit satisfaite.
Pour illustrer la façon de démontrer les conditions (3.53), (3.78) et (3.210), on va démontrer
la condition (3.210) (il suﬃt de supprimer des termes dans cette condition pour obtenir les
deux autres) en suivant la démarche utilisée dans [Dar00a] pour i = 0 et dans [SZRD06] pour
i = 0, . . . ,m avec une contrainte sur E diﬀérente de ΨF = 0.
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On a
rang


LFt LAt0 . . . LAtm
CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L


= rang


LFt LAt0 . . . LAtm
CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L

×

Iat 0 . . . 0 0 . . . 0
0 L† 0 0 In − L†L 0 0
0 0
. . . 0 0 . . . 0
0 0 0 L† 0 0 In − L†L


= rang


LFt LAt0L
† . . . LAtmL† LAt0(In − L†L) . . . LAtm(In − L†L)
CFt CAt0L
† . . . CAtmL† CAt0(In − L†L) . . . CAtm(In − L†L)
0 CL† 0 0 C(In − L†L) 0 0
... 0 . . . 0 0 . . . 0
0 0 0 CL† 0 0 C(In − L†L)
0 Ir 0 0 0 . . . 0
... 0 . . . 0
... . . .
...
0 0 0 Ir 0 . . . 0


= (m+ 1)r + rang
￿￿
LAr
Gr
￿￿
et
rang


CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L


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= rang


CFt CAt0 . . . CAtm
0 C 0 0
0 0
. . . 0
0 0 0 C
0 L 0 0
0 0
. . . 0
0 0 0 L

×

Iat 0 . . . 0 0 . . . 0
0 L† 0 0 In − L†L 0 0
0 0
. . . 0 0 . . . 0
0 0 0 L† 0 0 In − L†L


= rang


CFt CAt0L
† . . . CAtmL† CAt0(In − L†L) . . . CAtm(In − L†L)
0 CL† 0 0 C(In − L†L) 0 0
... 0 . . . 0 0 . . . 0
0 0 0 CL† 0 0 C(In − L†L)
0 Ir 0 0 0 . . . 0
... 0 . . . 0
... . . .
...
0 0 0 Ir 0 . . . 0


= (m+ 1)r + rang(Gr).
Ainsi, comme le stipule le lemme 3.5.2, les conditions (3.210) et (3.212) sont équivalentes. ￿
3.5.4 Exemple
Pour illustrer les développements ci-dessus sur l’observation robuste des systèmes stochas-
tiques, on considère le système stochastique incertain décrit par (3.134), (3.136) et (3.137) avec
n = 3, m = 2, p = 2, d = 1, h = 1, r = 1 et les matrices suivantes
At0 =

−1.51 1 −1
0.5 −2.51 1
0 −0.6 −3.51
, At1 =

0 −0.02 0.04
0 0.01 −0.02
0 −0.01 0.02
, At2 =

0 0.01 −0.01
0 −0.01 0.01
0 0.01 −0.01
,
Aw =

−3.5657 −0.10952 −0.47238
0.46643 −4.041 −0.80024
−0.1 0.066667 −3.4933
, C =
￿
1 1 1
1 0 0.5
￿
, D =
￿
1 0 1
1 1 0
￿
, L =
￿
0 0 1
￿
,
HAt0 =

0.1 0 0
0 0.1 0
0 0 0.1
, HAt1 =

0.01 0 −0.01
−0.02 0.01 0
0 0.01 −0.01
, HAt2 =

0.1 0 −0.1
−0.2 0.1 0
0 0.1 −0.1
,
HAw =

0.1 0 0
0 0.1 0
0 0 0.1
, F =

0.1 0 0
0 0.1 0
0 0 0.1
.
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La fonction non linéaire ￿(x(t)) est donnée par
￿(x(t)) = ￿(Lx(t)) =

sin(Lx(t))
sin(Lx(t))
sin(Lx(t))

et vérifie la contrainte ￿(0) = 0 (voir (3.4)) et la condition de Lipschitz (3.6) avec κ = 1.
Les entrées admissibles u(t) sont bornées et appartiennent à l’ensemble Ω donné par (3.3)
avec
u1,min = −0.7, u1,max = 0.8, u2,min = −0.7, u2,max = 0.8.
On va synthétiser un observateur d’ordre réduit donné par (3.142) en appliquant le théorème
3.5.2.
L’hypothèse 2.3.1 et la condition (3.53) sont satisfaites.
En choisissant
µ1 = 3.5, µ2 = 3.5, µ3 = 0.1, µ4 = 6, µ5 = 5, µ8 = 0.1, µ9 = 0.1, ρ = 20, et βr = 2.175,
les LMI (3.164), (3.166) et (3.168) dans le théorème 3.5.2 ont généré les résultats suivants
P =

1.0972 −0.31295 −0.18997
−0.31295 0.95065 0.03919
−0.18997 0.03919 2.3615
, Q = 10.076,
R =
￿
88.781 44.391 121.86 0 −165.03 −66.013
￿
.
Le gain Z = Q−1R est donné par
Z =
￿
8.8113 4.4056 12.094 0 −16.379 −6.5516
￿
.
Les matrices M0, M1, M2, N0, N1 et N2 du filtre d’ordre réduit (3.142) sont données par
(voir (3.51) et (3.54))
M0 = −3.21, M1 = 0.025, M2 = −0.015,
N0 =
￿
−0.6 0.6
￿
, N1 =
￿
−0.01 0.01
￿
, N2 =
￿
0.01 −0.01
￿
.
Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

−1
0.5
1
 , ￿z0 = 0.5
et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.001 seconde
(voir (1.32)).
Les simulations sont illustrées dans les figures 3.23 et 3.24.
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Figure 3.23 – Etat x1(t) (bleu), état x2(t) (vert) et état x3(t) (rouge).
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Figure 3.24 – Fonctionnelle z(t) (bleu, continu) et estimation ￿z(t) (rouge, discontinu).
Dans la figure 3.23, on constate que la stabilité exponentielle presque sûre du point d’équi-
libre de l’EDS (3.134a) a bien été garantie par les LMI (3.164) et (3.166) malgré la présence
d’incertitudes paramétriques.
La convergence de l’estimation ￿z(t) vers la fonctionnelle z(t) est illustrée dans la figure 3.24.
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3.6 Conclusion
Dans ce chapitre, le problème du filtrage pour une classe de systèmes stochastiques non
linéaires a été résolu lorsque la dérive de l’EDS de ces systèmes est constituée par une partie
bilinéaire états-commandes à laquelle est ajoutée une fonction non linéaire ￿(x(t)). Le type de
stabilité utilisé pour le point d’équilibre de l’erreur d’estimation est la stabilité exponentielle
presque sûre. Deux cas sont considérés : la fonction ￿(x(t)) est Lipschitz ou one-sided Lipschitz.
Deux configuration des mesures ont été prises en compte : des mesures déterministes et des
mesures stochastiques.
Des observateurs d’ordre plein et des filtres fonctionnels d’ordre réduit ont été synthétisés
lorsque les entrées de commande sont traitées comme des pseudo-incertitudes bornées en norme.
Cette approche a été étendue au cas où les coeﬃcients des matrices intervenant dans la dérive et
dans la diﬀusion de l’EDS du système à observer sont entachés par des incertitudes paramétriques
non structurées et bornées en norme. Dans le cas où les mesures sont déterministes, deux cas ont
été considérés : pas de compensation partielle des incertitudes (ces dernières aﬀectent la dérive de
l’EDS décrivant la dynamique de l’erreur de filtrage) et compensation partielle des incertitudes
(ces dernières n’aﬀectent pas la dérive de l’EDS décrivant la dynamique de l’erreur de filtrage).
Les conditions nécessaires et suﬃsantes pour l’existence des solutions des diﬀérentes équations
de Sylvester intervenant dans la synthèse des filtres fonctionnels d’ordre réduit, ainsi que le
paramétrage de leurs solutions, sont donnés.
Une approche basée sur la structure polytopique de l’ensemble des entrées de commande
admissibles est développée. Elle est basée sur une reformulation de type descripteur ou pseudo-
singulier des équations décrivant les dynamiques de l’état du système et de l’erreur d’observation.
Ce formalisme a permis d’utiliser des fonctions de Lyapunov dépendant des entrées de commande.
Afin de préserver la convexité, les produits entre les éléments du vecteur des entrées lorsque la
formule d’Itô est appliquée ont été évités en introduisant une matrice instrumentale dans chacune
des fonctions de Lyapunov utilisées.
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Chapitre 4. Stabilité et stabilisation des systèmes stochastiques
4.1 Introduction
Ce chapitre est dédié à la stabilité et à la stabilisation des systèmes stochastiques non linéaires
avec des bruits multiplicatifs. Comme dans les chapitres 2 et 3, le type de stabilité étudié est la
stabilité exponentielle presque sûre. Deux problèmes de stabilité et de stabilisation sont abordés :
• le rejet exponentiel des perturbations avec un taux de décroissance garanti (section 4.2),
• la stabilisation des systèmes stochastiques via une commande bang-bang (section 4.3).
Le premier de ces deux problèmes peut être vu comme l’étude de la stabilité exponentielle
presque sûre d’une solution non triviale d’une EDS car, si la solution d’une EDS est aﬀectée par
perturbation exogène, alors le point d’équilibre peut ne pas être x(t) = 0. En s’appuyant sur une
idée originale de Mao dans [Mao97] (p.141), on se propose d’étendre la définition de la stabilité
exponentielle presque sûre de l’origine au cas où la solution de l’EDS est non triviale, c’est-à-dire
diﬀérente de zéro. La stabilité presque sûre 1 de la solution non triviale d’une EDS est étudiée
dans [Liu97, LM98, CGR03, LD11].
Dans la section 4.2, le problème de la stabilité de la solution non triviale d’une EDS est
traitée comme un problème de rejet de perturbations avec un taux de décroissance exponentielle
garanti. Après avoir posé le problème dans la section 4.2.1, une approche de type Lyapunov est
proposée dans la section 4.2.2 afin d’obtenir des conditions suﬃsantes pour assurer la conver-
gence exponentielle presque sûre vers zéro, avec un taux de décroissance garanti, de la solution de
l’EDS en présence de perturbations additives sur la dérive. Dans la section 4.2.3, les conditions
proposées dans la section 4.2.2 sont appliquées au cas où la fonction de Lyapunov est quadra-
tique. Le choix de cette classe de fonctions de Lyapunov s’appuie sur le fait que les fonctions
Lyapunov quadratiques permettent d’obtenir des algorithmes de synthèse pour les correcteurs et
les observateurs qui sont aisés à mettre en œuvre d’un point de vue numérique. Dans la section
4.2.4, un exemple permet d’illustrer les développements eﬀectués dans la section 4.2.
Dans la section 4.3, ce sont les mêmes systèmes stochastiques non linéaires avec des bruits
multiplicatifs que dans le chapitre 3 : la dérive de l’EDS est constituée par une partie bilinéaire
états-commandes à laquelle est ajoutée une fonction non linéaire dépendant de l’état, notée
￿(x(t)). Cette fonction est lipschitzienne. A notre connaissance, les seuls travaux traitant de la
stabilisation exponentielle presque sûre d’une EDS en utilisant l’approche de type Lyapunov
exposée dans le théorème 1.5.3 sont ceux de Hu et Mao dans [HM08]. Les auteurs considèrent
que la dérive et la diﬀusion de l’EDS à stabiliser sont linéaires en l’état et en la commande et
que tout le vecteur d’état est mesuré. Ce sont donc des lois de commande par retour d’état qui
sont proposées dans [HM08].
Dans la section 4.3.3, la loi de commande proposée est basée sur un observateur car le vecteur
d’état est partiellement mesuré, les mesures étant stochastiques. La loi de commande proposée
est de type bang-bang pour deux raisons détaillées ci-dessous.
a) La commande est dite bang-bang lorsque chaque coordonnée du vecteur des commandes
commute entre une valeur maximale et une valeur minimale, la loi de commutation dé-
pendant de l’état du système à commander. Cette stratégie de commande a été appliquée
avec succès aux systèmes bilinéaires déterministes : voir [Lon80, Rya84, Moh91, LS02,
LS03, ŚLS03] pour la commande par retour d’état et [ZLCL04, GSZD07, Gér08] pour la
commande basée sur un observateur. La dérive dans le système stochastique non linéaire
considéré dans la section 4.3 est proche des fonctions intervenant dans les ODE décrivant
1. La stabilité presque sûre est exponentielle ou non selon le choix de la fonction ψ(t) dans les équations (1.33)
et (1.34) : si ψ(t) = et, elle est exponentielle, si ψ(t) = t, elle est polynômiale, . . . (voir [Mao92a, Mao94a, Mao97,
Liu97]).
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les systèmes déterministes dans les publications citées ci-dessus.
b) Puisqu’on ne peut pas insérer le bruit de l’EDS du système à commander dans les équations
décrivant la loi de commande, on rencontre le même problème que dans le chapitre 2 lors
de l’utilisation du théorème 1.5.3 pour la synthèse d’un observateur (voir équation (2.7)) :
on aura c3 = 0 dans le théorème 1.5.3 car la diﬀusion de l’EDS en boucle fermée sera nulle
si l’état X(t) = [xT (t) xTk (t) ]
T vérifie la contrainte x(t) = 0 avec xk(t) quelconque 2. Ainsi,
comme dans le chapitre 3, la synthèse de la loi de commande va s’appuyer sur l’approche
découplée explicitée dans les théorèmes 2.3.1 et 2.5.1. La commande de type bang-bang se
prête bien à cette approche : dans un premier temps, un retour d’état est synthétisé, puis,
dans un second temps, un observateur permet de remplacer cet état par son estimation
dans la loi de commande.
Le système stochastique non linéaire considéré est décrit dans la section 4.3.1. La section
4.3.2 traite de la loi de commande bang-bang par retour d’état, tandis que la loi de commande
bang-bang par retour d’état estimé est abordée dans la section 4.3.3. La détermination simulta-
née des valeurs maximales et minimales des commandes et des fonctions de Lyapunov conduit à
des bilinéarités dans les inégalités à résoudre. Afin de pouvoir utiliser la programmation convexe,
il faut transformer ces inégalités en LMI. Ce problème est traité dans la section 4.3.4 où ces
inégalités sont “linéarisées” en fixant alternativement certaines variables de décision et en mini-
misant un critère ad-hoc. La convergence de l’algorithme itératif ainsi obtenu vers les solutions
des inégalités ne peut pas être garantie. Un exemple illustre l’approche proposée dans la section
4.3.5.
4.2 Rejet exponentiel des perturbations avec un taux de décrois-
sance garanti
Dans cette partie, on se propose d’étudier le comportement asymptotique des systèmes sto-
chastiques en présence de perturbations exogènes.
4.2.1 Position du problème
On considère l’EDS suivante
dx(t) = (f1(x(t)) + f2(t)) dt+ g(x(t)) dw(t) (4.1)
avec
• x(t) ∈ IRn −→ vecteur d’état,
• w(t) ∈ IRd −→ mouvement brownien (ou processus de Wiener) indépendant et centré,
• f2(t) ∈ IRn −→ perturbation exogène.
L’EDS (4.1) est la version perturbée de l’EDS suivante
dx(t) = f1(x(t)) dt+ g(x(t)) dw(t) (4.2)
avec f1(0) = 0 et g(0) = 0. Ainsi, x(t) = 0 est la solution triviale de l’EDS (4.2). La fonction
f1(x(t)) est module-intégrable et la fonction g(x(t)) est carré intégrable (voir la définition 1.4.2).
Afin de garantir l’existence et l’unicité de la solution de l’EDS (4.2), les fonctions f1(x(t)) et
g(x(t)) vérifient les conditions (1.23) et (1.24) dans le théorème 1.4.4 en remplaçant l’EDS (1.25)
par (4.2).
2. x(t) est l’état du système stochastique à commander, tandis que xk(t) est l’état du correcteur à synthétiser.
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Du fait de l’existence de la perturbation f2(t) dans l’EDS (4.1), x(t) = 0 peut ne pas être un
point d’équilibre de cette EDS.
Dans la suite de la section 4.2, des conditions suﬃsantes vont être proposées afin de rejeter
exponentiellement la perturbation f2(t) avec un taux de décroissance garanti. Il s’agit, via une
approche de type Lyapunov, de rechercher des conditions suﬃsantes pour que la solution de
l’EDS perturbée (4.1) converge exponentiellement presque sûrement vers 0 et de proposer une
borne supérieure pour l’exposant de Lyapunov associé à cette solution. Cette borne supérieure
correspond à un taux de décroissance exponentielle garanti.
4.2.2 Conditions suﬃsantes pour le rejet exponentiel des perturbations
Le problème du rejet exponentiel des perturbations avec un taux de décroissance garanti
pour l’EDS (4.1) est résolu dans le théorème suivant. Avant d’énoncer ce théorème, les notations
suivantes sont définies pour l’application de la formule d’Itô à l’EDS (4.1) avec la fonction
U(x(t), t) ∈ IR avec x(t) ∈ IRn et t ∈ IR+ (voir le théorème 1.4.2 et les relations (1.46) et (1.47))
LU(x(t), t) = L∗U(x(t), t) + Ux(x(t), t)f2(t), (4.3a)
L∗U(x(t), t) = Ut(x(t), t) + Ux(x(t), t)f1(x(t)) +
1
2
tr(gT (x(t))Uxx(x(t), t)g(x(t))), (4.3b)
BU(x(t), t) = Ux(x(t), t)g(x(t)), (4.3c)
où
Ut(x(t), t) =
∂U(x(t), t)
∂t
,
Ux(x(t), t) =
￿
∂U(x(t), t)
∂x1
. . .
∂U(x(t), t)
∂xn
￿
,
Uxx(x(t), t) =

∂2U(x(t), t)
∂x1∂x1
. . .
∂2U(x(t), t)
∂x1∂xn... . . .
...
∂2U(x(t), t)
∂xn∂x1
. . .
∂2U(x(t), t)
∂xn∂xn
 .
Le diﬀérentiateur stochastique LU(x(t), t) est appliqué sur l’EDS (4.1) dans (4.3a), tandis
que le diﬀérentiateur stochastique L∗U(x(t), t) est appliqué sur l’EDS (4.2) dans (4.3b).
Théorème 4.2.1. [BZSM13b] Soit le réel t0 ￿ 0. On suppose que x(t) est une solution de
l’EDS (4.1) satisfaisant ￿x(t)￿ ￿= 0 presque sûrement pour tout t ￿ t0 à condition que ￿x0￿ ￿= 0
presque sûrement. Soit V (x(t), t) est une fonction de Lyapunov définie positive et ϕ(t) > 0 est
une fonction donnée.
S’il existe des réels θ > 0, c1 > 0, c2, c3 ￿ 0 et p > 0 tel que, pour tout t ￿ t0,
L∗V (x(t), t) ￿ c2V (x(t), t), (4.4a)
￿BV (x(t), t)￿2 ￿ c3V 2(x(t), t), (4.4b)
Vx(x(t), t)f2(t) ￿ ϕ(t)V (x(t), t), (4.4c)
lim sup
t→+∞
￿￿ t
t0
ϕ(s) ds
t− t0
￿
￿ θ, (4.4d)
c1 ￿x(t)￿p ￿ V (x(t), t), (4.4e)
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alors
lim sup
t→+∞
ln ￿x(t)￿
t
￿ −(c3 − 2(c2 + θ))
2p
p.s. (4.5)
Si
c3 > 2(c2 + θ) (4.6)
alors la solution x(t) de l’EDS (4.1) converge exponentiellement presque sûrement vers zéro quand
t→ +∞. ￿
Démonstration. On considère la fonction de Lyapunov V (x(t), t) définie positive. En utilisant les
relations suivantes
(ln(f))￿ =
f ￿
f
, (ln(f))￿￿ =
f ￿￿f − f ￿2
f2
=
f ￿￿
f
− f
￿2
f2
,
l’application de la formule d’Itô à l’EDS (4.1) avec la fonction U(x, t) = ln(V (x, t)) donne
dU(x(t), t) = Ut(x(t), t) + Ux(x(t), t)(f1(x(t)) + f2(t))
+
1
2
tr
￿
gT(x(t))Uxx(x(t), t)g(x(t))
￿
dt+Ux(x(t), t)g(x(t)) dw(t)
=
￿
Vt(x(t), t)
V (x(t), t)
+
Vx(x(t), t)f1(x(t)) + Vx(x(t), t)f2(t)
V (x(t), t)
+
1
2
tr
￿
gT (x(t))Vxx(x(t), t)g(x(t))
V (x(t), t)
￿
−1
2
tr
￿
(g(x(t))Vx(x(t), t))T (g(x(t))Vx(x(t), t))
(V (x(t), t))2
￿￿
dt
+
Vx(x(t), t)g(x(t))
V (x(t), t)
dw(t)
=
￿
L∗V (x(t), t)
V (x(t), t)
+
Vx(x(t), t)f2(t)
V (x(t), t)
− 1
2
￿￿gT (x(t))Vx(x(t), t)￿￿2
(V (x(t), t))2
￿
dt
+
Vx(x(t), t)g(x(t))
V (x(t), t)
dw(t). (4.7)
En intègrant l’expression (4.7), on obtient
ln(V (x(t), t)) = ln(V (x0, t0)) +
￿ t
t0
L∗V (x(s), s)
V (x(s), s)
ds
+
￿ t
t0
Vx(x(s), s)f2(s)
V (x(s), s)
ds+M(t)− 1
2
￿ t
t0
￿￿gT (x(s))Vx(x(s), s)￿￿2
(V (x(s), s))2
ds (4.8)
avec
M(t) =
￿ t
t0
Vx(x(s), s)g(x(s))
V (x(s), s)
dw(s). (4.9)
L’inégalité martingale exponentielle (voir lemme C.1.1) donne
P
￿
sup
t0￿t￿T
￿
M(t)− α
2
￿ t
t0
￿BV (x(s), s)￿2
(V (x(s), s))2
ds > v
￿￿
￿ e−αv (4.10)
157
Chapitre 4. Stabilité et stabilisation des systèmes stochastiques
avec α > 0 et v > 0. Si on choisit v = 2α−1 ln(t0 + k − 1) avec k = 2, . . . ,+∞ et 0 < α < 1,
l’application du lemme de Borel-Cantelli (voir lemme C.1.3) donne
M(t) ￿ 2α−1 ln(t0 + k − 1) + α
2
￿ t
t0
￿BV (x(s), s)￿2
(V (x, s))2
ds.
L’application des conditions (4.4a), (4.4b) et (4.4c) à l’inégalité (4.8) donne
ln(V (x(t), t)) ￿ ln(V (x0, t0)) + 2α−1 ln(t0 + k − 1) +
￿ t
t0
L∗V (x(s), s)
V (x(s), s)
ds+
￿ t
t0
Vx(x(s), s)f2(s)
V (x(s), s)
ds
− 1
2
(1− α)
￿ t
t0
￿BV (x(s), s)￿2
(V (x(s), s)))2
ds
￿ ln(V (x0, t0)) + 2α−1 ln(t0 + k − 1) + c2
￿ t
t0
V (x(s), s)
V (x(s), s)
ds+
￿ t
t0
ϕ(s) ds
− 1
2
(1− α)
￿ t
t0
c3 ds
￿ ln(V (x0, t0)) + 2α−1 ln(t0 + k − 1) + c2(t− t0)− 1
2
(1− α)c3t
+
￿ t
t0
(t− t0)ϕ(s) ds. (4.11)
Avec la condition (4.4d), il existe un réel θ > 0 tel que
lim sup
t→+∞
￿ t
t0
ϕ(s) ds
t− t0 ￿ θ,
alors il existe un réel δ > 0 tel que￿ t
t0
ϕ(s)ds ￿ (θ + δ)(t− t0) (4.12)
et l’insertion de la relation (4.12) dans l’inégalité (4.11) donne
ln(V (x(t), t)) ￿ ln(V (x0, t0)) + 2α−1 ln(t0 + k − 1) + c2(t− t0)
− 1
2
(1− α)c3(t− t0) + (θ + δ)(t− t0). (4.13)
Pour k − 1 ￿ t ￿ k, l’inégalité (4.13) donne
ln(V (x(t), t))
t− t0 ￿
ln(V (x0, t0))
t− t0 + 2α
−1 ln(t0 + k − 1)
t− t0 + c2 −
1
2
(1− α)c3 + (θ + δ)
et on obtient
lim sup
t→+∞
ln(V (x(t), t))
t− t0 = lim supt→+∞
ln(V (x(t), t))
t
￿ c2 − 1
2
(1− α)c3 + (θ + δ). (4.14)
La condition (4.4e) donne
lim sup
t→+∞
c1 ￿x(t)￿p ￿ lim sup
t→+∞
V (x(t), t)
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et on obtient
lim sup
t→+∞
ln(c1)
t
+ p lim sup
t→+∞
ln(￿x(t)￿)
t
￿ lim sup
t→+∞
ln(V (x(t), t))
t
. (4.15)
Les inégalités (4.14) et (4.15) donnent
p lim sup
t→+∞
1
t
ln ￿x(t)￿ ￿ c2 − 1
2
(1− α)c3 + (θ + δ) (4.16)
et, en posant α −→ 0 et δ −→ 0, on obtient
lim sup
t→+∞
1
t
ln(￿x(t))￿ ￿ −(c3 − 2(c2 + θ))
2p
. (4.17)
Si l’inégalité c3>2(c2 + θ) est satisfaite, la convergence exponentielle presque sûre de l’état
x(t) vers zéro est garantie. •
Remarque 4.2.1. Si f2(t) ≡ 0, alors les conditions (4.4a), (4.4b) et (4.4e) assurent que la
solution triviale x(t) = 0 de l’EDS non perturbée (4.2) est exponentiellement presque sûrement
stable (voir théorème 1.5.3). ￿
4.2.3 Application aux fonctions de Lyapunov quadratiques
L’utilisation du théorème 4.2.1 dépend fortement du choix de la fonction de Lyapunov
V (x(t), t). En automatique, la fonction de Lyapunov la plus utilisée est la fonction de Lyapunov
quadratique du type V (x(t)) = xT (t)Px(t) où la matrice P satisfait P = P T > 0. En eﬀet,
avec ce type de fonction de Lyapunov, les problèmes d’observation et de commande peuvent
être résolus en utilisant des inégalités matricielles linéaires, aussi appelées LMI. Par exemple,
dans [HM08], la stabilisation par retour d’état d’une EDS dont la dérive et la diﬀusion sont
linéaires est traitée comme un problème de résolution de LMI grâce à l’utilisation de fonctions
de Lyapunov quadratiques du type V (x(t)) = xT (t)Px(t).
Il est donc intéressant d’étudier l’existence de classes de fonctions f2(t) permettant d’ap-
pliquer le théorème 4.2.1 avec une fonction de Lyapunov quadratique donnée par V (x(t)) =
xT (t)Px(t) avec P = P T > 0. Pour cela, il faut choisir une classe de fonctions f2(t) permettant
de vérifier la condition (4.4c) du théorème 4.2.1.
Pour satisfaire la condition (4.4c) et (4.4d), on considère la classe de vecteurs des perturba-
tions f2(t) définie par
￿f2(t)￿ ￿ βe−λt, (4.18)
où λ > 0 et β > 0 sont des réels, en association avec les fonctions suivantes ϕ(t) données par
ϕ(t) = θ (4.19)
où θ > 0 est un réel donné. Avec cette classe de fonctions ϕ(t), la condition (4.4d) est vérifiée et
le scalaire θ peut être vu comme un paramètre permettant de satisfaire l’inégalité c3 > 2(c2+ θ)
dans le théorème 4.2.1.
Afin d’étudier la condition (4.4c) avec la fonction de Lyapunov V (x(t)) = xT (t)Px(t), on
majore Vx(x(t))f2(t) comme suit
Vx(x(t))f2(t) = 2x
T (t)Pf2(t) ￿ 2
￿￿xT (t)P￿￿ ￿f2(t)￿ ￿ 2β ￿￿xT (t)P￿￿ e−λt. (4.20)
Pour V (x(t)) = xT (t)Px(t) > 0 et θ > 0, il existe t0 ￿ 0 telle que
2β
￿￿xT (t)P￿￿ e−λt ￿ θxT (t)Px(t) ∀ t ￿ t0. (4.21)
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En utilisant les inégalités (4.20) et (4.21), la condition (4.4c) est satisfaite où la perturbation
f2(t) est définie par la relation (4.18).
Pour illustrer le choix d’une perturbation exponentielle bornée f2(t) définie dans (4.18), on
considère l’exemple suivant où l’EDS (4.1) est donnée par
dx(t) = (−x(t) + f2(t)) dt (4.22)
avec la diﬀusion g(x(t)) = 0.
La solution de l’équation homogène x˙(t) = −x(t) est xh(t) = x0 e−t et une solution particu-
lière est xp(t) = α(t)e−t. La solution générale est donc donnée par
x(t) = xp(t) + xh(t) = (x0 + α(t))e
−t
où α(t) est une fonction à déterminer.
En remplaçant xp(t) par sa valeur dans l’équation (4.22), on obtient
x˙p(t) = α˙(t)e
−t − α(t)e−t = −α(t)e−t + f2(t),
ce qui donne f2(t) = α˙(t)e−t. La fonction α(t) est donc donnée par
α(t) =
￿ t
t0
f2(s)e
s ds.
Pour que l’intégrale ci-dessus converge lorsque t→ +∞ (c’est-à-dire pour que cette intégrale
ait une valeur finie), la fonction f2(t) peut être choisie comme suit
f2(t) = ψ(t)e
−t
où ψ(t) est une fonction quelconque qui doit être choisie telle que l’intégrale
￿ t
t0
ψ(s) ds converge
lorsque t→ +∞. Dans ce cas, on a
λ(t) =
￿ t
t0
ψ(s) ds
et la solution x(t) converge exponentiellement vers zéro lorsque t→ +∞.
4.2.4 Exemple
On considère l’EDS (4.1) avec
f1(x(t)) = Atx(t) + ￿(x(t)) =

−1.5 1 −1
0.5 −2.5 1
1 0.6 −3.5
x(t) +

sin(x1(t))
sin(x2(t))
sin(x3(t))
 ,
f2(t) =


0
0
0
 si t < 0.08 sec

sin(25πt)e−εt
sin(25πt)e−εt
sin(25πt)e−εt
 si t ￿ 0.08 sec
,
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g(x(t)) = Awx(t) =

3.5 −0.1 0
1 3.72 0
0.1 0 3.85
x(t).
En appliquant le diﬀérentiateur stochastique L∗V (x(t)) à l’EDS (4.1) avec V (x(t)) = xT (t)Px(t)
et P = P T > 0, on obtient
L∗V (x(t)) = xT (t)(PAt +ATt P +A
T
wPAw)x(t) + 2x
T (t)P ￿(x(t)).
En utilisant le lemme de majoration C.3.1 et le fait que la fonction ￿(x(t)) est globalement
lipschitzienne avec une constante de Lipschitz égale à 1, l’expression L∗V (x(t)) peut être majorée
comme suit
L∗V (x(t)) ￿ xT (t)(PAt +ATt P + µ−1I3 + µPP +ATwPAw)x(t) (4.23)
où µ > 0 est un réel donné.
En utilisant l’inégalité (4.23), la condition L∗V (x, t) ￿ c2V (x, t) est satisfaite s’il existe un
réel c2 tel que
PAt +A
T
t P + µ
−1I3 + µPP +ATwPAw − c2P < 0. (4.24)
En utilisant l’inégalité ci-dessus et le lemme de Schur A.3.1, l’inégalité (4.4a) dans le théorème
4.2.1 est vérifiée si la LMI suivante
PAt +ATt P +
1
µ
I3 − c2P ATwP P
PAw −P 0
P 0
−1
µ
I3
 < 0 (4.25)
est satisfaite.
L’application de l’opérateur BV (x(t)) à l’EDS (4.1) avec V (x(t)) = xT (t)Px(t) donne
BV (x(t)) = xT (t)(ATwP + PA)x(t)
et, pour une réel c3 > 0, on obtient
￿BV (x(t))￿2 − c3V (x(t))2 = xT (t)(ATwP + PA−
√
c3P )x(t)
× xT (t)(ATwP + PA+
√
c3P )x(t).
La condition (4.4b) dans le théorème 4.2.1 est donc satisfaite si l’une des deux LMI suivantes
ATwP + PAw −
√
c3P > 0, (4.26)
ATwP + PAw +
√
c3P < 0, (4.27)
est vérifiée.
L’inégalité (4.4e) dans le théorème 4.2.1 est vérifiée si on choisit c1 = λmin(P ) et p = 2 où
λmin(P ) est la plus petite valeur propre de la matrice P .
L’application du théorème 4.2.1 avec les LMI (4.25) et (4.25) et avec ϕ(t) = θ donne
P =

27.644 0.39887 −6.7554
0.39887 9.485 −11.8.27
−6.7554 −11.827 42.84
 ,
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c2 = 15, c3 = 40, θ = 0.1, µ = 0.1.
et l’exposant de l’exponentiel de la solution x(t) est borné comme suit
lim sup
t→+∞
1
t
ln(￿x(t))￿) ￿ −(c3 − 2(c2 + θ))
2p
= −2.45. p.s.
Le taux de décroissance garanti est égal à 2.45, il existe donc une variable aléatoire finie
M > 0 telle que
￿x(t)￿ ￿M ￿x0￿ e−2.45(t) p.s. (4.28)
quel que soit x0 ∈ IR, donne une limite supérieure du taux de décroissance (voir (1.38) et (1.39)).
Avec ε = 3, la figure 4.1 montre la perturbation f2(t) et la convergence exponentielle presque
sûre de l’état x(t).
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
Temps [s]
Figure 4.1 – Etat x1(t) (bleu), état x2(t) (vert), état x3(t) (rouge), perturbation f2(t) (noir).
Avant que la perturbation f2(t) apparaisse, c’est-à-dire pour 0 ￿ t ￿ 0.08 seconde, les trois
composantes de l’état x(t) décroissent exponentiellement presque sûrement, mais la limite de
zéro n’est pas encore atteinte.
A partir de t = 0.08 seconde, on peut voir l’eﬀet de la perturbation f2(t) sur l’état x(t).
La figure 4.1 montre que les trois composantes de l’état x(t) convergent vers zéro tandis que la
perturbation f2(t) n’a pas encore convergé, ce qui est en accord avec le fait que la perturbation
f2(t) satisfait la condition (4.4c) dans le théorème 4.2.1 et que c3 > 2(c2 + θ).
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4.3 Commande bang-bang des systèmes stochastiques
4.3.1 Introduction à la commande bang-bang
Cette section est consacrée à la stabilisation d’un système stochastique non linéaire (bilinéa-
rité états-commandes et non linéarité additionnelle) avec des bruits multiplicatifs en utilisant
une commande bang-bang. Le but est d’obtenir la stabilité exponentielle presque sûre du point
d’équilibre en boucle fermée.
Une commande bang-bang est une commande discontinue et saturée où chaque élément du
vecteur de commande commute entre deux valeurs. Le problème à résoudre est donc double :
• déterminer, pour chaque élément du vecteur de commande, les deux bornes de commuta-
tion,
• proposer un algorithme pour gérer les commutations.
Dans [Lon80, Rya84, Moh91], des commandes bang-bang ont été employées avec succès pour
stabiliser par retour d’état des systèmes bilinéaires déterministes. Dans [LS02, LS03, ŚLS03], cette
stratégie de commande a été appliquée à un modèle à 2 ou 3 compartiments pour la chimiothé-
rapie d’un cancer. Lorsque l’état n’est pas entièrement mesuré, des lois de commande bang-bang
basées sur des observateurs ont été proposées dans [ZLCL04] et dans [GSZD07, Gér08]. Dans
[ZLCL04], la loi de commutation des éléments du vecteur de commande dépend d’un observateur
de Luenberger d’ordre plein, tandis que, dans [GSZD07, Gér08], cette loi de commutation dépend
de l’estimation de l’état obtenue via un observateur particulier d’ordre plein.
A notre connaissance, une loi de commande bang-bang pour les systèmes stochastiques avec
des bruits multiplicatifs n’a été proposée que dans [AT74] en utilisant la stabilité exponentielle
en moyenne quadratique.
Afin de développer des lois de commande bang-bang, on considère le système stochastique
suivant
dx(t) =
￿
At0x(t) +
m￿
i=1
ui(t)Atix(t) + ￿(x(t))
￿
dt+
d￿
j=1
Awjx(t) dwxj (t) (4.29a)
dy(t) = Cx(t) dt+Dx(t) dwy(t) (4.29b)
avec
• x(t) ∈ IRn −→ vecteur d’état,
• u(t) ∈ IRm −→ vecteur des entrées connues (commandes),
• y(t) ∈ IRp −→ vecteur des mesures,
• wx(t) ∈ IRd −→ mouvement brownien (ou processus de Wiener) indépendant et centré,
• wy(t) ∈ IR −→ mouvement brownien (ou processus de Wiener) indépendant et centré.
La fonction ￿(x(t)) vérifie la propriété suivante
￿(0) = 0 (4.30)
et la condition de Lipschitz suivante
￿￿(x(t))− ￿(x(t))￿ ￿ κ ￿x(t)− x(t)￿ (4.31)
avec κ > 0. De plus, la fonction ￿(x(t)) est module-intégrable (voir la définition 1.4.2). Les
conditions d’existence et d’unicité de la solution de l’EDS (4.29a) données dans le théorème 1.4.4
sont donc satisfaites.
Dans la suite de cette section, une commande bang-bang est proposée dans deux situations
pour le système stochastique bilinéaire avec des bruits multiplicatifs (4.29) :
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• lorsque le vecteur d’état est complètement mesuré, la loi de commutation est basée sur la
dynamique de cet état,
• lorsque le vecteur d’état est partiellement mesuré, la loi de commutation est basée sur
l’estimation de cet état via un observateur.
4.3.2 Commande bang-bang par retour d’état
Dans cette section, on considère que toutes les composantes du vecteur d’état x(t) sont
disponibles, c’est-à-dire que l’équation de mesure (4.29b) est remplacée par
y(t) = x(t). (4.29b-bis)
La commande bang-bang u(x(t)) par retour d’état est définie comme suit
u(x(t)) = −

|α1| sgn(xT (t)ATt1Px(t))
...
|αm| sgn(xT (t)ATtmPx(t))
 (4.32)
où les coeﬃcients αi (i = 1, . . . ,m) sont des paramètres à déterminer afin d’assurer la stabilité
exponentielle presque sûre du point d’équilibre de l’EDS (4.29a). Ce problème est résolu dans le
théorème suivant.
Théorème 4.3.1. [BZSM14a] La commande u(x) dans (4.32) est une commande bang-bang
assurant la stabilité exponentielle presque sûre du point d’équilibre de la solution de l’EDS (4.29a)
s’il existent P = P T > 0 et des reéls α1, . . . , αm, ρ1 > 0, . . . , ρd > 0 et µ > 0 tels que l’inégalité
suivante 
(1, 1)a ATw1P · · · · · · ATwdP P
PAw1 −P 0 · · · 0 0
... 0 . . . . . .
...
...
...
... . . . . . . 0
...
PAwd 0 · · · 0 −P 0
P 0 · · · · · · 0 −In
µ

< 0 (4.33)
est vérifiée avec ρ =
d￿
j=1
ρj et que, pour tout j = 1, . . . , d, une des deux inégalités suivantes
ATwjP + PAwj −
￿
2ρjP > 0, (4.34)
ATwjP + PAwj +
￿
2ρjP < 0 (4.35)
est vérifiée avec
(1, 1)a = (At0 +
m￿
i=1
αiAti)
TP + P (At0 +
m￿
i=1
αiAti) + κ
2µ−1In − ρP.
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Démonstration. On considère la fonction de Lyapunov candidate suivante V (x(t)) = xT (t)Px(t)
avec P = P T > 0.
La condition (1.50a) du théorème 1.5.3 est vérifiée avec p = 2 et c1 = λmin(P ).
Pour prouver la condition (1.50b) du théorème 1.5.3, on calcule LV (x(t))
LV (x(t)) = xT (t)
(At0 + m￿
i=1
uiAti)
TP + P (At0 +
m￿
i=1
uiAti) +
d￿
j=1
ATwjPAwj
x(t)
− 2xT (t)P ￿(x(t)).
Puisque ￿(x(t)) est une fonction lipschitzienne vérifiant les conditions (4.30) et (4.31), l’ap-
plication du lemme (C.3.1) sur la relation précédente donne
LV (x(t)) ￿ xT(t)
￿
(At0 +
m￿
i=1
uiAti)
TP + P (At0 +
m￿
i=1
uiAti)
+
d￿
j=1
ATwjPAwj + κ
2µ−1In + µPP
x(t) (4.36)
avec µ > 0.
S’il existe un réel c2 tel que c2 < ρ et LV (x(t)) ￿ c2V (x(t)), alors la condition (1.50b) du
théorème 1.5.3 est satisfaite.
En utilisant l’inégalité (4.36), la condition LV (x(t)) ￿ c2V (x(t)) est vérifiée si
xT (t)
￿
(At0 +
m￿
i=1
uiAti)
TP + P (At0 +
m￿
i=1
uiAti)
+
d￿
j=1
ATwjPAwj + κ
2µ−1In + µPP − ρP
x(t) ￿ 0. (4.37)
Afin d’inclure la loi de commande (4.32) dans l’inégalité (4.37), l’idée consiste à ajouter et à
soustraire les termes xT (t)αiATt1Px(t) à l’inégalité (4.37). Ainsi l’inégalité suivante est équivalente
à (4.37)
xT (t)
(At0 + m￿
i=1
αiAti)
TP + P (At0 +
m￿
i=1
αiAti) +
d￿
j=1
ATwjPAwj + κ
2µ−1In + µPP − ρP
x(t)
+ xT (t)
￿
m￿
i=1
(ui − αi)AtiTP + P
m￿
i=1
(ui − αi)Ati
￿
x(t)￿ ￿￿ ￿ ￿ 0. (4.38)
Le terme souligné dans (4.38) se réécrit comme suit
xT (t)
￿
m￿
i=1
(ui − αi)AtiTP + P
m￿
i=1
(ui − αi)Ati
￿
x(t)
= xT (t)
￿
m￿
i=1
(− |αi| sgn(xT (t)ATtiPx(t))− αi)AtiTP
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+P
m￿
i=1
(− |αi| sgn(xT (t)ATtiPx(t))− αi)Ati
￿
x(t) (4.39)
Puisque
|αi| =
￿
αi si αi > 0
−αi si αi < 0
(4.40)
le signe de (− |αi| sgn(xT (t)ATtiPx(t)) − αi)xT (t)ATtiPx(t) dépend du signe de xT (t)ATtiPx(t)
comme suit :
(i) si xT (t)AtiPx(t) > 0 et puisque￿
αi > 0⇐⇒ − |αi|− αi = −2αi < 0
αi < 0⇐⇒ − |αi|− αi = 0
(4.41)
(ii) si xT (t)AtiPx(t) < 0 et puisque￿
αi > 0⇐⇒ |αi|− αi = 0
αi < 0⇐⇒ |αi|− αi = −2αi < 0
(4.42)
alors la partie soulignée dans (4.38) est ￿ 0.
Par conséquent, la condition LV (x(t)) ￿ c2V (x(t)) est vérifiée si
xT (t)
￿
(At0 +
m￿
i=1
αiAti)
TP + P (At0 +
m￿
i=1
αiAti) +
m￿
i=1
ATwjPAwj
+κ2µ−1In + µPP − ρP
￿
x(t) ￿ 0. (4.43)
En appliquant le lemme de Schur (voir lemme A.3.1) à l’inégalité (4.43), on obtient l’inégalité
(4.33).
Finalement, pour vérifier la relation (1.50c) du théorème 1.5.3, on appliqueBV (x(t)) à l’équa-
tion (4.29a) et on obtient
BV (x(t)) =
￿
xT (t)(ATw1P + PAw1)x(t) . . . x
T (t)(ATwdP + PAwd)x(t)
￿
. (4.44)
S’il existe des réels c3 = 2ρ avec ρ =
d￿
j=1
ρj et ρj ￿ 0 tels que ￿BV (x, t)￿2 ￿ c3V 2(x(t)),
alors la relation (1.50c) du théorème 1.5.3 est satisfaite.
En utilisant la relation (4.44), on obtient
￿BV (x(t))￿2 − c3V 2(x(t)) =
d￿
j=1
xT (t)(ATwjP + PAwj −
￿
2ρjP )x(t)
× xT (t)(ATwjP + PAwj +
￿
2ρjP )x(t). (4.45)
La condition ￿BV (x(t))￿2 ￿ c3V 2(x(t)) est vérifiée si, pour tout j avec j = 1, . . . , d, l’une
des deux inégalités (4.34) ou (4.35) est vérifiée.
Puisque c2 < ρ et c3 = 2ρ ￿ 0, l’inégalité (1.52) est vérifiée et le point d’équilibre de l’EDS
(4.29a) est presque sûrement exponentiellement stable. •
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4.3.3 Commande bang-bang basée sur un observateur
Dans cette section, on considère que les composantes du vecteur d’état x(t) ne sont pas toutes
disponibles, c’est-à-dire que l’équation de mesure est donnée par (4.29b) : le système stochastique
considéré est donc (4.29).
Puisque l’état x(t) n’est pas disponible, on ne peut pas utiliser la commande bang-bang
(4.32). On la remplace donc par la commande bang-bang suivante basée sur un observateur
u(￿x(t)) = −

|α1| sgn(￿xT (t)ATt1F￿x(t))
...
|αm| sgn(￿xT (t)ATtmF￿x(t))
 (4.46)
où ￿x(t) ∈ IRn l’estimation de l’état x(t) obtenue avec l’observateur suivant
d￿x(t) = ￿At0￿x(t) + m￿
i=1
uiAti￿x(t) + ￿(￿x(t))
￿
dt+
￿
K0 +
m￿
i=1
Kiui
￿
(dy(t)− C￿x(t) dt). (4.47)
L’erreur d’observation
e(t) = x(t)− ￿x(t) (4.48)
a une dynamique (on combine (4.29a), (4.29b) et (4.47)) décrite par l’EDS suivante
de(t) =
￿￿
(At0 −K0C +
m￿
i=1
(Ati −KiC)ui
￿
e(t) + ￿(x(t))− ￿(x(t)− e(t))
￿
dt
+
d￿
j=1
Awjx(t) dwxj −
￿
K0 +
m￿
i=1
Kiui
￿
Dx(t) dwy. (4.49)
Il faut donc déterminer les scalaires αi (i = 1, . . . ,m) et calculer les gains Ki (i = 0, . . . ,m)
de l’observateur pour que le système stochastique en boucle fermée formé par l’EDS (4.29a), la
commande bang-bang (4.46) et l’EDS (4.49) soit exponentiellement presque sûrement stable.
Puisque − |αi| ￿ ui ￿ |αi|, pour i = 1, . . . ,m, on peut définir le polytope convexe suivant
P = {[− |α1| , |α1|]× . . .× [− |αm| , |αm|]} (4.50)
et les ui (i = 1, . . . ,m) peuvent être considérés comme des paramètres variant dans le polytope
P dont les 2m sommets appartiennent à l’ensemble S suivant
S = {[β1, . . . ,βm]T }, ∀i = 1, . . . ,m,βi ∈ {− |αi| , |αi|}. (4.51)
Pour tout v = 1, . . . , 2m, on définit les sommets suivants
Γv = [Γ
v
1, . . . ,Γ
v
m]
T ∈ S. (4.52)
Remarque 4.3.1. Chaque Γvi (avec i = 1, . . . ,m et v = 1, . . . , 2m) dans (4.52) dépend de ￿x(t)
(voir la commande bang-bang u(￿x(t)) dans l’équation (4.46)). Afin de simplifier les notations,
l’expression Γvi est utilisée à la place de Γvi (￿x(t)) puisque, dans la preuve du théorème 4.3.2,
la stabilité exponentielle presque sûre en boucle fermée est garantie en testant des inégalités
convexes sur chacun des sommets du polytope convexe P défini par (4.50). De plus, pour chaque
i = 1, . . . ,m, le terme Γvi ne peut prendre que deux valeurs : αi ou −αi. ￿
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En insérant la commande bang-bang (4.46) et en tenant compte de la remarque 4.3.1, l’EDS
(4.29a) devient
dx(t) =
￿
At0x(t) + ￿(x(t)) +
m￿
i=1
ΓviAtix(t)
￿
dt+
d￿
j=1
Awjx(t) dwxj (4.53)
et l’équation d’erreur se réécrit comme suit
de(t) =
￿￿
At0 −K0C +
m￿
i=1
(Ati −KiC)Γvi
￿
e(t) + ￿(x(t))− ￿(x(t)− e(t))
￿
dt
+
d￿
j=1
Awjx(t) dwxj −
￿
K0 +
m￿
i=1
KiΓ
v
i
￿
Dx(t) dwy (4.54)
où v est l’indice du vecteur Γv donné dans (4.52) et représentant la combinaison desm commandes
ui(￿x(t)) (i = 1, . . . ,m) qui sont réalisées à l’instant t.
Afin d’appliquer le théorème 2.5.1, l’EDS (2.6) dans le chapitre 2 est obtenue en posant
fv1 (x(t)) =
￿
At0 +
m￿
i=1
ΓviAti
￿
x(t) + ￿(x(t)),
g1(x(t)) =
￿
Aw1x(t) · · · Awdx(t) 0
￿
,
f2(x(t), e(t)) =
￿
At0 −K0C +
m￿
i=1
(Ati −KiC)Γvi
￿
e(t) + ￿(x(t))− ￿(x(t)− e(t)),
gv2(x(t)) =
￿
Aw1x(t) · · · Awdx(t) K0x(t) +
m￿
i=1
KiΓ
v
i x(t)
￿
,
w(t) =
￿
wx(t)
wy(t)
￿
, X(t) =
￿
x(t)
e(t)
￿
.
Avec les notations ci-dessus, les EDS (2.8) et (2.9) sont obtenues en posant x1(t) = x(t),
x2(t) = e(t), x1(t) = x(t) et x2(t) = e(t) et l’hypothèse 2.3.1 est vérifiée puisque la fonction
￿(x(t)) satisfait la condition de Lipschitz (4.31). Le théorème 2.5.1 s’applique donc en remplaçant
l’hypothèse 2.2.1 par les conditions du théorème 1.4.4, l’EDS (2.1a) par (4.53) et l’EDO (2.43)
par
e˙(t) =
￿
At0 −K0C +
m￿
i=1
(Ati −KiC)Γvi
￿
e(t)− ￿(−e(t)). (4.55)
Théorème 4.3.2. [BZSM14a] On suppose que l’hypothèse 2.3.1 est vérifiée. La relation (4.46) est
une loi de commande bang-bang basée sur l’observateur (4.47) qui assure la stabilité exponentielle
presque sûre du point d’équilibre des EDS (4.53) et (4.54) s’il existe des matrices F = FT > 0,
Q = QT > 0 et Yi et (i = 0, . . . ,m) et des réels µ > 0, µ1 > 0, ρj ￿ 0 (j = 1, . . . , d) et β ￿ 0
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tels que les inégalités suivantes
(1, 1)b ATw1F · · · · · · ATwdF F
FAw1 −F 0 · · · 0 0
... 0 . . . . . .
...
...
...
... . . . . . . 0
...
FAwd 0 · · · 0 −F 0
F 0 · · · · · · 0 −In
µ

< 0, (4.56)
(1, 1)c Q
Q −In
µ1
 < 0 (4.57)
sont vérifiées pour tout v = 1, . . . , 2m avec ρ =
d￿
j=1
ρj et que, pour tout j = 1, . . . , d, une de ces
deux inégalités suivantes
ATwjF + FAwj −
￿
2ρjF > 0, (4.58)
ATwjF + FAwj +
￿
2ρjF < 0 (4.59)
est vérifiée avec
(1, 1)b =
￿
At0 +
m￿
i=1
ΓviAti
￿T
F + F
￿
At0 +
m￿
i=1
ΓviAti
￿
+ κ2µ−1In − ρF
(1, 1)c =
m￿
i=1
((QAti − YiC)TΓvi + (QAti − YiC)Γvi )
+ (QAt0 − Y0C)T + (QAt0 − Y0C) + µ−11 κ2In + 2βQ.
Les gains Ki sont donnés par Ki = Q−1Yi pour i = 0, . . . ,m.
Démonstration.
1ère étape : Stabilité exponentielle presque sûre du point d’équilibre de l’EDS (4.53).
Soit la fonction de Lyapunov candidate Vx(x(t)) = xT (t)Fx(t) avec F = FT > 0.
La condition (1.50a) du théorème 1.5.3 est satisfaite avec p = 2 et c1 = λmin(F).
Pour prouver la condition (1.50b) du théorème 1.5.3, on calcule LVx(x(t))
LVx(x(t)) = x
T (t)
(At0 + m￿
i=1
ΓviAti)
TF + F(At0 +
m￿
i=1
ΓviAti) +
d￿
j=1
ATwjFAwj
x(t)
− 2xT (t)F￿(x(t)).
Puisque ￿(x(t)) est une fonction lipschitzienne vérifiant les conditions (4.30) et (4.31), l’ap-
plication du lemme (C.3.1) sur la relation précédente donne
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LVx(x(t)) ￿ xT (t)
￿
(At0 +
m￿
i=1
ΓviAti)
TF + F(At0 +
m￿
i=1
ΓviAti)
+
d￿
j=1
ATwjFAwj + κ2µ−1In + µFF
x(t) (4.60)
avec µ > 0.
S’il existe un réel c2 tel que c2 < ρ et LVx(x(t)) ￿ c2Vx(x(t)), alors la condition (1.50b) du
théorème 1.5.3 est satisfaite.
En utilisant l’inégalité (4.60), la condition LVx(x(t)) ￿ c2Vx(x(t)) est vérifiée si
(At0 +
m￿
i=1
ΓviAti)
TF + F(At0 +
m￿
i=1
ΓviAti)
+
d￿
j=1
ATwjFAwj + κ2µ−1In + µFF − ρF ￿ 0. (4.61)
En appliquant le lemme de Schur (voir lemme A.3.1) à l’inégalité (4.61), on obtient l’inégalité
(4.56). Vu la convexité du polytope P (voir (4.50)), la condition (1.50b) du théorème 1.5.3 est
satisfaite si l’inégalité (4.56) est vraie pour tous les sommets du polytope P, c’est-à-dire pour
tous les v = 1, . . . , 2m.
Finalement, pour vérifier la relation (1.50c) du théorème 1.5.3, on appliqueBVx(x(t)) à l’EDS
(4.53) et on obtient
BVx(x(t)) =
￿
xT (t)(ATw1F + FAw1)x(t) . . . xT (t)(ATwdF + FAwd)x(t)
￿
. (4.62)
S’il existe des réels c3 = 2ρ avec ρ =
d￿
j=1
ρj et ρj ￿ 0 tels que ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)),
alors la relation (1.50c) du théorème 1.5.3 est satisfaite.
En utilisant la relation (4.62), on obtient
￿BVx(x(t))￿2 − c3V 2x (x(t)) =
d￿
j=1
xT (t)(ATwjF + FAwj −
￿
2ρjF)x(t)
× xT (t)(ATwjF + FAwj +
￿
2ρjF)x(t). (4.63)
La condition ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)) est vérifiée si, pour tout j avec j = 1, . . . , d, l’une
des deux inégalités (4.58) ou (4.59) est vérifiée.
Puisque c2 < ρ et c3 = 2ρ ￿ 0, l’inégalité (1.52) est vérifiée et le point d’équilibre de l’EDS
(4.53) est presque sûrement exponentiellement stable.
2ème étape : Stabilité exponentielle du point d’équilibre de l’EDO (4.55).
Soit la fonction de Lyapunov candidate Ve(e(t)) = e(t)TQe(t) avec Q = QT > 0. La dérivée
temporelle de Ve(e(t)) le long de la trajectoire de la solution de l’EDO (4.55) est donnée par
V˙e(e(t)) = e
T (t)
￿
m￿
i=1
((Ati−KiC)TΓviQ+Q(Ati−KiC)Γvi )
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+(At0 −K0C)TQ+Q(At0 −K0C)
￿
e(t)− 2eT (t)Q￿(−e(t)). (4.64)
Puisque ￿(x(t)) est une fonction lipschitzienne vérifiant les conditions (4.30) et (4.31), l’ap-
plication du lemme (C.3.1) sur la relation précédente donne
V˙e(e(t)) ￿ e(t)T
￿
m￿
i=1
((Ati −KiC)TΓviQ+Q(Ati −KiC)Γvi )
+(At0 −K0C)TQ+Q(At0 −K0C) + µ−11 κ2In + µ1QQ
￿
e(t) (4.65)
avec µ1 > 0
En utilisant la convexité du polytope P (voir (4.50)), le point d’équilibre de l’EDS (4.55) est
exponentiellement stable si l’inégalité
m￿
i=1
((Ati −KiC)TΓviQ+Q(Ati −KiC)Γvi ) + (At0 −K0C)TQ+Q(At0 −K0C)
+ µ−11 κ
2In + µ1QQ+ 2βQ < 0 (4.66)
est satisfaite avec β ￿ 0 pour tout v = 1, . . . , 2m, c’est-à-dire pour tous les sommets du polytope
P.
Si on pose Yi = QKi pour i = 0, . . . ,m, et en appliquant le lemme de Schur (voir lemme
A.3.1)) à l’inégalité (4.66) on obtient l’inégalité (4.57). •
4.3.4 Algorithme pour la détermination des coeﬃcients αi
Dans le théorème 4.3.1, l’inégalité (4.33) est bilinéaire puisque les coeﬃcients αi et la matrice
de Lyapunov P sont à déterminer.
Cette inégalité bilinéaire doit être “transformée” en des inégalités matricielles linéaires (LMI)
afin d’utiliser un solveur standard de LMI pour les problèmes d’optimisation convexe.
Pour ce faire, on considère deux inégalités dans la suite :
• l’inégalité I1 qui correspond à l’inégalité (4.33) en remplaçant le terme (1, 1)a par
(1, 1)a = (At0 +
m￿
i=1
αiAti)
TP + P (At0 +
m￿
i=1
αiAti) + κ
2µ−1In − ρP − γIn
avec γ ∈ IR.
• l’inégalité I2 qui correspond soit à l’inégalité (4.34) ou à l’inégalité (4.35).
L’idée consiste à minimiser un réel γ. Si on trouve γ < 0, alors la stabilité exponentielle
presque sûre est obtenue.
Mais, puisque γ peut être positif ou nul, l’inégalité I1 < 0 peut être résolue, même si l’inégalité
(4.33) n’est pas vérifiée, ce qui permet de continuer d’essayer de trouver une solution faisable
pour le théorème 4.3.1.
On présente ci-dessous l’esquisse d’un algorithme itératif pour obtenir des solutions αi et P .
Algorithme.
• Etape 0.
Choisir un réel ε > 0 “suﬃsamment” petit, un entier kmax “suﬃsamment” grand et un entier
N > 0 (avec N < kmax).
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Poser k = 0, n = 0 et choisir α1 ∈ IR, . . . , αm ∈ IR, ρ1 > 0, . . . , ρd > 0.
Trouver P = P T > 0, µ > 0 et γ ∈ IR qui sont solutions du problème LMI suivant
min
γ
sous I1 < 0, I2 < 0
Poser γ0 = γ, P0 = P , α10 = α1, . . . , αm0 = αm, µ0 = µ, ρ10 = ρ1, . . . , ρd0 = ρd.
− Si γ0 < 0, alors aller à l’étape 3.
− Si γ0 ￿ 0, alors aller à l’étape 1.
• Etape 1.
k ←− k + 1.
Poser P = Pk−1.
Trouver α1 ∈ IR, . . . , αm ∈ IR, µ > 0, ρ1 > 0, . . . , ρd > 0 et γ ∈ IR qui sont solutions du
problème LMI suivant
min
γ
sous I1 < 0, I2 < 0
Poser γk = γ, Pk = P , α1k = α1, . . . , αmk = αm, µk = µ, ρ1k = ρ1, . . . , ρdk = ρd.
− Si γk < 0, alors aller à l’étape 3.
− Si γk ￿ 0 alors
◦ Si γk−1 − γk < ε et si n ￿ N , alors aller à l’étape 3.
◦ Si γk−1 − γk < ε et si n < N , alors n←− n+ 1 et aller à l’étape 2.
◦ Si γk−1 − γk ￿ ε, alors poser n = 0 et aller à l’étape 2.
• Etape 2.
k ←− k + 1.
Poser α = α1k−1 , . . . , α = αmk−1 , ρ1 = ρ1k−1 , . . . , ρd = ρdk−1 .
Trouver P = P T > 0, µ > 0 et γ ∈ IR qui sont solutions du problème LMI suivant
min
γ
sous I1 < 0, I2 < 0
Poser γk = γ, Pk = P , α1k = α1, . . . , αmk = αm, µk = µ, ρ1k = ρ1, . . . , ρdk = ρd.
− Si γk < 0, aller à l’étape 3.
− Si γk ￿ 0 et si k ￿ kmax, alors aller à l’étape 3.
− Si γk ￿ 0 et si k < kmax, alors
◦ Si γk−1 − γk < ε et si n ￿ N , alors aller à l’étape 3.
◦ Si γk−1 − γk < ε et si n < N , alors n←− n+ 1 et aller à l’étape 1.
◦ Si γk−1 − γk ￿ ε, alors poser n = 0 et aller à l’étape 1.
• Etape 3.
Fin.
Remarque 4.3.2. Dans cet algorithme, il y a deux tests qui permettent de contrôler le nombre
d’itérations :
• un test d’arrêt afin de limiter le nombre d’itérations k et d’éviter un nombre infini d’itéra-
tions −→ condition du type “tant que k < kmax” au commencement de l’algorithme,
• un test sur un compteur n qui permet d’autoriser au moins N itérations lorsque le para-
mètre γ ne diminue pas “suﬃsamment“, c’est-à-dire quand γk−1 − γk < ε. ￿
Pour le théorème 4.3.2, on propose soit d’utiliser les scalaires αi obtenus dans le théorème
4.3.1, soit d’adapter l’algorithme ci-dessus au théorème 4.3.2. Cette adaptation se fait comme
suit :
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• ajouter une variable réelle µ1 > 0 qui intervient de la même façon que µ,
• ajouter une variable réelle β ￿ 0 qui intervient de la même façon que les αi,
• remplacer la matrice P par les m+ 3 matrices F , Q, Y0, . . . , Ym,
• l’inégalité I1 correspond à l’inégalité (4.56) en remplaçant le terme (1, 1)b par
(1, 1)b =
￿
At0 +
m￿
i=1
ΓviAti
￿T
F + F
￿
At0 +
m￿
i=1
ΓviAti
￿
+ κ2µ−1In − ρF − γIn
• l’inégalité I2 correspond soit à l’inégalité (4.58) ou à l’inégalité (4.59),
• l’inégalité I3 qui correspond à l’inégalité (4.57) en remplaçant le terme (1, 1)c par
(1, 1)c =
m￿
i=1
((QAti − YiC)TΓvi + (QAti − YiC)Γvi )
+ (QAt0 − Y0C)T + (QAt0 − Y0C) + µ−11 κ2In + 2βQ− γIn
est ajoutée aux problèmes d’optimisation à résoudre aux étapes 0, 1 et 2.
4.3.5 Exemple
Pour illustrer les développements ci-dessus sur la commande bang-bang, on considère le sys-
tème stochastique (4.29) avec n = 3, m = 2, p = 2, d = 1 et les matrices suivantes
At0 =

−1.5 1 −1
0.5 −2.5 1
0 −0.6 −3.5
 , At1 =

0 −0.02 0.04
0 0.01 −0.02
0 −0.01 0.02
, At2 =

0 0.01 −0.01
0 −0.01 0.01
0 0.01 −0.01
,
Aw =

−3.5557 −0.10952 −0.47238
0.46643 −4.031 −0.80024
−0.1 0.066667 −3.4833
, C =
￿
0 0.1 0.3
0.2 0.2 0
￿
, D =
￿
1 0 0
0 0 1
￿
.
La non linéarité est donnée par la fonction ￿(x(t)) suivante
￿(x(t)) =

sin(x1(t))
sin(x2(t))
sin(x3(t))

qui vérifie les conditions (4.30) et (4.31) avec κ = 1.
4.3.5.1 Commande bang-bang par retour d’état
Dans un premier temps, on suppose que l’état est complètement mesuré afin de calculer une
loi de commande bang-bang par retour d’état. Dans ce cas, l’équation de mesure (4.29b) est
remplacée par (4.29b-bis).
En choisissant
µ = 0.1, ρ = 20,
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les inégalités (4.33) et (4.35) du théorème 4.3.1 ont généré les résultats suivants
P =

0.3 −6.6099 −3.7544
−6.6099 20.449 5.4699
−3.7544 5.4699 40.245
, |α1| = 33, |α2| = 12.
Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

−2
0.5
1

et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.001 seconde
(voir (1.32)).
Les figures 4.2 et 4.3 confirment l’eﬃcience de l’approche proposée.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−4
−3
−2
−1
0
1
2
Temps [s]
Figure 4.2 – Etat x1(t) (bleu), état x2(t) (vert), état x3(t) (rouge).
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
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10
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Figure 4.3 – Commande u1(t) (bleu), commande u2(t) (rouge).
Dans la figure 4.2, on constate que la stabilité exponentielle presque sûre du point d’équilibre
de l’EDS (4.29a) a bien été obtenue en appliquant la commande bang-bang (4.32). Dans la figure
4.3, on constate que la commande u1(t) est restée constante et égale à |α1| = 33, tandis que la
commande u2(t) a commuté entre les valeurs |α2| = 12 et − |α2| = −12.
4.3.5.2 Commande bang-bang par retour d’état basé sur un observateur
Dans un premier temps, on applique une loi de commande bang-bang basée sur un observateur
pour le système stochastique non linéaire (4.29a) avec un vecteur d’état partiellement mesuré
(4.29b). Les valeurs numériques des paramètres de ce système sont données au début de la section
4.3.5, page 173.
L’hypothèse 2.3.1 est vérifiée.
En choisissant
ρ = 20, µ = 0.1, µ1 = 0.1, β = 0.5,
les inégalités (4.56), (4.57) et (4.59) du théorème 4.3.2 ont généré les résultats suivants
F =

4.3549 0.072979 −0.30135
0.072979 3.4762 0.10534
−0.30135 0.10534 4.1554
, Q =

2.0862 −1.0181 0.24947
−1.0181 2.2513 −0.27699
0.24947 −0.27699 1.213
,
Y0 =

−508.04 32.021
−483.45 259.53
18.119 738.98
, Y1 =

−2.7931 −0.1995
−3.3884 1.723
0.11783 4.6006
, Y2 =

−23.657 0.11182
−23.453 11.66
−0.04959 35.392
,
|α1| = 0.1, |α2| = 0.1.
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Les gains K0 = Q−1Y0, K1 = Q−1Y1 et K2 = Q−1Y2 de l’observateur (4.47) sont
K0 =

−447.89 42.268
−415.8 214.3
12.104 649.46
, K1 =

−2.6626 0.04505
−2.7059 1.2874
0.026845 4.0775
, K2 =

−21.054 0.93328
−19.972 9.4327
−0.27147 31.139
.
Les simulations ont été réalisées avec les conditions initiales suivantes
x0 =

−2
0.5
1
, ￿x0 =

0
0
0

et en utilisant la méthode d’Euler-Maruyama avec un pas d’échantillonnage dt = 0.001 seconde
(voir (1.32)).
Les figures 4.4 à 4.11 illustrent les résultats obtenus en simulation avec la commande bang-
bang par retour d’état basé sur un observateur.
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Figure 4.4 – Etat x1(t) (bleu), état x2(t) (vert), état x3(t) (rouge).
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Figure 4.5 – Etat x1(t) (bleu, continu) et estimation ￿x1(t) (rouge, discontinu).
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Figure 4.6 – Etat x2(t) (bleu, continu) et estimation ￿x2(t) (rouge, discontinu).
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Figure 4.7 – Etat x3(t) (bleu, continu) et estimation ￿x3(t) (rouge, discontinu).
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Figure 4.8 – Erreur d’observation.
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Figure 4.9 – Commande u1(t) (bleu) et commande u2(t) (vert).
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Figure 4.10 – Commande u1(t).
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Figure 4.11 – Commande u2(t).
La commande bang-bang proposée a bien assuré la stabilité exponentielle presque sûre du
point d’équilibre de l’EDS (4.29a) comme le montre la figure 4.4. De même, l’erreur d’estimation
converge exponentiellement presque sûrement vers zéro comme l’illustre la figure 4.8. Les figures
4.5, 4.6 et 4.7 montrent la convergence exponentielle presque sûre de l’estimation vers chacune
des composantes du vecteur d’état de l’EDS (4.29a). Cette convergence est plus lente que la
dynamique de l’EDS et comporte des composantes oscillatoires à hautes fréquences. Ces com-
posantes oscillatoires à hautes fréquences montrent les limites de cette stratégie de commande
lorsque l’état n’est pas complètement mesuré : sur les figures 4.9, 4.10 et 4.11, les commandes
u1(t) et u2(t) n’arrivent pas à compenser ce comportement oscillatoire en boucle fermée qui
n’existe pas sur l’état du système à commander (figure 4.4), mais sur l’estimation de cet état
(figures 4.5, 4.6 et 4.7). On peut noter que ce comportement oscillatoire n’existe pas lorsque
l’état est complètement mesuré (figure 4.2).
4.4 Conclusion
Dans ce chapitre, deux problèmes ont éte abordés.
Le premier problème concerne la détermination de conditions suﬃsantes pour garantir le rejet
exponentiel, avec un taux de décroissance garanti, des perturbations additives aﬀectant une EDS
dont les bruits sont multiplicatifs. Ces conditions ont été obtenues en utilisant une approche de
type Lyapunov. L’utilisation de ces conditions avec des fonctions de Lyapunov quadratiques a
été étudiée. Un exemple illustre les résultats obtenus.
Le second problème traité est la stabilisation exponentielle presque sûre par retour d’état
estimé d’une classe de systèmes stochastiques non linéaires avec des bruits multiplicatifs. Les
mesures sont stochastiques. La loi de commande est de type bang-bang. Dans un premier temps,
une loi de commande par retour d’état est calculée. Puis, un observateur permet de remplacer
l’état du système dans la loi de commande par son estimation. La stabilité exponentielle presque
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sûre a été démontrée en utilisant l’approche découplée développée dans le chapitre 2. Un algo-
rithme permet de résoudre itérativement les inégalités assurant la stabilité exponentielle presque
sûre en boucle fermée en “linéarisant” ces inégalités à chaque itération. La loi de commande
proposée est testée sur un exemple.
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5.1 Introduction
Ce chapitre est dédié à la stabilisation et à l’observation des systèmes modélisés par des
équations algébro-diﬀérentielles stochastiques (EADS) en présence de bruits multiplicatifs.
Afin de mieux modéliser certaines classes de systèmes physiques, beaucoup d’attention a
été accordée à l’étude des systèmes singuliers, appelés aussi systèmes descripteurs ou algébro-
diﬀérentiels. Ces systèmes présentent de nombreux avantages car ils permettent une représen-
tation beaucoup plus générale des systèmes que la forme classique non singulière. Les systèmes
algébro-diﬀérentiels permettent de prendre en compte des contraintes algébriques (et non seule-
ment dynamiques) et des comportements impulsionnels dans leur représentation [Dai89, Apl91,
TMK94, MKOS97, UI99, Mas06, Mas07, YZZ13].
Donc, la combinaison de la représentation stochastique sous forme d’Itô et de la représentation
sous forme descripteur nous permet de considérer une classe de systèmes physiques beaucoup plus
large [Win02, Win03]. A notre connaissance, il y a très peu de résultats concernant ce type de
systèmes dans la littérature dans les domaines de la commande et du filtrage à l’exception de ceux
de Xia dans [Xia07] où l’auteur traite du filtrage d’une classe de systèmes stochastiques algébro-
diﬀérentiels lorsque la dérive et la diﬀusion sont linéaires et que des retards sont présents dans
la dérive, le type de stabilité considéré étant la stabilité exponentielle en moyenne quadratique.
Dans [Win02, Win03], c’est la discrétisation des EADS et leur application à la modélisation des
circuits électroniques qui sont traitées.
Deux problèmes sont abordés dans ce chapitre :
• développer un lemme borné réel pour cette classe de systèmes stochastiques et l’appliquer
à la commande H∞ (section 5.3),
• synthétiser un observateur pour une classe de systèmes singuliers stochastiques non linéaires
en utilisant la stabilité exponentielle presque sûre (section 5.4).
Avant de proposer une solution à ces deux problèmes, il a fallu adapter la formule d’Itô
aux EADS. C’est l’objet de la section 5.2. Pour ce faire, l’approche utilisée est basée sur la
décomposition du pseudo-état x(t) en deux parties en s’appuyant sur les travaux menés dans
[Win03] : une partie dynamique xu(t) et une partie algébrique xv(t) (voir section 5.2.1). Cette
méthode permet d’étendre les concepts d’indice 1 et d’admissibilité aux EADS (voir section 5.2.2),
de formaliser le calcul d’Itô pour les EADS et d’adapter les conditions de type Lyapunov pour les
stabilités exponentielle presque sûre (théorème 1.5.3) et exponentielle en moyenne quadratique
(théorème 1.5.4) aux EADS (voir section 5.2.3).
Dans la section 5.3.1, un lemme borné réel est développé pour les systèmes stochastiques
algébro-diﬀérentiels lorsque la dérive et la diﬀusion sont linéaires 1. Ce lemme borné réel est
ensuite appliqué, dans la section 5.3.2, à la synthèse d’une loi de commande H∞ permettant
de garantir que le système bouclé est admissible avec la stabilité exponentielle en moyenne
quadratique, tout en garantissant un niveau d’atténuation sur les perturbations à énergie bornée.
Deux cas sont traités pour cette loi de commande H∞ : le retour d’état dans la section 5.3.2.2
et le retour de sortie dynamique dans la section 5.3.2.3.
Dans la section 5.4, c’est la stabilité exponentielle presque sûre qui est utilisée pour la synthèse
d’un observateur pour un système stochastique décrit par une EADS avec des non linéarités one-
sided Lipschitz. L’approche proposée se décompose en quatre étapes. Dans un premier temps,
on reformule l’erreur d’observation sous une forme adéquate adaptée à l’EADS décrivant la
dynamique du système stochastique (section 5.4.2), ce qui permet, dans un second temps, de
paramétrer les matrices de l’observateur via un seul gain (section 5.4.3). Dans un troisième temps,
1. Le lemme borné réel pour les systèmes stochastiques non singuliers est rappelé dans la section 1.6.
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on applique l’approche découplée explicitée dans les théorèmes 2.3.1 et 2.5.1 (section 5.4.4), ce qui
permet, enfin, d’exprimer des conditions suﬃsantes garantissant que l’EADS associée à l’erreur
d’estimation est admissible avec la stabilité exponentielle presque sûre (section 5.4.5).
5.2 Equations algébro-diﬀérentielles stochastiques non linéaires
On considère l’équation algébro-diﬀérentielle stochastique non linéaire suivante
E dx(t) = f(x(t), t) dt+ g(x(t), t) dw(t) (5.1)
où x(t) ∈ IRn est le pseudo-état et w ∈ IRd est un mouvement brownien multivariable indépendant
et centré. La dérive f(x(t), t) est module-intégrable (voir(1.8)) et la diﬀusion g(x(t), t) est carré-
intégrable (voir (1.9)). Les fonctions f(x(t), t) et g(x(t), t) vérifient
f(0, t) = 0 et g(0, t) = 0 (5.2)
et les conditions données par le théorème 1.4.4.
La matrice E ∈ IRn×n dans (5.1) est singulière, c’est-à-dire que
rang(E) = r < n. (5.3)
5.2.1 Variables dynamiques et variables algébriques
Le pseudo-état x(t) dans l’EADS (5.1) peut être décomposé ainsi
x(t) = E+Ex(t)￿ ￿￿ ￿
xu(t)
+ (In − E+E)x(t)￿ ￿￿ ￿
xv(t)
(5.4)
où E+ est une pseudo-inverse réflexive quelconque de E vérifiant E = EE+E et E+ = E+EE+
(voir les sections A.2.1 et A.2.2 dans l’annexe A). Une pseudo-inverse réflexive vérifie rang(E+) =
rang(E).
Soit les ensembles Su et Sv définis par
Su = {xu(t) | xu(t) = E+Ex(t), ∀x ∈ IRn}, (5.5a)
Sv = {xv(t) | xv(t) = (In − E+E)x(t), ∀x ∈ IRn}, (5.5b)
alors l’espace vectoriel IRn est la somme directe de Su et de Sv, c’est-à-dire
IRn = Su ⊕ Sv, (5.6)
ce qui est équivalent à IRn = Su∪Sv et Su∩Sv = {0}. L’espace vectoriel Su correspond à l’espace
vectoriel U et l’espace vectoriel Sv correspond à l’espace vectoriel V définis dans les équations
(A.2.5c), (A.2.5d) et (A.2.5f).
Dans la suite de ce chapitre, xu(t) est appelé la variable dynamique avec Su = {xu(t)} l’espace
vectoriel des variables dynamiques et xv(t) est appelé la variable algébrique avec Sv = {xv(t)}
l’espace vectoriel des variables algébriques. Ainsi, on a les relations suivantes
Ex(t) = Exu(t) et 0 = Exv(t), (5.7)
Exu(t) = 0⇐⇒ xu(t) = 0⇐⇒ x(t) = xv(t), (5.8)
où les variables xu(t) et xv(t) sont données par (5.4).
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5.2.2 Equations algébro-diﬀérentielles stochastiques d’indice 1, admissibilité
et consistance des conditions initiales
5.2.2.1 Equations algébro-diﬀérentielles stochastiques d’indice 1
En utilisant les propriétés des pseudo-inverses (voir la section A.2 dans l’annexe A), on a
l’équivalence suivante avec l’EADS (5.1)￿
EE+
In − EE+
￿
E dx(t) =
￿
EE+
In − EE+
￿
(f(x(t), t) dt+ g(x(t), t) dw(t))
⇐⇒
￿
E(dxu(t)+dxv(t)) = EE+f(xu(t)+xv(t), t) dt+EE+g(xu(t)+xv(t), t) dw(t)
0 = (In−EE+)f(xu(t)+xv(t), t) dt+(In−EE+)g(xu(t)+xv(t), t) dw(t)
(5.9)
et l’EADS (5.1) est décomposée en deux parties : les contraintes dynamiques et les contraintes
algébriques mises en évidence dans (5.9).
Afin que la solution x(t) de l’EDS (5.1) ne soit pas directement aﬀectée par le bruit w(t), il
faut que le bruit w(t) n’apparaisse pas directement dans les contraintes algébriques et donc que
la relation suivante [Win03]
0 = (In − EE+)g(xu(t) + xv(t), t) (5.10)
soit vérifiée pour tout x(t) ∈ IRn (donc ∀xu(t) ∈ Su et ∀xv(t) ∈ Sv) et pour tout t ∈ IR+. Cette
condition est satisfaite si
Im(g(xu(t) + xv(t), t)) ⊆ ker(In − EE+) = Im(E). (5.11)
En insérant la contrainte (5.10) dans l’EADS (5.9) avec Exv(t) = 0, on obtient l’EADS
suivante
E dxu(t) = EE
+f(xu(t) + xv(t), t) dt+ EE
+g(xu(t) + xv(t), t) dw(t) (5.12a)
0 = (In − EE+)f(xu(t) + xv(t), t) (5.12b)
0 = (In − EE+)g(xu(t) + xv(t), t) (5.12c)
Puisque
E+Exu(t) = xu(t), (5.13)
l’EADS (5.12) est équivalente à
dxu(t) = E
+f(xu(t) + xv(t), t) dt+ E
+g(xu(t) + xv(t), t) dw(t) (5.14a)
0 = (In − EE+)f(xu(t) + xv(t), t) (5.14b)
0 = (In − EE+)g(xu(t) + xv(t), t) (5.14c)
où xu(t) joue le rôle de l’état, tandis que xv(t) joue celui d’une entrée exogène.
Afin qu’il n’y ait pas de problème de causalité dans l’EADS (5.1) (ou dans l’EADS (5.14)),
il faut que les contraintes algébriques données par (5.14b) aient une solution unique xv(t) en
fonction des variables dynamiques xu(t). Dans le cas contraire, la connaissance d’une condition
initiale x(0) = x0 n’est pas suﬃsante pour obtenir la solution de l’EADS (5.1) car il faudrait
aussi avoir des informations sur xv(t) avec t > 0. La contrainte (5.14b) possède une solution
unique xv(t) exprimée en fonction de xu(t) si [Win03]
det
￿
E + (In − EE+)df(x(t), t)
dx
￿
￿= 0 (5.15)
186
5.2. Equations algébro-diﬀérentielles stochastiques non linéaires
et si la solution de l’équation (5.14b) peut s’écrire ainsi
xv(t) = ￿v(xu(t), t) (5.16)
où xv(t) existe globalement et est unique [Win03].
Les développements faits dans cette section permettent de définir une EADS d’indice 1.
Définition 5.2.1 (EADS d’indice 1). [Win03] L’EADS (5.1) est d’indice 1 si
• les contraintes algébriques (5.14b) ont une solution unique pour les variables algébriques
xv(t) en fonction des variables dynamiques, c’est-à-dire que la condition (5.15) est satisfaite
et si la fonction ￿v définie dans (5.16) existe globalement et de manière unique,
• les bruits n’aﬀectent pas les contraintes algébriques, c’est-à-dire que la condition
0 = (In − EE+)g(x(t), t) (5.17)
est satisfaite ∀x(t) ∈ IRn et ∀ t ￿ 0.
En insérant la solution xv(t) dans l’EDS (5.12a), on obtient l’EDS régulière suivante
dxu(t) = E
+f(xu(t) + ￿v(xu(t), t), t) dt+ E+g(xu(t) + ￿v(xu(t), t), t) dw(t) (5.18)
et la solution xu(t) appartient au sous-espace invariant Su. On peut alors énoncer la remarque
suivante qui est importante pour l’étude des conditions de stabilité de l’EADS (5.1) avec des
fonctions de Lyapunov.
Remarque 5.2.1 (Stabilité du point d’équilibre x(t) = 0). Si l’EADS (5.1) est d’indice 1,
alors le point d’équilibre x(t) = 0 de l’EADS (5.1) est stable si et seulement si le point d’équilibre
xu(t) de l’EDS (5.18) est stable. ￿
Remarque 5.2.2 (Cas des équations algébro-diﬀérentielles ordinaires). Soit l’équation
algébro-diﬀérentielle ordinaire (EADO) suivante
Ex˙(t) = f(x(t), t) (5.19)
où x(t) ∈ IRn est le pseudo-état et la matrice E est singulière avec rang(E) = r < n.
Puisque le terme de diﬀusion est nul (g(x(t), t) = 0), on peut appliquer les développe-
ments faits dans les sections 5.2.1 et 5.2.2.1 à l’EADO (5.19). Cette EADO sera d’indice 1
si les contraintes algébriques (5.14b) ont une solution unique pour les variables algébriques xv(t)
en fonction des variables dynamiques, c’est-à-dire que la condition (5.15) est satisfaite et si la
fonction ￿v définie dans (5.16) existe globalement et de manière unique.
Dans le cas où l’EADO est linéaire, c’est-à-dire si elle s’écrit comme suit
Ex˙(t) = Atx(t) (5.20)
il est montré dans [Dai89, MW01] que l’EADO (5.20) est d’indice 1 si et seulement si
• l’EADO (5.20) est régulière, c’est-à-dire qu’elle possède une solution unique x(t),
• l’EADO (5.20) est causale.
L’EADO (5.20) est régulière si et seulement si [Dai89, MW01]
det(sE −At) ￿≡ 0 (5.21)
avec s ∈ C.
187
Chapitre 5. Commande et filtrage des systèmes stochastiques singuliers
Si l’EADO (5.20) est régulière, alors elle est causale si et seulement si [Dai89, MW01]
deg(det(sE −At)) = rang(E) (5.22)
avec s ∈ C.
On peut donc en conclure que l’EADO (5.20) est d’indice 1 si et seulement si les conditions
(5.21) et (5.22) sont satisfaites ou si et seulement si (voir (5.15))
det
￿
E + (In − EE+)At
￿ ￿= 0. (5.23)
Si l’EADO (5.20) est régulière, alors il existe deux matrices P ∈ IRn×n et Q ∈ IRn×n avec
det(P ) ￿= 0 et det(Q) ￿= 0 telles que [Dai89, MW01]
QEP =
￿
In1 0
0 Nt2
￿
et QAP =
￿
At1 0
0 In2
￿
(5.24)
où n1 + n2 = n et la matrice Nt2 est nilpotente, c’est-à-dire qu’il existe un entier k ￿ 1 tel que
Nkt2 = 0. L’indice de l’EADO (5.24) est k. L’EADO (5.24) est d’indice 1 si Nt2 = 0 dans (5.24).
La décomposition donnée dans (5.24) est appelée forme de Kronecker-Weierstrass de l’EADO
(5.20).
La causalité est équivalente à l’absence de modes impulsionnels (aussi appelés modes infinis).
Ces modes impulsifs sont les solutions s de l’équation det(sNt2 − In2) = 0. ￿
En utilisant les développements faits dans la remarque 5.2.2, l’EADS
E dx(t) = Atx(t) dt+
d￿
i=1
Awix(t) dw(t) (5.25)
est d’indice 1 si les conditions (5.21) et (5.22) sont satisfaites et si
0 = (In − EE+)
￿
Aw1 . . . Awd
￿
. (5.26)
On peut remplacer les conditions (5.21) et (5.22) par (5.23) et la condition (5.26) par
Im
￿￿
Aw1 . . . Awd
￿￿
⊆ Im(E). (5.27)
5.2.2.2 Equations algébro-diﬀérentielles stochastiques admissibles
En étendant la notion d’admissibilité d’une équation algébro-diﬀérentielle ordinaire définie
dans [MKOS97] au cas des EADS non linéaires, on obtient la définition suivante.
Définition 5.2.2 (EADS admissible). [BZSM13a, BZSM14b] L’EADS (5.1) est admissible
• l’EADS (5.1) est d’indice 1,
• le point d’équilibre de l’EADS (5.1) est stable.
La notion de stabilité retenue dans la définition 5.2.2 dépend du problème à résoudre : dans
la section 5.3, il s’agit de la stabilité exponentielle en moyenne quadratique, tandis que dans la
section 5.4, il s’agit de la stabilité exponentielle presque sûre.
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5.2.2.3 Consistance des conditions initiales d’une équation algébro-diﬀérentielle
stochastique
Définition 5.2.3 (Condition initiale consistante). La condition (5.14c) étant supposée sa-
tisfaite quels que soient xu(t) ∈ Su, xv(t) ∈ Sv et t ￿ 0, une condition initiale x0 = x(0) =
xu(0) + xv(0) sera consistante pour l’EADS (5.1) si et seulement si la condition suivante
(In − EE+)f(xu(0) + xv(0), 0) = 0 (5.28)
est satisfaite.
Si l’EADS (5.1) est d’indice 1, alors toutes les initialisations consistantes sont données par
x0 = x(0) = xu(0) + xv(0) avec xu(0) ∈ Su et xv(0) = ￿v(xu(0), 0).
5.2.3 Fonctions de Lyapunov et calcul d’Itô pour les équations algébro-diﬀérentielles
stochastiques
5.2.3.1 Fonctions de Lyapunov pour les équations algébro-diﬀérentielles stochas-
tiques
Dans cette section, les fonctions de Lyapunov pour l’EADS (5.1) sont les mêmes que celles qui
sont utilisées pour les équations algébro-diﬀérentielles ordinaires dans [MKOS97, TK98, RA00,
ZLX02]. Ces fonctions de Lyapunov quadratiques, qui sont employées dans [Xia07, BZSM13a,
BZSM14b], sont données par
V (x(t)) = xT (t)ETPx(t) (5.29)
où la matrice P ∈ IRn×n vérifie la contrainte
ETP = P TE ￿ 0. (5.30)
On a donc V (x(t)) = xT (t)ETPx(t) = xT (t)P TEx(t) ￿ 0.
Les relations (5.4) et (5.29) donnent
V (xu(t) + xv(t)) = (x
T
u (t) + x
T
v (t))E
TP (xu(t) + xv(t))
= xTu (t)E
TPxu(t) + x
T
u (t)E
TPxv(t) + x
T
v (t)E
TPxu(t) + x
T
v (t)E
TPxv(t)￿ ￿￿ ￿
=0
= xTu (t)E
TPxu(t) + x
T
u (t)P
TExv(t)￿ ￿￿ ￿
=0
= xTu (t)E
TPxu(t) = x
T
u (t)P
TExu(t) = V (xu(t)). (5.31)
Remarque 5.2.3 (Positivité de la fonction de Lyapunov V (x(t))). Du fait de la remarque
5.2.1 et en utilisant la relation (5.31), la fonction de Lyapunov V (x(t)) donnée dans (5.29) sera
strictement définie positive si V (xu(t)) > 0 (et donc V (xu(t)) = 0 si et seulement si xu(t) = 0).
Ainsi, xu(t) est le “vrai” état, tandis que x(t) est le pseudo-état. ￿
On obtient donc
Vx(x(t)) = Vxu(xu(t)) =
￿
∂V
∂xu1
. . .
∂V
∂xun
￿
= xTu (t)E
TP + xTu (t)P
TE = 2xTu (t)E
TP, (5.32)
Vxx(x(t)) = Vxuxu(xu(t)) =

∂2V
∂xu1∂xu1
. . .
∂2V
∂xu1∂xun... . . .
...
∂2V
∂xun∂xu1
. . .
∂2V
∂xun∂xun
 = ETP + P TE = 2ETP. (5.33)
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5.2.3.2 Calcul d’Itô pour les équations algébro-diﬀérentielles stochastiques
Afin de simplifier les notations et sans perte de généralité, on suppose que les fonctions f et
g dans l’EADS (5.1) ne dépendent pas explicitement du temps.
L’application de la formule d’Itô sur l’EDS (5.14a) donne
dV (xu(t)) = LV (xu(t)) dt+BV (xu(t)) dw(t) (5.34)
avec
LV (xu(t)) = f
T (xu(t)+xv(t))(E
+)TV Txu(xu(t))
+
1
2
tr(gT (xu(t)+xv(t))(E
+)TVxuxu(xu(t))E
+g(xu(t)+xv(t))), (5.35a)
BV (xu(t)) = 2g
T (xu(t)+xv(t))(E
+)TV Txu(xu(t)). (5.35b)
En utilisant la fonction de Lyapunov définie en (5.29) et (5.30) avec (5.34) et (5.35), on
obtient
fT (xu(t)+xv(t))(E
+)TV Txu(xu(t)) = f
T (xu(t)+xv(t))(E
+)TETPxu(t)
+xTu (t)P
TEE+f(xu(t)+xv(t)), (5.36a)
gT (xu(t)+xv(t))(E
+)TVxuxu(xu(t))E
+g(xu(t)+xv(t))
= 2gT (xu(t)+xv(t))(E
+)TETPE+g(xu(t)+xv(t)), (5.36b)
2gT (xu(t)+xv(t))(E
+)TV Txu(xu(t)) = 2g
T (xu(t)+xv(t))(E
+)TETPxTu (t). (5.36c)
La formule d’Itô ayant été sur l’EDS (5.14a), les relations (5.14b) et (5.14c) sont donc vérifiées
et, puisque V (x(t)) = V (xu(t)) (voir (5.31)), on a
xTu (t)P
TE = xTu (t)E
TP = xT (t)ETP = xT (t)P TE (5.37)
et les relations suivantes
xTu (t)P
TEE+f(xu(t)+xv(t)) = x
T (t)P T f(x(t)), (5.38a)
xTu (t)P
TEE+g(xu(t)+xv(t)) = x
T (t)P T g(x(t)), (5.38b)
sont donc satisfaites.
En insérant (5.38a) dans (5.36a) et (5.38b) dans (5.36c), la formule d’Itô donnée par (5.34),
(5.35a) et (5.35b) devient
dV (x(t)) = LV (x(t)) dt+BV (x(t)) dw(t) (5.39)
avec
LV (x(t)) = fT (x(t))Px(t)+xT (t)P T f(x(t))+tr(gT (x(t))(E+)TETPE+g(x(t))), (5.40a)
BV (x(t)) = 2xT (t)P T g(x(t)). (5.40b)
Lemme 5.2.1 (Formule d’Itô pour une EADS (version 1)). [BZSM13a] Soit l’EADS
(5.1), la formule d’Itô appliquée à la fonction de Lyapunov V (x(t)) définie par (5.29) et (5.30)
est donnée par (5.39), (5.40a) et (5.40b) si les conditions
0 = (In − EE+)f(x(t)), (5.41a)
0 = (In − EE+)g(x(t)). (5.41b)
sont satisfaites.
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Démonstration. Conséquence directe des calculs développés dans la section 5.2. •
Remarque 5.2.4. La condition (5.41b) est identique à (5.10). Elle signifie que la solution x(t)
de l’EADS (5.1) n’est pas directement aﬀectée par le bruit w(t), c’est-à-dire que le bruit w(t)
n’apparaît pas directement dans les contraintes algébriques de l’EADS. Ainsi, par construction,
la contrainte (5.41b) est automatiquement vérifiée (voir les EADS (5.9) et (5.12)). ￿
Remarque 5.2.5. Dans, [Xia07], les relations (5.39), (5.40a) et (5.40b) sont données sans dé-
monstration et sans mentionner les contraintes (5.41a) et (5.41b). Ces deux contraintes, qui cor-
respondent respectivement à (5.14b) et (5.14c), ont été utilisées pour obtenir (5.38a) et (5.38b),
et donc (5.40a) et (5.40b). ￿
Avec (5.41b), on a gT (x(t))((E+)TET − In) = 0, ce qui donne
tr(gT (x(t))(E+)TETPE+g(x(t))) = tr(gT (x(t))PE+g(x(t)))
et la relation (5.40) se simplifie ainsi
LV (x(t)) = fT (x(t))Px(t)+xT (t)P T f(x(t))+tr(gT (x(t))PE+g(x(t))), (5.42a)
BV (x(t)) = 2xT (t)P T g(x(t)). (5.42b)
Le lemme 5.2.1 peut donc être reformulé comme suit.
Lemme 5.2.2 (Formule d’Itô pour une EADS (version 2)). [BZSM14b, BZSM15a] Soit
l’EADS (5.1), la formule d’Itô appliquée à la fonction de Lyapunov V (x(t)) définie par (5.29) et
(5.30) est donnée par (5.39), (5.42a) et (5.42b) si les conditions
0 = (In − EE+)f(x(t)), (5.43a)
0 = (In − EE+)g(x(t)). (5.43b)
sont satisfaites.
Démonstration. Conséquence directe des calculs développés dans la section 5.2. •
Remarque 5.2.6. Si la fonction de Lyapunov dépend du temps, alors il faut rajouter le terme
Vt(x(t)) =
∂V (x(t))
∂t
dans l’expression de LV (x(t)) donnée par (5.40a) ou par (5.42a). ￿
Les développements présentés dans la section 5.2 permettent de formuler des conditions pour
la stabilité exponentielle presque sûre et pour la stabilité exponentielle en moyenne quadratique
du point d’équilibre de l’EADS (5.1), notamment en s’appuyant sur les remarques 5.2.1 et 5.2.3.
Ces conditions sont formulées dans les lemmes suivants.
Lemme 5.2.3 (Stabilité exponentielle presque sûre du point d’équilibre d’une EADS).
[BZSM14b, BZSM15a] On suppose que l’EADS (5.1) est d’indice 1. Le point d’équilibre de l’EADS
(5.1) est exponentiellement presque sûrement stable si les conditions du théorème 1.5.3 sont
satisfaites en remplaçant la condition (1.50a) par
c1￿xu(t)￿p ￿ V (t, xu(t)) (5.44)
et en utilisant les formules (5.40a) et (5.40b) ou (5.42a) et (5.42b) pour LV (t, x(t)) etBV (t, x(t)),
la variable xu(t) étant définie dans (5.4).
Démonstration. Conséquence directe des calculs développés dans la section 5.2. •
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Lemme 5.2.4 (Stabilité exponentielle en moyenne quadratique du point d’équilibre
d’une EADS). [BZSM13a] On suppose que l’EADS (5.1) est d’indice 1. Le point d’équilibre
de l’EADS (5.1) est exponentiellement stable en moyenne quadratique si les conditions du théo-
rème 1.5.4 sont satisfaites en remplaçant dans la condition (1.53) l’expression “c1 ￿x(t)￿2 ￿
V (t, x(t)) ￿ c0 ￿x(t)￿2” par
c1 ￿xu(t)￿2 ￿ V (t, xu(t)) ￿ c0 ￿xu(t)￿2 (5.45)
et en utilisant les formules (5.40a) et (5.40b) ou (5.42a) et (5.42b) pour LV (t, x(t)) etBV (t, x(t)),
la variable xu(t) étant définie dans (5.4).
Démonstration. Conséquence directe des calculs développés dans la section 5.2. •
5.3 Commande H∞ pour les systèmes singuliers stochastiques li-
néaires
Dans cette section, le lemme borné réel traité dans la section 1.6.1 du chapitre 1 est étendu
au cas des EADS (section 5.3.1), puis un correcteur, dit “H∞” est proposé afin de stabiliser une
EADS et vérifier les conditions du lemme borné réel (section 5.3.2).
Comme cela est rappelé dans la section 1.6.1, le lemme borné réel consiste à donner des
conditions sur un système dynamique afin que le gain entre l’énergie de l’entrée et celle de la
sortie de ce système soit inférieur à une borne γ > 0 donnée. Dans le cas des systèmes décrits par
des EDO, le lemme borné réel est formulé via des équations de Riccati dans [GD88, DGKF89], via
des inégalités de Riccati dans [Wil71, AV73, SMN90] (voir théorème 1.6.1) et via des inégalités
matricielles linéaires (appelées LMI) dans [BEFB94, GA94, IS94, EF96, SGC97] (voir théorème
1.6.1). Le correcteur H∞ associé au lemme borné réel est obtenu en utilisant des propriétés des
LMI démontrées dans [PZPB91].
Pour les systèmes singuliers, c’est-à-dire pour les systèmes décrits par une EADO, le lemme
borné réel est formulé en termes de LMI dans [TMK94, MKOS97, UI99, RA00, RA02, Mas06,
Mas07, MS08].
Dans le cas stochastique, c’est-à-dire lorsque le système est modélisé par une EDS avec des
bruits multiplicatifs, le lemme borné réel est exprimé en termes de LMI lorsque la dérive et la
diﬀusion sont linéaires dans [Mor95, DHS97, HP98, GLSY01, XC02, XC03] (voir théorème 1.6.2).
Pour ces systèmes stochastiques, le gain entre l’énergie de l’entrée et celle de la sortie est remplacé
par le gain entre la moyenne quadratique de l’énergie de l’entrée et celle de la sortie (voir le gain
L2 stochastique dans la définition 1.6.1). Une extension au cas des EDS non linéaires est donnée
dans le théorème 1.6.3 et dans [HSRZ09] pour le cas bilinéaire. Les solutions proposées dans ces
articles s’appuient sur la transformation en LMI des équations de Riccati associées à la stabilité
exponentielle en moyenne quadratique étudiées dans [WW76].
5.3.1 Lemme borné réel pour les systèmes singuliers stochastiques linéaires
On considère le système singulier stochastique suivant
E dx(t) = (Atx(t) +Btv(t)) dt+
d￿
i=1
(Awix(t) +Bwiv(t)) dwi(t) (5.46a)
z(t) = Czx(t) +Dzvv(t) (5.46b)
où
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• x(t) ∈ IRn −→ pseudo-état,
• v(t) ∈ IRq −→ entrées exogènes (perturbations, référence, etc, . . . ),
• z(t) ∈ IR￿ −→ sorties contrôlées,
• w(t) ∈ IRd −→ mouvement brownien indépendant et centré où wi(t) est la ième composante
de w(t).
La matrice E ∈ IRn×n dans (5.46) est singulière, c’est-à-dire que
rang(E) = r < n. (5.47)
Hypothèse 5.3.1 (Norme stochastique des entrées admissibles). Dans la suite de la
section 5.3, le signal exogène v(t) vérifie la relation de bornitude suivante
￿v￿￿L2 < +∞ (5.48)
avec
￿v￿2￿L2 = E
￿￿ +∞
0
vT (t)v(t) dt
￿
= E
￿￿ +∞
0
￿v(t)￿2 dt
￿
=
￿ +∞
0
E
￿
￿v(t)￿2
￿
dt, (5.49)
c’est-à-dire que v(t) ∈ ￿L2 ([0,+∞) ; IRq) où l’espace de signaux ￿L2 ([0,+∞) ; IRq) est défini en
(1.112).
En se basant sur la notion de gain L2 stochastique donnée dans la définition 1.6.1, le système
singulier stochastique (5.46) satisfait aux conditions du lemme borné réel si
• l’EADS (5.46a) avec v(t) = 0 est admissible : indice 1 et stabilité exponentielle en moyenne
quadratique du point d’équilibre (voir les définitions 5.2.1 et 5.2.2 et le lemme 5.2.4),
• le gain L2 stochastique entre v(t) et z(t), donné dans la définition 1.6.1, est majoré par un
réel γ > 0, ∀ v(t) ∈ ￿L2 ([0,+∞) ; IRq).
Vu la norme ￿v￿￿L2 utilisée dans la définition du gain L2 stochastique et dans l’hypothèse
5.3.1, c’est la stabilité en moyenne quadratique qui est retenue pour caractériser l’admissibilité
de l’EADS (5.46a).
L’indice de performance γ est aussi appelé “coeﬃcient d’atténuation” de l’entrée (ou de la
perturbation) v(t) ou critère H∞ [HP98] car le gain L2 stochastique est considéré comme une
extension aux systèmes stochastiques de la norme H∞ donnée dans la relation (1.107).
Le théorème suivant donne des conditions suﬃsantes pour que le système singulier stochas-
tique (5.46) satisfasse aux conditions du lemme borné réel.
Théorème 5.3.1 (Lemme borné réel pour les EADS). [BZSM13a] Le système stochastique
singulier (5.46) est admissible avec la stabilité exponentielle en moyenne quadratique et satisfait
le critère de performance suivant
￿z￿2￿L2 ￿ γ2￿v￿2￿L2 , ∀ v(t) ∈ ￿L2, v(t) ￿= 0, x0 = 0 (5.50)
où γ > 0 est le facteur d’atténuation des perturbations v(t) s’il existe une matrice P et deux
scalaires µ1 > 0 et µ2 > 0 tels que les conditions suivantes
Im
￿￿
Aw1 Bw1 . . . Awd Bwd
￿￿
⊆ Im(E) (5.51)
ETP = P TE ￿ 0 (5.52)
Ψ =

(1, 1) ￿ CTz
(2, 1) (2, 2) DTzv
Cz Dzv −I￿
 < 0 (5.53)
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sont satisfaites avec
(1, 1) = ATt P+ P
TAt+
d￿
i=1
ATwi(E
+)TETPE+Awi + µ1E
TP + µ2In,
(2, 1) = BTt P +
d￿
i=1
BTw(E
+)TP TEE+Awi ,
(2, 2) =
d￿
i=1
BTwi(E
+)TETPE+Bwi − γ2Iq.
La démonstration de ce théorème se décompose en deux parties. Dans un premier temps,
on montre que l’EADS (5.46a) est d’indice 1. La seconde partie de la démonstration est dé-
diée au coeﬃcient d’atténuation des perturbations, γ, et à la stabilité exponentiellelle moyenne
quadratique.
Démonstration.
1ère partie : indice 1 de l’EADS (5.46a).
Dans cette partie, on considère l’EADS (5.46a). En utilisant les notations introduites dans
l’EADS (5.1), la dérive f(x(t), t) est remplacée par Atx(t) + Btv(t), tandis que la diﬀusion
g(x(t), t) l’est par [Aw1x(t) +Bwiv(t) . . . Awdx(t) +Bwdv(t) ].
Le bruit n’apparaît pas dans les contraintes algébriques si la condition (5.27) est vérifiée
en remplaçant Awi par [Awi Bwi ] avec i = 1, . . . , d. La condition (5.51) garantit que la partie
algébrique de l’EADS (5.46a) n’est pas aﬀectée par le bruit w(t).
La variable v(t) intervenant linéairement de manière additive et la dérive de l’EADS (5.46a)
étant linéaire en x(t), si la condition (5.51) est vérifiée, alors l’équation (5.14b) a une solution
unique xv(t) en fonction de xu(t) (voir la définition de xu(t) et de xv(t) dans (5.4)) si [Win03]
(voir (5.15))
det
￿
E + (In − EE+)df(x(t), t)
dx
￿
￿= 0.
Puisque f(x(t), t) est remplacé par Atx(t) +Btv(t), on a
E + (In − EE+)df(x(t), t)
dx
= E + (In − EE+)At
et cette condition devient (voir (5.23))
det(E + (In − EE+)At) ￿= 0.
Dans [MW01], il est démontré que det(E + (In − EE+)At) ￿= 0 est équivalent au fait que
l’EADO
Ex˙ = Atx
est régulière (c’est-à-dire det(sE − At) ￿≡ 0 [Dai89]) et n’a pas de modes impulsionnels (c’est-
à-dire deg(det(sE − At)) = rang(E) [Dai89]). En utilisant le lemme 2 dans [MKOS97], cette
EADO est régulière et n’a pas de modes impulsionnels si et seulement s’il existe une matrice P
telle que les conditions (5.52) et
ATt P + PAt < 0 (5.54)
sont satisfaites.
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L’inégalité (5.54) est vérifiée si la LMI (5.53) est satisfaite puisque, avec le bloc (1,1) de Ψ,
on obtient
ATt P + PAt ￿ −
d￿
i=1
ATwi(E
+)TETPE+Awi − µ1ETP − µ2In < 0.
Ainsi, d’après la définition 5.2.1, l’EADS (5.46a) est d’indice 1 si les conditions (5.51), (5.52)
et (5.53) sont satisfaites.
2ème partie : Atténuation des perturbations et stabilité exponentielle en moyenne quadratique.
Maintenant, on considère que l’EADS (5.46a) est d’indice 1 (voir la 1ère partie de cette dé-
monstration). Alors les conditions (5.41a) et (5.41b) sont vérifiées et on peut utiliser les relations
(5.39), (5.40a) et (5.40b) pour appliquer la formule d’Itô à l’EADS (5.46a) avec la fonction de
Lyapunov suivante V (x(t)) = xT (t)ETPx(t) où la matrice P satisfait la relation (5.52). On
obtient
dV (x(t)) = LV (x(t)) dt+BV (x(t)) dw(t), (5.55)
LV (x(t)) = xT (t)
￿
ATt P + P
TAt +
d￿
i=1
ATwi(E
+)TETPE+Awi
￿
x(t) + 2xT (t)P TBtv(t)
+
d￿
i=1
vT (t)BTwi(E
+)TETPE+Bwiv(t) + 2
d￿
i=1
xT (t)ATwi(E
+)TETPE+Bwiv(t), (5.56)
BV (x(t)) = 2xT (t)P T
￿
Aw1x(t) +Bw1v(t) . . . Awdx(t) +Bwdv(t)
￿
. (5.57)
Puisque le processus stochastique est non anticipatif, l’espérance et l’intégrale peuvent com-
muter [HP98], l’indice de performance (5.50) peut s’écrire comme suit
Jzv =
￿ +∞
0
E
￿
zT (t)z(t)− γ2vT (t)v(t) + dV (x(t))￿ dt−E(V (x(t)))t→+∞ +E(V (x(t)))t=0.
(5.58)
Puisque x0 = 0, E(BV (x(t))) = 0 et E(V (x(t)))t→+∞ ￿ 0, la relation (5.58) conduit à
l’inégalité suivante
Jzv ￿
￿ +∞
0
E
￿
zT (t)z(t)− γ2vT (t)v(t) + LV (x(t)))￿ dt. (5.59)
L’inégalité (5.50) est vérifiée si Jzv ￿ 0, c’est-à-dire si
zT (t)z(t)− γ2vT (t)v(t) + LV (x(t)) + µ1V (x(t)) + µ2xT (t)x(t)
=
￿
xT (t) vT (t)
￿ ￿(1, 1) ￿
(2, 1) (2, 2)
￿
￿ ￿￿ ￿
Θ
￿
x(t)
v(t)
￿
￿ 0 (5.60)
où
(1, 1) = ATt P+ P
TAt+
d￿
i=1
ATwi(E
+)TETPE+Awi + C
T
z Cz + µ1E
TP + µ2In,
(2, 1) = BTt P +
d￿
i=1
BTw(E
+)TP TEE+Awi +D
T
zvCz,
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(2, 2) =
d￿
i=1
BTwi(E
+)TETPE+Bwi +D
T
zvDzv − γ2Iq.
L’inégalité (5.60) est satisfaite si
Θ < 0. (5.61)
L’application du lemme de Schur à l’inégalité (5.61) donne la LMI (5.53).
Si la stabilité exponentielle en moyenne quadratique est démontrée, alors l’indice de perfor-
mance (5.50) est garanti si les relations (5.51), (5.52) et (5.53) sont satisfaites.
Pour démontrer la stabilité exponentielle en moyenne quadratique, on considère que v(t) = 0
dans l’EADS (5.46a) et LV (x(t)) devient (voir (5.56) avec v(t) = 0)
LV (x(t)) = xT (t)
￿
ATt P + P
TAt +
d￿
i=1
ATwi(E
+)TETPE+Awi
￿
x(t), (5.62)
puis on utilise le lemme 5.2.4 avec le théorème 1.5.4.
Puisque LV (x(t)) ￿ −µ1V (x(t)) où LV (x(t)) est donné dans (5.62), la condition LV (x(t)) ￿
c2V (x(t)) dans la relation (1.53) du thérorème 1.5.4 est satisfaite avec c2 = µ1 > 0 si la LMI
(5.53) est vérifiée.
Soit les variables dynamiques xu(t) et l’ensemble Su = {xu(t)} définis dans (5.4) et (5.5).
L’inégalité ATt P + P TAt < 0 est vérifiée puisque la LMI (5.61) est satisfaite. Il en découle,
en utilisant la propriété (A.1.9b) sur les mesures de matrices (voir section A.1.2 dans l’annexe
A), que la relation
−0.5λmax(−ATt P−P TAt) ￿ Re(λi(P TAt)) ￿ 0.5λmax(ATt P+P TAt) < 0, i = 1, . . . , n. (5.63)
L’inégalité permet de déduire que toutes les valeurs propres de la matrice P sont non nulles
et donc que det(P ) ￿= 0.
On obtient donc rang(ETP ) = rang(E) = dim(Su) puisque xu(t) = E+Ex(t) et que
rang(E+E) = rang(E) pour toutes les pseudo-inverses réflexives (voir la relation (A.2.14) dans
section A.2.2 de l’annexe A).
Alors la condition (5.45) dans le lemme 5.2.4 est satisfaite avec c1 = λmin(ETP ) et c0 =
λmax(ETP ).
La stabilité exponentielle en moyenne quadratique du point d’équilibre de l’EADS (5.46a) est
donc démontrée et la démonstration est terminée. •
5.3.2 Correcteur H∞ pour les systèmes singuliers stochastiques
5.3.2.1 Relations en boucle fermée
On considère le système stochastique singulier suivant
E dx(t) = (Atx(t) +Btv(t) +Gtu(t)) dt+
d￿
i=1
(Awix(t) +Bwiv(t)) dwi(t) (5.64a)
z(t) = Czx(t) +Dzvv(t) +Dzuu(t) (5.64b)
y(t) = Cyx(t) +Dyvv(t) (5.64c)
où
• x(t) ∈ IRn −→ pseudo-état,
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• u(t) ∈ IRm −→ commandes,
• v(t) ∈ IRq −→ entrées exogènes (perturbations, référence, etc, . . . , sauf les commandes),
• z(t) ∈ IR￿ −→ sorties contrôlées,
• y(t) ∈ IRp −→ sorties mesurées,
• w(t) ∈ IRd −→ mouvement brownien indépendant et centré où wi(t) est la ième composante
de w(t).
La matrice E ∈ IRn×n dans (5.64) est singulière, c’est-à-dire que
rang(E) = r < n. (5.65)
Le signal v(t) vérifie l’hypothèse 5.3.1 (￿v￿￿L2 < +∞).
L’équation du correcteur H∞ dynamique par retour de sortie dynamique K(s) est donnée
par
Ek dxk(t) = (Akxk(t) +Bky(t)) dt (5.66a)
u(t) = Ckxk(t) +Dky(t) (5.66b)
• s ∈ C −→ variable de Laplace,
• xk(t) ∈ IRm −→ pseudo-état du correcteur si k < n ou état du correcteur si k = n,
et Ek ∈ IRn×n avec rang(Ek) = k ￿ n, c’est-à-dire la matrice Ek est singulière si k < n et
régulière si k = n.
Insérer la loi de commande (5.66) dans le système (5.64) conduit au système en boucle fermée
suivant
Ec dxc(t) = (A
c
txc(t) +B
c
t v(t)) dt+
d￿
i=1
(Acwixc(t) +B
c
wiv(t)) dwi (5.67a)
z(t) = Ccxc(t) +D
cv(t) (5.67b)
où
Ec =
￿
E 0
0 Ek
￿
, Act =
￿
At +GtDkCy GtCk
BkCy Ak
￿
, xc(t) =
￿
x(t)
xk(t)
￿
,
Bct =
￿
Bt +GtDkDyv
BkDyv
￿
, Acwi =
￿
Awi 0
0 0
￿
, Bcwi =
￿
Bwi
0
￿
,
Cc =
￿
Cz +DzuDkCy DzuCk
￿
, Dc = Dzv +DzuDkDyv.
Les matrices du système en boucle fermée ci-dessus peuvent être réécrites comme suit
￿
Act B
c
t
Cc Dc
￿
=

At 0 Bt
0 0 0
Cz 0 Dzv
+

0 Gt
In 0
0 Dzu

￿
Ak Bk
Ck Dk
￿
￿ ￿￿ ￿
Φ
￿
0 In 0
Cy 0 Dyv
￿
=
￿
At Bt
Cz Dzv
￿
+
￿
Gt
Dzu
￿
Φ
￿
Cy Dyv
￿
. (5.68)
La synthèse d’un correcteur H∞ (5.66) revient à déterminer une matrice Φ et une matrice
Ek telles que le système en boucle fermée (5.67) satisfasse les conditions du lemme borné réel
donné par le théorème 5.3.1.
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Remarque 5.3.1 (Cas des mesures avec Dyu ￿= 0). Dans l’équation des mesures (5.64c), les
commandes u(t) n’interviennent pas. Dans cette remarque, on considère le cas où l’équation des
mesures fait intervenir les commandes u(t). L’équation des mesures (5.64c) est alors remplacée
par
y(t) = Cyx(t) +Dyvv(t) +Dyuu(t) (5.69)
avec un terme direct Dyu ￿= 0. Avec cette nouvelle équation de mesure, le correcteur K(s) donné
par (5.66) est remplacé par le correcteur K(s) suivant
Ek dxk(t) = (Akxk(t) +Bky(t)) dt (5.70a)
u(t) = Ckxk(t) +Dky(t) (5.70b)
La matrice Ek est la même dans (5.66) et (5.70).
On va étudier les conditions que doivent vérifier les matrices Ak, Bk, Ck et Dk afin que les
relations en boucle fermée données par (5.64a), (5.64b), (5.64c) et (5.66), ou par (5.64a), (5.64b),
(5.69) et (5.70) soient identiques.
La figure 5.1 montre comment obtenir des relations en boucle fermée identiques avec les
correcteurs K(s) et K(s) : il faut que ce soit la même loi de commande u(t) qui soit générée
pour les correcteurs K(s) et K(s).
v(t) et w(t) z(t)
u(t) y(t)
y(t)
y(t)
+
−
+
+
Dyu
Dyu
K(s)
K(s)
Σ
Σ
Σ
↓
((5.64a), (5.64b), (5.64c))
Σ
↓
((5.64a), (5.64b), (5.69))
Figure 5.1 – Système en boucle fermée avec les correcteurs K(s) et K(s).
Dans la figure 5.1, le correcteur K(s) est obtenu à partir du correcteur K(s) avec la formule
suivante
K(s) = K(s)(Ip +DyuK(s))
−1, (5.71)
ce qui donne
Ak = Ak −Bk(Ip +DyuDk)−1DyuCk, (5.72a)
Bk = Bk(Ip +DyuDk)
−1, (5.72b)
Ck = Ck −Dk(Ip +DyuDk)−1DyuDk, (5.72c)
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Dk = Dk(Ip +DyuDk)
−1 (5.72d)
avec la condition de bien-posé suivante [ZDG96]
det(Ip +DyuDk) ￿= 0. (5.73)
Il est préférable de calculer un correcteur avec l’équation des mesures (5.64c) car les matrices
des relations en boucle fermée s’écrivent alors de manière linéaire en fonction des matrices du
correcteur (voir (5.68)). Si l’équation des mesures est donnée par (5.69), alors, les matrices des
relations en boucle fermée ne s’écrivent pas de manière linéaire en fonction des matrices du
correcteur car les relations en boucle fermée font apparaître le terme (Ip +DyuDk)−1.
Afin de préserver la linéarité des relations en boucle fermée en fonction des matrices du cor-
recteur à calculer lorsque l’équation des mesures est donnée par (5.69), il suﬃt de calculer un
correcteur K(s) en considérant que l’équation (5.64c) correspond aux mesures, puis d’implémen-
ter le correcteur K(s) en utilisant les relations (5.71) ou (5.72) afin de prendre en compte la
“vraie” équation des mesures donnée par (5.69). ￿
5.3.2.2 Correcteur H∞ par retour d’état
Dans un premier temps, on va considérer un cas particulier : la commande H∞ par retour
d’état. Pour ce faire, on suppose que tout le pseudo-état x(t) est mesuré, c’est-à-dire que l’équa-
tion des mesures (5.64c) est remplacée par
y(t) = x(t) (5.64c-bis)
Le correcteur H∞ (5.66) se simplifie comme suit
u(t) = Dkx(t). (5.74)
et les relations en boucle fermée données par (5.67) deviennent
Ec dxc(t) = (A
c
txc(t) +B
c
t v) dt+
d￿
i=1
(Acwixc +B
c
wiv(t)) dwi(t)
= ((At +GtDk)xc(t) +Btv(t)) dt+
d￿
i=1
(Awixc(t) +Bwiv(t)) dwi(t) (5.75a)
z(t) = Ccxc(t) +D
cv(t)
= (Cz +DzuDk)xc(t) +Dzvv(t) (5.75b)
avec
xc(t) = x(t), Ec = E, A
c
t = At +GtDk, B
c
t = Bt, A
c
wi = Awi , B
c
wi = Bwi ,
Cc = Cz +DzuDk, D
c = Dzv.
Les relations en boucle fermée (5.75) se réécrivent comme suit￿
Act B
c
t
Cc Dc
￿
=
￿
At +GtDk Bt
Cz +DzuDk Dzv
￿
=
￿
At Bt
Cz Dzv
￿
+
￿
Gt
Dzu
￿
Dk
￿
In 0
￿
. (5.76)
L’application du lemme borné réel, donné par le théorème 5.3.1, au système stochastique
singulier (5.75) permet de déduire le gain de retour d’état Dk grâce au théorème suivant.
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Théorème 5.3.2 (Correcteur H∞ par retour d’état pour les EADS). Il existe un gain
de retour d’état Dk tel que le système stochastique singulier en boucle fermée (5.75) est admis-
sible avec la stabilité exponentielle en moyenne quadratique et satisfait le critère de performance
suivant
￿z￿2￿L2 ￿ γ2￿v￿2￿L2 , ∀ v(t) ∈ ￿L2, v(t) ￿= 0, x0 = 0, (5.77)
où γ > 0 est le facteur d’atténuation des perturbations v(t), s’il existe une matrice P et deux
scalaires µ1 > 0 et µ2 > 0 tels que les conditions suivantes
Im
￿￿
Aw1 Bw1 . . . Awd Bwd
￿￿
⊆ Im(E) (5.78)
ETP = P TE ￿ 0 (5.79)￿
Iq 0
0 N1
￿￿￿d
i=1B
T
wi(E
+)TETPE+Bwi − γ2Iq DTzv
Dzv −I￿
￿￿
Iq 0
0 N T1
￿
< 0 (5.80)￿￿d
i=1B
T
wi(E
+)TETPE+Bwi − γ2Iq DTzv
Dzv −I￿
￿
< 0 (5.81)
sont satisfaites avec N1 = DTzu⊥.
Démonstration. On applique le théorème 5.3.1 au système (5.75) avec la fonction de Lyapunov
candidate V (x(t)) = xT (t)ETPx(t). Les conditions (5.51) et (5.78), d’une part, (5.52) et (5.79),
d’autre part, étant deux à deux identiques, il reste à montrer que la condition (5.53) est vérifiée.
Avec le système (5.75), la condition (5.53) peut se reformuler comme suit
Ψs =

In 0
0 0
0 Dzu

￿ ￿￿ ￿
∆s
￿
P TGtDk
Dk
￿
￿ ￿￿ ￿
Ωs
￿
In 0 0
￿
￿ ￿￿ ￿
Ξs
+

In
0
0
￿DTkGTt P DTk ￿
￿
In 0 0
0 0 DTzu
￿
+

(1, 1)s ￿ CTz
(2, 1)s (2, 2)s DTzv
Cz Dzv −I￿

￿ ￿￿ ￿
Γs
< 0 (5.82)
avec
(1, 1)s = A
T
t P+ P
TAt+
d￿
i=1
ATwi(E
+)TETPE+Awi + µ1E
TP + µ2In,
(2, 1)s = B
T
t P +
d￿
i=1
BTw(E
+)TP TEE+Awi ,
(2, 2)s =
d￿
i=1
BTwi(E
+)TETPE+Bwi − γ2Iq.
L’inégalité (5.82) a pour solutions P et Dk si et seulement s’il existe une matrice P telle que
(voir lemme A.3.2 dans la section A.3.2 de l’annexe A)
N T∆sΓsN∆s < 0 (5.83)
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N TΞsΓsNΞs < 0 (5.84)
où les matrices N∆s et ,NΞs vérifient N∆s = ∆Ts ⊥ et NΞs = Ξ⊥s . En utilisant (5.76), les matrices
N∆s et NΞs sont données par
N∆s =

0n×q 0
Iq 0
0 N1
, NΞs =

0n×q 0
Iq 0
0 I￿
 (5.85)
avec N1 = DTzu⊥.
La LMI (5.80) est équivalente à la LMI (5.83) et la LMI (5.81) est équivalente à la LMI
(5.84). •
Le gain Dk est obtenu en résolvant la LMI (5.82) avec la solution P donnée dans le théorème
5.3.2.
5.3.2.3 Correcteur H∞ par retour de sortie dynamique
Dans cette section, on considère que les composantes du vecteur du pseudo-état x(t) ne sont
pas toutes disponibles, c’est-à-dire que l’équation de mesure est donnée par (5.64c) : le système
stochastique considéré est donc (5.64). Le correcteur H∞ par retour de sortie dynamique est
(5.66). Les relations en boucle fermée sont donc (5.67) et (5.68).
L’application du lemme borné réel, donné par le théorème 5.3.1, au système stochastique
singulier (5.67) permet de déduire les matrices du correcteur (5.66) grâce au théorème suivant.
Théorème 5.3.3 (Correcteur H∞ par retour de sortie dynamique pour les EADS).
[BZSM13a] Soit Ek ∈ IRn×n une matrice avec rang(Ek) = k ￿ n. Il existe un correcteur H∞
K(s) donné par (5.66) tel que le système stochastique singulier en boucle fermée (5.67) est admis-
sible avec la stabilité exponentielle en moyenne quadratique et satisfait le critère de performance
suivant
￿zc￿2￿L2 ￿ γ2￿v￿2￿L2 , ∀ v(t) ∈ ￿L2, v(t) ￿= 0, x0 = 0, (5.86)
où γ > 0 est le facteur d’atténuation des perturbations v(t), s’il existe des matrices S, N1, N2,
S et Z, et deux scalaires µ1 > 0 et µ2 > 0 tels que les conditions￿
ETS ETN1
ETk N2 E
T
k S
￿
=
￿
STE NT2 Ek
NT1 E S
T
Ek
￿
￿ 0 (5.87)
￿
Iq 0
0 N T1
￿
d￿
i=1
BTwiEBwi − γ2Iq DTzv
Dzv −I￿

￿
Iq 0
0 N1
￿
< 0 (5.88)

N T2 0 0
0 N T3 0
0 0 I￿


(1, 1)(5.89) ￿ C
T
z
BTt S+
d￿
i=1
BTwiEAwi
d￿
i=1
BTwiEBwi−γ2Iq DTzv
Cz Dzv −I￿


N2 0 0
0 N3 0
0 0 I￿
 < 0 (5.89)
EZ =
￿
Aw1 Bw1 . . . Awd Bwd
￿
(5.90)
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sont satisfaites, où
(1, 1)(5.89) = A
T
t S+S
TAt+
d￿
i=1
ATwiEAwi + µ1E
TS + µ2In
et où E = E
T
= (E+)TETSE+, N1 = DTzu⊥, N2 = C⊥y et N3 = D⊥yv.
Une fois que les matrices S, N1, N2, S et Z sont trouvées, les matrices Ak, Bk, Ck et Dk du
correcteur (5.66) sont obtenues en résolvant la LMI suivante
Ψc < 0 (5.91)
où
Pc =
￿
S N1
N2 S
￿
, Φ =
￿
Ak Bk
Ck Dk
￿
et où la matrice Ψc est donnée par (5.93).
Démonstration. On applique le théorème 5.3.1 au système bouclé (5.67) avec la fonction de
Lyapunov candidate Vc(xc(t)) = xTc (t)ETc Pcxc(t) satisfaisant la condition ETc Pc = P Tc Ec ￿ 0.
La matrice Pc est décomposée comme suit
Pc =
￿
S N1
N2 S
￿
(5.92)
où S ∈ IRn×n et, en utilisant (5.68), la LMI (5.52) est donc équivalente à la LMI (5.87).
En utilisant (5.68), la LMI (5.53) appliquée au système en boucle fermée (5.67) peut être
écrite comme suit
Ψc =

I2n 0
0 0
0 Dzu

￿ ￿￿ ￿
∆c
￿
P Tc GtΦ P Tc GtΦ
Φ Φ
￿
￿ ￿￿ ￿
Ωc
￿
Cy 0 0
0 Dyv 0
￿
￿ ￿￿ ￿
Ξc
+

CTy 0
0 DTyv
0 0

￿
ΦTGTt Pc ΦT
ΦTGTt Pc ΦT
￿￿
I2n 0 0
0 0 DTzu
￿
+

(1, 1)c ￿ CTz
(2, 1)c (2, 2)c DTzv
Cz Dzv −I￿

￿ ￿￿ ￿
Γc
< 0 (5.93)
où (on a utilisé ETc Pc = P Tc Ec)
(1, 1)c = ATt Pc + P Tc At +
d￿
i=1
Acwi
T EAcwi + µ1E
T
c Pc + µ2I2n
=
￿
ATt S + S
TAt ATt N1
NT1 At 0
￿
+
d￿
i=1
￿
ATwiEAwi 0
0 0
￿
+
￿
µ1ETS + µ2In µ1ETN1
µ1ETk N2 µ1E
T
k S + µ2In
￿
,
(5.94)
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(2, 1)c = BTt Pc +
d￿
i=1
Bcwi
T EAcwi =
￿
BTt S B
T
t N1
￿
+
d￿
i=1
￿
BTwiEAwi 0
￿
, (5.95)
(2, 2)c =
d￿
i=1
Bcwi
T EBcwi − γ2Iq =
d￿
i=1
BTwiEBwi − γ2Iq, (5.96)
E = E
T
= (E+c )
TETc PcE
+
c =
￿
(E+)TETSE+ (E+)TETN1E
+
k
(E+k )
TETk N2E
+ (E+k )
TETk SE
+
k
￿
, (5.97)
puisqu’on peut choisir la pseudo-inverse réflexive suivante￿
E 0
0 Ek
￿+
=
￿
E+ 0
0 E+k
￿
,
et avec E = E
T
= (E+)TETSE+.
L’inégalité (5.93) a pour solutions Pc et Φ si et seulement s’il existe Pc telle que la LMI (voir
lemme A.3.2 dans la section A.3.2 de l’annexe A)
N T∆cΓcN∆c < 0 (5.98)
N TΞcΓcNΞc < 0 (5.99)
est vérifiée où N∆c = ∆Tc ⊥ et NΞc = Ξ⊥c . En utilisant (5.68), les matrices N∆c et NΞc sont
donnés par
N∆c =

02n×q 0
Iq 0
0 N1
 et NΞc =

N2 0 0
0 0 0n×￿
0 N3 0
0 0 I￿
 (5.100)
où
N1 = DTzu⊥, N2 = C⊥y et N3 = D⊥yv.
La LMI (5.98) est équivalente à la LMI (5.88) et la LMI (5.99) est équivalente à la LMI
(5.89).
En utilisant (5.68), la condition (5.51) appliquée au système en boucle fermée (5.67) est équi-
valente à l’existence d’une matrice Zc telle que (voir relations (A.2.6) et (A.2.10) dans l’annexe
A en remplaçant A par Ec, X par Zc et B par la matrice identité)
EcZc =
￿
E 0
0 Ek
￿￿
Z1
Z2
￿
=
￿
Aw1 0 Bw1 . . . Awd 0 Bwd
0 0 0 0 . . . 0 0 0
￿
. (5.101)
La condition (5.101) est équivalente à la condition (5.90) puisqu’on a EkZ2 = 0 (la matrice
Z dans (5.90) correspond à Z1 dans (5.101)). •
Remarque 5.3.2 (Correcteur H∞ singulier ou régulier). Dans le théorème 5.3.3, on choisit
une matrice Ek telle que la LMI (5.87) est satisfaite. Si la matrice Ek = In permet de vérifier la
condition (5.87), on a k = n et le correcteur (5.66) est non singulier. ￿
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Remarque 5.3.3 (Cas stochastique singulier versus cas déterministe singulier). Dans
le cas des systèmes singuliers déterministes, le correcteur H∞ nécessite la résolution d’une LMI
en S (sous-matrice de Pc dans (5.92)) et une LMI en R où R ∈ IRn×n est une sous-matrice de
P−1c définie comme suit (voir [MKOS97, UI99, Mas07, MS08])
P−1c =
￿
R M1
MT1 R
￿
.
Pour obtenir la LMI enR, ces auteurs pré-multiplient Γc dans (5.93) par la matrice

P−Tc 0 0
0 Iq 0
0 0 I￿

et post-multiplient Γc par la matrice

P−1c 0 0
0 Iq 0
0 0 I￿
 (voir la relation à la fin de la preuve du théo-
rème 4.2 dans [GA94] et la relation (5.93) dans la démonstration du théorème 5.3.3). Puisque,
dans le cas déterministe, il n’existe pas de terme du type
d￿
i=1
Acwi
TEAcwi où E = (E
+
c )
TETc PcE
+
c
(voir (5.94)), il n’y a pas de non linéarité de type RTSR dans l’inégalité obtenue.
On ne peut pas utiliser cette approche en stochastique à cause du terme
d￿
i=1
Acwi
TEAcwi dans la
matrice Γc introduit par le calcul d’Itô, c’est-à-dire par le terme tr(gT (x(t))(E+)TETPE+g(x(t)))
dans (5.40a) où la matrice P est remplacée par Pc. Le problème est identique si on considère le
terme tr(gT (x(t))PE+g(x(t))) dans (5.42a) avec E = PcE+c .
Il s’agit d’une spécificité importante du cas stochastique singulier par rapport au cas déter-
ministe singulier pour la synthèse d’un correcteur H∞ par retour de sortie dynamique.
La même remarque peut se faire pour le retour d’état (voir théorème 5.3.2 et la matrice Γs
dans (5.82)). ￿
5.4 Observateurs pour une classe de systèmes singuliers stochas-
tiques non linéaires
5.4.1 Systèmes singuliers stochastiques non linéaires considérés
On considère le système singulier non linéaire stochastique suivant
E dx(t) =
￿
At0x(t) +
m￿
i=1
ui(t)Atix(t) + ￿(x(t))
￿
dt+
d￿
j=1
Awjx(t) dwj(t) (5.102a)
y(t) = Cx(t) (5.102b)
où
• x(t) ∈ IRn −→ pseudo-état,
• u(t) ∈ IRm −→ commandes,
• y(t) ∈ IRp −→ sorties mesurées,
• w(t) ∈ IRd −→mouvement brownien indépendant et centré où wj(t) est la jème composante
de w(t).
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La matrice E ∈ IRn×n dans (5.102a) est singulière, c’est-à-dire que
rang(E) = r < n. (5.103)
Sans perte de généralité, les entrées connues u(t) sont assumées être bornées, c’est-à-dire les
entrées admissibles u(t) appartiennent à l’ensemble Ω
Ω = {u(t) ∈ IRm | uimin ￿ ui(t) ￿ uimax, i = 1, . . . ,m}. (5.104)
La fonction non linéaire ￿(x(t)) dans l’EADS (5.102a) est one-sided-Lipschitz (5.105), qua-
dratiquement bornée (5.106) et s’annule en zéro, propriétés qui sont énoncées dans l’hypothèse
suivante.
Hypothèse 5.4.1. La fonction ￿(x(t)) dans l’EADS (5.102a) vérifie les trois propriétés sui-
vantes.
(i) Il existe un réel a tel que
(￿(x1)− ￿(x2))T (x1 − x2) ￿ a ￿x1 − x2￿2 ∀x1 ∈ IRn, ∀x2 ∈ IRn. (5.105)
(ii) Il existe deux réels b et c tels que
￿￿(x1)− ￿(x2)￿2 ￿ b ￿x1 − x2￿2 + c(￿(x1)− ￿(x2))T (x1 − x2) ∀x1 ∈ IRn, ∀x2 ∈ IRn.
(5.106)
(iii) On a ￿(0) = 0.
Ces propriétés sont aussi utilisées dans la section 3.4 du chapitre 3 (voir relations (3.85) et
(3.86)). Les fonctions one-sided Lipschitz et quadratiquement bornées sont présentées dans la
section A.1.3 de l’annexe A (voir relations (A.1.11) et (A.1.12), ainsi que la figure A.1).
Les matrices E et C satisfont l’hypothèse suivante.
Hypothèse 5.4.2.
rang
￿￿
E
C
￿￿
= n. (5.107)
5.4.2 Observateur d’ordre plein et expression de l’erreur d’observation
L’observateur d’ordre plein à synthétiser est de la forme suivante
dη(t) = (M(u(t))η(t) +N(u(t))y(t) + ξ(η(t))) dt (5.108a)￿x(t) = η(t) +Ry(t) (5.108b)
avec
M(u(t)) =M0 +
m￿
i=1
Miui(t)
N(u(t)) = N0 +
m￿
i=1
Niui(t).
η(t) ∈ IRn est l’état de l’observateur et ￿x(t) ∈ IRn est l’estimation du pseudo-état x(t).
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Les matrices Mi, Ni et R (i = 0, . . . ,m) et la fonction non linéaire ξ(￿) sont des paramètres
de l’observateur à déterminer afin que l’erreur d’observation
e(t) = x(t)− ￿x(t) (5.109)
soit exponentiellement presque sûrement stable.
Sous l’hypothèse 5.4.2, il existe quatre matrices a1 ∈ IRn×n, a2 ∈ IRn×p, a3 ∈ IRp×n et
a4 ∈ IRp×p telles que
det
￿￿
a1 a2
a3 a4
￿￿
￿= 0 (5.110)￿
a1 a2
a3 a4
￿￿
E
C
￿
=
￿
In
0
￿
, (5.111)
ce qui est équivalent à
a1E + a2C = In, (5.112a)
a3E + a4C = 0. (5.112b)
Les matrices a1, a2, a3 et a4 sont données par
￿
a1 a2
￿
=
￿
E
C
￿†
, (5.113a)
￿
a3 a4
￿
= γ
In+p − ￿E
C
￿￿
E
C
￿† , (5.113b)
où A† est une pseudo-inverse A vérifiant A = AA†A (voir section A.2.1) et γ ∈ IRp×(n+p) est une
matrice qui sélectionne les p lignes indépendantes de la matrice In+p −
￿
E
C
￿ ￿
E
C
￿†.
Les équations (5.112a) et (5.112b) sont équivalentes à
a2C = In − a1E (5.114a)
a4C = −a3E (5.114b)
Si la condition (5.107) est satisfaite et sans perte de généralité, la matrice R de l’observateur
peut s’écrire en fonction d’une matrice β ∈ IRn×p comme suit
R = a2 + βa4 (5.115)
et l’estimation du pseudo-état est alors donnée par
￿x(t) = η(t) + a2y(t) + βa4y(t).
Si la condition (5.107) est satisfaite, l’erreur d’observation peut être réécrite comme suit
e(t) = x(t)− ￿x(t) = x(t)− η(t)− (a2 + βa4)Cx(t)
= (a1 + βa3)Ex(t)− η(t) (5.116)
en utilisant les relations (5.114a) et (5.114b).
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5.4.3 Paramétrage des matrices de l’observateur
En utilisant l’équation (5.116), la dynamique de l’erreur d’observation est donnée par
de(t) = (a1 + βa3)
(At(u(t))x(t) + ￿(x(t))) dt+ d￿
j=1
Awjx(t) dwj(t)

− (M(u(t))η(t) +N(u(t))Cx(t) + ξ(η(t))) dt
= (M(u(t))e(t) + ((a1 + βa3)At0 −M0(a1 + βa3)E −N0C)x(t)
+
m￿
i=1
((a1 + βa3)Ati −Mi(a1 + βa3)E −NiC)ui(t)x(t)
+ (a1 + βa3)(￿(x(t))− ￿((a1 + βa3)Ex(t)− e(t)))) dt
+
d￿
j=1
(a1 + βa3)Awjx(t) dwj(t) (5.117)
où
At(u(t)) = At0 +
m￿
i=1
Atiui(t)
et où la fonction ξ(η(t)) dans l’observateur (5.108) est choisie comme suit
ξ(η(t)) = (a1 + βa3)￿(η(t)). (5.118)
Si les m+ 1 équations de Sylvester suivantes
(a1 + βa3)Ati −Mi(a1 + βa3)E −NiC = 0, i = 0, . . . ,m, (5.119)
sont vérifiées, alors l’expression de la dynamique de l’erreur d’observation (5.117) se simplifie
comme suit
de(t) = (M(u(t))e(t) + (a1 + βa3)(￿(x(t))− ￿((a1 + βa3)Ex(t)− e(t)))) dt
+
d￿
j=1
(a1 + βa3)Awjx(t) dwj(t). (5.120)
En utilisant (5.114b), les équations de Sylvester données par (5.119) peuvent se réécrire ainsi
(a1 + βa3)Ati −Mia1E −GiC = 0, i = 0, . . . ,m, (5.121)
avec
Gi = Ni −Miβa4 i = 0, . . . ,m (5.122)
Les m + 1 équations de Sylvester données dans (5.121) peuvent se réécrire sous la forme
compacte suivante
Y V =W (5.123)
où
Y =
￿
−β M0 M1 . . . Mm G0 G1 . . . Gm
￿
,
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V =

a3At0 a3At1 · · · a3Atm
a1E 0 · · · 0
0
. . . . . . ...
... . . . . . . 0
0 · · · 0 a1E
C 0 · · · 0
0
. . . . . . ...
... . . . . . . 0
0 · · · 0 C

,
W =
￿
a1At0 a1At1 . . . a1Atm
￿
.
L’équation (5.123) a une solution si et seulement si (voir (A.2.11) avec A = I)
rang(V ) = rang
￿￿
V
W
￿￿
(5.124)
et la solution générale est donnée par (voir (A.2.9) avec A = I)
Y =WV † + Z(Iρ − V V †) (5.125)
où Z ∈ IRn×ρ est une matrice arbitraire avec ρ = (n+ p)(m+ 1) + p.
A cette étape de la synthèse, le gain de l’observateur est réduit à la matrice Z. Il faut
maintenant déterminer le gain Z afin que le point d’équilibre de l’EDS (5.120) soit presque
sûrement exponentiellement stable, les matrices de l’observateur étant données par la relation
(5.125).
5.4.4 Approche découplée pour la synthèse de l’observateur
Puisque la pseudo-état x(t) apparaît dans la dynamique de l’erreur d’observation (5.120),
l’analyse de la stabilité du point d’équilibre de l’EDS (5.120) doit être faite avec le système
augmenté constitué par l’EADS (5.102a) et l’EDS (5.120)
E dx(t) = f1(x(t), u(t)) dt+ g1(x(t)) dw(t) (5.126a)
de(t) = f2(x(t), e(t), u(t)) dt+ g2(x(t)) dw(t) (5.126b)
où
f1(x(t), u(t)) = At(u(t))xt) + ￿(x(t)),
f2(x(t), e(t), u(t)) =M(u(t))e+ (a1 + βa3)(￿(x(t))− ￿((a1 + βa3)Ex(t)− e(t))),
g1(x(t)) =
d￿
j=1
Awjx(t),
g2(x(t)) =
d￿
j=1
(a1 + βa3)Awjx(t).
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Afin d’étudier la stabilité exponentielle presque sûre de l’EDS (5.126) avec le lemme 5.2.3,
il faut vérifier si l’EDS est d’indice 1. Le lemme suivant donne les conditions pour que l’EADS
(5.126) soit d’indice 1.
Lemme 5.4.1. [BZSM14b] L’EADS (5.126) est d’indice 1 si et seulement si
det
￿
E + (In − EE+)
￿
At(u(t)) +
d￿(x(t))
dx(t)
￿￿
￿= 0, (5.127a)
Im
￿￿
Aw1 . . . Awd
￿￿
⊆ Im(E), (5.127b)
où E+ est une pseudo-inverse réflexive quelconque de E vérifiant E = EE+E et E+ = E+EE+
(voir les sections A.2.1 et A.2.2 dans l’annexe A).
Démonstration. En utilisant la définition 5.2.1 et les développements faits dans la section 5.2.2.1,
l’EADS (5.126) est d’indice 1 si et seulement si
• det
￿
E + (I2n − E E+)dF (X(t), u(t))
dX(t)
￿
￿= 0,
• (I2n − E E+)G(X(t)) = 0,
où
X(t) =
￿
x(t)
e(t)
￿
, F (X(t), u(t)) =
￿
f1(x(t), u(t))
f2(x(t), e(t), u(t))
￿
, G(X(t)) =
￿
g1(x(t), u(t))
g1(x(t), u(t))
￿
, E =
￿
E 0
0 In
￿
.
La deuxième condition est équivalente à Im(G(X(t))) ⊆ Im(E).
Puisqu’on a
E + (I2n − E E+)dF (X(t), u(t))
dX(t)
=
E + (In − EE+)
￿
At(u(t)) +
d￿(x(t))
dx(t)
￿
0
0 In
,
G(X(t)) =
￿
In 0
0 (a1 + βa3)
￿￿
Aw1 . . . Awd
Aw1 . . . Awd
￿
.
Les conditions (5.127a) ets (5.127b) sont démontrées. •
Puisque le signal de commande u(t) est borné (voir (5.104)) et puisque l’hypothèse 5.4.1
est vérifiée, l’hypothèse 2.4.1 est satisfaite pour le système (5.102a) et le théorème 2.5.1 peut
être appliqué à la synthèse de l’observateur d’ordre plein (5.108) comme le montre le théorème
suivant.
Théorème 5.4.1. [BZSM14b] Si les hypothèses 5.4.1 et 5.4.2 sont vérifiées pour le système
(5.102) et si les conditions (5.124) et (5.127) sont satisfaites pour ce système, alors le système
(5.108) est un observateur d’ordre plein pour le système stochastique (5.102) garantissant la
stabilité exponentielle presque sûre de l’erreur de filtrage si
a) l’EADS (5.102a) est stable exponentiellement presque sûrement,
b) s’il existe des matrices β, Mi et Ni (i = 0, . . . ,m) telles que l’ODE
e˙(t) = (M(u(t))e(t)− (a1 + βa3)￿(−e(t))) (5.128)
est exponentiellement stable.
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Démonstration. Puisque les conditions (5.127a) et (5.127b) sont satisfaites, l’EADS (5.126) est
d’indice 1 (voir lemme 5.4.1). On peut donc utiliser le lemme 5.2.3 pour étudier la stabilité
exponentielle presque sûre. Le lien fait dans ce lemme entre les variables dynamiques (notées
xu(t)) et le pseudo-état x(t) permet d’utiliser le théorème 2.4.1 puisque l’hypothèse 2.4.1 est
satisfaite si l’hypothèse 5.4.1 est vérifiée.
Puisque l’hypothèse 5.4.2 et la condition (5.124) sont utilisées pour obtenir l’EADS (5.126b),
on applique le théorème 2.4.1 sur l’EADS (5.126). En utilisant la même approche que pour le
théorème 2.5.1, on obtient les deux conditions exprimées dans le théorème 5.4.1 : le point d’équi-
libre de l’EADS (5.126) est presque sûrement exponentiellement stable si le point d’équilibre
de l’EADS “bloc-diagonale” (ou “découplée”) formée par l’EADS (5.102a) et l’ODE (5.128) est
presque sûrement exponentiellement stable (5.128). •
Avec le théorème 5.4.1, la synthèse de l’observateur (5.108) est découplée sous deux sous-
problèmes indépendants :
• l’analyse de la stabilité de l’EADS (5.102a),
• la stabilité exponentielle de l’EDO (5.128).
5.4.5 Stabilité exponentielle presque sûre de l’erreur de filtrage
Puisque chaque composante du vecteur des entrées u(t) est bornée (voir équation (5.104)),
on peut remplacer les entrées ui(t) par des nouvelles variables εi(t) qui présentent une plage de
variation entre −1 et 1. Les nouvelles entrées εi(t) sont données par
ui(t) = αi + σiεi(t) (5.129)
où αi =
ui,max + ui,min
2
et σi =
ui,max − ui,min
2
pour i = 1, . . . ,m, avec α0 = 1 et σ0 = 0. Les
nouvelles variables εi(t) sont bornées et appartiennent au polytope convexe suivant
Ωε = {ε(t)∈ IRm | −1 ￿ εi(t) ￿ 1, i = 1, . . . ,m} . (5.130)
On peut donc définir la matrice ∆n(ε(t)) suivante
∆n(ε(t)) = bdiag(ε1(t)In(t), . . . , εm(t)In(t)) (5.131)
avec la propriété suivante
∆n(ε(t))∆
T
n (ε(t)) ￿ Imn. (5.132)
En utilisant les nouvelles entrées εi(t), l’EADS (5.102a) peut être écrite comme suit
E dx(t) =
￿
m￿
i=0
αiAtix(t) +H1∆n(ε(t))H2 + ￿(x(t))
￿
dt+
d￿
j=1
Awjx(t) dwj(t) (5.133)
avec H1 =
￿
σ1At1 . . . σmAtm
￿
et H2 =
￿
In . . . In
￿T
.
Si on calcule la matrice de gain Z, on peut déduire les matrices β et Mi, Gi avec l’équation
(5.125) et les matrices Ni peuvent être obtenues avec la relation (5.122).
En utilisant l’équation (5.125), les matrices de l’observateur (5.108) sont données par (i =
0, . . . ,m)
β =WV †
￿
Ip
0(n+p)(m+1)×p)
￿
+ Z(Iρ − V V †)
￿
Ip
0(n+p)(m+1)×p)
￿
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= Fβ + ZGβ , (5.134)
Mi =WV
†

0(p+in)×n
In
0((p+1)m+(m−i)n)×n
+ Z(Iρ − V V †)

0(p+in)×n
In
0((p+1)m+(m−i)n)×n

= Fi + ZGi. (5.135)
En utilisant ces notations, l’ODE (5.128) devient
e˙(t) =
￿￿
F0 + ZG0 +
m￿
i=1
(Fi + ZGi)ui
￿
e(t)− (a1 + (Fβ + ZGβ)a3)￿(−e(t))
￿
. (5.136)
Les matrices Gi n’intervenant pas dans l’ODE (5.128), il n’est pas utile de les exprimer en
fonction du gain Z à cette étape des calculs.
L’insertion des notations introduites dans (5.129)-(5.133) dans l’ODE (5.136) donne
e˙(t) =
￿￿
m￿
i=0
(Fi + ZGi)αi + (H1 + ZGi)∆n(ε(t))H2
￿
e(t)
+ (a1 + (Fβ + ZGβ)a3)(−￿(−e(t)))) . (5.137)
En utilisant les notations introduites ci-dessus et le théorème 5.4.1, la synthèse de l’observa-
teur (5.108) est donnée dans le théorème suivant.
Théorème 5.4.2. [BZSM14b] Si les hypothèses 5.4.1 et 5.4.2 sont vérifiées pour le système
(5.102) et si les conditions (5.124) et (5.127) sont satisfaites pour ce système, alors le système
(5.108) est un observateur d’ordre plein pour le système stochastique (5.102) garantissant la
stabilité exponentielle presque sûre de l’erreur de filtrage s’il existe des matrices P , Q = QT ￿ 0
et Y , et des scalaires µ1 > 0, µ2 > 0, λ1 > 0, λ2 > 0, λ3 > 0 et λ4 > 0 tels que les trois LMI et
la condition de rang suivantes
ETP = PET ￿ 0 (5.138)
rang(ETP ) = rang(E) (5.139)
(1, 1)a ￿ ￿ ￿ ￿
σ1ATt1 −µ1In ￿ ￿ ￿
... 0 . . . ￿ ￿
σmATtm
... . . . −µ1In ￿
P − 0.5(λ1 − λ2c)In 0 . . . 0 −λ2In

< 0 (5.140)

(1, 1)b ￿ ￿ ￿ ￿ ￿
σ1(QF1 + Y G1)T −µ2In ￿ ￿ ￿ ￿
... 0 . . . ￿ ￿ ￿
σm(QFm + Y Gm)T ... . . . . . . ￿ ￿
(Qa1 + (QFβ + Y Gβ)a3)T ... . . . 0 −µ2In ￿
Q− 0.5(λ3 − λ4c)In 0 · · · 0 0 −λ4In

< 0 (5.141)
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soient satisfaites, où ρj ￿ 0 (j = 1, . . . , d) sont des réels donnés avec ρ =
￿d
j=1 ρj, et où
(1, 1)a =
m￿
i=0
αi(P
TAti +A
T
tiP ) +
d￿
j=1
ATwiPE
+Awi + (µ1 + aλ1 + bλ2)In − ρETP
(1, 1)b =
m￿
i=0
αi((QFi+Y Gi)T + (QFi+Y Gi)) + (µ2 + aλ3 + bλ4)In
et que, pour chaque j = 1, . . . , d, l’une de ces deux LMI
ATwjP + P
TAwj −
￿
2ρjE
TP > 0, (5.142)
ATwjP + P
TAwj +
￿
2ρjE
TP < 0 (5.143)
soit vérifiée. La matrice de gain Z est donnée par Z = Q−1Y .
Démonstration. La démonstration est une application du théorème 5.4.1. Pour appliquer le théo-
rème 5.4.1, les hypothèses 5.4.2 et 2.4.1 avec les conditions (5.124) et (5.127) sont obligatoires.
C’est la 2ème version de la formule d’Itô qui est utilisée (voir lemme 5.2.2).
Stabilité exponentielle presque sûre du point d’équilibre de l’EADS (5.102a).
Soit la fonction de Lyapunov candidate Vx(x(t)) = xT (t)ETPx(t) avec ETP = PET ￿ 0.
Les lemmes 5.2.2 et 5.2.3 et le théorème 1.5.3 sont appliqués à l’EADS (5.102a).
L’EADS (5.102a) est identique à l’EADS (5.133). L’application de LVx(x(t)) à l’EADS (5.133)
donne
LVx(x(t)) = x
T (t)
 m￿
i=0
αiAtix(t) +H1∆n(ε(t))H2 +
d￿
j=1
ATwjPE
+Awj
x(t)
+ 2￿T (x(t))Px(t). (5.144)
En utilisant le lemme C.3.1 et l’inégalité (5.132), la condition (1.50b) du théorème 1.5.3 est
satisfaite s’il existe un réel c2 tel que c2 < ρ et￿
xT ￿T (x)
￿ ￿ Ψ P
P T 0
￿￿
x
￿(x)
￿
< 0 (5.145)
où
Ψ =
m￿
i=0
αi(PAti +A
T
tiP ) +
d￿
j=1
ATwjPE
+Awj + µ
−1
1 PH1H
T
1 P + µ1H
T
2 H2 − ρETP
et µ1 > 0 et ρ > 0 sont des réels donnés.
En utilisant l’hypothèse 5.4.1, on définit les fonctions γ1(t) et γ2(t) comme suit
γ1(t) = λ1(ax
T (t)x(t)− ￿T (x(t))x(t)) > 0
γ2(t) = λ2(bx
T (t)x(t) + c ￿T (x(t))x(t)− ￿T (x(t))￿(x(t))) > 0
où λ1 > 0 et λ2 > 0 sont des réels donnés (voir [ZLSH11]). En sommant γ1(t) et γ2(t) au terme
de gauche de l’inégalité (5.145), cette inégalité est satisfaite si￿
Ψ+ (λ1a+ λ2b)In P − 0.5(λ1 + λ2c)In
P T − 0.5(λ1 + λ2c)In −λ2In
￿
< 0. (5.146)
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La LMI (5.140) est obtenue en appliquant le lemme de Schur (voir (A.3.1) dans le lemme
A.3.1)) sur la LMI (5.146).
L’application de BVx(x(t)) à l’EADS (5.133) donne
BVx(x(t)) =
￿
xT (t)(ATw1P + PAw1)x(t) . . . x
T (t)(ATwdP + PAwd)x(t)
￿
. (5.147)
S’il existe un réel c3 = 2ρ avec ρ =
d￿
j=1
ρj et ρj ￿ 0 tel que ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)), alors
la condition (1.50c) du théorème 1.5.3 est satisfaite. En utilisant la relation (5.147), on obtient
￿BVx(x(t))￿2 − c3V 2x (x(t)) =
d￿
j=1
xT (t)(ATwjP + PAwj −
￿
2ρjP )x(t)
× xT (t)(ATwjP + PAwj +
￿
2ρjP )x(t). (5.148)
La condition ￿BVx(x(t))￿2 ￿ c3V 2x (x(t)) est donc vérifiée si, pour chaque j avec j = 1, . . . , d,
l’une des deux LMI (5.142) ou (5.143) est satisfaite.
Le lemme 5.2.3 montre que la condition (1.50a) du théorème 1.5.3 doit être testée, non sur
le pseudo-état x(t), mais sur la variable dynamique xu(t) ∈ Su définie dans la relation (5.5a).
Puisque rang(E) = rang(E+E), on a dim(Su) = rang(E). De plus, on a Vx(xu(t)) = Vx(x(t)).
Alors, si les conditions (5.138) et (5.139) sont vérifiées, la condition (1.50a) du théorème 1.5.3
est satisfaite avec p = 2 et c1 = λmin(ETP ) > 0.
Puisque c2 < ρ et que c3 = 2ρ ￿ 0, l’inégalité (1.52) du théorème 1.5.3 est satisfaite et la
stabilité exponentielle presque sûre du point d’équilibre de l’EADS (5.102a) est démontrée.
Stabilité exponentielle du point d’équilibre de l’EDO (5.128).
Soit la fonction de Lyapunov candidate Ve(e(t)) = eT (t)Qe(t) avec QT = Q ￿ 0.
L’ODE (5.128) est identique à l’ODE (5.137).
La dérivée de Ve(e(t)) le long de la trajectoire de l’ODE (5.137) est donnée par
V˙e(e(t)) = e
T (t)
m￿
i=0
αi((Fi + ZGi)TQ+Q(Fi + ZGi))e(t) + 2eT (t)Q(H1 + ZG)∆ε(t)H2e(t)
− 2eT (t)Q(a1 + (Fβ + ZGβ)a3)￿(−e(t)). (5.149)
avec
G =
￿
G1 . . . Gm
￿
.
En utilisant le lemme C.3.1 et l’inégalité (5.132), la relation (5.149) devient
V˙e(e(t)) ￿
￿
eT (t) −￿T (−e(t))
￿ ￿ Φ Υ
ΥT 0
￿￿
e(t)
−￿(−e(t))
￿
(5.150)
où
Φ =
m￿
i=0
αi((Fi+ZGi)TQ+Q(Fi+ZGi)) + µ−12 QHHTQ+ µ2In,
Υ = Q(a1 + (Fβ + ZGβ)a3),
H = H1 + ZG
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et µ2 > 0 est un réel donné.
En utilisant l’hypothèse 5.4.1, on définit les fonctions γ3(t) et γ4(t) comme suit
γ3(t) = λ3(ax
T (t)x(t)− ￿T (x(t))x(t)) > 0
γ4(t) = λ4(bx
T (t)x(t) + c ￿T (x(t))x(t)− ￿T (x(t))￿(x(t))) > 0
où λ3 > 0 et λ4 > 0 sont des réels donnés (voir [ZLSH11]). En sommant γ3(t) et γ4(t) au terme
de gauche de l’inégalité (5.150), on a V˙e(e) < 0 si￿
Φ+ (λ3a+ λ4b)In Υ− 0.5(λ3 + λ4c)In
ΥT − 0.5(λ3 + λ4c)In −λ4In
￿
< 0. (5.151)
La LMI (5.141) est obtenue en appliquant le lemme de Schur (voir (A.3.1) dans le lemme
A.3.1)) à la LMI (5.151) avec Y = QZ.
Si l’inégalité (5.151) est satisfaite, alors il existe un réel θ > 0 tel que
V˙e(e) ￿ −θeT e ￿ −θ
λmax(Q)
Ve(e) (5.152)
et le point d’équilibre de l’ODE (5.137) est exponentiellement stable
￿e￿ ￿
￿
λmax(Q)
λmin(Q)
￿e0￿ e
−θ
2λmax(Q)
(t−t0) (5.153)
avec t ￿ t0 ￿ 0. •
5.5 Conclusion
Dans ce chapitre, trois problèmes ont été traités.
Le premier problème concerne l’extension de la formule d’Itô aux EADS non linéaires. Pour
ce faire, l’espace vectoriel du pseudo-état a été décomposé en deux sous-espaces vectoriels dont
la somme directe donne l’espace vectoriel du pseudo-état. Le premier sous-espace vectoriel est
celui des variables dynamiques et le second celui des variables algébriques. Cette décomposition
permet d’obtenir les conditions sous lesquelles l’EADS est admissible, c’est-à-dire d’indice 1
(les contraintes algébriques permettent d’exprimer de manière unique les variables algébriques
en fonction des variables dynamiques, ce qui est équivalent au fait que l’EADS est régulière
(existence d’une solution unique) et causale (absence de modes impulsionnels)) et stable. En se
basant sur cette approche, la formule d’Itô a été étendue aux EADS non linéaires et des conditions
de type Lyapunov ont été appliquées aux EADS pour les stabilités exponentielle presque sûre et
exponentielle en moyenne quadratique.
Cette extension de la formule d’Itô aux EADS a permis de considérer les deux autres pro-
blèmes traités dans ce chapitre.
Le second problème abordé est la dérivation du lemme borné réel pour les systèmes sto-
chastiques algébro-diﬀérentiels dont la dérive et la diﬀusion sont linéaires. Il s’agit de garantir
l’admissibilité de l’EADS avec la stabilité exponentielle en moyenne quadratique, tout en satis-
faisant un niveau d’atténuation des perturbations à énergie bornée. Ce lemme borné réel a été
utilisé pour synthétiser deux correcteurs H∞ : par retour d’état et par retour de sortie dyna-
mique. Le but des ces deux correcteurs H∞ est que les deux propriétés, citées ci-dessus et que le
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lemme borné réel permet de vérifier, soient satisfaites en boucle fermée. La méthode de synthèse
proposée est basée sur la résolution de trois LMI et d’une contrainte algébrique linéaire.
Le troisième problème considéré est la synthèse d’un observateur pour une classe de systèmes
stochastiques décrits par une EADS non linéaire. Les non linéarités présentes dans l’EADS sont
one-sided Lipschitz. Afin que l’erreur d’estimation ne soit pas biaisée, les matrices de l’observateur
sont déterminées afin que des contraintes de Sylvester soient satisfaites, ce qui permet ensuite de
paramétrer ces matrices avec un gain unique. En utilisant l’approche découplée proposée dans
les théorèmes 2.3.1 et 2.5.1, des conditions de type LMI avec une contrainte de rang permettent
de garantir que l’erreur d’estimation est admissible avec la stabilité exponentielle presque sûre.
215
Chapitre 5. Commande et filtrage des systèmes stochastiques singuliers
216
Conclusion générale et perspectives
Ce mémoire de thèse est consacré à la synthèse d’observateurs et de lois de commande pour
les systèmes non linéaires décrits par une équation diﬀérentielle stochastique contrôlée par des
bruits multiplicatifs appelés mouvements browniens. Du fait que ces bruits n’interviennent pas
de manière additive sur la dynamique de l’état, ils ont une influence importante sur la stabilité.
Plusieurs types de stabilité ont été définis dans la littérature pour les systèmes stochastiques.
Dans ce manuscrit, on s’est focalisé sur la stabilité exponentielle presque sûre et sur la stabilité
exponentielle en moyenne quadratique. Alors qu’il existe de nombreux travaux dans la littérature
traitant de la commande et de l’observation des systèmes stochastiques avec des bruits multi-
plicatifs en utilisant la stabilité exponentielle en moyenne quadratique, il y a très peu d’articles
abordant la stabilité exponentielle presque sûre. Ce constat a motivé le choix fait dans ce mé-
moire de traiter essentiellement la stabilité exponentielle presque sûre, la stabilité exponentielle
en moyenne quadratique n’étant utilisée dans ce manuscrit que dans la partie traitant de la
commande H∞ des systèmes stochastiques singuliers.
1 Conclusions
Afin d’argumenter ce choix, une étude comparative a été réalisée au début de ce mémoire entre
la stabilité exponentielle presque sûre et la stabilité exponentielle en moyenne quadratique. Bien
qu’il n’y ait pas d’implication entre ces deux stabilités (il existe des systèmes stochastiques qui
satisfont l’une de ces deux stabilités, mais pas l’autre), on peut considérer, sous des conditions
“suﬃsamment générales” 2, que la stabilité exponentielle en moyenne quadratique implique la
stabilité exponentielle presque sûre. De plus, cette implication est confortée par le fait que, si on
utilise des fonctions de Lyapunov bornées de manière inférieure et supérieure par des fonctions
de classe K, alors les conditions de type Lyapunov pour la stabilité exponentielle en moyenne
quadratique exprimées dans le théorème 1.5.4 impliquent celles pour la stabilité exponentielle
presque sûre données dans le théorème 1.5.3. Avec cette approche de type Lyapunov, on a illustré
un fait connu dans la littérature : les bruits ont un rôle déstabilisant pour la stabilité exponentielle
en moyenne quadratique alors qu’ils peuvent avoir une influence stabilisante pour la stabilité
exponentielle presque sûre. Cependant, l’étude comparative a montré qu’il existe des EDS dont
le point d’équilibre est exponentiellement presque sûrement stable alors qu’il n’existe pas de
fonctions de Lyapunov satisfaisant les conditions du théorème 1.5.3, ces EDS pouvant avoir une
dérive et une diﬀusion linéaires.
Puisque l’état ne peut pas être éliminé de l’EDS décrivant la dynamique de l’erreur d’estima-
tion lorsqu’on s’intéresse à la synthèse d’un observateur pour un système stochastique avec des
bruits multiplicatifs, la discussion faite au paragraphe ci-dessus fournit un argument supplémen-
taire pour le choix fait dans ce manuscrit d’utiliser la stabilité exponentielle presque sûre à la
2. Voir le théorème 1.5.6 énoncé par Mao dans [Mao97].
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diﬀérence de la littérature où c’est la stabilité exponentielle en moyenne quadratique qui est em-
ployée : sous l’hypothèse que les conditions du théorème 1.5.6 soient satisfaites, les observateurs
développés dans ce mémoire pourront s’appliquer à certaines classes de systèmes stochastiques
non linéaires dont le point d’équilibre est exponentiellement presque sûrement stable, mais pas
exponentiellement stable en moyenne quadratique, ce qui n’est pas le cas des observateurs pro-
posés dans la littérature qui s’appuient sur la stabilité exponentielle en moyenne quadratique.
Puisque la diﬀusion associée au système augmenté, constitué par l’EDS du système à observer
et par celle de l’erreur d’observation, est nulle lorsque l’état du système est égal à zéro, quel que
soit les composantes du vecteur d’erreur d’estimation, les conditions de type Lyapunov données
dans le théorème 1.5.3 pour la stabilité exponentielle presque sûre sont équivalentes à celles
exprimées dans le théorème 1.5.4 pour la stabilité en moyenne quadratique. Il s’en suit que
l’objectif de proposer des observateurs pour des systèmes stochastiques dont le point d’équilibre
pourrait ne pas être exponentiellement stable en moyenne quadratique ne serait pas atteint en
employant le théorème 1.5.3.
Pour surmonter cette diﬃculté, la structure triangulaire de l’EDS associée au problème de
filtrage a été exploitée et un nouveau résultat a été démontré lorsque les non linéarités sont
Lipschitz ou one-sided Lipschitz : la stabilité exponentielle presque sûre du point d’équilibre
d’une classe d’EDS triangulaires non linéaires est équivalente à la stabilité exponentielle presque
sûre du point d’équilibre de chaque EDS “bloc-diagonale” considérée isolément sans les termes
de couplage. Ce nouveau résultat a été utilisé pour la synthèse d’observateurs pour les systèmes
stochastiques avec des bruits multiplicatifs en garantissant la stabilité exponentielle presque
sûre de l’erreur d’estimation. La méthode de synthèse proposée se décompose en deux sous-
problèmes disjoints : l’étude de la stabilté de l’EDS du système à observer et le calcul des
gains de l’observateur afin d’assurer la convergence de l’erreur de filtrage. Plusieurs cas ont été
considérés : les mesures sont stochastiques ou déterministes, l’observateur est d’ordre plein ou
réduit.
Cette approche a été appliquée à la synthèse d’observateurs pour une classe de systèmes
stochastiques avec des bruits multiplicatifs dont la dérive est constituée par des bilinéarités états-
commandes avec une non linéarité additive, cette dernière pouvant être Lipschitz ou one-sided
Lipschitz. Les mesures sont soit stochastiques, soit déterministes et les observateurs proposés
sont d’ordre plein ou sont fonctionnels et d’ordre réduit. En fonction du traitement des entrées
de commande, deux stratégies pour la synthèse des observateurs sont développées. La première
est basée sur la bornitude en norme des entrées admissibles. La seconde exploite le caractère
convexe du polytope au sein duquel évoluent les entrées admissibles, ce qui permet de considérer
des fonctions de Lyapunov polytopiques, et donc de relaxer les conditions de stabilité proposées.
Afin de conserver la convexité, il faut éviter les produits entre les composantes du vecteur des
commandes lors de l’application de la formule d’Itô. Ce problème a été résolu en utilisant un
formalisme pseudo-descripteur pour l’EDS du système à observer et en introduisant une matrice
instrumentale dans les fonctions de Lyapunov. Lorsque les paramètres de l’EDS du système à
observer sont entachés par des incertitudes non structurées et bornées en normes, des observateurs
robustes d’ordres plein et réduit ont été développés afin de garantir la convergence exponentielle
presque sûre de l’erreur d’estimation.
Un autre problème traité dans ce manuscrit est celui de l’atténuation des perturbations
pouvant aﬀecter une EDS. Des conditions suﬃsantes ont été proposées afin d’assurer un taux de
décroissance garanti des perturbations avec la stabilité exponentielle presque sûre.
La stabilisation d’une classe de systèmes stochastiques non linéaires garantissant la stabi-
lité exponentielle presque sûre du point d’équilibre en boucle fermée a été réalisée au moyen
d’une commande bang-bang dans deux configurations : par retour d’état et, lorsque l’état est
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partiellement mesuré, par retour d’état estimé via un observateur.
La dernière partie de ce manuscrit a été consacrée aux systèmes stochastiques singuliers avec
des bruits multiplicatifs. Dans un premier temps, la formule d’Itô a été étendue aux équations
algébro-diﬀérentielles stochastiques. L’approche utilisée est basée sur la décomposition du pseudo-
état en deux parties : les variables dynamiques et les variables algébriques. Les concepts d’indice
1 et d’admissibilité ont été formalisés pour les EADS. Puis, dans le cas où la dérive et la diﬀusion
des EADS sont linéaires, une version du lemme borné réel a été développée pour les systèmes
stochastiques singuliers avec des bruits multiplicatifs afin de donner des conditions pour que
l’EADS soit admissible avec la stabilité exponentielle en moyenne quadratique et pour qu’un
niveau d’atténuation des perturbations exogènes à énergie bornée soit garanti. Ce lemme borné
réel a été ensuite appliqué pour synthétiser un correcteur H∞ par retour d’état et un correcteur
H∞ par retour de sortie dynamique. Dans le cas des systèmes stochastiques singuliers avec des
non linéarités one-sided Lipschitz et des bruits multiplicatifs, un observateur d’ordre plein a été
développé afin de garantir la stabilité exponentielle presque sûre de l’erreur d’estimation.
2 Perspectives et problèmes ouverts
Suite aux travaux présentés dans ce mémoire, les extensions et les perspectives suivantes sont
des pistes de recherche à approfondir.
1) Considérer des non linéarités plus générales dans les EDS et les EADS pour la synthèse
d’observateurs avec la stabilité exponentielle presque sûre :
• en plus des bilinéarités état-commande, prendre en compte des bilinéarités état-état,
• intégrer diﬀérentes classes de fonctions aﬃnes en l’état et en la commande dans la dérive
et dans la diﬀusion des EDS et des EADS.
2) Dans [TR76], les auteurs proposent un observateur garantissant la bornitude exponentielle
en moyenne quadratique. En utilisant le théorème de la valeur moyenne et en imposant à la
dérive et à la diﬀusion d’être bornées pour tous les états x(t) et pour toutes les commandes
u(t) 3, Tarn et Rasis proposent la synthèse d’un observateur sans nécessiter la stabilité ou
la bornitude pour le système stochastique à observer.
• Il serait intéressant d’essayer d’étendre cette approche en employant la stabilité expo-
nentielle presque sûre afin d’éviter d’utiliser l’approche découplée développée dans ce
mémoire pour la synthèse d’observateurs. A la diﬀérence des travaux dans [TR76] qui
n’utilisent que l’opérateur LV , où V est une fonction de Lyapunov, la stabilité exponen-
tielle presque sûre requiert d’utiliser aussi l’opérateur BV .
3) Prise en compte des retards :
• synthétiser des observateurs et des lois de commande avec la stabilité exponentielle
presque sûre en considérant la présence de retards dans la dérive,
• considérer le cas où les retards sont à temps variant et/ou inconnus, avec comme infor-
mation disponible des bornes maximales sur ces retards.
4) Etendre les résultats sur la stabilité et la stabilisation développés dans le chapitre 4 :
• rechercher des classes de fonctions de Lyapunov adaptées au théorème 4.2.1,
• analyser les conditions d’application du théorème 4.2.1 pour diﬀérentes classes de non
linéarités f1(x(t)), f2(t) et g(x(t)) dans l’EDS (4.1),
3. Dans ce manuscrit, la dérive et la diﬀusion ne sont pas bornées.
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• généraliser la commande bang-bang en proposant une loi de commande saturée avec,
entre les bornes de saturation, une loi de commande continue (linéaire ou quadratique)
et fonction de l’état ou de son estimation lorsqu’il n’est pas entièrement mesuré.
5) Etendre les résultats sur les systèmes stochastiques singuliers développés dans le chapitre 5 :
• étendre le lemme borné réel et les correcteurs H∞ proposés dans ce manuscrit au cas où
la dérive de l’EADS est non linéaire,
• adapter le théorème 4.2.1 sur le rejet des perturbations avec un taux de décroissance
exponentielle garanti au cas des EADS,
• étudier l’application des lois de commande saturées au cas des systèmes stochastiques
dont la dynamique est décrite par une EADS.
6) Explorer d’autres types de stabilité pour les systèmes stochastiques :
• utiliser par exemple des stabilités exponentielles avec des moments supérieurs à deux afin
d’assurer une stabilité “plus forte” pour les systèmes stochastiques considérés. Le but est
d’élaborer des méthodes de synthèse d’observateurs et de lois de commande qui soient
sous une forme facilement implémentable, donc sous une forme de LMI de préférence.
7) Une perspective intéressante serait de mener une étude approfondie du point de vue de
l’automaticien sur la modélisation des systèmes physiques avec des EDS et des EADS. Il
existe en eﬀet déjà une large théorie concernant ces types de systèmes, mais les exemples
réels d’application pour la commande et l’observation restent “marginaux” à notre goût.
Il serait bien d’avoir plus d’exemples représentatifs dans des domaines aussi variés que la
biologie, la finance, la mécanique, . . . , afin de souligner la pertinence de ces systèmes pour
la communauté automaticienne.
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A.1 Normes vectorielles et matricielles
A.1.1 Relations sur les normes vectorielles et matricielles
La norme euclidienne, aussi appelée norme 2 ou norme de Frobenius, du vecteur x ∈ Cn est
￿x￿ = ￿x￿2 = ￿x￿F =
√
xHx =
￿
n￿
i=1
|xi|2
￿ 1
2
. (A.1.1)
La décomposition en valeurs singulières de la matrice A ∈ Cn×m est définie par
A = USV H (A.1.2)
où U ∈ Cn×n et V ∈ Cm×m sont des matrices unitaires (UUH=UHU=In et V V H=V HV =Im)
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et S est une matrice diagonale donnée par
S =

σ1(A) 0 . . . . . . 0
0 σ2(A)
. . . . . . ...
... . . . . . . . . .
...
0 . . . 0 σr(A) 0
0 . . . . . . . . . 0n−r×m−r

=
￿
S 0r×m−r
0n−r×r 0n−r×m−r
￿
(A.1.3)
avec S ∈ IRn×m, rang(S) = r, σi(A) > 0 et σi+1(A) = λi+1(AHA) ￿ σi(A) = λi(AHA),
i = 1, . . . , r. Si i = min(n,m) > r, alors σi(A) = 0.
La norme euclidienne, aussi appelée norme de Frobenius, de la matrice A ∈ Cn×m est donnée
par
￿A￿ = ￿A￿F =
 n￿
i=1
m￿
j=1
|Ai,j |2
 12 =
min(n,m)￿
k=1
σ2k(A)
 12 =￿tr(AHA). (A.1.4)
La norme 2, aussi appelée norme 2 induite, de la matrice A ∈ Cn×m est donnée par
￿A￿2 = max￿x￿2=1
￿Ax￿2 = max￿x￿2 ￿=0
￿Ax￿2
￿x￿2
= σmax(A). (A.1.5)
La norme de Frobenius et la norme 2 vérifient les inégalités suivantes (avec A ∈ Cn×m,
B ∈ Cn×m et C ∈ Cm×p) [HJ85]
￿A+B￿F ￿ ￿A￿F + ￿B￿F , (A.1.6a)
￿A+B￿2 ￿ ￿A￿2 + ￿B￿2 , (A.1.6b)
￿AC￿F ￿ ￿A￿F ￿C￿F , (A.1.6c)
￿AC￿2 ￿ ￿A￿2 ￿C￿2 , (A.1.6d)
￿A￿2 ￿ ￿A￿F ￿
√
n ￿A￿2 , (A.1.6e)
￿A￿F = ￿UAV ￿F , (A.1.6f)
￿A￿2 = ￿UAV ￿2 , (A.1.6g)
max(|Ai,j |) ￿ ￿A￿2 ￿
√
nmmax(|Ai,j |), (A.1.6h)
max(|λi(A)|) ￿ ￿A￿2 , (A.1.6i)
où U et V sont des matrices unitaires.
Les deux inégalités suivantes sont utilisées dans ce mémoire
aT b =
n￿
i=1
aibi ￿ ￿a￿ ￿b￿ =
￿
n￿
i=1
a2i
￿ 1
2
￿
n￿
i=1
b2i
￿ 1
2
, (A.1.7a)
2 ￿a￿ ￿b￿ ￿ ￿a￿2 + ￿b￿2 , (A.1.7b)
avec a ∈ IRn et b ∈ IRn.
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A.1.2 Mesures de matrices (normes logarithmiques)
La mesure d’une matrice A ∈ Cn×n, aussi appelée norme logarithmique, est définie par [Vid93]
µ2(A) = lim
ε→0+
￿In − εA￿2 − 1
ε
= λmax
￿
A+AH
2
￿
(A.1.8)
et possède les propriétés suivantes [Vid93]
−￿A￿2 ￿ µ2(A) ￿ ￿A￿2 , (A.1.9a)
−µ2(−A) ￿ Reλ(A) ￿ µ2(A), (A.1.9b)
où λ(A) est une valeur propre de A.
A.1.3 Majoration d’une fonction vectorielle
Une fonction f(x) ∈ IRm est Lipschitz dans R s’il existe un réel ρ > 0 tel que [Vid93]
￿f(x1)− f(x2)￿ ￿ ρ ￿x1 − x2￿ ∀x1 ∈ R ⊆ IRn, ∀x2 ∈ R ⊆ IRn. (A.1.10)
Une fonction f(x) ∈ IRn est Lipschitz d’un côté (en anglais “one-sided Lipschitz”) dans R s’il
existe un réel ρ tel que [AM10]
(f(x1)− f(x2))T (x1 − x2) ￿ ρ ￿x1 − x2￿2 ∀x1 ∈ R ⊆ IRn, ∀x2 ∈ R ⊆ IRn. (A.1.11)
Une fonction f(x) ∈ IRn est quadratiquement bornée dans R s’il existe deux réels ρ1 et ρ2
tels que [AM10]
￿f(x1)− f(x2)￿2 ￿ ρ1 ￿x1 − x2￿2+ρ2(f(x1)−f(x2))T (x1−x2) ∀x1 ∈ R ⊆ IRn, ∀x2 ∈ R ⊆ IRn.
(A.1.12)
Les réels ρ et ρ vérifient les inégalités suivantes [AM10]
ρ ￿ lim sup
￿￿￿￿∂f∂x
￿￿￿￿
2
∀x ∈ R ⊆ IRn, (A.1.13a)
ρ ￿ lim supµ2
￿
∂f
∂x
￿
∀x ∈ R ⊆ IRn. (A.1.13b)
Les implications entre les inégalités (A.1.10), (A.1.11) et (A.1.12) sont décrites par le dia-
gramme suivant [AM10].
Lipschitz
Lipschitz d’un côté
quadratiquement bornée
Figure A.1 – Les ensembles de fonctions Lipschitz, Lipschitz d’un côté et quadratiquement
bornée.
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A.2 Pseudo-inverses et solutions des équations linéaires
Les relations présentées dans cette section sont extraites de [RM71, BG74, YTT11].
A.2.1 Solutions d’une équation linéaire et pseudo-inverses
Soit A ∈ Cn×m. A† ∈ Cm×n est une pseudo-inverse de A si
A = AA†A. (A.2.1)
La pseudo-inverse A† vérifie
rang(A†) ￿ rang(A) = rang(AA†) = rang(A†A). (A.2.2)
Toutes les pseudo-inverses X = A† sont paramétrées par
X = A† + U −A†AUAA† (A.2.3)
ou par
X = A† + V (In −AA†) + (Im −A†A)W (A.2.4)
où U ∈ IRm×n, V ∈ IRm×n et W ∈ IRm×n sont des matrices arbitraires.
L’équation
y = Ax
où y ∈ Cn, x ∈ Cm, permet de définir les quatre sous-espaces suivants : U = Im(A) ⊂ Cn,
V = ker(A) ⊂ Cm, V ∈ Cn−dim(U) avec U ⊕ V = Cn et U ⊂ Cm−dim(V) avec U ⊕ V = Cm.
AA† est un projecteur sur Im(A) le long de V et A†A est un projecteur sur U le long de
ker(A) avec
U = Im(AA†) = Im(A), (A.2.5a)
V = ker(AA†) = Im(In −AA†), (A.2.5b)
V = ker(A†A) = ker(A) = Im(Im −A†A), (A.2.5c)
U = Im(A†A), (A.2.5d)
Cn = Im(AA†)⊕ Im(In −AA†), (A.2.5e)
Cm = Im(A†A)⊕ Im(Im −A†A). (A.2.5f)
Soit A ∈ Cn×m, B ∈ Cp×q et C ∈ Cn×q, l’équation linéaire
AXB = C (A.2.6)
a une solution X ∈ Cm×p si et seulement si
AA†CB†B = C (A.2.7)
ou si et seulement si
(In −AA†)C = 0 et C(Iq −B†B) = 0. (A.2.8)
La solution générale de l’équation (A.2.6) est
X = A†CB† + Z −A†AZBB† (A.2.9)
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où Z ∈ Cm×p est une matrice arbitraire.
En utilisant la propriété (A.2.5a), la condition (A.2.8) est équivalente à
Im(C) ⊂ Im(A) et Im(CT ) ⊂ Im(BT ) (A.2.10)
et donc est équivalente à la condition de rang suivante
rang(A) = rang
￿￿
A C
￿￿
et rang(B) = rang
￿￿
B
C
￿￿
. (A.2.11)
La décomposition en valeurs singulières d’une matrice A peut être utilisée pour construire
une pseudo-inverse A† de A. Si A ∈ Cn×m et rang(A) = r, alors la matrice X
X = V
￿
S
−1
S1
S2 S3
￿
UH (A.2.12)
est une pseudo-inverse de A car A = AXA où les matrices U , V et S sont définies dans (A.1.2)
et (A.1.3), les matrices S1 ∈ Cr×m−r, S2 ∈ Cn−r×r et S3 ∈ Cn−r×m−r sont arbitraires.
A.2.2 Pseudo-inverses réflexives
Soit A ∈ Cn×m. A† ∈ Cm×n est une pseudo-inverse réflexive de A si elle vérifie (A.2.1) et
A+ = A+AA+. (A.2.13)
La relation (A.2.2) est remplacée par
rang(A+) = rang(A) = rang(AA+) = rang(A+A) (A.2.14)
et cette pseudo-inverse vérifie les relations (A.2.5a)-(A.2.5f) en remplaçant (A.2.5b) par
ker(AA+) = ker(A+) = Im(In −AA+).
Toutes les pseudo-inverses X = A+ sont paramétrées par
A+ = A1AA2 (A.2.15)
où A1 = A† et A2 = A† sont deux pseudo-inverses de A vérifiant (A.2.1).
Si S3 = S2SS1 dans (A.2.12), alors X = A+.
A.2.3 Pseudo-inverse de Moore-Penrose
Soit A ∈ Cn×m. A− ∈ Cm×n est la pseudo-inverse de Moore-Penrose A si elle vérifie (A.2.1),
(A.2.13) et
AA− = (AA−)H , (A.2.16)
A−A = (A−A)H , (A.2.17)
La pseudo-inverse de Moore-Penrose est réflexive et unique.
Si S1 = 0, S2 = 0 et S3 = 0 dans (A.2.12), alors X = A−.
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A.3 Inégalités matricielles linéaires (LMI)
A.3.1 Lemme de Schur
Lemme A.3.1 (Lemme de Schur). [KJ72] Soit trois matrices réelles A = AT , B et C = CT ,
alors￿
A B
BT C
￿
> 0⇐⇒ A > 0 et C −BTA−1B > 0⇐⇒ C > 0 et A−BC−1BT > 0, (A.3.1)￿
A B
BT C
￿
￿ 0⇐⇒ A ￿ 0 et C −BTA+B ￿ 0 et B = AA+B
⇐⇒ C ￿ 0 et A−BC+BT ￿ 0 et B = BC+C
⇐⇒ A ￿ 0 et C −BTA†AA†B ￿ 0 et B = AA†B
⇐⇒ C ￿ 0 et A−BC†CC†BT ￿ 0 et B = BC†C. (A.3.2)
A.3.2 Lemme de projection
Lemme A.3.2 (Lemme de projection). [GA94, IS94] Etant données trois matrices B, C et
Q (Q = QT ), les deux propositions suivantes sont équivalentes
1) Il existe une matrice P telle que
BPC + (BPC)T +Q < 0 (A.3.3)
2)
BT
⊥T
QBT
⊥
< 0 (ou ∃µ ∈ IR tel que µBBT −Q > 0) (A.3.4)
et
C⊥TQC⊥ < 0 (ou ∃µ ∈ IR tel que µCTC −Q > 0). (A.3.5)
Donc, pour résoudre (A.3.3), il suﬃt de vérifier (A.3.4) et (A.3.5) et après on reconstruit P
avec (A.3.6).
Dans le cas où il existe une solution P à l’item (1), alors nous pouvons paramétrer toutes les
solutions P par [IS94]
P = B†RKC
†
L + Z −B†RBRZCLC†L (A.3.6)
où
B = BLBR et C = CLCR (A.3.7)
sont respectivement des factorisations de rang plein de B et C. Les matrices Z, R et L sont
arbitraires et vérifient
R = RT > 0 et ￿L￿ < 1, (A.3.8)
tandis que les matrices K, S1 et S2 sont données par
K = −R−1BTLS1CTR
￿
CRS1C
T
R
￿−1
+R−1S1/22 L
￿
CRS1C
T
R
￿−1/2
, (A.3.9a)
S1 =
￿
BLR
−1B†L −Q
￿−1
> 0, (A.3.9b)
S2 = R−BTL
￿
S1 − S1CTR
￿
CRS1C
T
R
￿−1
CRS1
￿
BL. (A.3.9c)
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A.4 Produit de Kronecker
Le produit de Kronecker des matrices A et B est défini par [Bre78, Bre79, Gra81]
A⊗B =

a11B . . . a1mB
... . . .
...
an1B . . . anmB
 (A.4.1)
et vérifie la propriété
vec(AXB) = (BT ⊗A) vec(X) (A.4.2)
où l’opérateur vec(￿) est défini par
vec
￿￿
a11 a12
a21 a22
￿￿
=

a11
a21
a12
a22
 . (A.4.3)
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B.1 Introduction aux processus stochastiques
Un processus stochastique est une fonction vectorielle aléatoire qui dépend du temps. On
définit donc un processus stochastique comme une famille de variables aléatoires indexées par le
temps.
B.2 Espace probabilisé
La probabilité est une évaluation du caractère probable d’un évènement. La probabilité d’un
évènement est un nombre réel compris entre 0 et 1. Plus ce nombre est grand, plus le risque
(ou la chance, selon le point de vue) que l’évènement se produise est grand. Les évènements
élémentaires “possibles” ω sont regroupés dans un ensemble Ω. Les parties de Ω “observables” ou
“intéressantes” constituent une tribu F .
On définit donc un espace probabilisé (Ω,F ,P) avec
• Ω est l’ensemble des événements,
• F est une tribu,
• P est la mesure de la probabilité sur F .
Définition B.2.1 (Tribu (ou σ−algèbre en anglais) sur Ω). Une tribu F sur Ω est une
famille de parties de Ω
• contenant l’ensemble vide,
• stable par passage au complémentaire (si une partie de Ω appartient à F , alors le complé-
mentaire de cette partie appartient aussi à F),
– à union dénombrable (si A1, . . . , An ∈ F , alors
n￿
i=1
Ai ∈ F , avec n qui peut tendre vers
+∞).
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Définition B.2.2 (Espace probabilisé). Soit (Ω,F) un espace mesurable et P une application
de F dans [0 1]. P est une probabilité sur (Ω,F) si
• P{0} = 0,P{Ω} = 1,
• Pour toute suite (An)IN d’événements deux à deux disjoints avec An ∈ F (c’est-à-dire
An ∩Am = 0 si n ￿= m), on a P
￿
+∞￿
n=0
An
￿
=
+∞￿
n=0
P{An}.
Le triplet (Ω,F ,P) s’appelle un espace probabilisé ou espace de probabilité.
Définition B.2.3 (Filtration). Une filtration Ft est une famille croissante de sous tribus de
F , c’est-à-dire qu’elle vérifie Ft ⊂ Fs pour tout t ￿ s.
Une tribu Ft représente l’information disponible à l’instant t.
Une filtration est une sous-famille de tribus emboîtées de Ω qui peut s’interpréter comme l’in-
formation disponible qui évolue au cours du temps. Ainsi, Ft ⊂ Fs si t ￿ s reflète l’augmentation
de l’information disponible.
Définition B.2.4 (Fonction F-mesurable). Une fonction X : Ω→ IR est F-mesurable si
{ω : X(ω) ￿ a} ∈ F ∀ a ∈ IR .
Si X est vectoriel (X(ω) = [X1(ω) . . . Xn(ω) ]T ), alors il faut que chaque coordonnée
Xi(ω) soit F-mesurable.
Définition B.2.5 (Processus Ft-adapté). Un processus X est Ft-adapté s’il est Ft-mesurable
quel que soit t ￿ 0.
Un processus adapté est donc un processus stochastique pour lequel une description proba-
biliste est réalisable.
B.3 Espérance et martingale
Définition B.3.1 (Fonction de répartition). La fonction de répartition de la variable aléatoire
réelle X est la fonction FX suivante
FX(x) = P{X ￿ x}
avec x ∈ IR.
La fonction de répartition d’une variable aléatoire réelle caractérise la loi de probabilité de
cette variable aléatoire avec P{a < X ￿ b} = FX(b)−FX(a). FX(x) est une fonction croissante
qui vérifie 0 ￿ FX(x) ￿ 1.
Définition B.3.2 (Densité de probabilité). La densité de probabilité d’une variable aléatoire
réelle est donnée par
fX(x) =
dFX(x)
dx
=
dP{X ￿ x}
dx
La densité de probabilité est une fonction qui permet de représenter une loi de probabilité
sous la forme d’intégrales avec
￿ b
a
fX(s) ds = P{X ￿ x}.
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Définition B.3.3 (Espérance mathématique). Soit X une variable aléatoire réelle définie
sur (Ω,F ,P). On note E(X) l’espérance de X
E{X} =
￿
Ω
X(ω) dP(ω) =
￿
R
x dFX(x)
où FX est la fonction de répartition de X (avec X(ω) = x). Si E{X} = 0 on dit que X est
centrée.
Définition B.3.4 (Martingale, sous-martingale, sur-martingale (super-martingale)).
Un processus X(t) ∈ IRn est une martingale ou une Ft-martingale si
• E{￿X(t)￿} < +∞, ∀ t ￿ 0,
• X(t) est Ft-adapté,
• E{X(t)|Fs} = X(s) ∀ s, 0 ￿ s ￿ t.
On parle de sous-martingale si X(t) ∈ IR et si E{X(t)|Fs} ￿ X(s) ∀ s, 0 ￿ s ￿ t.
On parle de sur-martingale ou de super-martingale si X(t) ∈ IR et si E{X(t)|Fs} ￿ X(s)
∀ s, 0 ￿ s ￿ t.
Une martingale est un processus stochastique qui ne possède pas de partie prévisible relati-
vement à l’information dont on dispose. C’est donc un processus stochastique intégrable tel que
la meilleure prédiction pour une valeur future, sachant les valeurs passées et présentes, est la
valeur actuelle.
Si un processus est une martingale, alors il est complètement déterminé par sa valeur termi-
nale, ce qui veut dire que sa valeur espérée connaissant l’information disponible à une certaine
date s, dénotée Fs, est la valeur à cette même date (E{X(t)|Fs} = X(s) avec 0 ￿ s ￿ t).
Puisque une martingale vérifie E{X(t)|Fs} = X(s) ∀ s, 0 ￿ s ￿ t, alors on a
E{∆X |Fs} = 0 ∀ s, 0 ￿ s ￿ t
avec ∆X = X(t)−X(s).
Une martingale est une super-martingale, mais la réciproque est fausse. Une martingale est
une sous-martingale, mais la réciproque est fausse.
Le fait qu’un processus stochastique soit une martingale dépend de l’information disponible
et de la probabilité, c’est-à-dire de l’espace probabilisé (Ω,F ,P) considéré. Si l’on change l’in-
formation disponible et/ou la probabilité, donc l’espace probabilisé (Ω,F ,P), alors le processus
stochastique peut ne plus être une martingale.
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C.1 Lemmes sur les équations diﬀérentielles stochastiques
On considère l’équation diﬀérentielle stochastique suivante
dx = f(x) dt+ g(x(t)) dw (C.1.1)
où x(t) ∈ IRn est le vecteur d’état et w(t) ∈ IRd est un mouvement brownien.
Les fonctions f(x) et g(x) vérifient les inégalités suivantes￿ T
0
￿f(x(s))￿ ds <∞ p.s. ∀T > 0, (C.1.2a)￿ T
0
￿g(x(s))￿2 ds <∞ p.s. ∀T > 0. (C.1.2b)
Lemme C.1.1 (Inégalité martingale exponentielle). ([Mao97], théorème 1.7.4)
Soit g(x(t)) = [ g1(x(t)) . . . gd(x(t)) ] vérifiant la condition (C.1.2b) et soit les réels T > 0, β1 > 0
et β2 > 0, alors
P
￿
sup
0￿t￿T
￿￿ t
0
g(x(s)) dw(s)− β1
2
￿ t
0
￿g(x(s))￿2 ds
￿
> β2
￿
￿ e−β1β2 . (C.1.3)
Lemme C.1.2 (Inégalité super-martingale). [Mao97] (théorème 1.3.6) Soit {Mt}t￿0 une
super-martingale valuée dans IR et soit [ a b ] ⊂ IR+ avec b borné , alors
cP
￿
ω : sup
a￿t￿b
Mt(ω) ￿ c
￿
￿ E{Ma}+E{M−b } (C.1.4)
pour tout c > 0, avec M−t = max(0,−Mt).
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Définition C.1.1 (Limite supérieure d’une suite de parties d’un ensemble). La limite
supérieure d’une suite {Ak} (k ∈ IN) de parties d’un ensemble Ω est l’ensemble lim sup
k
des
éléments ω de Ω tels que l’assertion ω ∈ Ak soit vérifiée pour une infinité d’indices k ￿ 0. Cet
ensemble est défini par
lim sup
k
Ak =
￿
i∈IN
￿
k￿i
Ak
 . (C.1.5)
Lemme C.1.3 (Lemme de Borel-Cantelli). [Mao97] (théorème 1.2.4) Soit un espace de
probabilité (Ω,F ,P), considérons une suite d’événements {Ak}.
1) Si la séquence {Ak} ⊂ F et si
+∞￿
k=1
P{Ak} < +∞, alors
P
￿
lim sup
k→+∞
Ak
￿
= 0. (C.1.6)
2) Si la séquence {Ak} ⊂ F est indépendante et si
+∞￿
k=1
P{Ak} = +∞, alors
P
￿
lim sup
k→+∞
Ak
￿
= 1. (C.1.7)
L’item 1 du lemme C.1.3 signifie que si la somme des probabilités d’une suite d’événements
d’un espace de probabilité est finie, alors la probabilité qu’une infinité d’entre eux se réalisent
simultanément est nulle. Autrement dit, il existe un ensemble Ωp ∈ F avec P{Ωp} = 1 et un
entier kp(ω) > 0 tel que, pour tout événement ω ∈ Ωp, on a ω /∈ Ak si k ￿ kp(ω).
L’item 2 du lemme C.1.3 signifie que si la somme des probabilités d’une suite d’événements
d’un espace de probabilité est infinie et que ces événements sont indépendants, alors la probabilité
qu’une infinité d’entre eux se produisent est un. Autrement dit, il existe un ensemble Ωm ∈ F
avec P{Ωm} = 1 tel que, pour tout événement ω ∈ Ωm, il existe une sous-séquence {Aki} de
{Ak} telle que l’événement ω appartient à toutes les {Aki}.
C.2 Lemme de Gronwall-Bellman
Lemme C.2.1 (Lemme Gronwall-Bellman). ([Vid93, Mao97]) Soit une fonction v : IR+ ￿→
IR, intégrable sur IR+ et v(￿) ￿ 0. Soit un réel c > 0. Si
u(t) ￿ c+
￿ t
0
v(s)u(s) ds ∀ t ∈ IR+
alors
u(t) ￿ c exp
￿￿ t
0
v(s) ds
￿
.
C.3 Lemmes de majoration
Lemme C.3.1 (Premier lemme de majoration). [Pet87] Soit trois matrices rélles A, B et
C avec CTC ￿ Ip, alors, pour tout réel µ > 0, on a
2xTACBx ￿ µxTAATx+ 1
µ
xTBTBx (C.3.1)
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quel que soit x ∈ IRn.
Lemme C.3.2 (Second lemme de majoration). [WXD92, XC03] Soit cinq matrices A, B,
C, D et F F TF ￿ I•, alors, pour tout réel µ > 0, on a
(A+BFC)D−1(A+BFC)T ￿ AT (D − µBBT )−1A+ 1
µ
CTC. (C.3.2)
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Abstract
This thesis deals with the filtering and control of nonlinear systems described by Itô stochastic
diﬀerential equations whose diﬀusion is controlled by a noise which is multiplied with the state vector.
The noise is a Wiener process, also known as Brownian motion. When the noise is multiplied with the
state in a diﬀerential equation, it can stabilize or destabilize the system, which is not the case when the
noise occurs additively with respect to the state. In addition, there are several types of stability for the
systems described by stochastic diﬀerential equations, some being more conservative than others. In this
manuscript, the goal is to relax the conditions of stability used in the literature using the almost sure
exponential stability, also called exponential stability with probability equal to one.
Three main fields are treated in this manuscript :
(i) observers synthesis,
(ii) stability and stabilization of stochastic systems,
(iii) bounded real lemma for stochastic algebro-diﬀerential systems.
A new theorem on the almost sure exponential stability of the equilibrium point of a class of triangular
nonlinear stochastic systems is proposed : the stability of the whole system is ensured by the stability
of each decoupled subsystem. The proof of this result is based on the boundedness of the Lyapunov
exponents. It was shown that the problem of filtering of stochastic systems with multiplicative noises by
imposing the almost sure exponential stability of the observation error can not be solved by using the
Lyapunov type approaches available in the literature. This diﬃculty was overcome by using the triangular
structure, associated with this filtering problem, which allows to split the original observer design problem
into two decoupled subproblems : (i) demonstrate the stability of the stochastic diﬀerential equation
describing the dynamics of the state to be estimated, (ii) stabilize the stochastic diﬀerential equation
describing the dynamics of the observation error. This approach is based on the new theorem on the
almost sure exponential stability of a class of Lipschitz triangular nonlinear stochastic systems mentioned
above. This has been extended to nonlinear stochastic systems with one-sided Lipschitz nonlinearities.
To ensure the stability of the observation error, a polytopic approach was proposed with a “descriptor”
formalism (or algebro-diﬀerential). The results presented above have been extended to the synthesis of
robust observers in the presence of parametric uncertainties.
Conditions for asymptotic rejection of perturbations occurring in a stochastic diﬀerential equation
with multiplicative noises have been proposed. The considered stability is the almost sure exponential
one. A bound of the Lyapunov exponent ensures the almost sure convergence rate to zero for the state
of the system. A bang-bang control law is synthesized for a class of stochastic nonlinear systems in two
cases : (i) state feedback and (ii) measured output feedback with an observer. The used stability is the
almost sure exponential one.
A version of the bounded real lemma is developed for stochastic algebro-diﬀerential systems (also
called singular systems or descriptor systems) with multiplicative noises. This work required the develop-
ment of Itô formula in the case of nonlinear stochastic algebro-diﬀerential equations. This approach has
been used for the synthesis of an H∞ measured output feedback control law with the exponential mean
square stability. An observer for nonlinear stochastic algebro-diﬀerential systems was proposed using the
almost sure exponential stability.
Keywords: Stochastic diﬀerential equations, Brownian motion, Itô formula, Linear matrix inequali-
ties (LMI), Full order filtering, Reduced order functionnal filtering, Robust filtering, Bang-bang control,
Stochastic algebro-diﬀerential equations, Real bounded lemma and H∞ control for singular stochastic
systems.
Résumé
Ce mémoire de thèse traite du filtrage et de la commande des systèmes non linéaires décrits par des
équations diﬀérentielles stochastiques au sens d’Itô dont la diﬀusion est commandée par un bruit qui
intervient de manière multiplicative avec l’état. Ce bruit est un processus de Wiener, aussi appelé mouve-
ment brownien. Lorsque le bruit agit de manière multiplicative avec l’état dans une équation diﬀérentielle,
il peut stabiliser ou déstabiliser le système, ce qui n’est pas le cas lorsque le bruit intervient de manière
additive. Il y a plusieurs types de stabilité pour les systèmes décrits par des équations diﬀérentielles sto-
chastiques, certaines étant plus pessimistes que d’autres. Dans ce manuscrit, nous avons cherché à relaxer
les conditions de stabilité utilisées dans la littérature en employant la stabilité exponentielle presque sûre,
aussi appelée stabilité exponentielle avec une probabilité de un.
Trois domaines principaux sont traités dans ce manuscrit :
(i) synthèse d’observateurs,
(ii) commande des systèmes stochastiques,
(iii) lemme borné réel pour les systèmes stochastiques algébro-diﬀérentiels.
Un nouveau théorème sur la stabilité exponentielle presque sûre du point d’équilibre d’une classe de
systèmes stochastiques non linéaires triangulaires est proposé : la stabilité de l’ensemble du système est
assurée par la stabilité de chaque sous-système considéré isolément. La preuve de ce résultat est basée
sur la majoration des exposants de Lyapunov. On a montré que le problème du filtrage des systèmes
stochastiques avec des bruits multiplicatifs en imposant la stabilité exponentielle presque sûre de l’erreur
d’observation ne peut pas être résolu en appliquant les approches de type Lyapunov disponibles dans
la littérature. Cette diﬃculté a été surmontée en proposant d’exploiter la structure triangulaire associée
à ce problème de filtrage, ce qui nous a permis de décomposer la synthèse de l’observateur en deux
sous-problèmes découplés : (i) démontrer la stabilité de l’équation diﬀérentielle stochastique décrivant la
dynamique de l’état à estimer, (ii) stabiliser l’équation diﬀérentielle stochastique décrivant la dynamique
de l’erreur d’observation. Cette approche est basée sur le nouveau théorème sur la stabilité exponentielle
presque sûre d’une classe de systèmes stochastiques non linéaires triangulaires et lipschitziens évoquée ci-
dessus. Ce résultat a été étendu aux systèmes stochastiques non linéaires ayant des non linéarités de type
one-sided Lipschitz. Pour garantir la stabilité de l’erreur d’observation, une approche de type polytopique
a été proposée avec un formalisme “descripteur” (ou algébro-diﬀérentiel). Les résultats présentés ci-dessus
ont été étendus à la synthèse d’observateurs robustes en présence d’incertitudes paramétriques.
Des conditions pour le rejet asymptotique des perturbations intervenant dans une équation diﬀéren-
tielle stochastique avec des bruits multiplicatifs ont été proposées. La stabilité considérée est la stabilité
exponentielle presque sûre. Une borne de l’exposant de Lyapunov permet de garantir le taux de conver-
gence vers zéro de l’état du système. Un correcteur de type bang-bang est synthétisé pour une classe
de systèmes non linéaires stochastiques dans deux cas : (i) par retour d’état et (ii) par retour de sorties
mesurées avec un observateur. Le type de stabilité utilisé est la stabilité exponentielle presque sûre.
Une version du lemme borné réel est élaborée pour les systèmes stochastiques algébro-diﬀérentiels (ou
singuliers, ou descripteurs) avec des bruits multiplicatifs. Ce travail a nécessité le développement de la
formule d’Itô dans le cas des équations stochastiques algébro-diﬀérentielles non linéaires. Cette approche a
été utilisée pour la synthèse d’un correcteur H∞ par retour de sorties en utilisant la stabilité exponentielle
en moyenne quadratique. Un observateur pour les systèmes stochastiques algébro-diﬀérentiels non linéaires
a été proposé avec la stabilité exponentielle presque sûre.
Mots-clés: Equations diﬀérentielles stochastiques, Mouvement brownien, Formule d’Itô, Inégalités ma-
tricielles aﬃnes (LMI), Filtrage d’ordre plein, Filtrage fonctionnel d’ordre réduit, Filtrage robuste, Com-
mande bang-bang, Equations algébro-diﬀérentielles stochastiques, Lemme borné réel et correcteur H∞
pour les systèmes stochastiques singuliers.
