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Abstract
We present an algorithm for computing the Berkovich skeleton of a superelliptic curve yn = f(x) over
a valued field. After defining superelliptic weighted metric graphs, we show that each one is realizable
by an algebraic superelliptic curve when n is prime. Lastly, we study the locus of superelliptic weighted
metric graphs inside the moduli space of tropical curves of genus g.
1 Introduction
In this paper we study tropical superelliptic curves and tropicalizations of superelliptic covers. Let K be a
field of characteristic 0 that is complete with respect to a non-Archimedean discrete valuation. Let R be
the valuation ring of K with maximal ideal m, let k := R/m be the residue field, and let pi be a uniformizer
for K. A superelliptic curve over K is a curve C which admits a Galois covering φ : C → P1 such that
the Galois group is cyclic of order n. We assume the characteristic of the residue field k is relatively prime
to n. Assuming K contains n distinct primitive n-th roots of unity, Kummer theory [17, Proposition 3.2]
tells us the covering comes as yn = f(x), where f(x) is some rational function in K(x). This normal
form allows us to directly relate ramification data of the corresponding covering (x, y) 7→ x to the rational
function f . We can in fact assume f(x) is a polynomial by the following transformation. For f(x) of the
form f(x) = g(x)/h(x), we multiply both sides of yn = f(x) by h(x)n and make a change of coordinates
y˜ = h(x) · y to obtain the integral equation (y˜)n = g(x)h(x)n−1.
Finding the Berkovich skeleton of a curve C over K given defining equations of C is a difficult problem.
There are some theoretical procedures for carrying this out, and these usually involve finding the finite
extension of K needed for semistable reduction and calculating a regular model by normalization and
blowing up singular points, see [12, Theorem 3.44, Chapter 9]. Then, the dual graph of the special fiber is
the Berkovich skeleton. Instead of this approach, we study this problem using divisors on trees to directly
construct the Berkovich skeleton. The problem of computing the Berkovich skeleton for genus 2 curves was
first studied in [11] in terms of semistable models. This was done systematically by studying the ramification
data in [19] and using Igusa invariants in [9]. In the case of hyperelliptic curves, this problem was studied in
[6] and later solved in [2] using ramification data and admissible covers. In [10], Helminck presents criteria
to reconstruct Berkovich skeleta using Laplacians on metric graphs. In this paper, we apply these techniques
to the superelliptic case.
The paper is structured as follows. In Section 2 we define Galois covers of trees and provide a definition
for superelliptic coverings of metric graphs. In Section 3, we consider the algebraic side and prove certain
inertia groups are preserved under reduction. We furthermore prove that algebraic Galois covers yield Galois
covers of metric graphs. In Section 4 we present the algorithm (Theorem 4.4) for computing the Berkovich
skeleton of a superelliptic curve, taking as input the factored equation yn =
∏
(x − αi). We apply this
algorithm to compute the Berkovich skeleta of the genus 3 and genus 4 Shimura-Teichmüller curves, and
provide an example of a superelliptic curve which tropicalizes to the complete bipartite graph K3,3. In
Section 5 we show the following realizability theorem for tropical superelliptic coverings.
Theorem 5.4 (Realizability). Let p be a prime number. A covering φΣ : Σ→ T is a superelliptic covering
of degree p of weighted metric graphs if and only if there exists a superelliptic covering φ : C → P1 of degree
p tropicalizing to it.
Lastly, in Section 6 we study the locus of tropical superelliptic curves inside the moduli spaceM trg , providing
computations when possible of the number of maximal dimensional cones in this stacky polyhedral fan.
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2 Galois Covers of Trees
We first give the groundwork for discussing morphisms of metric graphs, and define superelliptic coverings of
metric graphs. For the material on harmonic morphisms, we follow [6, 5]. Let H be a connected graph and
l : E(H)→ R>0 ∪ {∞} be a length function on the edges of H. Then a metric graph is a connected metric
space Σ obtained by viewing edges e in H as line segments of length l(e). We require that if l(e) =∞, then
one of the vertices of e has degree one in H. The pair (H, l) is called a model for Σ. A weighted metric
graph is a metric graph Σ together with a weight function on its points w : Σ→ Z≥0 such that
∑
v∈Σ w(v)
is finite. We call edges of infinite length infinite leaves, and these only meet the rest of the graph in one
endpoint. The genus of a weighted metric graph (Σ, w) is
∑
v∈Σ w(v) + b1(Σ), where b1(Σ) is the first Betti
number of Σ. A genus 0 weighted metric graph is a tree. If (H, l) and (H ′, l′) are loopless models for metric
graphs Σ and Σ′, then a nondegenerate morphism of loopless models θ : (H, l) → (H ′, l′) is a pair of maps
V (H)→ V (H ′) and E(H)→ E(H ′) such that
1. If e ∈ E(H) maps to e′ ∈ E(H ′), then the vertices of e must map to vertices of e′.
2. Infinite leaves in H map to infinite leaves in H ′.
3. If θ(e) = e′, then l′(e′)/l(e) is an integer. These must be specified if the edges have infinite length.
We say θ is harmonic if for every v ∈ V (H), the local degree
dv =
∑
e3v,
φ(e)=e′
l′(e′)
l(e)
is the same for all choices of e′ ∈ E(H ′). The degree of a harmonic morphism is defined as∑
e∈E(H),
φ(e)=e′
l′(e′)
l(e)
.
As in [5], we say that θ satisfies the local Riemann-Hurwitz condition at v if
2− 2w(v) = dv(2− 2w′(θ(v)))−
∑
e3v
(
l′(θ(e))
l(e)
− 1
)
.
Definition 2.1. An automorphism of Σ is a harmonic morphism θ : Σ→ Σ of degree 1. Given a subgroup
G of Aut(Σ), the quotient graph Σ/G has a model H/G whose vertices are the G-orbits of V (H) and whose
edges are the G-orbits of edges defined by vertices lying in distinct G-orbits. If θ(e) is an edge in H/G, then
l(θ(e)) = l(e) · |Stab(e)|. The quotient map is a nondegenerate harmonic morphism. For any subgroup G
of Aut(Σ), we call a nondegenerate harmonic morphism Σ→ Σ/G a Galois covering of metric graphs if it
satisfies the local Riemann-Hurwitz conditions at every v. The group G is the Galois group of the covering.
Definition 2.2. A nondegenerate harmonic morphism θ : Σ→ T is a superelliptic covering of metric graphs
if θ is a Galois covering of metric graphs with Galois group G := Z/nZ and the target T is a tree.
Given a rational function ψ : Σ→ R and a point P ∈ Σ, let σP (ψ) be the sum of the slopes of ψ in all
outgoing directions at P . Then, the principal divisor corresponding to ψ is
∆(ψ) = −
∑
P∈Σ
σP (ψ)(P ).
A divisor on Σ is a map Σ→ Z which is nonzero on a finite set. The divisor ∆(ψ)(P ) = −σP (ψ) is ∆(ψ).
Lemma 2.3. Let T be a tree, v0 a vertex in T , and ∆(ψ) be a principal divisor on T . If e is deleted from
T , let Te denote the connected component of T not containing v0. Then the magnitude of the slope of the
rational function ψ along e is equal to
∑
x∈Te ∆(ψ)(x).
Proof. Let x and y be the vertices of e and suppose first x 6= v0 is a leaf. Let ψe be the slope of ψ along
the edge e. Then, ∆(ψ)(x) = −σx(ψ)(x) = ψe. Now, we proceed by induction on the number of edges in
the tree T . Suppose y is on the path from x to v0. We have δ(ψ)(x) = −
∑
e3x ψe′ . Isolating ψe, we find
−ψe = δ(ψ)(x) +
∑
e′ 6=e,e′3x
ψe′ .
Using the inductive assumption, we can solve for the ψe′ and arrive at the result.
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3 Galois coverings of semistable models and inertia groups
In this section, we show disjointly branched morphisms of semistable models yield Galois coverings of metric
graphs. Furthermore, we discuss inertia groups and prove they are preserved on reduction to the special
fiber (Proposition 3.9), allowing us to relate ramification degrees on a two dimensional scheme (that is, C,
a model for C) to those on a one dimensional scheme (a component in the special fiber Cs). We use this
equality in Section 4 to reconstruct the Berkovich skeleton for superelliptic covers.
3.1 Disjointly branched morphisms and inertia groups
Let φ : C → D be a finite morphism of smooth, projective, geometrically connected curves over K. We say
φ is Galois if the corresponding morphism on function fields K(D)→ K(C) is Galois. That is, it is normal
and separable. By a model D for a curve D, we mean an integral projective scheme D of dimension 2 with
a flat morphism D → Spec(R), and an isomorphism Dη → D of the generic fibers. Let C be a model for C
and D be a model for D. A finite morphism of models for φ is a finite morphism C → D such that the base
change to Spec(K) gives φ : C → D.
Definition 3.1. Let φ : C → D be a finite, Galois morphism of curves over K with Galois group G. Let
φC : C → D be a finite morphism of models for φ. We say φC is disjointly branched if the following hold:
1. The closure of the branch locus in D consists of disjoint, smooth sections over Spec(R).
2. The induced morphism OD,φ(y) → OC,y is étale for every y a generic point of an irreducible component
in the special fiber of C.
3. D is strongly semistable, meaning the components in the special fiber are all smooth.
A theorem by Liu and Lorenzini [13, Theorem 2.3] says if φC is disjointly branched then C is actually also
semistable and [10, Proposition 3.1] shows C is also strongly semistable.
The intersection graph Σ(C) of C has vertices corresponding to the irreducible components of the special
fiber and edges corresponding to intersection points of two components in the special fiber. We weight each
vertex with the genus of the corresponding component. We now study the action of G on Σ(C).
Theorem 3.2. [10, Lemma 4 and Theorem 3.1] Let φC : C → D be a disjointly branched morphism of models
for a finite Galois morphism φ : C → D of curves, with Galois group G. There is a natural action of G on
Σ(C) and the induced morphism of graphs Σ(C)→ Σ(D) coincides with the quotient map Σ(C)→ Σ(C)/G.
For now, this is a statement about graphs; we give the result for metric graphs in Section 3.3.
We now define inertia groups and decomposition groups for a finite group G acting on a scheme X. For
any point x of X, we define the decomposition group Dx,X to be {σ ∈ G : σ(x) = x}, the stabilizer of x.
Every element σ ∈ Dx,X naturally acts on OX,x and the residue field k(x). We define the inertia group Ix,X
of x to be the elements of Dx reducing to the identity on k(x). In other words, σ ∈ Ix,X if and only if for
every z ∈ OX,x, we have σz ≡ z mod mx, where mx is the unique maximal ideal of OX,x. When context
is clear, we omit the X in Ix,X and Dx,X .
Suppose we have a normal integral scheme Y with function field K(Y ) and a finite Galois extension L of
K(Y ) with Galois group G = Gal(L/K(Y )). We take the normalization X of Y in L (which we now write
as K(X)) to obtain a morphism of normal integral schemes X → Y . In fact, we have Y := X/G (See [10,
Proposition 3.5]). Locally, we have the following lemma.
Lemma 3.3. Let A be a normal domain with fraction field K, let L be a Galois extension of K, let
G := Gal(L/K) be the Galois group, and let B be the integral closure of A in L. If q ∈ Spec(B) is a prime
lying over p ⊂ A, then k(q)/k(p) is an algebraic normal extension and the following sequence is exact:
1→ Iq → Dq → Aut(k(q)/k(p))→ 1.
Proof. This is [20, Tag 0BRK]. The group Iq is the kernel of the surjective morphism described there.
In our case, the extension of residue fields is always Galois; our assumption that the degree of the Galois
extension is relatively prime to the characteristic of the residue field implies separability.
We now show inertia groups directly measure and control ramification. This is the content of Proposi-
tion 3.7 which we will use to relate inertia groups on C to inertia groups on the special fiber. Let us study
the inertia group Iq and the invariant ring BIq a bit closer. We have that BIq is normal and finite over A
because B is normal and finite over A. Furthermore, there is only one prime lying above q ∩BIq .
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Lemma 3.4. Let j : BIq → B be the natural inclusion map and let j∗ : Spec(B) → Spec(BIq) be the
corresponding map on the spectra. Then (j∗)−1(j∗(q)) = {q}.
Proof. The morphism j∗ coincides with the quotient map Spec(B) → Spec(B)/Iq (See [7, Exposé V,
Proposition 1.1., Page 88]). This means any other prime mapping to q∩BIq is of the form σ(q) for some σ
in Iq. But for those σ, we have σ(q) = q. This concludes the proof.
Lemma 3.5. Let B ⊃ BIq be as before, and let k(q)sep be the separable closure of k(q ∩ A) in k(q). Then
(k(q))sep = k(q ∩BIq).
Proof. Consider the Galois extension L ⊃ LIq with Galois group Iq. We find Iq = Dq and so the automor-
phism group Aut(k(q)/k(q ∩BIq)) is trivial by Lemma 3.3. This automorphism group is isomorphic to the
Galois group of the separable closure of k(q∩BIq) in k(q). By Galois theory, k(q∩BIq) is separably closed
inside k(q). By [7, Proposition 2.2., page 92], the extension BIq ⊃ A is étale at q∩BIq , so the residue field
extension k(q∩BIq) ⊃ k(q ∩A) is separable by [20, Tag 00U3] and the fact that étale morphisms are stable
under base change. Thus k(q ∩BIq) ⊆ (k(q))sep, and every element of k(q) that is separable over k(q ∩ A)
is also separable over the field k(q ∩BIq). We thus find (k(q))sep = k(q ∩BIq), as desired.
Corollary 3.6. Suppose char(k(q)) - |G|. Then k(q) = k(q ∩BIq).
We study inertia groups because they measure ramification. This is the content of the next proposition.
Proposition 3.7. Let A be a normal domain with fraction field K and L a Galois extension of K. Let
G := Gal(L/K) and B the integral closure of A in L. Let q be any prime ideal in B.
1. Consider the subring B ⊃ BIq ⊃ A = BG. Then BIq ⊃ A is étale at q ∩BIq .
2. More generally, consider any subgroup H of G. Then BH ⊃ A is étale at q∩BH if and only if H ⊇ Iq.
Proof. The fact that if H ⊇ Iq, then BH ⊃ A is étale at q ∩ BH is [7, Proposition 2.2., page 92]. Taking
H = Iq also proves the first statement. So let us prove that H ⊇ Iq if BH ⊃ A is étale at q ∩ BH .
Since BH ⊃ A is finite étale, the base change BH · BIq is finite étale over BIq . Let qI := q ∩ BIq , and
LIq := Quot(BIq). Since BIq · BH is étale over qI , it is also flat there by definition. This implies the BIq
module BIq ·BH is locally free of some finite rank m. This rank m in fact has to be equal to [LIq ·LH : LIq ].
Taking the base change to the residue field k(qI), we find the k(qI)-algebra S := (BIq ·BH)⊗ k(q) is étale
of dimension m over k(qI). It is a product of separable field extensions of k(qI), and it is local by Lemma
3.4. Since the residue field is separable over k(qI), it must be the same as k(qI) by Lemma 3.5, so m = 1.
We thus have LH ⊆ LIq · LH = LIq and by Galois theory we have H ⊇ Iq, as desired.
For any subfield K ⊆ K ′ ⊆ L, we can write K ′ = LH for some subgroup H of G by Galois theory. By
Proposition 3.7, BH ⊇ BG = A is ramified at some point x′ if and only if the inertia group Ix of some point
x lying above is not contained in H. In other words, we can describe ramification in terms of Galois theory.
This criterion turns out to be very useful in relating different inertia groups Ix and Iy for points x and y in
Spec(B). For instance, if BIx ⊃ A is étale at the image of y in BIx , and BIy is étale at the image of x in
BIy , then Iy = Ix. We use this in Section 3.2.
We make two further assumptions on the morphism φC : C → D of models over Spec(R). We assume
the ramification points of φ : C → D are rational over K. We assume the residue field k is large enough so
that for every intersection point x ∈ C, we have Dx = Ix.
Example 3.8. Let us find out what these decomposition and inertia groups are for a disjointly branched
morphism φC : C → D of models.
1. Let x ∈ C be an intersection point on the special fiber. By our second assumption, Dx = Ix. Since the
action of G is transitive on the edges lying above φC(x), there are |G|/|Ix| edges lying above φC(x).
2. Let x be the generic point of an irreducible component Γx in the special fiber Cs. Let y and Γy
be their respective images in Ds. By our second assumption for disjointly branched morphisms, the
inertia group Ix is trivial. Thus, the decomposition group can be identified with the automorphisms
of the function field k(x) of the component Γx fixing the function field k(y) of the component Γy, by
Lemma 3.3. This implies Γx/Dx = Γy as curves over the residue field, since morphisms of smooth
curves are determined by their corresponding inclusions of function fields. We have Γx and Γy are
smooth, since C and D are strongly semistable.
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3. Let x ∈ C be a generic ramification point. Then |Ix| is just the usual ramification degree. This follows
from the fact that x is totally ramified in the extension L ⊃ LIx , which has degree |Ix|.
Let us study an example where the decomposition group Dx for a generic branch point is bigger than
Ix. Take the Galois covering (x, y) 7→ x for the curve C defined by y4 = x2 · (x+ 2) over Q(i). This
is Galois with Galois group G = Z/4Z, where the action on fields comes from multiplication by i on y
and the identity on x. Let us find the normalization of the algebra A := Q(i)[x, y]/(y4 − x2 · (x+ 2)).
The integral element z = y2/x satisfies z2 = x+2. The maximal ideal m = (x, y, z2−2) is then locally
principal with generator y, as we can write
z2 − 2 = x = y
2
z
in the localization of A′ := A[z]/(z2 − x − 2) at m. Since A was already normal at the other primes
(by the Jacobi criterion for instance), A′ is the normalization. Here we use that a domain is normal
if and only if it is normal at all its localizations.
The Galois group Z/4Z fixes m, so Dm = G. By inspecting the action on the residue field, we have
|Im| = 2. Indeed, the automorphism defined by σ(y) = iy sends z to −z, which is nontrivial on the
residue field. In this case the decomposition group is strictly larger than the inertia group.
If we consider the curve over the field Q(i)(
√
2), the situation changes. The above equations still
define the normalization, but m = (x, y, z2 − 2) is no longer maximal. There are now two maximal
ideals lying above m0 = (x), namely m± = (x, y, z ±
√
2). We have |Im± | = |Dm± | = 2. For disjointly
branched morphisms, we assume extensions of this form have already been made.
3.2 Comparing inertia groups
Consider a disjointly branched morphism φC : C → D. Let Γ ⊂ Cs be any irreducible component in the
special fiber. There is a natural Galois morphism of smooth curves φΓ : Γ → Γ′ where Γ′ is an irreducible
component in the special fiber Ds. This uses the condition on the characteristic of k. To see this, one can
use [10, Section 3.2.1] or Lemma 3.3 and Corollary 3.6. The morphism φΓ is induced by the natural Galois
morphism of function fields k(Γ) → k(Γ′), which is obtained from the natural map of discrete valuation
rings OD,yΓ → OC,yΓ′ . Here yΓ and yΓ′ are the generic points of the irreducible components Γ and Γ′.
We recall the definition of the natural reduction maps associated to C and D. Let us describe this map
rC for C. Let C0 be the set of closed points of the generic fiber C of C. For every closed point x, we can
consider its closure {x} inside C. This closure is then an irreducible scheme, finite over Spec(R). Since R is
Henselian, {x} is local, giving a unique closed point. We let rC(x) be this closed point. We now also extend
this map to intersection points for convenience. Let x ∈ C be an intersection point. We define rC(x) to be
x ∩ Cs, just as we did with closed points on the generic fiber. In other words, we consider this intersection
point as a point on the special fiber.
Proposition 3.9. Let x ∈ C be a generic ramification point or an intersection point of a disjointly branched
morphism φC : C → D. Let Γ be any component in the special fiber Cs containing rC(x). Then
Ix,C = IrC(x),Γ
where the second inertia group is an inertia group of the Galois covering Γ→ Γ′ on the special fiber.
Proof. We first let x ∈ Cs be any closed point in the special fiber and y the generic point of Γ. We then
have a natural injection Dx,C → Dy,C . For x smooth this follows directly from the fact that y is the unique
generic point under x. For x an intersection point, this follows from [10, Proposition 3.8.]. By Lemma 3.3,
Dy,C can be identified with the Galois group of the function field extension k(Γ) ⊃ k(Γ′). The image of
Dx,C in this Galois group is then in fact equal to DrC(x),Γ. We thus see Dx,C = DrC(x),Γ for any closed point
x in the special fiber. By our assumption on the residue field, these decomposition groups are equal to their
respective inertia groups and we have Ix,C = IrC(x),Γ.
Using this identification, the case where x is an intersection point immediately follows. We are thus
left with the case of a generic ramification point x of the morphism φ : C → D. Let z := rC(x). For any
subgroup H of G, we let zH be the image of z under the natural map C → C/H. We show Ix,C = Iz,C . By
our earlier considerations, we then see Ix,C = Iz,Γ.
If σ ∈ Ix,C , then σ ∈ Dx,C . Then σ must fix z as well, because otherwise there would be at least two
points in the closure of x lying above the special fiber. So σ ∈ Dz,C . But by our earlier assumption on the
residue field k, we have Dz,C = Iz,C . This yields Ix,C ⊆ Iz,C .
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For the other inclusion, we use the following criterion. Let H be a subgroup of G. Let xH be the image
of x in C/H. The induced map C/H → D is étale at xH if and only if H ⊇ Ix. This is a consequence of the
second part of Proposition 3.7 in Section 3.1.
We now only need to show C/Ix → D is unramified at zIx . Suppose it is ramified at zIx . Then zG is a
branch point of the covering C/Ix → D. Since φC is disjointly branched, zG is in the smooth part of the
special fiber. This implies D is regular at zG, so we can use purity of the branch locus (See [20, Tag 0BMB])
on some open subset U of D containing zG to conclude there must be a generic branch point P such that
zG is in the closure of P . Indeed, purity of the branch locus tells us a point of codimension 1 has to be
in the branch locus and this cannot be a vertical divisor by our second assumption for disjointly branched
morphisms. We must have P = xG because the branch locus is disjoint. This contradicts the fact that the
morphism C/Ix → D is unramified above xG (it is the largest extension with this property), so we conclude
C/Ix → D is unramified at zIx . In other words, we have Iz,C = Ix,C , as desired.
We use this result in the tropicalization algorithm to relate the inertia groups on the two-dimensional
scheme C to inertia groups on the special fiber. This allows us to calculate inertia groups without calculating
any normalizations. This in turn tells us how many edges and vertices there are in the pre-image of any
edge e or vertex v in the dual graph of the special fiber of D.
3.3 From algebraic geometry to metric graphs
In this section, we study the transition from the algebraic Galois coverings (as in Subsection 3.1) to Galois
coverings of metric graphs (as in Section 2). To do this, we modify our graphs to reflect the geometry
further by assigning lengths to the edges, adding weights to the vertices to account for genera, and adding
leaves to account for the ramification coming from generic ramification points.
We start with the quotient map of graphs Σ(C) → Σ(D) coming from a disjointly branched morphism.
We assign lengths to these edges by studying their local algebraic structure. The edges in Σ correspond to
ordinary double points on C and D. For any such point x in C,
ÔC,x ' OK [[u, v]]/(uv − pia),
where the completion is with respect to the maximal ideal mx of the local ring OC,x. We define the length of
the edge l(e) corresponding to x to be l(e) := a. Each vertex v ∈ Σ corresponds to an irreducible component
Γv of genus g(Γv) in the special fiber. We weight the vertices v ∈ Σ by w(v) := g(Γv).
We now add certain infinite leaves to the graphs Σ(C) and Σ(D). We first perform a base change to
make all the ramification points rational over K. Consider the morphism of smooth curves φ : C → D.
Let P ∈ C(K) be a ramification point and let Q = φ(P ) ∈ D(K) be the corresponding branch point. The
points P and Q reduce to exactly one component on C and D respectively. We add a leaf EP to the vertex
VP that P reduces to and a leaf EQ to the vertex VQ that Q reduces to. Doing this for every ramification
point gives two loopless models Σ˜(C) and Σ˜(D). There is a natural map between the two, which is induced
by the map Σ(C) → Σ(D) and sends leaves EP to EQ. The integer l′(EQ)/l(EP ) we assign to these edges
is |IP |. There is a natural action of G on this loopless model, given as follows. On Σ(C), this is the usual
action. For leaves EP , we define an action by σ(EP ) = Eσ(P ). This in accordance with the algebraic data,
since σ(P ) reduces to σ(VP ).
Lemma 3.10. For every edge e ∈ Σ˜(C) corresponding to a point x ∈ C, we have l′(e′)/l(e) = |Ix|.
Proof. For edges corresponding to generic ramification points, this is by definition. For edges corresponding
to intersection points, this follows from [11, Chapter 10, Proposition 3.48, Page 526].
Proposition 3.11. The natural quotient map Σ(C) → Σ(D) = Σ(C)/G yields a Galois covering of metric
graphs Σ˜(C)→ Σ˜(D).
Proof. By construction every edge e in Σ˜(C) corresponds to either a generic (geometric) ramification point
or an intersection point. To every point x ∈ C, we then apply the Orbit-Stabilizer Theorem from group
theory to obtain |G| = |DP | ·#{σ(P ) : σ ∈ G}. For generic ramification points and intersection points, we
have IP = DP , by our assumptions in Section 3.1. We thus find the degree is just |G| everywhere, so in
particular it is independent of the edge e.
We now have to check the local Riemann-Hurwitz conditions at every vertex v mapping to a vertex w. By
Lemma 3.10, the quantities l′(e′)/l(e) are just the ramification indices of the generic points reducing to v and
the indices of the edges. But these indices correspond with the indices on the special fiber by Proposition 3.9.
Furthermore, the ramification points of the morphism on the special fiber Γ→ Γ′ (corresponding to v 7→ w)
all arise from either the closure of a generic ramification point (using purity of the branch locus as before)
or as an intersection point of C. These are all accounted for, so the Riemann-Hurwitz conditions must be
satisfied. This proves the proposition.
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4 Tropicalization Algorithm
In this section, we provide the algorithm producing the Berkovich skeleton for a superelliptic curve C. To
do this, we first provide a semistable model D separating the branch locus over R. The idea is to use
Proposition 3.9 to reduce all the calculations to one dimensional schemes.
4.1 A separating semistable model
We describe a semistable model D of P1 separating the branch locus B of φ : C → P1. We start with
the model D0 := ProjR[X,Y ] where R[x, y] has the usual grading. The reader can think of this as being
obtained from gluing together the rings R[x] and R[1/x]. We now have a canonical reduction map rD0 ,
which takes a closed point P ∈ P1K and sends it to the unique point in the closure of P lying over the special
fiber (D0)s = P1k as in [11, Section 10.1.3, Page 467]. Informally, this map is given as reducing modulo the
maximal ideal of R. This reduction map depends on the choice of the model D0.
We now use this reduction map on the branch points B to obtain a collection of points in the special
fiber. We group together all points having the same reduction under this reduction map. This provides
a subdivision of B into subsets Bi. We consider the subsets with |Bi| > 1. For these subsets with their
corresponding reduced points pi we now blow-up the model D0 in the points pi. This gives a new model
D1. On this new model D1, we again have a canonical reduction map rD1 and similarly consider the image
of every subset Bi under this reduction map to obtain a new subdivision Bi,j . For every two points P1 and
P2 in B, we have they are in the same Bi,j if and only if their reductions in D1 are the same. This gives a
new set of points pi,j (the reduction of the points in Bi,j) in the special fiber of D1. We consider the points
pi,j such that |Bi,j | > 1. Blowing up these points pi,j gives a new model D2.
This process terminates: at some point all the Bi0,i1,...,ik have cardinality 1, since the coordinates of the
points on the special fiber of the blow-up are exactly the coefficients of the pi-adic expansions of those points.
The pi-adic expansions of distinct Pi and Pj are different after a certain height k, giving different coordinates
on the corresponding blow-up. The last semistable model Dk before the process above terminates is our
separating semistable model. We simply call this model D.
4.2 Ramification indices for superelliptic coverings
Let C → P1 be a superelliptic covering of degree n given by (x, y) 7→ x for the curve C defined by yn = f(x),
where we can assume f(x) is a polynomial in K[x]. For every α a root of f(x), we can consider the valuation
vα corresponding to x−α in the function fieldK(x). Then, α is in the branch locus if and only if n - vα(f(x)).
Indeed, the Newton polygon of yn − f(x) with respect to this valuation has slope −vα(f(x))/n, which is
integral if and only if n|vα(f(x)). Here, the Newton polygon of a polynomial g ∈ K[y] for some valued field
K is the lower convex hull of the points (i, v(gi)) ∈ R2. The gi satisfy g =
∑n
i=0 giy
i.
We now consider the canonical model D constructed in the previous subsection. We do not need to
write the equations for this model, and we may instead work with the intersection graph, which is the
tropical separating tree of these points minus the leaves at the end. For this canonical model D, we take
the corresponding disjointly branched morphism C → D obtained by normalization after a finite extension.
That is, we take a finite extension of K to eliminate the ramification on the components of the special fiber
of D and then we take the normalization C of D inside the function field K(C) of C. By [13, Theorem 2.3]
and [10, Proposition 3.1.], the morphism φC : C → D is then disjointly branched, as defined in Definition
3.1. We use this disjointly branched morphism φC throughout this section.
Proposition 4.1. Let P ∈ P1(K) be a (generic) branch point of the superelliptic covering φ : C → P1
given by the equation yn = f(x) with a corresponding superelliptic morphism of metric graphs φΣ : CΣ → T
induced from the morphism of semistable models C → D. Let cP := vP (f(x)), where vP is the valuation
associated to P in the function field K(x). For any point x ∈ C, we let Ix be the inertia group of x, as
defined in Section 3.
1. Let Q be any point in the preimage of P , and let Q˜ := rC(Q). Then
|IQ| = n/ gcd(cP , n) = |IQ˜|.
2. Let ψ be a rational function on T satisfying ∆(ψ) = ρ(div(f)). Let ψe be the slope of ψ along the edge
e of T . Let e′ be any edge lying above e. For any edge e′ lying above e,
|Ie′ | = n/ gcd(ψe, n).
In other words, there are gcd(ψe, n) edges lying above e.
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3. Let gv be the number of vertices in Σ lying above v ∈ T . Then
gv =
n
lcm(|IQ|) = gcd(n/|IQ|),
where the least common multiple and greatest common divisor are taken over all ramification points
Q reducing to components Γv′ for any vertex v′ lying above v and edges adjacent to v′.
Proof.
1. Consider the polynomial yn − f(x) ∈ K(x)[y]. The point P gives a natural valuation of the function
field K(x). The Newton polygon of yn − f(x) with respect to this valuation is a single line with
slope −cP /n. This means there are n roots with valuation −cP /n. We clear the denominator and the
numerator and obtain n/gcd(cP , n) in the denominator. This denominator is exactly the ramification
index for the extension of discrete valuation rings corresponding to Q and P , which proves the desired
result. The second equality is Proposition 3.9.
We remark that a simpler proof (which does not use Proposition 3.9) is possible here. One may
calculate the order of the inertia group IQ˜ directly using [10, Proposition 5.1.] and then conclude that
it equals |IQ|.
2. For the second statement, pick any vertex v with corresponding irreducible component Γ containing
the edge e. We consider the Γ-modified form of f , defined as follows. The component Γ has a generic
point y with discrete valuation ring OD,z, valuation vΓ, and uniformizer pi. We set k := vΓ(f) and
define the Γ-modified form to be the element
fΓ :=
f
pik
.
The corresponding morphism of components is described by (y′)n − fΓ, where y′ = y
pik/n
. On the
special fiber, the intersection point corresponds to a smooth point of Γ. By the Poincaré-Lelong
formula, as presented in [10, Corollary 5.1], the valuation of fΓ at this smooth point is exactly the
slope of the function ψ on e. As in the previous statement, the ramification index on the special fiber
is n/gcd(ψe, n). By Proposition 3.9, this is the order of the inertia group at e′, as desired.
3. For the third statement, we consider as before the algebra
OD,z[y]/(yn − fΓ).
The number of irreducible factors of yn − fΓ is the number of vertices lying above Γ. By considering
the prime decomposition of n, we have n = lcm(|IQ|) · (gcd(n/|IQ|)). Then, n/|IQ| = gcd(n, vα(fΓ)).
We have fΓ = h
r
for some h ∈ OD,y. There must be distinct roots αi and αj of h such that the
valuations of h at x− αi and x− αj are coprime. Otherwise, this would contradict the fact that r is
the greatest common divisor of all the valuations. We have the factorization
yn − fΓ =
r∏
i=1
(yc − (ζr)i · h)
for some primitive r-th root of unity ζr. We claim the factors yc − (ζr)i · h are irreducible. Indeed,
there are two roots of h such that their valuations have no common factor. Any further factorization
of h would contradict this fact. We thus conclude there are exactly r factors of yn − fΓ. This implies
the statement of the proposition.
4.3 The algorithm
We now give an algorithm producing the Berkovich skeleton of a curve C defined by an equation yn = f(x)
for some n ≥ 2 and f(x) ∈ K(x). This algorithm generalizes the known algorithm for finding the Berkovich
skeleton of hyperelliptic curves from [2, Section 2]. We take as input to the algorithm a polynomial f(x) ∈
K[x], which we may do because for f(x) of the form f(x) = g(x)/h(x), we may multiply both sides
of yn = f(x) by h(x)n and make a change of coordinates y˜ = h(x) · y to obtain the integral equation
(y˜)n = g(x)h(x)n−1.
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Algorithm 4.2 (Tropicalization Algorithm).
Input : A curve C defined by the equation yn = f(x) =
∏r
i=1(x− αi).
Output : The Berkovich skeleton CΣ of C.
1. Compute the tree T . This is the abstract tropicalization of P1 together with the marked ramification
points Q1, . . . , Qs. This is done in the following way (See [14, Section 4.3]).
(a) Let M be the 2 × s matrix whose columns are the branch points Q1, . . . , Qs. Let mij be the
(i, j)-th minor of this matrix.
(b) Let dij = N − 2v(mij), where v is the valuation on K and N is an integer such that dij ≥ 0.
(c) The number dij is the distance between leaf i and leaf j in the tree T . These distances uniquely
specify the tree T , and one can use the Neighbor Joining Algorithm [18, Algorithm 2.41] to
reconstruct the tree T from these distances.
2. Compute the slopes ψe along each edge of T . The divisor ρ(div(f)) is a principal divisor on T , and so
there exists a rational function ψ on T with ∆(ψ) = ρ(div(f)) (as defined in [1, Page 4]). One can
compute ρ(div(f)) by observing where the zeros and poles of f specialize. Use this to compute the
slopes ψe of ψ along edges e of T using Lemma 2.3.
3. Compute the intersection graph of Cs.
(a) Edges. The number of preimages of each edge is gcd(ψe, n) by Proposition 4.1.2.
(b) Vertices. The number of preimages of each vertex v is gcd((n/(ψe))|e 3 v) by Proposition 4.1.3.
4. Determine the edge lengths and vertex weights to find CΣ.
(a) Edges. If an edge e in T has length l(e), then the length of each of its preimages in CΣ is
l(e)·gcd(ψe,n)
n , by Proposition 4.1 and [11, Chapter 10, Proposition 3.48, Page 526]. Remove any
infinite leaf edges.
(b) Vertices. The weight on each vertex v is determined by the local Riemann-Hurwitz formula. The
degree d at v is lcm(|IQ|) by Proposition 3.7. The weight of v is determined by
2w(v)− 2 = −2 · d+
∑
e3v
(
n
gcd(n, ψe)
− 1
)
.
Remark 4.3. For the input of this algorithm, we assume the function f has already been factored. Using
the Newton-Puiseux Method [21], one can make a finite expansion for the roots. Since we are only interested
in the valuations of the root differences, a finite expansion is sufficient. An explicit upper bound for the
needed height of this expansion is given by v(∆(f)), where ∆(f) is the discriminant of f . Typically, this
method is offered as a proof that the field of Puiseux series is algebraically closed, but it can also be used to
actually find the roots of univariate polynomials over the Puiseux series. This method has been implemented
in Maple[16, algcurves] and Magma [3].
Theorem 4.4 (Tropicalization Algorithm). The Tropicalization Algorithm 4.2 terminates and is correct.
Proof. The tree T created in the algorithm is the tree obtained from the canonical semistable model in
Section 4.1 with the leaves attached. The formulas for the number of preimages of the edges and the
vertices are given by Proposition 4.1, parts 2 and 3 respectively. There is only one graph up to a labeling
of the vertices satisfying the covering data found in the algorithm. Indeed, the covering data naturally give
a 2-cocycle (in terms of Čech cohomology) on T , which must be trivial. We thus obtain the intersection
graph of the semistable model C. Contracting any leaf edges yields the Berkovich skeleton.
Example 4.5. We compute the abstract tropicalization of the curve defined by the equation
y3 = x2(x− pi)(x− 1)2(x− 1− pi)(x− 2)2(x− 2− pi).
1. The matrix M is
M =
[
0 pi 1 1 + pi 2 2 + pi
1 1 1 1 1 1
]
,
and so the vector m (organized lexicographically) is
m = (−pi, −1, −1− pi, −2, −2− pi, pi − 1, −1, pi − 2, −2, −pi, −1, −1− pi,−1 + pi, −1, −pi).
Taking N = 2, we have m = (0, 2, 2, 2, 2, 2, 2, 2, 2, 0, 2, 2, 2, 2, 0). Therefore, the tree is as
displayed in Figure 1.
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2. We have div(f) = 2(0) + (pi) + 2(1) + (pi+ 1) + 2(2) + (2 +pi)− 9(∞). Then, ρ(div(f)) = 3v12 + 3v34 +
3v56 − 9v, and φe12 = φe34 = φe56 = 3. On all leaf edges φe is 1 or 2.
3. Each of the edges e12, e34, e56 has 3 preimages, and all leaves have 1 preimage. We can contract these
in the tropical curve, so we do not draw them in the graph, but we mention them here because they
are necessary for bookkeeping the ramification in the formulas. The middle vertex v has 3 preimages,
and the other vertices have 1 preimage. So, the graph is K3,3.
4. The lengths of all interior edges in the tree T were 1. These lengths are preserved in K3,3 because all
edges were unramified. The weights on all vertices are 0. For example,
w(v12) = −3 + 1 + (3(3/3− 1) + 2(3/1)− 1)/2 = 0.
So, the abstract tropicalization of our curve is the metric graph in Figure 2. Each vertex is labeled
with its image in the tree T .
Figure 1: The tree T in Example 4.5.
Figure 2: Tropicalization of the curve in
Example 4.5.
Example 4.6. In [15] the author shows there is a unique Shimura-Teichmüller curve of genus three, X3,
defined by the equation y4 = x(x − 1)(x − pi), and there is a unique Shimura-Teichmüller curve of genus
four, X4, defined by the equation y6 = x(x − 1)(x − pi). In [8, Section 2], the authors compute the period
matrix of X4. We now use the Tropicalization Algorithm to compute their Berkovich skeleta.
1. In both cases, the ramification points are 0, 1, pi, and ∞. The corresponding tree is in Figure 3, where
the interior edge has length 1. We call the interior vertices v1 and v2.
2. The divisor of f := x(x − 1)(x + pi) is div(f) = (0) + (pi) + (−1) − 3(∞). The divisor specializes to
ρ(div(f)) = 2v0− 2v1. The corresponding rational function φ has slope 2 on the only edge in the tree.
3. We have gcd(φe, n) = 2 in both cases. Therefore, the edge has 2 preimages. Both vertices on the tree
have leaves, so both v0 and v1 each have one preimage each in the graphs X3,Σ and X4,Σ.
4. The length of the interior edge in the tree is 1, so in X3 there are two edges of length 1/2 and in
X4 there are two edges of length 1/3. For the genera of the vertices, we apply the Riemann-Hurwitz
formula to obtain the complete picture of the graphs; X3,Σ is in Figure 4 and X4,Σ is in Figure 5.
Figure 3: The tree for the
Shimura-Teichmüller curves.
Figure 4: The tropical genus 3
Shimura-Teichmüller curve.
Figure 5: The tropical genus 4
Shimura-Teichmüller curve.
5 Realizability
In this section, we study realizability for superelliptic covers. We show every superelliptic cover of prime
degree of metric graphs comes from an algebraic superelliptic cover. A similar result was proved for degree
d admissible coverings in [5]: for every degree d admissible covering of metric graphs CΣ → T , there exists
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an algebraic covering C → P1 tropicalizing to CΣ → T . We note however the covering obtained by this
theorem is not necessarily Galois. Unlike in [5], our approach is constructive; the proof of our realizability
theorem presents a method for finding the defining equation of a curve C.
We first recall the set up: Given a superelliptic covering of curves C → P1, we obtain a superelliptic
covering of metric graphs Γ → T by computing the tree T and the divisor ρ(div(f)) = ∑ aiPi on T . The
main difficulty in reversing this process is finding ai which give the graph Γ. We show inductively there are
enough ways of assigning values to the ai such that the desired tropicalization is obtained. We denote this
collection of rational functions by
Sψ = {φ : the covering associated to the divisor ∆(φ) is ψ}.
There is a natural faithful action of the group F∗p on this set, given by multiplication. We would like to
prove |Sψ| > 0. By faithfulness, we immediately have at least p− 1 solutions. The number of branch points
of the covering ψ is denoted by Rψ. To show there exists an algebraic covering tropicalizing to the given
covering, we construct Rψ points in P1, labeled Pi, which tropicalize to T , and a divisor
∑Rψ
i=1 aiPi inducing
the desired covering. We already know the vertices which the points Pi reduce to; they are the leaves in the
tree T . We write v(Pi) for these vertices. Any choice of ai ∈ Z gives a divisor
ρ(div(f)) :=
Rψ∑
i=1
aiv(Pi)
on the tree T . For the remainder of the section, we fix a target vertex v0 with at least two branch points.
For any edge e in T , consider the connected component Te of T\{e} not containing v0 as in Lemma 2.3. The
slope of a rational function giving this divisor along an edge e is now given by the formula in Lemma 2.3:∑
x∈Te
(ψ)(x) =
∑
Pi∈Te
ai.
Definition 5.1. Let se be the number of Pi reducing to the connected component Te. The total Laplacian
on the component Te is a function ∆e(ψ) : (Fp)se → Fp, sending (ai) 7→
∑
Pi∈Te ai. We consider these as
elements of Fp because we are only interested in the value of the slopes and the exponents mod p.
This definition allows us to view the formula for the slope of the Laplacian on e as a function of the ai
laying on the connected component Te. The covering ψ must satisfy the total Laplacian equations{
∆e(ψ)(ai) = 0 if p edges map to e,
∆e(ψ)(ai) ∈ F∗p if only 1 edge maps to e.
We adopt the following notation for the rest of this section.
1. We write ∆e(ψ) ≡ 1 if there exist ai such that ∆e(ψ) ∈ (Fp)∗.
2. Similarly, we write ∆e(ψ) ≡ 0 if there exist ai such that ∆e(ψ) = 0.
3. Given a set of edges E := {ei}, we write ∆E(ψ) ≡ δei for δei ∈ {0, 1} if there exist ai such that all
conditions ∆ei(ψ) ≡ δei are met simultaneously for this set of {ai}.
4. Given an edge e with connected component Te and numbers δei ∈ {0, 1} for ei ∈ Te, we write
∆Te(ψ) = c for a c ∈ Fp if there exist ai such that ∆ej (ψ) ≡ δej for every ej in Te and such that
∆e(ψ) = c.
With this notation, the covering ψ : Γ → T gives us a set of {δei} with δei ∈ {0, 1}: for every unramified
edge ei we obtain ∆ei(ψ) ≡ δei = 0 and for every ramified edge ei we obtain ∆ei(ψ) ≡ δei = 1.
Lemma 5.2. Let Γ→ T be a superelliptic covering of metric graphs. For every ei ∈ Te, let δei ∈ {0, 1} be
given by the covering, as above.
1. If e is ramified, then ∆Te(ψ) = c for any c ∈ F∗p.
2. If e is unramified, then ∆Te(ψ) = 0.
Proof. We prove the lemma by induction on |E(Te)|. The inductive hypothesis is
In: For every e such that |E(Te)| ≤ n, we have ∆Te(ψ) = 0 if e is unramified and ∆Te(ψ) = c for every
c ∈ F∗p if e is ramified.
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For n = 0, Te consists of a single vertex v. If e is ramified, there exists at least one branch point P . If it is
the only branch point, then ∆e(ψ) = v(P ), which can be any c ∈ F∗p. If there exists another branch point
Q, then any value c can be attained by a combination aP + bQ for some a and b. If e is unramified, there
exist at least two branch points at v. The valuations can be chosen to satisfy ∆e(ψ) = 0 as required.
Now suppose the statement is true for n. Let e be any edge such that |E(Te)| = n + 1. Let v be the
vertex in Te connected to e. Then for every other edge connecting to v, we have |E(Tei)| ≤ n, so by the
induction hypothesis we know the statement is true for Tei . Suppose e is ramified. Then v is branched over
at least one other point, which can be a global branch point or an edge. If it is the only branch point, we
are done because ∆Te(ψ) is equal to the valuation of this branch point. This valuation is equal to the slope
along the branched edge (which we can control by the induction hypothesis) or the valuation of the global
branch point reducing to it. If there is another branch point we can use its valuation to adjust the value of
∆Te(ψ). This can attain any value c ∈ F∗p. Suppose e is unramified. The argument is similar to the previous
case. There are at least two branch points reducing to v, which can be edges or global branch points. In
both cases we have complete control over them (as in the ramified case) and we can solve ∆Te(ψ) = 0. By
induction, we now conclude the statement holds for any n.
We apply Lemma 5.2 for the only edge connected to the vertex v0 to obtain an assignment for all ai.
Corollary 5.3. Given any superelliptic covering Γ → T with covering data δi for every edge, we have
∆E(ψ) ≡ δi for E = E(T ).
Theorem 5.4. Let p be a prime number. A covering φΣ : Σ→ T is a superelliptic covering of degree p of
weighted metric graphs if and only if there exists a superelliptic covering φ : C → P1 of degree p tropicalizing
to it.
Proof. Suppose we have a superelliptic admissible covering of graphs φΣ : CΣ → T of degree p. We present
a procedure for constructing a polynomial f such that the covering from the curve yp = f(x) defined by
(x, y) 7→ x tropicalizes to φΣ : CΣ → T .
1. On each vertex vi ∈ T , use the local Riemann-Hurwitz condition to determine the number of leaves
r(vi) needed on each vertex.
2. Each vertex vi ∈ T corresponds to a collection of points Pi,1, . . . , Pi,r(vi) ∈ P1(K), each corresponding
to the leaves attached at vi. The equation for f is f(x) =
∏
vi∈T
∏r(vi)
j=1 (x− Pi,j)aij .
3. Find the aij as follows. Select a target vertex v0 with at least two leaves. For every edge in the
graph, we solve the corresponding total Laplacian equation with respect to v0. The fact that there is
a solution follows from Corollary 5.3. Pick a solution to these equations. Consider the branch points
Pv0,1, ..., Pv0,s reducing to v0. The valuations at these points satisfy
s∑
i=1
av0,i =
∑
P not reducing to v0
−aP ,
Picking values for the av0,i that satisfy this equation concludes the algorithm for finding the aij .
4. To obtain the desired points Pi, we view these trees as describing pi-adic expansions of elements in K.
To be explicit, let S be a set of representatives for the residue field k. Let v0 be an endpoint of T ,
and let v1 be the vertex connected to v0. For every leaf e (with end vertex not equal to v0) attached
to v1, construct a point Pe = cepi, with the ce ∈ S distinct. This might require a finite extension
of the residue field k, which corresponds to a finite (unramified) extension of K. For every nonleaf
ei, take an element ci ∈ S that is not equal to the ce. For such an edge ei, consider the connecting
vertex v1,i. For every leaf e attached to v1,i, find distinct ci,e ∈ S and construct Pe = cipi + ci,epi2.
For every nonleaf ei,j connected to v1,i, repeat the procedure and construct elements ci,j ∈ S distinct
from the ci,e, where e is a leaf. We do one more step of the inductive procedure. Let v1,i,j be the
other vertex connected to ei,j . For every leaf e attached to v1,i,j , find distinct ci,j,e and construct
Pe = cipi + ci,jpi
2 + ci,j,epi
3. At some point, we reach vertices that only have leaves as neighboring
edges. At this point, we stop the procedure and find a set of points {Pe}. The tree corresponding to
this set of points is T . On the algebraic side, we can take the canonical semistable D corresponding
to this set (see Section 4.1) and its intersection graph ΣD is T minus the leaves.
This concludes the realizability part of the theorem. The backwards direction is obtained by combining [10,
Theorem 3.1] and [11, Chapter 10, Proposition 3.48, Page 526] for the edge lengths.
A natural question following from this is whether the same result holds for non-prime integers n. We
conjecture that this is indeed the case and that a similar proof could be used.
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6 Moduli Spaces
The moduli space M trg of weighted metric graphs of genus g was defined in [4], and has the structure of a
(3g− 3)-dimensional stacky fan. The cones in M trg of dimension d correspond to combinatorial types, which
are pairs consisting of a graph H with d edges and a weight function w on its vertices. A constrained type is
a triple (H,w, r), where r is an equivalence relation on the edges of H. In a metric graph Σ corresponding
to the constrained type (H,w, r), the equivalence relation r requires that edges in the same equivalence
class have the same length. One can contract edges of a constrained type to arrive at a new constrained
type. The operation of contraction is discussed in detail in [6, Section 4.1] and depicted in Figure 6.
Definition 6.1. The moduli space of tropical superelliptic curves Strg,n is the set of weighted metric graphs
of genus g which have a degree n superelliptic covering to a tree. Let Sptrg,n ⊂ Strg,n denote the image under
tropicalization of superelliptic curves defined by equations of the form yn = f(x) with distinct roots.
By Theorem 5, when n is prime we have Strg,n ⊂ M trg is equal to the image under tropicalization of the
locus of superelliptic curves insideMg, the moduli space of genus g curves. We comment Sptrg,n ( Strg,n when
n > 2. See Figure 6 for the combinatorial types of weighted metric graphs corresponding to cones inside
Str4,3 and Sptr4,3.
Figure 6: The combinatorial types of weighted metric graphs corresponding to maximal cones in Str4,3. The
graphs which are also inside Sptr4,3 are purple. The arrows between them correspond to contractions of edges.
Proposition 6.2. The locus Strg,n of weighted metric graphs of genus g which have a degree n superelliptic
covering to a tree has the structure of a stacky polyhedral fan.
Proof. In [6, Section 4.1], Chan proves that given a collection S of constrained types which are closed under
contraction, the space MS they define is a stacky fan with cells in correspondence with the constrained
types. We can obtain a constrained type from a combinatorial type of genus g graph with a degree n
superelliptic covering to a tree by making the relation r to equate any edges which have the same image
under the covering map. Let (H,w, r) be such a type, admitting a degree n superelliptic covering θ to the
tree T which gives the relation r. If (H ′, w′, r′) is a contraction of (H,w, r) along the equivalence class of
edges [e], and T ′ is the contraction of T along the edge θ([e]), one can see using the local Riemann-Hurwitz
equations (H ′, w′, r′) admits a degree n superelliptic covering to the tree T ′.
Using the Riemann-Hurwitz equation, we can compute the genus of a graph in the case when p is prime
and the map has r ramification points. To that end, let g(p, r) := (p− 1)(r/2− 1).
Theorem 6.3. Let r ≥ 4 be an integer number of ramification points. Given two odd primes p and p′, the
stacky polyhedral fan Stropg(p,r),p is the same as S
trop
g(p′,r),p′ .
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Proof. Define a new stacky polyhedral fan Ts(r) for r ≥ 4 whose cones correspond to pairs (T, s), where T
is a tree on r leaves and s is any subset of the edges of T which we call a signature. Each cone has dimension
equal to the number of interior edges of T . We glue the cone (T, s) to the cone (T ′, s′) when (T ′, s′) is a
pair in which an edge e ∈ T has been contracted, and s′ = s\{e}.
Given a tree T with r leaves and m interior edges, one can compute all superelliptic graphs with a degree
p map to T in the following way. A choice of signature on T corresponds to deciding which interior edges
have p preimages or 1 preimage in a superelliptic graph mapping to T . This yields 2m signatures, but some
signatures do not yield admissible covers. On each interior vertex v, compute the weight using the local
Riemann-Hurwitz equation. If the vertex has no leaves and all edges adjacent to it have multiple preimages,
then the vertex has p preimages and weight 0. Otherwise w(v) = (p− 1)(rv − 2)/2, where rv is the number
of leaves at v plus the number of ramified edges. The graph is superelliptic if and only if this number is
a positive integer for all vertices of the tree. Since p is odd, this is always be an integer. Then, we need
that at each vertex, rv ≥ 2. Any signature on a tree satisfying this yields a superelliptic graph. In other
words, the graphs admitting a degree p superelliptic cover of T are in bijection with the good choices of
signatures on T . The space Strg(p,r),p naturally sits inside Ts(r); each cone corresponding to a superelliptic
curve Σ→ T is mapped to the cone (T, s) where T is the tree corresponding to that curve and s is the set
of ramified edges in the covering. Whether or not a signature is admissible does not depend on p, so for any
odd primes p and p′, the images Strg(p,r),p ⊂ Ts(r) and Strg(p′,r),p′ ⊂ Ts(r) are the same.
Theorem 6.4. For primes p ≤ 17 and number of ramification points r ≤ 14, the number of maximal cones
in Strg(p,r),p and Sp
tr
g(p,r),p is given in Table 1.
Proof. This was done by direct computation in Mathematica, as we describe below. We restrict to the case
of prime n = p to simplify the computation. First, we precompute all trivalent trees on r leaves.
For the computations for Strg(p,r),p, we create all graphs arising from assigning on each interior edge of
the tree which ones are ramified and which are unramified (this gives 2r−3 possibilities). We check which of
the resulting graphs have an assignment of non-negative integer weights on the vertices satisfying the local
Riemann-Hurwitz condition. Then, we remove the isomorphic duplicates. For the case of fourteen leaves,
this took 2.6 days to compute.
For the computations on Sptrg(p,r),p, the possible metric graphs arising from a fixed tree T depend only
on the choice of where ∞ specializes. This is because the metric graph is determined by the divisor of f ,
and in the case with distinct roots, this is completely determined by where∞ specializes on T . So, we make
all possible choices and compute the resulting metric graphs. Then, we remove the isomorphic duplicates.
The computations with twenty leaves took 16 hours each to compute.
Strg,p Sp
tr
g,p
r p=2 p>2 3 5 7 11 13 17
4 1 2 1 1 1 1 1 1
5 0 2 2 1 1 1 1 1
6 2 7 2 0 2 2 2 2
7 0 11 0 5 2 2 2 2
8 4 34 11 7 0 4 4 4
9 0 80 6 12 17 6 6 6
10 11 242 0 11 22 11 11 11
11 0 682 92 0 40 18 18 18
12 37 2146 37 160 70 0 37 37
13 0 6624 0 227 132 273 66 66
14 135 21447 916 457 135 342 0 135
15 0 - 265 265 0 679 1248 265
16 552 - 0 0 3167 1173 1535 552
17 0 - 10069 8011 4323 2374 3098 1132
18 2410 - 2410 12029 8913 4687 5359 0
19 0 - 0 24979 16398 9859 10996 29729
20 11020 - 117746 11020 34511 20542 21833 35651
Table 1: The number of maximal cones in Sptrg(p,r),p and S
tr
g(p,r),p. The column labeled p = 2 displays the
number of maximal cones in Sptrg(2,r),2 and S
tr
g(2,r),2.
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