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A B S T R A C T
This paper describes a new computational ﬂuid dynamics methodology for modelling elastohydrodynamic
contacts. A ﬁnite-volume technique is implemented in the ‘OpenFOAM’ package to solve the Navier-Stokes
equations and resolve all gradients in a lubricated rolling-sliding contact. The method fully accounts for ﬂuid-
solid interactions and is stable over a wide range of contact conditions, including pressures representative of
practical rolling bearing and gear applications. The elastic deformation of the solid, ﬂuid cavitation and
compressibility, as well as thermal eﬀects are accounted for. Results are presented for rolling-sliding line
contacts of an elastic cylinder on a rigid ﬂat to validate the model predictions, illustrate its capabilities, and
identify some example conditions under which the traditional Reynolds-based predictions deviate from the full
CFD solution.
1. Introduction
Elasto-hydrodynamic lubrication (EHL) is a lubrication regime
where a thin lubricant ﬁlm is formed between two contacting surfaces
in relative motion under pressures signiﬁcant enough to cause con-
siderable elastic deformation of the surfaces. EHL usually occurs in
non-conformal contacts and many machine elements, including rolling
bearings and gears, rely on EHL in their operation. Although existence
of a ﬂuid ﬁlm suﬃcient to separate two surfaces under hydrodynamic-
rigid conditions, such as in a journal bearing, was known since the
work of Tower [1] in 1883, it was not until 1949 [2] that scientists
predicted that a thin ﬂuid ﬁlm can also separate surfaces in high
pressure, non-conformal contacts. Clear experimental observation of
the EHL ﬁlm was ﬁnally provided by Gohar and Cameron in 1963 [3].
Formation of such a ﬁlm is possible due to high pressure having two
beneﬁcial eﬀects: ﬁrstly, it increases lubricant viscosity in the contact
inlet and secondly, it elastically ﬂattens the contacting surfaces, hence
the term elasto-hydrodynamic lubrication. Classical solutions of elas-
tohydrodynamic contact problems use the Reynolds’ equation [4] to
describe the behaviour of lubricant in high-pressure, non-conforming
contacts, while elastic deformation is usually calculated using Hertz
theory of elastic contact. Reynolds's equation is a simpliﬁcation of full
Navier-Stokes equations, derived by assuming a Newtonian lubricant
with constant density and constant pressure and viscosity across the
ﬁlm thickness. Cameron et al. [5] and Sassenfeld et al. [6] developed
the ﬁrst Reynolds-based computerised numerical solutions for hydro-
dynamic lubrication and in 1959 Dowson and Higginson [7] produced
the ﬁrst full numerical solution for EHL. Subsequently, Dowson and
co-workers, amongst others, also proposed regression equations for
prediction of EHL ﬁlm thickness based on their numerical solutions
[8,9]. These, and similar, EHL regression equations have since found a
wide-spread use in tribology. Since then, several studies have shown
that, for low sliding speeds and/or loads, physically acceptable results
can be obtained with Reynolds assumptions. However, the range of
operating speeds and contact pressures in many applications, including
rolling bearings, result in shear stresses that generally exceed the limits
of Newtonian behaviour for most lubricating oils. Johnson and
Tevaarwerk [10], amongst others, showed that the Newtonian model
can grossly overestimate the contact shear-stress. Many authors have
considered the eﬀects of non-Newtonian behaviour on EHL notably,
Najji et al. [11] who derived a generalised Reynolds equation for non-
Newtonian ﬂow that can accommodate appropriate rheological models
for incompressible ﬂuid and steady-state ﬂow; and Conry et al. [12]
who derived a modiﬁed-Reynolds equation based on the non-
Newtonian rheological model of Eyring.
Schäfer et al. [13] and Bair et al. [14] noted that appropriateness of
applying the Reynolds equation to EHL problems is questionable at
high pressures (Hertzian) and in high shear-stress regions of the
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contact. The noted inaccuracies arise due to the assumptions made in
derivation of the Reynolds and modiﬁed Reynolds equations.
Speciﬁcally, the gradients of velocity, viscosity and pressure along the
ﬁlm thickness are either signiﬁcantly simpliﬁed or completely ne-
glected. An alternative approach that considers the continuity and
momentum equations, which fundamentally describe the ﬂuid dy-
namics, to fully resolve these gradients can overcome these deﬁcien-
cies. Such an approach can be achieved through an implementation of a
CFD method for EHL problems. CFD oﬀers a number of other beneﬁts
over the Reynolds-based models: It considers the entire ﬂuid and solid
domains, whereas the Reynolds-based models are limited to the near-
parallel contact region; It oﬀers a more accurate treatment for
cavitation and greater ﬂexibility in implementing the relationship
between ﬂuid properties and pressure, temperature, shear-rate and
other contact variables. The only disadvantage of a CFD based method
is the considerably lower eﬃciency in terms of computational cost due
to the enlargement of domain size and problem complexity.
Tucker, Keogh and co-workers [15,16] applied CFD techniques to
model hydrodynamics of a journal bearing by accounting for thermal
and viscous eﬀects. Almqvist and Larsson [17] successfully solved an
EHL problem using a commercial CFD-code. They used the Dowson-
Higginson expression [18] to model cavitation, the lubricant was
assumed to be Newtonian and the Boussinesq solution was used for
the elastic deformation. They found good agreement with the Reynolds
theory but they did not discuss thermal eﬀects. Subsequently, Almqvist
et al. [19] modelled an EHL contact with idealised surface roughness
by introducing a single cosine wave (ridge) propagating along contact
for pressures of up to 0.6 GPa. This study largely focused on the eﬀect
of surface roughness on the pressure distribution.
Hartinger et al. [20] modelled EHL using a CFD model that
included cavitation and thermal eﬀects and implemented the Eyring
model to describe non-Newtonian ﬂuid behaviour, while the elastic
deﬂection was approximated using Hertzian contact theory. Thermal
eﬀects were shown to reduce friction force by up to 88.5% compared to
an isothermal solution. Maximum pressure in this model was limited to
0.8 GPa.
Bruyere et al. [21] used a Finite Element method to solve Navier-
Stokes equations coupled with elastic deformation. They employed a
non-Newtonian rheology model along with compressibility and thermal
eﬀects. The cavitation model was simpliﬁed using an equation of state
limited to the continuity of density-pressure-temperature law over the
exit area. Energy equation was assumed to be dominated by high
compression and viscous heating. The presented results were in good
agreement with the Reynolds and Hartinger et al. models but are
limited to a relatively narrow range of contact conditions with
pressures of up to 0.7 GPa.
This paper describes a new ﬁnite-volume (FV), two-way coupled,
solid-ﬂuid solver with reasonable eﬃciency and computational cost,
beneﬁting from multigrid acceleration and advanced numerical con-
trollers, applicable to both steady-state and transient problems. The
advantage of using a single numerical tool enables an internal transfer
of information at the ﬂuid-solid interface through a single, common
data structure. The present model considers contact conditions perti-
nent to roller bearings. First, Navier-Stokes equations are solved to
provide a ﬂuid solution, which accurately describes the lubricant ﬂow
within the contact and the surrounding domain. The considered ﬂuid
rheology includes non-Newtonian behaviour and shear-thinning. The
phenomenon of cavitation is modelled by implementing a homogenous
equilibrium cavitation model, which maintains a speciﬁed lubricant
saturation pressure in the cavitating region. The current approach
solves the full momentum and energy equations, and satisﬁes con-
tinuity. Furthermore, a ﬁnite volume solid solver is coupled with the
ﬂuid solver in a forward iterative manner to take into account elastic
deﬂection eﬀects resulting in a partitioned two-way-strongly-coupled
ﬂuid-solid-interaction (FSI) algorithm. The governing equations and
their numerical solutions are implemented using OpenFOAM, a freely
available open-source CFD package based on the FV method [22–24].
Current implementation of the model is applicable to two-dimensional,
line contacts only, but the general CFD methodology presented is
adaptable to three-dimensional problems of elliptical contacts, pro-
vided adequate mesh modiﬁcations are implemented.
The model oﬀers great ﬂexibility with arbitrarily unstructured 3-D
mesh, and accommodation of complex ﬂuid and solid laws is straight-
forward. The developed method has been applied to a series of
Nomenclature
α Pressure viscosity coeﬃcient, 1/Pa
αT,s Thermal diﬀusivity of solid at temperature T, m
2/s
β Thermo-viscous constant for a ﬂuid, 1/K
Δt Time step, s
Δhd Rigid displacement increment, m
γ Diﬀusion ﬁeld
γ ̇ Shear rate, 1/s
η Dynamic viscosity, Pa s
ηp Low shear-rate dynamic viscosity at pressure p, Pa s
η0 Dynamic viscosity at atmospheric pressure, Pa s
μ Kinematic viscosity, m2/s
μ , λs s Lame's constants, Pa
υ Poisson's ratio
ρ Density, kg/m3
σ Stress, Pa
ε Strain
τ Shear stress, Pa
τ0 Eyring stress, Pa
ν Solid body displacement vector m
Ad A diagonally dominant and symmetric matrix
E Young's modulus, Pa
Er Reduced Young's modulus π= +υE
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⎝
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⎝⎜
⎞
⎠⎟
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⎟⎟, Pa
I Unit matrix
l Distance, m
fb Body force, N
Pr,0 Roelands reference pressure, Pa
R Radius of the contacting cylinder, m
t Time, s
u Velocity, m/s
Ue Entrainment velocity [=0.5(u1+u2)], m/s
T Temperature, K
T0 Ambient temperature, K
Vp Volume of a control volume (CV) centred on point P, m
3
Z A constant in Roelands viscosity equation
k Thermal conductivity, W/(mK)
aN, aP Matrix coeﬃcients
as Sonic velocity in solid, m/s
x, z Spatial coordinates, m
Cp Heat capacity, J/(kg K)
Cs,v Heat capacity of solid, J/(kg K)
L Load, N/m
S Surface area vector
Subscripts
1, 2 identify body 1 and body 2 respectively
l, s, v identify liquid, solid and vapour respectively
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lubricated metal-on-metal line contact problems with slide to roll ratios
ranging from 0 to 2 (pure rolling to pure sliding). The results obtained
using the new method show a good agreement with Reynolds theory
when the ﬂuid is in the Newtonian regime. Thermal and iso-thermal
EHL test cases are compared to previously published results to conﬁrm
the validity of the model. Further results are presented to show the
suitability of the model to study diﬀerent contact conditions including
cases where Reynolds based approaches are unable to provide accurate
predictions. Validity of the model over a wide range of EHL conditions
and at pressures representative of those found in practical rolling
bearing applications is illustrated.
2. Formulation and implementation
The geometry considered by the current model implementation is
that shown in Fig. 1 and consists of an elastic half cylinder forming a
rolling-sliding, lubricated, line contact with a rigid ﬂat wall. The contact
is fully ﬂooded by the chosen lubricating oil and a hydrodynamically
generated oil ﬁlm fully separates the two solid bodies at all times, so
that no solid-to-solid contact occurs. The chosen geometry (see Fig. 1)
can be considered to simulate a roller – raceway contact in a cylindrical
roller bearing provided that the elastic cylinder is assigned a radius, R,
equal to the reduced radius of the roller-raceway contact. The cylinder
is deformable while the ﬂat is assumed to be rigid. The combined
elastic properties of the contacting bodies can be described by the
reduced elastic modulus of the contact, Er. A horizontal velocity is
imposed to the raceway (moving wall) while the angular speed of the
cylinder is also controlled, so that any slide-roll-ratio (SRR) can be
modelled. The chosen coordinate system is such that the origin is in the
centre of the cylinder and x and z coordinates are along the rolling-
sliding direction and vertically through the ﬁlm respectively, as shown
in Fig. 1.
This section will describe the theory and methodology employed in
the current model and its implementation in the OpenFoam CFD
package. It should be noted that, although the current implementation
of the model is applicable to two-dimensional line contacts only, the
presented methodology is easily adapted to a three-dimensional
contact by appropriate modiﬁcations to the mesh employed. Solution
is ﬁrst presented for the ﬂuid (lubricant) and solid domains, and then
the coupling of these two domains through a partitioned, two-way-
coupled ﬂuid-solid-interaction (FSI) algorithm is described.
2.1. Fluid solver
The general governing equations for the ﬂuid domain are the
continuity and the momentum equations:
ρ
t
ρu∂
∂
+∇.( )=0
(1)
ρu
t
ρuu τ p∂( )
∂
+∇.( )+∇. =−∇( )
(2)
where gravitational eﬀects are neglected and τ is the viscous stress
tensor given by:
τ μ u u μ I u= − (∇ + (∇ ) ) − 2
3
∇.T
(3)
For an accurate prediction of lubricant behaviour in an EHL
contact, the eﬀects of compressibility, cavitation, temperature and
lubricant rheology are incorporated in the model.
2.1.1. Compressibility
An understanding of how the lubricant density varies with pressure
is necessary for the numerical solution of EHL contacts. In the early
development of Elastohydrodynamic lubrication theory, the iso-ther-
mal Dowson-Higginson [25] equation was generally used to consider
the pressure-density relationship:
ρ p ρ p
p
5 9 10 1 34
5 9 10
( )= . * + .
. * +0
8
8 (4)
where ρ0 is the lubricant density at atmospheric pressure and p is in Pa.
2.1.2. Cavitation
Cavitation is formation and activity of bubbles (or cavities) in a
liquid and can be divided into four diﬀerent types: hydrodynamic,
acoustic, optic and particle cavitation. In an EHL contacts, found in
rolling bearings, we are only concerned with hydrodynamic cavitation
[26].
In the Reynolds based approach, cavitation is commonly modelled
by forcing pressure to be greater or equal to zero by modifying the
Gauss-Seidel matrix solver; an alternative ‘penalty’ method, proposed
by Wu [27], can also be used. In a CFD approach, any unphysical
tampering of pressure causes violation of the continuity equation. The
current cavitation model, originally developed by Weller [22,24], is a
homogenous equilibrium model where a single set of density and
momentum equations for the mixture is solved. The saturation
pressure (pSat) of the liquid is maintained in the cavitating region.
The liquid is converted into vapour where the pressure drops below
pSat. If the pressure rises above the cavitating pressure, vapour is
converted into liquid. In case there is no liquid to convert, pressure will
drop below pSat.
The derivation of Weller cavitation model equations can be re-
written as outlined by Hartinger [28], to which the reader is referred to
for the full implementation, to include non-linear and unsteady terms
of Eq. (2).
2.1.3. Rheology
For a given change in pressure, the change of lubricant viscosity is
much greater than the change in its density. Therefore, research has
mainly been directed towards obtaining an accurate evaluation of the
rheological behaviour, rather than a better description of the compres-
sibility of lubricants in EHL contacts. Pressure-viscosity behaviour at
the highest pressure within the contact is necessary for the calculation
of traction; therefore applied piezo-viscous model should be capable of
estimating correct values of viscosity at high pressures. Advancements
in understanding of rheological behaviour of ﬂuids under high pres-
sure, thin ﬁlm lubrication conditions have led to inclusion of improved
physical descriptions in theoretical analyses [29–32]. The majority of
work on modifying the Reynolds equation uses the Roelands piezo-
Fig. 1. A schematic illustrating the geometry considered by the present model.
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viscous model to account for the eﬀects of pressure and temperature on
viscosity [33] through the following equation:
η η η p
p
T
T
= exp (1n( ) + 9.67) 1 + − 1 − 138
− 138R
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β T
n η
0 0
0 0
− ( −1381 ( )−9.67
0
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This was further adapted by Houpert [34] to:
η η β T T= exp (− *( − ))Roelands Houpert R− 0 (6)
where Z and β* are given by:
Z
β η p
=
*=[ln( )+9. 67][1 + 5. 1×10 ]
α
η
Z β
η
5 . 1 × 10 (ln( ) +9 . 67)
0
−9
ln( ) +9 . 67
−9 0
0
⎡
⎣⎢
⎤
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where α is the pressure-viscosity coeﬃcient, β is a thermo-viscous
constant, η0 is the viscosity at atmospheric pressure, T0 is a reference
or ambient temperature and Z is a constant for a given oil independent
of temperature and pressure.
Roelands placed an upper pressure limit for the accuracy of his
formulation at 0.3–0.5 GPa [33]. However, pressures commonly found
in practical concentrated EHL contacts, such as those in rolling
bearings, are commonly much higher than these limits. Furthermore,
a number of studies have shown that the Roelands’ expression is
inappropriate even at pressures lower than 0.5 GPa [35,36]. Bair [14]
recently carried out a series of experimental investigations at high
pressures which suggested that the Yasutomi free-volume model is
applicable under EHL contact conditions.
At high loads and high strain rates, there is a large discrepancy
between the experimental data and numerical results obtained from
Newtonian viscosity models. In order to predict the lubricant viscosity
more accurately, thermal and non-Newtonian eﬀects are incorporated
in the rheology model.
Sinh-law [37], described by Eq. (7), is commonly used to describe
the shear-thinning behaviour of an oil:
γ τ
η
τ
τ
̇ = sinh
p
0
0
⎛
⎝⎜
⎞
⎠⎟ (7)
Where ηp is the low shear rate Newtonian dynamic viscosity at
pressure p and τ0 is a reference stress called the ‘Eyring stress’, which
deﬁnes the boundary between Newtonian and non-Newtonian beha-
viour. If contact shear stress is written as:
τ η γ= ̇eyring (8)
then, inserting Eq. (8) into Eq. (7), gives an expression for the shear-
thinning viscosity of a ﬂuid:
η τ
γ
γη
τ
=
̇
sinh
̇
eyring
p0 −1
0
⎛
⎝⎜
⎞
⎠⎟ (9)
Viscosity ηp needs to account for piezoviscous eﬀects at in-contact
pressures, and can be calculated using relationships given in Eqs. (5)
and (6) above, so that:
η τ
γ
sinh
η
τ
γ=
̇
̇Eyring Roelands
Roelands Houpert
−
0 −1 −
0
⎛
⎝⎜
⎞
⎠⎟ (10)
At low shear-rate, the resulting viscosity model is equivalent to the
implementation of the Roelands viscosity model.
2.1.4. Energy equation
In an EHL contact, heat generated through the relative motion of
solid bodies and shearing of the lubricant can signiﬁcantly change the
ﬁlm behaviour [8–10]. Dowson [29] solved the energy equation, for the
ﬁrst time, in ﬂuid region by assuming that the velocity across the ﬁlm
thickness, and the velocity and temperature gradients along the ﬂow
direction, are negligible. Thermal studies of EHL contacts are pre-
sented in the pioneering works of Cheng and co-workers [38,39] and
Zhu and Wen [40]. Kim and Sadeghi [41] developed an EHL numerical
solution for a rolling/sliding point contact in the presence of
Newtonian, thermal compressible ﬂuids where the Reynolds, elasticity
and energy equations were solved simultaneously with multilevel
multigrid techniques. It was concluded that temperature increase in
the contact is large and cannot be neglected. Wang et al. [42] developed
a computational algorithm to solve non-Newtonian thermal EHL for
line contacts. Two diﬀerent energy equations were implemented to
describe the inlet and the back-ﬂow regions [43,44]. They found that
thermal eﬀects tend to change the height of the EHL pressure spike as
well as its shape. Yang [45] developed a general numerical approach for
transient Newtonian thermal EHL for general elliptical point contacts.
They provide a comparison between thermal and iso-thermal solutions
which indicates that the temperature in EHL contacts can rise by up to
200 °C, and thinner ﬁlm thicknesses can be predicted relative to
isothermal solutions. Habchi et al. [46,47] proposed a ﬁnite element
model for thermal EHL contacts lubricated with Newtonian and non-
Newtonian lubricants, results of which showed that the inclusion of
non-Newtonian and thermal eﬀects leads to thinner ﬁlms at high
sliding speeds.
The solution of energy equation is implemented in the present
model through the procedure introduced in [20] and will not be
repeated here for the sake of brevity. The reader is referred to that
reference for further detail.
2.2. Solution for the solid domain
Most EHL simulations involve a combination of ﬁnite volume (FV)
or ﬁnite diﬀerence (FD) solver for the ﬂuid and a ﬁnite element (FE)
solver for the solid. The current model presents a new approach where
the FV technique is used for solutions of both the ﬂuid and the solid
domain in general EHL problems.
The current implementation of the model assumes that all elastic
deformation is accommodated by the half-cylinder while the other
surface is assumed rigid.
2.2.1. Deformation
The solid solver incorporates the linear elastic equation (moderate
stresses and strains) using an iterative segregated approach and a
Langrangian formulation. However, more complex laws can be easily
implemented to describe the solid behaviour. The numerical imple-
mentation in OpenFOAM is similar to the linear structural solver
presented by Jasak and Weller [48].
The force balance of a solid element reads:
ρ ν
t
σ ρ f∂ ( )
∂
− ∇. =s s b
2
2 (11)
where v is the displacement vector, ρs is the solid density, fb is the body
force and σ is the stress tensor.
The plane strain assumption is applied since line contact cases are
studied in this paper. The strain tensor is deﬁned in terms of
displacements, v:
ε v v=1
2
(∇ +∇ )T
(12)
The stress and strain tensor relation closes the system of equations
(Hooke's law):
σ μ ε λ tr ε I=2 + ( )s s (13)
where I is the unit tensor and μs and λs are Lame's coeﬃcients, which
are related to Young's modulus of elasticity E and Poisson's ratio υ
through:
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μ E
υ
=
2(1 + )s (14)
λ υE
υ υ
=
(1 + )(1 − 2 )s (15)
Eq. (11) can be re-written as:
ρ v
t
μ v μ v λ Itr v ρ f∂ ( )
∂
−∇. [ ∇ + (∇ ) +( (∇ ))] =s s s T s s b
2
2 (16)
Centroids of two neighbouring control volumes (CV) are shown in
Fig. 2, as points P and N; the internal face f is shared only between two
CVs and S is the surface area vector.
The equations are discretised in the integral form over the CV and
solved in a segregated manner, where each component of the displace-
ment vector is solved separately and the inter-component coupling is
treated explicitly. Segregation enables partial convergence and memory
use optimisation through solving three smaller matrices consecutively,
rather than a large matrix consisting of all three components of
displacement. The convergence is achieved when the residuals of all
equations drop below a prescribed level.
In order to perform FVM discretisation, Gauss's theorem is applied
to the integrated form of Eq. (16) over the CV associated to point P and
characterised by volume VP:
∫ ∮ ∫ρ vt dV ds μ v μ v λ Itr v ρ f dV
∂ ( )
∂
= . [ ∇ + (∇ ) + (∇ )]+
V
s
V s s
T s
V s b
2
2 ∂P P P (17)
Where ∮ dsV∂ P denotes the surface integral over the CV with volume VP.
The resulting matrices are sparse, diagonally dominant, and the system
of algebraic equations on a single cell is given by:
∑a v a v b+ =P P
N
N N P
(18)
where aP is a diagonal coeﬃcient that includes contributions from the
transient and diﬀusive terms, aN is an oﬀ-diagonal coeﬃcient gener-
ated by the diﬀusion term, and bP is the right-hand side coeﬃcient that
depends on v values from the previous time step and the previous
iteration. Since vp depends on the values of the neighbouring cell, Eq.
(18) can be written as a system of algebraic equations:
A v r[ ][ ]=[ ]d (19)
where Ad is the sparse matrix (diagonally dominant and symmetric)
with coeﬃcients ap on the diagonal and coeﬃcients aN oﬀ the
diagonal, [v] is a vector consisting of displacement increments for all
the CVs and [r] is the right hand side vector consisting of source terms
for all CVs. The system of equations is solved by using a segregated
algorithm, where three components of displacement vector increment
are solved separately from each other. The matrix Ad is symmetric and
diagonally dominant and is solved with a conjugate gradient Cholesky
preconditioned solver [23,49] which provides accuracy and computa-
tional time eﬃciency.
2.2.2. Energy equation
The energy conservation for a solid cell can be written as:
ρ C T
t
k T ρ C v T k
T
∂
∂
= ∇. ( ∇ ) + − .̇ ∇ + ∂
∂
(∇. T)s s v s s s v s, , 2 (20)
where v ̇ is the velocity of solid cell. For the presented cases in this
paper, the solid thermal conductivity is assumed to be constant and
therefore the last term on the right hand side of Eq. (20) is neglected.
The Laplacian term (the ﬁrst term on the right hand side of Eq. (20)) is
discretised using Gauss linear corrected scheme, the divergence term is
discretised using Gauss linear scheme, the gradient terms are calcu-
lated based on Gauss linear discretisation and ﬁnally, the Euler implicit
scheme is used for the discretisation of the time derivatives [49].
2.2.3. Load balance
To check for load convergence, the pressure distribution force is
evaluated numerically at the end of each time step to compare the
current load, L, carried by the EHL ﬁlm, with the target load Laim. The
current load is calculated through the integral form of pressure
distribution acting on the deformed surface.
A characteristic deformation time, td, is deﬁned to introduce a
dependency on time-step tΔ :
t R
a
=d
s (21)
where R is the radius of the contacting cylinder and as the sonic
velocity in the solid material (taken as 5000 m/s). The ﬁnal rigid
displacement increment prescribed at the remote boundaries of the
solid body to achieve the prescribed load is given by:
h v v L L
L
t
t
rΔ =( − ) − Δd max min aim
aim d
d
(22)
where vmax and vmin are the maximum and minimum deﬂections in
the solid domain and rd is the under-relaxation factor for deﬂection.
For stability reasons, Δhd is limited by the prescribed maximum
velocity of the solid body of 2.10–3 m/s.
Fig. 2. Schematic of a control volume.
Fig. 3. Decomposition of a polyhedral cell into tetrahedral elements.
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2.3. Fluid solid interaction
An FSI model is used to describe a dynamic system inﬂuenced by
the interaction of a moving ﬂuid and a deforming solid. Therefore, a
major aspect of FSI analysis is the coupling of the ﬂuid and solid
domains, which manifests itself in both the mesh movement linked to
the elastic deﬂections and the heat generation and transfer between the
ﬂuid and the solid domain.
2.3.1. Moving mesh
Dynamic mesh deformation models using FV techniques are limited
to spring analogy and triangular cells. These methods are proven to be
weak particularly for arbitrarily unstructured meshes that are common
in FV simulations [50]. Dynamic mesh motion is instead adopted in the
current model in a similar manner to the FV dynamic mesh motion
proposed by Jasak and Tukovic [51].
The current method is devised for arbitrary polyhedral mesh
composition. Polyhedral cell is split into tetrahedrals by splitting its
faces into triangles and introducing a point at the cell centroid
(Fig. 3a). Identical face decomposition is used for both cells sharing
an internal face (Fig. 3b).
Laplacian operator is well suited for mesh motion solver as it is
always bounded. Moreover, the use of tetrahedral elements, for a
Laplacian operator, produces a diagonally dominant matrix that
increases computational eﬃciency. The Laplacian operator with dis-
tance based diﬀusion ﬁeld (γ) is chosen to govern mesh motion.
γ u∇.( ∇ )=0 (23)
where u is the point velocity ﬁeld used to modify point positions:
x x u t= + ∆new old (24)
where xold and xnew are the point positions before and after mesh
motion. The mesh updates according to displacement increment.
A linear distance based method is implemented where the diﬀusion
ﬁeld γ is a function of cell centre distance, l, to the nearest prescribed
boundary patches.
γ
l
=1
(25)
Eq. (24) is discretised over the tetrahedral decomposition using a
second-order accurate method. The produced matrix is solved with an
iterative linear equation solver using the Incomplete Cholesky pre-
conditioned Conjugate Gradient (ICCG) algorithm [49].
2.3.2. Heat transfer
A multi-region coupling strategy is implemented for thermal
modelling of ﬂuid-solid interaction. By the use of a similar decomposi-
tion method, both meshes decompose at the same coordinate location.
The ﬂuid temperature equation is solved subject to the appropriate
Drichlet boundary condition (T T=f s) at the coupled interface (see
Fig. 4). Subsequently, the solid temperature equation is solved subject
to Neumann boundary condition q q=s f" " at the coupled interface. These
two steps are repeated until ﬁnal convergence is achieved.
2.3.3. FSI solver algorithm
Fluid-solid interaction solvers can generally be divided into mono-
lithic (or implicit) and partitioned (or explicit) where separate solutions
for ﬂuid and solid domains are obtained and some kind of iteration
scheme is used to account for interactions at the ﬂuid-solid boundary
[52]. The partitioned solvers can be further divided into one-way
coupled, where only the inﬂuence of ﬂuid forces on the solid deforma-
tions are considered, and two-way coupled, where the inﬂuence of the
resulting solid deformations on the ﬂuid domain is also considered.
Finally, two-way-coupled partitioned methods can be divided into
weakly-coupled, where no convergence at the ﬂuid-solid boundary is
sought at each time step, and strongly-coupled, where convergence at
solid-ﬂuid boundary is achieved at each time step [52]. Using these
deﬁnitions, the FSI algorithm implemented in this paper is best
described as partitioned, two-way-strongly-coupled solver i.e. both
the inﬂuence of ﬂuid forces on the solid and the resulting solid
deformations on the ﬂuid are accounted for and sub-iterations are
performed to ensure that the ﬂuid and solid interactions are converged
at the ﬂuid-solid boundary at each time step.
The initialization of the solver in Reynolds based approach is
normally done with dry Hertzian contact solution. However, the
current cavitation model becomes unstable if initialised with a pre-
scribed deﬂection. Instead, solid and ﬂuid bodies in the present model
are separated by an initial gap (0.1 µm was found to be numerically
stable for the cases analysed here). The bodies are pressed together,
using Eq. (22), until the target load is reached. The ﬂuid domain is
solved using an algorithm similar to the Pressure-Implicit Split-
Operator (PISO) [23,49]. The general procedure of the ﬂuid-solid
structure solver is illustrated in Fig. 5. All ﬂuid governing equations,
continuity, temperature and pressure equations are solved using
GAMG matrix solver, while the solid governing equations are solved
using the Cholesky preconditioned conjugate gradient solver [23,49].
3. Results and discussion
The geometry considered in all case studies in this section is that
shown in Fig. 1. The half-cylinder is assigned elastic material proper-
ties while the wall is considered rigid so that the combined material
properties of the contacting bodies are described by a reduced elastic
modulus, Er (= π= +υE
υ
E
1 − 1 −
−1
12
1
22
2
⎛
⎝
⎜⎜
⎛
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⎞
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⎞
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⎟⎟. All common case parameters
used throughout the paper are listed in Tables 1–3. Table 1 lists the
general parameters while thermal properties of the lubricant and the
solid are listed in Tables 2 and 3 respectively. The remaining, case
speciﬁc parameters, including the entrainment speed, slide-roll-ratio,
load and lubricant viscosity, are listed in each ﬁgure caption corre-
sponding to the case being considered.
The boundary conditions for density are zero gradient at all
boundaries. The pressure gradient is zero at the walls and pressure is
ﬁxed to ambient pressure at inlet and outlet. The boundary conditions
for velocity are set in accordance with the imposed slide-to-roll ratio
and velocity directions are as shown in Fig. 1. The velocity at the inlet
and outlet is calculated according to the mass-ﬂux.
The chosen basic geometry of a cylinder on ﬂat is intended to
simulate a roller-raceway contact in a cylindrical roller bearing. Of
course, an actual roller bearing encompasses a series of cylinder-
raceway contacts and therefore periodic boundary conditions may be
Fig. 4. Interfacial cells in solid and ﬂuid domains.
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considered to be physically more acceptable. Consequently, additional
cases with periodic boundary conditions at the inlet and the outlet have
also been tested to ensure the validity of the chosen boundary
conditions. These tests have shown that the boundary conditions
outlined above are representative for the conﬁguration considered.
The convergence criterion for each parameter is set separately and
iteration is only stopped once all residuals are below their respective
convergence criteria (pressure and velocity 10–12, temperature and
density 10−10 and deformation 10−9). To improve stability, the deﬂec-
tion under-relaxation factor is set to values in the range 0.01−0.05,
depending on speed and pressure ranges. The time step value is varied
between 10−10 and 10−8 s, depending on the particular conditions of
the case studied. It should be noted that it is possible to partition the
solution domain into sub-domains, in which case diﬀerent time steps
may be used in diﬀerent parts of the domain in order to reduce the
computation time. The number of inner correctors for the solid
deformation loop is related to the range of pressure values.
3.1. Model validation
3.1.1. Mesh convergence and stability considerations
The computational domain studied in this paper is shown in Fig. 6.
The ﬁgure attempts to illustrate the complexity of the mesh generation
for the ﬂuid domain, which arises due to the very low value of ﬁlm
thickness with respect to the ﬂuid domain to be simulated, and
schematically describes the strategy followed by the authors to
discretise the ﬂuid domain.
Fig. 5. A ﬂow chart of the complete model algorithm.
Table 1
EHL case parameters.
Parameter value
Cylinder radius R=0 mm
Domain length L=120 mm
Initial minimum gap hi =0.1 µm
Thermo-viscous constant Β=0.0476 1/K
Roelands reference pressure Pr,0=1.98. 10
8 Pa
Liquid density at pvapour ρl, sat=850 kg/m
3
Roelands pressure index z=0.689
Eyring stress τ0=5.0 MPa
Ambient pressure p0=10
5 Pa
Ambient temperature T0=353 K
Vapour pressure pvapour=5000 Pa
Vapour density at pvapour ρv, sat=0.0288 kg/m
3
Dynamic viscosity vapour μl=8.97×10
−6 m2/s
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For the standard case studied here (R=10 mm), the domain was
subdivided into blocks and diﬀerent expansion ratios were set in
diﬀerent blocks to maintain aspect ratios of less than ﬁve between
the neighbouring elements. For this purpose, the surface of the moving
wall was divided into segments (identiﬁed in Fig. 6 by diﬀerent colours)
each of which was assigned a diﬀerent number of nodes so that the
mesh density is the greatest in the central part of the contact region
(red segment in Fig. 6) and gradually decreases away from it.
Table 2
Thermal properties of the lubricant.
Parameter value
Speciﬁc heat capacity liquid Cp,l =2300 J/(kg K)
Speciﬁc heat capacity vapour Cp,v =1800 J/(kg K)
Thermal conductivity liquid kl=0.15 W/(m K)
Thermal conductivity vapour kv=0.025 W/(m K)
Heat of evaporation hevap=287 kJ/kg
Table 3
Thermal properties of the solid cylinder (typical bearing steel).
Parameter value
Density solid ρs=7850 kg/m
3
Speciﬁc heat capacity solid Cv,s=450 J/(kg K)
Thermal conductivity solid ks=47 W/(mK)
Thermal diﬀusivity solid αT,s= 1.31✕10−5 m
2/s
Fig. 6. Subdivision of the computational domain and ﬂuid mesh discretisation (inset).
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
Table 4
Details of mesh convergence study reporting the maximum relative % error in pressure,
with respect to the Reynolds equation solution for the equivalent case, for a varying
number of mesh nodes in the fluid domain (pure sliding case with a Newtonian fluid).
Total number of nodes in the ﬂuid domain X
874 1748 3496 6992
Z 2 1.813 2.145 2.463 2.601
5 0.983 0.426 0.447 0.521
10 1.361 0.296 0.112 0.121
20 1.781 0.312 0.106 0.109
Table 5
CFD isoviscous-incompressible case parameters used in mesh convergence study.
Parameter Value
Cylinder radius R=10 mm
Moving wall velocity u=1 m/s
Film thickness h0=10
−7 m
Viscosity η=0.04201 Pa s
Fig. 7. Film thickness and pressure distributions for an isothermal case (Ue=2.5 m/s,
Er=345.23 GPa, SRR=2, L=10
5 N/m, η0=0.01 Pa s) as predicted by the current model
compared with the equivalent results from Hartinger et al. [20] and Bertocchi et al. [53].
Fig. 8. (a) Pressure, (b) Viscosity and (c) Shear rate distributions for the same case as
shown in Fig. 7 above (Isothermal solution, Ue=2.5 m/s, Er=345.23 GPa, SRR=2, L=10
5
N/m, η0=0.01 Pa s,).
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In order to test mesh sensitivity and stability of the code for the
ﬂuid solver, a mesh reﬁnement study was carried out by running the
model with an increasing number of nodes in the x and y directions,
and in each instance comparing its predictions to those obtained with
Reynolds equation for the equivalent case. Table 4 shows results of
such a study for a case with Newtonian lubricant under pure sliding at
1 m/s. All input parameters for this case are listed in Table 5; the ﬂuid
is isoviscous and incompressible, and its viscosity is typical of a
lubricant used in rolling bearing applications. Initial tests were
performed using the simpleFoam solver, a steady-state solver for
incompressible and isoviscous ﬂuids, whose governing equations are
continuity and momentum. As for the general solver, the equations
were discretised using second-order central diﬀerencing. ICCG (in-
complete-Cholesky preconditioned conjugate gradient) and BICCG
(incomplete-Cholesky preconditioned biconjugate gradient) solvers
were used for pressure and velocity matrices respectively [49]. The
residual tolerances are set to 10−6 for both velocity and pressure.
The ﬁnest mesh in the sensitivity study illustrated in Table 4
consists of 139840 cells: 20 elements are uniformly distributed across
the ﬂuid ﬁlm (y direction) while 6992 nodes are employed to discretise
the domain in the x direction (the full domain extends 14.14mm and is
centred in correspondence to the axis of the cylinder). Coarser meshes
were obtained by lowering the number of cells in both directions. A
single execution of the main loop for the ﬂuid solver (see Fig. 5) takes
16 s on a single Intel Core i7 3.2 GHz processor for the most reﬁned
mesh. The maximum % error for each mesh reported in Table 4
indicates that, in this example, a mesh independent solution is
achieved with 34960 total nodes (3496 in x and 10 nodes in y
direction).
Similar mesh reﬁnement studies were conducted for all cases
reported here. The computation was performed using the same
multi-block discretised domain. For the most demanding cases,
associated with large pressure gradients, it was necessary to use
80,000 cells in the central mesh segment of the ﬂuid domain identiﬁed
by the red colour in Fig. 6 (4000 nodes in the x direction, and 20 nodes
in the y direction) which corresponds to 88,000 cells covering the
complete ﬂuid domain.
In the solid domain, the number of cells is dictated by the accuracy
required to capture the high pressure thermal cases. In the cases
presented here, the nodes along the perimeter of the cylinder are set to
match the mesh used in the ﬂuid domain so that the solid mesh is
graded radially to decrease the number of elements used away from the
contact. However, additional tests were conducted to show that non-
conforming meshes, where nodes at the ﬂuid/solid interface are not
matched, can also be adopted in combination with appropriate
numerical schemes to interpolate values across the interface cells.
Solid cells ranged from 44,780 to 154,560 (thermal and isothermal
respectively). One execution of the main loop for the ﬂuid-solid solver
(see Fig. 5) takes 3 min on a single core Intel i7 3.2 GHz processor with
32 GB RAM for the most extreme cases reported here. As an indication
of the order of magnitude of the total computational time required to
obtain a fully converged solution, the case illustrated in Figs. 7 and 8
below took approximately 20 days on the same single core Intel i7
3.2 GHz processor with 32 GB of RAM.
3.1.2. Isothermal solution
In order to further validate the current model, its predictions are
compared with the equivalent results obtained by Hartinger et al. [20]
who also used a CFD based ﬁnite-volume approach. In addition, the
current predictions are also compared to those obtained using the
methodology developed by Bertocchi et al. [53] which is based on a
mass-conserving formulation of the Reynolds equation proposed by
Giacopini et al. [54] and has been modiﬁed to include elastic
deformations. The ﬁrst case studied is an iso-thermal pure sliding case
(SRR = 2) with entrainment velocity (ue) of 2.5 m/s. The lubricant is
assumed to be non-Newtonian and can undergo shear-thinning with
initial dynamic viscosity of η0=0.01 (Pa s); the target load being 10
5 N/
m.
Fig. 7 shows the comparison of isothermal pressure distribution
and ﬁlm thickness predictions from the current model to those of
Hartinger et al. [20] and Bertocchi [53]. A complete agreement is
evident in both the ﬁlm thickness and pressure predictions.
Pressure, viscosity and shear rate distributions for this case are
shown in Fig. 8(a), (b) and (c) respectively. Maximum viscosity within
the contact reaches 1.08 Pa s and some variation of viscosity through
the ﬁlm is evident in the centre of the contact due to shear-thinning.
The maximum shear rate is seen to occur at the exit constriction, near
the stationary cylinder. The ﬂuid ﬁlm pressure is constant through the
ﬁlm thickness for this case, characterised by relatively low viscosity.
These observations are in line with those predicted by Hartinger [28]
for the equivalent case of pure sliding with relatively low viscosity
lubricant.
3.1.3. Thermal solution
In order to validate the full model, including thermal eﬀects, the
results from a thermal case study are compared with the equivalent
thermal results of Hartinger et al. [20]. Fig. 9 compares the pressure
and ﬁlm thickness results for a pure sliding case with η0=0.01 Pa s
obtained with the current model, for a case where both bodies are
treated as conductive, with the results of Hartinger et al. [20] for the
same conditions. A good agreement between the two models is evident,
particularly given the fact that Hartinger et al. data was digitised from a
printed plot published in [20] and that their model uses Carslaw and
Jaeger solution for the thermal boundary conditions on the moving
solid surface (see [20]), whereas the shown solution from the current
model fully solves for the heat transfer within the solid bodies.
Fig. 10 shows the viscosity, temperature, shear rate and pressure
distributions for the same conditions (SRR=2 and η0=0.01 Pa s).
Results are for a thermal solution but the temperature of the top,
moving wall in this case was held constant. The maximum viscosity of
1.81 Pa s, which occurs on the faster moving wall, is higher than the
maximum viscosity predicted in the equivalent isothermal solution
(1.08 Pa s, Fig. 8(a)). The diﬀerence occurs due to the fact that less
shear-thinning is occurring when the thermal eﬀects are accounted for.
Non-constant lubricant viscosity through the ﬁlm is predicted due to
non-Newtonian and thermal eﬀects. Standard Reynolds solution
assumes that the viscosity is constant across the ﬁlm thickness and is
therefore unable to pick up this viscosity gradient through the ﬁlm. It
should be noted that the generalised form of Reynolds equation [12,29]
includes diﬀerential terms accounting for viscosity variation across the
ﬁlm; however, the full solution of this generalised equation requires the
Fig. 9. Film thickness and pressure distributions for a full thermal solution (all bodies
conductive) compared with equivalent results of Hartinger et al. which were digitised
from the published plot in [20]. (Ue=2.5 m/s, Er=345.23 GPa, SRR=2, L=10
5 N/m and
η0=0.01 Pa s).
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functional relationship between viscosity and distance through the ﬁlm
to be known, but since this is usually unknown, approximations are
commonly used.
Lubricant temperature rises by up to 27 K in the central region of
the contact with the maximum temperature occurring at lower
stationary surface. As a consequence of this, the viscosity in this region
is lower. Some downstream conduction of heat occurs which results in
the lower lubricant viscosity at the inlet. As was observed for the
isothermal case of Fig. 8, the maximum shear rate occurs at the
stationary surface in the constriction region, while there is no
signiﬁcant variation in pressure through the ﬁlm. The predicted
distributions of viscosity, temperature, shear rate and pressure pre-
sented here are again similar to those shown by Hartinger et al. [20] for
the same thermal case, with any diﬀerences arising from the fact that
Hartinger et al. used Carslaw-Jaeger boundary conditions for the
moving wall rather than a ﬁxed temperature.
3.2. Cavitation
To illustrate the model capabilities in regards to cavitation, Fig. 11
plots the density and vapour fraction distributions along the rigid wall
for the same isothermal solution that was shown above in Figs. 7 and 8.
Cavitation formation and reformation are evident in the plot. The
cavitating zone starts immediately after the constriction (x=0.1 mm)
and ends at x=0.75 mm; the density of lubricant drops to as low as
40 kg/m3 in the region near the end of the cavitating zone.
Fig. 12 shows the full distribution of vapour fraction for the same
case at two diﬀerent time steps, t=1.2*10−6 s illustrating the origina-
Fig. 10. a) Pressure b) Viscosity c) Shear rate and d) Temperature distributions in ﬂuid
and solid (note diﬀerent colour scales) for the thermal solution (top wall temperature
constant) with the same conditions as in Fig. 9i.e. Ue=2.5 m/s, Er=345.23 GPa, SRR=2,
L=105 N/m and η0=0.01 Pa s).
-0.20   0.20   0.40   
x (mm)
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Fig. 11. Density and vapour fraction along the rigid moving wall showing the cavitation
and reformation along the contact (isothermal solution, Ue=2.5 m/s, Er=345.23 GPa,
SRR=2, L=105 N/m and η0=0.01 Pa s).
Fig. 12. Vapour fraction distributions for the pure sliding case shown in Figs. 7, 8 and
11 (Ue=2.5 m/s, Er=345.23 GPa, SRR=2, η0=0.01 Pa s, L=10
5 N/m); a) t=1.2*10−6 s; b)
t=0.0002157 s.
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tion of cavitation, and at t=2.157*10−4 s, illustrating the fully cavitated
region. As may be expected, cavitation starts at the stationary (or lower
speed) surface in the contact, in this case the cylinder, while the moving
surface is able to ‘drag’ the ﬂuid along.
3.3. Comparison between current CFD model predictions and
Reynolds solutions
One of the advantages of the current model over standard or
modiﬁed Reynolds based solutions is its ability to resolve pressure and
viscosity gradients through the ﬁlm thickness and fully account for
thermal and non-Newtonian ﬂuid eﬀects. As may be expected, predic-
tions for the two approaches agree well within the Newtonian region
but diﬀerences become apparent at higher sliding speeds where the
lubricant starts to shear thin. To illustrate this, Fig. 13 compares
pressure and viscosity predictions of the current model to Reynolds-
Eyring model of Conry et al. [12] for an example isothermal, pure
sliding case where the wall speed is 0.56 m/s. Given the relatively high
sliding speeds, this modiﬁed-Reynolds solution is used for comparison
instead of the standard Reynolds approach. One of the major short-
comings of Reynolds based approaches is their isothermal assumption,
although some authors have recently presented a thermal-Reynolds
approach [55]. Present authors do not have access to such a thermal-
Reynolds model but since the aim of this section is to illustrate the
basic diﬀerences between CFD and Reynolds approaches, a like-for-like
comparison is ensured by using an isothermal solution with rigid solids
in both CFD and modiﬁed-Reynolds predictions of Fig. 13. The
diﬀerences in both pressure and viscosity are evident in Fig. 13a and
b. To help explain these diﬀerences, Fig. 13c and d show the CFD
predictions for pressure and viscosity through the ﬁlm. Although the
pressure is relatively constant through the ﬁlm thickness, viscosity is
seen to vary considerably due to relatively high shear rates. The ability
of the CFD model to account for this viscosity gradient in z-direction is
an improvement over Reynolds based models and results in the
diﬀerences evident in Fig. 13a and b.
3.4. CFD Predictions at high pressures
One of the limitations of existing CFD models of EHL contacts is
that their numerical stability appear to be limited to a relatively narrow
range of contact conditions, and relatively low pressures in particular.
For example the maximum Hertz pressure achievable in Hartinger
et al. [20] model was 0.8 GPa. This is a serious drawback as the
practical EHL contacts to which these models need to be applied
commonly operate at much higher pressures, for example in a rolling
element bearing pressures in the contacts of the rolling elements and
races are commonly 1–2 GPa, and can be as high as 4 GPa. Rather than
contact pressure alone, a more useful way of assessing the stability of
EHL models is in terms of the range of dimensionless parameters that
the model can deal with. Dimensionless parameters commonly used in
EHL theory are the speed parameter,U U η E R= / ′e 0 , the load parameter,
W L E R= / ′ , and the material parameter, G αE= ′, where
E υ E υ E′ = 2[(1 − )/ + (1 − )/ ]12 1 22 2 −1 and all other variables are as
deﬁned earlier. Using these parameters, the stability of Hartinger
et al. [20] CFD model was illustrated for a limited range of material
and load parameter values in particular, (G < 7.4.103 and W < 9.10−5),
which translates into relatively low achievable pressures, unrepresen-
tative of practical applications as discussed above. Therefore, in order
for the apparently sophisticated CFD models to be useful in practice,
they must be capable of dealing with a wider range of conditions and
higher contact pressures. The CFD method presented here is stable
over a wider range of conditions, including pressures of over 3 GPa.
This section presents a selection of cases to illustrate the stability of the
model over a wide range of conditions. Wider range of conditions and
higher pressures are achieved by increasing the initial dynamic
viscosity of the lubricant, assigning a higher elastic modulus to the
elastic cylinder (E=400 GPa), and increasing the applied load (up to
600 kN/m in cases below). In all cases, a constant temperature is
prescribed to the moving wall while full heat transfer problem is solved
Fig. 13. Comparison of CFD predictions with those obtained with a modiﬁed Reynolds
solution of Conry et al. [12] for an example case (isothermal solution with pure sliding,
rigid solids, non-Newtonian ﬂuid and ﬁxed ﬁlm thickness). Wall sliding velocity=0.5 m/s,
η0=0.04201 Pa s. a) Comparison of pressure predictions; b) Comparison of viscosity
solutions; c) Contours of pressure predicted by the CFD model; d) Contours of viscosity
predicted by the CFD model.
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in the conductive cylinder.
Fig. 14 shows the results of a thermal solution for the case where
SRR=0.4, η0=0.5 Pa s, Er=690.46 GPa and the converged normal load
is 420 kN/m. The converged pressure reaches as high as 1.6 GPa
(Fig. 14a). Lubricant temperature distribution shows two local maxima
with the maximum temperature rise being over 140 K (Fig. 14b). This
in turn results in lower viscosity values in the same regions (Fig. 14d).
The location of the local temperature maxima also coincides with the
locations of high shear rate gradients (Fig. 14c). The increased
temperature in the central region between the surfaces results in a
lower viscosity and consequently leads to the development of a marked
shear band. The maximum viscosity of 36758 Pa s occurs at the rigid
wall and the local viscosity maxima in the region of the highest
pressure gradient are also notable.
An equivalent solution for a pure sliding case is shown in Fig. 15.
Maximum pressure in this case is about 1.3 GPa (Fig. 15a). As may be
Fig. 14. Thermal solution results for the case Ue=2.5 m/s, SRR=0.4, η0=0.5 Pa s, Er=690.46 GPa (i.e. Ecyl=200 GPa and rigid wall), Converged load =420 kN/m; (a) Pressure, (b)
Temperature, (c) Shear rate, and (d) Viscosity.
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expected, the maximum temperature rise in this case is higher than for
SRR=0.4 at just over 180 K (Fig. 15b) due to increased sliding. In
addition, there is signiﬁcant heating in the middle of the inlet region
occurring due to forward heat conduction, which in turn leads to a
lower viscosity in the inlet near the surface of the sliding wall. Overall,
the maximum viscosity rise is less than for SRR=0.4, with the
maximum being 658 Pa s at a location near the lower stationary
surface (Fig. 15d). This coincides with the regions of low shear rates
and temperatures (Fig. 15c and b). There is a considerable amount of
shear-thinning in the middle of the contact, where both the tempera-
ture and shear rates are elevated. Maximum shear rate occurs on the
stationary surface near the constriction, but there is also a second local
maximum here at the surface of the moving wall towards the contact
inlet.
It should be noted that the ﬂat central region typical of high
pressure EHL contacts is not evident in Figs. 14 and 15, despite the
maximum pressure reaching as high as 1.6 GPa, due to the very high
reduced modulus and hence, relatively small elastic deformations. To
illustrate this, Fig. 16 shows a series of example solutions with reduced
contact modulus being either, Er=345.23 GPa in Fig. 16a and c (the
wall remains rigid as in Fig. 14 an 15 but the cylinder modulus is now
100 GPa instead of 200 GPa i.e. equivalent to a steel on steel contact)
or Er=690.46 GPa in Fig. 16b (rigid wall, and cylinder modulus of
200 GPa i.e. twice the stiﬀness of a steel on steel contact). The load is
also varied from 40 kN/m to 600 kN/m. The ﬂat region is clearly
apparent for cases of Er=345.23 GPa (Fig. 16a and c) as may be
expected, and is not evident in Fig. 16b corresponding to a high
stiﬀness, low load contact. In addition, the maximum pressure in
Fig. 16a is shown to reach 4 GPa. In terms of the dimensionless EHL
parameters, U W G, and , deﬁned earlier in this section, the conditions
shown in Fig. 16 and elsewhere in this paper span the following range:
U = 5.69.10−12 (Figs. 10, 12 and 16c) to U = 1.14.10−9 (Fig. 16a),
W = 9.1.10−6 (Fig. 16b) to W = 2.7.10−4 (Fig. 16a) and G = 3.86.103
(Fig. 16c) to G = 13.7.103 (Figs. 14 and 15). The maximum values of
W Gand are much larger than those employed, for example, by
Hartinger et al. [20] (achieved here by increasing the load and the
elastic modulus of the cylinder respectively) which illustrates the
improved stability of the present model. The stated values of
G and W also help to explain why the elastic deformation of the cases
shown in Fig. 16a and c is larger than that for the cases of Figs. 14 and
15.
It should be noted that although the results presented in this
section assume a conductive cylinder and a constant temperature
moving wall, boundary condition shown to be representative of a range
of sliding-rolling contacts, including cases where the cylinder may be
stationary (but not were the wall is stationary), the model is capable of
dealing with both solid bodies being conductive. To illustrate this,
Fig. 17 shows the temperature distribution for the sliding-rolling case
shown in Fig. 14 above where both bodies are conductive and heat
transfer is solved throughout. It is evident that under these conditions
Fig. 15. Thermal solution results for the case Ue=2.5 m/s, SRR=2, η0=0.5 Pa s, Er=690.46 GPa, Converged load =400 kN/m; (a) Pressure, (b) Temperature, (c) Shear rate and (d)
Viscosity distributions.
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(SRR=0.4) the lubricant temperature distribution and absolute values
are very similar to those predicted previously (Fig. 14b). This is not
surprising since under rolling-sliding contact conditions as shown in
this study, the faster body (in this case the cylinder) will absorb most of
the heat generated in the contact. In contrast, where the wall itself is
near stationary (not studied here), both the cylinder and the wall
should ideally be considered as conductive solids.
3.5. Contact shear stress and friction
One of the important beneﬁts oﬀered by the current model is its
ability to accurately predict friction forces in an EHL contact for given
loading conditions and lubricant properties, subject to appropriate
rheology laws for the given ﬂuid being implemented. This makes it a
powerful tool for improving operational eﬃciency through the optimi-
sation of contact in terms of lubricant properties for given contact
conditions. Hartinger et al. [20] used their model to compare predicted
shear stresses, and resulting friction coeﬃcients for a range of slide-roll
ratios. When full thermal analysis was conducted they found that
higher slide roll ratios reduced friction, due to the increase in lubricant
temperature and the associated drop in viscosity. However, their model
was only capable of dealing with relatively low pressures and therefore
it is interesting to consider whether the same trend is valid at higher
pressure levels that can be reached by the current model. To this eﬀect,
Fig. 18 shows the values of the shear stress along the rigid wall for the
two cases considered in Figs. 14 and 15 with SRR=0.4 and SRR=2
respectively. It is evident that the pure sliding case produces lower
Fig. 16. Pressure predictions from the full thermal CFD model a) Ue=2.5 m/s, SRR=0,
η0=1.0 Pa s, Er=345.23 GPa, Converged load =600 kN/m; b) Ue=2.5 m/s, SRR=0,
η0=0.04 Pa s, Er =690.46 GPa, Converged load =40 kN/m; c) Isothermal solution,
Ue=2.5 m/s, SRR=2, η0=0.01 Pa s, Er=345.23 GPa, Converged load=100 kN/m.
Fig. 17. Temperature distribution with both solids being conductive and having thermal
properties shown in Table 3. The same case as that shown in Fig. 14 above (Ue=2.5 m/s,
SRR=0.4, η0=0.5 Pa s, Er=690.46 GPa, Converged load=420 kN/m); Length scales are
the same as those shown in Fig. 14b.
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Fig. 18. Predicted shear stress distributions along the top sliding wall for pure sliding
(SRR=2, converged load=400 kN/m) and sliding-rolling case (SRR=0.4, converged load
=420 kN/m)); (CFD thermal solution, Ue=2.5 m/s, η0 =0.5 Pa s, Er=690.46 GPa.
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maximum shear stress than the sliding–rolling case (SRR=0.4) under
these conditions. The predicted drop in the shear stress level, and
therefore friction force, is due to higher lubricant temperature in the
case of pure sliding. The trend observed by Hartinger et al. [20] at
lower pressure levels therefore holds at these higher pressures too.
4. Conclusion
This paper presents a new numerical methodology for modelling
elasto-hydrodynamic lubrication where the ﬁnite volume approach is
used for the numerical solution of the governing equations for both
ﬂuid and solid domains, resulting in a partitioned two-way-strongly-
coupled FSI model. The model is implemented in an open source CFD
package, OpenFOAM. Two-way coupled ﬁnite volume approach and
implementation of eﬃcient numerical algorithms ensures that model
remains stable over a wide range of conditions including high
deformations and contact pressures of over 3 GPa. This makes the
model applicable to practical EHL contacts such as those found in
rolling element bearings.
Solution of full Navier-Stokes equations in the ﬂuid domain and the
Navier-Lamé equation in the solid domain provides a more physical
representation of the EHL contact that is able to deal with non-
Newtonian ﬂuid eﬀects, cavitation and arbitrary contact geometry.
Thermal eﬀects are dealt through the solution of the energy equation.
Fluid cavitation is accounted for by using a homogenous equilibrium
cavitation model, which imposes the speciﬁed saturation pressure
inside the cavitating region.
Notwithstanding the improved physical representation of the EHL
contact, accuracy of the model predictions is of course dependant on
the validity of the implemented rheological laws. The methodology
presented in this paper is suitable for the implementation of any
desired rheological relationships, but these need to be known in
advance.
Results are presented to validate the model predictions against
existing EHL models based on both Reynolds and CFD methods within
the range of conditions where these exiting solutions are valid. Further
results are then shown for a range of conditions, including higher
pressures, and diﬀerent slide-roll ratios, elastic properties and ﬂuid
viscosities, to illustrate the overall stability and capabilities of the
model. An example case is also shown to illustrate that the proposed
CFD approach is capable of capturing EHL contact phenomena beyond
that accounted for by standard Reynolds-based approaches. However,
this improvement in accuracy comes at a considerably higher computa-
tional cost, so that the use of the proposed method, in line with other
CFD approaches, is only justiﬁable in cases where the Reynolds-based
approaches may not be suitable, particularly under severe contact
conditions and where the full thermal solution of an EHL problem may
be required.
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