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a b s t r a c t
In this paper, we introduce and develop the method of fundamental solutions (MFS)
for solving Helmholtz-type elliptic partial differential equations in composite materials.
This study builds upon the previous developments and applications of the MFS to linear
and nonlinear heat conduction, elasticity, and functionally graded composite layered
materials. Numerical results are presented and discussed for four examples involving
both the modified Helmholtz and the Helmholtz equations in two-dimensional or three-
dimensional, bounded or unbounded, smooth or non-smooth composite domains. It was
found that the method produces numerical results which are in good agreement with the
analytical solutions, where available.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that the method of fundamental solutions (MFS) is a relatively simple and powerful technique that
has been used to obtain accurate numerical approximations to solutions of linear elliptic partial differential equations
(PDEs). As is the case for the boundary element method (BEM), the MFS is applicable when a fundamental solution of the
governing partial differential equation (PDE) is explicitly known. In the MFS, the solution of the problem is approximated
by a linear combination of fundamental solutions with the sources (‘singularities’) located outside the solution domain
[1,2]. The coefficients multiplying the fundamental solutions and possibly the coordinates of sources are obtained by
imposing the boundary conditions of the problem [3]. The merits and drawbacks of the MFS in comparison with the BEM
have been discussed in [4].
The composite bi-material problems under consideration in this study are solved by using a domain decomposition
technique developed in [5–8]. The bi-material is decomposed into two subdomains and the solution is approximated by
anMFS-type expansion in each subdomain. At the interface, continuity conditions for the solution and its normal derivative
are imposed.
The outline of this study is as follows. In Section 2, we introduce the mathematical formulation, whilst in Section 3
we present the MFS for Helmholtz-type equations in composite bi-materials. In Section 4, we present and discuss the
numerically obtained results for each case considered. In Section 5, we give some conclusions and mention possible future
work.
2. Mathematical formulation
We consider a bi-material composed of two subdomains Ω1 and Ω2, with boundaries ∂Ω1 and ∂Ω2, respectively.
Referring to the fields of heat conduction and acoustics, the two homogeneous materials in Ω1 and Ω2 are characterized
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by the constant heat transfer coefficients (wavenumbers) k1 and k2, respectively. The temperature (acoustic pressure)
distribution in each subdomain satisfies the Helmholtz-type equations
∇2u1 ± k21u1 = 0 inΩ1, (1)
∇2u2 ± k22u2 = 0 inΩ2. (2)
(a) In the first case, we consider the modified Helmholtz equation with a minus sign in (1) and (2) subject to the boundary
conditions
u1 = f1 on ∂Ω1 \ Γ12, (3)
u2 = f2 on ∂Ω2 \ Γ12, (4)
and on the interface Γ12 = ∂Ω1 ∩ ∂Ω2 we have the continuity of the solution and its normal derivative, namely
u1 = u2, on Γ12, (5)
−κ ∂u1
∂n1
= ∂u2
∂n2
on Γ12, (6)
where n1 and n2 are the outward unit normal vectors to the domains Ω1 and Ω2, respectively, and κ represents the ratio
between the thermal conductivities of the materialsΩ1 andΩ2.
(b) In the second case, we consider the direct scattering problem from a penetrable bounded obstacle Ω1 with mixed
transmission conditions. This is given by the Helmholtz equationwith plus sign in (1) and (2) whenΩ1 is a bounded obstacle
andΩ2 = Rn \Ω1 is its exterior unbounded complement which is assumed connected. The mixed transmission conditions
on the interface ∂Ω1 are given by
u1 − (u2 + uinc) = 0 on Γ1, (7)
u1 − (u2 + uinc) = −iη∂(u2 + u
inc)
∂n2
on Γ2, (8)
κ
∂u1
∂n1
+ ∂(u2 + u
inc)
∂n2
= 0 on ∂Ω1, (9)
where i = √−1, κ represents the ratio between the electric permittivities of the materials Ω1 and Ω2, Γ1 and Γ2 are two
disjoint portions of the boundary ∂Ω1 such that Γ1 ∩ Γ2 = ∅ and Γ1 ∪ Γ2 = ∂Ω1, η is the impedance coefficient allowing
for non-perfect contact, and uinc is the incident field given by a plane wave moving in the unit directiond ∈ Sn−1 = {d ∈
Rn : |d| = 1}, namely
uinc(X) = eik2X .d.
The Sommerfeld infinity condition is given by
lim|X |→∞
|X |n−1 ∂u2
∂|X | (X)− ik2u2(X)

= 0 (uniformly with respect toX = X/|X |). (10)
3. The method of fundamental solutions (MFS)
3.1. The MFS for the modified Helmholtz equation
Example 1. Let us first consider the case when the governing equation is the modified Helmholtz equation, namely
∇2u1 − k21u1 = 0 inΩ1, (11)
∇2u2 − k22u2 = 0 inΩ2, (12)
where Ω1 and Ω2 occupy the rectangular regions, see Fig. 1(a), Ω1 = (−1/2, 1/2) × (0, 1/2) and Ω2 = (−1/2, 1/2) ×
(−1/2, 0). Now, we treat the two subdomains separately: inΩ1, the solution u1 is approximated by
u1,N(X1) =
N
j=1
ajGMH(X1, ξ1j; k1), X1 ∈ Ω1, (13)
and inΩ2, the solution u2 is approximated by
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Fig. 1. The distributions of source (◦) and boundary collocation (•) points.
u2,N(X2) =
N
j=1
bjGMH(X2, ξ2j; k2), X2 ∈ Ω2, (14)
where the 2N vectors (ξ1j)j=1,N and (ξ2j)j=1,N contain the sources which are located uniformly distributed outside Ω1
and Ω2, respectively, at a distance δ > 0 from them; see Fig. 1(a). The fundamental solution GMH of modified Helmholtz
equations (11) and (12) is given by [9]
GMH(X, Y ; ki) =
K0(kir), in two dimensions
e−kir
r
, in three dimensions,
(15)
where r = ∥X − Y∥, i = 1, 2, K0 is the modified Bessel function of the second kind of order zero, and, for simplicity, the
constants 12π in two dimensions and
1
4π in three dimensions have been embedded in the unknown coefficients (aj)j=1,N and
(bj)j=1,N in (13) and (14), respectively. Imposing the boundary conditions (3) and (4) and the interface conditions (5) and (6)
yields
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
N
j=1
ajGMH(X1(i), ξ1j; k1) = f1(X1(i)), i = 1, 2M/3
N
j=1
ajGMH(X1(i), ξ1j; k1)−
N
j=1
bjGMH(X2(i), ξ2j; k2) = 0, i = 2M/3+ 1,M
N
j=1
bjGMH(X2(i−M), ξ2j; k2) = f2(X2(i−M)), i = M + 1, 5M/3
−κ
N
j=1
aj
∂GMH
∂y
(X1(i−M), ξ1j; k1)+
N
j=1
bj
∂GMH
∂y
(X2(i−M), ξ2j; k2) = 0, i = 5M/3+ 1, 2M,
(16)
where (X1(i))i=1,M and (X2(i))i=1,M are boundary collocation points uniformly distributed (as midpoints) on ∂Ω1 (starting
from the point
− 12 , 0 in a clockwise direction) and on ∂Ω2 (starting from the point − 12 , 0 in a counterclockwise
direction); see Fig. 1(a). We have chosen midpoints in order to avoid collocating at the corners of the rectangles where
the normal derivative is undefined. In (16),
∂GMH
∂y
(Xl(i−M), ξl j; kl) = −kl
(Xl(i−M)− ξl) · (0, 1)
∥Xl(i−M)− ξl j∥ K1

kl∥Xl(i−M)− ξl j∥

, l = 1, 2, (17)
where K1 is the modified Bessel function of the second kind of order one. Eq. (16) forms a system of 2M linear algebraic
equations with 2N unknowns, which generically can be written as
Ac = d, (18)
where c = a1, . . . , aN , b1, . . . , bNtr, d =
 f1(X1(i))i=1,2M/3(0)i=2M/3+1,M
f2(X2(i−M))i=M+1,5M/3
(0)i=5M/3+1,2M
, and
Aij =

K0(k1∥X1(i)− ξ1j∥), i = 1, 2M/3, j = 1,N
0, i = 1, 2M/3, j = N + 1, 2N
K0(k1∥X1(i)− ξ1j∥), i = 2M/3+ 1,M, j = 1,N
−K0(k2∥X2(i)− ξ2j∥), i = 2M/3+ 1,M, j = N + 1, 2N
0, i = M + 1, 5M/3, j = 1,N
−K0(k2∥X2(i−M)− ξ2j∥), i = M + 1, 5M/3, j = N + 1, 2N
κk1(X1(i−M)− ξ1j) · (0, 1)
∥X1(i−M)− ξ1j∥ K1

k1∥X1(i−M)− ξ1j∥

, i = 5M/3+ 1, 2M, j = 1,N
−k2(X2(i−M)− ξ2j) · (0, 1)
∥X2(i−M)− ξ2j∥ K1

k2∥X2(i−M)− ξ2j∥

, i = 5M/3+ 1, 2M, j = N + 1, 2N.
(19)
Example 2. Second, we consider the case when the domainΩ1 occupies the concentric annular region
Ω1 = {(x, y) ∈ R2|R21 < x2 + y2 < R22},
and the domainΩ2 occupies the circular region
Ω2 = {(x, y) ∈ R2|x2 + y2 < R21};
see Fig. 1(b). Using the MFS, we treat the two subdomains separately: inΩ1, the solution u1 can be approximated by
u1,2N(X) =
2N
j=1
ajGMH(X, ξ j; k1), X ∈ Ω1, (20)
and inΩ2, the solution u2 can be approximated by
u2,N(X) =
N
j=1
bjGMH(X, ηj; k2), X ∈ Ω2, (21)
where the 2N vectors (ξ j)j=1,2N and the N vectors (ηj)j=1,N contain the sources which are located outside Ω1 and Ω2,
respectively. In particular, (ξ j)j=1,N , (ξ j)j=N+1,2N , and (ηj)j=1,N are uniformly distributed on concentric circles of radii
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R3 ∈ (0, R1), R4 ∈ (R2,∞), and R5 ∈ (R1,∞), respectively; see Fig. 1(b). Imposing the boundary condition (3) and the
interface continuity conditions (5) and (6) yields
2N
j=1
ajGMH(X(i), ξ j; k1) = f1(X(i)) i = 1,M
2N
j=1
ajGMH(X(i), ξ j; k1)−
N
j=1
bjGMH(X(i), ηj; k2) = 0, i = M + 1, 2M
−κ
2N
j=1
aj
∂GMH
∂r
(X(i−M), ξ j; k1)+
N
j=1
bj
∂GMH
∂r
(X(i−M), ηj; k2) = 0, i = 2M + 1, 3M,
(22)
where (X(i))i=1,M and (X(i))i=M+1,2M are boundary collocation points uniformly distributed on the circles of radii R2 and R1,
respectively, and
∂GMH
∂r
(X(i−M), ξ j; k1) = −k1
(X(i−M)− ξ j) · X(i−M)
∥X(i−M)− ξ j∥R1 K1

k1∥X(i−M)− ξ j∥

∂GMH
∂r
(X(i−M), ηj; k2) = −k2
(X(i−M)− ηj) · X(i−M)
∥X(i−M)− ηj∥R2 K1

k2∥X(i−M)− ηj∥

.
(23)
Eq. (22) forms a system of 3M linear algebraic equations with 3N unknowns, which generically can be written in the form
of the system (18), where c = a1, . . . , a2N , b1, . . . , bNtr,
d =
f1(X(i))i=1,M(0)i=M+1,2M
(0)i=2M+1,3M
 and
Aij =

K0(k1∥X(i)− ξ j∥), i = 1,M, j = 1, 2N
0, i = 1,M, j = 2N + 1, 3N
K0(k1∥X(i)− ξ j∥), i = M + 1, 2M, j = 1, 2N
−K0(k2∥X(i)− ηj∥), i = M + 1, 2M, j = 2N + 1, 3N
κk1(X(i−M)− ξ j) · X(i−M)
∥X(i−M)− ξ j∥R1 K1

k1∥X(i−M)− ξ j∥

, i = 2M + 1, 3M, j = 1, 2N
−k2(X(i−M)− ηj) · X(i−M)
∥X(i−M)− ηj∥R2 K1

k2∥X(i−M)− ηj∥

, i = 2M + 1, 3M, j = 2N + 1, 3N.
(24)
Example 3. Finally, we consider the case when the domains Ω1 and Ω2 are the three-dimensional cubes presented in
Fig. 1(c), whereΩ1 = (0, 1)× (0, 1)× (0, 1) andΩ2 = (0, 1)× (0, 1)× (−1, 0). We treat the two subdomains separately:
inΩ1, the solution u1 is approximated by
u1,6N2(X1) =
6N2
j=1
ajGMH(X1, ξ1j; k1), X1 ∈ Ω1, (25)
and inΩ2, the solution u2 is approximated by
u2,6N2(X2) =
6N2
j=1
bjGMH(X2, ξ2j; k2), X2 ∈ Ω2, (26)
where the 12N2 vectors (ξ1j)j=1,6N2 and (ξ2
j)j=1,6N2 contain the sources which are located outsideΩ1 andΩ2, respectively,
at a distance δ > 0 from them. More precisely, we take
ξ 1l =

−δ,−δ + (1+ 2δ)(i− 1)
M − 1 ,−δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 1N2+l =

1+ δ,−δ + (1+ 2δ)(i− 1)
M − 1 ,−δ +
(1+ 2δ)(j− 1)
M − 1

,
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ξ 12N2+l =

−δ + (1+ 2δ)i
M + 1 ,−δ,−δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 13N2+l =

−δ + (1+ 2δ)i
M + 1 , 1+ δ,−δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 14N2+l =

−δ + (1+ 2δ)i
M + 1 ,−δ +
(1+ 2δ)j
M + 1 , 1+ δ

,
ξ 15N2+l =

−δ + (1+ 2δ)i
M + 1 ,−δ +
(1+ 2δ)j
M + 1 ,−δ

,
and
ξ 2l =

−δ,−δ + (1+ 2δ)(i− 1)
M − 1 ,−1− δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 2N2+l =

1+ δ,−δ + (1+ 2δ)(i− 1)
M − 1 ,−1− δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 22N2+l =

−δ + (1+ 2δ)i
M + 1 ,−δ,−1− δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 23N2+l =

−δ + (1+ 2δ)i
M + 1 , 1+ δ,−1− δ +
(1+ 2δ)(j− 1)
M − 1

,
ξ 24N2+l =

−δ + (1+ 2δ)i
M + 1 ,−δ +
(1+ 2δ)j
M + 1 ,−1− δ

ξ 25N2+l =

−δ + (1+ 2δ)i
M + 1 ,−δ +
(1+ 2δ)j
M + 1 , δ

, i, j = 1,M, l = (i− 1)M + j.
Imposing the boundary conditions (3) and (4) and the interface conditions (5) and (6) yields
6N2
j=1
ajGMH(X1(i), ξ1j; k1) = f1(X1(i)), i = 1, 5M2
6N2
j=1
ajGMH(X1(i), ξ1j; k1)−
6N2
j=1
bjGMH(X2(i), ξ2j; k2) = 0, i = 5M2 + 1, 6M2
6N2
j=1
bjGMH(X2(i− 6M2), ξ2j; k2) = f2(X2(i− 6M2)), i = 6M2 + 1, 11M2
κ
6N2
j=1
aj
∂GMH
∂z
(X1(i− 6M2), ξ1j; k1)−
6N2
j=1
bj
∂GMH
∂z
(X2(i− 6M2), ξ2j; k2) = 0, i = 11M2 + 1, 12M2,
(27)
where (X1(i))i=1,6M2 and (X2(i))i=1,6M2 are boundary collocation points uniformly distributed on ∂Ω1 and ∂Ω2; see Fig. 1(c).
More precisely, we take
X1l =

0,
(i− 1)
M − 1 ,
(j− 1)
M − 1

, X2l =

0,
(i− 1)
M − 1 ,−1+
(j− 1)
M − 1

,
X1M2+l =

1,
(i− 1)
M − 1 ,
(j− 1)
M − 1

, X2M2+l =

1,
(i− 1)
M − 1 ,−1+
(j− 1)
M − 1

,
X12M2+l =

i
M + 1 , 0,
(j− 1)
M − 1

, X22M2+l =

i
M + 1 , 0,−1+
(j− 1)
M − 1

,
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X13M2+l =

i
M + 1 , 1,
(j− 1)
M − 1

, X23M2+l =

i
M + 1 , 1,−1+
(j− 1)
M − 1

,
X14M2+l =

i
M + 1 ,
j
M + 1 , 1

, X24M2+l =

i
M + 1 ,
j
M + 1 ,−1

,
X1,2
5M2+l =

i
M + 1 ,
j
M + 1 , 0

, i, j = 1,M, l = (i− 1)M + j.
In (27),
∂GMH
∂z

Xl(i− 6M2), ξl j; kl

=

kl + 1∥Xl(i− 6M2)− ξl j∥

(ζ
j
l − zl(i− 6M2))
∥Xl(i− 6M2)− ξl j∥2 e
−kl∥Xl(i−6M2)−ξl j∥, l = 1, 2, (28)
where zl and ζ
j
l are the third component of Xl and ξl
j, respectively. Eq. (27) forms a system of 12M2 linear algebraic equations
with 12N2 unknowns, which generically can be written in the form of system (18), where
c = a1, . . . , a6N2 , b1, . . . , b6N2tr, d =

f1(X1(i))i=1,5M2
(0)i=5M2+1,6M2
f2(X2(i− 6M2))i=6M2+1,11M2
(0)i=11M2+1,12M2
 , and
Aij =

e−k1∥X1(i)−ξ1
j∥
∥X1(i)− ξ1j∥ , i = 1, 5M
2, j = 1, 6N2
0, i = 1, 5M2, j = 6N2 + 1, 12N2
e−k1∥X1(i)−ξ1
j∥
∥X1(i)− ξ1j∥ , i = 5M
2 + 1, 6M2, j = 1, 6N2
− e
−k2∥X2(i)−ξ2 j∥
∥X2(i)− ξ2j∥ , i = 5M
2 + 1, 6M2, j = 6N2 + 1, 12N2
0, i = 6M2 + 1, 11M2, j = 1, 6N2
e−k2∥X2(i−6M
2)−ξ2 j∥
∥X2(i− 6M2)− ξ2j∥ , i = 6M
2 + 1, 11M2, j = 6N2 + 1, 12N2
κ

k1 + 1∥X1(i− 6M2)− ξ1j∥

(ζ
j
1 − z1(i− 6M2))
∥X1(i− 6M2)− ξ1j∥2 e
−k1∥X1(i−6M2)−ξ1 j∥,
i = 11M2 + 1, 12M2, j = 1, 6N2
−

k2 + 1∥X2(i− 6M2)− ξ2j∥

(ζ
j
2 − z2(i− 6M2))
∥X2(i− 6M2)− ξ2j∥2 e
−k2∥X2(i−6M2)−ξ2 j∥,
i = 11M2 + 1, 12M2, j = 6N2 + 1, 12N2.
(29)
In all situations, in order to obtain a unique solution for system Eq. (18) we require M ≥ N . The underdetermined case
M < N has been recently considered in [10], but it will not be considered here. If M = N , the system of linear equations
(18) can be solved using the Gaussian elimination method, whilst ifM > N one can employ an ordinary linear least-squares
method which replaces the rectangular over-determined system Eq. (18) with the square determined system
AtrAc = Atrd. (30)
The MFS resulting matrix A is often ill conditioned [11]; hence, if N is large, then system Eq. (30) needs to be regularized
using, for example, the Tikhonov regularization method, which gives
(AtrA+ λI)c = Atrd, (31)
where I is the identity matrix and λ > 0 is a regularization parameter to be prescribed according to some selection criterion
such as the discrepancy principle, the L-curve, or generalized cross-validation.
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3.2. The MFS for the Helmholtz equation
Example 4. Let us now consider the case when the governing equation is the Helmholtz equation, namely
∇2u1 + k21u1 = 0 inΩ1, (32)
∇2u2 + k22u2 = 0 inΩ2, (33)
whereΩ1 occupies the circular region
Ω1 = {(x, y) ∈ R2|x2 + y2 < R21},
andΩ2 occupies its complement, i.e., the unbounded exterior region of the circle, namely
Ω2 = {(x, y) ∈ R2|x2 + y2 > R21};
see Fig. 1(d). Using the MFS, we treat the two subdomains separately: inΩ1, the solution u1 can be approximated by
u1,N(X) =
N
j=1
ajGH(X, ξ1j; k1), X ∈ Ω1, (34)
and inΩ2, the solution u2 can be approximated by
u2,N(X) =
N
j=1
bjGH(X, ξ2j; k2), X ∈ Ω2, (35)
where the 2N vectors (ξ1j)j=1,N and (ξ2j)j=1,N contain the sources which are located outside Ω1 and Ω2, respectively. In
particular, (ξ1j)j=1,N and (ξ2j)j=1,N are uniformly distributed on concentric circles of radii R3 ∈ (0, R1) and R2 ∈ (R1,∞),
respectively; see Fig. 1(d).
The fundamental solution GH of Helmholtz equations (32) and (33) in the two-dimensional case is given by [2]
GH(X, Y ; kl) = H(1)0 (klr), l = 1, 2, (36)
where r = ∥X − Y∥, H(1)0 = J0 + iY0 is the Hankel function of the first kind of order zero, J0 is the Bessel function of
the first kind of order zero, Y0 is the Bessel function of the second kind of order zero, and, for simplicity, the constant i4 ,
which does not appear in (36), has been embedded in unknown complex coefficients (aj)j=1,N and (bj)j=1,N in (34) and (35),
respectively. The convergence, stability, and error estimates of the MFS for the Helmholtz equation have been investigated
in [12,13]. Using that
H(1)j (klr) = Jj(klr)+ iYj(klr), j = 0, 1, l = 1, 2, (37)
whereH(1)1 is the Hankel function of the first kind of order one, J1 is the Bessel function of the first kind of order one, and Y1 is
the Bessel function of the second kind of order one, Eqs. (34) and (35)withGH(X, Y , kl), l = 1, 2, replaced byH(1)0 (kl∥X−ξl j∥)
can be rewritten as
u1,N(X) =
N
j=1
ajH
(1)
0 (k1∥X − ξ1j∥), X ∈ Ω1, (38a)
u2,N(X) =
N
j=1
bjH
(1)
0 (k2∥X − ξ2j∥), X ∈ Ω2. (38b)
Collocating the mixed transmission conditions (7)–(9) at the points

X(ℓ)

ℓ=1,M
uniformly distributed (as midpoints) on
the interface Γ12 = ∂Ω1 = {(x, y) ∈ R2|x2 + y2 = R21} = Γ1 ∪ Γ2 = {(x, y) ∈ Γ12|y ≥ 0} ∪ {(x, y) ∈ Γ12|y < 0} yields
N
j=1

ajH
(1)
0

k1∥X(ℓ)− ξ1j∥

− bjH(1)0

k2∥X(ℓ)− ξ2j∥

= eik2X(ℓ)·d, ℓ = 1,M/2 (39)
N
j=1

ajH
(1)
0

k1∥X(ℓ)− ξ1j∥

− bjH(1)0

k2∥X(ℓ)− ξ2j∥

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+ iη(X(ℓ))
R1
N
j=1
(X(ℓ)− ξ2j) · X(ℓ)
∥X(ℓ)− ξ2j∥ bjH
(1)
1

k2∥X(ℓ)− ξ2j∥

= eik2X(ℓ)·d

1− k2η(X(ℓ))

X(ℓ) ·d
R1

, ℓ = M/2+ 1,M (40)
−k1κ
N
j=1
ajH
(1)
1

k1∥X(ℓ−M)− ξ1j∥
 (X(ℓ−M)− ξ1j) · X(ℓ−M)
∥X(ℓ−M)− ξ1j∥
+ k2
N
j=1
bjH
(1)
1

k2∥X(ℓ−M)− ξ2j∥
 (X(ℓ−M)− ξ2j) · X(ℓ−M)
∥X(ℓ−M)− ξ2j∥
= ik2eik2X(ℓ−M)·d

X(ℓ−M) ·d
R1
, ℓ = M + 1, 2M. (41)
Separating the real and imaginary parts, Eqs. (39)–(41) forma systemof 4M linear algebraic equationswith 4N unknowns,
which generically can be written as (18) for the unknown coefficients c = Re(a1), . . . , Re(aN), Im(a1), . . . , Im(aN),
Re(b1), . . . , Re(bN), Im(b1), . . . , Im(bN)
tr
.
Close examination of the matrix A revealed that this matrix was highly ill conditioned. As such, the resulting MFS system
cannot be solved by a directmethod, such as the Gaussian eliminationmethod,whichwould produce a highly oscillatory and
unstable numerical solution. Therefore, in order to deal with this instability issue, we employ the Tikhonov regularization
method (31).
4. Numerical results and discussion
In the Fortran computations, we have used the NAG routines S18ACF, S18ADF, S17AEF, S17AFF, S17ACF, and S17ADF for
implementing the special functions K0, K1, J0, J1, Y0, and Y1, respectively. For Examples 1–3, regularization was not needed,
and the linear least-squares method was employed for solving system Eq. (30). However, for Example 4, regularization, as
given by expression (31), was found necessary in order to obtain a stable solution.
4.1. Modified Helmholtz equation
It is the purpose of this subsection to present and discuss numerical results obtained for the modified Helmholtz
equations (11) and (12) in different composite geometries; see Fig. 1.
Example 1 :

Ω1 = (−1/2, 1/2)× (0, 1/2), (rectangle)
Ω2 = (−1/2, 1/2)× (−1/2, 0), (rectangle) (42)
Example 2 :

Ω1 = {(x, y) ∈ R2|0.25 = R21 < x2 + y2 < R22 = 1}, (annulus)
Ω2 = {(x, y) ∈ R2|x2 + y2 < R21 = 0.25}, (circle) (43)
Example 3 :

Ω1 = (0, 1)× (0, 1)× (0, 1), (cube)
Ω2 = (0, 1)× (0, 1)× (−1, 0), (cube). (44)
We present results for M = N uniformly distributed points and δ = 0.1 for Example 1 and δ = 0.5 for Example 3, which
is three dimensional. Other values of δ between O(10−1) and O(1) did not significantly affect the accuracy of the numerical
results, and practical experience shows that δ should be chosen neither too small nor too large.
Numerical results for Example 1. We take the Dirichlet data (3) and (4) given by
u1(x, y) = f1(x, y) = ex+y, (x, y) ∈ ∂Ω1 \ Γ12 (45)
u2(x, y) = f2(x, y) = ex(1+ y), (x, y) ∈ ∂Ω2 \ Γ12. (46)
We also take k1 =
√
2, k2 = 1 and κ = 1. We can realize κ = 1 and still have composite different heat conductors by
taking twomaterials with the same thermal conductivity, but with different heat capacities. For example, thermal property
measurements performed by the company Hukse flux Thermal Sensors indicate that, at 20° C, both quartz and marble have
the same thermal conductivity 3 W/(m K), but their volumetric heat capacities are different, namely, 2.130 J/(cm3 K) and
2.376 J/(cm3 K), respectively. This implies that their thermal diffusivities are also different and equal to 0.0141 cm2/s for
quartz and 0.0126 cm2/s for marble. The bi-material expressed by Eq. (42) is considered in order to show the applicability
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Fig. 2. Logarithm of the errors (50) and (51).
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Fig. 3. (a) The MFS solution for u1, u2 , and (b) the analytical solutions (45) and (46).
of the MFS to deal with non-smooth composite domains; see Fig. 1(a). This example possesses an analytical solution, which
is given by
u1(x, y) = ex+y, (x, y) ∈ Ω1 (47)
u2(x, y) = ex(1+ y), (x, y) ∈ Ω2. (48)
Corresponding to (47) and (48), the normal derivatives at the interface Γ12 = (−1/2, 1/2)× {0} are given by
− ∂u1
∂y
(x, 0) = −ex, ∂u2
∂y
(x, 0) = ex, (x, y) ∈ Γ12. (49)
Fig. 2(a) and (b) show the logarithm of the L2-errors for the solution u1 and its normal derivative ∂u1/∂y along the interface
Γ12 given by
∥u1 − u1,N∥L2(Γ12) ≈
 1
M1
M1
i=1
|u1(x1(i), 0)− u1,N(x1(i), 0)|2, (50)
∂u1∂y − ∂u1,N∂y

L2(Γ12)
≈
 1
M1
M1
i=1
∂u1∂y (x1(i), 0)− ∂u1,N∂y (x1(i), 0)
2, (51)
where x1(i) = (2i − 1)/(2M1) for i = 1,M1, and M1 = 99. The value of M1 is irrelevant, as we only wish to calculate the
solution at points on the boundary different from the boundary collocation points.
Although not illustrated, we report that for M = 30 to 60 the errors are large, because there are not enough points
to approximate a complicated geometry. From Fig. 2(a) and (b), it can be seen that the errors (50) and (51) decrease
exponentially as the number M of source/collocation points increases to 90, 120, and 150. However, this error increases
slightly for M > 180. The reason for this increase in the error is that the system of linear equations (18) becomes ill
conditioned. The numerical and analytical interior solutions for u1 and u2 obtained with M = 90 are shown in Fig. 3(a)
and (b), respectively. From these figures it can be seen that the agreement between the MFS numerical solution and the
analytical solution is excellent.
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Fig. 4. Logarithm of the error (53).
Numerical results for Example 2. We take k1 =
√
2, k2 =
√
5, a high-contrast bi-material with κ = 5, and the Dirichlet
data (3) given by
u1(x, y) = f1(x, y) = ex−y, (x, y) ∈ ∂Ω1 \ Γ12. (52)
Note that this example does not possess an explicit analytical solution to compare with the numerical results. Further, the
bi-material expressed by Eq. (43) is considered in order to show the applicability of the MFS to deal with smooth composite
domains which may not be simply connected; see Fig. 1(b).
Fig. 4 shows the logarithm of the error for the numerical solution u1 on the boundary ∂Ω1 given by
∥u1,2N − f1∥L2(∂Ω1) ≈
2π
M1
M1
i=1
|u1,2N(1, θi)− f1(1, θi)|2, (53)
where θi = 2π iM1 for i = 1,M1, and M1 = 99. From this figure it can be seen that the error (53) decreases exponentially as
the numberM of source/collocation points increases to 40, 60, and 80. However, this error increases slightly forM > 160.
As in the previous example, the reason for this increase in the error is that the system of linear equation (18) becomes ill
conditioned.
The numerical solutions for the normal derivatives ∂u1/∂n(1, θ) and ∂u1/∂n(0.5, θ) for M = 40 are shown in Fig. 5(a)
and (b), respectively. The numerical interior solutions for u1(0.75, θ) and u2(0.25, θ) obtained withM = N ∈ {20, 40, 80}
are shown in Fig. 5(c) and (d), respectively. Although Example 2 does not possesses an analytical solution available explicitly,
the convergence illustrated in Fig. 5(c) and (d) shows that an accurate numerical MFS solution has been obtained.
Numerical results for Example 3. We take the Dirichlet data (3) and (4) given by
u1(x, y, z) = f1(x, y, z) = ex+y+z, (x, y, z) ∈ ∂Ω1 \ Γ12 (54)
u2(x, y, z) = f2(x, y, z) = ex+y(1+ z), (x, y, z) ∈ ∂Ω2 \ Γ12. (55)
We also take k1 =
√
3, k2 =
√
2, and κ = 1. The bi-material expressed by Eq. (44) is considered in order to show the
applicability of the MFS to three-dimensional non-smooth composite domains; see Fig. 1(c). This example possesses an
analytical solution, given by
u1(x, y, z) = ex+y+z, (x, y, z) ∈ Ω1 (56)
u2(x, y, z) = ex+y(1+ z), (x, y, z) ∈ Ω2. (57)
Corresponding to (56) and (57), the normal derivatives at the planar interface Γ12 = (0, 1)× (0, 1)× {0} are given by
− ∂u1
∂z
(x, y, 0) = −ex+y, ∂u2
∂z
(x, y, 0) = ex+y, (x, y, z) ∈ Γ12. (58)
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Fig. 5. The MFS solutions for (a) ∂u1/∂n(1, θ), (b) ∂u1/∂n(0.5, θ), (c) u1(0.75, θ), and (d) u2(0.25, θ).
Fig. 6. Logarithm of the errors (59) and (60).
Fig. 6(a) and (b) show the logarithm of the L2-errors for the solution uk and its normal derivative ∂uk/∂z along the interface
Γ12, given by
∥uk − uk,6N2∥L2(Γ12) ≈
 1
M21
M1
i,j=1
|uk(xk(i), yk(j), 0)− uk,6N2(xk(i), yk(j), 0)|2, (59)
∂uk∂z − ∂uk,6N2∂z

L2(Γ12)
≈
 1
M21
M1
i,j=1
∂uk∂z (xk(i), yk(j), 0)− ∂uk,6N2∂z (xk(i), yk(j), 0)
2, (60)
for k = 1, 2, where xk(i) = i/(M1 + 1) for i = 1,M1, yk(j) = j/(M1 + 1) for j = 1,M1, andM1 = 99. From Fig. 6(a) and (b),
it can be seen that the errors (59) and (60) decrease exponentially as the numberM of source/collocation points increases.
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Fig. 7. (a) Real and (b) imaginary parts of u1(1, θ)− u2(1, θ) for λ = 0 and various values ofM = N ∈ {20, 40, 80} in comparison with the exact incident
field (64).
4.2. Helmholtz equation
It is the purpose of this subsection to present and discuss numerical results obtained for the Helmholtz equations (32)
and (33) in the composite geometry
Ω1 = {(x, y) ∈ R2|x2 + y2 < R21 = 1}, (circle)
Ω2 = {(x, y) ∈ R2|1 = R21 < x2 + y2}, (unbounded exterior circle). (61)
This can be viewed as a bi-material composed of a bounded domain material Ω1 and its unbounded complement domain
materialΩ2 = R2 \Ω1.
Numerical results for Example 4. In this example, we take k1 = 1/2, k2 = 1, κ = 2, and the positive impedance function
η(X) = 1. The bi-material expressed by Eq. (61) is considered in order to show the applicability of the MFS to deal with
unbounded domains; see Fig. 1(d). Taking the direction of scatteringd = (1, 0) along the x-axis, the incident field is given
by
uinc(X) = cos(k2x)+ i sin(k2x), X = (x, y) ∈ R2. (62)
Corresponding to (62), the normal derivative of the incident field along the interface Γ12 = ∂Ω1 is given by
∂uinc
∂r
(X) = k2x
R1

− sin(k2x)+ i cos(k2x)

, X = (x, y) ∈ Γ12. (63)
For various values of M = N ∈ {20, 40, 80} we have observed that the condition number of matrix A is very large, and
it further increases as M = N increases. Thus the resulting MFS system Eq. (18) is highly ill conditioned, and a direct
unregularized inversion of this system, using for example a Gaussian elimination method, is likely to produce an unstable
solution, see Fig. 8, for M = N = 80, and no regularization, i.e., λ = 0 in (31). The numerical solutions for the real and
imaginary parts of the difference u1(1, θ) − u2(1, θ) on the portion Γ1 = {(x, y) ∈ R2|x2 + y2 = R21 = 1, y ≥ 0} of the
interface Γ12 = ∂Ω1 obtained with various values of M = N ∈ {20, 40, 80} and λ = 0, and with various values of the
regularization parameter λ ∈ {0, 10−6, 10−3} and M = N = 80, are shown in Figs. 7 and 8, respectively, in comparison
with the exact incident field
uinc(1, θ) = eik2 cos(θ), θ ∈ [0, π]. (64)
These were calculated atM1 = 19 uniformly distributed points on Γ1 different from the boundary collocation points. From
Fig. 7, it can be seen that for relatively low values of M = N ∈ {20, 40} the numerical MFS solution obtained with no
regularization is in good agreement with the exact incident field (64), but asM = N increases to 80 the numerical solution
without regularization starts tomanifest instabilities; see Fig. 7(a). This is consistentwith the findings of Ramachandran [14],
who suggested the use of regularization in order to obtain a stable MFS solution. Therefore, in Fig. 8 we present the results
obtainedwith regularization included in (31), and it can be seen that smoother andmore stable, i.e., unoscillatory, numerical
results are obtained.
5. Conclusions
In this study, Helmholtz-type equations in both two-dimensional and three-dimensional composite materials subject
to boundary conditions and interface continuity conditions have been investigated by the MFS. Four examples involving
Helmholtz-type equations in composite materials have been analysed. The numerical results obtained by the MFS are
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Fig. 8. (a) Real and (b) imaginary parts of u1(1, θ) − u2(1, θ) for M = N = 80 and various values of λ ∈ {0, 10−6, 10−3} in comparison with the exact
incident field (64).
accurate and are in good agreement with the exact solution, where available (Examples 1 and 3). Future work will concern
developing theMFS for inverse geometric problems associated toHelmholtz-type equations inwhich the interfaces between
the composite materials are considered unknown [15,16].
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