ABSTRACT. Let .1; (x ,y) be a real analytic t-parameter family of real analytic functions defined in a neighborhood of the origin in JH. 2 . Suppose that J; (x, .1') admits a blow analytic trivilaization along the parameter 1 (see the definition in § I of this paper). Under this condition, we prove that there is a real analytic t-parameter family ar (x, y) with ao(x, .1') = (x, y) and ar(O, 0) = (0, 0) of local coordinates in which the Newton boundaries of .1; (x . y) are stable. This fact claims that the blow analytic equivalence among real analytic singularities is a fruitful relationship since the Newton boundaries of singularities contains a lot of informations on them.
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In an equisingular problem it is important to determine which equivalence among singularities is the best. It should be as strong as possible if the number of equivalence classes is kept in the admissible range. If we can find an appropriate equivalence relation, we wilrhave a fruitful equisingular problem. In the theory of complex analytic singularities it is well known that the topological equivalence is just so.
Oka [7] Since f.1-constancy and topological constancyof J;-I (0) are equivalent (see [6] ), this result also means that the Newton boundaries of a topologically constant family J;(x, y) are stable in some complex analytic family a,(x, y) of local coordinates. It is well known that the Newton boundaries of singularities have a lot of information on them. Hence the result claims that the topological equivalence among complex analytic singularities is strong enough and it is natural that the equisingular problem with respect to this equivalence relation is fruitful.
Now we ask whether Oka's aforementioned result is correct for a real analytic family of real analytic functions with constant topological type. The answer is not affirmative. A counterexample is given as follows.
Example. Let J;(x, y) be the real analytic t-parameter family of real analytic functions in a neighborhood of the origin, given by the formula: J;(x, y) = i + This example claims that the topological equivalence (homeomorphism) among real analytic singularities is too weak in some sense.
Next we consider the blow analytic equivalence among real analytic singularities proposed by T. C. Kuo (see [2] ). It is slightly weaker than bianalytic and much stronger than homeomorphism. He investigated real analytic families of real analytic functions which admit blow analytic trivializations (abbreviated to BAT) and he obtained beautiful results in his succesive papers (see [3] - [5] ). We consider Oka's result for a real analytic family of real analytic functions which admits a BAT, and we obtain the following: This result ensures that the blow analytic equivalence is strong enough and it is as fruitful as the topological equivalence in the complex case. It is also the converse of Theorems A and B in [1] in a wide sense.
In § 1 we will explain some definitions of our terms and we will state our results more precisely. We will present their proofs in subsequent sections.
RESULTS AND DEFINITIONS
Let f(x, y) be a germ of a real analytic function defined in a neighborhood of 0 E JEt2 and assume that f( 0) = O. Let where fo := fL1X{0}' Ho:= HlttnJx{o} , the four slopping arrows are projections on ] and the i's are inclusions.
From now on we shall use the same notations for germs of functions at a point as their representations in a neighborhood of the point if no confusion should arise. Let (x, y) be a coordinate system of the neighborhood U of p E ff , and ~I the set {(x, y) E lR 2 1(x, y) E ru;; (x, y)), x + y = the order of 1;}. Now we have the following three lemmas. Suppose that ./f/ = U ~ ]R2(X, y) , and we consider the real analytic function f: U x I ----+ ]R. Then we obtain our main theorem from these lemmas. Remark. If fo(x, y) has an isolated singularity at the origin, the generality would not be lost under the hypothesis "convenience" since fo(x, y) is finitely determined, i.e., the analytic type of fo(x, y) is invariant after adding terms with higher degrees than some one.
Lemma 1. Assume that f admits a BAT along] with center {p} x] and assume that as a germ at the origin. Then there exist germs e(t), ott) and ai(t)
((i) 1; 6 (x, y) = (x -o(t)y)"(y -e(t)x)p(2:;=oa i (t)xY-ii) , (ii) e(O)1 = 0(0) = 0 and ai(O) = a i (i = 1, ... , y), (iii) 2: ai(t)x Y -i yi does not divide by (x -o(t)y) or (y -e(t)x) in lR{x, y},
0') is the origin of the coordinate patch
We will prove the above-mentioned results in the following sections.
PROOF OF LEMMA 1
We obtain the following addition to Diagram 1.2:
where V is a small neighborhood of p E ./f/ , and Ho denotes the restriction (ii) It leaves n -1 ( 0) x I invariant. 
Then by making ~ smaller if necessary, we can represent the real analytic functions rpl' 1Jf/ in the neighborhood ~ of (0, e(t)) as
v), where rp;(O, e(t)) -I-0 and 1Jf;(0, e(t)) -I-00
On the other hand we can write, in ~,
Thus we have, in ~;,
where the a;(t) (i 2 0) are real analytic in to Since the first part in the last side is equal to It t> ° n(u, v), it must be a polynomial of degree a + f3 + y with respect to v ~~d we have, in ~,
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Thus we obtain
in an open set n(~ -{u = O}) C AI' whose topological closure contains the origin of lE.2(X, y) . Hence it follows that (*) holds in a neighborhood of the origin by the theorem of identity.
Since a~(O) = a o ' we obtain a~(t) =I 0 for any t (It I ~ 1) , and thus in t (It I ~ 1) with <5(0) = 0 such that 
be the lift of H, that is, the injective bianalytic map defined by
Then it is clear that this map and its inverse can be extended analytically beyond 7[ -I (0) xl", so that the extended map H is bianalytic. Th~s H is a blowanalytic twisting of ./f/ x I" with center {o} X I" induced by H and it follows that 10 (7[ X id J ) admits a BAT along I with center {o} x I . We will prove this lemma by using the method analogous to Oka's in [7] . It is a well-known result that there exists a successive sequence 7[0' ... Let qUo; p) be the minimum number of succesive blowing-ups by which we can resolve the singularity of fa at p. We will prove this lemma by means of the induction on the number qUo; p). with kl (y) == 0 (resp. k 2 (x) == 0) or kl (0) "I-0 (resp. k 2 (0) "I-0). We consider the following four cases. Now we consider the function fa 0 n in a neighborhood of the origin of the coordinate patch ~2(U, v) of '/11. We obtain the formula
where e is a unit of lR 2 {u, v}. Noting that h2 (u, uv In each case f(fo; (x, y)) is illustrated as in Figure 4 .3 and Figure 4 .4, corresponding to Case 2 and Case 3 respectively. In both cases we obtain the required result in the same way as Case 1. nfo; (x, y)) = ru; 1' 1 ; (x, y)) for any t (It I « 1).
, I
In the case of a > 0 and p = 0 , if <5 (t) =1-0 then (0, a + y) E ru; ; (x , y)) , but this contradicts the hypothesis. Thus we obtain <5(t) == O.
In the case of a = 0 and p > 0 (resp. a > 0 and P > 0) , if e(t) =1-0 (resp. e(t) =1-0 or <5(t) =1-0) then we obtain the same contradiction as above. Thus
we obtain e(t) == 0 (resp. e(t) == 0 and <5(t) == 0) . in the same way as in the case of P > O.
Hence we obtain ru;; (x, y)) = ru o ; (x, y)) for any t (It I « 1).
This completes the proof of this lemma. 0
PROOF OF THEOREM
We use the method of [7] . Let (x', y') be a coordinate system for U. We o±
Next we define inductively real analytic manifolds Uk±, real analytic maps
(u~±, v~±) according to the signs +, -respectively as follows. Let /+: and k-
Now we set mOT = the order of fo(X' y), k+ mk+ = the order of 10 0 n (u k +, v k +) (k ~ I),
Let Ao+ be the set {(x, y) E 1(10; (x, y))lx + y = mOT} and let Ak+ be the fact of f(fo; (x, y)) corresponding to A~+ by the map , ,
By Lemma 1 we can find germs of real analytic functions e l (t), 6 1 (t) and ai(t) ( where cx~ = cx k -k(P k + Yk) = rno + . , . + m k -k(P k + Ik) .
Now we set (k+I)+ a (xk+' Yk+' t) = (X(k+I)+(t) , Y(k+I)+(t) , t) k+1 = (X k + 1 ' Yk+1 -ek(t)X k + ,t).
Then it follows that a(k+I)+ satisfies conditions (1), (2) and (3) in the assertion.
It is trivial that (1) and (2) are satisfied by a 1k + 1)+ . We can show that condition License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
