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Abstract
In this paper, we count cycles in a generalized Kautz digraph GK (n; d). Let n = pdh such that d|,p. Also let gl =
gcd(dl − (−1)l; n). We show that if one of the following conditions holds:
• p6
√
d7
d+1 and k6 logd n+ 1,
•
√
d7
d+1 ¡p¡d
5(d+ 1) and k6 logd
(
n
3
√
p2(d+1)
)
+ 103 ,
• d5(d+ 1)¡p and k6 logd
(
n
d+1
)
then the number of cycles of length k in GK (n; d) is given by
1
k
∑
l | k

(
k
l
)
(dl + (−1)l(gl − 1));
where  is the M9obius function.
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1. Introduction
Let G be a digraph. The vertex set and the arc set of G are denoted by V (G) and A(G), respectively. The diameter
of a digraph is the maximum length of a shortest path between any ordered pair of vertices in the digraph. Motivated by
high-performance computing, many digraph or graph classes with small diameter have been proposed as interconnection
networks of massively parallel computers.
The Kautz digraph denoted by K(d; D) (d¿ 2; D¿ 1) is a digraph whose vertices are the words of length D on an
alphabet of (d+ 1) letters (e.g., {0; 1; : : : ; d}) without two consecutive identical letters. There is an arc from each vertex
(v0; v1; : : : ; vD−1) to the d vertices (v1; : : : ; vD−1; ) obtained by one left-shifting, where ∈{0; 1; : : : ; d} and  	= vD−1
(see Fig. 1). The number of vertices in K(d; D) is dD + dD−1, and for any vertex in K(d; D) both the outdegree and
the indegree are d, i.e., K(d; D) is d-regular. Also the diameter of K(d; D) is D, since any vertex can reach any other
vertex by at most D shiftings and in fact there is a pair of vertices (e.g., (0; 1; 0; 1; : : :) and (2; 1; 2; 1 : : :)) which needs D
shiftings.
1 Present address: Department of Mathematical and Natural Sciences, The University of Tokushima, 1-1 Minamijosanjima, Tokushima
770-8502, Japan.
E-mail address: hasunuma@ias.tokushima u.ac.jp (T. Hasunuma).
0012-365X/$ - see front matter c© 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2004.01.014
128 T. Hasunuma et al. / Discrete Mathematics 285 (2004) 127–140
012
201120
010
102
210
121 101
212
202 020
021
Fig. 1. K(2; 3).
It is known that any digraph with maximum outdegree d and diameter D cannot have more than 1+ d+ d2 + · · ·+ dD
vertices. This upper bound on the number of vertices is called the Moore bound. From the Moore bound, we can see that
if a digraph with maximum outdegree d has at least dD vertices, then the diameter of the digraph must be greater than
or equal to D. In this sense, the Kautz digraph is a digraph with optimal diameter. The Kautz digraph also has other nice
properties required for interconnection networks such as Jxed degree, high connectivity, and easy routing [1].
In designing interconnection networks of massively parallel computers, one may hope to use any number of processors.
However, the number of vertices in K(d; D) is restricted to be a sum of two powers of an integer, and there is a large
gap on the number of vertices between Kautz digraphs of diMerent parameters. Imase and Itoh [5] generalized the Kautz
digraph to have any number of vertices using congruent equations. The generalized Kautz digraph GK (n; d) is deJned as
follows:
V (GK (n; d)) = {0; 1; : : : ; n− 1};
A(GK (n; d)) = {(x; y) | y ≡ −dx − i (mod n); 16 i6d}:
When n= dD + dD−1, K(d; D) is obtained, i.e., GK (dD + dD−1; d) ∼= K(d; D). (For example, the left digraph in Fig. 2 is
isomorphic to the digraph in Fig. 1.)
As another regular digraph with optimal diameter, the de Bruijn digraph is known. (It seems that researchers in
the subject are more familiar with the de Bruijn digraph than the Kautz digraph.) The de Bruijn digraph denoted by
B(d; D) is a digraph whose vertices are the words of length D on an alphabet of d letters (there is no restriction
for consecutive letters). There is an arc from each vertex (v0; v1; : : : ; vD−1) to the d vertices (v1; : : : ; vD−1; ), where
∈{0; 1; : : : ; d− 1}. The number of vertices in B(d; D) is dD and the diameter of B(d; D) is D. (Although both B(d; D)
and K(d; D) are digraphs with optimal diameter, K(d; D) has more vertices than B(d; D).) Similarly to the Kautz digraph,
the de Bruijn digraph can be generalized to have any number of vertices using congruent equations; y ≡ dx + i (mod n);
06 i ¡d.
For generalized de Bruijn digraphs, their diameter [4] and connectivity [6] have been studied. Also, several structural
objects such as spanning trees, Eulerian tours [7], closed walks [8] and small cycles [2] have been counted. For generalized
Kautz digraphs, their diameter [5] and connectivity [3,6] have been studied. Compared with generalized de Bruijn digraphs,
however, there are few counting results on generalized Kautz digraphs.
In this paper, we count cycles in generalized Kautz digraphs. Let n1 and n2 be integers. If n1 divides n2, then we write
n1 | n2. Otherwise, we write n1|,n2. The greatest common divisor of n1 and n2 is denoted by gcd(n1; n2). Now let n=pdh
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Fig. 2. GK (12; 2) and GK (13; 3).
such that d|,p. Also let gl = gcd(dl − (−1)l; n). We show that if one of the following conditions holds:
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d+1 and k6 logd n+ 1,
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then the number of cycles of length k in GK (n; d) is given by
1
k
∑
l | k

(
k
l
)
(dl + (−1)l(gl − 1));
where  is the M9obius function.
It was shown in [4] that the diameter of GK (n; d) is at most logd n. Thus, by our result, we can count cycles of
length up to nearly the diameter.
Our result on counting is a theoretical one rather than a practical one. However, since counting is a very fundamental
subject, it can be applied to obtain a practical result. Although generalized Kautz digraphs are models of networks with
unidirected link, we often consider networks with bidirected links. In such a case, loops (cycles of length one) are deleted
and symmetric arcs (cycles of length two) may be replaced by a single edge. Hence, the number of loops and the number
of symmetric arcs give us a fundamental knowledge on the size of the underlying graph of GK (n; d). From our result,
these numbers are obtained.
This paper is organized as follows. In Section 2, we introduce basic deJnitions and terminology used in the paper. In
Section 3, we count nonperiodic closed walks in GK (n; d). Next, we derive upper and lower bounds on the twisted girth
of GK (n; d) in Section 4. In Section 5, we combine the results in Sections 3 and 4 as a result on the number of cycles
in GK (n; d). Finally, we conclude the paper with some remarks in Section 6.
2. Preliminaries
A walk W of length l in G is a sequence of vertices and arcs (v0; e0; v1; e1; : : : ; el−1; vl) such that ei = (vi; vi+1)∈A(G)
for 06 i ¡ l. (When G has no multiarcs, it is suOcient to write vertices only.) The size of a walk is the number of
arcs used in the walk. Note that all the vertices (and also arcs) in a walk are not necessarily distinct. The same vertex
may appear more than one time. Thus, the length of a walk is not always equal to the size of the walk. A path is a
walk whose vertices are distinct. If v0 = vl, then W is called closed. If v0 = vl and vi; 06 i ¡ l, are distinct, then W is
a cycle. For a closed walk W = (v0; e0; v1; e1; : : : ; el−1; v0), if there exists an integer j (0¡j¡l) such that vi = vi+j (mod l)
and ei = ei+j (mod l) for 06 i ¡ l, then W is called periodic. A closed walk which is not periodic is called nonperiodic. A
nonperiodic closed walk which is not a cycle, is called twisted.
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Fig. 3. Arcs in a twisted closed walk.
Fig. 4. Arcs in a cycle of length Jve.
The twisted girth (G) of G is the minimum size of a twisted closed walk in G. Let X be a twisted closed walk of
size (G). Then there exist two cycles C1 and C2 such that A(X ) = A(C1) ∪ A(C2) and V (C1) ∩ V (C2) 	= ∅ (see Fig. 3).
Also, for two cycles C′ and C′′ in G, if |A(C′)|+ |A(C′′)|¡(G), then V (C′)∩V (C′′)=∅. If there is no twisted closed
walk in G, then (G) is deJned to be ∞.
A closed walk is deJned as a sequence of vertices and arcs, i.e., a closed walk has a starting vertex. In our counting,
we distinguish the number of closed walks from the cardinality of the set of closed walks. The number of closed walks
is the number of equivalence classes of closed walks with respect to rotation. For example, in the digraph in Fig. 4, the
cardinality of the set of cycles of length Jve is Jve, while the number of cycles of length Jve is one.
For a lower bound l′ on (G), we can see that for any l¡ l′, the number of cycles of length l is equal to the number
of nonperiodic closed walks of length l. In this paper, in order to count cycles, we count nonperiodic closed walks in
GK (n; d) and then derive a lower bound on (GK (n; d)).
3. The number of nonperiodic closed walks
In this section, we present a formula for the number of nonperiodic closed walks. We Jrst consider the cardinality of
the set of closed walks in GK (n; d).
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Lemma 3.1. The cardinality of the set of closed walks of length k in GK (n; d) is dk + (−1)k(gk − 1), where
gk = gcd(dk − (−1)k ; n).
Proof. Suppose that there is a closed walk of length k, (x; e0; u1; e1; : : : ; uk−1; ek−1; x) starting from x. By the deJnition,
there are k integers ri (16 ri6d, 06 i ¡ k) such that
u1 ≡ −dx −r0 (mod n);
u2 ≡ −du1 −r1 (mod n);
...
uk−1 ≡ −duk−2 −rk−2 (mod n);
x ≡ −duk−1 −rk−1 (mod n):
Thus,
x ≡ (−d)kx − (−d)k−1r0 − (−d)k−2r1 − · · · − rk−1 (mod n):
Hence,
((−d)k − 1)x ≡ (−d)k−1r0 + (−d)k−2r1 + · · ·+ rk−1 (mod n): (1)
Conversely, given a (k + 1)-tuple (x; r0; r1; : : : ; rk−1) satisfying the above congruent equation, a closed walk of length
k starting from x is uniquely obtained. Therefore, closed walks of length k correspond to (k + 1)-tuples satisfying the
congruent equation (1) in one-to-one manner.
We regard x as a variable and count the number of solutions for (1). The congruent equations (1) have a solution iM
gk | (−d)k−1r0 + (−d)k−2r1 + · · ·+ rk−1;
where, gk = gcd((−d)k − 1; n).
Case 1: k is even.
Since
(dk − 1) + (−d)k−1r0 + (−d)k−2r1 + · · ·+ rk−1
=dk−1(d− r0) + dk−3(d− r2) + · · ·+ d(d− rk−2)
+dk−2(r1 − 1) + dk−4(r3 − 1) + · · ·+ (rk−1 − 1);
we can see that (dk−1)+(−d)k−1r0+(−d)k−2r1+· · ·+rk−1 is a representation of an integer range from 0 to dk−1. Thus,
(−d)k−1r0 +(−d)k−2r1 + · · ·+ rk−1 is a representation of an integer range from 0 to −(dk −1). Since gk =gcd(dk −1; n),
there are (dk − 1)=gk + 1 integers divisible by gk between 0 and −(dk − 1). For each r divisible by gk , the congruent
equation obtained from (1),
dk − 1
gk
x ≡ r
gk
(
mod
n
gk
)
has a unique solution x ≡ a (mod n=gk). From this solution, we have gk solutions for (1), x ≡ a + tn=gk (mod n),
t = 0; 1; : : : ; gk − 1.
Consequently, there are gk((dk − 1)=gk + 1) tuples (x; r0; r1; : : : ; rk−1) satisfying (1).
Case 2: k is odd.
Since
−dk + (−d)k−1r0 + (−d)k−2r1 + · · ·+ rk−1
=− dk−1(d− r0)− dk−3(d− r2)− · · · − d2(d− rk−3)− (d− rk−1)
−dk−2(r1 − 1)− dk−4(r3 − 1)− · · · − d(rk−2 − 1);
we can see that (−d)k−1r0 + (−d)k−2r1 + · · · + rk−1 is a representation of an integer range from 1 to dk . Since gk =
gcd(−dk − 1; n) = gcd(dk + 1; n), there are (dk + 1)=gk − 1 integers divisible by gk between 1 and dk . Similarly to Case
1, it is shown that there are gk((dk + 1)=gk − 1) tuples satisfying (1).
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From the cardinality of the set of closed walks of length k, we can obtain the formula for the number of nonperiodic
closed walks of length k. In the formula, we use the M9obius function which is deJned as follows:
(d) =


1 if d is a product of an even number of distinct primes;
−1 if d is a product of an odd number of distinct primes;
0 otherwise:
Let W (k) and X (k) be the sets of closed walks of length k and nonperiodic closed walks of length k, respectively. Also,
let N (k) be the number of nonperiodic closed walks of length k. Each equivalence class of nonperiodic closed walks of
length k consists of exactly k nonperiodic closed walks. Hence, N (k) = |X (k)|=k. On the other hand, a periodic closed
walk of length k consists of a nonperiodic closed walk of length l, where l is a divisor of k. Therefore,
|W (k)|=
∑
l | k
|X (l)|=
∑
l | k
lN (l):
Using the M9obius inversion formula [9],
kN (k) =
∑
l | k

(
k
l
)
|W (l)|:
Therefore
N (k) =
1
k
∑
l | k

(
k
l
)
|W (l)|:
Hence, from Lemma 3.1, the following theorem is obtained:
Theorem 3.2. The number of nonperiodic closed walks of length k in GK (n; d) is given by
1
k
∑
l | k

(
k
l
)
(dl + (−1)l(gl − 1));
where gl = gcd(dl − (−1)l; n) and  is the M8obius function.
The Euler function ’(n) is deJned as the number of integers t such that 16 t6 n and gcd(t; n) = 1. The number of
closed walks of length k is obtained by summarizing the numbers of nonperiodic closed walks of length m, where m | k,
and using the formula ’(n)=n=
∑
d|n (d)=d.∑
m|k
1
m
∑
l|m

(m
l
)
(dl + (−1)l(gl − 1)) =
∑
m|k;l|m
1
m

(m
l
)
(dl + (−1)l(gl − 1))
=
∑
l|k;p| kl
1
pl
(p)(dl + (−1)l(gl − 1))
=
∑
l|k
1
l
(dl + (−1)l(gl − 1))
∑
p| kl
(p)
p
=
∑
l|k
1
l
(dl + (−1)l(gl − 1)) lk ’
(
k
l
)
=
1
k
∑
l|k
’
(
k
l
)
(dl + (−1)l(gl − 1)):
Corollary 3.3. The number of closed walks of length k in GK (n; d) is given by
1
k
∑
l | k
’
(
k
l
)
(dl + (−1)l(gl − 1));
where gl = gcd(dl − (−1)l; n) and ’ is the Euler function.
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Fig. 5. %i([u; v])[a; b].
4. Upper and lower bounds on the twisted girth
In this section, we derive upper and lower bounds on the twisted girth of a generalized Kautz digraph.
For S ⊆ A(GK (n; d)), the subdigraph induced by S is denoted by 〈S〉. Let %(v) denote the set of vertices adjacent from
v in GK (n; d), i.e., %(v) = {w∈V (GK (n; d)) | (v; w)∈A(GK (n; d))}. For U ⊆ V (GK (n; d)), let %(U ) =⋃v∈U %(v). Also,
let %i(v) = %(%i−1(v)) for i¿ 1 and %0(v) = {v}. Moreover, for U ⊆ V (GK (n; d)), let %i(U ) = ⋃v∈U %i(v). Note that
%i(U ) may be a multiset.
First, we present an upper bound on the twisted girth of GK (n; d).
Proposition 4.1. (GK (n; d))6 logd n+ 2.
Proof. It can be easily checked that
%({n− 1; 0}) = {n− d; : : : ; n− 1; 0; : : : ; d− 1};
%2({n− 1; 0}) = {n− d2; : : : ; n− 1; 0; : : : ; d2 − 1};
...
%i({n− 1; 0}) = {n− di; : : : ; n− 1; 0; : : : ; di − 1}:
Thus, if dk−1 ¡n6dk , then there is a path or a cycle of length k from a vertex in {n− 1; 0} to a vertex in {n− 1; 0}.
By adding arcs (n− 1; 0) and (0; n− 1) to such a path or a cycle, a nonperiodic twisted closed walk of size logd n+2
can be obtained. That is, (GK (n; d))6 logdn+ 2.
Next, we present a lower bound on the twisted girth of GK (n; d), which is used to prove our main theorem.
For u; v∈V (GK (n; d)), the circle distance of u and v, denoted by D(u; v), is deJned to be min{(u − v) (mod n);
(v− u) (mod n)}. For {v1; : : : ; vt} ⊆ V (GK (n; d)), if D(vi; vi+1) = 1 (16 i ¡ t) then we say that the vertices v1; : : : ; vt are
consecutive, and v1 and vt are side-vertices with respect to the consecutive vertices. For convenience, we also say that one
vertex is consecutive. By the deJnition of GK (n; d), we can see that for any set S of consecutive vertices, the vertices in
%(S) are also consecutive.
Let [u; v] be the set of D(u; v) + 1 consecutive vertices (including u and v). (When D(u; v) = n=2, the set [u; v] is not
uniquely determined. In such a case, [u; v] is deJned as one of the two possible sets.) Suppose that n¿d. Let a∈%i(u)
and b∈%i(v). We denote by %i([u; v])[a; b] the set of consecutive vertices between a and b (including a and b) in
%i([u; v]) (see Fig. 5). By the deJnitions, |[a; b]|6 |%i([u; v])[a; b]|. If |%i([u; v])[a; b]|6 n=2, then %i([u; v])[a; b] = [a; b].
Note that it does not always hold that [a; b] = %i([u; v])[a; b], since |%i([u; v])[a; b]| may be greater than n=2.
Since GK (n; d) is d-regular, the following lemma holds:
Lemma 4.2. Let u; v∈V (GK (n; d)), where n¿d. Suppose that a∈%i(u) and b∈%i(v). Then
di(D(u; v)− 1) + 26 |%i([u; v])[a; b]|6di(D(u; v) + 1):
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Proof. Let u= u0; u1; : : : ; uD(u; v) = v be the consecutive vertices in [u; v]. Then %i([u; v])[a; b] contains
⋃
16j¡D(u; v) %
i(uj)
and |%i(ui)| = di for each i. To obtain %i([u; v])[a; b], at least a and b must be added to ⋃16j¡D(u; v) %i(uj) as the side-
vertices. Therefore, di(D(u; v)−1)+26 |%i([u; v])[a; b]|. On the other hand, %i([u; v])[a; b] ⊆ ⋃06j6D(u; v) %i(uj). Hence,
|%i([u; v])[a; b]|6di(D(u; v) + 1).
Since D(a; b) = |[a; b]| − 1, the following corollaries are obtained:
Corollary 4.3. Let u; v∈V (GK (n; d)), where n¿d. Suppose that a∈%i(u), b∈%i(v). Then D(a; b)¡di(D(u; v) + 1).
Also, if |%i([u; v])[a; b]|6 n=2, then di(D(u; v)− 1)¡D(a; b).
Now we deJne Ui ⊆ V (GK (n; d)), 06 i6d, as follows:
U0 =
{
0; 1; : : : ;
⌈
n
d+ 1
⌉
− 1
}
;
U1 =
{⌊
n
d+ 1
⌋
: : : ;
⌈
2n
d+ 1
⌉
− 1
}
;
U2 =
{⌊
2n
d+ 1
⌋
: : : ;
⌈
3n
d+ 1
⌉
− 1
}
;
...
Ud =
{⌊
dn
d+ 1
⌋
: : : ; n− 1
}
:
We call each Ui a unit of GK (n; d). Also, Ui and Ui+1 (mod d+1) are called adjacent units. (In what follows, we regard the
index i + 1 of Ui+1 as an integer mod d+ 1.)
Lemma 4.4. For all i, V (GK (n; d)) ⊆ %(Ui) ∪ Ui, and |Ui ∩ Ui+1|6 1. If Ui ∩ Ui+1 = {w}, then w has a loop.
Proof. Case 1: d+ 1 | n.
Since
−d
(
np
d+ 1
+ q
)
≡ np
d+ 1
− dq (mod n);
%
(
np
d+ 1
+ q
)
=
{
np
d+ 1
− dq− 1; np
d+ 1
− dq− 2; : : : ; np
d+ 1
− dq− d
}
:
Thus,
%(Ui) = %
({
ni
d+ 1
;
ni
d+ 1
+ 1; : : : ;
n(i + 1)
d+ 1
− 1
})
= %
(
ni
d+ 1
)
∪ %
(
ni
d+ 1
+ 1
)
∪ · · · ∪ %
(
n(i + 1)
d+ 1
− 1
)
=
{
ni
d+ 1
− 1; ni
d+ 1
− 2; : : : ; ni
d+ 1
− d
}
∪
{
ni
d+ 1
− d− 1; ni
d+ 1
− d− 2; : : : ; ni
d+ 1
− 2d
}
∪ · · ·
∪
{
n(i + 1)
d+ 1
+ d− 1; n(i + 1)
d+ 1
+ d− 2; : : : ; n(i + 1)
d+ 1
}
=
{
ni
d+ 1
− 1; ni
d+ 1
− 2; : : : ; n(i + 1)
d+ 1
− 1; n(i + 1)
d+ 1
}
:
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Fig. 6.
Hence, %(Ui) ∪ Ui = {0; 1; : : : ; n}= V (GK (n; d)).
Case 2: d+ 1|,n.
Let ni = (d+ 1)qi + ri; 06 ri6d. Then
%
(⌊
ni
d+ 1
⌋)
= %(qi) = {−dqi − 1;−dqi − 2; : : : ;−dqi − d}:
Since qi ≡ −dqi − ri (mod n), qi ∈%(qi) if ri 	= 0, and the vertices in %(qi) and qi are consecutive if ri = 0.
Next consider %
(⌈
n(i+1)
d+1
⌉
− 1
)
. Suppose that ri+1 	= 0. Then
%
(⌈
n(i + 1)
d+ 1
⌉
− 1
)
= %(qi+1) = {−dqi+1 − 1;−dqi+1 − 2; : : : ;−dqi+1 − d}:
Since qi+1 ≡ −dqi+1 − ri+1 (mod n), qi+1 ∈%(qi+1).
Suppose that ri+1 = 0. Then
%
(⌈
n(i + 1)
d+ 1
⌉
− 1
)
= %(qi+1 − 1) = {−dqi+1 + d− 1;−dqi+1 + d− 2; : : : ;−dqi+1}:
Since qi+1 − 1 ≡ −dqi+1 − 1 (mod n), qi+1 − 1 and the vertices in %(qi+1 − 1) are consecutive.
The vertices in %(Ui) are consecutive. Thus, we can see that {0; 1; : : : ; n} ⊆ Ui ∪ %(Ui) (see Fig. 6).
Clearly
⌈
n(i+1)
d+1
⌉
− 16
⌊
n(i+1)
d+1
⌋
. Thus, |Ui ∩Ui+1|6 1. Suppose that |Ui ∩Ui+1|= 1. Then
⌈
n(i+1)
d+1
⌉
− 1 =
⌊
n(i+1)
d+1
⌋
, thus
Ui ∩ Ui+1 = {qi+1} and ri+1 	= 0. By the above discussion, qi+1 ∈%(qi+1), i.e., qi+1 has a loop.
For each i,
⌈
n
d+1
⌉
6 |Ui|6
⌈
n
d+1
⌉
+ 1. In particular, if |Ui|=
⌈
n
d+1
⌉
+ 1, then both side-vertices in Ui have a loop.
Lemma 4.5. Let Ck be a cycle of length k¿ 3 such that all vertices in Ck have no loop. Let u; v∈V (Ck). Then
D(u; v) = 1 or D(u; v)¿max
{
n
d3k−8(d+1) ;
n
dk (d+1)
}
− 1.
Proof. When n6d, all vertices in GK (n; d) have a loop. Thus, n¿d.
Suppose that u∈U ′ and v∈U ′′, where U ′ and U ′′ are units of GK (n; d).
Case 1: U ′ 	= U ′′ such that U ′ and U ′′ are not adjacent.
In this case, D(u; v)¿n=(d+1) since there is at least one unit between U ′ and U ′′ and each unit has at least n=(d+1)
vertices.
Case 2: U ′ 	= U ′′ such that U ′ and U ′′ are adjacent.
Suppose that |U ′ ∩ U ′′|= 1 and U ′ ∩ U ′′ = {x} (thus, d+ 1|,n).
Claim 1. Let a∈U ′ and b∈U ′′ such that a 	= x and b 	= x. Suppose that b has no loop. If (a; b)∈A(GK (n; d)), then
D(a; x)6D(b; x).
Proof. By Lemma 4.4, x∈%(x). Since %([a; x])[b; x] ⊆ U ′′ and b has no loop, |%([a; x])[b; x]|6 n=d+16 n=2. Hence,
by Corollary 4.3, d(D(a; x)− 1)¡D(b; x). Therefore, D(a; x)6D(b; x) (see Fig. 7).
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By Claim 1, we can assume without loss of generality that D(u; x)6D(v; x) such that there is a path from v to u of
length k ′ where 26 k ′6 k − 1. (If D(u; x)¡D(v; x), then there is no arc from v to u. Thus, there is a path of length
k ′ from v to u. If D(u; x) =D(v; x), then at least one of the two paths between u and v has length k ′.)
Now we assume D(u; v)6 n
dk′−1(d+1) . Then D(v; x)6
n
dk′−1(d+1) − 1. By Corollary 4.3, for any z ∈%
k′−1(v),
D(z; x)¡
n
d+ 1
:
Therefore, %k
′−1(v) ⊆ U ′ if k ′ is even, and %k′−1(v) ⊆ U ′′ if k ′ is odd (see Fig. 8).
Let z˜ be the vertex in %k
′−1(v) which is adjacent to u. If k ′ is even, then there is no arc from z˜ to u, since z˜ and u
are in the same unit such that z˜ has no loop. Thus, k ′ must be odd and z˜ ∈U ′′. Applying Claim 1 iteratively, we can see
that D(v; x)¡D(z˜; x). Hence D(u; x)¡D(z˜; x). Again, from Claim 1 it follows that there is no arc from z˜ to u, which
is a contradiction. Therefore, D(u; v)¿ n
dk′−1(d+1) ¿
n
dk−2(d+1) .
For the case that |U ′ ∩ U ′′|= 0, let x′ ∈U ′ and x′′ ∈U ′′ such that D(x′; x′′) = 1. Similarly to Claim 1, we can show
the following claim:
Claim 2. Let a∈U ′ and b∈U ′′. Suppose that b has no loop. If (a; b)∈A(GK (n; d)), then D(a; x′)6D(b; x′′).
Then we can similarly prove that D(u; v)¿ n
dk−2(d+1) by considering D(z; x
′) for z ∈U ′ and D(z; x′′) for z ∈U ′′.
Case 3: U ′ = U ′′.
Since u and v are in the same unit such that both u and v have no loop, there is no arc between them. Therefore, in
this case, k¿ 4.
For w∈V (Ck), let -i(w) denote the ith successor of w in Ck , i.e., the vertex to which there exits a path of length i
from w in Ck .
Case 3.1: For every i, -i(u) and -i(v) are in the same unit.
In this case, for every i, |%([-i−1(u); -i−1(v)])[-i(u); -i(v)]|6 ⌈ nd+1⌉6 n2 . From Corollary 4.3,
D(-i(u); -i(v))¿d(D(-i−1(u); -i−1(v))− 1);
for every i. Thus,
D(-k(u); -k(v))¿dk(D(u; v)− 1):
Since D(u; v) = D(-k(u); -k(v)), D(u; v)¿dk(D(u; v) − 1). Hence, D(u; v) = 1, and moreover D(-i(u); -i(v)) = 1 for
every i.
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Case 3.2: There exists i such that -i(u) and -i(v) are in diMerent units. Let i′ be the minimum integer such that -i
′
(u)
and -i
′
(v) are in diMerent units U˜ ′ and ˜U ′′, respectively.
Now assume that D(u; v)6 n
dk (d+1)
− 1. Then D(-i′(u); -i′(v))¡di′(D(u; v) + 1)6di′ n
dk (d+1)
6 n
dk−i′ (d+1) . Thus, U˜
′
and ˜U ′′ are adjacent. By the discussion in Case 2, for any j6 k − i′, any a∈%j(-i′(u)) and any b∈%j(-i′(v)), we can
see that a; b∈ U˜ ′∪ ˜U ′′. In particular, if j is even, then a∈ U˜ ′ and b∈ ˜U ′′. Otherwise, a∈ ˜U ′′ and b∈ U˜ ′. This contradicts
the fact that -k(u)(=u) and -k(v)(=v) are in the same unit. Therefore, D(u; v)¿ n
dk (d+1)
− 1.
By the above case-by-case analysis, we can see the following. If k¿ 4, then D(u; v) = 1 or D(u; v)¿
min
{
n
d+1 ;
n
dk−2(d+1) ;
n
dk (d+1)
− 1
}
= n
dk (d+1)
− 1. If k=3, then D(u; v)¿ nd(d+1) . Therefore, it always holds that D(u; v)=1
or D(u; v)¿max
{
n
d3k−8(d+1) ;
n
dk (d+1)
}
− 1.
Proposition 4.6. (GK (n; d))¿min
{
logd n+ 1;max
{
logd
(
3
√ n
d+1
)
+ 103 ; logd
(
n
d+1
)}}
.
Proof. When n¡d, the proposition clearly holds since (GK (n; d)) = 2. Suppose that n¿d.
Case 1: There exists a twisted closed walk of size (GK (n; d)) which contains a loop l at a vertex x.
Let t be the minimum length of a cycle containing x which is diMerent from the loop l. Then (GK (n; d)) = t + 1.
Suppose that %(x) = {x − p; : : : ; x − 1; x; x + 1; : : : ; x + q}, where p+ q + 1 = d. Then
%2(x) = {x − (dq + p); : : : ; x − 1; x; x + 1; : : : ; x + dp+ q};
%3(x) = {x − (d2p+ dq + p); : : : ; x − 1; x; x + 1; : : : ; x + d2q + dp+ q};
...
Thus,
dt−1p+ dt−2q + · · ·+ (p[t : odd] + q[t : even])¿ n;
or
dt−1q + dt−2p+ · · ·+ (q[t : odd] + p[t : even])¿ n;
where [t : odd] (resp. [t : even]) stands for 1 if t is odd (resp. t is even), 0 if t is even (resp. t is odd). Since p; q¡d,
it always holds that dt ¿n. Hence t ¿ logd n. Therefore, (GK (n; d))¿ logd n+ 1.
Case 2: Every twisted closed walk of size (GK (n; d)) does not contain a loop and a cycle of length greater than 2.
In this case, (GK (n; d)) = 4 and GK (n; d) contains a digraph shown in Fig. 9. Suppose that (x; y); (y; x); (y; z); (z; y)∈
A(GK (n; d)) (see Fig. 10). Since x; z ∈%(y) and y has no loop, D(x; z)¡d. Let U = {u0(=x); u1; : : : ; uD(x; z)(=z)} such
that D(ui−1; ui) = 1 for 16 i6D(x; z). Since (x; y); (z; y)∈A(GK (n; d)), and the vertices in %(U ) are consecutive,
|%(U )|= d|U |¿n. Thus, d2 ¿n. Therefore, (GK (n; d)) = 4¿ logd n+ 2.
Case 3: Every twisted closed walk of size (GK (n; d)) contains a cycle of length greater than 2 but not a loop. (In
this case, all vertices in such a nonperiodic closed walk have no loop.)
Let NT be a nonperiodic twisted closed walk of size t = (GK (n; d)). Then there exists a cycle CT in 〈A(NT)〉. Let
k = |A(CT)| and k ′ = (GK (n; d))− k. Then there exists a path of length k ′ from a vertex in CT to a vertex in CT. That
is, %k
′
(V (CT)) ∩ V (CT) 	= ∅. Without loss of generality, we can assume that k¿ k ′ such that k¿ 3.
Let Y 0(v) = {v} and Y i(v) = %i((-−i(v))), where -−i(v) is the ith predecessor of v in CT. For any v, the vertices in
Y i(v) are consecutive, and v∈ Y i(v). If u1 and u2 are consecutive such that u1 	∈ Y i(v) and u2 ∈ Y i(v), then u2 is called
a marginal vertex in Y i(v). Now
%i(V (CT)) =
⋃
v∈V (CT)
%i(v) =
⋃
v∈V (CT)
Y i(v):
Since %k
′
(V (CT)) ∩ V (CT) 	= ∅, there exist two vertices u∗; v∗ ∈V (CT) such that u∗ ∈ Y k′(v∗) (see Fig. 11). (Note that
it does not hold that u∗ = v∗ since a path from -−k
′
(v∗) to v∗ of length k ′ is unique in GK (n; d).)
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From Lemma 4.5, D(u∗; v∗) = 1 or D(u∗; v∗)¿max
{
n
d3k−8(d+1) ;
n
dk (d+1)
}
− 1. Now assume that D(u∗; v∗) = 1. By
the proof of Lemma 4.5, for every i, D(-i(u∗); -i(v∗)) = 1. In this case, for any j¡ logd n, u
∗ 	∈ Y j(v∗), since v∗ is
a marginal vertex of Y j(v∗) (see Fig. 12). Thus, k ′¿ logd n and (GK (n; d)) = k + k
′¿ 3 + logd n, which contradicts
Proposition 4.1. Hence, D(u∗; v∗) 	= 1.
Since u∗; v∗ ∈ Y k′(v∗),
|Y k′(v∗)|= dk′¿ |[u∗; v∗]|=D(u∗; v∗) + 1¿max
{
n
d3k−8(d+ 1)
;
n
dk(d+ 1)
}
:
Thus d3k+k
′−8(d + 1)¿n and dk+k
′
(d + 1)¿n. From d3k+k
′−8(d + 1)¿n, 3k + k ′ − 8 + logd(d + 1)¿ logd n. Thus,
3k+3k ′¿ logd n− logd(d+1)+2k ′+8¿ logd(n=(d+1))+10. Therefore, (GK (n; d))=k+k ′¿ logd( 3
√
n=(d+ 1))+ 103 .
Similarly, from dk+k
′
(d + 1)¿n, we obtain (GK (n; d))¿ logd(n=(d + 1)). Hence (GK (n; d))¿
max
{
logd(
3
√
n=(d+ 1)) + 103 ; logd
(
n
d+1
)}
.
5. The number of cycles
From the results in the previous sections, the following result is immediately obtained:
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Proposition 5.1. The number of cycles of length k in GK (n; d) is given by
1
k
∑
l | k

(
k
l
)
(dl + (−1)l(gl − 1));
if k6min{logd n+ 1;max{logd( 3
√
n=(d+ 1)) + 103 ; logd(n=(d+ 1))}}.
Using a property of line digraphs, we can strengthen this result in some case.
Let G be a digraph. Then the line digraph L(G) of G is deJned as follows:
V (L(G)) = A(G);
A(L(G)) = {((u; v); (v; w)) | (u; v); (v; w)∈A(G)}:
When we regard “L” as an operation on digraphs, the operation is called the line digraph operation. The m-iterated line
digraph denoted by Lm(G), is the digraph obtained from G by applying the line digraph operation m times.
The following result has been shown in [2].
Theorem 5.2 (Hasunuma and Shibata [2]). The number of nonperiodic closed walks of length k in a digraph G is equal
to the number of cycles of length k in Lm(G) if k ¡(G) + m.
This theorem implies that (Lm(G))¿ (G) + m. For generalized Kautz digraphs, it is known that GK (nd; d) ∼=
L(GK (n; d)) [6]. Applying these results to Proposition 5.1, we have our main theorem.
Theorem 5.3. Let n= pdh such that d|,p. Also let gl = gcd(dl − (−1)l; n). If one of the following conditions holds:
• p6
√
d7
d+1 and k6 logd n+ 1,
•
√
d7
d+1 ¡p¡d
5(d+ 1) and k6 logd
(
n
3
√
p2(d+1)
)
+ 103 ,
• d5(d+ 1)¡p and k6 logd
(
n
d+1
)
,
then the number of cycles of length k in GK (n; d) is given by
1
k
∑
l | k

(
k
l
)
(dl + (−1)l(gl − 1)); (2)
where  is the M8obius function.
Proof. Let
0(p; d) = min
{
logd p+ 1;max
{
logd
(
3
√
p
d+ 1
)
+
10
3
; logd
(
p
d+ 1
)}}
:
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Then we can easily check that
0(p; d) =


logd p+ 1 if p6
√
d7
d+1 ;
logd(
3
√
p
d+1 ) +
10
3 if
√
d7
d+ 1
¡p¡d5(d+ 1);
logd
( p
d+1
)
if d5(d+ 1)¡p:
Since GK (n; d) ∼= Lh(GK (p; d)) and (GK (p; d))¿0(p; d), by Theorem 5.2, (GK (n; d))¿0(p; d) + h. Therefore, if
k6 0(p; d) + h, then the number of cycles of length k in GK (n; d) is given by (2).
6. Concluding remarks
In this paper, we have counted cycles of length up to nearly the diameter in GK (n; d). In order to count cycles, we
have Jrst counted nonperiodic closed walks and then derived a lower bound on the twisted girth of GK (n; d).
It remains as a further work to count larger cycles. However, the upper bound on the twisted girth shown in
Proposition 4.1 indicates the limit of our counting method used in the paper. When k ¿ logd n + 2, the equality of
the numbers of nonperiodic closed walks and cycles of length k does not always hold.
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