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Abstract
A necessary condition is given for a sequence of identically distributed and pairwise
positively quadrant dependent random variables obeys the strong laws of large numbers
with respect to the normalising constants n1/p (1 6 p < 2).
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1 A necessary condition
Although the idea of positive dependence traces back to the forties by way of particular
examples and without explicit referral to any dependent structure (see [7], [12] or [2]), formal
definitions only emerged in [6] and [13]. Throughout, we shall focus on the concepts of
(positive) association and positive quadrant dependence, whose definitions can be found in
the previous two references.
A finite sequence of random variables {X1, . . . ,Xn} is said to be (positively) associated if
for coordinatewise nondecreasing functions f and g defined on Rn,
Cov
(
f(X1, . . . ,Xn), g(X1, . . . ,Xn)
)
> 0
whenever the covariance is defined. A sequence {Xn, n > 1} is said to be (positively) associ-
ated if every finite subfamily is (positively) associated. A sequence {Xn, n > 1} of random
variables is said to be pairwise positively quadrant dependent (pairwise PQD, in short) if
P {Xk 6 xk,Xj 6 xj} − P {Xk 6 xk}P {Xj 6 xj} > 0
for all reals xk, xj and all positive integers k, j such that k 6= j. Concerning elementary
properties involving the aforementioned concepts, we refer the reader to [6] and [13].
Associated to a probability space (Ω,F ,P), we shall consider the space Lp (p > 0) of all
measurable functions X (necessarily random variables) for which E|X|p <∞. Given an event
A we shall denote the indicator random variable of the event A by IA.
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Over the last decades, some authors have established strong laws of large numbers for
positively dependent random variables (see, for instance, [1], [4], [9] or [10]). Recently, Chen
and Sung ([4]) considered a sequence {Xn, n > 1} of (positively) associated random variables
stochastically dominated by a random variable X ∈ Lp, 1 6 p < 2 (i.e. for which there exists
a constant C > 0 such that supn P{|Xn| > t} 6 CP{|X| > t} for each t > 0 and some random
variable X ∈ Lp, 1 6 p < 2), proving that if the following covariance condition∑
16k<j6∞
j−2/pGXk ,Xj
(
k1/p, j1/p
)
<∞ (1.1)
holds, where GXk ,Xj(u, v) :=
∫ v
−v
∫ u
−u
[
P{Xk > x,Xj > y} − P{Xk > x}P{Xj > y}
]
dxdy,
then
∑n
k=1(Xk − EXk)/n
1/p a.s.−→ 0.
On the other hand, from Remark 1 of [11], we can state that if {Xn, n > 1} is a sequence
of pairwise PQD random variables stochastically dominated by a random variable X ∈ L1
satisfying
∑
16k<j6∞ j
−2GXk,Xj (k, j) <∞ then
∑n
k=1(Xk−EXk)/n
a.s.
−→ 0 (see also Theorem
3 of [4]).
Our purpose in this short note is to provide a necessary condition for a sequence {Xn, n >
1} of identically distributed and pairwise PQD random variables to satisfy
∑n
k=1(Xk −
EXk)/n
1/p a.s.−→ 0. During the whole of this paper, we shall define ∆k,j(x, y) := P{Xk >
x,Xj > y} − P{Xk > x}P{Xj > y}.
Theorem 1 Let 1 6 p < 2 and {Xn, n > 1} be a sequence of identically distributed pairwise
PQD random variables. If
∑n
k=1(Xk − c)/n
1/p a.s.−→ 0 for some finite constant c, and∑
16k<j6∞
(kj)−1/pGXk ,Xj
(
k1/p, j1/p
)
<∞ (1.2)
then
∑
∞
k=1 P
{
|X1| > k
1/p
}
<∞.
Proof. Firstly, if
∑n
k=1(Xk − c)/n
1/p a.s.−→ 0 then
Xn
n1/p
=
Xn − c
n1/p
+
c
n1/p
=
∑n
k=1(Xk − c)
n1/p
−
(n − 1)1/p
n1/p
∑n−1
k=1(Xk − c)
(n− 1)1/p
+
c
n1/p
a.s.
−→ 0. (1.3)
Arguing by contradiction, let us assume that
∑
∞
k=1 P
{
X1 > k
1/p
}
= ∞. Supposing Ak :={
Xk > k
1/p
}
, we have for every k 6= j,
∫ j1/p
j1/p/2
∫ k1/p
k1/p/2
P {Xk > x,Xj > y} dxdy >
∫ j1/p
j1/p/2
∫ k1/p
k1/p/2
P(Ak ∩Aj) dxdy
=
k1/pj1/p
4
P(Ak ∩Aj)
and
P(Ak ∩Aj) 6
4
k1/pj1/p
∫ j1/p
j1/p/2
∫ k1/p
k1/p/2
P {Xk > x,Xj > y} dxdy
=
4
k1/pj1/p
∫ j1/p
j1/p/2
∫ k1/p
k1/p/2
[
∆Xk,Xj(x, y) + P {Xk > x}P {Xj > y}
]
dxdy
2
6
4
k1/pj1/p
∫ j1/p
j1/p/2
∫ k1/p
k1/p/2
∆Xk,Xj (x, y) dxdy + P
{
X1 >
k1/p
2
}
P
{
X1 >
j1/p
2
}
.
Thus,
∑n
k,j=1 P(Ak ∩Aj)
[
∑n
k=1 P(Ak)]
2 6
8
∑
16k<j6n(kj)
−1/p
∫ j1/p
j1/p/2
∫ k1/p
k1/p/2∆Xk,Xj(x, y) dxdy(∑n
k=1 P{X1 > k
1/p}
)2
+
1∑n
k=1 P{X1 > k
1/p}
+
(∑n
k=1 P
{
2X1 > k
1/p
}
∑n
k=1 P{X1 > k
1/p}
)2
.
Since
1 6
∑n
k=1 P
{
2X1 > k
1/p
}
∑n
k=1 P{X1 > k
1/p}
6
∫ n+1
0 P
{
2X1 > t
1/p
}
dt∑n
k=1 P{X1 > k
1/p}
6
2p
∑⌈n+12p ⌉−1
k=0 P
{
X1 > k
1/p
}
∑n
k=1 P{X1 > k
1/p}
6
2p∑n
k=1 P{X1 > k
1/p}
+ 1
where ⌈u⌉ denotes the smallest integer not less than u, we get
ℓ := lim inf
n→∞
∑n
k,j=1 P(Ak ∩Aj)
[
∑n
k=1 P(Ak)]
2 6 1.
According to Re´nyi–Lamperti’s lemma (see, for instance, [3]), we obtain ℓ = 1 and P(lim supk→∞Ak)
= 1 which contradicts (1.3). Therefore,
∞∑
k=1
P
{
X1 > k
1/p
}
<∞. (1.4)
It remains to prove that
∞∑
k=1
P
{
Xk < −k
1/p
}
<∞. (1.5)
By virtue of ∆k,j(x, y) = P{Xk 6 x,Xj 6 y} − P{Xk 6 x}P{Xj 6 y} for all x, y ∈ R, it
follows for any k 6= j,
∫
−j1/p/2
−j1/p
∫
−k1/p/2
−k1/p
∆Xk,Xj(x, y) dxdy
=
∫
−j1/p/2
−j1/p
∫
−k1/p/2
−k1/p
[
P{Xk 6 x,Xj 6 y} − P{Xk 6 x}P{Xj 6 y}
]
dxdy
>
k1/pj1/p
4
P
{
Xk 6 −k
1/p,Xj 6 −j
1/p
}
−
k1/pj1/p
4
P
{
X1 6 −
k1/p
2
}
P
{
X1 6 −
j1/p
2
}
i.e. by setting Bk :=
{
Xk 6 −k
1/p
}
we have
P(Bk ∩Bj) 6
4
k1/pj1/p
∫
−j1/p/2
−j1/p
∫
−k1/p/2
−k1/p
∆Xk,Xj (x, y) dxdy
3
+ P
{
X1 6 −
k1/p
2
}
P
{
X1 6 −
j1/p
2
}
.
Assuming
∑
∞
k=1 P
{
X1 6 −k
1/p
}
= ∞ and following exactly the same steps as before, one
can conclude that
lim inf
n→∞
∑n
k,j=1 P(Bk ∩Bj)
[
∑n
k=1 P(Bk)]
2 6 1,
and whence
∑
∞
k=1 P
{
X1 6 −k
1/p
}
< ∞ entailing (1.5). Thus, (1.4) and (1.5) establish the
thesis. 
Next, we present a sequence of identically distributed and pairwise PQD random variables
which satisfies (1.2).
Example Let 1 6 p < 2 and {Xn, n > 1} a sequence of identically distributed random
variables such that, for all k 6= j, (Xk,Xj) has bivariate distribution,
FXk ,Xj(x, y) = FXk(x)FXj (y) + θk,jF
sk,j
Xk
(x)F
sk,j
Xj
(y)
[
1− FXk(x)
]rk,j [1− FXj (y)]rk,j
where rk,j, sk,j > 1 and 0 6 θk,j 6 1 for all k, j. Thus, {Xn, n > 1} is a pairwise PQD
sequence (see, for instance, [8]). Considering X1 having probability density function fX1(t) =
2t−3I(1,∞)(t), it follows E |X1|
p = 2/(2− p) and EX21 =∞. After standard computations, we
obtain for u, v > 1
GXk,Xj (u, v) = θk,j
[
sk,jΓ(sk,j)Γ(rk,j + 1/2)
(2rk,j − 1)Γ(rk,j + sk,j + 1/2)
−
H
(
−sk,j, rk,j − 1/2; rk,j + 1/2; 1/u
2
)
(2rk,j − 1)u
2rk,j−1
]
·
[
sk,jΓ(sk,j)Γ(rk,j + 1/2)
(2rk,j − 1)Γ(rk,j + sk,j + 1/2)
−
H
(
−sk,j, rk,j − 1/2; rk,j + 1/2; 1/v
2
)
(2rk,j − 1)v
2rk,j−1
]
where Γ(z) :=
∫
∞
0 t
z−1e−tdt, Re(z) > 0, is the gamma function andH(a, b; c; z) :=
∑
∞
n=0
(a)n(b)n
(c)nn!
zn,
c 6= 0,−1,−2, . . . denotes the hypergeometric function (here, (a)n := a(a+ 1) . . . (a+ n − 1)
stands for Pochhammer symbol). For instance, supposing rk,j = r, sk,j = s, and θk,j = k
µjν
with µ, ν verifying 1/p− 1 < µ < 2/p− 2− ν we have GXk ,Xj(k
1/p, j1/p) 6 Cθk,j with C not
depending on k, j yielding
∑
16k<j6∞
(kj)−1/pGXk,Xj (k
1/p, j1/p) 6 C
∞∑
j=2
jν−1/p
j−1∑
k=1
kµ−1/p 6 C
∞∑
j=2
jµ+ν−2/p+1 <∞.
Similar examples can be obtained considering X1 ∈ Lp and random pairs (Xk,Xj), k 6= j
having bivariate distribution
FXk,Xj(x, y) = FXk(x)FXj (y) + θk,jφk,j
[
FXk(x)
]
ψk,j
[
FXj (y)
]
by choosing suitable nonnegative absolutely continuous functions φk,j, ψk,j on [0, 1] satisfying,
for each k, j, φk,j(0) = φk,j(1) = ψk,j(0) = ψk,j(1) = 0, and
0 6 θk,j 6 −
1
min
{
αk,jδk,j, βk,jγk,j
} ,
4
where αk,j := inf
{
φ′k,j(t) : t ∈ A
}
< 0, βk,j := sup
{
φ′k,j(t) : t ∈ A
}
> 0, γk,j := inf
{
ψ′k,j(t) : t ∈
B
}
< 0 and δk,j := inf
{
ψ′k,j(t) : t ∈ B
}
> 0, with A =
{
t ∈ [0, 1] : φ′k,j(t) exists
}
and
B =
{
t ∈ [0, 1] : ψ′k,j(t) exists
}
(see Corollary 2.4 of [14]).
By gathering Theorem 4 of [4] with above Theorem 1, we can announce a Marcinkiewicz–
Zygmund strong law of large numbers for (positively) associated and identically distributed
random variables.
Corollary 1 Let 1 6 p < 2 and {Xn, n > 1} be a sequence of identically distributed and
(positively) associated random variables satisfying condition (1.2). Then, E|X1|
p <∞ if and
only if
∑n
k=1(Xk − EX1)/n
1/p a.s.−→ 0.
Proof. Obviously, (1.2) implies (1.1) and one implication is a consequence of Theorem 4 in
[4]. The reciprocal follows from Theorem 1 and Corollary 4.1.3 of [5]. The proof is complete.

Furthermore, we are also able to present the following equivalence result.
Corollary 2 Let {Xn, n > 1} be a sequence of identically distributed and pairwise PQD
random variables satisfying
∑
16k<j6∞GXk ,Xj(k, j)/(kj) <∞. Then, E|X1| <∞ if and only
if
∑n
k=1(Xk − EX1)/n
a.s.
−→ 0.
Proof. The sufficiency part is assured by Remark 1 of [11] (or Theorem 3 of [4]). The necessity
part is a consequence of Theorem 1 and Corollary 4.1.3 of [5]. 
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