The Nearly Parallel Vortex Filament (NPVF) model has a wide range of applications from classical fluid turbulence to electron plasmas to superfluids and Bose-Einstein Condensates. Ceperley's Path Integral Monte Carlo (PIMC) algorithms provide an excellent tool for calculating the statistics of these systems in equilibrium, as Sen, Trivedi and Ceperley showed for flux lines of type-II superconductors by Sen et al. (2001) . In this poster we discuss our application of PIMC to NPVF to study the melting of vortex crystals under a trapping potential when trapping intensity (e.g. angular velocity) increases, forcing higher vortex densities. We discover a phase transition in which control of the statistics of containment radius transfers from vortex interaction in the crystal phase to internal vortex fluctuations in the liquid phase. At the critical point entropy rather than internal energy becomes the main factor deciding the system state, consequently the radius becomes chaotic. We also show that this transition does not exist in the point vortex model. This work represents the first numerical evidence for the kind of turbulence occuring at high rotation speed due to vortex tangling. We argue that the simplified, NPVF model is sufficient to make these assertions and that the full Biot-Savart law is unnecessary.
Introduction
Since the 1940's the point vortex model has been used as a major simplification of the Euler equations for inviscid fluid flows. In the statistical mechanics literature, they appear as points in a two-dimensional plane. However, adding a z-axis makes them perfectly straight, parallel, infinitely long vortex filaments. The advantage of the third dimension comes in when we begin to perturb the filaments. Rather than having perfectly straight filaments, we can make them nearly straight and, with random perturbations, represent local self-induction by Klein et al. (1995) . This model assumes that filaments are periodic in the z-direction with period much longer than the inter-vortex distance and that this inter-vortex distance is much larger than the average vortex deviation from center line.
The Path Integral Monte Carlo (PIMC) method, first developed for simulations of bosons in a meshless space by Ceperley (1995) , has been successfully applied to vortex filaments in high-T c superconductors by Nordborg and Blatter (1998) and later by Sen et al. (2001) . Its advantages in computational speed and its ability to simulate paths in a theoretically continuous space make it ideal for our purpose.
In this poster we discuss the results of PIMC simulations of NPVFs in the case where rotational speed and circulation are varied. Our results are two-fold: first we discuss our numerical confirmation of the containment radius formula derived variationally by Assad and Lim (2005) and secondly we discuss our numerical verification of a novel sort of turbulence in which high rotational speed results in vortex melting and a transition from a vortex crystal whose configuration is determined by internal energy to a vortex liquid, entropic in nature. This result is unique in that it is the first time such numerical simulations have been done.
Model and Method

Nearly Parallel Vortex Filaments
A system of 2N PDEs describes the time-evolution of nearly parallel vortex filaments
where X i (σ, t) ∈ ℜ 2 represents the position in the plane of the ith filament, the parameter σ is the position along the filment; Γ j is the circulation; α j is the core structure, N is the number of filaments, and
Filaments are periodic, and, to simplify, Γ j = 1, α j = α This PDE system can be written, alternatively, as a Nonlinear Schoedinger Equation (NLSE) by representing the vector X j as a complex function ψ j :
where ψ j (σ, t) = x j (σ, t) + iy j (σ, t) is the position of vortex j at position σ along its length and at time t Lions and Majda (2000) . This representation has the advantage of relating the system to the quantum realm and also eliminating the matrix J. However, in the section on Path Integrals we will discuss another way to convert the system to a system of NLSEs using the more common t → iτ transformation.
This system of PDEs can be expressed as a Hamiltonian system
where L is the length of each filament. To this we also add a trapping potential which conserves angular momentum
For our simulations we assume that the filaments are piecewise linear, divided into an equal number of segments of equal length. This discretization leads to the Hamiltonian,
and angular momentum
where δ is the length of each segment and M is the number of segments. For purposes of later discussion, the point where two segments meet is called a "bead" in PIMC terminology. Notice how the Hamiltonian's self-induction term resembles a spring potential from Hooke's Law. This term shows up again in the path-to-"polymer" mapping of Feynman, while the pair potential is typical of particle systems.
Path Integrals and Partition Functions
The path integral method of Feynman, in its imaginary time density matrix format, involves evaluating the Gibbs measure of a set of paths in three space,
which gives a frequency for that path (i.e. an unnormalized probability). We apply this idea to vortex filaments.
One may ask why we can apply a method designed for quantum systems of particles to a classical system of vortex filaments. Several reasons exist: both systems involve paths whose probability is proportional to a Gibbs measure, (2) the quantum framework ensures that the vortices remain nearly parallel because more warped paths have extremely low probability and can be ignored, and (3) the partition functions of the two systems, with appropriately chosen parameters, are nearly the same, meaning that the systems are nearly statistically identical. This statistical equivalence has the benefit of allowing us to apply Ceperley's quickly converging multilevel monte carlo method combined with random movements of the path endpoints to minimize G(M) Ceperley (1995) . A coin flip decides the type of move to be made (internal or endpoint). A proof of detailed balance is below.
Although we use most of Ceperley's PIMC methods, there is at least one major difference. In quantum path integral computations β becomes the imaginary time length of the path. Since we are modeling real filaments with their own periodic length, L, we discard this idea and deal with β as the Lagrange multiplier of the Gibbs measure only and L becomes the length of the path. This difference is more fundamental than it at first appears because, as the temperature decreases, quantum paths become longer and have more variation as a result, whereas vortex filaments retain their length L and see less variation. It arises from the different Hamiltonians. For helium atoms the hamiltonian is,
where λ = /2m is chosen for the given system and V is the pair potentialCeperley (1995). This hamiltonian differs from the vortex filament hamiltonian in the linear term. For helium that term is second order, whereas vortex filaments have a first order, squared term. Therefore, the Gibbs measure exp(−βH) for one helium atom without potential for a piecewise linear path of M segments,
where τ = β/M, is similar to that of a lone vortex filament in that Hooke's law appears,
where δ = L/M (and note that X m is a position in the plane while R m is in space.) However, there is a significant difference in behavior when β varies. None of this poses a problem with using PIMC for vortex filaments as long as appropriate care is taken to change formulae where necessary. However, it should be understood that intuition for the behavior of particles should not be carried over to vortex filaments, as behavior with changing β exemplifies.
Monte Carlo Moves
Our Monte Carlo moves can be broken into two pieces. The first is the wholechain move in which a filament, selected with uniform randomness, is moved by a distance ǫ. This epsilon is a uniformly distributed random variable. We typically confine it to the range [−1, 1]. This type of move allows the vortices to move to the correct points in the domain as a whole.
The second move decides the configuration of the vortex filament internally by doing many moves in series. The move starts with the two endpoints R 1 and R N , ignoring the previous internal positions of beads, and chooses a bead, R M , within a Gaussian box with meanR M =
and variance
, where δ = L. It can be shown that this distribution samples perfectly the case where there is no interaction.
This first level of the multilevel moves is then evaluated. Its acceptance probability is,
, where s ′ 1 is the new state of first level and s 1 is the old first level state; M refers to the number of beads, which is three for the first level. Also note that G refers to G npvf . The sampling distribution T 1 is the Gaussian box described. Since T 1 is equivalent to the kinetic energy of the system, we do not need to calculate it at all because it divides out of the Gibbs measure. The move can be rejected at this point. Upon rejection the move begins again from scratch. If accepted then we choose two new beads from gaussian boxes halfway between R 1 and R M and R M and R N and with a variance half as large since δ ← δ/2 with each new level. The acceptance probability is independent for each new level, k,
. After a fixed number of levels we stop, and, if they've all been accepted, that newly grown filament becomes part of the current state of the system.
Proof of Detailed Balance
Multilevel Bisection Method
The multilevel bisection method differs from many Monte Carlo moves in that rather than taking the broken filament and moving one or more beads, it regrows the entire filament from scratch. This procedure is made efficient via the bisection method due to Levy Lévy (1939) . Detailed balance is the condition in which a Markov process satisfies the following condition:
where P is the transition probability and π is the equilibrium distribution. A proof of detailed balance for the bisection method follows:
Proof. Since bisection is made up of multiple moves, each of which is sampled and accepted in series, the transition probability is the product of the transition probabilities for all the moves:
where N is the number of what are called "levels". Each P k is the product of an acceptance and a sampling probability,
where T k is the importance sampling distribution and A k is the acceptance probability. Since filaments are built from scratch,
. The T k distribution can be nearly anything. However, we take it to be a Gaussian box,
where i is the bead index and x m = (x i−1 + x i+1 )/2. This distribution is easy to sample and ensures that filaments are close to what we want since it models the free particle case. The acceptance probability,
is calculated for each level allowing moves to be rejected early on and is chosen to satisfy detailed balance,
is the equilibrium distribution of the level conditional upon the previous level.
It is easily shown that because each level satisfies detailed balance, the entire move satisfies it. Ceperley (1995) Note that this demonstration only proves the case where the coin flip choses the bisection method. Should the whole chain move be chosen, then the whole chain move is uniformly random, and the same multilevel acceptance scheme is done. However, the filament's internals are kept fixed. Both types of moves satisfy detailed balance by the same proof.
Comparison to Point Vortices in the Plane
As mentioned above the vortex filament model can be seen as an extension of the point vortex model. The main difference is the self-induction term in the Hamiltonian which leads to stochastic variations along the lengths of the filaments similar to those variations from straight seen in the paths of quantum particles. Choosing between a quantum and a classical model often has to do with the masses of the particles involved. The same is true of NPVFs and point vortices. In this case α behaves like the mass of the particle. The larger α, the less variation in the filament, (similarily with β although it affects interaction as well.) That α has such an effect might seem odd since the Hamiltonian conforming to the 2D point vortex model is one with α = 0, representing filaments with infinite variation (that is that, given a bead with position R 0 , the position of the next bead on the same filament at R 1 can be chosen uniformly from the entire space in the free particle case.) Clearly the asymptotics used to derive the NPVF Hamiltonian break down at a certain small value of α, where the filaments can no longer be kept parallel enough. However, the indication of infinite variation is not absurd. We can think of it this way: the point vortex model is one with no induction whatsoever from outside "planes." By setting α = 0, we end up with, not a vortex filament model but M point vortex models completely independent from one another. Thus, the parameter α can be thought of as a measure of the "coupling" or interaction strength between the different planes. Incidentally, for α → ∞ we also get back a point vortex model, but, in this case, we only get one, a system of perfectly straight, parallel filaments, that is effectively 2D. Therefore, only when α is not too small and not too large do we see interesting variations in the filaments.
Numerical Results
Here we present our numerical results based on the PIMC method described above. Filaments were initialized by scattering them with uniform randomness in a square of side 10, a distance of no particular significance. Monte Carlo moves involved choosing first a vortex filament to change with uniform randomness, then choosing the type of move, either moving the entire chain or rearranging the internal configuration via bisection. If moving the entire chain a new point was chosen within a square of side length one, centered on at the current filament's xy-planar position.
Energy was calculated the same way for both types of moves, using the multilevel method of Ceperley Ceperley (1995) . Thus, even the wholechain move had the possibility of being rejected before energy was fully evaluated. This resulted in some computational time saving, unmeasured at the time of writing.
We determine stopping time as being 1 million moves. This appears to be ample time judging from various plots of energy versus monte carlo moves, which converge to a nearly constant line well before the million mark. (See Figure 1 .) For the high β (i.e. low temperature) simulations we focus on, we see triangular lattices form upon convergence. Although the fluid remains in a liquid state, these lattices have a crystaline structure resembling that of a solid in which the filaments vibrate but maintain a fixed position w.r.t. their neighbors (Figure 2.) Our first finding is a repetition of Assad and Lim's findings which demonstrate the relationship between square containment radius, R, and the parameters β and µ and the circulation Ω, where α was allowed to remain fixed. We find near perfect agreement in the line slopes to Assad and Lim's formula for square containment radius R 2 = Ωβ/(4πµ). Note that the circulation of each vortex is equal to its period (L = 20). Additionally, the Hamiltonian used in Assad and Lim is divided by π, which is not done in Majda and Lions Assad and Lim (2005) , Lions and Majda (2000) . Therefore, the formula for our square containment radius is The above result is of interest because it demonstrates a decoupling of the internal filament fluctuations and the overall statistics of the system at least for the primary statistics of the square containment radius. However, these experiments use very low temperature, meaning that the filaments are quite rigid. When β drops to low values (high temp.) the filaments begin to collide, violating a central assumption of the model that filaments remain a good distance apart (preferably well beyond the healing length.) When filaments do come close together they become entangled, and the interaction repulsion tears the filaments apart. At this point the variance in vortex position, σ 2 = var{|X i |}, blows up as shown in Figure 4 in contrast to the point vortex model which continues to decrease. While one can interpret this blow-up as a meaningless consequence of violating the model's assumptions, we can also think of it an approximate model of what occurs when axisymmetric fluids are spun past a critical velocity. The tangential velocity of a spinning fluid is proportional to µ/β. When we lower β (or raise µ), we effectively increase this velocity, the vorticies entangle, and the system becomes chaotic. The interaction potential amplifies small fluctuations in the filaments rather than damping them, meaning that the system becomes very sensitive to small initial differences in its state. The decoupling between the self-induction and interaction terms of the Hamiltonian ceases to exist at this point, and the NPVF model no longer bares any statistical resemblance to the point vortex model. The model's blow up clearly results from the expansion of the circle that each vortex filament covers in the plane. For relatively dilute concentrations of vortices this "blob size" is nearly a point in comparison to intervortex spacing. When β is varied, we note a polynomial decline of blob size, visible in Figure 5 . There is no change at β = 10 in the blob size unlike the as the variance, σ 2 , in Figure 4 . From this observation we conclude that the variance increased only because the "blobs" could no longer be contained-that is, the variance became, no longer a function of interaction, but a function of fluctuations.
In the physics of melting solids into liquids the increase in radius may be explained by the entropy of excluded volume (or area in this mainly 2-D case.) Imagine that the system, rather than a collection of vortex lines, is a collection of hard disks with an minimum distance r within which no other hard disk can approach. (The distance r is measured from the vortex central line.) Then, using the well-known calculation for a system of hard disks, the configuration area per disk is A = πR 2 − πr 2 , where R is the radius of confinement. (NB: the radius of confinement, R, is different from the variance in vortex position, σ 2 , but, for sufficiently low temperature, they vary similarily in log-log plot.) The configuration space volume is then Ω = A N = (πR 2 − πr 2 ) N which can be taken as the degeneracy of the macrostate in which no disks overlap. We can take the entropy to be
If r ≪ R we can approximate as S = Nk B ln R 2 r 2 which is in strong contrast to the entropy of the point vortex system S pt = Nk B ln πR 2 . Furthermore, the filaments also have internal entropy, S int additional to S, while S pt is the whole entropy for the system of points. If we presume that r increases with increasing temperature in proportion to the increasing vortex size then, in order for entropy S to increase, R must also increase. Therefore, we claim that as temperature increases, the increasing internal entropy of the filaments drives the hard disk system to raise R to avoid a decline in its own entropy in violation of physical laws. This point demonstrates the difference between the point vortex system and the system of filaments, that the point system will have R increase at a lower β than the filament system, and, futhermore, that the variance in vortex position will acutally increase with temperature rather than simply flattening out. (Although not shown in Figure 4 , Assad and Lim (2005) showed that the point vortex density would approach a Gaussian profile centered at the origin with a variance independent of β. Which means that the line shown in 4 for the point vortex system flattens to a constant at very high temperature (low β).)
Conclusion
We have performed Monte Carlo experiments to attempt to confirm the decoupling of self-induction and vortex interaction. We have extended the results for containment radius statistics present in Assad and Lim (2005) . These results help confirm Prantdl's assumption for slighly fluctuating jet flows. They may also be applied to electron plasmas and rotating BoseEinstein Condensates. Many more experiments may be done to investigate the transition to chaos (only barely outlined here) at significantly large values of µ/β in the nearly parallel vortex filament model. This phase transition could be one of the most interesting aspects of the model since it is a clear departure from the point vortex paradigm. We remark that transitions to vortex tangles in superfluids are a form of turbulence as observed by Annett (2004) . To study this transition is to violate the foundations of the model set down in Klein et al. (1995) . However, it is only at the transition that the assumptions are truly invalidated. Therefore, the transition itself and its causes may be studied using this simple model. Once the transition is past we obtain a vortex tangle. Without a means of connecting or merging vortices, the model barely approximates a true tangle, and the full Gross-Pitaevskii (for superfluids) or Biot-Savart laws must be used instead. We propose that these experiments may be repeated for a fixed volume (making theoretical calculations easier) by increasing the number of vortices along with µ and keeping β fixed. The containment radius should hold steady until the vortices are too close together, after which the blobs take over and cause the radius to begin increasing.
