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An update on non-Hamiltonian 54-tough
maximal planar graphs
Adam Kabela∗
Abstract
Studying the shortness of longest cycles in maximal planar graphs, we
improve the upper bound on the shortness exponent of the class of 54 -tough
maximal planar graphs presented by Harant and Owens [Discrete Math.
147 (1995), 301–305]. In addition, we present two generalizations of a simi-
lar result of Tka´cˇ who considered 1-tough maximal planar graphs [Discrete
Math. 154 (1996), 321–328]; we remark that one of these generalizations
gives a tight upper bound. We fix a problematic argument used in the first
paper.
1 Introduction
We continue the study of non-Hamiltonian graphs with the property that re-
moving an arbitrary set of vertices disconnects the graph into a relatively small
number of components (compared to the size of the removed set). In the present
paper, we construct families of maximal planar such graphs whose longest cycles
are short (compared to the order of the graph).
More formally, the properties which we study are the toughness of graphs and
the shortness exponent of classes of graphs (both introduced in 1973). We recall
that following Chva´tal [5], the toughness of a graph G is the minimum, taken
over all separating sets X of vertices in G, of the ratio of |X| to c(G−X) where
c(G−X) denotes the number of components of the graph G−X. The toughness
of a complete graph is defined as being infinite. We say that a graph is t-tough
if its toughness is at least t.
Along with the definition of toughness, Chva´tal [5] conjectured that there is
a constant t0 such that every t0-tough graph (on at least three vertices) is Hamil-
tonian. As a lower bound on t0, Bauer et al. [2] presented graphs with toughness
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arbitrarily close to 9
4
which contain no Hamilton path (and thus, they are non-
Hamiltonian). While remaining open for general graphs, Chva´tal’s conjecture
was confirmed in several restricted classes of graphs; and also various relations
among the toughness of a graph and properties of its cycles are known. We refer
the reader to the extensive survey on this topic [1].
Clearly, every graph (on at least five vertices) of toughness greater than 3
2
is
4-connected, so every such planar graph is Hamiltonian by the classical result of
Tutte [14]. On the other hand, Harant [8] showed that not every 3
2
-tough planar
graph is Hamiltonian; and furthermore, the shortness exponent of the class of
3
2
-tough planar graphs is less than 1.
We recall that following Gru¨nbaum and Walther [7], the shortness exponent
of a class of graphs Γ is the lim inf, taken over all infinite sequences Gn of non-
isomorphic graphs of Γ (for n going to infinity), of the logarithm of the length of
a longest cycle in Gn to base equal to the order of Gn.
Introducing this notation, Gru¨nbaum and Walther [7] also presented upper
bounds on the shortness exponent for numerous subclasses of the class of 3-
connected planar graphs. Furthermore, they remarked that the upper bound
for the class of 3-connected planar graphs itself was presented earlier by Moser
and Moon [10] who used a slightly different notation. Later, Chen and Yu [4]
showed that every 3-connected planar graph G contains a cycle of length at least
|V (G)|log3 2; in combination with the bound of [10], it follows that the shortness
exponent of this class equals log3 2. A number of results considering the shortness
exponent and similar parameters are surveyed in [12].
Considering the class of maximal planar graphs under a certain toughness re-
striction, Owens [11] presented non-Hamiltonian maximal planar graphs of tough-
ness arbitrarily close to 3
2
. Harant and Owens [9] argued that the shortness expo-
nent of the class of 5
4
-tough maximal planar graphs is at most log9 8. Improving
the bound log7 6 presented by Dillencourt [6], Tka´cˇ [13] showed that it is at most
log6 5 for the class of 1-tough maximal planar graphs.
In the present paper, we show the following.
Theorem 1. Let σ be the shortness exponent of the class of maximal planar
graphs under a certain toughness restriction.
(i) If the graphs are 5
4
-tough, then σ is at most log30 22.
(ii) If the graphs are 8
7
-tough, then σ is at most log6 5.
(iii) If the toughness of the graphs is greater than 1, then σ equals log3 2.
We note that log9 8 > log30 22, that is, the statement in item (i) of Theorem 1
improves the result of [9]. Furthermore, items (ii) and (iii) provide two different
generalizations of the result of [13] since 8
7
> 1 and log6 5 > log3 2.
We remark that we fix a problem in a technical lemma presented in [9,
Lemma 1]. The fixed version of this lemma (see Lemma 12) is applied to prove
the present results.
2
2 Structure of the proof
In order to prove Theorem 1, we shall construct three families of graphs whose
properties are summarized in the following proposition.
Proposition 2. For every i = 1, 2, 3 and every non-negative integer n, there
exists a maximal planar graph Fi,n on fi(n) vertices whose longest cycle has ci(n)
vertices where
(i) f1(n) = 1 + 101(1 + 30 + · · ·+ 30n) and c1(n) = 1 + 93(1 + 22 + · · ·+ 22n)
and F1,n is
5
4
-tough,
(ii) f2(n) = 1 + 14(1 + 6 + · · · + 6n) and c2(n) = 1 + 13(1 + 5 + · · · + 5n) and
F2,n is
8
7
-tough,
(iii) f3(n) = 4 + 5(1 + 3 + · · · + 3n) and c3(n) = 3 · 2n+3 − 9n − 15 and the
toughness of F3,n is greater than 1.
Before constructing the graphs F1,n, we point out that the use of Proposition 2
leads directly to the main results of the present paper.
Proof of Theorem 1. We consider an infinite sequence of non-isomorphic graphs
F1,n given by item (i) of Proposition 2; and we recall that they are
5
4
-tough
maximal planar graphs. Furthermore, we have
f1(n) = 1 +
101
29
(30n+1 − 1) and c1(n) = 1 + 9321(22n+1 − 1).
It follows that
lim
n→∞
logf1(n) c1(n) = log30 22.
Thus, the considered shortness exponent is at most log30 22.
Using similar arguments and considering items (ii) and (iii) of Proposition 2,
we obtain the desired upper bounds.
Clearly, if G is a maximal planar graph (on at least four vertices), then it is
3-connected. By a result of [4], G contains a cycle of length at least |V (G)|log3 2.
In combination with the upper bound obtained due to item (iii) of Proposition 2,
we obtain that for the class of maximal planar graphs of toughness greater than
1, the shortness exponent equals log3 2.
In the remainder of the present paper, we construct the families of graphs
having the properties described in Proposition 2. Basically, we proceed in four
steps. First, we introduce relatively small graphs Fi,0 called ‘building blocks’ in
Section 3, and we observe key properties of their longest cycles. We use these
building blocks to construct larger graphs Fi,n in Section 4, and we show that
their longest cycles are short. In Section 5, we study the toughness of the building
blocks. The toughness of the graphs Fi,n is shown in Sections 6 and 7.
We remark that the graphs F1,n and F2,n are obtained using a standard con-
struction for bounding the shortness exponent (see for instance [7], [6], [9], [13]
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or [3]); the improvement of the known bounds comes with the choice of suitable
building blocks. In addition, we formalize the key ideas of this construction to
make them more accessible for further usage.
The construction of graphs F3,n can be viewed as a simple modification of the
construction used in [10] (yet the toughness and longest cycles of the constructed
graphs are different).
3 Building blocks
We start by considering the graph T depicted in Figure 1 which plays an impor-
tant role in the latter constructions. We let o1, o2, and o3 be its vertices of degree
6.
A T -region of a graph G is an induced subgraph isomorphic to T with a dis-
tinction of vertices referring to o1, o2, o3 as to outer vertices and to the remaining
vertices as to inner vertices, and with the property that no inner vertex is adja-
cent to a vertex of G− T . Similarly, we define an H-region for a given graph H
and a given distinction of its vertices.
We view the T -regions as replacing triangles of a graph with copies of T in the
natural way. The basic idea of the present constructions is that if these triangles
share many vertices, then every cycle in the resulting graph misses many vertices.
We formalize this idea in Proposition 3.
We recall that a vertex is called simplicial if its neighbourhood induces a
complete graph.
Proposition 3. Let R be a T -region of a graph G and let C be a cycle containing
all three simplicial vertices of R and a vertex of G−R. Then the subgraph of C
induced by the vertices of R is a path containing all outer vertices of R; two of
them as its ends.
Proof. Clearly, R has three simplicial vertices none of which is an outer vertex.
The statement follows from the fact that every simplicial vertex has only one
neighbour which is not an outer vertex.
Aiming for the graph F1,0 (the building block for constructing the graphs
F1,n), we consider a graph with a number, say r, of T -regions which all share one
outer vertex and which are otherwise disjoint. By Proposition 3, every cycle in
this graph contains at most 2r+ 2 of the 3r simplicial vertices belonging to these
T -regions. (We view the building block used in [9] simply as choosing r = 3.)
With hindsight, we remark that the used construction leads to the upper bound
log3r (2r + 2) on the shortness exponent; so we minimize this function over all
integers r ≥ 3, that is, we choose r = 10.
We let F1,0 be the graph depicted in Figure 1, and we note that F1,0 is a
maximal planar graph. Clearly, F1,0 has 30 simplicial vertices, and we colour
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TF1,0
o1 o2
o3
Figure 1: The graph T and the construction of the graph F1,0. The graph F1,0 is
obtained by replacing each of the highlighted triangles (of the graph on the left)
with a copy of T in the natural way (by identifying the vertices of the highlighted
triangle with vertices o1, o2, o3 of T ).
these vertices white. We recall that every cycle in F1,0 contains at most 22 white
vertices.
Furthermore, we let F2,0 be the graph depicted in Figure 2. Clearly, F2,0 is a
maximal planar graph having 6 simplicial vertices; and we colour these vertices
white. We use Proposition 3, and we observe that a cycle in F2,0 contains at most
5 white vertices. Lastly, we let F3,0 be the graph T .
For every i = 1, 2, 3, we define the outer face of Fi,0 as given by the present
embedding (see Figures 1 and 2). In the following section, we shall use the blocks
Fi,0 and construct the graphs Fi,n.
4 Families of tree-like structured graphs
We recall the standard construction used for bounding the shortness exponent,
and we formalize it with the following definition and Lemma 4.
An arranged block is a 5-tuple (G0, j,W,O, k) where G0 is a graph, j is the
number of vertices of G0, and W and O are disjoint sets of vertices of G0 such
that the vertices of W are simplicial and independent and O induces a complete
graph and such that every cycle in G0 contains at most k vertices of W .
Lemma 4. Let (G0, j,W,O, k) be an arranged block such that k ≥ 1. For every
n ≥ 1, let Gn be a graph obtained from Gn−1 by replacing every vertex of W with
5
F2,0
Figure 2: The construction of the graph F2,0. The highlighted triangle represents
a subgraph T .
a copy of G0 (which contains W and O), and by adding arbitrary edges which
connect the neighbourhood of the replaced vertex with the set O of the copy of G0
replacing this vertex. Then Gn has 1 + (j − 1)(1 + |W | + · · · + |W |n) vertices
and its longest cycle has at most 1 + (` − 1)(1 + k + · · · + kn) vertices where
` = j − |W |+ k.
Proof. We note that Gn contains |W |n+1 vertices of W . For the sake of induction,
we prove the statement with an additional claim that every cycle in Gn contains
at most kn+1 vertices of W . Clearly, the statement and the claim are satisfied for
n = 0, and we proceed by induction on n.
We note that the difference in the order of Gn and Gn−1 equals (j − 1)|W |n.
Thus, Gn has 1 + (j − 1)(1 + |W |+ · · ·+ |W |n) vertices.
We let C be a cycle in Gn, and we view this cycle simply as a sequence
of vertices. For every newly added copy of G0, we remove from C all but one
vertex of the copy and we replace the remaining vertex (if there is such) by
the corresponding replaced vertex of Gn−1; and we let C ′ denote the resulting
sequence. Clearly, if C ′ has at most two vertices, then C visits at most one of
the newly added copies of G0. If C
′ has at least three vertices, then C ′ defines
a cycle in Gn−1 (since the neighbourhood of every vertex of W in Gn−1 induces
a complete graph); and C ′ contains at most kn vertices of W (by the induction
hypothesis). Thus, C visits at most kn of the newly added copies of G0.
Similarly, we choose an arbitrary newly added copy of G0, and we remove from
C all vertices not belonging to this copy. We note that the resulting sequence
either contains at most two vertices (belonging to O) or it is a cycle in G0 (since
O induces a complete graph). Thus, a cycle in Gn contains at most k vertices
belonging to W of one copy of G0. Furthermore, a cycle contains at most j −
|W |+ k vertices of one such copy.
Consequently, C contains at most kn+1 vertices of W . Furthermore, the length
of C minus the length of a longest cycle in Gn−1 is at most (j − |W |+ k − 1)kn
which concludes the proof.
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For i = 1, 2, we consider this construction for the graph Fi,0 playing the role of
G0 and the set of its white vertices playing the role of W and the set of vertices
of its outer face playing the role of O. For every added copy of Fi,0, we join
the vertices of its outer face to the neighbourhood of the corresponding replaced
vertex by adding six edges in such a way that the new edges form a 2-regular
bipartite graph (that is, a cycle of length 6). We let Fi,n be the resulting graphs,
and we observe that they are maximal planar graphs. For instance, see the graph
F2,1 depicted in Figure 3.
F2,1 replacement of each highlighted triangle
Figure 3: The construction of the graph F2,1. The graph F2,1 is obtained from the
smaller graph (left) by replacing each of its highlighted triangles with the larger
graph (right) in the natural way. (This corresponds to replacing white vertices
of F2,0 with copies of F2,0 and adding edges as in the present construction.)
We start verifying that the constructed graphs (for i = 1, 2) have the desired
properties.
Corollary 5. For every i = 1, 2 and every non-negative integer n, the graph Fi,n
has fi(n) vertices and its longest cycle has ci(n) vertices where
(i) f1(n) = 1 + 101(1 + 30 + · · ·+ 30n) and c1(n) = 1 + 93(1 + 22 + · · ·+ 22n),
(ii) f2(n) = 1 + 14(1 + 6 + · · ·+ 6n) and c2(n) = 1 + 13(1 + 5 + · · ·+ 5n).
Proof. The order of the graphs and the upper bound on the length of their longest
cycles follow from Lemma 4.
We note that a longest cycle in F1,0, F2,0 has 94, 14 vertices, respectively.
Furthermore, there is a longest cycle which contains an edge of the outer face.
Clearly, by removing this edge from the cycle we obtain a path whose ends are
vertices of the outer face. We consider a longest cycle in Fi,n−1 and we extend
it to a cycle in Fi,n using these paths. The following observation shows that
such an extension is possible. For an arbitrary pair, say A, of neighbours of one
7
replaced vertex and an arbitrary pair, say B, of vertices of the outer face of the
corresponding Fi,0 (used for replacing this vertex), the bipartite graph (A,B) has
a perfect matching.
A simple counting argument gives that Fi,n contains a cycle of length ci(n),
for every i = 1, 2 and every n.
We use a slightly different construction to get the graphs F3,n. The building
block F3,0 is the graph T whose simplicial vertices are coloured white. We view a
subgraph induced by a white vertex and its neighbourhood as a K4-region, that
is, a subgraph isomorphic to K4 whose white vertex has degree 3 in the whole
graph, and the neighbours of the white vertex are called outer vertices of the
K4-region.
For n ≥ 1, we let F3,n be a graph obtained from F3,n−1 by replacing every
K4-region of F3,n−1 with a T -region in the natural way (the outer vertices of
the K4-region are the outer vertices of the T -region); and we note that they are
maximal planar graphs. For instance, the graph F3,1 is depicted in Figure 4. We
proceed by the following proposition.
F3,1
Figure 4: The construction of the graph F3,1. Each highlighted triangle represents
a subgraph T .
Proposition 6. For every non-negative integer n, the graph F3,n has 4 + 5(1 +
3 + · · ·+ 3n) vertices and its longest cycle has 3 · 2n+3 − 9n− 15 vertices.
Proof. We verify the order of F3,n using induction on n. Clearly, F3,0 has 9
vertices, and we note that the difference in the order of F3,n and F3,n−1 equals
5 · 3n. Thus, F3,n has 4 + 5(1 + 3 + · · ·+ 3n) vertices.
We show the length of a longest cycle using a slightly technical argument. We
let si(n) denote the length of a longest cycle in F3,n which contains i edges of the
outer face (in the embedding which follows naturally from the construction). For
the sake of induction, we prove the following equalities:
s0(n) = 3s1(n− 1)− 3
s1(n) = 2s2(n− 1) + s1(n− 1)− 3 (1)
s2(n) = 2s2(n− 1)
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and
s0(n) = 3 · 2n+3 − 9n− 15
s1(n) = 2
n+4 − 3n− 7 (2)
s2(n) = 2
n+3.
Clearly, s0(0) = s1(0) = 9 and s2(0) = 8, and (using Proposition 3) we note
that s0(1) = 24, s1(1) = 22 and s2(1) = 16; so the equalities are satisfied for
n = 1. We assume that they are satisfied for n− 1 and we prove them for n.
For n ≥ 1, we view F3,n as the graph obtained from F3,0 by replacing each
of its K4-regions with an F3,n−1-region; and we view a cycle, say C, of F3,n as a
sequence of vertices. We consider one of the F3,n−1-regions, say R, and we remove
from C all vertices not belonging to R; and we let C ′ be the resulting sequence.
We observe that C ′ either is a cycle or it has at most two vertices. Furthermore,
if C visits a vertex not belonging to R, then C ′ (if it has at least three vertices)
is a cycle in R containing at least one edge of its outer face.
Clearly, a longest cycle (in F3,n) whose all vertices belong to the same F3,n−1-
region has s0(n − 1) vertices, and we observe that a longest cycle visiting more
than one of the regions has 3s1(n− 1)− 3 vertices. We use (2) for s0(n− 1) and
s1(n− 1), and we note that
3 · 2n+2 − 9(n− 1)− 15 < 3(2n+3 − 3(n− 1)− 7)− 3.
So we get s0(n) = 3s1(n− 1)− 3. By similar arguments, we get s1(n) = 2s2(n−
1) + s1(n− 1)− 3 and s2(n) = 2s2(n− 1).
Consequently, we can use (1) for si(n), and we obtain
s0(n) = 3s1(n− 1)− 3 = 3(2n+3 − 3(n− 1)− 7)− 3 = 3 · 2n+3 − 9n− 15
and
s1(n) = 2s2(n− 1) + s1(n− 1)− 3 = 2 · 2n+2 + 2n+3 − 3(n− 1)− 7− 3
= 2n+4 − 3n− 7
and
s2(n) = 2s2(n− 1) = 2 · 2n+2 = 2n+3.
Thus, the equalities are satisfied for n. In particular, a longest cycle in F3,n has
3 · 2n+3 − 9n− 15 vertices.
With Corollary 5 and Proposition 6 on hand, we shall focus on the toughness
of the constructed graphs.
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5 Toughness of the extended blocks
In this section, we study the toughness of Fi,0 (for i = 1, 2, 3) and of its extension
F+i,0 (for i = 1, 2) which is a graph obtained by adding a vertex adjacent to all
vertices of the outer face of Fi,0. We shall use the following two propositions.
Proposition 7. Adding a simplicial vertex to a graph does not increase its tough-
ness.
Proof. We let x be a simplicial vertex of a graph G+ and we let G = G+− x and
we let S be a set of vertices of G. We note that c(G+ − S) ≥ c(G− S), and the
statement follows.
Proposition 8. Let R be a T -region of a graph G and let I, O be the set of all
inner, outer vertices of R, respectively. Let t ≥ 1 and let S be a set of vertices
of G such that c(G − S) > 1
t
|S|. If |S ∩ O| ≥ 2, then there is a separating set
S ′ = (S \ I) ∪ A such that c(G− S ′) > 1
t
|S ′| where A is chosen as follows.
• If |S ∩ O| = 2, then A consists of the non-simplicial vertex of I which is
the common neighbour of the vertices of S ∩O.
• If |S ∩O| = 3, then A consists of two non-simplicial vertices of I.
Proof. In both cases, we modify S as suggested; and we let S ′ be the resulting
set. Clearly, S ′ is a separating set and c(G− S ′)− c(G− S) ≥ 0, and we observe
that
c(G− S ′)− c(G− S) ≥ |S ′| − |S|.
Since t ≥ 1, we have either 0 > 1
t
(|S ′| − |S|) or |S ′| − |S| ≥ 1
t
(|S ′| − |S|).
Consequently, we obtain
c(G− S ′)− c(G− S) ≥ 1
t
|S ′| − 1
t
|S|.
We use c(G− S) > 1
t
|S| and we conclude that c(G− S ′) > 1
t
|S ′|.
We recall that a set D of vertices is dominating a graph G if every vertex of
G−D is adjacent to a vertex of D. We note that every pair of vertices of degree
6 is dominating T , so every separating set in T has at least two of these vertices.
As a consequence of Proposition 8, we note the following.
Corollary 9. The graph T is 3
2
-tough.
Furthermore, if a graph contains a T -region and a vertex not belonging to the
T -region, then the toughness of the graph is at most 5
4
; and we show that this is
the correct value for F+1,0 and F1,0.
Proposition 10. The graphs F+1,0 and F1,0 are
5
4
-tough.
10
Proof. By Proposition 7, it suffices to show that F+1,0 is
5
4
-tough. To the contrary,
we suppose that there is a separating set S of vertices such that c(F+1,0−S) > 45 |S|.
We consider such S adjusted by using Proposition 8, in sequence, for all T -regions
of F+1,0.
We let I denote the set of all components of F+1,0−S consisting exclusively of
inner vertices of some T -region. We note that the existence of such component
implies that at least two outer vertices of the corresponding T -region belong
to S (since every pair of outer vertices of T is dominating T ). We let r2, r3
denote the number of T -regions whose exactly 2, 3 outer vertices belong to S,
respectively. We let c denote the common vertex of all T -regions. Considering
the inner vertices of the T -regions, we call simplicial such vertices white and the
remaining such vertices grey. Except for c, the outer vertices of the T -regions
are called black. The vertices adjacent to a black vertex but not belonging to a
T -region are called blue. We let c′ denote the vertex adjacent to all blue vertices
and x denote the vertex of F+1,0 not belonging to F1,0. We let B denote the set of
all components of F+1,0 − S containing a black vertex or a blue vertex.
We shall use a discharging argument to avoid complicated inequalities. We
assign charge 5 to every component of F+1,0 − S, and we aim to distribute all
assigned charge among the vertices of S, and to show that every vertex of S
receives charge at most 4, contradicting the assumption that c(F+1,0 − S) > 45 |S|.
We pre-distribute the charge according to the following rules.
• Every grey vertex of S receives 4 of the total charge of the components of
I belonging to the same T -region as the grey vertex.
• For every T -region, the remaining charge of all components of I belonging to
this T -region is distributed equally among the black vertices of S belonging
to this T -region.
• Every blue vertex of S receives as much of the total charge of components
outside I as possible (at most 4).
We note that after the pre-distribution, the charge of every component of I is 0;
and we focus on the remaining charge of the rest of the components.
If c(F+1,0 − S)− |I| ≤ 1, then we have |I| ≥ 1 and the remaining charge is at
most 5. Consequently, r2 ≥ 1 or r3 ≥ 1, and in both cases, the vertices of S can
still receive charge at least 5, a contradiction.
We assume that c(F+1,0 − S)− |I| ≥ 2. We show that F+1,0 − S has no compo-
nent containing c and no black vertex. The existence of such component implies
that all black vertices belong to S, and these vertices can still receive 7
2
· 20. A
contradiction follows by counting the maximum possible number of components
not belonging to I.
Consequently, F+1,0−S has at most one component belonging to neither I nor
B. If |B| ≤ 1, then there is such component (since c(F+1,0−S)−|I| ≥ 2). Clearly,
this component contains c′ or x, that is, all blue vertices or c′ and at least two
blue vertices belong to S, and a contradiction follows.
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We assume that |B| ≥ 2. On the other hand, considering the graph induced
by black and blue vertices, we observe that the size of a maximum independent
set of this graph is 13. Thus, |B| ≤ 13.
Since |B| ≥ 2, we note that at least |B| black and at least |B| blue vertices
belong to S. We let d denote the number of blue vertices of S minus |B|. We
recall that F+1,0 − S has at most |B| + 1 components not belonging to I. Thus,
the remaining charge, which is yet to be distributed, is at most |B|+ 5− 4d; and
since d ≥ 0, it is at most |B|+ 5.
If c does not belong to S, then the black vertices of S can still receive at least
7
2
|B|. Clearly, 7
2
|B| ≥ |B|+ 5 since |B| ≥ 2, a contradiction.
We assume that c belongs to S. Clearly, c can receive 4. We note that the
black vertices of S can still receive 3r2 + r3; and since r2 + 2r3 ≥ |B|, they can
receive at least 1
2
|B|+ 5
2
r2 (thus, at least
1
2
|B|).
If c′ does not belong to S, then we consider the graph induced by c′ and by
the black and blue vertices, and we observe that r2 + d ≥ |B| − 1 (since there
are at least |B| − 1 components of B not containing c′). Consequently, we have
1
2
|B|+ 5
2
r2 + 4 > |B|+ 5− 4d since |B| ≥ 2, a contradiction.
We assume that c′ belongs to S, so c′ can receive 4. If d ≥ 1, then the
remaining charge is at most |B| + 1; and we have 1
2
|B| + 4 + 4 > |B| + 1 since
|B| ≤ 13, a contradiction.
We assume that d = 0. If there is not a component containing x as its only
vertex, then the remaining charge is |B|. Similarly as above, we have 1
2
|B|+4+4 >
|B|, a contradiction.
We assume that F+1,0 − S has a component consisting of x, so all neighbours
of x belong to S. Since d = 0 and since |B| ≥ 2, we have r2 ≥ 1. If |B| ≤ 11,
then we have 1
2
|B|+ 5
2
r2 + 4 + 4 ≥ |B|+ 5, a contradiction. If |B| = 12, then the
parity implies that r2 ≥ 2 or r3 ≥ 6, and a contradiction follows.
We assume that |B| = 13. We consider the structure of B and we observe that
r3 ≤ 4, that is, r2 ≥ 5. Consequently, we get 12 |B| + 52r2 + 4 + 4 > |B| + 5, and
we obtain the desired distribution of the assigned charge, a contradiction. Thus,
F+1,0 is
5
4
-tough.
We continue with the following.
Proposition 11. The graphs F+2,0 and F2,0 are
8
7
-tough.
Proof. By Proposition 7, it suffices to show the toughness of F+2,0 which we do
via contradiction. We suppose that there is a separating set S of vertices in F+2,0
such that c(F+2,0 − S) > 78 |S|.
Since S is separating, we have |S| ≥ 3. Consequently, we can assume that
c(F+2,0 − S) ≥ 3.
To specify the structure of S, we consider the graph F2,0. We note that F2,0
contains two T -regions and the T -regions share their outer vertices; and we call
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these outer vertices black (as well as the corresponding vertices of F+2,0). We
observe that every pair of black vertices is dominating F2,0.
Since c(F+2,0 − S) ≥ 3, we have that at least two black vertices belong to S.
We note that F+2,0 contains one T -region (and its outer vertices are black), and
we modify S using Proposition 8; and we let S ′ be the resulting set. Considering
the possibilities, we observe that c(F+2,0 − S ′) ≤ 78 |S ′|, a contradiction.
We shall use the toughness of the building blocks Fi,0 (given by Propositions 10
and 11 and by Corollary 9) to show the toughness of the constructed graphs Fi,n.
6 Gluing tough graphs
We shall use the following lemma as the main tool for showing the toughness
of graphs which are obtained by the standard construction for bounding the
shortness exponent.
Lemma 12. For i = 1, 2, let G+i and Gi be t-tough graphs such that Gi is obtained
by removing vertex vi from G
+
i . Let U be a graph obtained from the disjoint union
of G1 and G2 by adding new edges such that the minimum degree of the bipartite
graph (N(v1), N(v2)) is at least t. Then U is t-tough.
Proof. We assume that t > 0 and that there exists a separating set of vertices
in U . We let X be such a set and we let Xi = X ∩ V (Gi) for i = 1, 2. Clearly,
2 ≤ c(U −X) ≤ c(G1−X1) + c(G2−X2), and we use it to show that c(U −X) ≤
1
t
|X|.
If Xi is a separating set in Gi, then the toughness of Gi implies that c(Gi −
Xi) ≤ 1t |Xi|.
We suppose that X1 is not separating in G1, and we observe that c(U −X) ≤
c(G2−X2) + 1. If c(U −X) ≤ c(G2−X2), then X2 is separating in G2, and thus,
c(G2 −X2) ≤ 1t |X2| and the desired inequality follows since |X2| ≤ |X|.
We assume that c(U − X) = c(G2 − X2) + 1. Clearly, if N(v2) ⊆ X2, then
c(G2−X2)+1 = c(G+2 −X2); so X2 is separating in G+2 and we have c(G+2 −X2) ≤
1
t
|X2| and the inequality follows.
In addition, we assume that there is a vertex of N(v2) not belonging to X2.
We recall that this vertex has at least dte neighbours in N(v1). Since c(U−X) =
c(G2 −X2) + 1, we note that all these neighbours belong to X1. Thus, |X1| ≥ t
and we have c(G1 −X1) ≤ 1t |X1|.
Similarly, we get that if X2 is not separating in G2, then c(G2 − X2) ≤
1
t
|X2|. We conclude that (no matter whether Xi is separating or not) we have
c(Gi −Xi) ≤ 1t |Xi| for both i = 1, 2; and the inequality follows.
We remark that a similar statement appears in [9, Lemma 1]; and it is used
in [3]. (Compared to Lemma 12, the main difference is that the minimum degree
of the considered bipartite graph is required to be at least 1.) The graphs depicted
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G+i U
vi
Figure 5: A counterexample to a statement presented in [9, Lemma 1]. We
consider the graphs G+i and Gi = G
+
i − vi for i = 1, 2, and the graph U . We note
that U is obtained from the disjoint union of G1 and G2 by adding edges and
every vertex of N(v1)∪N(v2) is incident with at least one new edge. Clearly, G+i
and Gi are
3
2
-tough, but U is not.
in Figure 5 show that this statement is false. We view Lemma 12 as a fixed version
of this statement, and we remark that Lemma 12 can be applied in the arguments
of [9] and [3]. We note that Lemma 12 can be viewed as a generalization of a
similar statement (for 1-tough graphs) presented in [6, Lemma 4].
7 Toughness of the constructed graphs
In this section, we clarify that the graphs Fi,n have the properties stated in
Proposition 2.
Proof of Proposition 2. We recall that the order of the constructed graphs and
the length of their longest cycles are given by Corollary 5 and by Proposition 6.
For every i = 1, 2, we show the toughness of the graphs Fi,n using induction on
n. The case n = 0 is verified by Propositions 10 and 11. By induction hypothesis,
Fi,n−1 has the required toughness, and by Proposition 7, so does a graph obtained
from Fi,n−1 by removing a simplicial vertex; we shall apply Lemma 12, and we
view these two graphs as playing the role of G+1 and G1 and we view graphs F
+
i,0
and Fi,0 as playing the role of G
+
2 and G2. We consider the graph obtained from
Fi,n−1 by replacing one of its simplicial vertices by a copy of Fi,0 and by adding
edges as in the present construction (we recall the construction of graphs Fi,n
for i = 1, 2; see Section 4). By Lemma 12, the resulting graph has the required
toughness. Thus, we can replace a simplicial vertex of the resulting graph and
apply Lemma 12 again; and repeating this argument, we obtain that Fi,n has the
required toughness.
Similarly, we show the toughness of F3,n by induction on n. By Corollary 9,
the toughness of F3,0 is greater than 1. We consider Lemma 13 (see below) applied
on the graph F3,n−1 playing the role of G (and then applied repeatedly on the
resulting graph), and we obtain that the toughness of F3,n is greater than 1.
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Similarly to Lemma 12, the following lemma can be used to construct large
graphs from smaller ones while preserving certain toughness.
Lemma 13. Let G be a graph of toughness greater than 1 which contains a K4-
region and let G′ be a graph obtained from G by replacing this K4-region by a
T -region (in the natural way). Then the toughness of G′ is greater than 1.
Proof. We let X ′ be a separating set of vertices in G′, and we shall show that
c(G′ − X ′) < |X ′|. We consider the set X obtained from X ′ by removing all
inner vertices of the new T -region. For the sake of simplicity, we let c = c(G′ −
X ′) − c(G − X) and x = |X ′ \ X|, and we note that it suffices to show that
c(G − X) + c < |X| + x. Considering the choice of X, we observe that c ≤ x.
We conclude the proof by showing that c(G − X) < |X|. If X is separating
in G, then the inequality is given by the toughness of G. We can assume that
c(G−X) = 1. Consequently, c(G′−X ′) > c(G−X), so at least two outer vertices
of the new T -region belong to X ′. Thus, they belong to X, that is, |X| ≥ 2 and
the inequality follows.
8 Note on longest paths
We remark that (using similar arguments as in Section 4 we obtain that) a longest
path of Fi,n has pi(n) vertices where
(i) p1(n) = 2 + c1(n) + 2
∑n−1
k=0 c1(k),
(ii) p2(n) = 1 + sgn(n) + c2(n) + c2(n− 1) + 2
∑n−2
k=0 c2(k),
(iii) p3(n) = 7 · 2n+2 + 2sgn(n)− 15n− 19.
Acknowledgements
The author would like to thank Petr Vra´na for discussing different strategies for
the graph constructions, and to thank the anonymous referees for their helpful
comments.
The research was supported by the project LO1506 of the Czech Ministry of
Education, Youth and Sports and by the project 17-04611S of the Czech Science
Foundation.
References
[1] D. Bauer, H. J. Broersma, E. Schmeichel: Toughness in graphs — A survey,
Graphs and Combinatorics 22 (2006), 1–35.
[2] D. Bauer, H. J. Broersma, H. J. Veldman: Not every 2-tough graph is Hamil-
tonian, Discrete Applied Mathematics 99 (2000), 317–321.
15
[3] T. Bo¨hme, J. Harant, M. Tka´cˇ: More than one tough chordal planar graphs
are Hamiltonian, Journal of Graph Theory 32 (1999), 405–410.
[4] G. Chen, X. Yu: Long cycles in 3-connected graphs, Journal of Combinato-
rial Theory, Series B 86 (2002) 80–99.
[5] V. Chva´tal: Tough graphs and hamiltonian circuits, Discrete Mathematics
5 (1973), 215–228.
[6] M. B. Dillencourt: An upper bound on the shortness exponent of 1-tough,
maximal planar graphs, Discrete Mathematics 90 (1991), 93–97.
[7] B. Gru¨nbaum, H. Walther: Shortness exponents of families of graphs, Jour-
nal of Combinatorial Theory 14 (1973), 364–385.
[8] J. Harant: Toughness and nonhamiltonicity of polyhedral graphs, Discrete
Mathematics 113 (1993), 249–253.
[9] J. Harant, P. J. Owens: Non-hamiltonian 5
4
-tough maximal planar graphs,
Discrete Mathematics 147 (1995), 301–305.
[10] J. W. Moon, L. Moser: Simple paths on polyhedra, Pacific Journal of Math-
ematics 13 (1963), 629–631.
[11] P. J. Owens: Non-hamiltonian maximal planar graphs with high toughness,
Tatra Mountains Mathematical Publications 18 (1999), 89–103.
[12] P. J. Owens: Shortness parameters for polyhedral graphs, Discrete Mathe-
matics 206 (1999), 159–169.
[13] M. Tka´cˇ: On the shortness exponent of 1-tough, maximal planar graphs,
Discrete Mathematics 154 (1996), 321–328.
[14] W. T. Tutte: A theorem on planar graphs, Transactions of the American
Mathematical Society 82 (1956), 99–116.
16
