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Abstract
This paper considers a stabilized method based on the difference between a consistent and an under-integrated mass matrix of the
pressure for the Stokes equations approximated by the lowest equal-order ﬁnite element pairs (i.e., the P1–P1 and Q1–Q1 pairs).
This method only offsets the discrete pressure space by the residual of the simple and symmetry term at element level in order to
circumvent the inf–sup condition. Optimal error estimates are obtained by applying the standard Galerkin technique. Finally, the
numerical illustrations agree completely with the theoretical expectations.
© 2007 Elsevier B.V. All rights reserved.
MSC: 35Q10; 65N30; 76D05
Keywords: Stokes equations; Penalty method; Stable Galerkin method; Inf–sup condition
1. Introduction
Simulation of the motion of the incompressible ﬂow remains an important but challenging problem. The importance
of ensuring the compatibility of the component approximations of velocity and pressure by satisfying the so-called
inf–sup condition is widely understood. Although some wonderful stable ﬁnite element pairs have been studied over
the years, the lowest equal-order ﬁnite element pairs not satisfying the inf–sup condition may also work well. The
lowest equal-order ﬁnite element pairs are computationally convenient in a parallel processing and multigrid context
because they hold an identical degree distribution for both the velocity and pressure. Moreover, they are of practical
importance in scientiﬁc computation with the lowest computational cost. Therefore, more attention has been attracted
by the lowest equal-order ﬁnite element pairs for simulating the incompressible ﬂow.
However, the lowest equal-order ﬁnite element pairs do not satisfy the inf–sup condition. Numerical experiments
show that the violation of the inf–sup condition often leads to unphysical pressure oscillations. In order to avoid the
instability problem connected with the classical mixed methods, the stabilized ﬁnite element methods are applied so
that the convergence can be established for a wide family of simple interpolations. Commonly, the accuracy of the
pressure by using the lowest equal-order ﬁnite element pairs is better than either of the stabilized versions of P1–P0,
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Q1–P0 (see [22]). Compared with the Taylor–Hood element and the Crouziex–Raviart element, it makes great effects
with little cost. Therefore, a lot of work focuses on stabilization (see [4,6,9,12,13,15,20,21]) of the lowest equal-order
pairs.
This paper focuses on the stabilized ﬁnite element method based on the difference between a consistent and an under-
integrated mass matrix of the pressure for the Stokes equations. Its structure resembles that of a penalty method [5].
Whereas, the crucial difference shows that the stabilized form is symmetric and semideﬁnite rather than positive deﬁnite.
Also, the penalty method need to be introduced by the penalty parameter and do not stabilize the lowest equal-order
ﬁnite element pair. For the mini-element P1b–P1, there are points of difference between them. The stabilized method in
this article only adds the stabilized term with respect to the pressure space in order to circumvent the inf–sup condition.
However, the bubble stabilization for P1–P1 designing the stabilized term with the implicit stabilized parameter in the
velocity space. Compared with the consistently stabilized methods [11215] and non-residual methods [42320], this
stabilized method plays a role in ﬁltering destabilized effects without involving any stabilized parameter. Moreover,
numerical results show that it does not have any effect with regard to the incompressible property.
In this paper, to give an elementary proof of stability, we establish the relationship between the local pressure
projection method and the stabilized method presented in this article. For the local pressure projection method, we
can review the work of Becker and Braack [2], Brezzi and Fortin [7], Bochev and Dohrmann [311], Layton [17],
Erik Burman [8] and Silvester [20]. Especially, we adopt the idea of [311] without involving any stabilized parameter.
By the classical Galerkin method, we obtain the optimal error estimate for the Stokes equations. Also, a signiﬁcant
phenomenon indicates that the algorithm in this article achieves superconvergence in numerical experiments.
The remainder of the paper is organized as follows. In the next section, abstract functional setting of the Stokes
problem is given with some basic statements and the stabilized ﬁnite element approximations are recalled. Stability
and error estimates of the stabilized ﬁnite element solution (uh, ph) are derived from Sections 3 and 4. In Section 5,
numerical results completely conﬁrm the stability and accuracy of the stabilized method in this article. Finally, the
conclusion is drawn in Section 6.
2. The stabilized ﬁnite element method
This section considers a ﬁnite element approximation of the Stokes equations in primitive variables
− u + ∇p = f, divu = 0 in , (2.1)
u| = 0, (2.2)
where  represents a polyhedral domain in R2 with boundary , u = (u1(x), u2(x)) the velocity vector, p = p(x)
the pressure, f = f (x) the prescribed body force, and > 0 the viscosity.
A weak formulation of (2.1)–(2.2) reads as: ﬁnd (u, p) ∈ (X,M) satisfying
B((u, p); (v, q)) = (f, v), (2.3)
with
X = H 10 ()2, Y = L2()2, D(A) = H 2()2 ∩ X, M = L20() =
{
q ∈ L2();
∫

qdx = 0
}
,
a(u, v) = (∇u,∇v), d(v, p) = (div v, p),
B((u, p); (v, q)) = a(u, v) − d(v, p) + d(u, q)
and (·, ·) the inner product in L2() and in its vector value versions. The norm in L2()2 is denoted by ‖ · ‖0, the
seminorm in the standard Sobolev space Hk()2 by | · |k , and the norm in Hk()2 by ‖ · ‖k . The space X is equipped
with the norm |∇ · | or ‖ · ‖1 which is as a consequence of Poincare´s inequality. Finally, the product space X × M is
denoted by the norm
?(u, p)?= (‖u‖1 + ‖p‖0)1/2, ∀(u, p) ∈ (X,M).
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As mentioned above, a further assumption on  is presented:
(A1) Assume that  is regular so that the unique solution (v, q) ∈ (X,M) of the steady Stokes problem
−v + ∇q = g div v = 0 in , v| = 0,
for a prescribed g ∈ Y exists and satisﬁes
‖v‖2 + ‖q‖1c‖g‖0,
hereafter c > 0 is used to denote a generic constant depending on, which may stand for different values at its different
occurrences. We will use Ci , i = 1, 2, 3, 4 denote some ﬁxed constants depending on the data (,, f ).
Now, we present a new scheme to stabilize the Stokes equations for the lowest equal-order pairs. Let h be a partition
of  into non-overlapping triangles or quadrangles. For ﬁnite elements K ∈ h, we deﬁne the mesh parameter
h = max
k∈h
diam(K).
We consider ﬁnite element methods by using the same order interpolation for the velocity and pressure approximations.
Also, ﬁnite element spaces are deﬁned by
Xh = {v ∈ C0()2 ∩ X : vi |K ∈ R1(K), i = 1, 2, ∀K ∈ h},
Mh = {q ∈ C0() ∩ M : q|K ∈ R1(K), ∀K ∈ h},
where R1(K) represents continuous piecewise (bi)linear subspace on set K.
Then, for the ﬁnite element spaces (Xh,Mh), the following approximate properties hold: for ∀(v, q) ∈ D(A) ×
H 1(), there exist approximations Ihv ∈ Xh and hq ∈ Mh such that (see [1014])
‖v − Ihv‖0 + h‖v − Ihv‖1ch2‖v‖2, (2.4)
‖q − hq‖0 + h|∇(q − hq)|ch‖q‖1, (2.5)
where the mapping h : M → Mh satisﬁes
(p − hp, q) = 0, p ∈ M, q ∈ Mh.
Moreover, the inverse inequalities are recalled
|∇vh|ch−1‖vh‖0, |∇ph|ch−1‖ph‖0, (2.6)
which hold for ﬁnite element spaces on regular partitions.
In order to ﬁlter the unstable factors, we supply the local stabilized form of the difference between a consistent and
an under-integrated mass matrices as follows:
G(ph, qh) = pTi (Mk − M1)qj = pTi Mkqj − pTi M1qj . (2.7)
Here, we set
pTi = [p0, p1, . . . , pN−1]T, qj = [q0, q1, . . . , qN−1],
Mij = (i ,j ), ph =
N−1∑
i=0
pii , pi = ph(xi), ∀ph ∈ Mh, i, j = 0, 1, . . . , N − 1,
where i is the basis function of the pressure on the domain  such that its value is one at node xi and zero at other
nodes; the symmetric and positive Mk, k2 and M1 are pressure mass matrix computed by using k-order and 1-order
Gauss integration in each direction, respectively; Also, pi and qi , i = 0, 1, . . . , N − 1 are the value of ph and qh at the
node xi . pTi is the transpose of the matrix pi .
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Then, it is easy to see that the discrete system of (2.3) is equivalent to a family of linear algebraic systems of the
form (
A −D
DT G
)
=
(
F
0
)
,
where the matrices A,D and G are, respectively, deduced in the usual manner from the bilinear forms a(·, ·), d(·, ·)
and G(·, ·). Also, F is the variation of the source term. The computation of A, D and DT is performed by the same
procedure in the usual manner. But the matrix G can be only accomplished by a little work on the element level.
Therefore, a stabilized ﬁnite element scheme is given: ﬁnd (uh, ph) ∈ (Xh,Mh) such that
B((uh, ph); (vh, qh)) = (f, vh), ∀(vh, qh) ∈ (Xh,Mh), (2.8)
where B((uh, ph); (vh, qh)) = a(uh, vh) − d(vh, ph) + d(uh, qh) + G(ph, qh) is the stabilized bilinear form.
3. Stability
The section focuses on the continuity and coercivity of the bilinear forms B on discrete space (Xh,Mh). Also,
detailed results concerning the bilinear form B are given by classical results (see [14]).
The choice of the lowest equal-order ﬁnite element spaces results in an ill-posed discrete problem. The crucial issue
is to show how our stabilization operator G(·, ·) brings out optimal coupling between the velocity and pressure ﬁeld
so as to the inf–sup condition is satisﬁed.
Firstly, let : L2() → R0 be the standard L2 projection with the following properties:
(p, q) = (p, q), ∀p ∈ L2(), q ∈ R0, (3.1)
‖p‖0c‖p‖0, ∀p ∈ L2(), (3.2)
‖p −p‖0ch‖p‖1, ∀p ∈ H 1(), (3.3)
where R0 ⊂ L2() denotes the piecewise constant on set K. Then, we can rewrite (2.7) by the following manner:
G(ph, qh) = (ph −ph, qh −qh). (3.4)
It is clear that the bilinear form G(ph, qh) in (3.4) is symmetric and semi-deﬁnite form generated on local set K.
The stability of the stabilized ﬁnite element method based on the consistent and under-integrated mass matrix of the
pressure for the Stokes equations is presented as follows.
Theorem 3.1. Assume that (3.1)–(3.3) hold, the bilinear form B satisﬁes the following properties:
(1) The continuous property holds
|B((u, p); (v, q))|c?(u, p)??(v, q)?, ∀(u, p), (v, q) ∈ (X,M). (3.5)
(2) The weakly coercivity holds
?(uh, ph)? sup
(vh,qh)∈(Xh,Mh)
|B((uh, ph); (vh, qh))|
?(vh, qh)?
, (3.6)
where  is only a positive constant depending on .
Proof. (1) By the continuous property of the bilinear forms a(·, ·) and d(·, ·), we can easily obtain the continuous
property of B.
(2) For the weakly coercivity ofB, we borrow the results from [31422]. For all ph ∈ Mh ⊂ M , there exists a positive
constant C0 and w ∈ X such that
(divw,ph) = ‖ph‖20, ‖w‖1C0‖ph‖0. (3.7)
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Setting the ﬁnite element approximation wh ∈ Xh of w, we have (2.4), (2.6) and
‖wh‖1C1‖ph‖0. (3.8)
Then, for any ph ∈ Xh, we choose any (v, q) = (uh − 	wh, ph) and the positive 	 ∈ R in the bilinear form B, where
	<
2
C4+ C3 .
Obviously, it follows from (2.4), (2.6), (3.1)–(3.4), (3.7)–(3.8) and theYoung inequality that
B((uh, ph); (uh − 	wh, ph))
= a(uh, uh) − 	a(uh,wh) + 	d(wh, ph) + G(ph, ph)
‖uh‖21 + G(ph, ph) − 	‖uh‖1‖wh‖1 + 	d(wh − w,ph) + 	d(w, ph)
 
2
‖uh‖21 + G(ph, ph) + 	‖ph‖20 −
	2
2
‖wh‖21 − C2	‖ph −ph‖0‖ph‖0
 
2
‖uh‖21 + 	
(
1 − C4	
2
− C3	
2
)
‖ph‖20 +
1
2
G(ph, ph)
C5?(uh, ph)?2. (3.9)
Also, combining (3.8) with the triangle inequality yields
?(uh − 	wh, ph)?C6?(uh, ph)?. (3.10)
By combining (3.9) with (3.10), we arrive at
sup
(vh,qh)∈Xh×Mh
B((uh, ph); (vh, qh))
‖|(vh, qh)‖| 
B((uh, ph); (uh − 	wh, ph))
‖|(uh − 	wh, ph)‖|
C5
?(uh, ph)?2
?(uh − 	wh, ph)?C5C
−1
6 ‖|(uh, ph)‖|. (3.11)
So, by setting = C5/C6, we complete the proof of (3.6). 
4. Error estimates
This section concentrates on error analysis of the stabilized ﬁnite element method for the Stokes equations. The
proofs employ the techniques of Galerkin ﬁnite element method. The optimal error estimates provide an approximate
solution with the convergence rate of same order as the ﬁnite element solution for the Stokes equations on the stable
ﬁnite element pairs.
Theorem 4.1. Let (u, p) and (uh, ph) be the solution of (2.3) and (2.8), respectively. Then we have
‖u − uh‖0 + h(‖u − uh‖1 + ‖p − ph‖0)ch2. (4.1)
Proof. Subtracting (2.3) from (2.8), we see that
B((u − uh, p − ph); (vh, qh)) = G(p, qh). (4.2)
By setting (e, 
) = (Ihu − uh, hp − ph), it follows from (2.4)–(2.5), (3.1)–(3.3) and 3.5 that
B((e, 
); (vh, qh)) = G(p, qh) −B((u − Ihu, p − hp); (vh, qh))
ch(‖u‖2 + ‖p‖1)?(vh, qh)?. (4.3)
Obviously, it follows from (3.6), (4.3) and assumption (A1) that
?(e, 
)? sup
(vh,qh)∈(Xh,Mh)
B((e, 
); (vh, qh))
?(vh, qh)?
ch. (4.4)
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A similar argument to the ones by Layton andTobiska in [18] is used. Then, the dual problem is to seek (,) ∈ (X,M)
satisfying
B((v, q); (,)) = (v, e), (4.5)
which together with assumption (A1) gives
‖‖2 + ‖‖1c‖e‖0. (4.6)
Then, taking (v, q) = (Ih, h) in (4.2) and (v, q) = (e, 
) in (4.5), respectively, we have from (3.3), (3.5), (4.4),
(4.6) and assumption (A1) that
‖e‖20B((e, 
); (− Ih,− h)) + G(p, h) − G(
,)
c?(e, 
)??(− Ih,− h)?+ ch2‖‖1
ch2(‖‖2 + ‖‖1)ch2‖e‖0. (4.7)
Finally, combining (2.4)–(2.5), (4.4), (4.7) with the triangle inequality gives (4.1). 
5. Numerical results
This section presents the numerical results that complement the theoretical analysis of Theorem 4.1. Our goal is to
conﬁrm the theoretical results of the new stabilized ﬁnite element method for the two-dimensional stationary Stokes
equations approximated by the lowest equal-order ﬁnite element pairs. Specially, two examples are considered: a
non-physical example with a known exact solutions and the well-known driven cavity problem.
In all experiments,  is the unit square in R2. The pressure and velocity are approximated by piecewise linear ﬁnite
elements deﬁned with respect to the same uniform triangulation of  into triangles. In order to show the prominent
features of the stabilized ﬁnite element method, we compare this method with the standard Galerkin method, the penalty
method for P1–P1 pair and the Galerkin method for P1b–P1 pair for the Stokes equations with homogeneous boundary
condition.
Example 1. We consider a test example of the two-dimensional Stokes equations (2.1)–(2.2), where we deﬁne the
right-hand side by f = −u + ∇p with the following prescribed exact solution:
u(x) = (u1(x1, x2), u2(x1, x2)), p(x1, x2) = cos(x1) cos(x2),
u1(x1, x2) = 2 sin2(x1) sin(x2) cos(x1), u2(x1, x2) = −2 sin(x1) sin(x2)2 cos(x1).
The important issue in this test is to validate the properties and merits of the new stabilized method. In all the
numerical calculations of this example we have used the P1–P1 pair with Re = 1/= 10. We pick six values of h= 19 ,
1
18 , . . . ,
1
54 . The relative L
2
-error and H 1-error for the velocity and the relative L2-error for the pressure with different
values of h are shown by using the different methods for the Stokes equations in Fig. 1.
As expected, numerical experiment shows that four kinds of methods have no negative impact on the velocity
approximation for the Stokes equations. But the result in Fig. 1 indicates that there is deterioration for the pressure by
using the Galerkin method and the penalty method. The results in theory (see [514]) demonstrate the cause of the above
phenomena, namely, the Galerkin method for the P1–P1 pair is devoid of the stabilization for the pressure. Moreover,
the penalty ﬁnite element solution do not obtain the optimal error estimates for the lowest equal-order ﬁnite element
pairs. For comparison, the results are the better by using the stabilized method in this article and the stable pair P1b–P1.
In particular, the stabilized method in this article completely agree with theoretical analysis. From Fig. 1, the results
of the Galerkin method and the penalty method look really bad. However, for the Galerkin method with P1b–P1 pair
and the stabilized method, the order of convergence is over optimal order for the velocity and pressure as h decreases.
Extraordinarily, the pressure approximation seems prominent. In summary, the ﬁrst experiment conﬁrms the theoretical
error estimates.
Example 2. Cavity ﬂows have been widely used as test cases for validating the incompressible ﬂuid dynamics algo-
rithm. It is well known that corner singularities for two-dimensional ﬂuid ﬂows are very important since most examples
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Fig. 1. Rate analysis for the velocity and the pressure.
Fig. 2. The velocity ﬁeld and the pressure level lines for the derive cavity.
of physical interest have corners. In this example, we consider the driven ﬂow in a rectangular cavity when the top sur-
face moves with a constant velocity along its length. The upper corners where the moving surface meets the stationary
walls are singular points of the ﬂow at which the horizontal velocity is multi-valued. The lower corners are also weakly
singular points.
Now, we consider unit square with no-slip boundary conditions only in upper boundary with the date u = (1, 0).
The streamlines for Re = 10 are plotted in Fig. 2 by using the Galerkin method and the stabilized method presented in
this article with P1–P1 pair and the stable Galerkin method with P1b-P1 pair, respectively. The solution of the Stokes
equations for the driven cavity problem is shown by the velocity ﬁeld and the pressure level lines. As expected, we
observe that the stable Galerkin method and the stabilized method completely resemble the physical rule.
6. Conclusion
We present a stabilized ﬁnite element method for the Stokes problem when the same low order C0 ﬁnite element
spaces are used to approximate the velocity and pressure. This method is designed by the difference of a consistent
and under-integrated mass matrix of the pressure in order to stabilize the lowest equal-order ﬁnite element pairs. The
optimal error estimate is obtained by using the standard Galerkin method.
Numerical study reveals that stabilized method in this article and the Galerkin method with P1b–P1 pair have similar
performance. An important argument in favor of the stabilized method is that it can be extended to stabilize the large-
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scale incompressible Navier–Stokes equations by using one simple procedure to stabilize the Stokes equations or the
Navier–Stokes equations in previous codes with little additional cost. Thus, for the lowest equal-order elements, the
stabilized method is potential method in practice.
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