Abstract. Stanley, building on work of Stern, defined an array of numbers by the recurrence n 2k
k+1 . Stanley showed that, for each positive integer r, the sequence s r n := k n k r obeys a homogeneous linear recurrence in n of length r/2+O (1) . Numerical evidence, however, suggested that s r n obeys shorter recurrences, of length r/3 + O(1). We prove Stanley's conjecture.
Richard Stanley [1] , following a construction of Stern [2] , introduced an array of numbers defined as follows: We start with the sequence · · · 0001000 · · · . We copy down this sequence and, in between each two consecutive elements of this sequence, we insert the sum of those two elements to obtain · · · 0000011100000 · · · ; the new elements are shown in red. We repeat this process to obtain the array shown below (with 0's omitted). We label the nonzero elements of the n-th row as For binomial coefficients, we have the easy identities k n k = 2 n and k n k 2 = 2n n , but there are no simple formulas for k n k r for r ≥ 2. In contrast, Stanley showed that k n k r obeys a homogeneous linear recurrence for all r.
We repeat Stanley's argument. For any function f (x, y) from R 2 → R, put
Define (σ * f )(x, y) = f (x + y, y) and (τ * f )(x, y) = f (x, x + y). Then we have
If f is a homogenous polynomial of degree r, then σ * f and τ * f are also such polynomials. Thus f → σ * f + τ * f is a linear endomorphism of the vector space of degree r polynomials, given by some (r + 1) × (r + 1) matrix Φ. And it follows that, for any degree r polynomial f , the sequence S n (f ) obeys the same linear recurrence as the sequence of matrix powers Φ n .
Example. We consider cubic polynomials. A basis for the space of homogenous cubics in two variables is x 3 , x 2 y, xy 2 , y 3 , and we have σ * (x 3 ) + τ * (x 3 ) = (x + y) 3 + x 3 = 2x 3 +3x 2 y+3xy 2 + y 3 σ * (x 2 y)+τ * (x 2 y) = (x + y) 2 y+x 2 (x + y) = x 3 +2x 2 y+2xy 2 + y 3 σ * (xy 2 )+τ * (xy 2 ) = (x + y)y 2 +x(x + y) 2 = x 3 +2x 2 y+2xy 2 +2y 3 σ * (y 3 ) + τ * (y 4 ) = y 3 + (x + y) 3 = x 3 +3x 2 y+3xy 2 +3y 3 .
So f → σ * (f ) + τ * (f ) acts on this four dimensional vector space by the matrix
We say that a sequence T n obeys a homogenous linear recurrence of length ℓ if there are constants a 1 , a 2 , . . . , a ℓ such that T n = n j=1 a j T n−j . Since the matrix Φ in the above example is 4 × 4, the matrix powers Φ n obey a homogenous linear recurrence of length 4, and thus the S n (f ) do likewise for any homogenous cubic polynomial f . More generally, if f is a homogenous polynomial of degree r, this argument shows that the sequence S n (f ) will obey a recurrence of length r + 1.
This is an elegant argument, but it falls far short of the truth. Computation shows that
We actually have the length 1 recurrence S n (f ) = 7S n−1 (f ) (for n ≥ 2)! Why do these recurrences have length 1 rather than 4? There are two reasons. The first is that the operator Φ commutes with the map f (x, y) → f (y, x), and we have S n (f (x, y)) = S n (f (y, x)). So Φ passes to the 2-dimensional quotient vector space where we identify f (x, y) and f (y, x). 6 4 ]. Thus S n (f ) obeys a recurrence of length 2. In general, this argument shows that, for f a homogenous polynomial of degree r, the sequence S n (f ) will obey a recurrence of length ⌈ r+1 2 ⌉. The second reason is that the characteristic polynomial of Φ sym is x 2 − 7x, so we have Φ n sym = 7Φ n−1 sym for n ≥ 2, and thus S n (f ) = 7S n−1 (f ). The 0-eigenvalue makes the recurrence shorter! Stanley conjectured that the analogous operators Φ sym had repeated eigenvalues of 0 for r odd, and of ±1 for r even. The latter phenomenon makes the minimal polynomial of Φ sym of lower degree than the characteristic polynomial, and thus also shortens the length of the recurrence satisfied by S n (f ). After introducing some general notation, we state Stanley's conjectures, and prove them.
Fix a nonnegative integer r. Let V be the vector space of degree r homogeneous polynomials in x and y. For a 2 × 2 integer matrix γ = a b c d , we define (γ * f )(x, y) = f (ax + cy, bx + dy).
We put σ = [ 1 0 1 1 ] and τ = [ 1 1 0 1 ], so this is consistent with our previous notation, and we note that (αβ) * (f ) = β * α * f . We put Φ = σ * + τ * , a linear map V → V .
Let V sym be the quotient of V by f (x, y) ≡ f (y, x). The map Φ passes to the quotient V sym , and we denote this quotient map by Φ sym . Write m(M, λ) for the multiplicity of λ as an eigenvalue of the matrix M .
Our main theorem involves many periodic functions of r, where r is restricted to either even or odd numbers. We will write [a 1 , a 2 , . . . , a p ] r for the function of such r which is periodic modulo 2p with values a 1 , a 2 , . . . , a p , a 1 , a 2 , . . . , a p , . . . , where we take a 1 to occur for r ≡ 0 mod 2p if r is restricted to even classes and we take a 1 to occur for r ≡ 1 mod 2p if r is restricted to even classes. 
The Main Theorem has the following implications for shortening the recurrence obeyed by S n (f ).
Consequences of the Main Theorem. For r odd, the sequence S n (f ) obeys a homogenous linear recurrence of length ≤ 
Diagonalizability of Φ and Φ sym
In this section, we will show that Φ on V is diagonalizable over R. Since Φ sym is the action of Φ on the quotient V sym , this also establishes diagonalizability of Φ sym . Working explicitly in the basis x b y r−b for V , we have The last expression is symmetric in a and b, so DΦD −1 is a symmetric matrix and thus diagonalizable over R. We conclude that Φ is likewise diagonalizable over R.
The case of r odd
Throughout this section, we take r to be odd. Set
Let ω be a primitive 6-th root of unity. Then ρ acts on C 2 with eigenvalues ω and ω −1 . Thus ρ * acts on V ⊗ C with eigenvalues ω a (ω −1 ) r−a for 0 ≤ a ≤ r for 0 ≤ a ≤ r; the corresponding eigenvectors are (x + ωy) a (ωx + y) r−a . In particular, the (−1)-eigenspace of ρ * on V corresponds to those values of a for which a ≡ r − a + 3 mod 6 and has dimension equal to the number of such a, which is
We now consider the corresponding computation for Φ sym . Let W sym be the (−1)-eigenspace of Φ sym on V sym . In Φ sym , the eigenvectors (x + ωy) a (ωx + y) r−a and (x + ωy) r−a (ωx + y) a are identified, and no other relations are imposed. So the dimension of W sym is the number of a for which a ≡ r − a + 3 mod 6, modulo the relation that a and r − a are equivalent; the number of such a is r 6 + − . We have proved the multiplicity bound for m(Φ sym , 0).
The case of r even
Throughout this section, we take r to be even. We continue to use the notation ρ = στ −1 = 1 −1 1 0 and also introduce
The eigenvalues of ρ on C 2 are the primitive 6-th roots of unity and the eigenvalues of ι are ±i. We deduce that, on V = Sym r R 2 , we have (ρ * ) 3 = (ι * ) 2 = Id. Let X be the subspace of V where (ρ * ) 2 + (ρ * ) + 1 = 0, and let Y + and Y − be the subspaces of V where ι * has eigenvalues 1 and −1 respectively. We have 
So, if f ∈ X ∩ Y ± , we have Φ(f ) = ∓f . This proves the claimed bounds for m(Φ, ±1).
We now repeat the analysis for Φ sym . We define X sym and Y ± sym analogously. A basis for X ⊗ C is those polynomials (x + ωy) a (ωx + y) r−a for which 2a ≡ r mod 3. In X sym the polynomials (x + ωy) a (ωx + y) r−a and (x + ωy) r−a (ωx + y) r are identified, which cuts the dimension exactly in half. (Note that (x + ωy) r/2 (ωx + y) r/2 has eigenvalue 1, so it doesn't contribute to X sym .) So dim X sym = r 3 + [0, . We have now deduced all claims about m(Φ sym , ±1).
Consequences for the length of recurrences
First, we consider the case of r odd. The matrix Φ sym is square of size 
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