With the recent interest and enthusiasm in the industry toward smart wells, intelligent fields, and real-time analysis and interpretation of large amounts of data for process optimization, our industry' s need for powerful, robust, and intelligent tools has significantly increased. Operations such as asset evaluation; 3D-and 4D-seismicdata interpretation; complex multilateral-drilling design and implementation; log interpretation; building of geologic models; well-test design, implementation, and interpretation; reservoir modeling; and simulation are being integrated to result in comprehensive reservoir management. In recent years, artificial intelligence (AI), in its many integrated flavors from neural networks to genetic optimization to fuzzy logic, has made solid steps toward becoming more accepted in the mainstream of the oil and gas industry. In a recent set of JPT articles, 1-3 fundamentals of these technologies were discussed. This article covers some of the most recent and advanced uses of intelligent systems in our industry and discusses their potential role in our industry' s future.
Introduction
On the basis of recent developments, it is becoming clear that our industry has realized the immense potential offered by intelligent systems. Our daily life as petroleum professionals is full of battling highly complex and dynamic problems and making high-stakes decisions. Moreover, with the advent of new sensors that are permanently placed in the wellbore, very large amounts of data that carry important and vital information are now available. To make the most of these exotic hardware tools, one must have access to proper software to process the data in real time. Intelligent systems in their many flavors are the only viable techniques capable of bringing real-time analysis and decision-making power to the new hardware. A search of the available commercial intelligent software tools for the oil and gas industry indicates that although there are some software applications that barely scratch the surface of the capabilities of the intelligent systems (and must be commended for their contributions), the software tool that can effectively implement integrated intelligent systems in our industry has not yet made it to the commercial market.
An integrated, intelligent software tool must have several important attributes, such as the ability to integrate hard (statistical) and soft (intelligent) computing and to integrate several AI techniques (i.e., fuzzy-cluster analysis, neural computing, genetic optimization, and fuzzy inference engine). Software with the above characteristics that targets oil and gas professionals must be able to take serious steps toward changing the "black box" image that has been associated with several AI-related techniques and bring it closer and closer to a "transparent box."
Integrated Intelligent Systems
Today, intelligent systems are used in our industry in many areas. They cover higher-level issues and analyses, from predicting the natural-gas production in the U.S. for the next 15 years 4,5 and decision making at the management level while dealing with incomplete evidence 6 to more-mundane technical issues that concern geoscientists and engineers such as drilling, 7 reservoir characterization, 8-11 production-engineering issues, 12, 13 well treatment, 14, 15 and surface DISTINGUISHED AUTHOR SERIES facilities, 16 to name a few. In this article, two of these applications will be reviewed to demonstrate the power of intelligent-systems techniques that address them.
Intelligent systems can be used to address many types of problems that are encountered in our industry. They can be divided into four categories:
1. Fully data driven: examples include developing synthetic well logs, reservoir characterization by correlating logs to seismic and core data, and forecasting U.S. natural-gas production.
2. Fully rule based: examples include well-log interpretation and identification of best enhanced-recovery methods.
3. Optimization: examples include surface-facility optimization for increasing oil rate and history matching.
4. Data/knowledge fusion: examples include candidate-well selection and identifying best practices.
The limit of applicability of intelligent systems in the oil and gas industry is the imagination of the professionals that use them. Like any other analytical technique, intelligent systems have limitations. It is important to understand the limitations of these techniques to increase the probability of their success and their efficiency. As an example, consider the group of techniques in intelligent systems that are developed on the basis of data, such as neural networks. These systems are vulnerable to insufficient data. In other words, the major limitation of such techniques is that they cannot be efficiently developed in cases with scarce data. A major question then will arise, "How much data is enough?" This is a question that, although it seems to be quite simple, does not have a straightforward answer.
Data, Data, Data
The question "How much data is enough?" can be answered only in the context of the problem that is being addressed. What might be enough data in one problem may not be enough for another problem. The amount of data required for modeling the behavior of a system is controlled by that system' s complexity. If data are considered snapshots of reality, or "formalized representation[s] of facts" as defined in the U.S. Dept. of Justice' s website, then the amount of data that is required to statistically cover a reasonable representation of a system will increase proportionally with the system' s complexity. If we take the number of independent variables required for modeling a system as an indication of the system' s complexity, then the number of instances of the system' s behavior required for developing an intelligent system will be directly proportional to the number of variables. Simply put, as the number of variables in the data sets grows, so should the number of cases or records.
Although not all intelligent systems are fully data driven, this paper mainly concentrates on the paradigms that are used for modeling purposes and are known as data-driven solutions, such as neural networks. It has been the author' s experience that developing successful neural models requires integration of fuzzy logic and genetic optimizations. It has been shown that an integrated use of fuzzy-cluster analysis and fuzzy combinatorial analysis 14 plays a vital role in developing successful neural network models. By helping the user identify the most optimum set of independent variables, fuzzy combinatorial analysis addresses the uncertainties associated with input variables during the modeling process. Fuzzycluster analysis can be used in a fashion to ensure that training, calibration, and verification data sets are statistically representative of the system behavior. All other issues, such as network architecture, activation-function selection, and tuning of parameters (e.g., learning rate and momentum), although important, pale when compared to these two integration techniques during the model-building process. 
Ambient Temperature, ºF
Once intelligent systems are identified as the main tool for solving a certain problem, an important but implicit assumption is made. It is assumed that all the intricacies, nonlinearity, and complexity of the system behavior (that is being modeled for prediction purposes) can be represented through data that can be collected, and that it is either available or can be acquired. Furthermore, it is assumed that the sample data that will be used as the basis for modeling are statistically representative of the system.
When data become the most important component of the modeling process, certain issues must be addressed. Many databases suffer from missing data that are represented by holes in the data matrix. In cases of hard-to-obtain data, being able to patch holes in a database in a way that does not harm the integrity of the entire database can prove very valuable. Currently the only way to deal with such a problem is statistical averaging, a technique that leaves much to be desired. The next issue is outliers. One must be able to identify and deal with outliers in the database. Domain expertise can help in identifying anomalies in the data and passing judgment regarding whether an anomaly is an outlier or an important but unique behavior that must be considered. In the next sections, two recent applications of intelligent systems in oil-and-gas-related problems are covered briefly.
Prudhoe Bay Surface-Facility Modeling Prudhoe Bay has approximately 800 producing wells flowing to eight remote, three-phase separation facilities (flow stations and gathering centers). High-pressure gas is discharged from these facilities into a cross-country pipeline system flowing to a central compression plant. Fig. 1 illustrates the gas-transit network between the separation facilities and the inlet to the compression plant.
Ambient temperature has a dominant effect on compressor efficiency and, hence, total gas-handling capacity and subsequent oil production. Observed temperature variations during a 24-hour period can be as great as 40°F. Fig. 3 is a curve fit of total shipped-gas rate to the compression plant vs. ambient temperature for 2001. A significant reduction in gas-handling capacity is observed at ambient temperatures above 0°F. Individual well gas/oilratio (GOR) ranges between 800 and 35,000 scf/STB, with the lower-GOR wells in the waterflood area of the field and higher-GOR wells in the gravity-drainage area. Gas-compression capacity is the major bottleneck to production at Prudhoe Bay, and, typically, field oil rate will be maximized by preferentially producing the lowest-GOR wells.
As the ambient temperature increases from 0 to 40°F, the maximum (or "marginal") GOR in the field decreases from approximately 35,000 to 28,000 scf/STB. A temperature swing from 0 to 40°F in 1 day equates to an approximate oilvolume reduction of 40,000 bbl, or 1,000 BOPD/°F rise in temperature.
The ability to optimize the facilities in response to ambient-temperature swings, compressor failures, or planned maintenance is a major business driver for this project. Proactive management of gas production also reduces unnecessary emissions.
As part of a two-stage process to maximize total oil rate under a variety of field conditions, it first is necessary to understand the relationship between the inlet gas rate and pressure at the central compression plant and the gas rates and discharge pressures into the gas-transit pipeline system at each of the separation facilities. Therefore, the first stage of this study was to build an intelligent model that is capable of accurately predicting the state of this dynamic and complex system on a real-time basis. Fig. 4 shows the accuracy of the predictive model that was built for the pressure at the central compression plant. Similar models were developed for rate and pressure of all the involved separation facilities.
Field oil rate is affected by the manner in which gas is distributed between facilities. A state-of-the-art genetic-algorithm-based optimization tool is built on the basis of neural-network models to optimize the oil rate. The goal of the optimization tool is to determine the gas-discharge rates and pressures at each separation facility that will maximize field oil rate at a given ambient temperature, using curves of oil vs. gas at each facility.
For this project, the development neural model started with a detailed statistical analysis of the data matrix that included patching holes in the data matrix and identifying and addressing the outliers. Next, all variables in the data matrix were analyzed with a combination of analysis of variance, fuzzy clustering, and fuzzy combinatorial analysis to examine the influence of each variable on the model output while making sure that their influences on each other are accounted for. The result was a reduction of the total number of variables that would be considered for predictive modeling. A detailed fuzzy-cluster analysis followed, this time with intention to identify the optimum number of clusters that would best describe the data matrix. Each cluster may be thought to represent a distinct set of behaviors of the system. This information is then used to guide the partitioning of the data matrix into training, calibration, and verification data sets. The fuzzy-cluster analysis provides two major benefits. First, it can guarantee that all three data sets are statistically representative, and, second, it provides the luxury of using as few data as possible for training purposes while leaving a higher percentage of the data for validation and verification of the developed model such that, in this project, less than 30% of the data was used for training. Some typical results of fuzzy c-mean clustering analysis are shown in Fig. 5 . This figure displays pressure/volume/temperature behavior of separation facilities FS3 and GC3. This is an essential step in developing a successful neural-network model.
It should be stressed that the neural models that are the subject of this article cannot be represented by a set of equations. Upon completion of the training process, they can be represented by a series of matrices. This is the main reason they have been referred to as black boxes by engineers who are accustomed to seeing models represented by mathematical equations. But the question is "Do they 'have to be' black boxes?" Are there ways that we can open these black boxes and peek into them to examine their validity? This author believes that, by rigorous analysis of the developed models, engineers and scientists can develop confidence in the capabilities of these models. This confidence can be gained with a thorough analysis of the neural model on the well-known physics of the problem that is being addressed, an example of which is demonstrated in Fig. 6 .
Looking at Fig. 1 , it can be seen that separation facility FS1 is connected to separation facility FS1A. As mentioned before, the dynamic-system model for this complex surface facility included a collection of several smaller but codependent models. The model developed for the separation facility can predict the rate at FS1 as a function of all the parameters that directly influence its behavior. Fig. 6 shows the behavior of the rate at FS1 and FS1A as a function of temperature.
Similar models were developed and analyses were performed for each of the components of the facility shown in Fig. 1 . When applied together, they provide an accurate picture of the system' s dynamics. Gas-capacity constraints start to affect oil production at approximately 0°F, with increasing effect as the temperature increases. The estimated benefit of this tool for optimizing oil rate during temperature swings and equipment maintenance is 1,000 to 2,000 BOPD for 75% of the year.
The above results show the complexity of the system being modeled as well as the power of the hybrid intelligent systems that make modeling of such complex and nonlinear systems possible. Use of conventional simulation techniques proved inadequate for a system as large and complex as the one mentioned here. The number of facilities, pipe sizes, and fittings and the rigors associated with modeling each component and coupling them all together at the end make it a difficult task. Hybrid intelligent systems on the other hand, when handled properly and with the right set of software tools, can implicitly account for all the intricacies of such a complex system as long as the collected data set is representative of the system and process behavior.
Reservoir Characterization of the Cotton Valley Formation, East Texas
The Cotton Valley formation in east Texas is known for its heterogeneity and the fact that well logs and reservoir characteristics cannot be correlated from well to well. 17 In a recent study, 10 hybrid intelligent systems were used to characterize the Cotton Valley formation by developing synthetic magnetic-resonance-imaging (MRI) logs from conventional logs. This technique is capable of providing a bet- ter image of reservoir-property (effective porosity, fluid saturation, and permeability) distribution and more-realistic reserves estimation at a much lower cost.
The study area included 26 wells. MRI logs were available from only six wells, while the other 20 wells had conventional logs but no MRI logs. Upon completion of the development process, techniques such as kriging can be used to develop a spatial distribution of these reservoir characteristics throughout the domain where the intelligent model is applicable. One of the major contributions of this study is that MRI cannot be performed on wells with casing in place, while many of the conventional logs used in this methodology are available from most of the wells in a field.
The intelligent model for this study was developed with five of the wells, MR-2 through MR-6. The MRI logs from Well MR-1 were used as blind well data to validate the applicability of the intelligent model to other wells in the field. Furthermore, because Well MR-1 is on the edge of the section of the field being studied and is somewhat outside of the interpolation area relative to Wells MR-2 through MR-6, it would push the envelope on accurate modeling. This is because the verification was completed outside of the domain in which modeling was performed. Therefore, one may claim that in a situation such as the one being demonstrated here, the intelligent, predictive model is capable of extrapolation as well as interpolation. The term extrapolation is used here as a geometric extrapolation rather than an extrapolation of the log characteristics. Fig. 8 shows the actual and virtual MRI logs (MPHI-effective porosity, and MBVI-irreducible water saturation) for Well MR-1. If, instead of using data from five wells for training and calibration, data from only one or two wells were used, chances are that the results would not have been as good as those shown in Fig. 8 .
Although the quantity of training data is an important issue, the quality of data is equally important. The producing formation consists of rocks of varying quality and characteristics. Quality of data refers to representation of the highest number of rock variations and characteristics. The idea is simple; the network will perform poorly when trying to recognize rocks with characteristics that it has not been trained with. There may be special cases in which only a single well would be sufficient to represent all the available rock variations in the zone of interest. In such a case, the data from this one well would be enough to train a reasonably good network, while in other cases, data from several wells in different parts of the field would be necessary to achieve similar results. Therefore, it is not only the quantity of data but also the quality of data that is important in developing intelligent models. The logs shown in Fig. 8 were used to estimate reserves for this formation. Using the virtual MRI logs, the estimated reserves were calculated to be 138,630 Mscf/acre; while using the actual MRI logs, the calculated reserves estimates were 139,324 Mscf/acre for the 400 ft of pay in this well. The difference between the two reserves estimates is approximately 0.5%. The small difference in the calculated reserves estimates based on virtual and actual MRI logs, respectively, demonstrates that operators can use this methodology effectively to reach reserves estimates with much greater accuracy at a fraction of the cost. This will allow operators to make better reserves-management and operational decisions. 
Conclusions
The major task for the petroleum professional is to identify the type of problems that are going to benefit the most from artificial intelligence. An integrated intelligent system, like any other technology, is not going to be the panacea of our industry, but it will play an important role in moving it into the frontiers of information technology. Our industry still awaits the commercialization of software applications that can bring the power of integrated intelligent systems into the mainstream of the oil and gas profession. Implementation of integrated intelligent systems in our daily problem-solving efforts is only a matter time. Companies that recognize the importance of investing in this technology now will be the vanguard that will reap its benefits sooner than others. The future of this technology in our industry has never been brighter.
