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Abstract: In this paper, we study the problem of
targeting a set of individuals to trigger a cascade of
influence in a social network such that the influence
diffuses to all individuals with the minimum time,
given that the cost of initially influencing each in-
dividual is with randomness and the budget avail-
able is limited. We adopt the incremental chance
model to characterize the diffusion of influence, and
propose three stochastic programming models that
correspond to three different decision criteria. Modi-
fied greedy algorithms are presented to solve the pro-
posed models efficiently. Experiments are performed
to show that the algorithms we present are effective.
Keywords: social networks; complete influence
time; stochastic costs; greedy algorithms.
§1 Introduction
A social network is a graphical model of the re-
lationships within a group of individuals, in which
each node represents an individual and each edge
denotes the relationship between the two individuals
it connects. Social networks have attracted much at-
tention from various areas, such as computer science
[9], economics [3], sociology [6, 22], epidemiology [8].
The diffusion of influence in social networks
plays an important role in many real applications
[14, 19, 20]. For example, in virus marketing, a new
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product is promoted to only a small number of peo-
ple, but can be adopted by a large proportion of the
population. This is because the recommendation of
the product from one friend to another is actually a
type of influence spread throughout the social net-
work. A variety of models characterizing how influ-
ence diffuses have been proposed, such as the linear
threshold model [15], the independent cascade model
[12], the voter model [10] and the incremental chance
model [19]. Motivated by the need for solving prac-
tical problems, decision makers attempt to optimize
the target set of individuals to whom the influence
is initially sent. A number of optimization problems
with different objectives have been investigated, in-
cluding maximizing the total number of influenced
individuals [15, 16], maximizing the expected lift in
profit [9, 21], minimizing the size of the initial target
set of individuals that guarantees complete influence
[5]. A recently proposed problem is the complete in-
fluence time (CIT) minimization problem [19, 20],
which is to determine the set of individuals to target
initially such that the time taken to influence all the
individuals in the network is minimized.
The restriction of limited resources almost al-
ways exists in real world. For example, in the context
of this paper, the budget for influencing the initial
target set of individuals is almost always limited. In
a number of papers on influence diffusion in social
networks [15, 19], the restriction of limited resources
is represented by the assumption that the target set
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has a fixed size. In other works [10, 20], a more gen-
eral scenario is considered, where a predetermined
amount of budget is given and the cost of initially
influencing each individual may be different.
In real life, uncertainty always exists. In the
problem we are concerned with, the cost to initially
influence an individual may be uncertain because it
usually depends on many dynamic or vague factors
such as how the mood of the individual is when she
is influenced, to what extend the individual favors
the influence, as so on. It would be inappropriate to
quantify the costs as constants in such an uncertain
situation. However, uncertain costs of influencing
the target set of individuals have not been discussed
in any of the above works.
In this paper, we focus on the CIT minimization
problem where a predetermined amount of budget is
provided and the cost of initially influencing each in-
dividual is given as a random variable. We adopt
the incremental chance model to describe the diffu-
sion of influence, because compared to that under
other models, the diffusion process is progressive un-
der the incremental chance model, which guarantees
the complete influence that is required by the CIT
minimization problem.
Since random variables are involved in the opti-
mization problem we study, we consider three differ-
ent decision criteria in the theory of stochastic pro-
gramming, and propose three stochastic program-
ming models. In order to solve the stochastic pro-
gramming models, we present a number of modified
greedy algorithms, which flexibly trade off between
solution performance and computational complexity.
A number of experiments are performed, by which we
show that the modified greedy algorithms are effec-
tive.
The rest of this paper is organized as follows.
Firstly, we briefly introduce some preliminaries of
the incremental chance model in section 2. Then in
section 3, we propose three stochastic programming
models. Section 4 describes the modified greedy al-
gorithm. We perform experiments in section 5 to
show the effectiveness of the proposed algorithms and
draw conclusions in section 6.
§2 The Incremental Chance Model
We denote a social network by a weighted undi-
rected graph G = (N, E, W, ε). Each node in G rep-
resents one individual in the group we consider, and
N denotes the set of all nodes in G. Each edge in
G represents a relationship between the pair of in-
dividuals corresponding to the two nodes the edge
connects, and the set of all edges is denoted by E.
For any two vertices i and j in N , the edge connect-
ing them, if there exists one, can be denoted by either
(i, j) or (j, i), since G is an undirected graph. In the
following of this paper, we call that i and j are neigh-
bors if there exists an edge (i, j). We denote by W
the weight function which assigns a positive weight
to each edge to measure the strength of the relation-
ship the edge represents. For example, a large weight
W (i, j) on edge (i, j) shows that i and j are closely
related.
The cost for initially influencing node i in G is
assumed as a random variable εi, and ε = {εi|i ∈ N}
is a random vector recording the stochastic costs for
initially influencing all the individuals. The target
set of individuals who are chosen to influence initially
is denoted by X , which we equivalently represent by
a binary vector x = {xi|i ∈ N}, where xi = 1 if node
i is initially targeted or xi = 0 otherwise. Therefore,





According to the incremental chance model [19],
at any time step, each node is in either of the two
states: “active” and “inactive”. At any time step,
a node that has been influenced is called an active
node, or otherwise called an inactive node. At any
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i∈N(j) W (i, j)
,
where N(j) denotes the set of neighbors of node j,
and Nat (j) is the set of active neighbors of j at time
step t. We call pjt the influence chance of j at time t.
Although the process of the diffusion of influence is
stochastic, it is still clear to describe. At the begin-
ning, the nodes in the target set are influenced and
set active first. Then the cascade of influence is trig-
gered, and inactive nodes get influenced according
to their influence chance. Note that the process is
progressive, that is, active nodes will stay active and
never turn to be inactive. Thus, the diffusion of influ-
ence will always terminate as all nodes in the social
network will turn to be active ultimately with prob-
ability 1 [19], which achieves the complete influence.
The duration of the process of influence diffusion is
called the complete influence time (CIT). We denote
the CIT by τ(x) given that the target set of nodes
is x.
§3 The Stochastic Programming
Models
In this paper, we focus on the following prob-
lem. Given a social network G and a predetermined
amount of budget B, what is the target set of indi-
viduals X , or equivalently x, to whom we initially
send the influence, such that the cost for initially in-
fluencing x is under the budget and the CIT τ(x)
is minimized. The solution to the problem is not
straightforward, because for a given x, both C(x, ε),
the cost for initially influencing x, and the CIT τ(x)
are random variables, which makes the problem a
stochastic programming problem. According to dif-
ferent decision criteria of decision makers, solutions
to the problem may be quite different. In this sec-
tion, we adopt three well-known decision criteria in
the theory of uncertain programming [18], and pro-
vide three stochastic programming models.
The first model is motivated by the natural idea
that we may estimate a random variable by its ex-
pected value, which is commonly called the expected
value model (EVM). In the EVM model for our prob-
lem, the objective is to minimize the expected value
of the CIT τ(x), and a target set x is feasible if the
expected value of the cost C(x, ε) is below the bud-



















E[C(x, ε)] ≤ B,
x = {xi = 0 or 1 | i ∈ N}.
(1)
For many cases, estimating a random variable
by its expected value is not always appropriate, espe-
cially for random variables with large variances. For
our problem, when the variance of C(x, ε) is large, it
is quite possible that C(x, ε) exceeds B with a high
probability even though E[C(x, ε)] ≤ B holds at the
same time. Similarly, the CIT τ(x) can be much
greater than its expected value E[τ(x)] with a large
probability. In practice, decision makers often prede-
termine a confidence level α as a safety margin and
solve problems in the sense that the constraints are
satisfied at least α of time. This idea is usually re-
ferred to as chance-constrained programming (CCP)

















min {τ | Pr{τ(x) ≤ τ} ≥ α}
subject to :
Pr{C(x, ε) ≤ B} ≥ β},
x = {xi = 0 or 1 | i ∈ N},
(2)
where α and β are two predetermined values between
0 and 1.
For some cases, decision makers may take a
third decision criterion, under which they attempt
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to maximize the chance to meet some stochastic
events that they expect to happen. In order to
make decisions under this criterion, Liu provided the
dependent-chance programming (DCP) [17]. In our
problem, there may be a deadline for the diffusion of
influence such that exceeding the deadline will lead
to a huge penalty. In this view, we may need to max-
imize the probability of the event that the CIT does


















max Pr{τ(x) ≤ τ0}
subject to :
E[C(x, ε)] ≤ B,
x = {xi = 0 or 1 | i ∈ N}.
(3)
where τ0 is a predetermined value representing the
deadline.
§4 The Modified Greedy Algorithms
In order to solve the stochastic programming
models that we propose above, we need to estimate
the values of a number of uncertain functions. Here,
we employ the stochastic simulation techniques to
estimate the following three types of uncertain func-
tions:
• U1 : x → E[ξ(x)],
• U2 : x → min{f | Pr{ξ(x) ≤ f} ≥ α},
• U3 : x → Pr{ξ(x) ≤ f0},
where ξ(x) is an uncertain function. The functions
E [τ(x)] and E[C(x, ε)] in models (1) and (3) are two
instances of U1; the objective function is a straight-
forward instance of U2; and Pr{C(x, ε) ≤ B} in
model (2) and Pr{τ(x) ≤ τ0} in model (3) are in-
stances of U3. We omit the details of the stochastic
simulation techniques, and interested readers can re-
fer to the book by Fishman [11].
In real applications, a social network usually
contains a huge number of individuals, thus the com-
putation for solving CIT minimization problems is
very time-consuming. An efficient approach to solv-
ing optimization problems in complex systems is the
greedy algorithm, which usually avoids the brute-
force search and obtains satisfactory solutions [7].
For the CIT minimization problems in social net-
works, by the traditional greedy algorithm, we put
nodes in the target set once a time unless the con-
straints are violated [19]. Every time we add a new
node to the target set, we select the one that brings
the most improvement in the value of the objective
function. Whenever a node is put in the target set, it
will never be taken out of the set, and thus the target
set is efficiently constructed. However, traditional
greedy algorithm computes the values of the objec-
tive functions in the proposed models by stochas-
tic simulation, which can be still time-consuming for
large-scale social networks.
In this paper, we modified the traditional greedy
algorithm for the sake of saving the computation in
stochastic simulation. The idea is to introduce an
integer parameter r to trade off between solution
performance and computational complexity [19]. In
the traditional greedy algorithm, when we need to
add a new node to the target set, we compute, by
stochastic simulation, the change of the value of ob-
jective function for every node that is possible to
be selected. However, in the modified greedy algo-
rithm, every time we add a node to the target set, we
first determine r nodes, each of which is potentially
a good choice for being put in the target set; and
then compute by stochastic simulation the change of
the value of objective function for adding each of the
r nodes. We design several efficiently-computable
heuristic functions to indicate which node is a po-
tentially good alternative for being put in the target
set, thus the computational complexity of stochastic
simulation is alleviated.
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In order to present the heuristic functions, we
first define the distance graph of a social network.
The distance graph of a social network is a directed
graph that has exactly the same set of nodes with
the original social network. For each pair of nodes
that are connected by an edge in the social network,
there are two directed edges in opposite directions
connecting them in the distance graph. The weight
on each edge (i, j) in the distance graph represents
the distance between i and j, which is defined by
d(i, j) =
∑
l∈N(j) W (l, j)
W (i, j)
.
For each set of nodes x and a node i, the heuris-
tic function returns a non-negative value h(x, i)
quantifying the fitness of putting i in x in terms of
improving the performance of the solution. For ex-
ample, if h(x, i) ≥ h(x, j), then adding i to x is po-
tentially better than putting j in x. Here, we present
three heuristic functions.
We define by SP (i, j) the length of the short-
est path from i to j in the distance graph and by
SP (x, i) = minl∈xSP (l, i) the shortest path length
from set of nodes x to i in the distance graph. If x
is an empty set, we define SP (x, i) as a sufficiently
large number, for example, the sum of the weights
on all the edges in the distance graph. The first
heuristic function is motivated by the intuition that
it usually takes much time to spread the influence to
a node that is distant from the influenced nodes. We
call the heuristic function “Shortest Path Length”
(SPL) and define it by
h1(x, i) = SP (x, i).
We define the maximin path length of a set of
nodes x by maxj∈N SP (x, j), which describes how
far from the set to the farthest node in the network.
The idea of the second heuristic function is that it
gives a high score to a node if adding it to the target
set will highly reduce the maximin path length. We
call this heuristic function “Maximin Path Length
Reduction” (MPLR) and define it by
h2(x, i) = max
j∈N
SP (x, j) − max
j∈N
SP (x ∪ {i}, j).
Given the distance graph of a social network, it
is not difficult to generate a spanning forest with
the set of roots being x, such that each node in
the forest is connected to its closest root. Such a
spanning forest is called the shortest path forest and
denoted by FSP (x). Let Edge(FSP (x)) be the set
of edges in FSP (x). We present the third heuristic
function named “Shortest Path Forest Weight Re-









Finally, we present the modified greedy algo-
rithms for solving the EVM model (1), the CCP
model (2) and the DCP model (3) in Table 1, 2 and
3, respectively.
§5 Experiments
In this section, we perform a number of experi-
ments on randomly-generated networks. By the ex-
periments, we show the effectiveness of the modified
greedy algorithms and how they trade off between
solution performance and computational complexity.
In all the following experiments, we set the number
of nodes |N | = 1000 and the number of samples in
the stochastic simulation M = 500.
In order to generate a social network, we define
a parameter p to specify how social the individu-
als in the social network will be. Given the set of
nodes N , for every pair of nodes in the network, we
generate an edge between them with probability p.
Therefore, a high value of p will result in a social net-
work where each individual is possibly connected to
a lot of other individuals. After we generate the so-
cial network in such a stochastic way, we add as few
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Table 1 A modified greedy algorithm for solving the EVM model (1)
Input: G, C, B, r, h.
Output: x.
x = ∅;
T = {i ∈ N | E[C({i}, ε)] > B};
while |x ∪ T | < |N |
n = 0;
R = ∅;




R = R ∪ in;
n = n + 1;
j = argmax
i∈R
(E[τ(x)] − E[τ(x ∪ {i})]);
x = x ∪ {j};
T = {i ∈ N \ x | E[C(x ∪ {i}, ε)] > B};
return x;
Table 2 A modified greedy algorithm for solving the CCP model (2)
Input: G, C, B, α, β, r, h.
Output: x.
x = ∅;
T = {i ∈ N | Pr{C({i}, ε) ≤ B} < β};
while |x ∪ T | < |N |
n = 0;
R = ∅;
while n < r and |x ∪ T ∪ R| < |N |
in = arg max
i∈N\(x∪T∪R)
h(x, i);
R = R ∪ in;
n = n + 1;
j = argmax
i∈R
(min{τ |Pr{τ(x) ≤ τ} ≥ α} − min{τ |Pr{τ(x ∪ {i}) ≤ τ} ≥ α});
x = x ∪ {j};
T = {i ∈ N \ x | Pr{C(x ∪ {i}, ε) ≤ B} < β};
return x;
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Table 3 A modified greedy algorithm for solving the DCP model (3)
Input: G, C, B, τ0, r, h.
Output: x.
x = ∅;
T = {i ∈ N | E[C({i}, ε)] > B};
while |x ∪ T | < |N |
n = 0;
R = ∅;
while n < r and |x ∪ T ∪ R| < |N |
in = arg max
i∈N\(x∪T∪R)
h(x, i);
R = R ∪ in;
n = n + 1;
j = arg max
i∈R
(Pr{τ(x ∪ {i}) ≤ τ0} − Pr{τ(x) ≤ τ0});
x = x ∪ {j};
T = {i ∈ N \ x | E[C(x ∪ {i}, ε)] > B};
return x;
















Figure 1 Results of modified greedy algorithms with
different B for the EVM model.

















Figure 2 Results of modified greedy algorithms with
different B for the CCP model.
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Figure 3 Results of modified greedy algorithms with
different B for the DCP model.
edges as possible to make the network a connected
graph. In the following experiments, without loss
of generality, we randomly assign an integer weight
from {1, 2, 3} to each edge. The stochastic cost for
initially influencing each node i is given as follows:
we first generate an integer ui in the interval [0, 20] at
uniformly random, and then set the stochastic cost
εi as the random variable with uniform distribution
U(20, 20 + ui).
In order to show the effectiveness of the pro-
posed algorithms, in the first series of experiments,
we solve the three stochastic programming models
with different budget B by the modified greedy algo-
rithms. In addition, we compare the solution perfor-
mance of the modified greedy algorithms with that of
a trivial heuristic method called “randomly choosing
nodes”. The heuristic “randomly choosing nodes”
randomly selects the nodes in the target set without
exploiting any information of the network. In the
first series of experiments, without loss of general-
ity, we set p = 0.02 to generate the social network
and the trade-off parameter r = 50 in the modified
greedy algorithms. The solutions for solving EVM
model, CCP model and DCP model are shown in
Figure 1, 2 and 3, respectively. In the three figures,
a result of a modified greedy algorithm is labelled
with the heuristic function the algorithm adopts, and
a result of the “randomly choosing nodes” heuristic
is labelled “Random”. For the CCP model, we set
α and β both as 0.9; while for the DCP model, the
value of τ0 is set to be 12.

































Figure 4 The solutions and runtime of the modified
greedy algorithms.
From Figure 1, 2 and 3, we have some clear
observations. No matter what value the budget is,
the modified greedy algorithms generate better solu-
tions than the “randomly choosing nodes” heuristic.
The only expectation is that when solving the DCP
model with B = 50, the modified greedy algorithm
with heuristic function “SPL” has the same solution
performance with the “randomly choosing nodes”
heuristic. This is because there are at most two
nodes in the target set when B = 50, and the power
of the modified greedy algorithm may be weaken in
searching such a small set. The second observation
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is that, no matter which algorithm is employed, in-
creasing the budget B will improve the value of the
objective for every model, which coincides with our
intuition. In addition, we find that none of the three
modified greedy algorithms is better than the others
for all the problems.
In the next experiment, we show how the mod-
ified greedy algorithms trade off between solution
performance and computational complexity. We let
p = 0.02 and B = 100 and consider the EVM model.
We change the value of the trade-off parameter r
and obtain a number of results that are shown in
Figure 4. It is not difficult to find that the stochas-
tic simulation is entirely avoided when r = 1. An-
other extreme is that when r(t) = |N | − t depends
on the volume of the current target set t, the modi-
fied greedy algorithms degenerate to the traditional
greedy algorithm. We find that, in general, greater
r will make the modified greedy algorithms generate
better solutions, however at the expense of spend-
ing more time. On the other hand, smaller r helps
save computation, however the performance of solu-
tions is poorer. Therefore, Figure 4 illustrates the
fact that the modified greedy algorithms trade off
between optimality and complexity.
§6 Conclusions
In this paper, we have focused on the complete
influence time minimization problem given that the
available budget for initially influencing nodes is lim-
ited and that the cost for targeting each node is
stochastic. The incremental chance model has been
adopted to characterize the mechanism of the in-
fluence diffusion, and three different stochastic pro-
gramming models have been proposed. In order to
solve the proposed models, we have modified the tra-
ditional greedy algorithm so that the complexity and
optimality can be better traded off. Experiments
have been performed on random graphs, which have
shown that the algorithms we propose are effective
and help decision makers get a good balance between
solution performance and computational complexity.
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