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Titre Inférence des Acteurs de la Régulation des Expressions Géniques.
Résumé La quantité croissante de données générées est à l’origine de nombreuses
problématiques en bioinformatique telles que le développement de nouvelles mé-
thodes de traitement et d’analyse efficaces de ces données. Plus particulièrement, les
réseaux de régulation des fonctions cellulaires sont au coeur de nombreux projets
aujourd’hui. Il est donc nécessaire, afin d’appréhender correctement ces systèmes de
régulation, de comprendre l’origine et de caractériser les acteurs de ces systèmes tels
que les ARN et les pseudogènes.
Nous avons établi une nouvelle méthode de comparaison d’une séquence ARN re-
quête avec un jeu de séquences ARN cibles. Notre méthode se base sur (i) l’in-
dexation préalable des graines en séquence/structure des ARN du jeu cible, (ii) la
recherche des ARN cibles par détection des graines de la séquence requête présentes
également dans le jeu de données cible et le chainage de ces graines, puis (iii) la
complétion de l’alignement obtenu à l’aide d’un algorithme d’alignement exact in-
corporant des contraintes d’alignement. Cette méthode a été appliquée sur le jeu
de données de BraliBase2.1. L’exactitude des résultats obtenus et l’efficacité de la
méthode ont alors été comparés à la méthode d’alignement exact LocARNA et à son
filtre basé sur un algorithme de chainage de graines récemment développé, ExpLocP.
Notre méthode RNA-unchained permet d’améliorer significativement les temps de
calcul de LocARNA et présente des temps de calcul similaires à ExpLocP, tout en
améliorant l’exactitude des alignements finaux.
De plus, nous avons développé une méthode, PseudOE, de détection et de caractéri-
sation du pseudome au sein d’un génome et d’analyse comparative de ce pseudome
entre plusieurs génomes. Cette méthode a ainsi permis de réaliser l’analyse du pan-
pseudome de deux souches relativement distantes de l’espèce Oenococcus oeni et
qui présentent des propriétés oenologiques opposées. On observe dans ces génomes
compacts, de 1,8Mb, 8,5% de pseudogènes. Par comparaison aux autres génomes
bactériens, les génomes d’O. oeni semblent sensibles à la pseudogénisation. La ma-
jorité des pseudogènes détectés ont pour origine des mutations de leur séquence et
sont présents uniquement dans l’un des génomes, ce qui soutient l’hypothèse d’une
origine récente de ces séquences et qui illustre la tendance des O. oeni à l’hyper-
mutabilité. De plus, l’analyse des données fournies par PseudOE a permis la mise
en évidence d’une organisation spatiale des pseudogènes au sein de territoires spé-
cifiques du chromosome. L’ensemble de ces analyses illustre les particularités des
pseudogènes chez O. oeni et apporte des informations supplémentaires concernant
l’évolution des gènes/génomes dont les annotations de génomes pourraient retirer
des bénéfices.
Mots-clefs ARN, stucture secondaire, indexation, filtrage, alignement, graines,
chaînage, comparaison (un vs. plusieurs), similarité, pseudogènes, pseudome, compa-
raisons génomiques, évolutions génomiques, plasticité, adaptation, Oenococcus oeni.
Title The Inference of Gene Expression Regulator actors.
Abstract The increasing amount of available data is a source of many issues in
bioinformatics such that the development of new methods of treatments and efficient
analysis of data. Especially, regulatory networks are at the heart of many projects.
Also, in order to understand regulatory systems, it appears to be necessary to cha-
racterize and to understand actors of these systems such as RNA and pseudogenes.
We develop a new method to compare a query RNA with a static set of target
RNAs. Our method is based on (i) a preliminary indexing of the sequence/structure
seeds of the target RNAs, (ii) searching the potentially homolog RNAs by detecting
seeds of the query present in targets, chaining these seeds, then (iii) completing the
alignment using an anchor-based exact alignment algorithm. We apply our method
on the benchmark Bralibase2.1. We compare our method accuracy and efficiency
with the exact method LocARNA and its recent seeds-based speed-up ExpLocP.
Our pipeline RNA-unchained greatly improves computation time of LocARNA and
is comparable to the one of ExpLocP, while improving the overall accuracy of the
final alignments.
Moreover, we develop a new method, PseudOE, to detect and to characterize the
pseudome of one genome, and to analyse by comparison two genomes at least. This
method allows to analyse the pan-pseudome of two distantly related Oenococcus
oeni strains with opposite oenological properties. Quite interestingly, with 8.5% of
pseudogenes for a compact 1.8Mb genome, O. oeni appeared to be prone to pseu-
dogenization compared to other bacteria. A great proportion of pseudogenes were
found to come from mutational degradation suggesting a relatively recent origin that
could illustrate the natural propensity of O. oeni for hypermutability. In addition,
we identify a spatial organization of pseudogenes into dedicated chromosomal terri-
tories. These analysis illustrate peculiar properties of O. oeni pseudogenes, providing
additional insights of gene/genome evolution from which future genome annotation
will benefit.
Keywords RNA, secondary stucture, indexing, filtering, alignment, seeds, chai-
ning, one vs. all comparisons, similarity, Pseudogenes, Pseudome, Comparative ge-
nomics, Genome evolution, Gene plasticity, Niche adaptation, Oenococcus oeni.
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Les machines un jour pourront résoudre tous les
problèmes, mais jamais aucune d’entre elles ne
pourra en poser un !
Albert Einstein
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Introduction
L’analyse et la compréhension des processus biologiques qui régissent la vie, et
en particulier du génome qui assure la pérennité et la transmission des propriétés
des cellules et des organismes, requièrent le développement d’outils informatiques
dédiés et performants. C’est dans ce contexte que les sciences de la vie se sont
rapprochées des sciences formelles telles que les mathématiques et l’informatique.
Ces interactions permettent de traiter les immenses masses de données générées
par les avancées technologiques de ces dernières décennies. Mais pour que cette
concertation entre disciplines mène à de meilleures analyses et modélisations, les
efforts d’interdisciplinarité entrepris doivent être poursuivis.
Les techniques de séquençage ont évolué vers une nouvelle génération de machines
dites à très haut débit. On parle de « Next Generation Sequencing ». Des centaines
de Gigabases sont séquencées par semaines à des coûts bien moindre qu’au début
du séquençage et à partir seulement de peu de matériel génétique initial. Cette
révolution offre des opportunités pour le développement d’applications sur l’analyse
et la caractérisation de telles séquences mais aussi sur la compréhension de tous
les mécanismes sous-jacents. En effet, si au début de la génétique et des méthodes
automatiques d’analyse des génomes on s’attachait principalement au séquençage
des séquences géniques, de nos jours la compréhension des mécanismes régissant
l’expression de ces gènes constitue l’un des principaux axes d’analyse. C’est dans ce
contexte actuel d’analyse dynamique que la biologie de synthèse a émergé. En effet,
afin de concevoir des organismes de synthèse qui pourraient apporter des thérapies
plus efficaces, de nouveaux matériaux facilement recyclables, des biocarburants, . . .,
la connaissance des séquences géniques n’est pas suffisante pour (re)créer de telles
voies cellulaires. La maîtrise des éléments de régulation constitue un point clef de
l’élaboration de tels organismes.
Au delà du séquençage des génomes, les progrès techniques ont ouvert la voie à de
nombreux champs d’études parmi lesquels on dénombre l’analyse et la quantification
de l’expression génique (RNAseq), la détection des interactions Acide Désoxyribo-
Nucléique (ADN)/Acide RiboNucléique (ARN)-protéines (ChipSeq), . . .Ces progrès
techniques se répercutent sur toutes les recherches qui en découlent et de nouvelles
approches basées sur ces grandes quantités de données émergent via la bioinforma-
tique.
Face à ce volume croissant de données complexes et hétérogènes, la bioinforma-
tique comparative et prédictive doit relever un double défi : du point de vue du
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volume de données à traiter, qui peut présenter un enjeu algorithmique, et du point
de vue des données séquencées elles-mêmes, puisque pour tout nouveau type de
données les outils existants ne sont pas nécessairement transposables directement.
L’analyse des données expérimentales associée au développement de nouveaux algo-
rithmes reste donc un enjeu actuel.
L’accès à cet important volume de données combiné à la découverte d’un nombre
croissant d’éléments dits non codant et présentant un rôle fonctionnel a révolutionné
le dogme central de la génétique centré jusqu’alors autour du rôle prépondérant des
gènes codant pour des protéines. Cette face immergée du génome héberge, entre
autres, les pseudogènes longtemps répertoriés comme « ADN poubelle ». Cette qua-
lification a récemment été remise en cause par des découvertes les désignant comme
des leurres fonctionnels de part leur activité de régulateur de l’expression génique.
Les pseudogènes dérivent d’objets codants ce qui présente un intérêt informatique du
point du vue de l’identification de ces entités via l’analyse de leur syntaxe. Ils consti-
tuent en effet des leurres linguistiques difficiles à détecter de manière automatique
au sein du génome et donc à annoter.
Ces régions dites non-codantes hébergent aussi des gènes à ARN. Une des avan-
cées majeures de ces dernières années en biologie moléculaire a été la découverte de
nouvelles familles d’ARN non codants (ARNnc). Ces séquences ont longtemps été
perçues comme de simples intermédiaires dans le décodage de l’information géné-
tique, les dernières avancées montrent qu’elles sont impliquées dans de nombreux
processus cellulaires, via leur conformation spatiale, tels que la régulation de l’ex-
pression génique, l’épissage, . . . (Cech et al., 1992). Cela est particulièrement bien
illustré par la croissance de la base de données Rfam (Burge and al., 2013), dont
la taille est passée de 15 255 ARN en 2002 (date de sa création), à 19 623 515 en
2014 (dernière mise à jour). De plus, de nombreuses études récentes du structurome
ARN, soit de l’ensemble des structures répertoriées, ont permis la découverte de
nouvelles familles d’ARNnc et une meilleure compréhension du rôle des ARN dans
la cellule (Will et al., 2007; Kertesz et al., 2010; Wan et al., 2011).
Ces deux entités, ARN et pseudogènes, actrices dans la régulation de l’expression
génique constituent un espace de recherches à explorer et décrypter. Nos recherches
se sont donc focalisées sur l’analyse de ces objets.
Un premier axe s’articule autour de la généralisation des méthodes de filtrage des
données structurées, que représentent les ARN dans les grandes bases de données,
permettant de détecter efficacement les ARN d’un génome par le développement
d’outils de comparaison d’ARN et d’outils de comparaison de structures secondaires
d’ARN. Pour cela, un filtre efficace de recherche d’ARN, inspiré des filtres pour sé-
quences BLAST et FastA, est développé pour la fouille des grandes bases de données.
Le défi réside dans la modélisation de graines sur des arborescences, l’indexation de
ces graines et l’exploitation des occurrences comptabilisées.
Les filtres reposent sur une méthodologie commune d’identification de motifs,
d’étapes de raffinement et de sélection de ces motifs et enfin d’une comparaison
finale. Comparer les séquences entre elles permet alors d’obtenir des informations
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sur le degré de similarité, ou au contraire de différence, entre ces séquences. Ces ap-
proches ont pour intérêt de pouvoir classifier les séquences, voire même de les iden-
tifier, mais elles permettent également de retracer l’histoire évolutive qui unit ces
séquences et, par là même, celle qui relit les espèces qui les possèdent. La comparai-
son de séquences est donc le point de départ des analyses portant sur la classification
ou sur l’établissement de phylogénies.
L’algorithme d’alignement de séquences, méthode privilégiée pour la comparai-
son, a une complexité quadratique (Gusfield, 1997). Cette complexité a amené à
développer des méthodes de comparaison moins coûteuses comme le chaînage de
motifs communs. Les comparaisons permettent de mettre en avant les régions les
plus semblables et donc de déterminer si des régions sont communes ou bien incluses
dans des régions plus grandes. Il apparaît donc comme important de s’intéresser à
ces motifs. Afin de réaliser de telles analyses comparatives, l’utilisation des bases
de données mises en place se révèle utile mais laborieuse. En effet, les méthodes
de comparaison deux à deux présentent une complexité au minimum cubique et ne
sont pas optimisées pour des analyses à grande échelle. C’est pourquoi il semble in-
téressant de pouvoir filtrer efficacement ces bases de données, sur la base de régions
conservées, afin d’en extraire les données recherchées.
Le principe de cette technique repose (1) sur la détection et le calcul du score des
motifs communs les plus conservés, on appellera ces motifs hits, (2) sur le calcul du
sous-ensemble de score maximal de hits colinéaires non chevauchants dans chacune
des deux séquences considérées (ou chaîne optimale). Cette chaîne optimale sert
alors de squelette à l’alignement des deux séquences, et seuls les fragments entre
les hits sélectionnés du squelette sont alignés. Ce type d’approche est utilisé par
de nombreux programmes d’alignement de séquences tels que FastA (Lipman and
Pearson, 1985) ou MGA (Höhl et al., 2002) pour n’en citer que deux.
Lors de l’analyse des filtres en séquences, nous nous sommes intéressés au pro-
blème du calcul d’une chaîne optimale de hits à partir d’un jeu de k hits sur deux
séquences S1 et S2, de longueurs respectives n et m. Ce problème peut être résolu
en O(k + n × m) en temps par un algorithme de programmation dynamique. Ce-
pendant, en pratique, le nombre de hits k est naturellement subquadratique, ce qui
motive l’élaboration d’algorithmes dits par « balayage » dont la complexité dépend
uniquement de k : O(k log k) en temps (Ohlebusch and Abouelhoda, 2006).
La combinaison de ces deux principaux algorithmes permettrait-elle de tirer avan-
tage de chacun d’eux ? En effet, théoriquement, le nombre de hits k peut être qua-
dratique et sous certaines conditions O(k log k) peut être plus élevé que O(k+n×m).
Une approche naïve consisterait à comparer k+n×m et k log k afin de décider quel
algorithme appliquer. Ce qui n’est pas chose aisée en pratique de part la présence
des constantes dans les complexités. Mais, en réalité, il peut arriver que la densité
des hits varie en fonction des régions des séquences étudiées. Cela suggère que pour
les régions de forte densité en hits, il serait plus efficace d’utiliser l’algorithme de
programmation dynamique alors que dans les régions de faible densité il serait plus
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efficace d’appliquer l’algorithme par balayage. Nous verrons qu’il est possible d’éta-
blir un algorithme hybride qui permet de calculer une chaîne optimale en traitant les
hits dans leur ordre d’apparition avec alternativement chacun des deux algorithmes
et selon la densité en hits à la position étudiée.
Les problèmes généraux d’annotation, de classification ou de clusterisation des
séquences ARN constituent un des problèmes majeurs de la bioinformatique et re-
posent sur la résolution efficace de la question suivante : étant données une sé-
quence ARN requête et une base de séquences ARN cibles, quels sont les membres
de la base dont la similarité avec la requête est suffisante pour indiquer une rela-
tion possible d’un point de vue évolutionnaire ou fonctionnel ? Cette question est
depuis longtemps étudiée en ce qui concerne les séquences géniques codantes, cepen-
dant les molécules ARN présentent un défi puisque leurs fonctions ne reposent pas
uniquement sur leur séquence mais également sur la conformation spatiale qu’elles
adoptent (appelée structure). Alors que l’obtention de la structure tridimensionnelle
est un problème extrêmement complexe, la prédiction d’une structure secondaire
est un problème plus largement étudié (voir par exemple Lorenz et al. (2011)). Les
structures secondaires d’ARN peuvent être modélisées, entre autres, par deux struc-
tures duales : les séquences arc-annotées et les structures arborescentes. Chacune de
ces représentations présentent des caractéristiques propres expliquant leur utilisa-
tion différentielle suivant le type de problème à résoudre. De nombreuses méthodes
permettent de comparer des séquences ARN deux à deux en prenant en compte la
structure secondaire potentielle incluse dans ces séquences. La plupart des méthodes
peuvent être classées en deux familles :
- les outils nécessitant la structure secondaire pour comparer les séquences, tels
que RNAforester (Hochsmann et al., 2003; Schirmer and Giegerich, 2013),
Gardenia (Blin et al., 2010) ou MiGaL (Allali and Sagot, 2008) pour n’en
citer que trois (se référer à Brasero (Allali et al., 2008)).
- les outils ne nécessitant que des séquences ARN en entrée et utilisent un
modèle de covariance ou une matrice de probabilité d’appariement des bases
tels que LocARNA (Will et al., 2007), Infernal (Nawrocki and Eddy, 2013)
ou CARNAC (Touzet and Perriquet, 2004).
La première famille d’approches repose sur les notions classiques de distance d’édi-
tion et d’alignements. Les ARN sont modélisés par des structures arborescentes
ou des séquences arc-annotées et l’algorithme recherche soit à établir les opéra-
tions d’édition de coût minimal permettant de transformer le premier ARN en le
deuxième, soit à maximiser le score d’alignement. Ainsi l’algorithme d’alignement
de structures secondaires d’ARN sans pseudo-noeud le plus efficient est au moins
cubique (Zhong and Zhang, 2013). Une telle complexité constitue la référence ac-
tuelle pour la comparaison deux à deux de structures, ce qui soulève la question
de l’utilisation de telles approches lorsqu’un grand nombre de comparaisons sont
requises, comme par exemple lors d’une étude de regroupement par similarité. La
seconde famille de méthodes de comparaison d’ARN deux à deux utilise directe-
ment les séquences ARN. La méthode actuelle de référence, LocARNA (Heyne et al.,
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2009), calcule l’alignement des séquences ARN à partir de la fonction de partition de
l’ensemble des appariements possibles dans chacune des séquences, sous l’hypothèse
d’une distribution de Boltzmann des énergies libres. LocARNA peut être utilisé pour
réaliser des alignements multiples de séquences ARN mais peut aussi être limité à
une comparaison deux à deux. Cependant dans les deux cas sa complexité demeure
inchangée. Des filtres tels que ExpARNA-P/Exploc-P (Schmiedl et al., 2012) ont été
implémentés et améliorent la vitesse d’alignement mais au détriment de l’optimalité
des résultats. Ces méthodes reposent sur la conservation de motifs en séquence et en
structure, appelés EPM (« Exact Pattern Matching »), qui peuvent être détectés en
un temps quadratique, et sont fournis comme contraintes à LocARNA. Cela permet
de diviser le calcul de l’alignement en plusieurs problèmes indépendants plus petits
et ainsi de réduire le temps de calcul total.
Enfin un dernier type de méthodes permet de résoudre le problème de classifica-
tion en assignant chaque ARN requête à une famille parmi un ensemble de familles
prédéfinies, comme celle de la Rfam (Burge and al., 2013) par exemple. L’outil de
classification de la Rfam, Infernal (Nawrocki and Eddy, 2013), calcule à partir des
séquences appartenant à une même famille le modèle de covariance associé à cette
famille. Ces modèles sont alors utilisés pour vérifier la similarité d’une séquence re-
quête avec chacune des familles. Malgré de récentes améliorations, cette approche
demeure gourmande en temps, ce qui a motivé le développement de filtres tels que
RNA sifter (Janssen et al., 2008). Outre cette limitation en temps, Infernal est
conçu pour les bases de données d’ARN connus et n’est en conséquence pas adapté
au problème de regroupement de novo (ou « clustering ») par exemple.
Les travaux présentés dans ce manuscrit portent sur le problème de la comparai-
son d’un ARN requête Q et d’un ensemble D, potentiellement grand, de séquences
d’ARN. Pour cela nous introduisons une nouvelle méthode, RNA-unchained, qui cal-
cule de manière efficace des alignements de haute qualité entre Q et les membres de
D. Notre méthode est basée sur le principe classique de comparaison de séquences
et se décompose comme suit :
- Indexation des graines de chacune des séquences cibles (étape de pré-calcul
réalisée une seule et unique fois).
- Recherche des hits, c’est-à-dire des graines de la séquence requête présentes
dans l’index pré-calculé.
- Chaînage des hits entre la séquence requête et chacune des séquences cibles
en une chaîne valide.
- Alignement exact contraint par la chaîne valide.
Notre méthode combine à la fois une étape d’indexation efficace de graines, des
motifs en séquence et en structure, pour un jeu de séquences cibles fixé, et un al-
gorithme d’alignement en séquence et structure efficace contraint par une ancre (ici
LocARNA). De manière similaire à LocARNA et aux méthodes assimilées, RNA-
unchained ne nécessite pas un ensemble de séquences cibles pré-organisées en fa-
milles.
Afin d’évaluer RNA-unchained, l’approche présentée par Schmiedl et al. (2012)
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a été suivie. Le benchmark BRAliBase2.1 (Wilm et al., 2006), qui est composé
d’un ensemble de séquences d’ARNnc alignées par paires, a été utilisé comme jeu
de données d’évaluation. Avec notre filtre, on observe des alignements de qualité
comparable voire meilleure que LocARNA, et sensiblement meilleur que ExpLoc-P,
pour des temps de calculs comparables entre RNA-unchained et ExpLoc-P.
Un second axe s’articule autour d’opérations de fouille de données, d’analyse
et de comparaisons intra- et interspécifique des séquences génomiques, centrées sur
l’extraction des familles de pseudogènes et la formalisation des règles régissant l’ar-
chitecture du pseudome dans l’objectif d’automatiser et d’améliorer la prédiction de
cette famille d’objets non-codants. L’ensemble de cette approche est formalisée par
le développement d’une méthode d’identification et d’analyse topologique et phy-
logénétique des pseudogènes à partir de l’analyse de souches bactériennes du genre
Oenococcus présentes au cours de la vinification.
La vinification est caractérisée par deux fermentations, qui doivent être maîtrisées
par l’homme, impliquant la flore microbienne naturellement présente dans le moût de
raisin. Tout d’abord les levures assurent la fermentation alcoolique, puis les bactéries
lactiques réalisent la fermentation malolactique. La fermentation malolactique est un
processus bénéfique et nécessaire à la production de la plupart des vins mais dépend
de la capacité des bactéries lactiques autochtones à survivre et à se développer
dans ces conditions physico-chimiques particulièrement hostiles. Dans ces conditions,
les bactéries lactiques les plus résistantes, le plus souvent Oenococcus oeni, sont
naturellement sélectionnées.
Oenococcus oeni apparaît comme « la bactérie la mieux adaptée aux condi-
tions de vinification ». Cependant, une grande diversité de phénotypes (tolérance
au vin, efficacité fermentaire,. . .) est naturellement observée au niveau des souches.
En conséquence, le recours à l’inoculation avec des souches d’Oenococcus oeni sélec-
tionnées est devenue pratique courante.
À ce jour, les génomes des différentes souches identifiées de l’espèce sont en cours
de séquençage ou d’annotation. En particulier, les génomes de deux souches aux per-
formances oenologiques antagonistes ont été entièrement séquencés et circularisés :
la souche PSU-1 et la souche BAA-1163. En parallèle, les logiciels d’inférence de pré-
sence de gènes permettent l’automatisation de la cartographie génique. Cependant
de nouvelles entités génomiques, les pseudogènes faussent ces prédictions automa-
tiques.
La plasticité des génomes est connue pour être un point clef de l’évolution des
génomes. Les modes de vie des bactéries peuvent mener à cette variabilité du génome.
Son étude est une étape importante pour la compréhension de l’évolution et de
l’adaptation des génomes à une niche écologique (Makarova and Koonin, 2007).
Les pseudogènes sont des séquences géniques dérivant de séquences géniques
ayant codé pour des protéines qui ont perdu leur capacité suite à des altérations.
Ils proviennent de divers mécanismes génétiques et évolutionnaires qui altèrent la
transcription ou la traduction de ces séquences (Rouchka and Cha, 2009).
L’annotation des pseudogènes pour des génomes complets a été réalisée pour
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plusieurs procaryotes (Liu et al., 2004; Lerat and Ochman, 2004). Les génomes
du genre Oenococcus dérivent de la branche des Leuconostoc parmi les bactéries
lactiques et constituent des génomes idéaux pour l’étude des variations du contenu
des génomes. Premièrement, le genre Oenococcus se compose de deux espèces qui
sont présentes uniquement dans certaines niches écologiques restreintes et les souches
de ce genre sont les seules parmi les bactéries lactiques à avoir perdu leur capacité
à réparer les altérations ponctuelles de leur génome.
Nous avons étudié le pseudome des génomes bactériens du vin afin de reconstruire
et de modéliser l’histoire évolutive des séquences géniques. Nos travaux se focalisent
sur les génomes du genre Oenococcus qui présentent un intérêt économique. De plus,
ces souches présentent un génome hautement compact et des séquences pseudogé-
niques. Enfin, ces souches présentent de fortes variations génotypiques (Borneman
et al., 2010; Bon et al., 2009) et des variations phénotypiques hétérogènes (Bilhère
et al., 2009; Bartowsky and Borneman, 2011), ce qui rend ces espèces bactériennes
hautement spécialisées difficiles à « domestiquer ».
La plupart des méthodes de détection reposent sur la comparaison de régions gé-
nomiques avec des séquences protéiques connues afin d’identifier de nouveaux pseu-
dogènes. Cependant, cette approche ne permet pas la détection des pseudogènes uni-
taires pour lesquels il est possible qu’aucun gène de référence n’existe (Rouchka and
Cha, 2009). Afin de déterminer la proportion de pseudogènes, provenant à la fois des
processus d’évolution et des erreurs d’annotations, dans les génomes d’Oenococcus
oeni, nous avons développé une méthode, PseudOE. Cette méthode permet de loca-
liser les pseudogènes non identifiés ou mal identifiés au cours d’une annotation. Pour
cela une analyse comparative des éléments des génomes des souches PSU-1 (Mills
et al., 2005) et BAA-1163 (version complète non publique) est réalisée. Leur sélec-
tion en tant que jeu de données « test » présente un intérêt particulier du point
de vue biotechnologique et phylogénétique puisque chacune des souches possède des
propriétés phénotypiques distinctes (contrairement à BAA1163, PSU1 est un ini-
tiateur commercialisé) et appartient à un sous-groupe phylogénétique d’Oenococcus
oeni différent (Bilhère et al., 2009).
L’analyse des deux souches d’Oenococcus oeni avec la méthode établie a permis
de mettre en évidence des erreurs d’annotation de gènes codants, en particulier la
présence de gènes présentant un « frameshift », mais aussi d’identifier au sein de
régions non-codantes de nouvelles séquences pseudogénisées. Non seulement cette
analyse des séquences nous a permis d’extraire de nouvelles données géniques des
génomes, mais elle nous a aussi fourni des données quant aux processus d’évolu-
tion des gènes et d’adaptation de ces souches. Cette analyse a également permis
d’observer la topologie de la répartition chromosomique de ces séquences au sein
de ces souches particulières. Ainsi, suite à une étude comparative de l’ensemble des
résultats obtenus, montrant aussi bien l’existence de pseudogènes spécifiques à une
souche que la présence de séquences pseudogéniques conservées entre les souches, il
semble raisonnable de penser que les pseudogènes forment un réservoir des possi-
bilités évolutives dans lequel les souches puisent leur capacité d’adaptation à leur
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environnement.
Ce manuscrit se compose de quatre chapitres organisés de manière à décrire l’en-
semble des éléments nécessaires à la compréhension des filtres développés. Le premier
décrit l’ensemble des informations nécessaires pour appréhender les concepts biolo-
giques dans leur globalité, c’est-à-dire le contexte biologique à l’origine des objets,
ARN et pseudogènes, étudiés. Il a pour objectif de permettre la compréhension des
choix opérés au cours des travaux réalisés. Pour cela nous commencerons par les
processus géniques permettant le décodage de l’information génétique contenu dans
la molécule d’ADN et la synthèse des médiateurs des fonctions biologiques. Dans ce
chapitre, nous détaillerons les deux objets géniques qui sont au coeur de la thèse :
la molécule d’ARN et les séquences pseudogéniques.
Dans le deuxième chapitre nous nous intéressons à la comparaison des objets
biologiques et nous présentons l’ensemble des fondements algorithmiques qui sou-
tiennent les travaux réalisés dans la suite de ce manuscrit. Nous commencerons par
l’étude des comparaisons de séquences et plus particulièrement par l’analyse des al-
gorithmes d’alignement local et global. Nous poursuivrons par la présentation des
algorithmes de chaînage au sein d’une séquence et entre deux séquences. Ce qui
nous amènera à présenter un nouvel algorithme hybride de chaînage 2D. Enfin, nous
terminerons par la description de deux filtres très utilisés pour la comparaison de
séquences et dont la composition est similaire à celle du filtre que nous proposons
dans le chapitre suivant.
Dans le troisième chapitre nous présenterons une nouvelle méthode : RNA-
unchained. Dans un premier temps nous verrons qu’il existe plusieurs méthodes
permettant d’intégrer la structure secondaire des séquences ARN lors de leur com-
paraison. Tout comme pour les séquences, il est possible d’utiliser des méthodes de
chaînage tenant compte à la fois de la séquence mais aussi de la structure. Le filtre
que nous présentons dans ce chapitre tire parti d’un tel algorithme, tout en incluant
en amont et en aval un affinage des données.
Dans le dernier chapitre nous établirons une méthode permettant d’identifier et
d’analyser les relations phylogénétiques des pseudogènes au sein d’un ou plusieurs
génomes. Pour cela nous commencerons par établir une nomenclature des objets
géniques. Nous détaillerons alors les différentes étapes permettant d’identifier, de
caractériser puis de classifier les pseudogènes par comparaison de séquences. Nous
terminerons par une analyse comparée du pseudome de deux génomes de l’espèce
Oenococcus oeni.
Nous conclurons par les perspectives envisagées suite à la réalisation de ces tra-
vaux, concernant les améliorations techniques envisageables pour chacun des filtres,
les applications dans des domaines biologiques élargis et pour terminer l’utilisation
conjointe des filtres sur une même problématique. Il serait, en effet, alors intéressant
d’analyser le degré de conservation de la structure secondaire des objets géniques
codants et non codants. Pour cela, l’utilisation du filtre RNA-unchained développé
pourrait apporter des réponses quant à la conservation de la structure secondaire des
ARN de deux objets homologues, l’un codant et l’autre non. La structure secondaire
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des ARN non codants des séquences pseudogéniques pourraient alors contribuer à
l’identification de tels objets au sein des génomes.
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Chapitre 1
Contexte Biologique
Au cours des travaux qui vont être exposés dans ce manuscrit, un certain nombre
de termes biologiques vont être employés. Afin d’appréhender au mieux l’ensemble
des notions abordées, il paraît utile de les définir. C’est le but de ce premier chapitre.
De plus, une simple définition n’est pas suffisante, c’est pourquoi l’ensemble de ces
éléments seront définis et remis dans leur contexte biologique. Pour cela, une vision
globale de la cellule et de son fonctionnement d’un point de vue génétique sera
donné. Puis cette étude se focalisera sur deux objets biologiques : les ARN et les
pseudogènes. Enfin ce premier chapitre s’achèvera par une description des méthodes
de comparaisons d’objets biologiques sur lesquelles sont basés l’ensemble de nos
travaux.
1.1 La Cellule : Unité du Vivant
1.1.1 Généralités sur la Cellule
En 1665 Robert Hooke observe pour la première fois dans du liège des structures
lui rappelant les cellules des monastères (Dufey, 1986). C’est pour cette raison qu’il
décide de nommer ces objets cellules. Mais ce n’est qu’en 1839 que Theodor Schwann
met en évidence que la cellule est l’unité commune de structure et de développement
de l’ensemble des organismes en observant par microscopie que les organismes tels
que les plantes et les animaux sont tous composés de cellules (Schwann, 1837). Ces
observations sont à la base de la théorie cellulaire.
(i) La Théorie Cellulaire
La théorie cellulaire repose sur cinq postulats :
- Tout être vivant est constitué d’une ou plusieurs cellules.
- Toute cellule provient d’une autre cellule (division cellulaire).
- Unité vivante et unité de base du vivant : unité autonome capable de réaliser
les fonctions nécessaires et suffisantes à la vie.
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- Individualité cellulaire garantie par la membrane plasmique qui régule les
échanges entre la cellule et son environnement.
- Elle renferme l’information nécessaire à son fonctionnement et à sa reproduc-
tion sous forme d’Acide DésoxyriboNucléique (ADN ) 1.
Ainsi la cellule est définie comme l’unité structurelle, fonctionnelle et reproductrice
du vivant.








Figure 1.1 – Compaction de la molécule d’ADN en entités chromosomiques regroupées dans un noyau cellulaire.2
La molécule d’ADN contenue dans les cellules peut être regroupée à l’aide de
protéines en une structure particulière, les chromosomes (voir la Figure 1.1). Ces
chromosomes se retrouvent au sein d’une cellule sous deux formes :
- une forme libre, présente dans le cytoplasme de la cellule.
- une forme confinée, présente dans le noyau cellulaire ou dans certains orga-
nites, la mitochondrie et le chloroplaste 3.
Ces deux modes de stockage de l’information génétique caractérisent les deux types
cellulaires existants :
1. La nature des virus comme appartenant au monde du vivant ou de l’inerte reste encore à
ce jour une question ouverte. Il est tout de même intéressant de noter l’existence de virus à ARN
(Acide RiboNucléique) en outre des virus à ADN.
2. Illustration de Cnickelfr.
3. Organite spécifique aux cellules végétales
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- Les cellules procaryotes dont l’ADN est sous forme libre dans le cytoplasme
cellulaire.
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(b) cellule eucaryote 6
Figure 1.2 – Organisations des cellules eucaryotes et procaryotes
En plus de la localisation différente de l’information génétique, on observe une
organisation différente entre ces deux types cellulaires (voir Figure 1.2). Les cellules
procaryotes ne présentent pas d’organisation en compartiments (voir Figure 1.2.a),
l’ensemble des fonctions cellulaires est assuré au sein du cytoplasme. Par com-
paraison, les cellules eucaryotes présentent une forte compartimentation (voir Fi-
gure 1.2.b). Chacun de ces compartiments est alors le siège d’une ou plusieurs
activités cellulaires, comme la fonction de respiration dans la mitochondrie ou la
synthèse protéique dans le réticulum endoplasmique granuleux pour ne citer que ces
deux exemples. L’ensemble de ces compartiments coopère afin de réaliser l’ensemble
des fonctions cellulaires.
(iii) Les Organismes Cellulaires
La cellule en tant qu’unité de base du vivant constitue un organisme et on dis-
tingue deux types d’organismes :
- Les organismes unicellulaires qui se composent d’une unique cellule. On re-
trouve parmi les unicellulaires l’ensemble des procaryotes comme par exemple
les bactéries et certains eucaryotes, les levures.
- Les organismes pluricellulaires qui se composent de plusieurs cellules. On re-
trouve parmi les pluricellulaires l’ensemble des organismes dits « complexes »,
4. On notera qu’au cours de certaines phases du cycle cellulaire l’ADN peut également être
présent sous forme libre dans le cytoplasme des cellules eucaryotes.
5. Illustration de Mariana Ruiz Villarreal.
6. Illustration de Kelvinsong.
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de part leur organisation cellulaire, comme par exemple l’Homme constitué
de 1014 cellules.
Chaque cellule composant un organisme pluricellulaire fonctionne de manière auto-
nome tout en étant coordonnée avec d’autres cellules, souvent colocalisées, et spécia-
lisées dans une fonction partagée. On dit que ces cellules sont différenciées. Chaque
ensemble de cellules différenciées dans un même type constitue un tissu cellulaire.
La combinaison de différents tissus cellulaires impliqués dans une fonction commune
forme alors un organe.
Chacune des cellules d’un organisme possède la totalité de l’information géné-
tique permettant à cet organisme de réaliser les activités du vivant de la respiration
à la production d’énergie. De plus, la cellule qui est alors la plus petite unité consti-
tutive du vivant, est aussi une unité spécialisée grâce à l’expression différentielle de
cette information génétique codée dans son ADN. L’ensemble de cette information
est appelé génome. Toute cellule présente effectivement un fonctionnement de base
correspondant aux activités indispensables à sa survie, comme la respiration pour
n’en citer qu’une. Toute cellule spécialisée d’un organisme pluricellulaire, de part
sa différenciation, présente en plus de son activité de base une activité spécifique
liée à sa fonction au sein du tissu, de l’organe, qu’elle compose. Il est ici intéressant
de noter que, suivant son environnement et l’âge de l’organisme qu’elle compose, la
cellule adapte son fonctionnement aux contraintes qu’elle subit.
1.1.2 Les Processus d’Expression de l’Information Génétique

















(b) Les quatre bases azotées de l’ADN.
Figure 1.3 – Composition des quatre nucléotides de la molécule d’ADN.
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La molécule d’ADN La molécule d’ADN peut être décrite comme un collier de
perles de quatre couleurs différentes. En effet, cette molécule d’ADN est constituée
par la succession de quatre désoxyribonucléotides (plus couramment appelés nucléo-
tides) universels pouvant être assimilés à des perles. Un nucléotide est lui-même une
molécule organique composée d’un sucre, le pentose, d’un groupement phosphate et
d’une base azotée (voir Figure 1.3). Le groupement phosphate et le pentose étant
commun à tout nucléotide, la nature de ce dernier est déterminée par la base azotée
qu’il porte. Les couleurs des perles font alors référence aux quatre différentes bases
azotées pouvant constituer les nucléotides de l’ADN : l’adénine (A), la cytosine (C),
la guanine (G) et la thymine (T ). En outre, les nucléotides qui sont des molécules
chimiques carbonées ont donc leurs cinq carbones numérotés de 1 à 5. On remarque
sur la Figure 1.3 que le groupe hydroxyde est numéroté 3′ et que le groupe phosphate
est numéroté 5′. Or ces deux groupes caractéristiques sont ceux qui entrent en réac-
tion pour lier entre elles les perles de nucléotides et constitue le fil de ce collier. Ainsi
dans l’ADN, les nucléotides sont reliés grâce à des liaisons 3′ − 5′ phosphodiester.
On parle alors d’orientation 3′ → 5′ de l’ADN 7. En résumé, pour constituer un brin
d’ADN, il suffit d’enchainer selon une certaine séquence des nucléotides grâce à ces
liaisons fortes (voir Figure 1.4).
Figure 1.4 – Brin d’ADN formé
par la succession des nucléotides A,
C, G et T .8
Cette molécule concentrant toute l’information gé-
nétique d’un individu n’est pas qu’un simple collier de
perles. En effet, le 25 avril 1953 un généticien, James
Watson et un physicien, Francis Crick, publient dans Na-
ture la première modélisation de la structure de l’ADN
sur la base des travaux de Rosalind (Crick and Wat-
son, 1953). Une découverte qui sera saluée par l’obtention
d’un prix Nobel en 1962. Tout d’abord, au cours du para-
graphe précédent il a été explicité que l’enfilage des perles
nucléotidiques est réalisé grâce à une liaison forte, une
liaison phosphodiester, entre le phosphate d’un nucléo-
tide et le sucre, le désoxyribose, du nucléotide suivant.
De plus, quelques années auparavant, il a été démontré
que, d’une espèce à une autre, le pourcentage de chaque




restent proches de 1. On observe par
exemple chez l’Homme : A = 30, 4% ; T=30,1% ; C=19,6% et G=19,9%. Ce qui
a permis la conjecture de la complémentarité des bases A − T et C − G. Cette
hypothèse ainsi qu’un cliché de l’ADN obtenu par diffraction au rayon X (voir Fi-
gure 1.5) ont alors permis à Crick et Watson de définir la structure en double hélice
de l’ADN (Crick and Watson, 1953).
7. Cette orientation est celle du sens de lecture des brins au cours de la traduction.
8. D’après une illustration de Sponk
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Figure 1.5 – Diffraction aux rayons X
de la molécule d’ADN obtenue par Ro-
salind Franklin en 1952 et ayant permis
à Crick et Watson de révéler la struc-
ture en double hélice de l’ADN.
La double hélice décrite par Watson et Crick se
compose donc de deux brins d’ADN. Cet appariement
des deux brins est rendu possible par la complémen-
tarité des nucléotides qui les composent. En effet, les
bases azotées de chaque brin établissent des liaisons
faibles permettant de relier les deux brins entre eux.
Ces liaisons faibles sont des liaisons hydrogènes éta-
blies entre deux bases azotées : on compte deux liai-
sons entre A et T et trois liaisons entre C et G. Ainsi
dans la double hélice si on trouve un A (réciproque-
ment un C) sur l’un des brins on trouve en face sur le second brin, ou brin complé-
mentaire, un T (réciproquement un G) et inversement (voir Figure 1.6). Les paires




Figure 1.6 – Représentation des liaisons hydrogènes
établies entre les bases complémentaires de l’ADN et
permettant l’établissement de la structure en double
hélice des deux brins antiparallèles de l’ADN.
On peut définir une molécule d’ADN
comme une hélice (voir Figure 1.7) de
deux séquences polynucléotidiques complé-
mentaires et antiparallèles. On définit par
antiparallèle deux brins de polarité inverse.
Ainsi l’un des deux brins est orienté dans le
sens 5′ → 3′ alors que le brin complémen-
taire est orienté dans le sens 3′ → 5′. Il est
donc très facile de retrouver le brin complé-
mentaire d’une séquence d’ADN donnée.
Cette molécule d’ADN se retrouve sous deux formes (voir Figure 1.1) :
- Une molécule d’ADN linéaire présente chez les eucaryotes dans leur noyau,
on parle d’ADN nucléaire linéaire.
- Une molécule d’ADN circulaire commune aux procaryotes que l’on retrouve
également dans la mitochondrie et le chloroplaste.
Cette molécule d’ADN se replie sur elle-même pour former une nouvelle structure,
le chromosome. Pour l’ADN circulaire on parle de chromosome circulaire alors que
l’ADN linéaire se replie généralement en plusieurs chromosomes. On note que ce
repliement dans l’espace des chromosomes permet de délimiter des territoires chro-
mosomiques.
















Figure 1.7 – Structure en double hélice de
l’ADN. On observe ici l’appariement des bases
complémentaires A-T et C-G.9
La molécule d’ADN est mesurée en paires de
bases (noté bp) par référence aux paires formée
par les deux brins de sa structure ou encore en
nombre de bases (en kilobase kb ou mégabase
Mb). La taille du génome varie d’un individu à
un autre, indépendamment de la taille de l’indi-
vidu et sans corrélation avec le niveau d’organi-
sation de cet individu. Le pin à torches, Pinus
taeda, possède l’un des plus longs génomes sé-
quencés à ce jour avec ses 23 milliards de paires
de bases, soit environ sept fois la longueur du
génome humain qui possède déjà 3 milliards de
paires de bases. La taille de la molécule d’ADN
varie de quelques milliers de paires de bases à
plusieurs dizaines de milliards de paires de bases
pour les molécules séquencées.
Le défi repose non seulement dans la capacité à collecter ces données génétiques,
soit l’extraction et le traitement des séquences ADN, mais aussi sur la capacité
à assembler dans le bon ordre ces séquences et enfin à interpréter ces séquences
assemblées.
Dans la séquence d’ADN, l’alternance des quatre bases forme le génome de l’in-
dividu. Toutes ces séquences générées, portant l’information génétique, constituent
un message codé décrypté par la cellule. En effet, l’ordre, la nature, et le nombre
de nucléotides dans la séquence considérée déterminent l’information génétique. La
molécule d’ADN se compose d’une succession de nucléotides et comprend différents
types de séquences : des séquences codantes, c’est-à-dire des séquences qui codent
pour des protéines actives, et des séquences non codantes (la section 1.1.3 aborde
ces notions).
La transcription La transcription est un processus biologique qui consiste en
la reproduction d’une portion de la molécule d’ADN en molécule d’ARN. Cette
réaction de transcription est catalysée par une enzyme appelée ARN polymérase
(ou ARNP ). Différentes ARN polymérases se partagent cette activité selon le type
d’ARN à synthétiser : ARNm, ARNt. . . Cette enzyme se fixe en amont de la séquence
à transcrire sur un motif particulier : le site promoteur.
Le brin d’ADN sur lequel la polymérase est fixée sert alors de matrice à la
synthèse du brin d’ARN complémentaire. Dans le cas des ARNm, la molécule d’ARN
synthétisée est alors traduite en protéine sous l’action combinée des ARNt et des
ribosomes : c’est le mécanisme de traduction.
Même si le principe de la transcription est ubiquitaire il existe de nombreuses
différences selon l’appartenance de la cellule à un organisme eucaryote ou à un
9. D’après une illustration de MesserWoland





Figure 1.8 – Les trois étapes successives de la transcription.10
La transcription procaryote Chez les procaryotes dont les cellules ne pré-
sentent pas d’organisation complexe et où l’ADN se trouve dans le cytoplasme, la
transcription se déroule donc également dans le cytoplasme cellulaire. Cette synthèse
de l’ARN peut être décomposée en trois étapes.
(1) L’initiation (voir Figure 1.8.a) correspond à la fixation de l’ARN polymérase
sur le site promoteur directement en amont de la séquence codante. La sé-
quence consensus du promoteur, le plus souvent la boite Pribnow (TATAAT ),
est reconnue par l’une des sous-unités composant la polymérase.
(2) A l’aide d’un complexe protéique s’ensuit la phase d’élongation (voir Fi-
gure 1.8.b) au cours de laquelle le complexe enzymatique synthétise la molé-
cule d’ARN complémentaire à celle de la matrice d’ADN.
10. D’après des illustrations de Forluvoft
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(3) Enfin cette transcription prend fin lorsque la polymérase rencontre le ter-
minateur situé directement après la séquence : c’est la troisième et dernière
phase, la terminaison (voir Figure 1.8.c).
La molécule d’ARNm ainsi synthétisée est directement traduisible par la cellule.
Chez les procaryotes, de par l’absence de compartimentation, la transcription et le
processus consécutif, la traduction, peuvent se dérouler en parallèle sur une même
séquence : il est possible d’observer la traduction d’une molécule d’ARNm dont la
synthèse est toujours en cours.
La transcription eucaryote Par comparaison avec la transcription chez les
procaryotes de multiples différences peuvent être relevées. Tout d’abord, l’ADN étant
localisé dans le noyau chez les eucaryotes, la transcription a lieu dans cette organelle.
De plus, l’ARN synthétisé n’est pas directement utilisable et doit subir la maturation
post-transcriptionnelle. Alors que chez les procaryotes seule une ARN polymérase
est à l’origine de la transcription, chez les eucaryotes trois types d’enzymes 11 sont
répertoriés et interviennent séparément selon le type de séquence à transcrire. De
plus, celles-ci ne sont pas suffisantes pour réaliser la synthèse d’ARN elles doivent
s’associer à des facteurs de transcription avec lesquelles elles forment des complexes
protéiques. Ces complexes réagissent selon les trois même phases que précédemment.
(1) Au cours de la phase d’initiation (voir Figure 1.8.a) le complexe reconnaît la
« boite TATA » , environ 30 paires de bases en amont de la séquence génique à
transcrire, sur laquelle elle se fixe. Deux autres séquences consensus, la « boite
CAAT », modulatrice de l’expression, à −75 nucléotides environ, et la « boite
GC », site de fixation, à −90 nucléotides environ.
(2) Une fois le complexe de transcription fixé à la boite TATA, la deuxième phase,
l’élongation (voir Figure 1.8.b), débute et ne s’arrête qu’à l’apparition du
signal de polyadénylation AAUAAA.
(3) La transcription en elle-même est alors terminée (voir Figure 1.8.c) mais
l’ARN obtenu, préARNm, n’est pas fonctionnel et nécessite encore trois
étapes de maturation.
La molécule d’ARN La molécule d’ARN est constituée d’un enchaînement de
ribonucléotides : l’adénine (A), la cytosine (C), la guanine (G) et l’uracile (U),
reliés entre eux par des liaisons nucléotidiques (voir la Figure 1.9). L’ordre de ces
nucléotides est dicté par la séquence des désoxyribonucléotides portés par la séquence
ADN dont ils sont issus suite au processus de transcription.
Les ribonucléotides de l’ARN diffèrent des désoxynucléotides de l’ADN par la
présence d’un groupement OH en 2′ du ribose (et non d’un H comme le désoxyribose
de l’ADN, voir Figure 1.9), mais aussi par le fait que la thymine (T ) est substituée
par l’uracile (U).
11. Un quatrième type d’ARN polymérase est répertorié et intervient au cours de la transcription
de l’ADN mitochondrial.


















(b) Les quatre bases azotées de l’ARN.
Figure 1.9 – Composition des quatre nucléotides de la molécule d’ARN.
À l’inverse de l’ADN, la plupart du temps structuré en double hélice, l’ARN peut
adopter des conformations différentes (en simple brin, en tige boucle, . . .) liées à sa
fonction.
La molécule d’ARN étant à la base d’une partie des travaux exposés dans ce
manuscrit, elle est l’objet d’une étude plus approfondie et la section 1.3.1 lui est
dédiée.
Les modifications post-transcriptionnelles Les molécules d’ARN alors syn-
thétisées sont soumises à des modifications visant, entre autres, à les stabiliser dans
le milieu cellulaire ainsi qu’à les modifier en vue de la phase suivante.
Chez les procaryotes La molécule d’ARN synthétisée par l’ARNpolymérase
ne nécessite pas de modification additionnelle chez les procaryotes.
Chez les eucaryotes La maturation Chez les eucaryotes, après un clivage
du préARNm nouvellement synthétisé, au niveau du signal de polyadénylation, une
nouvelle polymérase, la poly A polymérase ou PAP, ajoute plusieurs (jusqu’à 200
chez les eucaryotes supérieurs) résidus d’adénine à l’extrémité terminale 3’ du pré-
ARNm. Cette première modification permet d’assurer la stabilité de la molécule :
on nomme cette élongation la queue polyA. Sur l’autre extrémité de la molécule,
à l’extrémité 5’, une coiffe méthylguanosine est nécessaire à la reconnaissance de
l’ARN par les ribosomes. Une fois ces trois étapes terminées l’ARN obtenu, appelé
pré-ARNm, n’est pas encore prêt pour l’étape suivante, la traduction. Il doit subir
une dernière modification de maturation post-transcriptionnelle de par la conforma-
tion des séquences géniques chez les eucaryotes. L’épissage En effet les séquences
codantes eucaryotes se composent elles mêmes de séquences codantes, les exons, et
de séquences non codantes, les introns. Alors que les exons interviennent dans la
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compositions de la protéine finale, les introns sont eux éliminés au cours d’une opé-
ration d’épissage par un complexe protéique particulier, le spliceosome. Au cours
de cette étape d’excision une sélection des exons à conserver pour la traduction en
protéine peut être opérée : on parle alors d’épissage alternatif. L’ARNm obtenu est
alors plus court et quitte ensuite le noyau cellulaire pour le cytoplasme.
(ii) De l’ARN ... aux Fonctions Biologiques
Tout comme l’alphabet de l’ADN, celui de l’ARN se compose de quatre bases
complémentaires deux à deux. Comme expliqué dans la section précédente il est
facile de déduire la séquence d’ARN qui sera issue d’une séquence ADN en utilisant
cette complémentarité des bases. L’étape suivant la transcription est la traduction.
Au cours de ce processus la molécule d’ARN, composée des quatre bases de son
alphabet, est traduite en une protéine, dont l’alphabet compte 22 acides aminés. Il
existe donc une table de traduction de la composition en bases azotées de la molécule
d’ARN en acides aminés protéiques : c’est le code génétique.
Le code génétique Ce code génétique est ainsi le lien entre le génotype (c’est-
à-dire l’ensemble des gènes présents sur la molécule d’ADN) et les caractères de
l’organisme (appelés phénotype). Ce génotype est déchiffrable grâce à un code com-
mun à l’ensemble des êtres vivants : le code génétique (voir la Figure 1.10). Ce code
génétique est partagé par l’ensemble des organismes, c’est pourquoi on définit l’ADN





















































































































Figure 1.10 – Code génétique le plus
fréquemment utilisé pour la traduc-
tion.
Le code génétique se lit triplet de bases par tri-
plet de bases. Une suite de trois nucléotides est ainsi
nommée codon. Chacun de ces codons est associé à un
acide aminé. On dénombre 20 acides aminés 12 direc-
tement encodés dans la molécule d’ADN, une dizaine
d’autres dérive des précédents par modification post-
traductionnelle et enfin des dizaines d’autres n’entrent
pas dans la composition des protéines. On peut rap-
procher le décodage de l’ADN d’un langage dans le-
quel les codons de l’ADN constituent les mots. Ce-
pendant, ce langage déjà limité à 43 mots possibles
contient aussi de la redondance. En effet, plusieurs
codons peuvent coder pour un même mot (voir Fi-
gure 1.10), et donnent la dégénérescence du code gé-
nétique ou plus particulièrement de la troisième base
du codon. En effet, dans la plupart des cas cette troisième base n’est pas significative
et les deux premières suffisent à la traduction du codon.
12. 2 acide aminés spécifiques supplémentaires, sélénocysteine et pyrrolysine, peuvent être insérés
spécifiquement au niveau de codons STOP.
32 Chapitre 1. Contexte
Il est important de noter que des variantes de ce code génétique existent dans
certaines lignées évolutives. En outre du code génétique standard on dénombre 17
autres codes génétiques parmi lesquels :
-2- Code génétique mitochondriale chez les vertébrés
-3- Code génétique mitochondriale chez les levures
-5- Code génétique mitochondriale chez les invertébrés
-11- Code génétique des bactéries, des archées et des plamides végétals
- . . .
Ces variations se manifestent par une traduction différente d’un ou plusieurs codons.
Le système de codage reste quant à lui inchangé.
Dans ce code certaines particularités ont également été remarquées telles que
la traduction de deux manières différentes d’un même codon au sein d’une même
espèce. Chez Escherichia coli, une ambiguité du code a été relevée puisque le codon





1er cadre de lecture
3ème cadre de lecture
2ème cadre de lecture Gly
Val
TTC TTG ATG CCG ATC TAA AGC GGA GCA GCA ...
Phe Leu Met Pro Ile STOP
Ser STOP
Leu Asp Ala Asp Leu Lys Arg Ser Ser ...
Figure 1.11 – Phases de lecture. Selon le nucléotide pris comme premier constituant d’un codon, la traduction en
acide aminé sera différente. Les deux brins de la molécule d’ADN pouvant servir de matrice on dénombre 6 cadres
de lecture.
Les phases de lecture On définit une phase, ou cadre, ouverte de lecture (notée
ORF pour « Open Reading Frame ») par la région comprise entre deux codons
STOP et présentant éventuellement un codon START. La présence dans une ORF d’un
codon initiateur, tel que AUG peut permettre de retrouver la CDS (« Coding DNA
Sequence ») qui se termine généralement par le codon STOP de l’ORF.
On remarque que chaque séquence ARN peut contenir trois phases ouvertes de
lecture décalées d’un nucléotide par rapport aux autres (voir la Figure 1.11). De
plus, sur l’ADN il peut y avoir transcription en ARN de chacun des deux brins, ce
qui conduit à un total de six phases ouvertes de lecture.
La traduction L’ARNm présent dans le cytoplasme forme un complexe avec le
ribosome qui peut être libre ou associé au réticulum endoplasmique (alors appelé
Réticulum Endoplasmique Rugueux ou REG, voir Figure 1.2.b). Le ribosome est un
complexe ribonucléoprotéique, formé d’ARNr (Noller et al., 1992) portant l’activité
catalytique et de protéines ribosomiques. Il a pour fonction de décoder l’information
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contenue dans l’ARNm pour synthétiser la protéine correspondante. Ce complexe
est formé de deux sous-unités :
(1) une petite sous-unité chargée de l’interprétation des codons de la séquence
ARN en acide aminés
(2) une grosse sous-unité chargée de la polymérisation des acides aminés selon
l’ordre de décodage par la petite sous-unité pour former la protéine.
Cette traduction peut être amplifiée par l’association simultanée sur un même ARNm
de plusieurs ribosomes. Ce chapelet de ribosomes consécutifs est nommé polysome.
La traduction se déroule alors en trois temps :
{Codon
{Anticodon












Figure 1.12 – Traduction de l’ARNm en protéine 13. Reconnaissance par l’anticodon de l’ARNt du codon en cours
de lecture par le ribosome (1), élongation de la synthèse protéique (2), décalage de la phase de lecture du ribosome
au codon suivant (3) et terminaison de la synthèse protéique à la rencontre du codon STOP (4).
L’initiation Même si quelques divergences existent entre l’initiation chez les
eucaryotes et les procaryotes, les mécanismes principaux demeurent communs. Ainsi
la petite sous-unité ribosomique permet l’interaction entre le codon initiateur de la
traduction de l’ARNm et l’ARNt initiateur portant (1) l’anticodon complémentaire
au codon START AUG et (2) le premier acide aminé qui compose la molécule et cor-
respond au codon START, la méthionine.
Chez les eucaryotes la coiffe à l’extrémité 5′ des ARNm permet la reconnaissance
par un complexe d’initiation de la traduction qui recrute la petite sous-unité riboso-
mique et de l’ARNt de démarrage. Ce complexe nouvellement formé glisse alors vers
l’extremité 3′, vers le premier codon de l’ARNm. Le déclenchement de la traduction
a lieu et la seconde sous-unité ribosomique est recrutée.
12. D’après une illustration de Mariana Ruiz Villarreal.
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L’élongation Le ribosome se déplace le long de l’ARNm en associant chaque
codon lu à l’anti-codon d’un ARNt. Ce processus permet ainsi l’élongation du pep-
tide en cours de synthèse par agrégation d’acides aminés. L’ARNt ayant libéré son
acide aminé est alors détaché du complexe dans le cytoplasme pour laisser la place
à l’ARNt complémentaire au codon suivant. Ainsi de suite la chaine polypeptidique
s’allonge suivant l’ordre donné par les codons de l’ARNm. Du point de vue énergé-
tique, la formation de la liaison peptidique entre chaque acide aminé ne nécessite
aucune énergie extérieure au système supplémentaire à celle contenue dans la liaison
précédente de l’acide aminé à l’ARNt.
La terminaison Quand le ribosome parvient au niveau d’un codon STOP ne
codant pour aucun acide aminé, des facteurs de terminaison vont intervenir pour
effectuer le relargage de l’ensemble des facteurs et le recyclage du ribosome via la
dissociation de ses sous-unités. Si l’action de ces facteurs a pu être observée par
différentes techniques leur fonctionnement exact reste encore largement méconnu.
La séquence polypeptidique alors synthétisée peut être soumise à d’ultimes modifi-
cations ou être fonctionnelle directement.




Figure 1.13 – Liaison peptidique entre
deux acides aminés provenant d’une réaction
de condensation des extrémités −COOH et
−NH2.
La chaine polypeptidique La chaîne poly-
peptidique synthétisée au cours du processus
de traduction est une macromolécule biologique
d’acides aminés. Les acides aminés, molécules de
base des protéines, sont des composés chimiques
possédant deux groupes fonctionnels : un groupe
amine −NH2 et un groupe carboxyle −COOH.
Les acides aminés successifs d’une protéine sont
reliés par une liaison peptidique, d’où le nom
de chaîne peptidique, issues de la réaction de
condensation des deux groupes fonctionnels. Tout comme les molécules d’ADN et
d’ARN, les chaînes peptidiques sont orientées selon leurs groupes fonctionnels, de
l’extrémité −NH2 vers l’extrémité −COOH.
En général, une protéine contient au moins 40 acides aminés, un peptide est une
chaîne de plus petite taille. En outre une protéine (ou un peptide) peut être composée
d’une ou plusieurs chaînes. La ou les chaîne(s) polypeptidique(s) qui constitue(nt)
une protéine adopte(nt) une conformation spatiale particulière selon leur composi-
tion et leur environnement. On distingue trois niveaux organisationnels communs à
toutes les chaînes polypeptidiques :
-Structure primaire : Elle est donnée par l’ordre dans lequel les acides aminés
s’enchaînent (celui de la séquence primaire), codé dans le génome.
-Structure secondaire : Elle est constituée par le repliement de la séquence pri-
maire sur elle-même qui permet la formation de structures secondaires parmi
les hélices, feuillets, boucles, coudes. . .Ces structures sont formées suite à la
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création de liaisons hydrogènes entre les atomes de carbone et d’azote de deux
liaisons peptidiques voisines.
-Structure tertiaire : Elle provient de l’agencement des structures secondaires
entre elles. Cette structure est souvent renforcée par l’établissement de ponts
disulfures, par exemple.
Un quatrième niveau peut être défini lorsqu’une protéine est composée de 2 à n
chaines polypeptidiques :
-Structure quaternaire : Elle décrit l’agencement relatif des sous-unités formées
par chaque chaîne polypeptidique les unes par rapport aux autres. En fonction
du type des chaînes assemblées, on parle d’homodimère si toutes les chaînes
polypeptidiques sont identiques ou d’hétérodimères si au moins deux chaînes
sont différentes.
Cette structure complexe liée à l’agencement dans l’espace des acides aminés influe
sur la fonction de la protéine.
Les protéines interviennent à plusieurs niveaux dans une cellule et assurent la
majorité des fonctions cellulaires. Elles ont un rôle structurel, un rôle dans la mobi-
lité, un rôle catalytique, un rôle dans la régulation et l’expression des gènes. . .
Les modifications post traductionnelles Après sa synthèse, une protéine peut
subir des modifications chimiques, le plus souvent réalisées par des enzymes, qui
induisent un changement de la fonction de cette protéine.
On recense quatre types de modifications post-traductionnelles :
- Ajout d’un groupe fonctionnel (acétylation, glycosylation. . .)
- Addition d’un groupe peptidique (ubiquitination. . .)
- Modification de la nature chimique d’un acide aminé (arginine en citrul-
line. . .)
- Modification structurale (clivage. . .)
1.1.3 Le Gène Unité de Base des Fonctions Cellulaires
L’ensemble de la molécule d’ADN n’est pas transcrite au cours de la transcrip-
tion. Seules certaines régions de la molécule d’ADN, délimitées par des séquences
particulières, seront transcrites en ARN. Ces séquences sont appelées gènes. L’en-
semble des séquences géniques et des séquences entre les gènes (séquences intergé-
niques) d’un individu donné constitue ce qu’on appelle son génome 14.
La séquence d’ADN présente une importance dans la compréhension de l’activité
cellulaire. Le séquençage permet de connaître l’enchaînement des nucléotides et donc
de cartographier cette molécule d’ADN. C’est dans cette optique que des projets tels
que le Projet Génome Humain (HGP ) ont vu le jour (Collins and al., 2004).
14. On note que certains virus, les virus à ARN, ne possèdent pas de molécule d’ADN et ne
présentent pas d’étape de transcription. Par extension on appelle gène les fragments d’ARN traduits
en protéines et l’ensemble de ces séquences constituent leur génome.





Figure 1.14 – De la séquence ADN à la séquence ARN et peptidique.
C’est en 1985, suite au séquençage du premier génome d’un organisme biologique,
le virus bactériophage φX174 (Sanger et al., 1977a) en 1977, que Renato Dulbecco
propose l’idée du séquençage du génome humain. Mais ce n’est que 5 ans plus tard,
en 1989, que ce projet public international verra vraiment le jour sous la direction
de James Watson (basé sur la méthode de contiguage). A cet instant le nombre de
gènes dits codant présents sur cette séquence ADN d’environ 3 milliards de bases est
évalué entre 30 et 100000. En parallèle, un autre projet concurrent privé est lancé :
le projet Venter (basé sur la méthode shotgun).
Au cours de ces projets de nombreuses innovations scientifiques voient le jour
et des méthodes de séquençage plus rapides et plus efficaces sont mises en place à
partir de l’automatisation de Sanger (Sanger et al., 1977b). Une première version
brute est déposée dans les bases publiques en février 2001 et le génome complet
est mis à disposition de la communauté scientifique en 2004. On dénombre alors
environ 20000 gènes pour 3, 2 milliards de bases constituant une molécule d’ADN
de 2 mètres.
En 2005, une nouvelle révolution technologique a eu lieu avec les NGS (« New
Generation Sequencing ») en réduisant les coûts et le temps de séquençage et aug-
mentant par là-même la quantité de données à analyser.
(i) Séquences Géniques
Au sein des séquences géniques on distingue deux types de séquences : les sé-
quences codantes et les séquences non codantes(voir Figure 1.14). Ces deux types
de séquences sont identifiables au sein de la molécule d’ADN.
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Gènes codants Un gène commence par une séquence nucléotidique appelée pro-
moteur et se termine par une séquence terminatrice appelée terminateur (voir la
Figure 1.15). Alors que le promoteur a pour rôle de permettre l’initiation de la
transcription, le terminateur permet au contraire la terminaison de la transcription.
Le promoteur présente également un rôle de régulateur de la transcription et permet
de moduler l’expression des gènes. Entre deux séquences de terminaison, soit entre
deux codons STOP on définit une ORF (Open Reading Frame).
GGGCGG GCCCAATCT TATAAA
-100 -80 -25 +1








































Figure 1.15 – Architecture morcelée en exons et introns des gènes eucaryotes.
De plus, la région transcrite d’un gène présente au début un codon START 15,
souvent précédé d’une région 5′UTR, et à la fin un codon STOP 16. On appelle CDS
(Coding DNA Sequence, voir Figure 1.15) la séquence comprise entre ces deux co-
dons. Ces CDS ont la particularité d’être en premier lieu transcrites en une nouvelle
molécule, l’Acide RiboNucléique messager ou ARNm, qui est ensuite elle-même tra-
duite en protéine : on parle, respectivement, de la transcription (voir la section (i))
et de la traduction (voir la section (ii)) des gènes. Si la CDS est seulement trans-
crite en ARN on parle de séquence non codante et d’ARN non codant (ARNnc). La
fonction de ce gène est alors réalisée par son ARNnc.
Suivant le type cellulaire, on distingue deux types de gènes. Les gènes eucaryotes
présentent une organisation morcelée et sont transcrits pour la majorité d’entre eux
gène à gène. L’ARNm transcrit contient donc une seule et unique CDS. La CDS de
ces gènes se compose d’une alternance de séquences exoniques et de séquences intro-
niques. Alors que les séquences exoniques pourront être retrouvées dans la séquence
protéique codée par la CDS, les introns seront eux excisés au cours d’une étape
d’épissage. Contrairement aux eucaryotes, les gènes procaryotes présentent souvent
15. Le triplet AUG est le codon AUG universel mais des codons STARS alternatifs existent.
16. on dénombre trois codons universels : UAG, UAA et UGA
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une organisation continue. La CDS est retrouvée entièrement dans la séquence pro-
téique. Les gènes procaryotes sont organisés en opérons. Un opéron regroupe entre
l’initiateur et le terminateur de transcription plusieurs gènes adjacents. Dans ce cas,
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Figure 1.16 – Architecture continue de trois gènes procaryotes au sein d’une structure en opéron.
L’ADN, par l’action de ses gènes codants et des protéines qu’ils codent, contrôle
les mécanismes du métabolisme via les protéines qui s’y trouvent. Mais l’ensemble
des gènes n’est pas exprimé de manière simultanée et continue. En outre, tous les
gènes ne sont pas exprimés dans chaque cellule d’un organisme pluricellulaire. C’est
ainsi que s’opère la spécialisation des cellules : par l’expression différentielle des
gènes qu’elle possède. Cette expression différentielle est, entre autres, permise par
une régulation via certaines séquences non codantes.
Gènes non codants Alors que les séquences des gènes codants sont transcrites
en ARNm traduits en protéines fonctionnelles, les séquences des gènes non codants
sont transcrites en ARN mais ceux-ci ne sont pas traduits en protéines.
Ces séquences non traduites en protéines ont un rôle fonctionnel via leur forme
intermédiaire : l’Acide RiboNucléique. On parle alors d’ARN non codant ou ARNnc.
L’ARN est une molécule chimiquement proche de l’ADN et est synthétisé à partir
d’une séquence ADN dont il sera une copie complémentaire. Contrairement à l’ADN
confiné dans le noyau cellulaire, l’ARN, plus petit, a la possibilité de sortir par les
pores nucléaires et de rejoindre le cytoplasme cellulaire.
L’importance de ces ARNnc a longtemps été sous estimée tant quant à leur rôle
dans l’activité cellulaire que quant à la proportion du génome qu’ils occupent. En
effet, chez l’Homme seul 1,2% du génome est traduit en protéines.
Au sein des ARNnc il existe une grande diversité (Buckingham et al., 2003; Mal-
lick and Ghosh, 2012) (voir Figure 1.17). Chacune des différentes classes d’ARNnc
présente ses propres propriétés et ses propres fonctions.
17. aucune distinction entre les différents embranchements phylogénétiques n’est réalisée ici, par
exemple les ARNxi n’ont à ce jour été observés que chez les mammifères
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ARN
ARN codant ARN non codant
ARNm ARN classiques ARN non classiques
ARNsi ARNsnoARNmi ARNsnARNtARNr ARNti ARNlnc ARNpi ARNrasi ARNs PASR
Figure 1.17 – Représentation graphique non exhaustive des différentes sous familles d’ARN. On distingue alors
les ARNnc appartenant aux eucaryotes (jaune), aux procaryotes (bleu) et aux archae (rouge)17.
ARNnc Organisme Taille Fonction
ARNsi eucaryotes 21− 22 Régulation post transcriptionnelle
Contrôle des transposons
ARNmi eucaryotes 18− 25 Régulation post transcriptionnelle des gènes
ARNti eucaryotes 18− 22 Régulation des modifications de la chromatine
Régulation des protéines impliquées dans l’initiation de la
transcription
ARNpi eucaryotes 24− 30 Régulation des transposons
Régulation de la méthylation de l’ADN
Régulation de l’état de la chromatine
ARNsno eucaryotes, archae 80− 200 Impliqué dans les modifications chimiques (méthylation, pseu-
douridylation) des ARNr et ARNt
ARNpsno eucaryotes 20− 100 Régulation de l’épissage des préARNm
(régulation de l’expression génique)
ARNs bactéries 50− 300 Régulation post transcriptionnelle des gènes
moRNA eucaryotes ∼ 20 Fonction inconnue
RNAtels eucaryotes ∼ 24 Implication dans le maintien des télomères
ARNnatsi eucaryotes 21− 24 Régulation des gènes de réponse au stress
ARNcrasi eucaryotes 34− 42 Impliqués dans les modifications de l’état chromatinien
Impliqués dans la formation et la maintenance des centromères
ARNrasi eucaryotes 24− 29 Maintien de la structure hétérochromatinienne
ARNhcsi eucaryotes 24 Impliqués dans la méthylation des histones et de l’ADN
ARNscn eucaryotes 28 Impliqué dans les modifications de la chromatine
ARNqi eucaryotes 20− 21 Impliqué dans l’inhibition de la synthèse de protéines spéci-
fiques
ARNcasi eucaryotes 24 Implication dans la méthylation de la cytosine
Implication dans les événements de transcription
ARNtasi eucaryotes 21 Régulation post transcriptionnelle
ARNlnc eucaryotes > 200 Régulation de phénomènes épigénétiques
ARNxi eucaryotes 25− 42 Inactivation du chromosome X
PASR eucaryotes 22− 200 Régulation de l’expression des gènes
TASR eucaryotes 22− 200 Fonction inconnue
non PASR eucaryotes − Fonction inconnue
TASRa eucaryotes < 200 Fonction inconnue
Table 1.1 – Aperçu de diverses familles ARN extrait de Mallick and Ghosh (2012)
ARN ribosomique (ARNr) L’ARNr (dont la taille varie d’une centaine de
nucléotides à plusieurs milliers de nucléotides) est le principal constituant du com-
plexe ribonucléoprotéique, le ribosome, acteur de la traduction (voir Figure 1.12).
40 Chapitre 1. Contexte
ARN de transfert (ARNt) Les ARNt sont de petits ARN de 70 à 100
nucléotides. Ils interviennent comme intermédiaires au cours de la traduction des
ARNm en protéines, en permettant la lecture du code génétique. Chaque ARNt
est spécifique d’un acide aminé et de l’anticodon qui lui correspond (voir 1.12).
Ils interviennent également au niveau de la réplication de l’ADN, l’épissage et la
régulation de la traduction (Giegé et al., 1998).
Autres ARNnc Comme il est possible de l’observer dans la Table 1.1, le
grand nombre d’ARNnc découverts fait l’objet de nombreuses études portant sur
la compréhension de l’implication de ces séquences dans les mécanismes cellulaires.
En effet, s’il est connu que les ARN ont un rôle dans l’activité cellulaire, leurs
mécanismes d’action le sont moins.
(ii) Séquences Intergéniques
D’autre part entre chaque région codante est définie une séquence intergénique ou
intergène. Ces intergènes ont longtemps été considérés comme des portions d’ADN
inutiles. Mais en réalité ils peuvent contenir des séquences impliquées, entre autres,
dans la régulation de l’expression des gènes à proximité.
Ces séquences non traduites de l’ADN peuvent également contenir des reliques
d’anciens gènes codants. Certaines d’entre elles ont perdu toute implication dans
l’expression génique mais d’autres, nommées pseudogènes, non. Mis en évidence au
sein des séquences non codantes de l’ADN dans les années 1970 (Jacq and Brownlee,
1977), les pseudogènes ont longtemps été considérés comme des séquences sans im-
pact dans l’activité cellulaire. Néanmoins il a été mis en évidence que les pseudogènes
avaient pour certains un rôle dans la régulation de gènes via leur ARNnc (Kamalika
and Tapash, 2013).
Les pseudogènes étant le point d’ancrage d’une partie de ce manuscrit, une étude
plus approfondie de ces séquences est proposée à la section 1.3.2.
Les séquences intergéniques, pseudogènes exclus, demeurent encore à ce jour peu
connues.
(iii) Mécanismes de Régulation de l’Expression des Gènes
La cellule a développé des mécanismes qui lui permettent de réprimer ou d’acti-
ver l’expression des gènes selon les conditions environnementales de la cellule (stress
ou autre). Cette régulation permet, entre autres, à l’organisme d’adapter son mé-
tabolisme à son environnement mais surtout, il permet l’expression différentielle du
génome selon la spécialisation de la cellule ou la période du développement cellulaire.
Au cours de l’expression des gènes toutes les étapes en partant de la séquence
ADN jusqu’au produit final, protéine ou ARN, sont régulées par divers mécanismes.
Ainsi la transcription puis la traduction mais aussi les étapes de maturation et
les produits eux-même sont soumis à des mécanismes de régulation permettant de
moduler, d’accroître ou de décroître, la quantité d’ARN et de protéines synthétisés.
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Tout d’abord, il existe différents niveaux de compaction de l’ADN. En particu-
lier, l’ADN peut être présent sous une forme lâche (appelée euchromatine chez les
eucaryotes) ou sous une forme condensée (appelée hétérochromatine chez les euca-
ryotes). Alors que l’ADN lâche est facilement accessible par des protéines, l’ADN
condensé n’est pas accessible aux polymérases 18.
La transcription dépendant de facteurs de transcription leur présence ou absence
influe sur le taux de transcription. On en distingue deux principales classes (Williams
et al., 2010) :
- Les éléments cis-régulateurs sont des séquences ADN de 6 à 15 nucléotides
de long le plus souvent en amont de la séquence codante à environ 5 000
nucléotides du gène d’intérêt en moyenne.
- Les éléments trans-régulateurs sont des facteurs de transcription se fixant
spécifiquement aux régions cis-régulatrices de manière à activer ou inhiber la
séquence codante. Elles sont généralement situées sur un autre chromosome.
Le dernier niveau de régulation, la régulation post-traductionnelle, réfère au
contrôle de la quantité de protéines actives, par la régulation de l’expression du
gène codant cette protéine ou de sa stabilité. La protéine produite peut ainsi être
modifiée chimiquement. Ces modifications peuvent jouer sur sa conformation spa-
tiale et donc sur son activité. Enfin des complexes enzymatiques peuvent détruire
ces protéines.
On différencie ensuite certaines particularités de la régulation de l’expression
(transcription et traduction) des gènes chez les procaryotes et chez les eucaryotes
par des mécanismes différents.
Régulation procaryote Certains gènes procaryotes peuvent être regroupés au
sein de structures opéroniques. Un opéron (voir Figure 1.2) est une unité d’expres-
sion et de régulation des gènes bactériens. Un opéron permet le regroupement dans
l’espace, sur le même chromosome, de plusieurs gènes. Chaque opéron est précédé
d’un opérateur, c’est-à-dire d’une séquence composée d’un promoteur et d’un RBS
(Ribosome Binding Site), permettant la régulation de l’opéron, soit la régulation
simultanée de toutes les CDS qui composent l’opéron.
Chez les procaryotes, la régulation post traductionnelle est peu présente. Elle
consiste principalement en une rétro régulation d’une protéine sur sa propre traduc-
tion.
18. On note qu’en changeant les zones qui sont condensées, la cellule contrôle quels gènes sont
exprimés.














Figure 1.18 – Les différents points de régulation de l’expression génique chez les procaryotes.
Régulation eucaryote Chez un organisme multicellulaire, l’expression variable
des gènes est à l’origine de la spécialisation cellulaire. On compte par exemple 250
types cellulaires différents marqués par leur morphologie, leur biochimie, leur rôle
dans l’organisme. . .






















Figure 1.19 – Les différents points de régulation de l’expression génique chez les eucaryotes.
Le pré-ARNm produit par la transcription n’est pas encore mature et présente
une durée de vie relativement courte du fait de la présence de protéines de dégrada-
tion des ARN. Les modifications post-transcriptionnelles ont pour objectif de stabi-
liser la molécule. Toute altération de ces processus aura un impact sur la traduction
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de l’ARN et donc sur l’expression du gène.
Le phénomène d’épissage permet d’exciser les introns de la molécule de pré-
ARNm. Cependant, il existe un épissage alternatif qui en outre excise certains exons,
ce qui induit une traduction en une protéine différente.
Les mécanismes de régulation de la traduction agissent majoritairement au ni-
veau du démarrage du décodage de l’ARNm par le ribosome. La traduction peut
être régulée par des protéines se fixant sur la séquence initiatrice de la traduction de
l’ARNm bloquant alors la liaison du ribosome et donc la traduction de cet ARNm.
Elle peut également être modulée par des ARN anti-sens qui s’apparient à l’ARNm
pour former un double brin ne pouvant pas être traduit. Enfin selon la composition
du cytoplasme le repliement de l’ARNm peut être modifié et la structure secondaire
nuire à la traduction.
1.2 L’Évolution des Génomes
La fonction d’un ARN ou d’une protéine est portée par sa séquence de bases
provenant du gène dont il est issu. Toutefois pour un ARN ou une protéine donnés,
entre deux espèces, la séquence génique correspondante n’est pas nécessairement
identique. Ainsi, au cours des générations les séquences géniques évoluent sous l’effet
de facteurs extérieurs. C’est le moteur de la diversité au sein d’une population et de
l’évolution des espèces.
Dans une population d’individus d’une même espèce il existe des différences plus
ou moins importantes entre ses individus. Toute différence visible est appelée carac-
tère et plusieurs traits existent pour un même caractère. Chez un individu donné ses
traits de caractères constituent son phénotype. Ce phénotype est directement lié au
génotype de l’individu. Les différences phénotypiques traduisent alors des différences
génotypiques 19.
1.2.1 Mécanismes de Divergence des Génomes
Les diversités phénotypiques proviennent de la divergence des génomes suite à
des événements évolutifs non conservatifs. Des phénomènes évolutifs conservatifs qui
n’impactent ni le génotype ni le phénotype peuvent également avoir lieu.
Nous nous focaliserons ici sur les événement ayant des conséquences sur le géno-
type.
19. On remarque que des phénotypiques similaires ne traduisent pas nécessairement des géno-
types similaires
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(i) Événements de Modification
Mutations ponctuelles Toute modification affectant au moins un nucléotide
(mais jusqu’à une dizaine environ) est appelée mutation ponctuelle. Au sein d’une
population, si ces variations nucléotidiques interviennent dans un gène, alors on
parle de polymorphisme. On appelle SNP (« Single Nucleotide Polymorphisme »)
toute modification d’un nucléotide dans la séquence ADN. De plus si ces substitu-
tions induisent une modification du phénotype, on parle d’allèle de gène. On note
que s’il existe au moins deux allèles pour un gène, ce gène est dit polymorphe.
Pour être exprimée, c’est-à-dire pour avoir un impact sur le phénotype, une
mutation doit être une substitution modifiant le codon initial.
On recense trois types de substitution :
- Silencieuse : de part la redondance du code génétique, la substitution n’affecte
pas la traduction du codon.
- Faux-sens : la substitution modifie le codon par un autre codon. Si elle touche
une séquence codante, la protéine peut être plus ou moins modifiée selon la
position de la mutation.
- Non-sens : la substitution modifie le codon par un codon STOP. Si la mutation
touche une séquence codante, la protéine produite est alors tronquée.
On observe alors que les mutations silencieuses n’ont aucune conséquence phénoty-
pique contrairement aux deux autres substitutions non silencieuses qui peuvent se
traduire par des altérations du phénotype.
Réarrangements Les remaniements chromosomiques concernent le nombre ou la
structure des chromosomes et peuvent impliquer un ou plusieurs chromosomes. On
distingue différents types de remaniements équilibrés, c’est-à-dire sans perte ni gain
de matériel génétique.
Les recombinaisons intra-chromosomiques, ou enjambement, sont l’échange de
segments entre deux chromosomes homologues au niveau de sites précis appelés
chiasmas chez les eucaryotes. Pour chaque paire de chromosomes on dénombre entre
1 et 5 chiasmas. Selon la localisation et la longueur du fragment impliqué, c’est-à-dire
inséré ou supprimé, les conséquences sont variables.
La translocation est une mutation caractérisée par l’échange de fragments chro-
mosomiques entre deux chromosomes non homologues.
L’inversion résulte de la cassure d’un fragment d’un chromosome suivie d’une
rotation de 180° de ce fragment et de sa réinsertion dans le même chromosome. Ce
type de réarrangement est souvent invisible au niveau phénotypique.
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(ii) Événements de Perte ou de Gain
Redondances Il existe plusieurs mécanismes permettant la duplication d’un ou
plusieurs gènes, d’un chromosome voire même du génome entier (phénomène rare).
Duplication La duplication est une mutation génétique caractérisée par le
doublement du matériel génétique. Elle peut concerner une large séquence chromo-
somique, un gène ou bien une suite de quelques nucléotides. Lorsqu’elle concerne un
gène, cette duplication crée une copie supplémentaire affranchie de la pression de
sélection et laisse la possibilité à la copie de muter sans conséquences nuisibles à l’or-
ganisme. Cependant, à cause de cet excès de données génétiques, elles peuvent aussi
conduire à des problèmes au cours du développement ou contribuer à la croissance
de tumeurs (Wong et al., 1986).
Les duplications de gènes sont des événements fréquents. Ainsi, au sein d’une
même espèce, pour deux individus donnés, le nombre de gènes peut varier. On parle
pour ce phénomène de polymorphisme du nombre de répétitions.
Polyploïdie La polyploïdie résulte de la duplication complète d’un génome.
Cet événement est plutôt rare comparé au phénomène de duplication de gènes. On
peut citer par exemple le blé qui présente 6 copies de son génome, il est hexaploïde.
Transpositions Au sein du génome des éléments transposables sont réinsérés
dans le génome par rétrotranscription de leur ARN. Cependant au cours de leur
transcription une portion de la séquence adjacente, comprenant éventuellement un
ou plusieurs gènes, peut également être transcrite. Ainsi, lors de la rétrotranscription
au sein du génome de cet ARN, les gènes transcrits par accident sont réinsérés dans
le génome.
Insertion et Délétion Les phénomènes d’insertion et de délétion peuvent être
observés à différentes échelles du génome.
Au niveau des nucléotides l’insertion comme la délétion d’un nucléotide entraîne
un décalage de la phase de lecture. Si la séquence est codante, cela peut la modifier
de deux manières possibles : (1) cela peut générer l’apparition d’un codon stop et le
médiateur cellulaire sera donc tronqué, (2) cela peut décaler la lecture des codons et
modifier entièrement la fin du médiateur cellulaire. Dans les deux cas ces insertions
ou délétions peuvent avoir des conséquences phénotypiques.
La délétion peut également toucher les chromosomes et peut être de taille va-
riable. Les conséquences d’un tel remaniement dépendent alors de la longueur et des
gènes amputés.
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Transferts horizontaux Le transfert horizontal est un mécanisme d’échange de
matériel génétique entre deux organismes. Lorsqu’un organisme transducteur (virus,
parasite, mitochondrie. . .) transfère une séquence contenant un certain nombre de
séquences codantes dans un nouveau génome, cette séquence porte le nom d’îlot gé-
nomique (Hacker and Carniel, 2001). Ainsi, chez les procaryotes, un îlot génomique
est une séquence présente dans le génome de certaines souches d’une espèce et ab-
sente des autres souches de la même espèce ou d’espèces proches (ce qui implique
un transfert horizontal récent).
Fusion et fission L’ensemble des phénomènes de duplication, de réarrangement,
de transposition, d’inversion, de transfert horizontaux, . . .peuvent s’accompagner de
deux phénomènes parallèles (Durrens et al., 2008) :
- la fusion des séquences de part et d’autre de la région excisée ou la fusion des
séquences aux extrémités de la région insérée avec les séquences adjacentes.
- la fission de la séquence au milieu de laquelle est insérée la région déplacée.
Selon les séquences impliquées dans les phénomènes de fusion et de fission l’im-
pact sur le phénotype peut varier.
Ces deux phénomènes rendent particulièrement compte des notions de naissance
de gènes (pour la fusion) et de sénescence de gènes (pour la fission).
1.2.2 Dynamiques d’Évolution des Génomes
La conservation de l’intégrité de l’information génétique est nécessaire à la sur-
vie de l’individu. Pour cela, de nombreux mécanismes cellulaires de réparation de
l’ADN assurent cette conservation. Toutefois, ces mécanismes peuvent défaillir et
engendrer les mécanismes décrits ci-avant. S’ils peuvent porter atteinte à l’intégrité
cellulaire, ces mécanismes peuvent, à plus long terme, être indispensables à la survie
d’une population en générant une variabilité génétique nécessaire à l’adaptation à
un environnement changeant.
(i) Plasticité
Une propriété importante de la molécule d’ADN est cette capacité à subir des
modifications à diverses échelles du génome qui peuvent diversifier la combinaison
des gènes ou leur niveau d’expression. On parle de plasticité des génomes. La compa-
raison de génomes appartenant à une même espèce ou à un même genre (ou quelque
soit l’échelle de la classification choisie) permet de mettre en évidence des régions
similaires et des régions dissimilaires.
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Familles multigéniques Une famille multigénique désigne un ensemble de gènes
qui présentent des homologies de séquences et sont issus d’un même gène ances-
tral. Ainsi les protéines issues de ces gènes auront globalement les mêmes fonctions
(mais avec le temps et l’accumulation des mutations celles-ci peuvent finir par di-
verger) (Wajcman et al., 2009). De tels gènes sont appelés gènes homologues. On
distingue alors les paralogues des orthologues.
Définition Homologues : Paralogues/Orthologues Soit deux séquences S1
et S2, ces deux séquences sont dites homologues si elles dérivent d’une séquence
ancestrale commune SA.
- Si S1 et S2 résultent d’une duplication de SA (S1 et S2 peuvent donc appar-
tenir à la même espèce) : on parle de séquences paralogues.
- Si S1 et S2 appartiennent à deux espèces différentes et ont évolué à partir
d’une séquence unique appartenant au dernier ancêtre commun des deux
espèces : on parle de séquences orthologues.
gène Bgène A
gène A




espece 1 espece 2
ancetre commun
Figure 1.20 – Séquences homologues. Les gènes A et B sont issus de la duplication d’un même gène ancestrale :
ils sont paralogues. A1, A2 et B1, B2 proviennent d’un événement de spéciation : ils sont orthologues.
Gènes paralogues Deux gènes paralogues sont deux gènes homologues, is-
sus de la duplication d’un gène ancestral, qui ont divergé au sein d’une même es-
pèce. L’une, au moins, des copies a alors développé de nouvelles fonctions (voir
Figure 1.20).
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Gènes orthologues Deux gènes orthologues sont deux gènes homologues issus
d’un même gène ancestral présent chez le dernier ancêtre commun aux deux espèces
auxquelles appartiennent chaque gène. Suite à un événement de spéciation chacun
des gènes a alors évolué séparément. Il n’est pas impossible que les deux gènes
orthologues aient une fonction différente.
Tout comme deux gènes paralogues ne sont pas nécessairement situés sur le
même chromosome, deux gènes orthologues peuvent être situés à deux emplacements
différents dans le génome (loci). Ce phénomène de déplacement des séquences au
sein du génome est appelé translocation.
Pan génome La plasticité génique peut être étudiée à plusieurs échelle : du point
de vue intra-spécifique, soit entre les diverses souches d’une même espèces, ou du
point de vue inter-spécifique, soit entre différentes espèces.
L’étude des familles multigéniques et de la composition des génomes permet
d’identifier des séquences conservées, le core génome, et des séquences propres à
chacun des génomes, le génome accessoire. Suivant l’échelle choisie, les core génomes
et génomes accessoires varient. En effet, plus l’échelle est élevée plus les génomes
ont divergé. Le pan génome est alors la somme du core génome et de la somme de
tous les génomes accessoires.
(ii) Adaptation
La plasticité du génome est une source de diversité pour l’adaptation des génomes
à un nouvel environnement. Ainsi, les traits héréditaires permettant une meilleure
adaptation à l’environnement et donc favorisant la survie et la reproduction des
individus les possédant présentent une fréquence d’apparition croissante dans la
population au fil des générations. Cette sélection naturelle à laquelle est soumis
tout individu est couplée à la pression de sélection, c’est-à-dire à un ensemble de
contraintes environnementales auxquelles est assujettie une population : les facteurs
physico-chimiques ou biotopes (climat, milieu. . . ) et les autres êtres vivants ou bio-
cénose (prédateurs, parasites. . . ).
Le lien entre génotype et phénotype est particulièrement présent ici puisque
sans les modifications du génotype aucune modification du phénotype n’aurait pu
être observée. Ces traits s’héritent et se transforment, on parle de dérive génétique
et ils s’acquièrent aussi (par exemple par transfert horizontal). L’ensemble de ces
mécanismes à l’origine de l’évolution peut alors dans certains cas être à l’origine de
l’apparition de nouvelles espèces (on parle de spéciation).
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1.3 Les Objets Biologiques Non Codants
Outre les gènes sur lesquels les recherches scientifiques se sont longtemps concen-
trées, l’ADN présente d’autres éléments qui jouent un rôle essentiel dans la régulation
de l’activité des gènes mais aussi dans l’apparition de certaines pathologies (Yan and
Wang, 2012). Nos travaux se focalisent sur les deux objets non codants que sont les
ARN et les pseudogènes que nous décrivons plus en détails dans cette section.
1.3.1 Les Acides RiboNucléiques ou ARN
(i) Definition
Figure 1.21 – Fragment d’une
molécule d’ARN composée des
quatre nucléotides A, C, G et U .
Comme il a été vu dans le paragraphe (i), un ARN
est un polymère linéaire constitué de l’enchaînement de
nucléotides (voir Figure 1.21). Un nucléotide comprend
un pentose, le ribose, une base azotée, parmi l’adénine
(A), la guanine(G), l’uracile(U) ou la cytosine(C), et un
groupement phosphate permettant la liaison, une liaison
phosphodiester, des nucléotides entre eux.
De nombreuses similarités peuvent être relevées entre
ADN et ARN, cependant des différences importantes sont
à noter :
(1) l’ARN contient un ribose et non un désoxyribose,
le rendant plus instable.
(2) l’uracile possédant les mêmes propriétés d’appa-
riement à l’adénine remplace la thymine de l’ADN.
(3) l’ARN est majoritairement rencontré sous sa
forme simple brin 20.
(4) les molécules d’ARN sont plus courtes (de quelques
dizaines à quelques milliers de nucléotides) que
celles d’ADN (de quelques millions à quelques mil-
liards de nucléotides).
Comme détaillé dans le paragraphe (i), il existe une grande diversité au sein de
la famille des ARN.
Ces molécules d’ARN simple brin se replient sur elles-même afin de former une
structure intramoléculaire plus stable et plus compacte que leur structure primaire
linéaire. Cette structure repose sur la formation de liaisons internes entre bases com-
plémentaires (A-U, G-C et parfois G-U). L’ensemble de ces appariements forme la
structure 3D de l’ARN. Ces liaisons sont à l’origine de la conformation finale de
la molécule d’ARN selon sa structure tertiaire. Ces conformations spatiales sont
cependant dépendantes des conditions physico-chimiques de leur environnement et
20. Certains virus présentent cependant un génome à ARN sous une forme double brin, de même,
les ARN impliqués dans la constitution de la petite sous-unité du ribosomes sont double brins
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particulièrement de sa concentration en cations divalents. En effet, ceux-ci en inter-
agissant avec les groupements phosphates du squelette de la molécule font écran à
la répulsion électrostatique entre les charges de ces mêmes phosphates.
(ii) Structure Primaire de l’ARN
L’ARN est un polyribonucléotide, c’est-à-dire un polymère de ribonucléotides
pris parmi quatre ribonucléotides différents : l’Adénine (A), la Guanine (G), l’Ura-
cile (U) et la Cytosine (C) (voir Figure 1.9). Ces ribonucléotides sont reliés entre
eux par des liaisons covalentes, des liaisons 3′−5′ phosphodiester (voir Figure 1.21).
L’ordre de succession des ribonucléotides porte l’information contenue dans l’ARN
en déterminant, entre autres, sa conformation spatiale. Cette structure monocaté-
naire, à un seul brin, est définie par une chaîne vectorisée dont le sens conventionnel
est 5′ → 3′. Cette structure constitue la structure primaire d’un ARN.
(iii) Structure Secondaire de l’ARN
Une simplification de la structure 3D des ARN est la structure secondaire où
toutes les liaisons sont représentées dans le plan 21. Ces appariements sont des liaisons
hydrogènes établies entre certains nucléotides. On appelle liaisons de Watson et Crick
les liaisons rapprochant A avec U et C avec G (voir Figure 1.22.a). On note également
la présence de liaisons hydrogènes entre G et U, on nomme cet appariement liaisons





(a) Bases complémentaires classiques
R
R
(b) Liaison de Wobble
Figure 1.22 – Différents appariements impliqués dans la structure secondaire des ARN.
On appelle hélice les régions formées par l’appariement de bases successives (voir
Figure 1.23). Ces structures peuvent se former grâce à des séquences répétées inver-
sées. Ces régions s’apparient donc de manière antiparallèle afin de former un double
brin localement. On observe alors que les bases non appariées entre les deux seg-
ments, soit au bout de l’hélice, forment une boucle ou plus précisément une boucle
21. Cette représentation n’existe pas dans la cellule, c’est une représentation simplifiée qu’il est
possible d’étudier facilement.
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terminale (voir la Figure 1.23). Entre deux hélices successives les bases non appariées
constituent une boucle interne (voir Figure 1.23) connectant alors les deux hélices
entre elles. De plus, au coeur d’une hélice, sur l’un de ses brins, gauche ou droit, cer-
taines bases peuvent ne pas participer à l’hélice sans affecter l’appariement des bases
environnantes, on parle alors de renflement, gauche ou droit (sur les tiges 1 et 3 de
la Figure 1.23). Si plusieurs hélices sont reliées entre elles, la boucle interne consti-
tuant le point de branchement de chacune des hélices est appelée boucle multiple
(voir la boucle multiple centrale de la Figure 1.23). Enfin, une succession d’hélices
terminée par une boucle terminale est nommée tige. Cette structure en tige-boucle
de l’ARN porte aussi le nom de structure en « épingle à cheveux » lorsque unique-























Figure 1.23 – Les différentes structures composant la structure secondaire de l’ARN.
Au sein d’une même molécule d’ARN plusieurs régions complémentaires peuvent
être identifiées et intervenir dans la conformation finale de la molécule. Ainsi, se-
lon l’appariement de ces différentes régions, on observe des éléments topologiques
variables.
Il est important de noter que la structure secondaire de l’ARN dépend des condi-
tions physico-chimiques de son environnement (pH et forces ioniques). Une même
molécule d’ARN peut ainsi adopter des conformations alternatives (Saffarian et al.,
2014) selon l’environnement dans lequel elle évolue ou encore en fonction des liaisons
qu’elle établie avec son ligand.
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(iv) Structure Tertiaire de l’ARN
En complément de la structure secondaire, l’ARN peut adopter une conformation
spatiale plus compacte ou structure tertiaire. Cette structure relève d’un niveau de
repliement supplémentaire à la structure secondaire.
Celle-ci comprend de nouveaux appariements faisant toujours intervenir des liai-
sons hydrogènes mais qui peuvent être autres que des types Watson-Crick et Wobble,
telles que des interactions base-ribose. On recense ainsi plus de 150 types d’apparie-
ments entre bases qui ont été regroupés en douze grandes familles. Cette nomencla-
ture systématique de toutes les interactions a été proposée par Éric Westhof et ses
collaborateurs (Leontis and Westhof, 2002). Cette classification repose entre autres
sur la face des bases impliquées dans l’interaction (par exemple un nucléotide de
type purine comporte trois faces permettant des liaisons hydrogènes).
Dans la structure tertiaire, des interactions longues distances souvent localisées
dans des boucles permettent la stabilisation de la structure. Parmi ces interactions
les plus inventoriées sont les pseudonoeuds formés par l’interaction d’une boucle
avec une région située au delà de la tige qui la délimite.
Il est intéressant de s’attarder sur la composition de la structure des ARN puisque
elle conditionne l’activité de l’ARN en question. On observe une meilleure conser-
vation de la structure des ARN que de leur séquence puisque la structure 3D porte
la fonction de l’ARN. Les ARN peuvent être classés en familles. Pour réaliser cette
classification, reposant sur la fonction des ARN, la séquence et la structure entrent
en compte. On remarque d’ailleurs que pour de nombreuses familles la structure est
très bien conservée, comme chez les ARNt, et que seuls certains nucléotides le sont.
La structure de l’ARN et plus précisément son squelette, qui peut être décomposé
selon les différents motifs structuraux (tiges, boucles ou encore boucles multiples),
a donc une place primordiale dans la compréhension de la fonction de l’ARN.
Afin de recenser l’ensemble des données recueillies sur les séquences ARN par la
communauté mondiale, des bases de données dédiées à ces ARN ont été créées.
(v) La Rfam
La Rfam(Griffiths-Jones et al., 2003) est une base de données libre d’accès origi-
nellement développée par le « Wellcome Trust Sanger Institute ». Elle est actuelle-
ment maintenue à jour par l’EBI (« European Bioinformatics Institute ») et est dis-
ponible à l’adresse suivante : http://rfam.sanger.ac.uk. Elle recense des informa-
tions relatives aux ARNnc. Les ARNnc appartenant à une même famille présentent
souvent une structure secondaire conservée sans pour autant présenter de fortes
similitudes en structure primaire. L’organisation de la Rfam divise les ARNnc en
familles où chaque famille est représentée par un alignement multiple des séquences
qui la composent, une structure secondaire prédite et un modèle de covariance. La
librairie de modèles de covariance ainsi créée peut être utilisée afin d’identifier des
ARNnc inconnus homologues à des ARNnc présents dans la Rfam grâce au filtre
infernal (Nawrocki and Eddy, 2013).
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Figure 1.24 – Évolution de la taille, en nombre de familles et en nombre de régions annotées de séquences, de la
base de données Rfam à chaque nouvelle version (Burge and al., 2013). Les dates sont au format mois/année.
En juillet 2002, la Rfam donnait accès à 15255 ARNnc classés en quatre familles,
et aujourd’hui, ses utilisateurs ont accès à 19623515 séquences d’ARNnc organisés en
2450 familles recensées. Cette base de données est régulièrement entretenue puisque
entre 2002 et 2014 pas moins de 19 mises à jours ont été opérées.
1.3.2 Les Pseudogènes
(i) Définition
On désigne par pseudogène les séquences géniques, codantes ou non codantes,
ayant subi des altérations génétiques entraînant une incapacité à conduire à l’expres-
sion de son médiateur cellulaire et originellement dites inactives (ou non fonction-
nelles) au sein d’un génome. Ces séquences ont longtemps été considérées comme
des « gènes fossiles » ou des « gènes poubelles » associés aux séquences non codantes
du génome (Balakirev and Ayala, 2003). Les connaissances actuelles ont montré que
tout gène ne code pas nécessairement pour une protéine et les pseudogènes peuvent
ainsi avoir une fonction au sein de la cellule (Balakirev and Ayala, 2003). Les pseudo-
gènes sont donc des gènes ayant subi des altérations modifiant leur fonction d’origine
et peuvent avoir une nouvelle fonction. Il est apparu suite à de récentes études que
les pseudogènes pouvaient être impliqués dans la régulation de fonctions biologiques.
En effet, non traduits, ils peuvent être transcrit en ARNnc qui jouent alors le rôle
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Homme 3 272 22 286 16 946
Souris 1 492 6 070 7 562
Leuconostoc lactis 1,7 1686 17
Lactobacillus plantarum 3,3 3 124 23
Geobacillus thermodenitrificans 3,4 3 374 54
Mycobacterium leprae 3,3 2 770 1,116
Oenococcus oeni 1,8 1 691 122
Table 1.2 – Variation du nombre de pseudogènes dans diverses espèces.22
Comme on peut l’observer dans la Table 1.2 (voir également l’Annexe 7), il
n’existe pas de lien direct entre le nombre de pseudogènes identifiés et la taille du
génome ou le nombre de gènes identifiés que l’organisme soit eucaryote ou proca-
ryote. On remarque néanmoins que, de manière générale, la proportion de pseudo-
gènes est plus importante chez les eucaryotes et que, ponctuellement, elle peut être
élevée dans les génomes procaryotes d’organismes localisés dans des environnements
potentiellement stressants.
Les analyses de génomes, et plus précisément de génomes d’espèces proches, ont
mis en évidence que les pseudogènes peuvent partager des segments de séquence
plus ou moins important avec des gènes du génome auquel ils appartiennent ou
avec d’autres espèces (Sudbrak et al., 2003). Ceci soulève dans un premier temps
la notion de famille pseudogénique et de pseudogènes unitaires. Dans un second
temps, cela soulève également le problème de l’origine de ces pseudogènes. En effet,
les pseudogènes pourraient être une des conséquences de l’adaptation de l’organisme
à son environnement ou résulter de l’évolution de l’organisme. Ce phénomène de
pseudogénisation correspond à l’accumulation d’altérations délétères au sein d’une
séquence génique ou suite à des événements de remaniements. Par exemple dans
le cas de duplications, l’existence d’un duplicata fonctionnel du pseudogène peut
impacter la pression sélective sur la copie altérée.
(ii) Classes de Pseudogènes
Les pseudogènes proviennent de divers mécanismes biologiques liés à l’évolution
des séquences génomiques. Il est possible, selon la nature des mécanismes évolutifs,
de classer les pseudogènes en trois principales classes.
22. A partir des données de www.ensembl.org, http://www.ncbi.nlm.nih.gov/ et www.
pseudogene.org.
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Les pseudogènes unitaires On désigne par pseudogènes unitaires les séquences
pseudogéniques ne présentant aucun paralogue (Zhang et al., 2010) (voir Figure 1.20)
dans le génome auquel elles appartiennent.
Ils proviennent de séquences géniques, suite à l’apparition d’altérations délé-
tères. Structurellement, ces pseudogènes présentent toujours la structure du gène
d’origine, soit hypothétiquement une structure en intron-exon dans le cas des euca-
ryotes. L’histoire évolutive de la séquence est importante afin de comprendre l’origine
et la classification d’un pseudogène.
Certains pseudogènes peuvent être le résultat d’un transfert horizontal chez les
bactéries. Ces gènes ainsi que ceux au milieu desquels ils ont été insérés peuvent
alors être pseudogénisés.
Les pseudogènes dupliqués Les pseudogènes dupliqués proviennent de deux
processus : les duplications en tandem et des enjambements 23 (Mighell et al., 2000).
Ces gènes dupliqués perdent leur capacité à être traduit si, par exemple, le promoteur
n’a pas été dupliqué. Le gène dupliqué peut subir des mutations invalidantes telles
que des déphasages, ou « frameshift », ou l’apparition de codons STOP prématurés.
Les pseudogènes retrotransposés Les pseudogènes retrotransposés ou « pre-
processed pseudogènes » (notés PP) sont créés lorsque un ARNm est soumis à une
transcription inverse qui synthétise une séquence ADN codante (ou ADNc). Cette
séquence d’ADN est alors intégrée dans le génome à un nouvel emplacement. Cette
rétrotransposition d’ARN est rendue possible grâce à une enzyme, la transcriptase
inverse qui permet l’encodage inverse de l’ARNm en ADNc. Par conséquent, chez
les eucaryotes, de telles séquences ne contiennent pas d’introns (Maestre et al., 1995;
D’Errico et al., 2004). Les autres caractéristiques communes des PP sont la présence
dans leur séquence génique d’une queue polyA et de répétitions directes présentes
à chaque extrémité des pseudogènes (Maestre et al., 1995; D’Errico et al., 2004).
L’activité transcriptionnelle du PP dépend de la localisation de son intégration. En
effet, si il est inséré à proximité d’un autre promoteur il pourra en profiter (Zheng
et al., 2007). Suite à l’analyse du génome humain il a été observé que l’ensemble
des PP a été généré à partir de seulement 10% des gènes codants (Ohshima et al.,
2003; Zhang et al., 2003). Ainsi les gènes les plus fortement exprimés sont davantage
susceptibles de produire des PP, par exemple les gènes codants pour les protéines
ribosomales représentent environ 20% des PP humains (Zhang et al., 2002).
(iii) Évolution et Conservation des Pseudogènes
Les pseudogènes ont longtemps été considérés comme des « séquences neutres »,
c’est-à-dire des séquences dans lesquelles les mutations s’accumulent et ne sont pas
soumises à la pression de sélection (Li et al., 1981). Cependant ce principe repose
23. on appelle enjambement ou « crossing-over » le phénomène génétique au cours duquel les
chromosomes échangent des fragments de leur chromatide
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sur l’hypothèse selon laquelle les pseudogènes sont fonctionnellement inertes, ce qui
ne reflète pas la réalité. De récentes études ont montré que certains pseudogènes
peuvent être fonctionnellement actifs (Deroin, 2010; Fujii et al., 1999). L’étude de
l’évolution et de la conservation du pseudome, soit de l’ensemble des pseudogènes
d’un génome, pourrait alors apporter des compléments d’information quant à leur
rôle fonctionnel et leurs mécanismes d’action au sein de la cellule.
Comme nous venons de le voir les pseudogènes proviennent de l’évolution des
gènes du génome et de l’accumulation progressive d’altérations sur leur séquence. Ils
sont ainsi les vestiges de l’évolution de ce génome, et potentiellement le témoignage
de sa composition fonctionnelle à un instant t passé.
De plus, il a été observé que des pseudogènes étaient conservés entre plusieurs es-
pèces. On citera par exemple l’étude des pseudogènes à l’échelle du génome humain
complet faite par Svensson et al. (Svensson et al., 2006) via une approche compa-
rative entre l’homme et la souris. Étonnamment parmi les pseudogènes analysés,
une trentaine est présente dans les deux organismes et les séquences sont peu diver-
gentes. Ceci implique à la fois que la pseudogénisation a eu lieu avant la spéciation
entre ces deux espèces et que ces séquences pourraient avoir un rôle fonctionnel au
sein des organismes qui les possèdent.
(iv) Transcription des Pseudogènes
La plupart des pseudogènes perdent leur capacité à être transcrits suite à une
altération dans leur promoteur ou à leur intégration dans une région silencieuse du
génome (dans le cas des PP). De plus, de part leur similitude en séquence avec
les gènes fonctionnels dont ils proviennent, il peut s’avérer complexe de mesurer
spécifiquement le taux de transcription de ces seuls pseudogènes (Harper et al.,
2003). Cependant, à ce jour il existe de nombreux exemples pour lesquels il est
démontré que les pseudogènes sont transcrits et ont un rôle fonctionnel via leur
ARNnc, comme par exemple le pseudogène du suppresseur de tumeur PTEN (Fujii
et al., 1999). Il a pu être démontré que l’expression du gène suppresseur de tumeur
PTEN est contrôlée par l’ARNnc exprimé par le pseudogène de PTEN.
L’étude des profils d’expression (transcription) permet d’obtenir des indications
quant au potentiel fonctionnel des séquences. Il a été observé que de nombreux
ARNnc présentaient des profils d’expressions tissus spécifiques et possédaient un
rôle fonctionnel, parmi ces ARNnc on peut citer les ARN antisens (Katayama et al.,
2005), les micro ARN (ou miARN). Il est également intéressant de relever qu’il existe
de nombreux exemples pour lesquels l’expression spatio-temporelle du pseudogène
diffère de celle du gène dont il est issu (Elliman et al., 2006).
L’expression des pseudogènes varie selon les conditions physiologiques de l’orga-
nisme. Par exemple, chez Mycobacterium leprae, l’organisme à l’origine de la lèpre,
l’expression des pseudogènes fluctue au cours du processus d’infection (Suzuki et al.,
2006).
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La transcription des pseudogènes dépend en partie du promoteur dont il dépend.
Certains possèdent leur propre promoteur alors que d’autres profitent du promoteur
d’un gène situé à proximité (Vinckenbosch et al., 2006). En outre, il est évident que
la localisation de l’intégration des PP dans la séquence génomique est importante.
L’expression différentielle entre le pseudogène et son gène parent ne reflète pas né-
cessairement une activité mais résulte de l’utilisation d’un promoteur différent. Avec
une telle affirmation, les pseudogènes devraient avoir un impact neutre en terme de
gain en aptitudes (évolution) et auraient même tendance à disparaître. Or l’analyse
de la transcription des pseudogènes chez les primates montre un taux de conserva-
tion au cours de l’évolution de 50%. Il est également intéressant de remarquer que
dans cette étude le taux de conservation tend à diminuer avec l’éloignement des es-
pèces étudiées (Khachane and Harrison, 2009). Cette observation de la conservation
au cours des millénaires de certains pseudogènes suggère un rôle fonctionnel de ces
séquences dans les cellules.
(v) Des Pseudogènes Fonctionnels ?
De nombreux organismes semblent conserver les pseudogènes malgré les contraintes
évolutives. Ce phénomène est d’ailleurs majoritairement observé chez les organismes
pluricellulaires (Kuo and Ochman, 2010). Quels bénéfices ces organismes retirent-ils
de ces pseudogènes qui ont potentiellement perdu leur capacité de coder une pro-
téine fonctionnelle ? Dans un premier temps, ces séquences peuvent être un apport
comme source de diversité génétique, par exemple pour la formation d’antigènes et
d’anticorps (Balakirev and Ayala, 2003). Chez les bactéries, en revanche, on observe
un faible nombre de pseudogènes. Une des raisons peut être liée au principe de com-
paction. C’est en tant que régulateur via leur ARN non codant (ou ARNnc) que les
pseudogènes présentent leur plus important potentiel. Le rôle régulateur des ARNnc
a été démontré dans certains processus cellulaires. Les ARNnc synthétisés à par-
tir de la séquence de pseudogènes sont alors apparus comme participant à certains
mécanismes de contrôle de fonctions géniques.
Les transcrits antisens des pseudogènes peuvent avoir un rôle de régulateur de
leur gène parent en s’appariant pour former un ARN double brin avec le transcrit
sens du gène. Par exemple, le « knockdown 24 » à l’aide d’un ARN antisens du
pseudogène de Oct4 conduit à une augmentation de l’expression de Oct4 (Hawkins
and Morris, 2010).
La stabilité d’un ARNm dépend à la fois de l’activité de ses séquences en cis et
de leur interaction avec leurs facteurs trans (Ross, 1996). Ainsi si un pseudogène
et son gène codant parent sont soumis aux mêmes séquences en cis, les deux sé-
quences entrent alors en compétition pour les mêmes facteurs en trans. La stabilité
de l’ARNm est alors altérée et par conséquent sa traduction en protéine aussi.
24. Le « knockdown » réfère à une technique expérimentale par laquelle on réduit l’expression
d’un ou plusieurs gènes ; soit par modification génétique soit par traitement avec une séquence
complémentaire à l’ARNm
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(vi) Bases de Données et Méthode de Détection des Pseudogènes
Depuis la découverte de ces nouveaux objets géniques, des méthodes de détection
automatique ont été élaborées et de nouvelles bases de données ont été créées pour
répertorier ces nouveaux objets géniques détectés.
Détection des pseudogènes La plupart des méthodes de détection des pseu-
dogènes se basent sur la recherche d’homologie afin d’identifier des régions pseu-
dogéniques potentielles. Au cours de cette approche on compare un génome (ou
un chromosome) d’intérêt avec un jeu de protéines connues (ENSEMBL (Hubbard
et al., 2002), UniProt (Consortium et al., 2008),. . .). On compare des séquences nu-
cléotidiques avec des séquences peptidiques, les séquences nucléotidiques sont alors
traduite dans les six phases de lecture grâce par exemple à un tBLASTn (Altschul
and al, 1990). Enfin, la détection des séquences pseudogéniques se termine par une
étape de filtrage permettant d’identifier les événements géniques à l’origine de l’état
altéré de la séquence.
Depuis 2001, plusieurs méthodes de détection des pseudogènes ont été élaborées
mais dans la plupart des cas dédiées aux eucaryotes. Harrison et al. (2001) ont déve-
loppé un outil d’annotation des pseudogènes à partir du génome de Caenorhabditis
elegans puis au cours d’une seconde étude sur les chromosomes 21 et 22 du génome
humain (Harrison et al., 2002). D’autres méthodes ont été développées telles que
PFINDER (van Baren and Brent, 2006) qui après l’établissement d’un modèle gé-
nique se base sur des méthodes de localisation des introns et de conservation de la
synténie 25. Pseudogene Finder (PSF ) a été développé avec 44 séquences du projet
ENCODE (Consortium et al., 2004) à partir de l’alignement de protéines sur ces sé-
quences dont les localisations ne correspondent pas à des gènes identifiés et qui ont
un degré de similarité suffisamment élevé. Zhang et al. (2006) ont mis en place une
méthode automatique de détection des pseudogènes basée sur la notion d’homologie
(tBLASTn).
Bases de données Quelques bases de données regroupant les pseudogènes identi-
fiés ont été mises en place. HOPPSIGEN (Adel et al., 2005) est une base de données
nucléiques de pseudogènes rétrotransposés identifiés chez l’homme et la souris et dé-
veloppée par le Pôle Bioinformatique Lyonnais. Pseudogene.org (Karro et al., 2007)
est une base de données dédiée aux pseudogènes d’environ une centaine de génomes
et maintenue par le Yale Gerstein Group.
Tout comme les méthodes d’identification, les bases de données pseudogéniques
sont essentiellement dédiées aux organismes eucaryotes.
25. La synténie, ou colinéarité, fait référence à la conservation de l’organisation des loci présents
sur un chromosome dans deux espèces différentes.
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Pour conclure cette description, les pseudogènes sont des structures géniques de
plus en plus étudiées mais il faut rester prudent quant aux interprétations des résul-
tats expérimentaux. En effet, dans certains cas, un hypothétique pseudogène peut en
réalité coder pour une protéine tronquée. Néanmoins, de plus en plus d’expériences
tendent à démontrer que les pseudogènes ont une fonction régulatrice dans la cellule
via leur ARNnc ou interviennent dans la régulation de l’expression de gènes qui
leur sont similaires (Pink et al., 2011). En outre, tous les pseudogènes ne présentent
pas de fonction biologique et seuls ceux qui présentent un bénéfice pour la cellule
tendent à être conservés.
Il semble intéressant d’aborder l’étude de ce répertoire pseudogénique, de ses
caractéristiques, ainsi que son évolution afin d’en extraire des règles qui régissent
ces objets. En effet, outre leur implication dans les fonctions cellulaires, de part leur
séquence proche de celle des gènes codants, les pseudogènes leurrent les algorithmes
d’annotation des séquences génomiques.
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Chapitre 2
Comparaisons d’Objets Biologiques
Nous venons de voir qu’à ce jour il est possible de séquencer les génomes tout
comme les protéines de divers organismes. Cependant, même une fois séquencés cela
ne donne pas systématiquement des informations sur la fonction ou sur la structure
de ces séquences. De plus, nous avons également vu qu’au cours de l’évolution ( se
référer à la Section 1.2), les séquences nucléiques sont soumises à des remaniements
ou des transformations. Il est alors intéressant d’établir le parcours évolutif de ces
séquences ainsi que leurs liens de parenté afin d’établir une phylogénie entre celles-ci.
C’est dans cette optique qu’est apparue la génomique comparative qui consiste,
entre autres, à quantifier la similitude entre deux séquences, c’est-à-dire à extraire
de l’information des ressemblances et dissemblances observables entre plusieurs sé-
quences. Cette étude comparative permet de transférer des informations connues
d’une séquence à une autre et permettent ainsi d’identifier des sites fonctionnels, de
prédire la fonction ou la structure secondaire, d’inférer une séquence,. . .
Au cours de ce deuxième chapitre nous nous attacherons à introduire et définir
l’ensemble des concepts sur lesquels nos travaux se basent. Nous présenterons les
bases algorithmiques à nos travaux, à savoir la comparaison et l’alignement de sé-
quences suivis du principe de chaînage. Nous terminerons par une description des
filtres FastA et BLAST qui présentent une architecture similaire à nos travaux.
2.1 Comparaison de Séquences
Dans cette section, nous allons décrire l’algorithme d’alignement de séquences
permettant une comparaison de deux séquences. Avant cela nous introduirons les
principales notations qui seront utiles à la compréhension de l’ensemble de ce ma-
nuscrit. Nous aborderons ensuite la définition du problème d’alignement global de
séquences et sa déclinaison local. L’ensemble de ces points nous mèneront à la ques-
tion relative au chaînage.
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2.1.1 Modélisation, Notations et Définitions
Modélisation des Séquences
Commençons par donner une définition formelle d’une séquence et des propriétés
qui y sont associées.
Définition 1 (Séquence)
On définit une séquence S comme la suite ordonnée de |S| symboles pris dans un
alphabet Σ de taille |Σ|.
Pour i compris entre 0 et |S| − 1, on dénote par S[i] le i+1ème symbole de S ou
encore symbole à la position i de S.
On note qu’une séquence ADN est définie sur l’alphabet {A, T, C,G} alors qu’une
séquence ARN est définie sur l’alphabet {A,C,G, U}. 1
On définit le facteur d’une séquence comme suit :
Définition 2 (Facteur, Préfixe et Suffixe)
Soit S une séquence de taille |S| et deux entiers i et j tels que i, j ∈ [0, |S|[. On
appelle facteur de la séquence S, S[i, j], la séquence formée par la suite des symboles
aux positions i, i+ 1, · · · , j de S.
Si j < i, alors S[i, j] représente le mot vide .
Si i = 0, alors on parle de préfixe de longueur j + 1.
Si j = |S| − 1, alors on parle de suffixe à la position i.
Enfin, on appelle respectivement plus long préfixe propre,
−→
S , et plus long suffixe
propre,
←−
S , les facteurs S[0, |S| − 2] et S[1, |S| − 1].
Alignement Global de Deux Séquences
Soit deux séquences S1 et S2, un alignement de ces deux séquences consiste en
un ensemble d’associations d’une position de S1 avec une position de S2. Ces mises
en correspondance respectent la relation d’ordre imposée par S1 et S2.
Pour chaque association, si les deux symboles sont identiques, on parle de
« matchs » et s’ils sont différents, on parle alors de « mismatchs ». Enfin, pour
les positions de S1 et S2 ne participant pas à une association, on parle de « gaps ».
Ces trois mises en correspondance font référence à un phénomène génétique : la
mutation.
1. On se restreindra à l’alphabet général, mais il existe un alphabet étendu.
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Définition 3 (Mutations)
Soit une séquence S sur un alphabet Σ, on définit une mutation comme une modifi-
cation ponctuelle d’un symbole de S. On répertorie 3 types de mutations :
- les substitutions qui correspondent au remplacement d’un symbole i de la sé-
quence S par un autre symbole pris dans le même alphabet Σ \ {i}.
- les insertions et délétions qui correspondent respectivement à l’ajout d’un
symbole pris dans l’alphabet Σ ou à la suppression d’un symbole dans la sé-
quence S. On appelle ces types de mutation « indel ».
On définit alors un alignement global comme suit :
Définition 4 (Alignement global valide entre deux séquences)
Soit deux séquences S1 et S2 de tailles respectives |S1| et |S2| sur l’alphabet Σ. Un
alignement global valide de S1 et S2 correspond à deux séquences S ′1 et S ′2 de même
longueur ω (tel que ω ≥ |S1| et ω ≥ |S2|) sur l’alphabet Σ ∪ {”− ”} telles que :
- si on supprime tous les caractères spéciaux ”− ” de S ′1,respectivement S ′2, on
obtient S1, respectivement S2.
- il n’existe pas de position i telle que S ′1[i] = S ′2[i] = ”− ”
Si l’on définit les fonctions f1 et f2 telles que f1(i) (respectivement f2(j)) fournit
la position de S1 correspondant à S ′1[i] (respectivement S ′2[j]), alors on peut défi-
nir l’alignement S ′1S ′2 comme l’ensemble A = {(f1(i), f2(i)) /0 ≤ i < ω, S ′1[i] 6=′
−′ et S ′2[i] 6=′ −′} des associations entre des positions de S1 et de S2. On remarque
alors que par construction, pour tous couples (i, j), (k, l) ∈ A :
- si i = k alors j = l
- si i < k alors j < l
- si i > k alors j > l
Score d’Alignement
Pour deux séquences données il est alors possible d’obtenir plusieurs alignements
différents. C’est pourquoi on définit un score d’alignement. Celui-ci permet alors
d’attribuer à chaque alignement un score qui dépend des associations réalisées. On
définit le score d’alignement comme suit :
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Définition 5 (Score d’alignement)
Soit l’alignement composé des deux séquences S ′1 et S ′2 de taille ω et une fonction de
score score(x, y) qui associe à chaque couple de symboles (x, y), sur (Σ ∪ {”− ”})2,
un score de similarité dans R. Le score S(S ′1, S ′2) associé à l’alignement est défini
tel que :






Il est usuel, en particulier dans le cadre de la bioinformatique, d’encoder les
valeurs de la fonction de score sous la forme d’une matrice dite « matrice de substi-
tution ».
Définition 6 (Matrice de substitution)
Soient P une matrice carrée de taille |Σ|+1, x et y deux symboles pris dans l’alphabet
{Σ ∪ ”− ”} et ord(x) une bijection sur Σ ∪ {”− ”} dans [0, |Σ|]. Le score associé à
la mise en correspondance de x avec y est alors donné par :
score(x, y) = P [ord(x)][ord(y)]
Afin de calculer le score d’alignement, des matrices de substitution existent pour
chaque alphabet (nucléique ou protéique) et permettent de calculer ce score en
associant à chaque couple de symboles (S1[i], S2[j]) mis en correspondance lors de
l’alignement un score de similarité. Soient a et b deux éléments pris dans l’alphabet
considéré complété par le caractère de « gap » ‘-’. Une telle matrice recense le score
élémentaire P [a][b] de substitution ou d’indel de la base a par la base b. Pour les
acides nucléiques on emploie principalement la matrice d’identité ou unitaire (voir
la Figure 2.25). Pour chaque position de l’alignement, la matrice permet de rendre
compte de l’identité des résidus et donc de leur bonne ou au contraire mauvaise
association. Néanmoins ce premier critère de ressemblance ne permet pas toujours
de révéler les similitudes entre séquence. En effet, la prise en compte des mutations
de types insertions et délétions d’une ou plusieurs bases par l’utilisation de gap
pénalisant améliore le score associé et met en avant les zones proches.
Il est important ici de noter que ce score de similarité est fonction de la portion
de similitude considérée, plus cette zone est longue plus le score est élevé. De plus, la
valeur de ce score peut être nuancé par les valeurs associées aux gaps et aux valeurs
des scores élémentaires.
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Matrices de Substitution
Les matrices nucléiques En raison de la pauvreté de l’alphabet nucléique, on
recense peu de matrices nucléiques. La plus utilisée est la matrice d’identité (voir
Figure 2.25). Une seconde matrice privilégiant certaines associations, les transitions
devant les transversions (voir Figure 2.25), est également utilisée.






































p: pénalité de gap
Figure 2.25 – Les matrices nucléiques unitaire et de transversion-transition
Les matrices protéiques La sensibilité satisfaisante obtenue par les matrices
nucléiques basées sur l’identité des acides nucléiques ne l’est plus pour les matrices
protéiques. En effet, si l’on tient compte du fait qu’un acide aminé peut être rem-
placé par un autre ayant des propriétés similaires sans pour autant altérer fonda-
mentalement la structure ou la fonctionnalité de la protéine, un système de score
classant les acides aminés en familles selon leurs affinités est plus approprié pour
rendre compte des similarités entre résidus. Les matrices de score qui découlent de
ce système permettent d’augmenter la fiabilité des recherches de similitudes. Dans
un premier temps Fitch (Fitch, 1966) établit une matrice basée sur la dégénéres-
cence du code génétique pour laquelle le score élémentaire rend compte du nombre
commun de nucléotides dans les codons des acides aminés. Cette première matrice
protéique détermine donc le nombre de mutations minimum afin de convertir un
acide aminé en un autre. Depuis on distingue deux catégories de matrices, celles ba-
sées sur les substitutions d’acides aminés au cours de l’évolution et celles basées sur
les caractéristiques physico-chimiques des acides aminés. De nombreuses matrices
de chaque catégories ont été créées. Nous nous intéresserons, donc seulement à celles
les plus couramment utilisées.
Parmi les matrices protéiques liées à l’évolution on distingue deux d’entre elles :
les matrices de type PAM (Percent Accepted Mutations) ou matrices de mutation
de Dayhoff (Dayhoff and Schwartz, 1978) et les matices de type BLOSUM (BLOcks
SUbstitution Matrix) (Henikoff and Henikoff, 1992).
Les matrices de type PAM ont été déduites de l’étude de l’alignement de 71 fa-
milles de protéines (environ 1300 séquences) présentant au moins 85% de similitudes.
Les alignements produits ont alors permis le calcul d’une matrice de probabilités.
Cette matrice correspond à une mutation acceptée pour 100 sites au cours d’un
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temps d’évolution donné, soit une substitution qui ne modifie pas significativement
l’activité de la protéine : on parle de matrice 1PAM. Par multiplication de la ma-
trice par elle même on obtient la matrice des probabilités de substitution pour des
distances évolutives plus grandes : PAMn = nPAM . Enfin, afin d’être plus aisé-
ment utilisables par les logiciels de comparaison qui se basent sur la similitude les
matrices nPAM sont transformées en matrices de similarité PAM − n. Les études
de Swartz et Dayhoff (Dayhoff and Schwartz, 1978) portant sur ces matrices ont
montré que pour distinguer les protéines apparentés de celles présentant des simili-
tudes dues au hasard la matrice PAM − 250 semble optimale : elle est devenue la
matrice de mutation standard de Dayhoff. Cependant cette matrice présente des in-
convénients puisqu’elle considère tous les points de mutation comme équiprobables
or il a été démontré que certaines positions sont plus conservées que d’autres car
plus impliquées dans la fonction de la protéine. De plus les familles étudiées pour
la construction de la matrice en 1978 ne sont plus représentatives de l’ensemble des
familles découvertes à ce jour. C’est ainsi qu’en 1992 Jones (Jones et al., 1992) a
opéré une réactualisation de cette matrice en prenant en considération 2621 familles
de protéines (16130 séquences) à partir de la base de données Swissprot (Boeckmann
et al., 2003).
Alors que les matrices PAM dérivent de l’alignement global de séquences pro-
téiques proches, les matrices BLOSUM qui permettent également de rendre compte
du caractère de substitution des acides aminés sont, elles, établies en observant des
blocs d’acides aminés issus des protéines éloignées dans une base de plus de 2000
blocs (Henikoff and Henikoff, 1992). On obtient également les blocs par alignements
multiples mais sans insertions ni délétions de courtes régions très conservées. Ces
blocs permettent alors de regrouper les segments de séquence ayant un pourcentage
d’identité minimum au sein du bloc puis d’en déduire les fréquences de substitution
pour chaque paire d’acides aminés. Enfin la matrice BLOSUM est obtenue en calcu-
lant le logarithme de la matrice obtenue. Ainsi pour chaque pourcentage d’identité
on obtient une matrice particulière, par exemple la BLOSUM−60 est obtenue pour
un seuil de 60% d’identité.
Même si les matrices liées à l’évolution permettent un relatif regroupement des
caractéristiques chimiques et structurales des acides aminés, elles ne suffisent pas
pour révéler certaines caractéristiques physico-chimiques entre deux séquences pepti-
diques. C’est dans cette optique et en tenant compte des remplacements conservatifs
que les matrices protéiques liées aux propriétés physico-chimiques ont été calculées.
Comme souligné par le diagramme de Venn Figure 2.26 certains acides aminés ont
des caractéristiques proches comme par exemple la lysine (K) et l’arginine (R) qui
possèdent tous deux des chaînes latérales chargées positivement ou encore l’impor-
tance du caractère hydrophobe ou au contraire hydrophile des acides aminés dans
la structure secondaire et tertiaire de la protéine. C’est pourquoi les matrices les
plus courantes sont basées sur cette propriété des acides aminés avec par exemple la
matrice d’hydrophobicité calculée à partir de l’énergie libre de transfert de l’eau à


































Figure 2.26 – Diagramme de Venn présentant les acides aminés selon leurs propriétés physico-chimiques.
l’éthanol des acides aminés (Levitt, 1976), la matrice des structures secondaires ba-
sée sur la propension d’un acide aminé à être dans une conformation donnée (Levin
et al., 1986) ou encore plus récemment les matrices basées sur la comparaisons des
structures tri-dimensionnelles (Risler et al., 1988).
2.1.2 Le Problème d’Alignement Global Optimal
Maintenant que nous avons introduit la notion d’alignement global valide (voir la
Définition 2.1.1), nous pouvons introduire le problème d’alignement global optimal
comme suit :
Définition 7 (Alignement Global Optimal)
Soient deux séquences S1 et S2 et A = A0 . . . A` la liste des `+1 alignements globaux
valides de S1 et S2 de scores respectifs s0 . . . s`. On définit l’alignement optimal
comme l’alignement Ak ∈ A de score maximal sk tel que ∀i ∈ [0, `], sk ≥ si
On note que pour deux séquences données, il est possible d’obtenir plusieurs ali-
gnements de même score. Ainsi il est possible d’obtenir plusieurs alignements opti-
maux.











S2 sont les plus longs préfixes propres de S1 et S2.
En effet à partir de ces alignements il est possible de construire un alignement
de S1 et S2 pour lequel :
- le dernier symbole de S1 et le dernier symbole de S2 sont associés.
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- le dernier symbole de S1 n’est pas associé au dernier symbole de S2.
- le dernier symbole de S2 n’est pas associé au dernier symbole de S1.
Il est possible de montrer que ces trois possibilités couvrent l’ensemble des aligne-
ments possibles entre S1 et S2. Si on intègre le score associé à cette dernière opération
(match, mismatch ou indel) aux scores des alignements connus, alors on peut démon-
trer que les solutions de scores maximaux correspondent à des alignements valides
et optimaux de S1 et S2.
De ce raisonnement, on peut déduire la formule de récurrence ci dessous :
Récurrence 1 (Needleman et Wunsch)
A(S1 = −→S1α, S2 = −→S2β) = max

A(−→S1, S2) + score(α,′−′)
A(S1,−→S2) + score(′−′, β)
A(−→S1,−→S2) + score(α, β)
(i) Algorithme d’Alignement Global de Needleman et Wunsch
Afin de résoudre le problème de l’alignement global optimal Needleman et Wunsch
(Needleman andWunsch, 1970) ont développé un algorithme permettant la construc-
tion d’une matrice de scores en temps quadratique en la taille des séquences en en-
trée. L’alignement global optimal entre deux séquences S1 et S2 de longueur |S1| = n
et |S2| = m se décompose ici en deux étapes principales :
- Le calcul d’une matrice de score d’alignement M des deux séquences S1 et
S2 de taille (n+ 1)× (m+ 1). Chaque coefficient de la matrice, M [i, j] donne
le score de l’alignement de S1[0, i− 1] et S2[0, j − 1]. Ce score est calculé de
manière itérative à partir des scores d’alignements des préfixes propres. Une
fois la matrice M entièrement remplie, le coefficient M [n,m] donne le score
d’alignement global optimal des séquences S1 et S2.
- L’alignement global optimal est alors obtenu par reconstruction du chemin
du calcul du score maximal (on parle de « backtrace »). Pour ce faire on part
du coefficient M [n,m] puis on remonte dans la matrice jusqu’à M [0, 0].
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Algorithme [Algorithme de Needleman et Wunsch] Soient deux séquences
S1 et S2 de longueurs respectives |S1| = n et |S2| = m et une fonction score. La
recherche d’un alignement global optimal entre S1 et S2 suivant la fonction score
est obtenu par construction d’une matrice des scores optimaux d’alignement Mn,m
telle que :
- Initialisation
M [0, 0] = 0
M [i, 0] = M [i− 1, 0] + score(S1[i− 1],−), ∀i ∈ [1, n]
M [0, j] = M [0, j − 1] + score(−, S2[j − 1]), ∀j ∈ [1,m]
- Calcul du score optimal, pour i ∈ [1, n] et j ∈ [1,m]
M [i, j] = max

M [i− 1, j − 1] + score(S1[i− 1], S2[j − 1])
M [i− 1, j] + score(S1[i− 1],−)
M [i, j − 1] + score(−, S2[j − 1])
où M[i,j] représente le score de l’alignement de S1[0, i − 1] avec S2[0, j − 1] et M
est une matrice de score. On obtient alors un alignement global optimal de S1 avec
S2 en remontant de M [n,m] à M [0, 0].
Si l’on considère la fonction de score d’identité unitaire su telle que su(a, a) = 1 et
su(a, b) = 0 pour tout a 6= b et qui pour chaque appariement correct de base affecte
un score de 1 et pour chaque insertion ou délétion affecte un score de 0. L’alignement
global de deux séquences revient à calculer la plus longue sous séquence commune
entre les deux séquences.
On définit une sous-séquence comme suit :
Définition 8 (Sous-séquence)
Soit S une séquence de taille |S| sur l’alphabet Σ et T une séquence de taille |T | sur
Σ telle que |T | ≤ |S|. T est une sous-séquence de S s’il est possible d’obtenir T en
supprimant |S| − |T | symboles de S.
On note que les symboles de T ont le même ordre dans S et ne sont pas néces-
sairement consécutifs.
On peut alors introduire le problème de Longuest Common Subsequence (LCS) :
Définition 9 (Plus Longue Sous-Séquence Commune)
Soient deux séquences S1 et S2. LCS(S1, S2) est la sous-séquence Sx de S1 telle que :
- Sx est aussi une sous-séquence de S2.
- il n’existe pas de sous-séquence Sy de S1 plus grande que Sx qui soit aussi
sous-séquence de S2.
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Comme nous l’avons remarqué, l’algorithme d’alignement global combiné à une
fonction de score unitaire permet le calcul de la LCS en temps quadratique.
Le Problème d’Alignement Local Optimal
Dans de nombreux cas, on ne souhaite pas aligner deux séquences dans leur
intégralité mais mettre en avant des sous parties de forte similarité. C’est dans
cet objectif qu’a été introduit l’alignement local. L’alignement local a pour but de
trouver des sous parties de S1 et S2 de plus forte similarité en accord avec la fonction
de score. On parle de maximisation du facteur commun entre deux séquences.
L’alignement local est alors obtenu en comparant les facteurs calculés :
Définition 10 (Alignement Local)
Soient deux séquences S1 et S2, F1 l’ensemble des facteurs de S1, F2 l’ensemble des
facteurs de S2 et la fonction S(sa, sb) du score d’alignement global de sa avec sb. Le
problème d’alignement local consiste à trouver f1 ∈ F1 et f2 ∈ F2 tels que S(f1, f2)
soit maximal.
De même que pour l’alignement global optimal, il existe une relation de récurrence






(ii) Algorithme d’Alignement Local Optimal de Smith et Waterman
En 1981, Smith et Waterman ont développé un algorithme qui portera leurs noms
et permettant le calcul de la matrice de score pour un alignement local (Smith and
Waterman, 1981). La complexité de cet algorithme est O(nm) où n et m sont les
tailles des séquences dont on cherche l’alignement local maximal.
Tout comme pour l’alignement global optimal, l’alignement local optimal entre
deux séquences S1 et S2 de longueur |S1| = n et |S2| = m se décompose en deux
principales étapes :
- Le calcul de la matrice de score d’alignement M des deux séquences S1 et
S2 est de taille (n + 1) × (m + 1). Chaque coefficient de la matrice, M [i, j]
donne le score de l’alignement local de S1[0, i − 1] et S2[0, j − 1]. Ce score
est calculé de manière itérative à partir des scores d’alignements locaux des
préfixes propres.
- L’alignement local optimal est alors obtenu par reconstruction du chemin du
calcul du score maximal (on parle de « backtrace »). Pour ce faire on part
du coefficient M [i, j] de valeur maximale puis on remonte dans la matrice
jusqu’à M [x, y] = 0.
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Algorithme [Alignement local par programmation dynamique] Soient
deux séquences S1 et S2 de longueurs respectives n et m. La recherche d’un ali-
gnement local optimal entre S1 et S2 suivant une fonction « score » est obtenu par
construction d’une matrice des scores optimaux d’alignement Mn,m telle que :
- Initialisation 
M [0, 0] = 0
M [i, 0] = 0, ∀i ∈ [1, n]
M [0, j] = 0, ∀j ∈ [1,m]
- Calcul du score optimal, pour i ∈ [1, n] et j ∈ [1,m].
M [i, j] = max

M [i− 1, j − 1] + score(S1[i− 1], S2[j − 1])
M [i− 1, j] + score(S1[i− 1],−)
M [i, j − 1] + score(−, S2[j − 1])
0
où M[i,j] représente le score de l’alignement de S1[0, i − 1] avec S2[0, j − 1] et M
est une matrice de score. Pour obtenir le meilleur alignement local possible entre
S1 et S2, on recherche la valeur maximale dans la matrice (possiblement multiple).
Soit M [k, l] une de ces valeurs. On remonte dans la matrice en suivant la relation
de récurrence jusqu’à la première case M [i, j] nulle. L’alignement local correspond
alors aux facteurs S1[k, i] et S2[l, j].
Notons que si les régions alignées par l’algorithme de Smith-Waterman entre les
deux séquences recouvrent l’intégralité des séquences, on peut alors considérer cet
alignement local comme étant un alignement global.
Une version améliorée de l’algorithme de Smith-Waterman qui consiste à intro-
duire une fonction de gap affine en fonction de la longueur du trou a été proposée
par Osamu Gotoh. En effet, dans l’algorithme d’origine le coût d’un gap de longueur
k est k×p (où p est la pénalité de gap), c’est donc un coût linéaire en fonction de la
longueur du gap. Dans l’algorithme amélioré, ce coût se compose d’un coût d’ouver-
ture de gap a et d’un coût d’extension de gap b, ainsi un gap de longueur k aura un
coût de a+ (k− 1)b. Cette fonction de gap permet de favoriser le regroupement des
gaps et donc d’éviter la multiplication des petits indels. Un raisonnement conforme
à ce qu’il se passe au niveau biologique puisqu’il a été observé que les insertions et
délétions sont majoritairement présentes aux niveaux des boucles à la surface de la
structure de la protéine.
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2.2 Chaînage dans les Séquences
L’un des principaux inconvénients des algorithmes d’alignement est leur com-
plexité quadratique compliquant leur passage à l’échelle lors de l’analyse d’une sé-
quence face à un grand ensemble de séquences. À cette fin, de nombreux « filtres »
ont été introduits. Nous présenterons à la fin de ce chapitre les deux algorithmes
les plus connus. Comme un grand nombre de ces filtres utilise le concept de chaî-
nage, concept sur lequel repose également nos travaux, nous commencerons donc
par détailler ce point.
2.2.1 Chaînage 1D en Séquence
Lorsqu’on dispose d’une séquence ADN et que l’on cherche par exemple à iden-
tifier les différents exons qui la composent le chaînage 1D est la méthode la plus
appropriée (Gusfield, 1997). Dans cet exemple, on dispose d’un ensemble d’exons
connus et de la séquence d’un gène à identifier. À l’aide de l’algorithme d’aligne-
ment, par exemple, on identifie des facteurs du gène similaires à certains exons.
Un score est associé à chacun de ces facteurs. Pour finir, on va chercher un sous-
ensemble de ces facteurs tel que les éléments de cet ensemble soient non chevauchants
et que la somme de leurs scores soit maximale. L’identification de ce sous-ensemble
correspond au problème de chaînage 1D dans une séquence.
Dans le cadre du chaînage 1D, on désignera par graine sur une séquence S, un
facteur de S différent du mot vide.
Définition 11 (Chaînage 1D de séquences)
Soit S une séquence de taille |S| = n et G = g1 · · · gm un ensemble de m graines sur
S. À chaque graine g est associé un score. Calculer le meilleur chaînage consiste
alors à trouver la combinaison de graines dont les occurrences sur S ne se che-







Figure 2.27 – Exemple du problème de chaî-
nage 1D avec cinq graines, g1, g2, g3, g4 et
g5, représentées ici par des rectangles. Les
chaînes valides sont [(g1), (g2), (g3), (g4), (g5),
(g1, g4), (g1, g5), (g2, g4), (g2, g5), (g3, g5)]. La
meilleure chaîne avec un score de 9 est (g3, g5).
L’algorithme permettant le calcul du chaî-
nage 1D consiste à balayer les graines selon S.
Lorsque l’on est sur le début d’une graine, alors
on peut chaîner celle-ci avec la meilleure chaîne
calculée jusqu’à présent. Lorsque l’on est à la fin
d’une graine, on a établi la chaîne de meilleur
score se terminant par cette graine. Si cette
chaîne obtient un meilleur score que celui de la
meilleure chaîne rencontrée jusqu’à présent, alors
on met à jour celle-ci.
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Ainsi on va disposer dans un tableau, P , l’ensemble des triplets (pos, type, s),
où s est l’identifiant de la graine, type est soit debut soit fin et pos la position
de type de gs sur la séquence. On trie P selon les positions croissantes, pour des
positions identiques, les positions de type debut précèdent celles de type fin. On
maintient également le score de la meilleure chaîne connue dans une variable, C.
Afin de déterminer le meilleur chaînage on parcourt le tableau trié des positions :
- À chaque début de position d’une graine, celle-ci est chainée avec le meilleur
chaînage déjà calculé. Le score associé à cette graine est mis à jour.
- À chaque position de fin d’une graine, on regarde si le chaînage calculé a un
score supérieur à C. Si c’est le cas la valeur du meilleur chaînage, C, est mise
à jour.
Cet algorithme présente une complexité en O(m log(m)) (O(m log(m)) pour le tri
des positions, O(m) pour le balayage).
2.2.2 Chaînage 2D en Séquences
Avec les avancées technologiques réalisées dans le séquençage, les NGS (« Next
Generation Sequencing »), le nombre de séquences disponibles s’est rapidement ac-
cru ces dernières années. La nécessité d’analyser ces séquences et de comprendre leur
implication, ou non, dans les fonctions cellulaires a joué un rôle moteur dans le dé-
veloppement de techniques de comparaison de séquences. Afin d’inférer les fonctions
d’une séquence une méthode répandue consiste à comparer la nouvelle séquence
identifiée à chacune des séquences d’une base de données de séquences connues. Dès
lors de nombreux algorithmes de comparaison de séquences ont été développés. Le
chaînage 2D est l’une de ces méthodes et consiste à comparer une séquence en en-
trée avec une seconde séquence. Le chaînage est par exemple une méthode pertinente
de comparaison des génomes complets. En effet, aligner deux génomes entièrement
n’est pas envisageable en raison de la longueur des séquences et de la divergence
pouvant exister entre les deux génomes. Un algorithme de chaînage permet ainsi
d’identifier en premier lieu les fragments de génomes communs et compatibles afin
de pouvoir aligner les génomes en fonction de ces fragments. Au cours de cette par-
tie nous poserons donc le problème de comparaison de séquences par chaînage de
fragments, ou graines, communs. Nous focaliserons ensuite cette analyse sur deux
des principaux algorithmes de chaînage 2D. Ceci donnera les bases de l’introduction
du nouvel algorithme hybride que nous présenterons à la fin de cette section.
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Figure 2.28 – Exemple du problème de chaî-
nage 2D avec trois hits, h, h′ et h′′, repré-
sentés par des rectangles. Les chaînes pos-
sibles sont [(h), (h′), (h′′), (h, h′′), (h′, h′′)]. La
meilleure chaîne avec un score de 7 est (h, h′′).
Comme pour le chaînage 1D, le chaînage 2D
repose sur l’identification de graines, ici com-
munes aux deux séquences S1 et S2 à compa-
rer. De telles graines définissent un hit. Formel-
lement, un hit h est défini par cinq éléments
(h.`, h.r, h.t, h.b, h.s) : les quatre premières va-
leurs indiquent que les graines S1[h.`, h.r] (l et
r, pour « left » et « right ») et S2[h.b, h.t] (t et
b, pour « top » et « bottom ») forment un hit,
le score associé à ce hit est la valeur h.s (se ré-
férer à la Figure 2.28). On a alors h.` ≤ h.r et
h.b ≤ h.t. On appelle extrémités de h les coor-
données (h.`, h.b) et (h.r, h.t). Il est possible d’associer un hit à un rectangle dans
le plan de comparaison, où l’axe des x correspond à S1 et l’axe des y à S2.
Soit maintenant H = {h0 . . . hm−1} un ensemble de hits, une chaîne est une
liste ordonnée de hits [h1, . . . , h`] ∪ H telle que hi.r < hi+1.` et hi.t < hi+1.b pour
i = 1, . . . , `. Le score d’une telle chaîne est alors donné par la somme
∑`
i=1 hi.s de
tous les hits qu’elle contient. D’un point de vue géométrique, tout comme les hits,
une chaîne est naturellement incluse dans un rectangle contenant l’ensemble des hits
de la chaîne.
On définit alors le problème du chaînage 2D comme suit :
Définition 12 (Chaînage 2D Optimal)
Soient S1 et S2 deux séquences de longueurs |S1| et |S2| et H = {h0 . . . hm−1} un en-
semble de m hits sur S1 et S2. Trouver le chaînage 2D optimal revient à sélectionner
le sous-ensemble C de H tel que :
- C1 = {(l, r)/∃t, b, s tels que (l, r, t, b, s) ∈ C} est un chaînage 1D valide sur
S1 (idem pour S2)
- pour tout couple (h, h′) ∈ C :
- Si h.l < h′.l, alors h.r < h′.l.
- Si h.b < h′.b, alors h.t < h′.b.
- Si score(C) = ∑h∈C h.s, alors il n’existe pas de chaîne valide C ′ ∪H telle que
score(C ′) > score(C)
Nous allons maintenant présenter deux algorithmes permettant de résoudre le
problème de chaînage 2D optimal. Les algorithmes exposés établissent le score de la
chaîne optimale. Il est possible et facile de les modifier afin qu’ils calculent également
la ou les chaînes optimales.
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Algorithme de Programmation Dynamique du Chaînage 2D de Séquences
Nous présentons ici (voir le pseudo-code 1) un algorithme simple de programma-
tion dynamique. Il permet le calcul, pour deux séquences S1 et S2, d’une matrice de
programmation dynamiqueM de taille |S1|×|S2| telle que, pour tout i ∈ [0, |S1|−1]
et j ∈ [0, |S2| − 1], M [i][j] est le score de la chaîne optimale incluse dans les préfixes
S1[0, i] and S2[0, j].
Il existe une relation de récurrence entre la chaîne optimale sur S1[0, i] et S2[0, j]
et les chaînes optimales de S1[0, k] et S2[0, l] pour k ≤ i et l ≤ j. En effet, si aucun
hit ne se termine en (i, j), alors M [i][j] = max(M [i− 1][j],M [i][j − 1]). Si le hit h
est défini par (h.l, h.r = i, h.b, h.t = j, h.s) alors la chaîne optimale se terminant en
h a pour score h.s+M [h.l − 1][h.b− 1].
Récurrence 2 (Chaînage 2D par Programmation Dynamique)
M [i][j] = max

M [i− 1][j]
M [i][j − 1]
∀h ∈ H t.q. h.r = i et h.t = j
M [h.l − 1][h.b− 1] + h.s
En s’inspirant de la technique classique introduite dans (Hirschberg, 1975), nous
présentons une version qui ne conserve pas l’intégralité de la matrice mais unique-
ment sa dernière colonne. Cela impose d’établir le score de la meilleure chaîne se
terminant par le hit h non pas à la fin de ce hit, (h.r, h.t) mais à son début, (h.l, h.b).
Afin d’éviter un surcoût lors de la recherche des hits se terminant en (i, j), on
utilise la matrice de listes chainées L.
Le point clé se situe dans la définition de S[h] qui contient le score optimal de la
chaîne qui contient h comme dernière graine.
L’initialisation de L se fait en O(n1×n2). Le calcul deM se fait en O(m+n1×n2),
aussi l’algorithme présente une complexité totale en temps de O(m+n1×n2) et une
complexité en mémoire de O(m + n1 × n2). On observe donc que les performances
de cet algorithme dépendent en grande partie de la taille des séquences en entrée.
Nous allons maintenant voir un algorithme dont la complexité dépend uniquement
du nombre de hits à chaîner.
Algorithme par Balayage du Chaînage 2D de Séquence
Nous nous intéressons maintenant à l’algorithme de chaînage par balayage. L’idée
principale consiste à traiter les hits dans leur ordre d’apparition sur la séquence S1,
tout en maintenant à jour une structure de données conservant, pour chaque position
j dans S2, la meilleure chaîne partielle identifiée jusque là et composée uniquement
des hits situés avant la position j.
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Algorithme 1 L’Algorithme de Programmation Dynamique
1 L: une matrice de Listes chaînees de taille n1 × n2
2 S: un tableau de m entiers
3 M : un tableau de n2 entiers
4 Pour tout h dans H Faire
5 Inserer en tete (h, fin) dans L[h.r][h.t]
6 Inserer en tete (h, debut) dans L[h.`][h.b]
7 Pour i allant de 0 à n1
8 gauche = 0
9 basGauche = 0
10 Pour j allant de 0 à n2
11 maxC = 0
12 Pour tout (h, type) dans L[i][j]
13 Si type est debut
14 S[h] = h.s+ basGauche
15 Si type est fin et S[h] > maxC
16 maxC = S[h]
17 basGauche = gauche
18 gauche =M [j]
19 M [j] = max(M [j],M [j − 1],maxC)
20 Retourner M [n2 − 1]
Dans cet algorithme, P conserve toutes les valeurs des extrémités de l’ensemble
des hits et S[s] est le score de la chaîne optimale parmi toutes les chaînes qui se
terminent par le hit h, tout comme dans l’algorithme de programmation dynamique.
Un hit est dit traité lorsque l’entrée (h.r, end, h.s) a elle-même été traitée par la
boucle à la ligne 8. Une chaîne partielle est une chaîne uniquement constituée de
hits traités.
Afin d’assurer l’exactitude de l’algorithme, la structure de données nommée A
doit satisfaire les besoins invariants suivants : si (pos, type, s) est la dernière entrée
de P qui a été traitée, alors A contient une entrée (p, v) si et seulement si la meilleure
chaîne, parmi toutes les chaînes partielles qui appartiennent au rectangle défini par
les positions (0, 0) et (pos, p), est v et correspond à une chaîne se terminant par
le hit h′ tel que h′.t = p. Ceci est assuré par la ligne 16. Cet invariant permet de
retrouver à partir de A (voir ligne 11) le score d’une chaîne optimale partielle qui
peut être étendue par le hit courant h (c’est-à-dire qui se termine sur la séquence S2
avec une position strictement inférieure à h.b puisque l’ordre dans lequel les graines
sont traitées assure que tous les hits précédemment traités ne chevauchent pas le hit
en cours sur la séquence S1.
Du point de vue de la complexité, il est fondamental de s’assurer que sur la ligne
16, le temps requis pour supprimer les c entrées (l’ensemble des entrées de A ayant
une première valeur strictement supérieure à p et inférieure ou égale à p′) est en
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Algorithme 2 Comparaison 2D en séquence : balayage
L’Algorithme par Balayage
1 P : un tableau de 2m triplets (position, type, graine)
2 A: un ensemble de paires (position, score)
3 S: une tableau de m entiers
4 Pour tout h dans H Faire
5 Inserer (h.`, debut, h.s) dans P
6 Inserer (h.r, fin, h.s) dans P
7 Trier P selon le champs position, avec les positions de debut avant lespositions de fin
pour des valeurs identitiques
8 Pour tout (pos, type, s) dans P
9 Si type est debut
10 Extraire de A la paire (p, v) telle que p est la plus grande position strictement
inférieure à h.b
11 S[h] = h.s+ v
12 Si type est fin
13 (p, v) = Extraire de A la plus grande position inférieure ou égale à h.t
14 Si S[h] > v
15 Extraire de A la paire (p′, v′) telle que v′ est le score le plus eleve inferieure ou
égale à S[h]
16 Retirer de A toutes les entrees (p′′, v′′) telles que p < p′′ ≤ p′
17 Inserer (h.t, S[h]) dans A
18 (p, v) = derniere entree de A
19 Retourner v
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O(c log(m)). Si la structure de données implémentée pour A satisfait cette propriété
et supporte les recherches, les insertions, les délétions, en un temps logarithmique,
alors la complexité en temps de cet algorithme est O(m log(m)) ( (Höhl et al., 2002)
discute de telles structures de données). Parmi les structures possibles, on pourra
utiliser un arbre de type AVL. À noter, le tri initial de P prend également un temps
en O(m log(m)). Du point de vue mémoire, la complexité de l’algorithme est linéaire.
On observe ici que la complexité totale de l’algorithme par balayage dépend
uniquement du nombre de hits à traiter et est indépendante de la taille des séquences
en entrée.
2.2.3 Algorithme Hybride de Chaînage 2D en Séquences
Nous allons maintenant nous intéresser à la combinaison de ces deux principes
afin de bénéficier des avantages de chacun d’eux. En effet, théoriquement le nombre
de hits m peut être quartique et il peut ainsi arriver que O(m logm) soit supérieur
à O(m + n1 × n2). Une approche naïve consisterait alors à comparer m + n1 ×
n2 et m logm afin de décider quel algorithme employer. Outre le fait qu’une telle
comparaison ne permettrait pas d’obtenir de façon certaine la meilleure performance
(du fait des constantes dans les complexités), il peut arriver que la densité des hits
varie en fonction de la position sur la séquence. Ce qui suggère que, dans les régions
présentant une forte densité de hits, il serait plus efficace d’employer l’algorithme
de programmation dynamique, alors que dans les régions de faible densité en hits,
l’algorithme par balayage serait plus efficient. De plus, dans le cas de l’algorithme
par balayage, les hits sont traités dans leur ordre d’apparition sur la séquence S1,
ce qui est également l’ordre respecté par l’algorithme dynamique pour remplir les
colonnes de la matrice de programmation dynamique. Ainsi, les hits sont analysés
dans le même ordre par les deux méthodes. Ce qui soulève la question à laquelle nous
allons répondre dans cette section ; peut-on calculer une chaîne optimale en traitant
les hits dans l’ordre de l’algorithme dynamique et de l’algorithme par balayage en
alternant entre l’équation classique de programmation dynamique et l’approche par
balayage en fonction de la densité de hits à la position courante sur S1 ?
Avant d’établir les principaux résultats de cette section, nous introduisons d’abord
la notion d’instance compacte.
Une instance du problème de chaînage est dite compacte si chaque position de S1
ou S2 contient au moins une extrémité de hit. Si une instance n’est pas compacte,
alors il existe une unique instance compacte obtenue en supprimant de S1 et S2
toutes les positions qui ne contiennent pas une extrémité de hit. Cette instance
compacte mène aux séquences S ′1 et S ′2 de tailles respectives |S ′1| = n′1 et |S ′2| = n′2.
La mise à jour des extrémités des hits selon les séquences S ′1 et S ′2 genère un jeu H′
de hits. Dès lors, on dénote par (S ′1, S ′2,H′) une instance compacte de (S1, S2,H).
Dans un deuxième temps, on définit pour une position p de S1 la densité d’ex-
trémité Kp comme le nombre d’extrémités de hits en cette position. Si on appelle P 1
l’ensemble des positions de S ′1 dont le nombre d’extrémités est strictement supérieur





2 les n′1 − |P 1| positions de S ′1 restantes, alors la complexité en temps
de l’algorithme hybride que nous allons présenter est
O
m+ min(m logm,n1) + min(m logm,n2) + ∑
p∈P 1





De manière intuitive notre algorithme hybride prend pour point d’appui l’ins-
tance compacte du problème, et complète la matrice de programmation dynamique
pour cette instance compacte en décidant pour chaque colonne de la matrice (c’est-
à-dire pour chaque position de S ′1) de la remplir à l’aide de l’équation de program-
mation dynamique ou au contraire avec l’algorithme glissant, en se basant sur la
densité d’extrémités.
Problème de Compaction




Lemme L’instance compacte (S ′1, S ′2,H′) peut être calculée en
O (m+ min(m logm,n2) + min(m logm,n1)) en temps et O(m+n1+n2) en espace.
La preuve de ce lemme est simple, et nous n’entrerons pas dans les détails. Le
principe consiste à traiter S1 puis S2 pour éliminer, et ce dans chaque séquence,
les positions qui ne contiennent aucun bord de hit. Supposons que nous traitions
S1. Si m logm ≤ n1, alors il est seulement nécessaire de classer les extrémités des
hits, de regrouper les extrémités possédant la même valeur et de renommer chaque
extrémité par le nombre de groupes qui la précède, lorsqu’ils sont classés, plus un. Si
m logm > n1, alors dans ce cas il est seulement nécessaire de commencer par détecter
les positions de S1 qui ne sont pas des extrémités de hit, en O(m+n1) en temps, de
marquer ces positions puis de renommer les positions dont la densité est supérieure
à zéro, en O(n1) en temps. Enfin, pour terminer, on renomme les extrémités des hits
en fonction des nouvelles étiquettes des positions sur S1, en O(m) en temps.
Ainsi, l’utilisation de l’algorithme de programmation dynamique sur l’instance
compacte présente une complexité de
O (m+ min(m logm,n1) + min(m logm,n2) + n
′
1 × n′2) en temps et O(m+n1 +n2)
en espace.
À partir de maintenant, on suppose que l’instance compacte a été calculée et
qu’elle constitue l’instance considérée.
Choix de l’Algorithme : par Balayage ou par Programmation Dynamique
Nous abordons ici l’idée principale de cet algorithme hybride. Le principe repose
sur le traitement des hits dans le même ordre que dans l’algorithme par balayage-soit
en utilisant une boucle qui itère de l’indice 0 à l’indice n′1 − 1, une caractéristique
commune aux deux algorithmes, par balayage et de programmation dynamique.
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Pour traiter un hit, dont une extrémité sur S ′1 est à la position i, on utilise : soit les
équations de programmation dynamique, soit le principe d’algorithme par balayage.
La décision concernant l’approche à adopter doit être prise en fonction de la densité
(c’est-à-dire du nombre d’extrémités de hits) à la position i de S ′1 qui correspond à
la colonne analysée. D’où les conditions nécessaires suivantes :
- Lorsque l’on utilise l’approche par programmation dynamique, il est possible
d’avoir accès à la colonne précédente de la table de programmation dyna-
mique.
- Lorsque l’on utilise l’approche par balayage, il est possible d’avoir accès à une
structure de données permettant de répondre aux mêmes requêtes qu’avec la
structure de données A de l’algorithme par balayage.
Afin de respecter ces conditions, nous introduisons une nouvelle structure de don-
nées.
Une structure de données hybride Pour permettre de faire appel à chacune
des deux approches mises en oeuvre, nous introduisons une structure de données
B qui est principalement un tableau de n′2 entrées complété par un arbre binaire
équilibré. De manière plus formelle, considérons un tableau B de n′2 entrées, tel que
B[i] contient un score de chaînage et satisfait la condition suivante : Si h est le
dernier hit traité, pour tout i = 1, . . . , h.r, B[i] ≥ B[i− 1]. Ce tableau est complété
par une structure d’arbre binaire équilibré dont les feuilles sont les entrées de B
et les noeuds internes sont étiquetés de manière à satisfaire l’invariant suivant : un
noeud x a pour étiquette la valeur de l’étiquette maximale prise parmi l’ensemble
de ses deux fils droit et gauche.
On note B cet arbre binaire. Cette structure de données est utilisée de manière
similaire à la structure de données A de l’algorithme par balayage ; il permet de
répondre aux questions suivantes : soit 0 ≤ p ≤ n′2, on cherche le score optimal
d’une chaîne partielle dont le dernier hit h vérifie h.t ≤ p.
Nous allons maintenant décrire comment implémenter cette structure de données
dans un tableau. Soit b le plus petit entier tel que n′2 ≤ 2b. On encode alors B dans
un tableau de taille 2b+1, dont le préfixe de taille 2b − 1 contient les étiquettes des
noeuds internes de l’arbre binaire, ordonnées d’abord selon un parcours en largeur,
alors que les entrées de B (voir la Figure 2.29) sont conservées dans le suffixe de
taille n′2 du tableau. Ainsi B[0] correspond à la racine de l’arbre binaire, B[1] est le
fils gauche de cette racine et B[2] est son fils droit. Également B[2b], qui correspond
à B[0], est le fils le plus à gauche de l’arbre et B[2b + n′2 − 1], qui correspond à
B[n′2 − 1], est le fils le plus à droite de l’arbre.
Cet encodage nous permet d’obtenir facilement et en temps constant le fils
gauche, le fils droit, le parent et le fils le plus à droite d’un noeud interne x. Dans un
tel cas, le fils le plus à droite de x est la feuille atteinte après avoir suivi le chemin
issu de x et ne passant que par les arêtes menant à des fils droits. En effet, pour le
noeud à la position x du tableau, si x >= 2b − 1, x est une feuille. Sinon, soit y le
plus grand entier tel que 2y ≤ x+ 1 et soit z = x− 2y + 1 :
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.................
0 1 2 3 4          n2'
0 1 2 3 4 5 6 2-1 2 2+1 2+2 2+2 2+m-1b b b b b b
0 5 4 1 0 2020184205 520B:
Figure 2.29 – Encodage de l’arbre binaire B dans un tableau.
- filsGauche(x) : le fils gauche de x est 2y+1 − 1 + 2 ∗ z
- filsDroit(x) : le fils droit de x est 2y+1 − 1 + 2 ∗ z + 1
- parent(x) : si x vaut zéro, x est la racine (retourne −1), sinon son parent est
2y−1 − 1 + | z
2
|
- filsLeP lusADroite(x) : le fils le plus à droite de x est 2b−1+2b−z∗(z+1)−1
L’algorithme par balayage et la structure de données hybride Pour mettre
à jour la structure de données, lorsqu’un hit h a été traité selon l’approche par ba-
layage, nous utilisons la fonction fixerScore (voir l’Algorithme 3), avec les para-
mètres p = h.t et score = S[h]. Il est alors évident que, si toutes les modifications de
B sont réalisées grâce à la fonction fixerScore, alors les deux conditions nécessaires
à B sont satisfaites. De plus, il est également clair que la recherche du meilleur score
de chaîne partielle se terminant sur S ′2, à une position strictement inférieure à p,
peut être résolue par la fonction meilleursScore décrite dans l’Algorithme 4. Cette
fonction constitue une simple recherche dans un arbre binaire.
Algorithme 3 Calcul du score de chaînage à la position p.
1 fixerScore(B, p, score) :
2 index = 2b − 1 + p // on debute à partir de la feuille correspondant à p
3 Tant que index! = −1 && B[index] < score
4 B[index] = score
5 index = parent(index)
La complexité en temps des deux algorithmes fixerScore et meilleurScore est
en O(log(n′2)) puisque l’arbre binaire est équilibré.
Maintenant, il est possible d’implémenter l’algorithme par balayage sur une ins-
tance compacte en utilisant la structure de données B. Pour cela, dans l’algorithme
par balayage de chaînage 2D, il suffit :
- de remplacer les instructions à la ligne 11 par un appel à la fonction
meilleurScore(B, s.b).
- de remplacer le bloc d’instructions aux lignes 13-17 par la fonction
fixerScore(B, S[s])
- de lire le score de la chaîne optimale sur l’étiquette de la racine de l’arbre
binaire
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Algorithme 4 Recherche du meilleur score de chaînage pour une chaîne partielle
terminant strictement sous la position p.
1 meilleursScore(B, p) :
2 Soit b le plus petit entier t.q. n′2 ≤ 2b
3 maxScore = 0
4 noeudCourant = 0 // le noeud racine
5 indexOfP = 2b − 1 + p
6 Tant que filsLeP lusADroite(noeudCourant) > indexOfP
7 gauche = filsGauche(noeudCourant)
8 Si filsLeP lusADroite(gauche) >= indexOfP// deplace gauche
9 noeudCourant = gauche
10 Sinon // deplace droite
11 maxScore = max(maxScore,B[gauche])
12 noeudCourant = filsDroit(noeudCourant)
13 retourner max(maxScore,B[noeudCourant])
La complexité des opérations réalisées sur B est logarithmique et dépend de n′2, qui
est inférieur ou égal à m. La complexité finale est donc de O(m log n′2).
L’algorithme par programmation dynamique et la structure de données
hybride Inversement, nous pouvons implémenter l’algorithme de programmation
dynamique avec la structure de données B en utilisant B comme la colonne courante
de la matrice de programmation dynamique -i.e. si la position de S ′1 en cours de
traitement est i, B[j] est le score de la meilleure chaîne partielle inclue dans le
restangle défini par (0, 0) et (i, j)- sans mettre à jour les noeuds internes de l’arbre
binaire.
L’approche Balayage/Dynamique avec la structure de données hybride
Ainsi, soit un algorithme hybride qui repose sur la structure de données B, lorsque
l’on change d’approche algorithmique (de l’algorithme par balayage au dynamique
ou inversement), la structure de données B doit demeurer cohérente pour l’approche
en cours d’application puis elle doit être mise à jour pour devenir cohérente pour
l’approche suivante.
Ainsi lorsque l’on passe de l’algorithme de programmation dynamique à l’algo-
rithme par balayage (soit lorsque l’on utilise l’approche par balayage à la position i
alors que l’approche par programmation dynamique a été appliquée pour la position
i−1), B[j] (j = 0, . . . , n′2−1) est le score optimal de la chaîne partielle du rectangle
défini par (0, 0) et (i − 1, j). Nous désirons également mettre à jour B de manière
à ce que la valeur de l’étiquette de tout noeud interne x de l’arbre binaire soit la
valeur maximale prise parmi ses deux fils. Comme B représente les feuilles de l’arbre
binaire, cette mise à jour peut être opérée au cours d’un parcours post-fixe de l’arbre
binaire, soit avec une complexité de O(n′2).
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Lorsque l’on passe de l’algorithme par balayage à l’algorithme de programmation
dynamique (soit lorsque l’on utilise l’approche de programmation dynamique à la
position i alors que l’approche par balayage a été appliquée pour la position i− 1),
pour toute chaîne optimale partielle incluse dans (0, 0) et (i − 1, n′2 − 1) et dont
le dernier hit est h, nous avons le score de cette chaîne dans la feuille B[h.t]. Cela
provient directement de la manière dont les étiquettes sont ajoutées dans l’arbre
binaire par la fonction fixerScore. Pour mettre à jour B, nous avons besoin en
réalité que B[j] contienne le score optimal d’une chaîne partielle dont le dernier hit
se termine au plus à la position j. Dans cette optique, la fonction de mise à jour
nécessite seulement d’affecter à B[j] la valeur max(B[j − 1],B[j]) pour j allant de 1
à n′2 − 1. Cette opération se fait en O(n′2).
Ainsi, mettre à jour la structure de données B de l’algorithme par balayage à
l’algorithme dynamique ou inversement, de l’algorithme dynamique à l’algorithme
par balayage, peut être fait en O(n′2). On appelle actualiser la fonction permettant
cette mise à jour.
Choix de l’algorithme par balayage ou dynamique selon la densité en hits
Avant d’introduire notre algorithme hybride, il est nécessaire d’expliciter un point
clef important : Comment choisir le modèle (algorithme par balayage ou algorithme
dynamique) à employer lorsque l’on traite les hits présentant une extrémité à la
position étudiée sur S1, appelée i. Soit Ki, le nombre de hits h telles que h.` = i
ou h.r = i. Lorsque l’on utilise l’approche dynamique, le coût de la mise à jour de
B (soit de calculer la colonne i de la matrice de programmation dynamique) est en
O(n′2 + Ki). Avec l’algorithme par balayage, le coût de la mise à jour de B est en
O(Ki log n′2).
D’où, si Ki > n
′
2
logn′2−1 , le coût asymptotique de l’approche dynamique est meilleur
que le coût asymptotique de l’approche par balayage ; Alors que l’on observe le
phénomène inverse si Ki ≤ n
′
2
logn′2−1 . Par conséquent, on conserve dans un tableau C
de taille n′1 l’information DP ou LS selon que la position correspondante sur S ′1 doit
être traitée suivant l’approche par programmation dynamique ou par balayage. Le
calcul de C se fait en O(m).
Cette dernière observation conduit à l’algorithme hybride final (voir l’Algo-
rithme 5).
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Figure 2.30 – Application de l’algorithme hybride à un exemple de six graines. (a) Représentation des graphique
de cinq graines : {(0, 2), (1, 1), (2, 2), (3, 3), (4, 3), (5, 4)}. (b) Initialisation de l’arbre binaire et du tableau des
feuilles de cet arbre. (c) Arbre binaire après le traitement par balayage de la position 1. (d) Transition traitement
par balayage traitement dynamique et état du tableau des feuilles après le traitement de la position 2. (e) Arbre
binaire après traitement de la position 3. (f) Arbre final après traitement de la position 4. La racine de l’arbre donne
le score maximal de chaînage. Chacune des étapes est accompagnée du tableau de scores.
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Algorithme 5 Un algorithme hybride pour le problème de chaînage 2D de hits.
1 //Calcul de l’instance compacte (S′1, S′2,H′)
2 L: un tableau de n′1 × n′2 de listes chainées
3 C: un tableau binaire de taille n′1
4 //Calcul de C
5 Pour tout h dans H′ faire
6 Si C[h.r] est DP → inserer devant (h, fin) dans L[h.r][h.t]
7 Sinon → inserer devant (h, fin) dans L[h.r][0]
8 Si C[h.`] est DP → inserer devant (h, debut) dans L[h.`][h.b]
9 Sinon → inserer devant (h, debut) dans L[h.`][0]
10
11 B: un arbre binaire de n′2 feuilles (tous les noeuds sont initialisés avec la valeur zero)
12 S:un tableau d’entiers de taille m
13 B: fait référence aux n′2 feuilles de B
14 Pour i allant de 0 a n′1 − 1
15 Si C[i] 6= C[i− 1]
16 actualiser(B)
17 Si C[i] est DP
18 gauche = 0, basGauche = 0
19 Pour j allant de 0 à n′2 − 1
20 maxC = 0
21 Pour tout (h, type) dans L[i][j]
22 Si type est debut
23 S[h] = h.s+ basGauche
24 Si type est fin et S[h] > maxC
25 maxC = S[h]
26 basGauche = gauche, gauche = B[j]
27 B[j] = max(B[j],B[j − 1],maxC)
28 Sinon // C[i] est LS
29 Pour tout (h, type) dans L[i][0]
30 Si type est debut
31 S[h] = h.s+meilleursScore(B, h.b)
32 Si type est fin
33 fixerScore(B, h.t, S[h])
34 Si C[n′1 − 1] est DP → retourner B[n′2 − 1]
35 else → retourner la valeur de la racine de B
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Complexité en Temps et en Espace
En terme de complexité en espace, du faite de la matrice de listes chainées L,
l’Algorithme 5 est en O(m + n′1 × n′2) . Cependant, de même que nous calculons
la matrice de score sur une seule colonne, il est possible d’utiliser une seule liste
chainée mise à jour au début de la boucle principale (ligne 14). Ainsi, la complexité
en espace de l’algorithme n’est plus que de O(m+ n′1 + n′2).
Nous nous intéressons maintenant à la complexité en temps de cet algorithme
hybride. Si la position i de S ′1 est étiquetée comme DP, le coût de mise à jour de la
colonne est O(n′2+Ki). Si C[i] est LS, le coût du calcul des scores des chaînes à cette
position est O(Ki log n′2) (lignes 28–33). Donc, si nous appelons P 1 l’ensemble des
positions sur S1 pour lesquelles nous utilisons l’approche dynamique (DP), P 2 l’en-
semble des positions de S ′1 pour lesquelles nous employons l’algorithme par balayage









Nous avons alors |P 1| + |P 2| = n′1, ∀p ∈ P 1 : Kp > n
′
2
logn′2−1 et ∀p ∈ P
2 : Kp ≤
n′2
logn′2−1 . De plus, la mise à jour de la structure de données B lors du passage de
l’approche progressive à l’approche dynamique ou inversement (ligne 16) est réalisée







, et peut donc être intégré, asymptotiquement, au coût
des traitements des positions de P 1.
L’algorithme hybride complet (compaction incluse) calcule le score d’une
chaîne optimale avec une complexité en temps :
O
m+min(m logm,n1) + min(m logm,n2) + ∑
p∈P 1






et une complexité en espace :
O(m+ n1 + n2).
Théorème 1 [ Algorithme hybride ]
Pour conclure cette analyse de complexité, nous montrons que l’algorithme hy-
bride est au moins aussi performant que les deux algorithmes dont il s’inspire, à
savoir l’algorithme par balayage et l’algorithme de programmation dynamique.
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De l’Équation (2.1), nous pouvons déduire que, si P 1 = ∅, la complexité en temps
de l’algorithme devient
O(m+ min(m logm,n1) + min(m logm,n2) + log n
′
2m)
Ce qui, dans le pire des cas, comme n′2 = min(n2,m), revient à la complexité en
temps de l’algorithme par balayage.
Maintenant, si P 1 6= ∅, pour chaque position i de P 1, nous savons que le coût de
mise à jour de B et du traitement de i par l’algorithme de programmation dynamique
n’est pas pire que par le traitement avec l’algorithme par balayage pour une valeur
Ki choisie. Cela garantit une performance de l’algorithme hybride au moins égale
aux performances de l’algorithme par balayage.
On considère maintenant l’algorithme de programmation dynamique. De nou-
veau, à partir de l’Équation (2.1), si P 2 = ∅, la complexité devient
O(m+ min(m logm,n1) + min(m logm,n2) + n
′
1 × n′2)
Ce qui est au plus égal à la complexité de l’algorithme de programmation dynamique
original puisque n′1 = min(n1,m) et n′2 = min(n2,m).
Comme ci-dessus, si on suppose maintenant que P 2 6= ∅, alors nous savons que le
coût de traitement des positions de P 2 par l’algorithme par balayage n’est asymp-
totiquement pas pire que leur traitement par l’algorithme de programmation dyna-
mique. Le coût de mise à jour de B lors de la permutation de l’algorithme dynamique
avec l’algorithme par balayage peut être intégré au coût asymptotique de la partie
avec l’algorithme dynamique. Cela souligne que l’algorithme hybride n’est, asymp-
totiquement, pas pire que l’algorithme de programmation dynamique pure.
2.3 Deux Principaux Filtres d’Alignement
Nous venons de voir l’approche par chaînage qui permet rapidement de comparer
deux séquences une fois un ensemble de hits établi. Le résultat du chaînage peut
servir de base à un algorithme de type alignement contraint par les hits constituant la
chaîne optimale, ce qui permet d’affiner la comparaison. Aussi un élément important
de cette approche est la recherche des hits. L’ensemble constitue ce que l’on appelera
un filtre. Les travaux que nous développerons dans le chapitre 3 reposent sur ce
schéma méthodologique.
Pour clore ce chapitre nous allons voir deux des filtres les plus utilisés pour
l’analyse de séquences, à savoir l’algorithme FastA et l’algorithme BLAST.
2.3.1 Algorithme FastA
A l’origine David J. Lipman et William R. Pearson développèrent en 1985 (Lip-
man and Pearson, 1985) un programme de recherche de similarités entre deux sé-
quences protéiques (protéine vs protéine) noté FAST-P. La possibilité de comparer
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des séquences nucléiques (ADN vs ADN), version FAST-N du programme, mais éga-
lement la possibilité de rechercher des similarités entre séquences nucléiques et pro-
téiques (ADN traduit vs protéine) ont alors été ajoutées lors d’améliorations (Pear-
son and Lipman, 1988). Le programme FastA pour FAST-All est alors une extension
des programmes précédents et fonctionne sur les deux alphabets protéique et nu-
cléique. Dans cette amélioration du programme une nouvelle méthode de calcul du
score est également apportée. Actuellement FastA est une suite de programmes d’ali-
gnements (prot/prot, ADN/ADN , prot/ADN traduit avec prise en charge des six
phases de lecture) et inclut des algorithmes de recherche par traduction et le pro-
gramme SEARCH qui est une implémentation de l’algorithme de Smith-Waterman.
Cette suite de programmes a pour objectif de mettre à disposition des méthodes de
calcul de statistiques de similarité pour juger de la pertinence des alignements. Il
est intéressant de noter que le format de fichier FastA utilisé comme fichier d’entrée
pour la suite FastA est devenu par sa très large utilisation un format standard. Ce
format est également utilisé par d’autres programmes de comparaison, d’alignements
de séquences et de recherche de séquences dans des bases de données.
FastA utilise des alignements locaux afin d’identifier, dans une base de données,
un ensemble de séquences cibles similaires à la séquence en entrée. Pour cela il
suit une heuristique de recherche des correspondances de groupes d’acides aminés
(respectivement nucléotides) consécutifs de longueur k ou k-mer.
Définition 13 (k-mer)
Soit une séquence S de longueur |S| = n, un k-mer est une séquence de longueur k
sur S où k ≤ n. Un k-mers est donc un facteur de longueur k. Dans la séquence S
il y a donc n− k + 1 k-mer (dont certains peuvent être identiques).
Dans un premier temps, l’ensemble des k-mers communs entre la séquence en
entrée et chacune des séquences de la base de données, ou séquences cibles, est
identifié. Après une suite de traitements sur ces k-mers communs que nous allons
détailler par la suite, il résulte un ensemble de contraintes entre l’entrée et certaines
des cibles. Ces contraintes sont utilisées dans une variante de l’algorithme de Smith-
Waterman pour calculer les alignements finaux. La longueur k permet de contrôler
la sensibilité et la rapidité de la comparaison : plus k est grand plus le nombre de
résultats décroît mais plus la rapidité du programme augmente. Le choix de la valeur
de k est alors un compromis entre vitesse et sensibilité.
Le filtre FastA se découpe en cinq étapes, détaillées ci-après :
1 Recherche des k-mers entre deux séquences.
2 Identification des régions de diagonale.
3 Association de scores aux meilleurs régions à l’aide d’une matrice de substi-
tution. On note les meilleures « régions initiales » INIT1.
4 Chaînage de plusieurs « régions initiales ». On obtient INITN.
5 Alignement final à l’aide d’un algorithme proche de Smith-Waterman.
















Calcul des scores avec une matrice PAM.








Rapprochement des segments avec gap








Calcul de l'alignement optimal
par programmation dynamique
Figure 2.31 – Principe de l’algorithme FastA.
(i) Recherche des k-mers
L’idée de cette première étape provient du fait que, dans la plupart des cas, les
séquences homologues contiennent au moins quelques segments, plus ou moins longs,
identiques.
Dans un premier temps, l’utilisateur choisit une valeur pour le paramètre k. Au
cours de la première étape de l’heuristique, on identifie les motifs de longueurs k
comme suit. FastA identifie les paires (i, j) telles que le motif de longueur k, que
nous appellerons ici k-mer, débutant à la position i sur la séquence requête S1 est
parfaitement identique au k-mer débutant à la position j sur la séquence cible S2.
Une telle paire correspond à un hit (appelée « hot spot » dans la terminologie FastA).
Par défaut FastA utilise des k-mers de taille 2 pour les acides aminés et de taille
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6 pour les acides nucléiques. Des valeurs plus élevées de k-mers accroissent la vitesse
(moins de k-mers sont pris en considération dans les étapes suivantes) et la précision
mais affecte la sensibilité.
L’objectif ici est de pouvoir identifier tous les k-mers communs entre la séquence
en entrée et un ensemble de séquences en un temps indépendant de la taille de cet
ensemble. Cela est rendu possible grâce à l’utilisation d’index (comme une table de
hachage par exemple). A l’issue de cette étape, seules les séquences présentant un
certain nombre de k-mers communs avec la séquence en entrée sont analysées par la
suite.
(ii) Identification des régions de diagonales
On définit une diagonale comme l’ensemble des couples de positions (i, j) telles
qu’il existe une constante c ∈ Z, telle que i − j = c. Ainsi, deux hits (i, j) et (u, v)
appartiennent à la même diagonale si et seulement si i− j = u− v.
Cette diagonale peut être visualisée dans une matrice « dot plot ». Pour deux
séquences S1 et S2 de longueurs n1 et n2, on peut considérer une matrice de taille
n1×n2 telle que toute coordonnée (i, j) de cette matrice prend la valeur 1 s’il existe
un hit pour lequel la position i de S1 est associée à la position j de S2 et 0 sinon
(voir Figure 2.31).
FastA procède à l’identification de régions de diagonales à forte similarité. Une
région se caractérise par une triplet (i, j, l) correspondant à l’association de S1[i, i+l]
et S2[j, j + l], elle débute et se termine nécessairement par un hit. Un score calculé
comme la somme de scores position par position est associé à chaque région. Les 10
meilleurs régions sont conservées. On note que plusieurs régions peuvent appartenir
à une même diagonale.
(iii) Affinage du score des régions
Chacune des dix régions sélectionnées au cours de l’étape précédente contient
au moins un hit. Chacun de ces alignements contient à la fois des appariements
(appartenant aux hits) et des mésappariements (appartenant aux fragments entre
les hits) ; mais ils ne contiennent pas d’INDEL puisque les hits constitutifs de la région
appartiennent à la même diagonale. Le score de chacune des 10 meilleures régions
est calculé à nouveau mais à l’aide d’une matrice de scores appliquée aux hits de
la diagonale. Pour chaque région, la sous-région de score maximal est conservée et
notée INIT1.
(iv) Chaînage des régions initiales
Au cours de cette quatrième étape FastA tente de combiner les meilleures régions,
soit celles calculées précédemment et telles que leur score soit supérieur à un seuil
(qui peut être spécifié par l’utilisateur). Cette étape prend en compte les indels.
Pour cela, FastA utilise un algorithme de chaînage de séquences tel que décrit à la
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section 2.2.2, en intégrant un coût de gap proportionnel à l’espace séparant deux
régions chaînées.
Par conséquent, deux régions initiales peuvent être chaînées si elles ne se che-
vauchent pas sur les séquences. Ces nouvelles associations intégrant les INDEL sont
appelées INITN.
(v) Alignement avec Smith-Waterman
Pour terminer, en outre de INITN, FastA calcule un score d’alignement local
alternatif. À partir de la région de meilleur score INIT1, FastA sélectionne une
diagonale de largeur c centrée sur la diagonale comprenant cette région (par exemple,
dans le cas des protéines avec une longueur de 2 pour les k-mers c = 16). FastA
utilise alors une version de l’algorithme de Smith-Waterman restreint à la diagonale
de largeur c. Le score d’alignement obtenu ici est noté OPT.
Même si l’algorithme FastA développé en 1988 a permis d’augmenter la rapidité
des recherches de similarités dans les banques de données d’un facteur 10, cela est au
détriment de la sensibilité des algorithmes de programmation dynamique capables
d’identifier l’alignement local optimal entre deux séquences.
2.3.2 Algorithme BLAST
Développé au NCBI (National Center for Biotechnology Information) par Ste-
phen Altschul en 1990, BLAST (Altschul and al, 1990), pour Basic Local Alignment
Search Tool, est une méthode de recherche heuristique de régions similaires et d’ali-
gnement des régions homologues entre deux ou plusieurs séquences d’acides aminés
ou de nucléotides. Cette méthode permet ainsi de retrouver rapidement dans une
base de données les séquences similaires à une séquence requête, soit des séquences
ayant des relations fonctionnelles ou évolutives et pouvant appartenir à une même
famille de gènes.
Presque immédiatement après sa sortie, BLAST est devenu l’outil de recherche
de séquences dans une base de données le plus utilisé. Cela s’explique en partie par
sa rapidité et par le fait qu’il propose une liste ordonnée des résultats où chaque
résultat est accompagné d’une estimation statistique de la significativité du résultat
(soit la probabilité qu’un match de cette valeur ou de valeur supérieure soit retrouvée
avec une séquence générée aléatoirement).
BLAST permet d’identifier les régions, sans gap, de plus haut score de similarité
entre deux séquences, à l’aide d’une matrice de score sur l’alphabet considéré. Des
alignements présentant quelques gaps peuvent être créés suite au chaînage des ré-
gions similaires identifiées ci-avant. Le filtre BLAST se base alors sur les définitions
de hit (ou segment pairs), hit local maximal (ou LMSP, Locally Maximal Segment
Pairs) et de hit maximal (ou MSP, Maximal Segment Pairs).
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Définition 14 (hit local maximal & hit maximal)
Soient deux séquences S1 et S2. Un hit local maximal, est un hit dont le score d’ali-
gnement (sans gap) décroît si l’on étend ou si l’on réduit le hit d’un coté ou de
l’autre. Un hit maximal est un hit de score maximal sur S1 et S2.
L’algorithme BLAST se déroule en trois étapes principales. Tout comme pour
l’algorithme FastA les premières étapes ont pour but de localiser rapidement les
régions de similarité sans gap entre la séquence en entrée et chacune des séquences
de la base de données. Pour cela une analyse de similarité des résidus est réalisée
en comparant tous les k-mers de chaque séquence. Les séquences présentant un
hit maximal supérieur à une valeur seuil C (déterminée par un théorème 2) sont
conservées. Ainsi toutes les séquences de score supérieur à C sont considérées comme
« significatives » et sont conservées. Blast présente également les séquences sans
hits maximaux supérieur à C mais qui possèdent plusieurs hits maximaux dont la
combinaison est statistiquement significative. De telles séquences sont identifiées par
chaînage des hits maximaux.
mots de taille k
Séquence requête Q
}liste des motsde longueur ket de scoresupérieur à t
Construction
     d'une liste de
          mots similaires
Identification 
de tous les 
mots identiques
dans la banque
séquences de la banque
Pour chaque hit
extension gauche et
droite tant que l'écart
au score maximal n'est
pas supérieur au seuil
donné.
Figure 2.32 – Principe de l’algorithme BLAST.
2. Ce théorème identifie la plus petite valeur de C pour laquelle un MSP de score supérieur à
C ne peut pas être obtenu de manière aléatoire dans aucune base de données.
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(i) Prétraitement de la séquence requête-indexation
Dans un premier temps tous les k-mers de longueur k sur l’alphabet de la sé-
quence sont générés (par exemple si k=2 sur l’alphabet des acides aminés il y a
441 mots et sur l’alphabet des acides nucléiques il y a 16 mots) et chaque k-mer de
la séquence est comparé à l’ensemble exhaustif des k-mers générés. Chaque k-mer
à chaque position de la séquence requête est associée la liste des k-mers ayant un
score de similarité supérieur à une valeur seuil fixée, on parle de « mots voisins ».
(ii) Génération des hits
Suite à la première étape, chaque position de la séquence requête Q est représen-
tée par la liste de mots voisins qui lui est associée. Comparer Q avec une séquence
T de la banque de données consiste à comparer chaque k-mer de T avec chaque liste
de toutes les positions de Q. Dès qu’un k-mer de T est similaire à l’un des k-mers
d’une liste de Q les positions sont enregistrées comme un hit.
Tous les hits entre la séquence requête et chacune des séquences de la banque de
données sont alors calculés.
(iii) Extension des hits
Afin de déterminer si chaque hit n’est pas inclu dans un hit ayant un score de
similarité plus élevé, une extension sans gap de chacun de ces hits est réalisée par
BLAST afin d’obtenir des hits maximaux locaux. Pour cela chaque hit est étendu de
part et d’autre du k-mer. L’extension est interrompue dès que le score diminue d’une
valeur w fixée par l’utilisateur par rapport au meilleur score d’alignement obtenu.
Ainsi toute extension aboutissant à un segment de similarité de score supérieur
ou égal à un seuil l, également fixé au préalable par l’utilisateur, est conservé et
noté HSP (High scoring Segment Pair). Parmi tous les HSP identifiés entre deux
séquences celui présentant le plus haut score de similarité est identifié comme étant
le MSP (Maximal Segment Pair) ou hit maximal.
Ainsi l’heuristique BLAST recherche les segments les plus similaires entre une
séquence requête et les séquences d’une base de données. Ne prenant en compte que
les similarité sans gap, BLAST peut alors être moins sensible que FastA. Cepen-
dant une p-value peut être associée au score d’un hit maximal. Elle représente la
probabilité qu’il existe au moins un hit maximal obtenu lors de la comparaison de
deux séquences aléatoires de même longueur et même composition dont le score est
supérieur ou égale à celui du hit maximal obtenu lors de la comparaison des vraies
séquences.
(iv) Arrangement compatible des HSP
Dans le cas où deux séquences présentent plusieurs HSP, celles-ci sont ordonnées
sur les séquences et seules les HSP compatibles sont alors sélectionnées pour calculer
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la nouvelle valeur de score. Soit un HSP i de milieu (xi, yi) et un HSP j de (xj, yj), i
et j sont convenablement ordonnés si xi < xj et yi < yj (Karlin and Altschul, 1993).
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Figure 2.33 – Architecture des deux filtres analysés et architecture commune extraite de leur analyse et servant
de support au filtre décrit dans le Chapitre 3.
Les deux filtres présentés, à savoir FastA et BLAST, présentent une architecture
similaire (voir Figure 2.33). Leur approche consiste à identifier les motifs, ou graines,
constitutifs de la séquence requête et de les comparer à ceux identifiés, possiblement
au cours d’une étape préliminaire, au sein des séquences d’une base de données. Les
séquences présentant des graines communes avec la séquence requête sont sélection-
nées, on parle alors de hits. Ces hits peuvent alors être chainés ou combinés afin
d’en extraire une ancre composée de hits compatibles. Ce type d’approche est celui
suivi par le filtre présenté dans le Chapitre 3 qui suit.
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Chapitre 3
Filtrage de structures arborescentes
et indexation rapide pour la
recherche dans les bases de données
Actuellement la taille des bases de données croit rapidement, comme le montre
entre autre l’évolution de la taille de la Rfam (Figure 1.24). Il est donc nécessaire de
développer des algorithmes de filtrage des bases de données et de chaînage efficaces
pour les ARN.
Dans un premier temps nous présenterons les différentes modélisations possibles
de structures secondaires d’ARN. Puis, nous exposerons le problème d’édition et
d’alignement d’arborescences permettant la comparaison de deux structures d’ARN.
Avant de présenter notre filtre, nous décrirons la problématique de chainage dans
les arborescences. Enfin, nous conclurons sur les performances de notre filtre.
3.1 Repliement, Modélisation et Comparaison de
Structures Secondaires d’ARN
3.1.1 Modélisation, Notations et Définitions
Il existe différents niveaux d’analyse des séquences ARN. En effet, l’informa-
tion contenue dans la structure primaire n’est pas toujours suffisante puisque deux
ARN ayant des structures secondaires et tertiaires proches peuvent présenter des
structures primaires différentes. Cependant, l’analyse de la structure tertiaire est
généralement trop complexe, l’étude de la structure secondaire (se référer à la sec-
tion 1.3.1.(iii)) apparaît alors comme la bonne alternative.
Repliement des ARN & Calcul de la Structure Secondaire
Trois principales méthodes permettent d’obtenir une structure secondaire d’un
ARN. Cependant il faut garder en mémoire qu’un ARN possède souvent plus d’une
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structure secondaire selon son environnement ou encore la fonction qu’il porte. Par
exemple l’article (Nagel et al., 1999) présente des réarrangements conformationnels
subtils se déroulant à dessein lors de la traduction d’un ARNm de E. Coli.
Approche expérimentale La première est une technique expérimentale qui uti-
lise une méthode de cristallographie par diffraction aux rayons X ou de résonance
magnétique nucléaire (Peattie and Gilbert, 1980). Même si elles sont plutôt précises
ces méthodes sont longues et coûteuses et ne permettent d’obtenir la structure que
de l’ARN d’intérêt dans les conditions étudiées puisque la conformation spatiale
de l’ARN dépend également de son environnement. Ces méthodes expérimentales
étant encore trop coûteuses en temps et en argent, des méthodes bioinformatiques de
prédiction de structures sont développées. Cependant la prédiction de la structure
tertiaire est un problème complexe bien que quelques travaux s’y essayent (Parisien
and Major, 2008).
La seconde approche repose ainsi sur des algorithmes de prédiction dont les cal-
culs s’effectuent sur une analyse de la structure primaire. Le problème consiste alors
à identifier les bases qui s’apparient. Plusieurs algorithmes peuvent être dénombrés 1.
Approche in silico Un premier type permet de déterminer thermodynamique-
ment selon un modèle théorique de calcul d’énergie quelle est la structure secondaire
la plus stable dans ce modèle, soit celle qui possède l’énergie libre minimum. Bien
que cette approche permette d’obtenir de bons résultats pour les petits ARN, la
structure prédite n’est souvent pas la structure adoptée pour les ARN de taille plus
conséquente. En effet, la conformation spatiale adoptée par les ARN est celle dont
l’énergie est proche de la conformation la plus stable et non celle dont l’énergie est
minimale. C’est pour pallier ce problème que la plupart des programmes basés sur
cette approche proposent un certain nombre de structures possibles dont l’énergie
est proche de l’énergie minimale. Il faut alors choisir parmi toutes ces structures celle
qui est la plus proche de la structure réelle. C’est à partir de cette étape qu’intervient
la propriété biologique selon laquelle deux ARN ayant une fonctionnalité proche au-
ront des structures similaires. Ainsi lorsque l’on recherche la structure secondaire
d’un ARN, si l’on dispose de celle d’un second ARN ayant une fonction identique, il
est alors possible de comparer chacune des structures proposées par le programme
avec celle de l’ARN connu afin d’en extraire la structure secondaire la plus proche.
Cependant le nombre de structures secondaires possibles augmente avec la taille de
la séquence à replier.
Approche comparative Un autre type d’algorithme repose sur une analyse com-
parative d’un ensemble de séquences d’ARN dont on suppose qu’ils ont une même
fonction (Perriquet et al., 2003; Touzet and Perriquet, 2004). On distingue alors deux
1. On note cependant que l’inclusion des pseudonoeuds dans les solutions rend le problème
NP-complet (Lyngsø and Pedersen, 2000).
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types d’approches comparatives selon que les séquences en entrée aient été alignées
au préalable ou pas. Lorsque un alignement préalable des séquences en entrée est
nécessaire, comme par exemple avec RNA-alifold (Lorenz et al., 2011) ou RNAz (Ho-
facker and Stadler, 2010), la recherche de la structure secondaire commune se fait à
partir de la détection des covariations de l’alignement fourni.
Lorsque aucun alignement n’est disponible, deux approches peuvent être em-
ployées : soit une approche dérivée de l’algorithme de Sankoff, comme par exemple
Foldalign (Havgaard et al., 2007), soit une approche heuristique, comme par exemple
CARNAC (Touzet and Perriquet, 2004), au cours de laquelle on calcule, dans chaque
séquence, l’ensemble des tiges-boucles candidates puis on recherche pour chaque
paire de séquences les régions conservées et on sélectionne les tiges compatibles pour
terminer par un alignement simultané des tiges alignables.
Afin de comparer des structures secondaires il est nécessaire de trouver un for-
malisme qui permette de rendre compte des différents motifs qui composent l’ARN
mais aussi de comparer rapidement deux structures entre elles.
(i) Représentation des Structures Secondaires
De nombreux modèles ont été définis afin de pouvoir représenter et comparer
des structures secondaires d’ARN. Bien que par la suite seules les représentations
arc-annotée et arborescentes seront utilisées, nous présentons brièvement l’ensemble
des modélisations usuelles utilisées dans la littérature.
Projection planaire La structure secondaire d’ARN a la particularité d’être une
conformation dans le plan. Elle est donc facilement représentable dans le plan d’une
feuille (voir Figure 3.36 (a)). La projection planaire de la structure secondaire d’un
ARN correspond ainsi à la projection en deux dimensions de cette structure. Cette
représentation permet d’identifier aisément les différents composants de cette struc-
ture.
Séquence arc-annotée L’utilisation de la structure de séquence annotée par des
arcs ou séquence arc-annotée pour modéliser la structure secondaire d’ARN a été
introduite par Evans (Evans, 1999). Dans ce modèle la structure primaire est re-
présentée sur une ligne par une séquence et est augmentée par des arcs représentés
du même coté de la ligne et qui relient deux symboles entre eux (voir Figure 3.34).
Ces arcs modélisent les liaisons entre les deux nucléotides appariés 2. Cette repré-
sentation fait suite à la « Mountain representation » (Hogeweg and Hesper, 1984)
dans laquelle les nucléotides appariés sont reliés par des lignes de niveau (les deux
nucléotides d’une paire sont alors à chaque extrémité de cette ligne de niveau) et
les nucléotides non appariés sont représentés sur le même niveau que le nucléotide
2. Dans cette représentation les pseudo-noeuds sont facilement identifiables par des arcs qui se
croisent.
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précédant. La superposition de ces lignes de niveau définit alors une montagne ou
une chaine de montagne représentatant la structure secondaire de l’ARN.
A TGCA A TTC C G C A AGA G ATC C T GG
Figure 3.34 – Représentation arc-annotée d’une séquence ARN. Les arcs symbolisent les liaisons entre les nucléo-
tides. Les arcs bleus représentent des pseudo-noeuds.
Graphe de corde Le graphe de corde est une représentation circulaire de la
séquence arc-annoté. Pour cela la première et la dernière base sont connectées, la
structure primaire constitue alors la périphérie du cercle et la structure secondaire
























Figure 3.35 – Représentation en graphe de corde d’une séquence ARN. Les cordes symbolisent les liaisons entre
les nucléotides. Les cordes bleus représentent des pseudo-noeuds.
3. Les pseudo-noeuds apparaissent ici sous la forme de cordes qui se croisent.
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Mot de Motzkin La structure secondaire d’ARN dépourvue de pseudo-noeuds
peut être codée par des mots de Motzkin. Pour cela toute base i appariée à une base
j telle que i < j est associée au symbole « ( » et la base j au symbole « ) » et toute
base i non appariée est associée au symbole « . ». Le format de prise en charge des
structures secondaires du package Vienna (Lorenz et al., 2011) utilise ce format de
structure parenthésée auquel on donne alors le nom de format Vienna ou format




Arborescences Ordonnées et Graphes Parmi les représentations les plus cou-
rantes on remarque principalement celle introduite par Zuker et Sankoff (Zuker and
Sankoff, 1984) : l’arborescence ordonnée étiquetée. Cette structure secondaire sous
forme d’arbre est obtenue en associant chaque base non appariée à une feuille et
chaque paire de bases à un noeud interne (voir Figure 3.36). Si l’on introduit les
pseudonoeuds, les bases impliquées sont alors reliées entre elles faisant passer cette
représentation d’un arbre à un graphe. Dans cette représentation si les premières
bases ne sont pas appariées il est possible de rajouter un premier noeud afin qu’il
serve de racine pour enraciner l’arbre. Cependant ce n’est pas obligatoire et si l’arbre
n’est pas enraciné le graphe de la structure secondaire d’ARN obtenu est une forêt.
D’autres représentations arborescentes ont également été développées. Dans (Sha-
piro and Zhang, 1990) les auteurs proposent une représentation dans laquelle les
noeuds symbolisent les éléments de structures secondaires et les arcs qui les relient
symbolisent les hélices ou les tiges (voir Figure 3.36 (c)). Les noeuds sont alors
étiquetés selon la structure qu’il représentent : R pour la racine, M pour une mul-
tiboucle, B pour un renflement, I pour une boucle interne et H pour une boucle
terminale. Une autre représentation est celle de RNAforester (Hochsmann et al.,
2003; Schirmer and Giegerich, 2013) qui est une modélisation étendue de celle de
Zuker et Sankoff (Zuker and Sankoff, 1984) dans laquelle les paires de bases sont
représentées par un noeud interne étiqueté P auquel sont connectés deux noeuds fils,
un à droite et un à gauche pour chaque base appariée (voir Figure 3.36).
Pour nos travaux deux représentations ont été retenues et utilisées alternative-
ment : la séquence arc-annotée et le format d’arbre ordonné. Ainsi pour toute struc-
ture secondaire d’ARN sans pseudonoeud, il est possible de définir une séquence
arc-annotée et un arbre enraciné et ordonné modélisant cette structure.
4. Certains pseudonoeuds peuvent être introduit en encodant les bases connectant des boucles
par les symboles « [ » et « ] ».
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Figure 3.36 – Diverses représentations en arborescence d’une séquence ARN.(a) Représentation planaire. (b)
Représentation de Zuker (Zuker and Sankoff, 1984). (c) Représentation de Shapiro (Shapiro and Zhang, 1990)
Définition 15 (Séquence Arc-annotée & Arbre Enraciné Ordonné)
Soit une structure secondaire d’ARN. Dans le cas où le premier et le dernier nucléo-
tides de l’ARN ne forment pas une liaison, on ajoute deux nucléotides fictifs formant
une liaison au début et à la fin de cet ARN.
On définit la séquence arc-annotée A = (S, P ) associée à cette structure par une
séquence S de longueur n modélisant la structure primaire de l’ARN et un ensemble
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P de couples de positions sur S tels que (i, j) ∈ P s’il existe une liaison nucléotidique
entre S[i] et S[j].
On définit également un arbre enraciné T tel que chaque paire de nucléotides de
la structure secondaire d’ARN est associée à un noeud interne de l’arbre et chaque
nucléotide non apparié est associé à une feuille de T . Si le noeud v est fils du noeud
u, alors u encode pour une liaison d’une hélice x de la structure :
- Soit u n’est pas la dernière liaison de x, alors v est un noeud interne et encode
pour la liaison directement consécutive à u dans x.
- Soit u est la dernière liaison de x, alors :
- x se termine par une boucle, v est une feuille et encode pour un des nu-
cléotides de cette boucle,
- x se termine sur une boucle interne ou un renflement, v est un noeud
interne et encode pour la première liaison de l’hélice suivante ou v est une
feuille et encode pour un des nucléotides de la boucle ou du renflement,
- x se termine par une boucle multiple, v est un noeud interne et encode
pour la première liaison d’une des hélices de la boucle ou v est une feuille
et encode pour un des nucléotides de la boucle.
On définit le rang d’un sommet de T comme : l’indice du nucléotide dans le cas
d’une feuille et dans le cas d’un noeud interne, le plus petit indice des nucléotides
composant la liaison. Soit v et w deux fils de u, alors v est à gauche de w si le rang
de v est inférieur au rang de w.
Finalement, on constate que A et T sont des structures duales et qu’il existe
par conséquent une bijection entre les noeuds internes de T et les couples de P . Il
existe une injection entre les feuilles de T et les positions sur S. Enfin, il existe une
surjection associant toute position de S à un sommet de T .
Ces deux représentations facilement interchangeables présentent toutes deux un
intérêt pour la comparaison des structures secondaires. En effet, nous allons voir que
la notion de graines se définit plus aisément sur une séquence arc-annotée tandis que
le chaînage des hits s’exprime plus simplement sur les arbres.
3.1.2 Problème de Comparaison d’ARN Deux à Deux
Plusieurs méthodes de comparaisons d’arborescences ou de séquences arc-annotées
deux à deux ont été définies (Blin and Touzet, 2006; Bille, 2005; Demaine et al.,
2009). Ici nous focaliserons cette étude sur deux de ces méthodes : l’édition et l’ali-
gnement de deux arborescences.



































Figure 3.37 – Différentes opérations d’édition appliquées aux arborescences. (a) arborescence originale. (b) délétion
du noeud étiqueté D. (c) insertion du noeud étiqueté I. (d) substitution du noeud étiqueté A par le noeud étiqueté
J .
L’édition dans les arborescences repose sur trois opérations d’édition, appliquées




Lors de la délétion du noeud u, les fils de u conservent leur ordre et deviennent les
fils du père de u, le fils le plus à gauche de u va à droite du frère gauche de u. Le
fils le plus à droite de u va à gauche du frère droit de u. L’insertion d’un noeud est
alors l’opération symétrique à la délétion. Lors de l’insertion d’un noeud u comme
fils de v, celui-ci devient le père d’un certain nombre de fils consécutifs de v. Enfin
la substitution d’un noeud consiste à modifier l’étiquette de ce noeud.
On définit un chemin d’édition valide entre deux arbres T1 en T2 comme suit :
Définition 16 (Chemin d’Édition Valide)
Soient T1 et T2 deux arborescences enracinées et ordonnées. Soit E une suite d’opé-
rations d’édition. E est un chemin d’édition valide de T1 en T2, si pour tout sommet
de T1, il existe une unique opération de E appliquée à ce sommet et, en appliquant
les opérations de E à T1, on obtient l’arbre T2.
Si l’on pondère chaque opération d’édition, la distance d’édition se définit comme :
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Définition 17 (Distance d’Édition)
Soient T1 et T2 deux arborescences enracinées et ordonnées. Soit une fonction de coût
c qui associe un coût à chaque opération d’édition. Ce coût est strictement positif
lors de la substitution de sommets différents et nul pour la substitution de sommets
identiques. Ce coût est strictement positif et de même valeur pour l’insertion et la
délétion.
Pour tout chemin d’édition E, on associe un coût c(E) =
∑
e∈E c(e). Soit l’en-
semble des chemins d’édition valides de T1 à T2, la distance d’édition entre T1 et T2















Figure 3.38 – Différentes opérations d’édition appliquées à deux arborescences. (a) première arborescence. (b)
Délétion du noeud C. (c) Insertion du noeud D-deuxième arborescence.
À partir d’un chemin d’édition valide entre deux arbres, il est possible de construire
une association entre leurs noeuds.
Définition 18 (Mise en correspondance)
Soient T1 et T2 deux arborescences et soit E un chemin d’édition valide. On définit la
mise en correspondanceM associée à E comme un ensemble des couples de sommets
sur T1 × T2 tel que (t1, t2) ∈M s’il existe une opération de substitution dans E qui
associe t1 à t2. Par construction, ∀(vi, vj) ∈M et (v′i, v′j) ∈M :
-unicité- vi = v′i si et seulement si vj = v′j.
-ancestralité- vi est un ancêtre de v′i si et seulement si vj est un ancêtre de v′j.
-ordre- v′i est à droite de vi, si et seulement si v′j est à droite de vj.
Le problème du calcul de la distance d’édition entre deux arbres enracinés or-
donnés se résoud par un algorithme de programmation dynamique. La meilleure
complexité obtenue à ce jour est de O(n3), pour deux arbres de taille n (Demaine
et al., 2009).



























Figure 3.39 – Différentes opérations d’alignement appliquées à deux arborescences. (a) et (b) arborescences
originales. (c) et (d) Insertion des noeuds. (e) Super arborescence commune.
L’alignement de deux arbres enracinés ordonnés se définit de la même façon que
pour les séquences. À partir de deux arbres T1 et T2, on insère des noeuds étiquetés ’-
’ jusqu’à l’obtention de deux arbres T ′1 et T ′2 isomorphes 5. L’alignement correspond
à l’arbre T ′1,2 dont les étiquettes des noeuds sont des couples correspondant aux
étiquettes respectives de T ′1 et T ′2 :
5. De même topologie mais dont les étiquettes sont possiblement différentes.
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Définition 19 (Alignement de deux Arbres Enracinés Ordonnés)
Soient deux arborescences enracinées ordonnées T1 et T2 dont les noeuds sont étique-
tés sur un alphabet Σ, un arbre enraciné ordonné T ′1,2 dont les noeuds sont étiquetés
par des couples de symboles sur l’alphabet {Σ ∪′ −′} est un alignement valide de
T1, T2 si :
- il n’existe pas de noeud de T ′1,2 étiqueté (′−′,′−′)
- soit T ′1 l’arbre isomorphe à T ′1,2 dont les noeuds sont étiquetés par la première
composante des couples des étiquettes des noeuds de T ′1,2. Si l’on supprime6
l’ensemble des noeuds de T ′1 étiquetés ’-’, on obtient T1.
- soit T ′2 l’arbre isomorphe à T ′1,2 dont les noeuds sont étiquetés par la deuxième
composante des couples des étiquettes des noeuds de T ′1,2. Si l’on supprime6
l’ensemble des noeuds de T ′2 étiquetés ’-’, on obtient T2.
Maintenant, si l’on considère l’ensemble possible des alignements entre deux
arbres, on peut associer un score à chacun d’entre eux afin de définir un aligne-
ment optimal :
Définition 20 (Alignement Optimal de deux Arbres Enracinés Ordonnés)
Soient deux arborescences enracinées ordonnées T1 et T2 dont les noeuds sont éti-
quetés sur un alphabet Σ, soit l’ensemble T des alignements valides entre T1 et T2,
soit enfin une fonction score : {Σ ∪′ −′}2 → R qui pour chaque couple d’étiquettes





Un alignement T ∈ T est optimal s’il n’existe pas d’alignement T ′ ∈ T tel que
Score(T ′) > Score(T ). Le score de cet alignement correspond au score d’alignement
de T1 et T2.
On observe, comme l’illustrent les Figures 3.39 et 3.38, que la comparaison de
deux arborescences par alignement ou par édition n’est pas équivalente. L’alignement
peut être vu comme un cas particulier de l’édition dans lequel toutes les insertions
précèdent les délétions.
Le meilleur algorithme connu à ce jour pour résoudre ce problème à une com-
plexité de O(n3) où n est la taille des deux arbres alignés (Jiang et al., 1995; Blin
and Touzet, 2006).
6. La suppression se fait suivant la même définition que l’opération de suppression de l’édition
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(iii) Édition et Alignement de Séquences Arc-Annotées
En raison de la dualité entre les structures arborescentes et les structures arc-
annotées, tout comme il est possible de comparer de deux manières différentes deux
arbres enracinés ordonnés, il est possible de comparer de deux manières différentes
des séquences arc-annotées. L’ensemble des opérations d’édition et d’alignement dé-
crites sur les arborescences sont transposables aux séquences arc-annotées. Dans ce
cas les séquences arc-annotées sont d’une classe particulière dite imbriquée (Evans,
1999). L’édition de deux séquences arcs-annotées de cette classe avec les trois opéra-
tions d’édition à savoir, la substitution d’arc (bases inférentes comprises) ou de base
libre, la délétion d’arc (bases inférentes comprises) ou de base libre et l’insertion
d’arc (bases inférentes comprises) ou de base libre, est strictement équivalent au
cas des arbres et se fait en O(n3). Il en va de même pour l’alignement de séquences
arc-annotées imbriquées et dont l’alignement est lui-même une séquence arc-annotée
imbriquée qui peut être réalisé en O(n4).
Cependant plusieurs opérations supplémentaires peuvent s’y ajouter puisque,
contrairement aux noeuds des arbres qui prennent simultanément en compte la struc-
ture (type du noeud) et la séquence (étiquette du noeud), les entités symbolisant
la structure (arc) et la séquence sont distinctes. Ainsi, nous pouvons ajouter des
opérations telles que la délétion d’arc (sans délétion des bases inférentes) ou l’al-
tération d’arc. Selon l’ensemble d’opérations considérées et la classe des séquences
arc-annotées en entrée, le problème peut devenir NP-complet (Blin and Touzet,
2006). Il en va de même pour l’alignement en fonction de la classe des séquences
arc-annotées en entrée ainsi que de la classe de la séquence arc-annotée correspon-
dante à l’alignement.
(iv) Comparaison de Deux ARN Sans Structure (LocARNA)
Dans le cas où on ne dispose pas des structures secondaires, il est possible d’ali-
gner deux séquences ARN tout en calculant simultanément une structure secondaire
compatible avec les deux séquences ARN.
LocARNA (Local alignment of RNA) (Heyne et al., 2009) est une méthode basée
sur une variante de l’algorithme de Sankoff (1985) permettant d’aligner et de replier
simultanément deux séquences ARN. LocARNA prend en entrée des séquences ARN
non alignées et calcule, séparément pour chacune d’elles, les probabilités d’apparie-
ment des bases avec RNAfold.
Soient deux séquences S1 et S2, LocARNA commence par calculer, avec RNAfold,
les matrices de probabilités d’appariement de bases, P 1 et P 2, de chaque séquence.
Aligner S1 et S2 consiste à maximiser un score d’alignement à partir des score
d’alignement des bases appariées et non appariées. La complexité en temps de cette
approche est O(n4) et O(n2) en espace, où n est la taille des séquences en entrée.
L’algorithme original de Sankoff (1985) présente une complexité en temps de O(n6).
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3.2 Chainage dans les Arborescences
Nous venons de voir qu’il existe diverses méthodes de comparaison de deux ARN.
Ces méthodes présentent des complexités (au moins cubique) ne permettant pas un
passage à l’échelle. Cependant, pour chacune de ces méthodes il est possible d’in-
jecter des contraintes, c’est-à-dire de forcer la mise en correspondance de certaines
bases des ARN en entrée, et ainsi de réduire de façon significative le temps de cal-
cul. Le problème consiste alors à établir ces contraintes. Pour cela, de même que
pour les filtres sur les séquences, on va identifier de courts motifs communs entre
les deux ARN. L’ensemble de ces motifs ne forme pas nécessairement un ensemble
de contraintes valides. C’est pourquoi il est nécessaire d’extraire de cet ensemble de
motifs un sous-ensemble cohérent. Ce qui constitue le coeur du problème de chainage
que nous allons présenter.
3.2.1 Définitions, Préliminaires et Établissement du Problème
Avant d’aborder le problème du chainage entre deux arborescences, il est néces-
saire d’introduire un certain nombre de notions afin de pouvoir établir le problème
qui nous intéresse, à savoir le problème de chainage entre deux arborescences ordon-
nées enracinées.
(i) Définitions et Préliminaires
Soit T une arborescence enracinée ordonnée de taille n. On note T [i], le noeud
de T à l’indice i selon un parcours post-fixe. Ainsi T [n− 1] désigne la racine de T ,
T [0] la feuille la plus à gauche de l’arbre. On note Ti le sous-arbre de T ayant pour
racine T [i].
Comme pour le chaînage en séquence, le chaînage dans les arborescences ordon-
nées enracinées repose sur l’identification de graines communes à deux arborescences
ordonnées enracinées T1 et T2 à comparer. De telles graines définissent, comme dans
les séquences, un hit. Ainsi une graine représente une sous partie d’un arbre, et
un hit une mise en correspondance entre deux sous parties de deux arbres. Nous
commençons par introduire un modèle de graine pour les arborescences.
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Définition 21 (Graine dans une Arborescence)
Soit T une arborescence enracinée ordonnée. Une graine G = (g0, . . . , gk) est définie
comme un ensemble de noeuds de T vérifiant certaines contraintes :
- On suppose que g0 < g1 < · · · < gk
- Si les noeuds de G forment une sous-structure connectée de T , alors G est
un arbre interne de T dont la racine est gk.
- Si les noeuds de G ne forment pas une sous-structure connectée de T , alors
il existe une partition de G en p arbres internes G1 . . . Gp telle que pour
i ∈ [2, p] la racine de Gi−1 est le frère gauche de la racine de Gi. Dans ce cas,
on parlera de forêt interne compacte de T .
On remarque que l’arbre interne est un cas particulier de la forêt interne où p = 1.
On appellera racine de la graine G le noeud de celle-ci d’indice le plus élevé, c’est-
à-dire la racine de l’arbre le plus à droite de la forêt interne. On appellera bords de
la graine G l’ensemble B(G) ⊂ G tel que pour tout noeud u de cet ensemble, soit u
est une feuille dans G, soit il existe un fils de u dans T qui n’appartient pas à G.
Il nous est maintenant possible d’introduire la définition d’un hit à savoir la mise
en correspondance de deux graines entre deux arbres.
Définition 22 (Hit entre deux Arborescences)
Soient T1 et T2 deux arborescences enracinées ordonnées, soient G1 et G2 deux
graines de T1 et T2 respectivement. Le couple (G1, G2) forme un hit si et seulement
si :
- le nombre de sous-arbres internes qui composent G1 est identique à celui de
G2.
- le nombre de noeuds qui composent les bords de G1 et G2 est identique.
- soient B1(G1) = (b11, b21, . . . , b`1) et B2(G2) = (b12, b22, . . . , b`2), alors l’ensemble
E = {(b11, b12), . . . , (b`1, b`2)} forme une mise en correspondance valide entre T1
et T2 (voir Définition (i)).
On note EG1,G2 la mise en correspondance composée de l’ensemble E ci-dessus ainsi
que de l’ensemble des mises en correspondances entre les racines des sous-arbres
internes qui composent G1 et G2. EG1,G2 définit une mise en correspondance valide
entre T1 et T2
On peut observer que, de même que pour les séquences, deux graines n’ont pas
a être de même taille pour former un hit. Étant donné maintenant un ensemble de
hits, nous pouvons définir une chaine de hits valide comme suit :
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Définition 23 (Chaine de Hits Valide)
Soient T1 et T2 deux arborescences enracinées ordonnées et h = (G1, G2) et h′ =
(G′1, G
′
2) deux hits sur T1 et T2. Deux hits h et h′ sont chainables si et seulement si :
- G1 ∩G′1 = ∅ et G2 ∩G′2 = ∅.
- Eh ∪ Eh′ est une mise en correspondance valide entre T1 et T2.
Soit maintenant H un ensemble de hits sur T1 et T2, H est une chaine valide si tous
les hits qui la composent sont chainables deux à deux.
On peut maintenant définir le problème de chaînage dans les arborescences
comme suit.
(ii) Problème de Chaînage Maximum dans les Arborescences
Le problème de chaînage ainsi étudié consiste à calculer la chaine de hits non
chevauchants et de score maximal entre deux structures secondaires arborescentes
données (Allali et al., 2012) ou « Maximal Chaining Problem ». Ce problème est
illustré par la Figure 3.40.
Définition 24 (Problème de Chaînage Maximal dans une Arborescence)
Soient T1 et T2 deux arborescences enracinées ordonnées, H l’ensemble des hits entre
T1 et T2 et une fonction score : H → R qui associe un score à chaque hit. Le problème
de chaînage maximal consiste à établir la chaine A ⊂ H de score maximal telle que :
- le score de A est donné par la somme ∑h∈A score(h).
- A est une chaîne valide sur T1 et T2.
- il n’existe pas de chaîne A′ valide sur T1 et T2 dont le score est supérieur au
score de A.
Plus généralement, on définit le problème de chaînage maximal (MCP) par :




3.2.2 Deux Algorithmes de Chainage 2D dans les Arbores-
cences
Tout comme pour le chainage en séquence discuté à la section 2.2.2, deux princi-
paux types d’algorithmes de chainage sur les arborescences ont été proposés : un algo-
rithme de chainage par balayage dans les arborescences (Allali et al., 2012) et un al-
gorithme de chainage par programmation dynamique dans les arborescences (Heyne
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Figure 3.40 – Exemple, extrait de l’article d’Allali et al. (2012), du problème de chaînage maximal dans deux
arborescences présentant 6 hits : P0 = {(2, 10), (3, 11)}, P1 = {(6, 3)}, P2 = {(9, 5)}, P3 = {(10, 6), (11, 7)},
P4 = {(7, 4), (11, 7), (12, 8)}, P5 = {(3, 1), (13, 9), (14, 11)}. Si le score d’un hit est donné par le nombre de noeuds
composant le hit, une chaîne optimale est ici composée de {P1, P2, P4, P5} avec pour score 8.
et al., 2009).
(i) Algorithme de Programmation Dynamique de Chainage 2D dans les
Arborescences
Récemment, Heyne et al. (2009) ont introduit le problème de chaînage sur les
structures en séquences arc-annotées qu’ils résolvent, sous certaines restrictions, avec
un algorithme de programmation dynamique. Pour cela ils considèrent des graines
qui sont définies comme des régions maximales de similarité exacte, Exact Pattern
Matching (EPM), en séquence et en structure. À partir de l’identification de ces
EPM, ils appliquent leur algorithme de programmation dynamique comme suit :
- Détection d’une chaîne maximale d’EPM entre deux structures secondaires
d’ARN.
- Analyse de chaque région entre deux EPM successives à l’aide d’un algorithme
de calcul de distance d’édition, afin d’accélérer le processus de comparaison.
Heyne et al. (2009) est le premier article abordant la question du chaînage dans
des arbres. La méthode de programmation dynamique qu’ils emploient est à la fois
différente et plus simple que les approches habituellement employées pour ce genre
de problème dans les séquences. Cette méthode utilise le même principe que celui
détaillé dans la section 2.2.2 du Chapitre 2 concernant le chaînage dans les séquences.
On remarque que lorsque cet algorithme est employé sur des séquences arc-annotées
ne présentant aucun arc, c’est-à-dire sur des séquences, on peut démontrer que cet
algorithme présente une complexité en O(n2 + k), où k est le nombre d’EPM et n
la taille des séquences, plus élevée que celle du meilleur algorithme de chaînage en
séquences connu (Heyne et al., 2009; Allali et al., 2012).
Cela soulève alors la question de l’implémentation d’un algorithme plus efficient
aussi bien d’un point de vue théorique que pratique. C’est dans cette optique qu’a
été élaboré le second algorithme de chainage dans les séquences se basant, comme
l’algorithme en séquence, sur le balayage des arborescences.
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(ii) Algorithme par Balayage de Chainage 2D dans les Arborescences
Cet algorithme présente une solution par balayage des arborescences (Allali et al.,
2012) qui résout le problème avec une complexité inférieure à l’algorithme de pro-
grammation dynamique (Heyne et al., 2009) tant que le nombre de hits à analyser
est « raisonnable », c’est-à-dire inférieur à n1 × n2, où n1 et n2 sont la taille des
arbres à comparer.
Le problème de chaînage maximal présente alors une complexité enO(|H| log(|H|)+
k|H| log(k)) en temps, où |H| est le nombre total de bords des hits deH, et O(k×|H|)
en espace. En particulier, on observe que le temps de calcul est indépendant de la
taille des arborescences support et qu’avec cet algorithme le problème de chaînage en
séquence présente la même complexité que le meilleur algorithme connu de chaînage
en séquences (Ohlebusch and Abouelhoda, 2006), à savoir O(k log(k)) en temps et
O(k) en espace.
3.3 RNA-unchained : Un Filtre pour la Compa-
raison d’Arborescences
L’algorithme de chainage établi dans (Allali et al., 2012) est basé sur les struc-
tures arborescentes mais comme explicité dans la section 3.1.1(i) il est possible de
passer de la structure arborescente à la structure arc-annotée d’un ARN. Nous nous
baserons sur cette représentation pour décrire notre méthode : RNA-unchained.
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Figure 3.41 – Architecture du pipeline d’RNA-unchained.
Comme le montre la Figure 3.41 et comme les filtres BLAST et FastA qui lui
sont similaires, RNA-unchained se compose de plusieurs étapes successives :
- Précalcul et indexation de l’ensemble des graines de chacune des séquences
cibles T composant le jeu de données D.
- Calcul de l’ensemble des graines de la séquence requête Q.
- Identification des graines communes (hits) à Q et T .
- (optionnel) Optimisation des hits en fonction de leurs caractéristiques intrin-
sèques.
- Complétions des hits.
- Chaînages des hits en une chaîne valide (ancre).
- (optionnel) Extension des hits de l’ancre.
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- Alignement contraint par l’ancre (avec LocARNA).
Nous nous attacherons dans cette partie à décrire chacune des étapes de RNA-
unchained dans leur ordre de traitement par le pipeline.
3.3.1 Modélisation et Indexation des Graines
Afin de mettre en place notre filtre, il convient au préalable de définir le modèle
des graines permettant d’établir les hits entre la requête et les cibles. Nous verrons
ensuite comment les graines sont indexées de manière à permettre une recherche ef-
ficace des graines communes. Enfin nous terminerons cette section par la description
d’une optimisation possible des graines basée sur les caractéristiques des structures
secondaires d’ARN et améliorant l’alignement final calculé.
(i) Graines (l,d) Centrées
Les graines sont définies comme des motifs en séquences et structures. Comme
nous l’avons vu dans la section 1.3.1, même si la séquence présente un certain intérêt,
la structure des ARN est tout aussi, voire plus, importante. En effet, cette structure
joue un rôle primordiale dans la fonction de l’ARN. Cette structure est d’ailleurs
plus souvent conservée entre les ARN d’une même famille, comme par exemple pour
les ARNt.
Ces graines sont utiles à deux reprises dans notre programme. Dans un premier
temps elles permettent la détection rapide, au sein d’une structure d’indexation notée
D, des ARN candidats qui partagent suffisamment de graines communes avec la
séquence requête Q. Dans un second temps, un jeu de graines optimales compatibles
avec la structure secondaire de Q et des candidats est calculé et sert d’ancre à
l’alignement final. La définition de telles graines doit donc :
- permettre une recherche efficace dans la base de données des structures in-
dexées D
- être compatible avec les graines de l’algorithme de chainage utilisé (Allali
et al., 2012)
Afin de répondre à ces deux conditions, les graines définies doivent être continues
en séquence S et en structure P .
Définition 25 (graines (l, d) centrées)
Soit une séquence arc-annotée A = (S, P ) de longueur n et d et l deux entiers tels
que 2d ≤ l. Pour tout i ∈ {0, . . . , n− l}, la graine (l, d) centrée de A à la position i,
notée csi, est la paire (s, p) définie par p = P [i, i+ l] et s = S[i+ d, i+ l − d].
On remarque que dans la définition ci-dessus, s est une séquence de longueur
l− 2d sur l’alphabet {A,C,G, U} et p est une séquence de longueur l sur l’alphabet
{., (, )}. Ainsi une graine (l, d) centrée n’est plus une séquence arc-annotée puisque
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les deux séquences qui la définissent n’ont pas la même longueur et parce que p n’est
pas forcément bien parenthésée.
G G C U A A U C C G A A C G G G C U A U U A G G A A U C C
. . . . . ( ( . ( ( . . ) ) ) . . . ( ) ) . ( ( . . ) ) .
Q
cs8 cs22cs0 cs15
Figure 3.42 – Exemple de 4 graines (6, 2) centrées sur une séquence arc-annotée. La première graine (l, d) centrée
est cs0 et la dernière est cs23.
Il s’ensuit que, pour deux valeurs l et d, le nombre de graines (l, d) centrées
distinctes est 3l4l−2d. De plus, de telles graines peuvent être vues comme des « spaced
seeds » (Brown, 2008) sans mismatch en structure mais avec des mismatch possibles
en séquence au niveau du préfixe ou du suffixe de taille d de la graine.
Une fois la notion de graine (l, d) centrée définie il faut s’intéresser aux graines
communes à deux séquences arc-annotées que nous appellerons pré hit.
Définition 26 (pré hit)
Soit A1 = (S1, P1) et A2 = (S2, P2) deux séquences arc-annotées et d, l deux entiers
tels que 2d ≤ l. Un pré hit est une graine (l, d) centrée commune à A1 et A2, c’est-
à-dire une paire (i, j) d’entiers tels que :
- 0 ≤ i ≤ |A1| − l − 1 et 0 ≤ j ≤ |A2| − l − 1 ,
- P1[i, i+ l] = P2[j, j + l],
- S1[i+ d, i+ l − d] = S2[j + d, j + l − d].
Le score d’un pré hit S entre deux séquences arc-annotées S1 et S2, composé d’une
graine (l, d) centrée conservée à la position i sur la séquence S1 et à la position j sur




f(S1[i+ k], S2[j + k])
o f(a, a) = 1 et f(a, b) = 0 si a 6= b
Il s’en suit que le score s d’un pré hit S vérifie l’inégalité suivante : l−2d ≤ s ≤ l.
Par exemple sur la figure 3.42, le score de la graine (6, 2) centrée ”AA”; ”((..))” est
3 et le score de cette seconde graine ”AC”; ”(..)))” est 6.
La définition (i) ci-dessus implique que les graines sur les séquences arc-annotées
comme définies dans la définition (i) sont des graines valides sur les arborescences
ordonnées comme définies dans la définition 3 de (Allali et al., 2012). Les pré hits
sont donc compatibles avec l’algorithme de chaînage utilisé (voir la section (i)).
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. . . . . ( . ( ( ( . . ) ) ) . . ( ) . . ) . ( ( . . ) )
Figure 3.43 – Exemple de pré hits entre deux ARN, un ARN requête Q et un ARN cible T . On note que les
graines hq8 et hq9 sur la séquence requête et les graines ht8 et ht9 sur la séquence cible sont des hits chevauchants.
On remarque également que les graines hq8 et hq22 sur la séquence requête et les graines ht8 et ht23 sur la séquence
cible sont des pré hits qui s’entre-croisent. Ainsi on compte six pré hits au total : {(hq0 ;ht0), (hq8 ;ht8), (hq8 ;ht23),
(hq22 ;ht8), (hq9 ;ht9), (hq22 ;ht23)}.
(ii) Indexation des Graines
Figure 3.44 – Architecture du pipeline d’RNA-unchained-Étape d’indexation.
Le premier élément clef de la méthode développée réside dans l’indexation. En
effet, pour des paramètres l et d donnés, toutes les graines (l, d) centrées présentes
dans les ARN de la base de données d’intérêt à analyser, ou jeu D d’ARN cibles,
sont indexées dans une table de hachage. On note Idl cet index. Ainsi pour comparer
un ARN Q avec l’ensemble des ARN de D, on commence par rechercher dans Idl les
ARN de D qui présentent des graines communes avec Q.
Indexation des graines. Si l’on considère une séquence arc-annotée A = (S, P )
de taille n et l, d les entiers paramètres des graines (l, d) centrées. Les k = n −
l + 1 graines (l, d) centrées issues de A sont indexées dans Idl . Pour réaliser cette
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indexation toutes les graines (l, d) centrées calculées sont converties en entiers selon
le principe suivant : la graine centrée encodant la graine (l, d) centrée à la iième
position sur la séquence A est définie par









avec l′encodage : A = 0; C = 1; G = 2; U = 3; . = 0; (= 1; ) = 2
Ainsi chaque graine a un encodage spécifique. Si l’on considère un entier x, Idl [x]
contiendra toutes les occurrences des graines centrées dont la SV alue est x, soit :
Idl [x] = {(A, i) | SV alue(A, i, l, d) = x}
Si l’on prend l’exemple de la séquence arc-annotée de la Figure 3.43, la valeur associée
à la graine (l, d) centrée {”AA”, ”((..))”} est [1×35+1×34+0×33+0×32+2×31+
2×30]×42+[0×41+0×40] = 5312 et I26 [5312] = {{(Q, 8), (Q, 22)}, {(T, 8), (T, 23)}}.
On remarque que l’on peut calculer SV alue(A, i+1, l, d) à partir de SV alue(A, i, l, d)
en temps constant. Aussi le calcul des valeurs correspondantes aux graines de A se
fait en temps linéaire en la longueur de A. D’un point de vue pratique, un index
est créé pour chaque type de graine centrée soit pour chaque couple de paramètres
(l, d). Cet index peut être facilement modifié en ajoutant les graines d’une nouvelle
séquence ARN. Autant d’index que de couples de paramètres (l, d) voulus peuvent
être calculés. Notre pipeline autorise l’utilisation simultanée de plusieurs index pour
différentes combinaisons de valeurs pour les paramètres l et d.
Recherche dans l’index Soit une séquence requête Q, la recherche pour aligner
cet ARN avec les ARN cibles de la base de données D débute avec le calcul de toutes
les graines centrées possibles de Q pour un couple de paramètres (l, d) donnés. Par
la suite on recherche l’ensemble Idl des graines de paramètres (l, d) présentes chez
tous les ARN de la base D. Pour un ARN donné T de la base de données D, on
note LUdl l’ensemble de toutes les graines (l, d) centrées communes à Q et T , soit
tous les pré hits entre Q et T :
LUdl (Q, T ) = {(i, j) | SV alue(Q, i, l, d) = SV alue(T, j, l, d)}
Par exemple, si l’on reprend la séquence arc-annotée de la Figure 3.43
LU26(A1, A2) = {(0, 0), (8, 8), (8, 23), (22, 8), (9, 9), (22, 23)}
Cette étape est réalisée à l’aide d’une table de hachage standard en utilisant la valeur
associée à chaque graine comme clef. Le temps de calcul nécessaire à l’établissement
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de LUdl est linéaire, proportionnel à la taille de la séquence en entrée et au nombre
total de pré hits. Seules les séquences cibles de D les plus similaires à la séquence
requête Q sont nécessaires, c’est pourquoi notre pipeline RNA-unchained propose
une option permettant de réduire le jeu des candidats à aligner avec Q selon le
nombre de pré hits identifiés ou selon le score cumulé de ces pré hits.
(iii) Optimisation des Graines et des Pré Hits [option]
Figure 3.45 – Architecture du pipeline d’RNA-unchained-Étape d’optimisation des pré hits.
Les expériences préliminaires ont montré que les pré hits ne contenant qu’un
seul type d’élément structural, c’est-à-dire dont la séquence P décrivant les éléments
structuraux de la séquence ARN ne présentent qu’un seul symbole, étaient souvent
de faux signaux positifs (sur la base de l’analyse des alignements de référence de la
base de données BraliBase2.1). Dans l’optique d’obtenir des graines plus stringentes,
les pré hits calculés dans LUdl (Q, T ) ont été filtrés afin de ne conserver que les pré
hits présentant au moins deux types de symboles structuraux distincts (soit au
moins une paire de bases appariées). Ces pré hits correspondent alors à des éléments
structuraux comme les motifs tiges-boucles : ( ) et les motifs de jonctions de tiges :
) (, qui sont des motifs structuraux très conservés et important dans la détection
de structures secondaires similaires (Allali and Sagot, 2008; Allali et al., 2008).
Notre pipeline peut prendre en compte cette optimisation en favorisant la conser-
vation de tels pré hits s’ils sont présents dans l’analyse grâce à deux options. Par
défaut, RNA-unchained conserve l’ensemble des hits identifiés. Une première op-
tion permet de ne conserver que les pré hits présentant au moins deux types d’élé-
ments structuraux (option r) tandis qu’une deuxième option permet, s’ils existent,
de conserver uniquement les pré hits présentant deux types d’éléments structuraux
et, le cas échéant, de conserver tous les pré hits (option rfb).
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Figure 3.46 – Par comparaison avec la Figure 3.43, l’un des pré hits est perdu à cause de sa composition structurale.
En effet, le hit (hq0,ht0) ne se compose pas de deux types de symboles structuraux distincts.
3.3.2 Recherche de Similitudes de Structures Secondaires d’ARN
Le coeur de l’approche développée ici sur l’alignement d’une séquence requête Q
avec un jeu de séquences cibles D repose sur la comparaison au préalable de Q avec
chaque membre T de D en se basant uniquement sur leurs pré hits. Pour cela, nous
utilisons l’algorithme de chaînage efficace de graines développé dans (Allali et al.,
2012) suivi d’une étape au cours de laquelle les gaps entre chaque hits sont comblés
par l’algorithme de LocARNA (Will et al., 2007).
(i) Complétion des Pré Hits et Algorithme de Chaînage
Figure 3.47 – Architecture du pipeline d’RNA-unchained-Étape de complétion des hits
La première étape consiste à étendre les graines définissant les pré hits pour tenir
compte des appariements donnés par la structure secondaire : Si l’une des graines
d’un pré hit ne contient que l’une des deux bases d’une paire, alors la seconde base
est rattachée au pré hit, on parle alors de hit. Par exemple sur la Figure 3.48,
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la dernière parenthèse de hq9 engendre l’extension de la graine avec la parenthèse
ouvrante correspondante de Q soit la position 6 (lorsque la première position est
désignée par la coordonnée 0). On obtient alors un jeu de hits étendus pour lequel
il faut noter que les hits peuvent ne plus être continus sur les séquences comme
l’illustre la Figure 3.48.
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. . . . . ( . ( ( ( . . ) ) ) . . ( ) . . ) . ( ( . . ) )
Figure 3.48 – Complétion du pré hit défini par (hq9, ht9).
Cette étape d’extension revient à exprimer nos pré hits, définis sur des séquences
arc-annotées, sur les représentations arborescentes duales de ces séquences. De ce
fait, nous allons montrer que ces hits satisfont la définition des hits (mise en cor-
respondance de deux forets internes) donnée par (Allali et al., 2012) et décrite dans
la section (i). Il sera alors possible d’utiliser l’algorithme de chaînage rapide sur nos
hits.
Soit f , un pré hit correspondant à un facteur d’une structure parenthésée
A = (S, P ), de longueur n, défini par un intervalle [i, j], tel que i ≤ j.
Soit T l’arbre dual de A et la fonction surjective α : [0, n[→ T qui permet
d’obtenir le noeud correspondant à une position de A.
fT = {f1 . . . fk} tel que fi ∈ fT si ∃ x ∈ [i, j] tel que α(x) = fi
Alors fT est une forêt interne de T telle que définie en (i)
Propriété 1
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Preuve [Propriété 1 ]
Préliminaires :
Pour tout noeud interne u ∈ T , on définit βo(u) comme l’indice sur S du
nucléotide ouvrant la liaison correspondant à u. De même, βf (u) correspond à
l’indice du nucléotide fermant cette liaison. Ainsi, si u est un noeud interne, nous
avons βo(u) < βf (u). Par extension, si u est une feuille alors βo(u) = βf (u) et
correspond à l’indice sur S du nucléotide libre associé à cette feuille.
Soit v un descendant de u dans T , alors pour tout noeud intermédiaire w des-
cendant de u et ancêtre de v, nous avons :
βo(u) < βo(w) < βo(v) ≤ βf (v) < βf (w) < βf (u)
Preuve par l’absurde :
Supposons que fT n’est pas une forêt interne de T , alors il existe u et v tels que :
(i) soit u est ancêtre de v et il existe w descendant de u et ancêtre de v tel que
w /∈ fT .
- u est une liaison (car u a un fils) donc βo(u) < βf (u) et α(βo(u)) =
α(βf (u)). Par conséquent, βo(u) ∈ [i, j] ou βf (u) ∈ [i, j] ou
βo(u), βf (u) ∈ [i, j].
- v ∈ fT . Soit v est une feuille, alors βo(v) = βf (v) = x et x ∈ [i, j].
Soit v est un noeud interne, alors βo(v) < βf (v) et donc βo(v) ∈ [i, j]
ou βf (v) ∈ [i, j] ou βo(v), βf (v) ∈ [i, j]. Dans ce cas, x est le plus petit
indice parmi βo(v) et βf (v) qui appartient à [i, j].
Si βo(u) ∈ [i, j], alors βo(u) < x et ]βo(u), x[⊆ [i, j]. Or pour tout sommet w
entre u et v, w est un noeud interne et βo(w) ∈]βo(u), x[ (cf. préliminaires)
donc w ∈ fT . De même, si βf (u) ∈ [i, j].
(ii) Soit il n’existe pas de relation de parenté entre u et v et on suppose, sans
perte de généralité, que u est à gauche de v.
Soit u′ le plus grand ancêtre de u appartenant à fT et soit v′ le plus grand
ancêtre de v appartenant à fT , sans perte de généralité, on suppose que la
hauteur de u′ dans T est inférieure ou égale à la hauteur de v′.
- Soit u′ n’est pas frère de v′. Soit alors w ancêtre de v′ et frère de u′.
Par construction, βf (u′) ∈ [i, j] et βo(v′) ∈ [i, j]. Alors nécessairement,
βo(w) ∈]βf (u′), βo(v′)[ et donc w ∈ fT .
- Soit u′ et v′ sont frères mais il existe w /∈ fT frère droit de u′ et
frère gauche de v′. Comme précédemment on prouve que βf (u′) ∈ [i, j],
βo(v
′) ∈ [i, j] et βo(w) ∈]βf (u′), βo(v′)[, alors nécessairement w ∈ fT .
Nous avons montré que pour tout u, v ∈ fT , soit ils font partie d’un même arbre
interne de T défini par fT , soit ils appartiennent à deux arbres internes qui com-
posent la forêt interne définie par fT .
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Ainsi, l’étape suivant l’extension de nos pré hits en hits consiste à calculer un sous
ensemble de hits compatibles avec les structures secondaires, c’est-à-dire à calculer
la chaîne de hits de score maximal.
Q'
G G C U U G U C C G A A A G A G C A U C U G C A A G U C C
. . . ( ( ( . . . ( ( . . . . . . . ) ) . . ) ) ) . . . .
T'
C G C U U A U U U A C G U A A A C U A A C A A G C A G U G
. . . . . . . ( ( ( . . ) ) ) . . . . ( ( . . . . . ) ) .
Arbre de T'Arbre de Q
Figure 3.49 – Des hits compatibles doivent préserver les notions d’ancestralité et d’ordre, ce qui n’est pas le cas
dans cet exemple comme l’illustre la représentation arborescente des structures.
Par la suite, on appellera ancre, cette chaîne de hits projetée sur les séquences
arc-annotées. Ainsi, une ancre se définie par un ensemble de triplets {(i, j, r)}, chaque
triplet (i, j, r) indiquant que les nucléotides i . . . i+r deQ sont mis en correspondance
avec les nucléotides j . . . j + r de T . Par construction, pour tout couple de triplet
(i, j, r), (i′, j′, r′) :
- si i = i′ alors j = j′ et r = r′
- si i < i′ alors i′ > i+ r et j′ > j + r
- si i > i′ alors i > i′ + r′ et j > j′ + r′
Ainsi, une ancre correspond à un ensemble de mises en correspondances entre Q et T
de facteurs colinéaires et non chevauchants 7. Dans ce cas on parle alors de facteurs
compatibles.
La notion de colinéarité dans les structures secondaires correspond à la préser-
vation des relations d’ancestralité et d’ordre dans la représentation arborescente des
structures secondaires (voir Figures 3.49 et 3.50) comme introduit par (Jiang et al.,
7. Une définition plus précise est présentée dans (Allali et al., 2012) pour les ancres sous le nom
de chaînes
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1995). Le score d’une ancre C est donné par la somme des scores des graines dé-
finissant les hits qu’elle contient. Le score de chaînage entre deux séquences S1 et
S2 est le score maximal parmi tous les scores des ancres calculées, on parle alors
d’ancre optimale. L’algorithme utilisé ici calcule l’ancre optimale en O(k2 log k) en
temps, où k est le nombre de hits. Si l’on reprend le même exemple que précédem-
ment, une ancre est composée des hits {{(Q, 8), (T, 8)}, {(Q, 22), (T, 23)}} (voir la
Figure 3.46). Après l’étape de chaînage, nous avons pour chaque ARN T de D un
ensemble de hits entre Q et T qui forment une ancre optimale A(Q, T ). On appelle
gaps les segments des ARN Q et T composés de nucléotides qui n’appartiennent pas
aux hits de l’ancre.
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Figure 3.50 – Les pré hits chevauchants, (hq8,ht8), (hq9,ht9), ou qui s’entrecroisent, (hq8,ht23) et (hq22,ht8), sont
écartés au cours de l’étape de chaînage (en fonction de leur score). Ainsi cet exemple présente les hits finaux entre
les séquences Q et T .
(ii) Extension des Ancres [option]
Figure 3.51 – Architecture du pipeline d’RNA-unchained-Étape de complétion des hits.
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Avant d’aligner les gaps des séquences Q et T avec un algorithme d’alignement
exact mais plutôt coûteux, une dernière phase optionnelle d’extension des graines
permet de réduire la taille des gaps (option epc). En outre, cette étape d’extension
permet de pallier la taille limitée des graines initiales. Dans un premier temps, chaque
hit entre les deux ARN Q et T est de nouveau étendu de part et d’autre de chaque
graine qui le compose s’il y a une similarité exacte en séquence. Cette nouvelle étape
est décrite dans l’exemple présenté dans la Figure 3.52 où le hit (hq22, ht23) est étendu
à gauche de deux nucléotides.
Puis on applique sur les zones de gaps restantes un algorithme adapté du LCS
(cf. (i)). Sur deux séquences l’algorithme LCS consiste à identifier la plus longue
chaîne de caractères telle que chaque lettre de ce mot apparaît dans le même ordre
dans chaque séquence. Afin d’éviter l’ajout de contraintes peu significatives, l’al-
gorithme LCS a été calculé sur des triplets de caractères (voir la Figure 3.52 pour
un exemple). Pour cela chacune des séquences a été encodée à l’aide d’une fenêtre
glissante de trois caractères avec un pas de un. Ainsi la séquence est encodée par une
suite de nombre codant pour un des triplets successifs de la séquence. L’algorithme
de LCS est alors appliqué à ces séquences ce qui assure la condition d’au moins trois
nucléotides successifs similaires.
Cependant cette amélioration de la contrainte n’est significative qu’à condition
que la couverture de l’ancre soit suffisamment élevée. Pour cela un seuil est uti-
lisé. Pour appliquer l’optimisation à l’aide du LCS, l’ancre doit avoir une taille au
préalable supérieur à 4× l bases.
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Figure 3.52 – L’ancre entre Q et T est étendue pour le hit hq23-ht23 à gauche. Puis le calcul de la LCS sur les
gaps à permis de les combler en partie.
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(iii) Alignement des Structures Contraintes avec LocARNA
Figure 3.53 – Architecture du pipeline d’RNA-unchained-Étape d’alignement final contraint.
Pour terminer, pour chaque candidat T homologue à la séquence Q, les gaps défi-
nis par l’ancre calculée entre Q et T sont alignés grâce à l’algorithme LocARNA (Will
et al., 2007). Pour cela LocARNA est utilisé avec l’option de contraintes qui per-
met de fournir l’ancre calculée comme une suite de contraintes à respecter (voir la
Figure 3.54).
G G C U A A U C C G A A C G  G  G C  U  A  U  U  A  G  G  A  A  U  C  C
0 1 2 3 0 0 4 0 5 6 7 8 9 10 11 0 12 13 14 15 16 17 18 19 20 21 22 23 0
Q
C G C U U A U C U G A A C G  G  A C  U  A  U  C  U  A  C  G  A  A  C  G
0 1 2 3 0 0 0 4 5 6 7 8 9 10 11 0 12 13 14 15 0  16 17 18 19 20 21 22 23
T
Figure 3.54 – L’ancre calculée pour notre exemple vue comme une séquence de contraintes.
3.4 Tests et Performance du Filtre
Afin d’analyser les capacités du pipeline implémenté à produire des alignements
corrects, nous avons utilisé un jeu de données d’étalonnage, le benchmark BraLi-
Base2.1 (Wilm et al., 2006), qui se compose d’un jeu de séquences ARN alignées.
Nous avons donc calculé à nouveau les alignements de ce benchmark à partir des
séquences fournies. Pour cela nous avons utilisé notre pipeline RNA-unchained avec
différentes combinaisons d’options afin d’en analyser les impacts et de peut être
pouvoir en déduire une combinaison optimale. Nous comparerons alors les résultats
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obtenus par RNA-unchained avec un programme d’alignement reconnu, LocARNA,
et parmi les plus performant en terme de qualité et de temps de calcul.
3.4.1 Outils d’Analyse et de Comparaison
Afin de pouvoir tester les différents paramètres de RNA-unchained mais égale-
ment de comparer la qualité de ses résultats avec d’autres outils actuels de compa-
raison de séquences, il est important de déterminer un jeu de données calibré mais
aussi des valeurs statistiques d’analyse appropriées.
(i) BraliBase comme Base de Données de Test
BraLiBase2.1 (Wilm et al., 2006) est un benchmark composé de 8 976 aligne-
ments composés de deux séquences. Ces alignements sont eux même classés par
familles. BraLiBase2.1 compte ainsi 36 familles d’ARN différentes. Dans chaque fa-
mille on décompte un nombre variable de séquences d’ARN mais tous les ARN d’une
même famille ne sont pas alignés les uns avec les autres. Dans une même famille un
même ARN n’est aligné que sept fois au maximum. BraliBase2.1 contient ainsi 7 858
séquences différentes. Ce benchmark a la particularité de présenter les alignements
de référence pour chaque couple d’ARN qu’il contient. Ces alignements ont été vé-
rifiés et validés manuellement par des biologistes. De plus avec BraLiBase2.1 il est
possible de récupérer en parallèle le script compalignp qui permet de comparer les
alignements obtenus avec les alignements de référence de BraLiBase2.1 en se basant
sur le SPS (Sum of Pair Score).
(ii) Valeurs d’Analyse de la Qualité d’Alignement
Sum of Pair Score Afin de comparer les alignements obtenus aux alignements de
référence de BraliBase2.1, nous utiliserons la valeur statistique du SPS (Sum of Pair
Score) qui a également été utilisée par Schmiedl et al. (2012). Initialement introduit
pour évaluer la qualité des alignements de séquences multiples, le SPS est défini
comme la proportion de paires de bases correctement alignées dans l’alignement cal-
culé par rapport à l’alignement de référence. Plus précisément, soient un alignement
de référence r de taille lr et un alignement calculé e de taille le, le SPS est donné
par le ratio SP e
lr
. On appelle SP e le nombre de paires (i, j) telles que les positions
i et j sur les séquences originales sont des mises en correspondances dans chacun
des deux alignements r et e. Même si ce score est utilisé fréquemment lors d’études
d’alignements multiples de séquences et est fournis dans de nombreux paquetages,
il est difficile d’expliquer d’un point de vue biologique la signification de la valeur
du SPS.
Couverture En outre du SPS, on prend également en compte le taux de couver-
ture par les ancres des ARN alignés. Ce taux est calculé comme le ratio entre le
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nombre de bases appartenant à l’ancre et la longueur de l’alignement (Figure 3.55).
Le taux de couverture par les ancres est important car il permet d’évaluer l’impact
de ces ancres aussi bien du point de vue du temps de calcul que de la justesse des
résultats. En effet, un taux de couverture élevé mais relevant de mauvaises ancres
mènera nécessairement à des alignements de mauvaise qualité et donc à une faible
valeur de SPS alors qu’un faible taux de couverture mais plus fiable pourra générer
un alignement de meilleur qualité mais sans gain significatif du temps de calcul.
Similarité Enfin, afin de pouvoir analyser les valeurs de SPS et de couverture des
ancres nous les présentons en fonction de la similarité entre les deux ARN comparés
dans leur alignement de référence. On définit cette similarité Sim(Q, T ) entre une
séquence requête Q et une séquence cible T , deux séquences appartenant à un même
alignement de référence, comme :





où Q′, T ′ font références aux séquences Q et T alignées, et f(a, a) = 1 et f(a, b) = 0
si a 6= b.
Présentation des résultats Les deux Figures 3.55.a et 3.55.b présentent les
résultats, respectivement, de SPS et de couverture, obtenus avec RNA-unchained
(Echelle de gauche). En outre de ces résultats, les histogrammes présentent le nombre
d’alignements (échelle de droite) par intervalles de similarité (avec un pas de 5).
Dans les deux cas, les courbes sont générées en fonction du taux de similarité des
alignements de référence.
Afin de minimiser l’impact sur la courbe de l’utilisation de LocARNA sans
contraintes tout en conservant suffisament d’alignements pour l’analyse, seuls les
alignements présentant au moins un hit suite au chainage avec RNA-unchained ou
une EPM suite au chainage avec ExpLocP sont conservé pour tracer les courbes.
Ainsi si on observe sur la Figure 3.55.a de faibles valeurs de couverture, cela
signifie que peu de hits ont été calculés entre les ARN étudiés, ce qui peut ne
pas être suffisant pour contraindre suffisamment l’alignement avec LocARNA et
n’influera pas sur son temps de calcul. Au contraire, une valeur élevée de couverture
est synonyme d’un grand nombre de hits calculés pour ces séquences ARN et cette
forte couverture pourrait permettre d’améliorer les temps de calcul d’alignement
avec LocARNA. Cependant un grand nombre de hits peut également provenir de
critères trop peu stringents et certains de ces hits pourraient être de faux positifs
qui faussent alors l’alignement.
Sur la Figure 3.55.b, on observe alors la qualité des alignements générés par rapport
aux alignements de références fournis par BraliBase2.1. Plus cette valeur est élevée
plus l’alignement calculé est proche de celui de référence.
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(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Figure 3.55 – Exemple de courbes présentant les résultats d’alignement.
Dans le fond de ces deux figures on observe un histogramme reflétant le nombre
d’alignements pris en compte pour le calcul du point de la courbe pour chaque
intervalle de similarité en séquence des alignements.
(iii) Outils d’Alignements
Nous avons utilisé l’outil d’alignement exact LocARNA (Will et al., 2007) qui
sert alors de référence à l’ensemble des études réalisées. En effet, LocARNA est un
outil qui accepte en entrée deux séquences ARN puis qui calcule pour ces deux ARN
la matrice de probabilité d’appariement des résidus. Enfin à partir de cette matrice
LocARNA extrait l’alignement le plus probable avec une complexité de l’ordre de
O(n4) (voir Section 3.1.2(iv)).
Nous avons calculé ces alignements avec un filtre de LocARNA, ExpaRNA (Heyne
et al., 2009), qui est un pipeline similaire à RNA-unchained. ExpaRNA est un filtre
permettant d’améliorer les temps de calcul de LocARNA. Cependant tout comme
LocARNA, ExpaRNA utilise la matrice de probabilité des ARN qui sont à aligner ;
il n’a donc pas besoin de la structure secondaire des ARN. De plus il utilise un mo-
dèle de graines appelées EPM qui correspondent aux plus longs motifs de similitude
exacte entre les deux séquences. Mais contrairement à RNA-unchained qui présente
une phase de calcul précédant l’analyse et permettant l’utilisation d’un index, Ex-
paRNA calcule les EPM directement sur les deux séquences qui lui sont fournies en
entrée. Ainsi, ces deux outils, LocARNA et ExpaRNA, calculent l’alignement optimal
grâce aux scores de la matrice de probabilités d’appariements des bases, c’est-à-dire
à partir de l’ensemble des possibilités de repliement des deux ARN analysés. Ils
sont à la pointe de leur domaine. Afin de pouvoir reproduire les analyses réalisées
avec BraliBase2.1 par les auteurs dans (Heyne et al., 2009), nous avons obtenu des
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auteurs de l’article le code et les paramètres qu’ils avaient alors utilisés. Nous avons
ainsi utilisé deux modes pour ExpaRNA :
- avec les paramètres optimisés fournis par les auteurs, que l’on appellera Ex-
pLocP
- avec les paramètres par défaut, que l’on appellera ExpLocPNoOpt.
3.4.2 Analyses Comparatives de l’Impact des Différentes Graines
Sélectionnées
(i) Différentes Méthodes de Génération de la Structure Secondaire
Afin d’utiliser la méthode développée dans RNA-unchained, les séquences ARN
doivent être fournies avec leurs structures secondaires. Cependant, la plupart du
temps au cours des expériences seule la séquence des ARN est disponible. En effet,
comme discuté au début de ce manuscrit, la structure secondaire dépend de l’en-
vironnement du polynucléotides et il est difficile de l’obtenir, aussi bien d’un point
de vue technique que financier. De nombreux logiciels de repliement d’ARN ont été
développés et permettent à partir de la structure primaire d’accéder à une structure
secondaire possible.
La structure MFE La structure « Minimum Free Energy (MFE) » d’une sé-
quence ARN est la structure secondaire de cet ARN qui contribue à obtenir l’énergie
libre minimale d’appariement pour cette séquence. Une telle structure est prédite à
partir d’un modèle d’énergie basé sur les boucles de repliement et d’un algorithme
de programmation dynamique introduit par Zuker and Stiegler (1981). En tant que
structure secondaire un ARN peut être décomposé en boucles et en bases non ap-
pariées. Le modèle d’énergie basé sur les boucles calcule alors l’énergie libre F (S)
d’une structure secondaire d’ARN S comme la somme des énergies libres, FL, de
chaque boucle L composant S. Ainsi pour un jeu de paramètres d’énergie et une
température (par défaut 37C) donnés, la structure secondaire S minimisant la valeur
de F (S) est calculée comme la somme minimisant cette valeur.
Afin d’obtenir la structure MFE, on utilise le programme RNAfold du Vienna-
Package (Lorenz et al., 2011).
La structure MEA La notion de structure secondaire MEA, pour Maximum
Expected Accuracy, a été introduite par Do et Al. (Do et al., 2005). Une fonction de
partition basée sur des méthodes thermodynamiques permet d’obtenir les probabilité
d’appariement des bases. Les structures identifiées sont alors assemblées grâce à
un algorithme de programmation dynamique et la combinaison de structures qui
maximise le score final est sélectionnée.
De même que pour calculer la structure MFE nous utilisons RNAfold du Vien-
naPackage (Lorenz et al., 2011) pour obtenir la structure MEA des séquences en
entrée de RNA-unchained.
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Les shapes Les shapes constituent une représentation de la structure d’un ARN.
Différents types de shapes (cinq) existent. Le type de shape sélectionné représente le
niveau d’abstraction (ou de dissimilarité) pour lequel la shape obtenue est différente
du niveau précédent. Globalement, les région hélicoïdales sont représentées par une
paire de crochets ouvrant et fermant et les régions non appariées sont assimilées à un
unique tiret « _ ». Les différentes shapes sont dues à l’implication ou non d’éléments
structuraux tels que les renflements, les boucles internes, les boucles multiples ou
encore les tiges, dans la représentation de la shape (voir la Figure 3.56). On distingue
ainsi cinq types de shapes :
-Type 1 Le plus précis - Toutes les boucles et toutes les régions non appariées
sont symbolisées.
-Type 2 Tous les types de boucles ainsi que les régions non appariées situées
dans des boucles externes et des boucles multiples.
-Type 3 Seuls les différents types hélices sont représentés (les régions non appa-
riées sont omises).
-Type 4 Seules les hélices des boucles externes ou des boucles multiples sont
représentées.











Shapes type 5 [[][]]
Shapes type 4 [[][[]]]
Shapes type 3 [[[]][[]]]
Shapes type 2 [[[]][_[]_]]
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Figure 3.56 – Exemple des cinq shapes possibles pour un ARN donné.
RNAshapes (Steffen et al., 2006) est un programme permettant de calculer pour
une séquence donnée en entrée les différentes shapes voulues de cet ARN. Il est
alors possible en choisissant un type de shape de récupérer pour un ARN donné la
structure secondaire associée à cette shape.
L’approche multistructures La structure la plus stable ou la plus probable
n’est pas nécessairement la structure secondaire réelle d’un ARN. C’est pourquoi
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nous nous sommes intéressés à une approche multi structures au cours de laquelle
non pas une mais k structures seront sélectionnées parmi les plus probables.
Chacune des k structures de la séquence en entrée est comparée aux k structures




comparaisons et on ne retient que le chainage menant au meilleur
alignement.
Cependant cette méthode présente un certain nombre d’inconvénients. Dans un




effectués pour un seul couple d’ARN, le temps de calcul est donc démultiplié.
(a) Analyse de la couverture des graines. (b) Analyse de la qualité des alignements.
Figure 3.57 – Impact de la méthode de repliement MFE sur la comparaison d’ARN.
Impact de la méthode de repliement sur les résultats Chacune de ces mé-
thodes permettant d’obtenir une structure secondaire pour les ARN analysés a été
testée (voir Figures 3.57, 3.58, 3.59 et 3.60). On observe que, pour l’approche mul-
tistructure, un nombre plus important de structures pour un ARN donné permet
d’améliorer la couverture par les graines de l’alignement et la qualité des alignements.
Mais les temps de calculs étant multipliés par le nombre de structures considérées,
les gains en qualité ne sont pas importants. Il en va de même pour le calcul des
shapes qui est très prenant en temps (aussi long que le chaînage lui-même) et qui,
de plus, n’améliore pas la qualité des alignements calculés.
Pour le reste de l’étude et suite à ces résultats, nous avons conservé le repliement
selon la structure secondaire MFE obtenue avec l’outil RNAfold. Nous dénommerons
par « MFE » les courbes générées à partir de ce repliement.
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(a) Analyse de la couverture des graines. (b) Analyse de la qualité des alignements.
Figure 3.58 – Impact de la méthode de repliement MEA sur la comparaison d’ARN.
(a) Analyse de la couverture des graines. (b) Analyse de la qualité des alignements.
Figure 3.59 – Impact de la méthode de repliement des shapes sur la comparaison d’ARN.
(ii) Différentes Tailles de Graines
Une graine (l, d) centrée, dépend de ses paramètres l et d. Il est donc intéressant
d’évaluer l’impact de différentes valeurs pour l et d. Il est alors important de remar-
quer que plus la valeur de d est petite plus les graines seront stringeantes puisque
on se rapproche des EPM qui sont très proches des graines (l, 0) centrées.
Concernant les paramètres de définition des graines, plusieurs valeurs pour l et
d allant de (4, 0) à (10, 3) ont été testées afin de déterminer une taille de graine
adaptée permettant d’obtenir une couverture des séquences suffisante pour produire
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(a) Analyse de la couverture des graines. (b) Analyse de la qualité des alignements.
Figure 3.60 – Impact de la méthode de repliement multi-structures sur la comparaison d’ARN. k représente
le nombre de structures secondaires générées pour chaque ARN, soit ici on a généré les courbes pour 1, 2 et 10
structures secondaires pour chaque ARN.
(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Figure 3.61 – Importance de la taille de la séquence de la graine.
des alignements de qualité sans pour autant impacter sur les temps de calculs.
Les expériences que nous avons effectuées sur une large gamme de valeurs pour
l et d (voir Figures 3.61, 3.62 et Annexe 81) montrent clairement que de petites
portions de séquences conservées génèrent de nombreuses graines qui sont de faux
marqueurs positifs. Ce qui est par exemple le cas pour les graines (5, 1) (voir An-
nexe 81) qui impliquent la conservation d’une courte séquence de trois nucléotides
consécutifs.
Pour une même taille en séquence, soit pour des valeurs de l − 2d identiques
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(voir Figure 3.61), une petite taille en structure est à l’origine de nombreux faux
positifs et d’alignements de faible qualité. Une taille élevée en structure permet
alors de compenser l’effet de la petite taille en séquence et améliore la qualité des
alignement. La taille de la structure conservée a ainsi un impact sur la spécificité
des graines sélectionnées.
Une étude similaire portant sur l’implication de la taille de la structure dans la
qualité des résultats d’alignements est réalisée.
Au contraire, la conservation d’une longue portion de structure dans les graines
génère un faible taux de couverture des séquences ARN par ces graines. Ceci se
vérifie d’autant plus que l’on applique l’option de filtrage sur la composition en
structure des graines, c’est-à-dire que toute structure doit présenter au moins deux
types de caractères structuraux (voir la discussion plus loin).
De manière plus générale, on observe une corrélation entre un taux de couverture
par les graines élevé et une faible valeur du SPS, soit des alignements de moindre
qualité.
Enfin les graines dont les paramètres ont des valeurs proches, comme par exemple
(9, 1), (9, 2), (8, 1) et (8, 2) présentent des performances relativement similaires.
(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Figure 3.62 – Importance de la taille de la structure de la graine.
Pour la suite des analyses nous avons sélectionné les graines de paramètres (9, 1)
qui présentent des alignements de bonne qualité et une couverture correcte des
graines permettant d’améliorer les temps de calcul des alignements finaux. Nous
dénommerons par « 91MFE » la courbe par défaut de RNA-unchained (c’est-à-dire
sans options r, rfb et epc).
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(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Figure 3.63 – Impact des options d’RNA-unchained sur la comparaison d’ARN.
(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Figure 3.64 – Comparaison des résultats obtenus avec les outils RNA-unchained, LocARNA et d’ExpLocP, avec
et sans option.
(iii) Différentes Options d’Optimisation des Graines
Dans l’optique d’évaluer l’impact de l’utilisation de nos options sur les aligne-
ments finaux nous avons utilisé les graines de paramètres (9, 1). Chacun des critères
de sélection des graines à chainer décrits dans le paragraphe (iii) est testé indépen-
dament (voir Figure 3.63) :
- courbe 91MFE_r : cette courbe permet d’analyser l’impact de la sélection
stringente des seuls hits présentant deux types de structures. Si ce n’est pas
le cas, l’alignement est obtenu en utilisant LocARNA (Will et al., 2007) sans
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contrainte.
- courbe 91MFE_rfb : ici on conserve les hits présentant au moins deux
structures différentes mais si aucun des hits ne présente cette caractéristique
on conserve l’ensemble des hits initiaux.
De même, l’impact de l’extension des ancres après chaînage (ii) a également été
analysé.
- courbe 91MFE_epc : dans ce cas les graines chaînées sont étendues selon les
critères discutés auparavant.
Enfin nous avons combiné les deux types de critères, rfb et epc, dans la courbe
91MFE_rfbepc.
Nous avons comparé les résultats des combinaisons de nos options avec trois
programmes de référence :
- LocARNA : en rouge, la courbe présentant les résultats d’alignement avec
LocARNA seul.
- ExpLocP : en vert, la courbe présentant les résultats d’alignement avec le
filtre ExpLoc-P et les paramètres d’optimisation fournis par les auteurs.
- ExpLocPNoOpt : en gris, la courbe présentant les résultats d’alignement avec
le filtre ExpLoc-P sans paramètre.
On observe sur la Figure 3.64 que toutes les méthodes, à l’exception
d’ExpLocPNoOpt, fonctionnent bien et présentent des comportements relativement
similaires. Cependant pour les alignements de référence présentant une similarité en
séquence comprise entre 0,6 et 0,8 (soit entre 60% et 80% de similarité en séquence),
lorsque l’on utilise RNA-unchained avec les critères de sélections sur les graines, soit
qu’elles soient composées d’au moins deux types d’éléments structuraux différents,
on obtient de meilleurs résultats d’alignement, et même de meilleurs alignements que
LocARNA seul. Cela montre que l’ajout d’ancres de haute qualité, même si elles ne
recouvrent qu’une faible partie des séquences ARN considérées (voir la Figure 3.63),
peut améliorer significativement la qualité des alignements. Cependant la définition
de hits trop stringent, comme c’est le cas avec l’option 91MFE_r par exemple,
génère un taux de couverture par les ancres très faible. Ce qui a pour conséquence
que la plupart des alignements ne présentent pas d’ancre et donc pas de contrainte
à fournir à LocARNA. Ces alignements reposeront alors sur l’alignement seul par
LocARNA des séquences.
3.4.3 Impact des Options des Graines
(i) Influence de la Couverture des Ancres
Afin de comprendre les différences de qualité entre les alignements obtenus, le
pourcentage de contraintes communes entre les deux méthodes, RNA-unchained et
ExpLoc-P, a été calculé. Les méthodes 91MFE, 91MFE_rfb et 91MFE_rfbepc
présentent entre 50 et 80% de contraintes communes avec ExpLoc-P excepté dans
l’intervalle de 60%− 80% de similarité où le pourcentage de contraintes communes
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(a) Analyse de la couverture des graines
Figure 3.65 – Pourcentage de contraintes communes à ExpLoc-P.
est inférieur à 50%. De même, la méthode 91MFE_r présente moins de 30% de
contraintes communes avec ExpLocP en decà de 90% de similarité en séquence des
alignements.
Il est intéressant de noter que notre modèle de graines (combiné aux deux op-
tions) permet une couverture des séquences ARN comparable à la couverture des
EPM (voir Figure 3.65). Lorsque l’on met en parallèle les Figures 3.65 et 3.63, on
observe que la qualité des alignements de 91MFE_r est la plus proche de celle de
LocARNA, cependant c’est aussi celle qui présente le plus faible taux de contraintes
communes avec ExpLoc-P. Ceci implique que le peu de hits de 91MFE_r semble
plus significatif que ceux d’ExpLoc-P.
(ii) Influence du nombre d’alignements couverts
L’ensemble des alignements de BraliBase2.1 n’est pas couvert par des hits. Ainsi,
si un alignement ne présente pas de hits entre les deux séquences qui le compose,
LocARNA est appliqué seul et sans contrainte sur les séquences de cet alignement.
LocARNA n’ayant alors aucune contrainte sur laquelle baser son alignement, ses
temps de calculs ne sont pas améliorés. Il est donc important de comparer le nombre
d’alignements couverts par des hits selon la méthode et les options choisies.
La Figure 3.66 présente pour les deux méthodes étudiées, ExpLocP et RNA-
unchained, le nombre d’alignements couverts par des hits en fonction du taux de
couverture. On note que la première barre de l’histogramme (à 0) correspond au
nombre d’alignements non couverts par les hits. Cette valeur est donnée explicite-
ment à la suite du nombre d’alignements couverts par au moins un hit dans le titre
de chaque histogramme.
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Figure 3.66 – Nombre d’alignements couverts par des hits chaînés selon la méthode employée.
Pour RNA-unchained, on observe que le nombre d’alignements sans hit pour les
options 91MFE, 91MFE_rfb et 91MFE_rfbepc est le même puisque dans ces
trois cas aucun des hits n’est écarté avant le chainage si cela entraine l’absence de
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hits dans l’alignement. La différence entre ces trois options réside dans la réparti-
tion des alignements couverts. En effet, les options combinées rfb et epc permettent
d’augmenter le nombre d’alignements avec une meilleure couverture. Au contraire,
l’option 91MFE_r écarte certains hits même si cela signifie qu’il n’y aura plus de
hits entre les séquences. On observe alors un grand nombre (2 819) d’alignements
non couverts et la majorité des alignements présente une faible couverture par les
hits. Cependant si on rapproche ces résultats des précédents résultats présentés (Fi-
gure 3.63) cela laisse entendre que l’option r permet un chainage plus stringent
grâce à des hits plus pertinents. Mais ces résultats peuvent être modérés par le
grand nombre d’alignements non couverts. Le nombre d’alignements couverts avec
les options rfb et epc permettent de combiner la pertinence des graines de l’option
r avec le taux de couverture de base des hits 91MFE. De plus, le nombre d’ali-
gnements présentant un fort taux de couverture est amélioré par l’option epc qui
permet d’étendre les hits pré-existants.
De manière similaire à l’option r, ExpLocP ne couvre pas non plus la totalité
des alignements (2 507 ne sont pas couverts). On peut donc en déduire les mêmes
résultats à savoir que les EPM d’ExpLocP sont suffisament pertinentes pour amé-
liorer la qualité des alignements, cependant de nombreux alignements ne sont pas
couverts. Au contraire ExpLocPNoOpt génère des EPM qui couvrent la totalité des
alignements mais la qualité de ces alignements est faible (Figure 3.64). En effet, de
nombreuses EPM identifiées ne sont pas suffisament significatives pour générer un
signal de chainage fort ce qui se traduit par des alignements erronés.
(iii) Influence du Temps de Calcul
Différents temps de calcul ont été répertoriés pour différentes méthodes présen-
tées dans les sections précédentes. On remarque à cette occasion que les temps de
calcul de LocARNA et ExpLocP ne sont pas aussi importants que ceux présentés
dans (Schmiedl et al., 2012). Cependant les temps de calcul que nous obtenons pour
ExpLocP sont comparables à (Schmiedl et al., 2012). La différence observée provient
des récentes améliorations apportées à LocARNA.
Temps de Calcul Hits/chainage Alignement des gaps Total
LocARNA 0 9,022 9,022
ExpLocP 1,492 6,070 7,562
91MFE 3,386 4,563 7,949
91MFE_r 3,157 6,242 9,399
91MFE_rfb 3,329 5,955 9,284
91MFE_rfbepc 3,283 4,510 7,793
Table 3.3 – Temps de calcul (en secondes). Le temps de calcul requis pour la construction de l’index n’est pas
inclue mais prend moins d’une minute. Les expériences ont été réalisées sur un serveur à double processeurs Intel
Xeon 3.3GHz. Les étapes d’indexation des graines, de recherche des hits et de chaînage sont implémentées en Java.
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On note que des valeurs élevées en structure (paramètre l), et plus particulière-
ment combinées à l’option requérant deux types d’éléments structuraux différents,
comme par exemple pour 91MFE_r, mènent à des alignements de bonne qualité
mais à de faibles taux de couverture par les graines et à des temps de calculs pour
la phase d’alignement des segments entre les graines très élevés.
L’analyse de 91MFE montre un taux de couverture par les ancres relativement
élevé, ce qui implique que LocARNA tire énormément avantage de ce taux de cou-
verture dans le calcul de l’alignement final puisque le temps de calcul est divisé par
deux. Cependant, la justesse des alignements est significativement inférieure à celle
obtenue par les autres méthodes analysées. Ceci peut être expliqué par la présence
dans l’ancre finale de hits présentant de faibles informations du point de vue structu-
ral (comme par exemple un segment conservé de bases non appariées). Ces segments
sont alors des segments faux positifs sélectionnés au cours du chaînage et faussant
LocARNA au cours de la phase finale d’alignement exact basée sur l’ancre fournie.
Entre ces deux méthodes extrêmes, on peut observer que l’optimisation des
graines que nous avons implémentée et expérimentée avec 91MFE_rfbepc (voir
le paragraphe (iii)) offre un bon compromis en présentant des résultats d’aligne-
ment de qualité et de meilleurs temps de calculs, en particulier concernant la phase
d’alignement.
Enfin, la seconde optimisation proposée dans RNA-unchained, l’extension des
ancres basée sur le LCS (voir le paragraphe (ii)), améliore significativement le taux
de couverture par l’ancre sans impacter significativement la qualité des alignements
obtenus. Cela se reflète dans les valeurs de SPS obtenue par 91MFE_rfbepc qui
sont particulièrement proches des valeurs obtenues par 91MFE_rfb alors que le
taux de couverture est le plus élevé parmi toutes nos versions. En conclusion, le
gain en temps de calcul de l’alignement en comparaison avec LocARNA est maximal
(divisé par 2).
3.5 Conclusion & Perspectives
RNA-unchained permet la comparaison d’un ARN avec un ensemble d’ARN, en
se basant sur les notions de graines, d’indexation de graines et de chaînage de hits.
Les points clefs de notre approche sont donc : un modèle de graines basé à la fois
sur la séquence et sur la structure et un algorithme de chaînage de graines rapide
(sub-cubique). La capacité d’indexer rapidement et de retrouver efficacement les hits
entre une séquence requête et un jeu de données cibles est un point important de
notre méthode puisque l’indexation de l’ensemble des graines des séquences cibles est
réalisée une unique fois en un temps linéaire par rapport à la somme des tailles de ces
séquences. En effet, pour cette étape d’indexation seules les valeurs des paramètres l
et d des graines importent puisqu’elles déterminent le nombre de clefs de la table de
hachage. Les expériences réalisées avec Bralibase2.1 montrent clairement que RNA-
unchained obtient des résultats de meilleure qualité que les méthodes actuelles, avec
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des temps de calculs comparables.
Le modèle de graines introduit diffère significativement du modèle des EPM
d’ExpaRNA. Il est intéressant de remarquer que notre modèle de graines associé aux
deux améliorations proposées génère une couverture des séquences comparable à celle
des EPM. Cela montre que ces deux modèles semblent capables d’identifier des mo-
tifs structuraux conservés importants. Cependant, pour des similarités en séquences
comprises entre 60 et 80%, on observe une différence significative (RNA-unchained
améliore la qualité des alignements par rapport à ExpLoc-P et LocARNA). De ma-
nière plus générale, nos résultats ainsi que ceux centrés autour de la notion d’EPM,
suggèrent que les approches de chaînage de hits méritent d’être explorées aussi bien
pour leurs modèles de graines que pour leurs algorithmes de chaînage. En particulier,
contrairement aux graines sur les séquences qui ont été largement étudiées (Brown,
2008), des analyses statistiques portant sur les modèles de graines sur les ARN
manquent.
La différence majeure entre notre approche et celles d’ExpLoc-P et LocARNA
repose sur la méthode employée pour prendre en compte la structure secondaire des
ARN. ExpLoc-P et LocARNA suivent une approche globale basée sur les probabilité
d’appariement des bases selon la distribution de Boltzmann, alors que notre ap-
proche se base sur les structures secondaire MFE. Nous avons étudié des approches
intermédiaires basées sur le repliement en structure secondaire avec RNAsubopt de
Lorenz et al. (2011) et RNAshapes de Steffen et al. (2006). Cependant nous avons
observé que la structure MFE permet de produire des résultats de meilleure qualité
tout en minimisant les temps de calcul. Cette concordance apparente entre deux
approches différentes suggère à nouveau que les graines intégrant une dimension
structurale, c’est-à-dire soutenant l’idée de la conservation de motifs en séquences
et structures, méritent d’être étudiées.
Un aspect important de RNA-unchained concerne l’utilisation de LocARNA pour
l’alignement contraint des gaps. Comme les gaps correspondent aux segments dans
lesquels aucun motif structural n’est conservé, cela permet de réduire l’impact du
choix de la structure MFE. En effet, celle-ci est alors uniquement utilisée pour dé-
tecter les hits et calculer l’ancre, ce qui peut constituer une des raisons pouvant
expliquer la concordance entre les deux approches. Cependant, cette partie du pi-
peline est la plus coûteuse du point de vue du temps de calcul, ce qui est également
le cas pour ExpLoc-P, puisque LocARNA est basé sur le modèle de repliement et
d’alignement simultané de Sankoff. Les résultats obtenus avec l’option d’extension
des ancres suggèrent qu’une approche hiérarchique, qui prend en considération des
motifs en séquence ou structure moins conservés au sein des gaps, permet de réduire
la taille des segments pour lesquels on calcule un alignement exact et serait une ap-
proche efficace. Il est même possible de se demander si pour certaines applications
pour lesquelles un alignement exact n’est pas nécessaire (telles que par exemple les
premières étapes de regroupement initial au cours de l’analyse du structurome ARN
d’un génome complet), l’approche décrite ci-avant ne serait pas suffisante.
Concernant RNA-unchained, sa dernière version est à ce jour disponible sous la
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forme d’une suite de programmes écrits en java. Une nouvelle version en C + + est
en cours d’implémentation. On peut donc supposer que les temps de calculs seront
améliorés par cette version.
Le modèle de graines utilisé, les graines (l, d) centrée, est un sous-ensemble du
modèle des « graines à trous » (ou « spaced seeds » ). Dans ce modèle, les mésap-
pariements en séquence (au nombre de l− 2d) ne sont pas uniquement localisés sur
les extrémités de la graine, il sont répartis sur chacune des positions possibles sur l.






Il serait intéressant de voir l’impact de l’intégration de cette nouvelle variable (la
position des gaps) sur la qualité des alignements produits.
Tout comme dans le chaînage en séquence, entre deux hits consécutifs chaînables
on peut observer une région non contrainte, ou gap. Plus un gap est long moins les
deux séquences comparées sont similaires. Au cours du chaînage dans les arbores-
cences ces gaps ne sont pas pris en compte lors du calcul de l’ancre. Il serait donc
intéressant de se pencher sur le problème de l’introduction de la notion de gap
dans les arborescences comme cela a été fait dans les séquences par Ohlebusch and
Abouelhoda (2006).
La structure d’indexation actuellement utilisée pose certains problèmes mémoires
puisque la plupart des tables constituant l’index sont creuses. Il serait donc perti-
nent de rechercher une structure d’indexation plus efficace et plus compacte. De
plus, il est réaliste de penser qu’un certain nombre de graines identifiées soit des
motifs récurrents sur la majorité des séquences de la base de données, d’autant plus
si le modèle de graines utilisé est de petite taille. En effet, présente sur une grande
partie des séquences de l’index, ce type de graines n’apporte aucune information
supplémentaire voir même, au contraire, peut induire en erreur. Une analyse sta-
tistique serait utile afin d’identifier les graines récurrentes sur-représentées dans la
base d’indexation et ainsi pouvoir les éliminer de toute future analyse.
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Méthode d’Identification et de
Caractérisation des Pseudogènes au
sein de Génomes Procaryotes
La vinification est caractérisée par deux fermentations, qui doivent être maî-
trisées par le vinificateur, impliquant la flore microbienne naturellement présente
dans le moût de raisin. Tout d’abord les levures assurent la fermentation alcoolique
qui voit la conversion des sucres en alcool. Ensuite, les bactéries lactiques réalisent
la fermentation malolactique, qui consiste en la dégradation de l’acide malique en
acide lactique. En plus de diminuer l’acidité, la fermentation malolactique s’accom-
pagne, entre autres, d’une stabilisation microbiologique du vin. La fermentation
malolactique est un processus bénéfique et nécessaire à la production de la plupart
des vins. Toutefois, la capacité des bactéries lactiques autochtones à survivre et à
se développer dans ces conditions physico-chimiques particulièrement hostiles (forte
concentration en éthanol (> 10%), pH bas (3-4), appauvrissement en éléments nutri-
tionnels) détermine son bon déroulement. Dans ces conditions, les bactéries lactiques
les plus résistantes sont naturellement sélectionnées ; le plus souvent Oenococcus oeni
devient l’espèce majoritaire, et du même coup le déclencheur et principal acteur de
la fermentation malolactique.
Oenococcus oeni apparaît comme « la bactérie la mieux adaptée aux conditions
de vinification ». Cependant, une grande diversité de phénotypes est naturellement
observée aux niveaux des souches. Celles-ci diffèrent notamment par leur tolérance
à certains types de vin, leur efficacité fermentaire ou encore la production d’arômes
via différentes voies métaboliques. En conséquence du caractère variable et impré-
visible de la flore lactique, le recours à l’inoculation de souches d’Oenococcus oeni
sélectionnées est devenu une pratique courante pour contrôler ou amorcer une fer-
mentation malolactique tardive. L’organisation des populations du genre Oenococcus
est connue et panmictique (Bilhère et al., 2009). Cependant, ces souches présentent
de fortes variations génotypiques (Borneman et al., 2010; Bon et al., 2009) et des
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variations phénotypiques hétérogènes (Bilhère et al., 2009; Bartowsky and Borne-
man, 2011), ce qui rend ces espèces bactériennes hautement spécialisées difficiles à
« domestiquer » par les viticulteurs.
À ce jour, les génomes des différentes souches identifiées (plus de 200) de l’es-
pèce sont en cours de séquençage ou d’annotation. En particulier, les génomes de
deux souches aux performances oenologiques antagonistes ont été entièrement sé-
quencés et circularisés : la souche PSU-1 et la souche BAA-1163. Alors que PSU-1
compose un levain industriel, BAA-1163 ne présente aucune propriété bénéfique
pouvant justifier son incorporation à la composition d’un levain. En parallèle, les
logiciels d’inférence de présence de gènes permettent l’automatisation de la carto-
graphie génique. Cependant de nouvelles entités génomiques récemment identifiées,
les pseudogènes, pouvant également avoir un rôle fonctionnel dans l’expression gé-
nique, faussent ces prédictions automatiques. Il apparaît donc comme nécessaire de
s’attacher à la détection de cette nouvelle kyrielle fonctionnelle pour identifier son
hypothétique implication dans les performances de la souche.
Les variations du contenu des gènes, la plasticité des génomes, sont connues pour
être un point clef de l’évolution des génomes. L’étude de ces variations est une étape
importante pour la compréhension de l’évolution et de l’adaptation des génomes à
une niche écologique (Makarova and Koonin, 2007). Les modifications de mode de
vie des bactéries ou les conditions de vie difficiles peuvent mener à une variabilité
du génome, à la perte ou l’acquisition de fonctions.
Les pseudogènes sont des séquences qui dérivent de séquences géniques ayant
codé pour des protéines et perdu cette capacité suite à des altérations. En propor-
tions moins importantes que dans les génomes eucaryotes, ils sont également présents
dans les génomes procaryotes. Les pseudogènes proviennent de divers mécanismes
génétiques et évolutionnaires qui altèrent la transcription ou la traduction de ces
séquences (Rouchka and Cha, 2009). La proportion des pseudogènes peut énormé-
ment varier d’un organisme à un autre (entre 1% et 5% mais rarement au delà de
40%), selon le mode de vie (individuel ou en association) et les propriétés du génome
(taux de duplication, mutation, deletion et de transfert latéral) (Liu et al., 2004).
Outre l’avantage phylogénétique soulevé, un intérêt algorithmique est également
à souligner. En effet, l’automatisation du décèlement des pseudogènes permettrait
de pallier la confusion qu’ils engendrent lors de la détection automatique des gènes,
et par là même de l’améliorer. Les séquences pseudogéniques constituent donc des
leurres à deux niveaux : pour les logiciels d’annotation en raison de leur séquence
proche de celles des gènes codant pour des protéines et via leur ARN qui ainsi permet
la régulation de l’expression génique (Deroin, 2010).
Nous étudierons le pseudome des génomes bactériens du vin afin de reconstruire
et de modéliser l’histoire évolutive des séquences géniques en nous focalisant sur les
génomes du genre Oenococcus qui, de plus, présentent un intérêt biotechnologique.
D’autre part, ces souches présentent un génome hautement compact et des séquences
pseudogéniques. L’analyse de ces dernières présente un double intérêt tant du point
de vue fonctionnel, au sein de la cellule, que du point de vue in silico, au niveau de
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l’annotation des objets géniques.
4.1 Nomenclature Systématique des Objets Géné-
tiques
4.1.1 Nécessité d’une Nomenclature Commune
Absence d’une nomenclature harmonisée Les différents génomes d’O. oeni
ont été séquencés par différents laboratoires. Ainsi chacun des génomes annotés
présente une nomenclature différente adoptée par le laboratoire dont il est issu.
Il n’existe actuellement aucune nomenclature commune aux génomes d’O. oeni
ou même aux génomes bactériens. En outre, il est difficile de trouver des informations
sur les conventions de nomenclature systématique des entités génomiques. De plus, la
plupart des sites internet n’explicitent pas leurs conventions. Seuls certains incluent
un paragraphe abordant le système de nomenclature sans pour autant le détailler.
Les conventions établies ont ici été essentiellement déduites du système de no-
menclature des gènes des données des séquences publiques (EMBL) ainsi que du
système de nomenclature des levures mis en place par (Durrens and Sherman, 2005).
Nécessité d’une nomenclature (bactérienne) normalisée, explicite et ex-
tensible L’augmentation du nombre de génomes bactériens séquencés et la diver-
sité de nommage des entités génomiques identifiées qui en découle sont à l’origine de
l’émergence du besoin d’établissement d’une nomenclature unique. En effet, actuel-
lement, des noms arbitraires sans règle nécessairement établie leur sont attribués :
aucune identification instantanée de l’espèce n’est alors possible. Il apparaît comme
nécessaire d’adopter un système simple, stable, sans ambiguïté et extensible de no-
menclature de ces éléments génomiques. Pour cela des règles précises doivent être
érigées.
Afin d’analyser les séquences géniques, pseudogéniques et intergéniques des bac-
téries lactiques et de les comparer entre elles, au sein d’un même génome ou dans
deux génomes différents, une sémantique de nomenclature unique est nécessaire.
L’assemblage de nombreux génomes bactériens étant en cours d’étude ou en
phase d’achèvement, fini ou presque, les entités actuellement identifiées (CDS, ARN,
pseudogènes) constituent des ancres stables pour le génome étudié et limitent le
nombre d’éléments nouveaux pouvant s’insérer.
4.1.2 Élaboration d’une Nomenclature Systématique
Cette nomenclature doit prendre appui sur des caractéristiques stables et uniques
de la séquence nucléotidique. Effectivement, si certaines entités telles que les CDS
sont facilement détectées d’autres comme les promoteurs le sont bien moins. En
outre, les caractéristiques sémantiques (comme la fonction par exemple) ne sont
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pas appropriées pour fonder un système stable de nomenclature. En effet, ces inter-
prétations peuvent évoluer avec le temps. En outre, certains éléments génomiques
comme les gènes codant ou les ARN peuvent présenter plusieurs copies, ce qui peut
engendrer des confusions. Il est donc nécessaire d’établir un système de nomencla-
ture utile, et pouvant être utilisé lors d’analyses in silico, des éléments composants
l’ADN des bactéries lactiques.
Nomenclature élaborée L’ensemble des informations rapportées a permis d’éta-
blir une nomenclature systématique respectant les caractéristiques qui suivent. La
nomenclature doit :
- spécifier l’espèce ainsi que le contig 1 auquel appartient l’entité. Un nombre
unique permet d’identifier précisément l’entité.
- expliciter le type de l’élément en question (CDS, ARN, . . .).
- intégrer l’ensemble des entités génomiques présentes qu’elles soient transcrites
ou non ou traduites ou non.
- être extensible pour autoriser l’insertion de nouvelles entités mises en évidence
tout en conservant l’ordre relatif des éléments.
- s’affranchir des caractères subjectifs comme par exemple la fonction ou les
relations d’homologies.
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Figure 4.67 – Nomenclature des séquences proposée
La syntaxe qui suit a alors été développée en respectant l’ensemble de ces critères
(voir Figure 4.67) :
- genre := 2 lettres
- espèce := 3 lettres
- souche := 1 chiffre
- version := 1 chiffre
- genome := 1 majuscule (’A’|’B’|’C’)
1. Ensemble de fragments d’ADN clonés chevauchants pouvant être séquencés et assemblés
pour représenter une région définie du chromosome ou du génome duquel ils ont été obtenus. La
définition des contigs est une étape nécessaire pour l’assemblage de séquences entières d’un génome
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- contig := 1 chiffre
- objet := 5 chiffres
- type := 1 minuscule (’g’|’r’|’n’)
Cette syntaxe prend en considération les informations taxonomiques, génomiques
et géniques.
genre et espèce font référence au genre et à l’espèce dont est issue la séquence.
Le code à 5 lettres reprend les deux premières lettres du genre de l’organisme et
les trois premières de l’espèce en question. Cette combinaison permet une précision
suffisante pour éviter toute synonymie au sein des bactéries lactiques tout en limitant
le nombre de caractères totaux.
souche donne la souche de la bactérie lactique. Pour la retrouver un tableau
de correspondances classé par espèce puis par souche, dans l’ordre alphabétique est
disponible.
Tout comme pour la souche, le chiffre codant pour la version est présent dans
la table de correspondances.
genome fait référence au support de l’information génique. Chez les procaryotes,
le support principal de l’information est le chromosome circulaire bactérien symbolisé
par la lettre A. Il est également possible de rencontrer des génomes extrachromoso-
miques tels que : des plasmides (B) ou des phages (C).
Les génomes séquencés ne sont pas toujours complets et certains demeurent
à l’état de draft, c’est-à-dire sous la forme d’un puzzle de plusieurs contigs non
assemblés. Le chiffre du contig fait donc référence au numéro du contig (0 signifiant
que l’assemblage du génome est complet).
objet est un nombre à cinq chiffres qui fait référence à l’objet génique proprement
dit. Ce nombre va croissant de la gauche vers la droite de la séquence, ce qui permet
d’organiser dans l’espace ces éléments.
- La numérotation s’incrémente de 11 entre deux éléments géniques, ce qui
permet l’insertion de tout nouvel élément, en cas de reséquençage ou de ré-
annotation du génome, sans bouleverser la chronologie de cette numérotation
dans l’espace. L’intérêt de l’incrément de 11 est que tous ses chiffres sont
significatifs (avec un incrément de 10, le chiffre des unités serait égal à 0 la
plupart du temps).
- Tout élément inséré se voit attribuer un nombre interpolé compris entre celui
des deux éléments qui l’encadrent.
- La numérotation commence a 00001 puisque c’est une CDS identifiée qui est
prise pour « origine » du génome.
type renseigne le type de séquence de l’objet grâce à un système de codage à
une lettre. Pour éviter toute confusion les lettres i et o (pouvant être confondues
respectivement avec le 1 et le 0) ne sont pas utilisées.
- g : fait référence à toutes les séquences codant (CDS) ou ayant codé (pseu-
dogènes) pour une protéine.
- r : fait référence aux séquences codant pour des ARN.
- n : fait références aux morceaux de séquences séparant deux objets géniques.
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Cas des génomes incomplets L’assemblage de certains génomes demeure par-
fois incomplet. Malgré leur état de draft, ces génomes peuvent quand même répondre
aux règles établies, en particulier grâce au champ contig. De plus, si ultérieurement
deux contigs sont assemblés, le numéro du contig le plus petit est conservé et les
éléments du second se voient attribuer un nombre dans la continuité de la numérota-
tion du premier. Mais surtout, ce nouvel assemblage constitue une nouvelle version
du génome de la souche et porte donc un nouvel identifiant de version.
4.2 Caractérisation des Pseudogènes
4.2.1 Caractérisation
Les répertoires géniques d’un génome proviennent d’un équilibre subtil entre
dérive génétique, perte et gain de matériel génétique. Il est donc important pour
comprendre l’évolution de la plasticité génique de recenser les gènes codants des
protéines (CDS) et ceux ayant ancestralement codé des protéines (pseudogènes) et
de les cartographier.
La pseudogénisation d’objets géniques peut provenir d’événements divers al-
lant d’une mutation ponctuelle isolée ou d’une accumulation de mutations affectant
la CDS, les promoteur ou terminateur, à des événements de duplication pouvant
conduire à la genèse de copies surnuméraires plus ou moins parfaites de l’objet du-
pliqué mais aussi à des pseudogénisations collatérales par fusion ou fission.
L’évaluation dans les génomes du degré de redondance des objets géniques par
le biais du nombre de leurs copies permet de dresser un inventaire des paralogues et
par là même de définir les familles de gènes, intacts ou interrompus. On distingue
ainsi les pseudogènes unitaires, qui ne présentent aucun paralogue, des pseudogènes
appartenant à des familles multigéniques.
La localisation même de ces objets au sein du génome par le biais d’une car-
tographie peut permettre la mise en évidence d’une distribution chromosomique
non aléatoire, diffuse ou organisée en territoires de pseudogénisation plus ou moins
denses.
Les différentes classes de pseudogènes seront également caractérisées par l’analyse
comparée de leur biais compositionnel.
(i) Classes Pseudogéniques
L’état pseudogénique de séquences implique une absence d’expression ou de co-
dage pour des protéines et résulte de déficiences acquises (voir Figure 4.68) dues à des
insertions aberrantes de codons STOP, de cassures physiques. . .(cf. Section 1.3.2.(ii)).
Concernant les bactéries lactiques, la réduction et la spécialisation des génomes
sont également à l’origine de certains « traits génétiques » qui sont le reflet direct de
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(c)
Figure 4.68 – Différents types de pseudogènes pris en compte au cours de l’analyse.
l’adaptation de ces microorganismes à leur environnement. Le séquençage et l’ana-
lyse des génomes complets a permis notamment de mettre en évidence un nombre
important de pseudogènes chez plusieurs bactéries lactiques (voir la Table 1.2). Cette
observation concerne principalement les espèces colonisant des niches écologiques
spécialisées comme Lactobacillus bulgaricus (270 et 183 pseudogènes respectivement
pour les souches ATCC 11842 et ATCC BAA-365 (Van de Guchte et al., 2006;
Makarova et al., 2006)) ou O. oeni (122 pseudogènes (Makarova et al., 2006)).
(ii) Modélisation des États Évolutifs
Modélisation de la pseudogénisation : « dévolution génique » Une fois les
pseudogènes d’un génome identifiés puis caractérisés, l’ensemble des données rassem-
blées informe sur les processus de pseudogénisation. Il peut alors être envisageable
d’établir des relations entre les diverses informations recueillies pour formaliser les
voies de pseudogénisation. Un modèle des voies de pseudogénisation des gènes peut
être établi.











Evénement non silencieux 
(mutation faux sens ou non sens, 
délétion, insertion, ﬁssion ...)
Gène A Gène A
Evénement de duplication
Figure 4.69 – Modèle inférant l’évolution des objets géniques au sein d’un génome GA et permettant l’analyse
comparative des objets pseudogéniques de ce génome avec un second génome GB .
À partir de l’étude de génomes bactériens d’Oenococcus des similarités et di-
vergences concernant les pseudogènes peuvent être discernées. Cela peut permettre
l’élaboration d’un modèle de la pseudogénisation des séquences bactériennes. L’étude
des données concernant l’évolution des gènes ainsi que les connaissances sur les pseu-
dogènes permettent d’établir un premier schéma de l’évolution possible des gènes
codant ou ayant codé des protéines (voir Figure 4.69).
4.2.2 Recensement
Dans le but de pouvoir analyser les séquences pseudogéniques et de comprendre
les mécanismes qui les régissent il faut avant tout caractériser ces séquences. En effet,
certains pseudogènes pourraient ne pas être complets ou avoir été mal annotés par
exemple. Il est donc essentiel de bien les définir avant de s’y intéresser précisément
pour tenter d’en déduire des règles. De plus, il a été mis en évidence que les logiciels
d’inférence de gènes sont leurrés par les pseudogènes qu’ils identifient pour certains
comme des gènes potentiellement codants. Ainsi certaines mutations ou erreurs de
séquençages peuvent induire des décalages de phase ou des stop en phase, induisant
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la prédiction de deux objets géniques codants (CDS) au lieu d’un seul de statut
pseudogénique comme observé dans CAAT-Box. Il est donc nécessaire de s’intéresser
à ces séquences et de les analyser pour déterminer leur nature réelle et pouvoir
poursuivre l’analyse avec un jeu de données plus robuste.
(i) Bactéries Lactiques
Définition Les « bactéries lactiques » tirent leur nom de leur principal mécanisme
énergétique. En effet, elles sont dépourvues de chaîne respiratoire ce qui les rend
incapables de générer de l’ATP par phosphorylation oxydative. Leur source d’énergie
provient donc essentiellement de la phosphorylation de l’ADP en ATP au cours de
la fermentation des sucres, dont le produit final majeur est l’acide lactique.
En plus de leur capacité fermentaire, les bactéries lactiques partagent des carac-
tères morphologiques et physiologiques communs. La définition généralement admise
regroupe ainsi « les bactéries en forme de coques ou bacilles, à Gram positif, im-
mobiles, asporulées, anaérobies mais aérotolérantes, ne possédant pas de catalase,
ni de nitrate réductase ou de cytochrome oxydase ». Cependant, il ne s’agit que
d’une définition biologique et non d’une réelle classification taxonomique, même si
les bactéries lactiques appartiennent pour la plupart à un même ordre.
Cet ordre taxonomique des Lactobacillales regroupe un grand nombre d’espèces
réparties dans 6 familles et 35 genres différents (Ludwig et al., 2009) (voir Fi-
gure 4.70). Bien que la plupart de ces espèces répondent à la définition générale
communément admise d’une bactérie lactique, seules quelques unes sont réellement
considérées comme telles. En effet, dans le langage courant, le terme bactérie lactique
fait uniquement référence aux espèces non pathogènes dont les propriétés fermen-
taires sont utilisées par l’homme. Les bactéries lactiques sont donc essentiellement
associées aux genres : Carnobacterium, Lactobacillus, Lactococcus, Leuconostoc, Oe-
nococcus, Enterococcus, Pediococcus, Streptococcus, Tetragenococcus, Vagococcus et
Weissella.
Cette nuance permet également de distinguer des espèces très proches d’un point
de vue phylogénétique, mais pourtant extrêmement différentes.
Données génomiques disponibles Les données relatives aux génomes des bac-
téries lactiques utilisées au cours de cette étude ont été extraites de la base de
données GOLD 2 et de la base de données du NCBI 3. Un jeu de 67 génomes bac-
tériens entièrement séquencés et présentant un génome relativement compact a été
sélectionné en fonction de l’appartenance taxonomique de chaque espèce.
2. https://gold.jgi-psf.org/
3. http://www.ncbi.nlm.nih.gov/
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Figure 4.70 – Arbre phylogénétique présentant l’embranchement du genre Oenococcus.
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(ii) Oenococcus oeni
Oenococcus oeni est une bactérie lactique en forme de coques (généralement en
paire ou en chainette), acidophile, anaérobie facultative et hétérofermentaire. Elle
fait partie de la flore bactérienne naturelle colonisant la surface de certains fruits,
comme le raisin et la pomme, mais elle est surtout isolée dans le vin car elle y est
l’espèce ultra-majoritaire pendant la fermentation malolactique. Grâce à une tolé-
rance intrinsèque aux pH acides (pH 3,8-4,8) et aux forts degrés alcooliques (10-15%
d’éthanol), elle est la bactérie qui supporte le mieux les conditions stringentes du vin
après la fermentation alcoolique. Pour cette raison, le plus souvent c’est à cette es-
pèce seule qu’incombe la responsabilité du déclenchement et du bon déroulement de
la fermentation malolactique. O. oeni occupe ainsi une place importante en oenolo-
gie, d’autant que son utilisation comme principal levain malolactique tend désormais
à la rendre incontournable.
Sur le plan taxonomique, l’espèce O. oeni se distingue également des autres bac-
téries lactiques. Considérée à l’origine comme un membre du genre Leuconostoc,
elle a été nommée pendant longtemps Leuconostoc oenos (GARVIE, 1967). On a
découvert par la suite de nombreuses différences entre cette espèce et les autres leu-
conostocs, notamment son caractère acidophile, son absence de glucose-6-phosphate
deshydrogénase NAD-dépendante, ou encore le profil électrophorétique de ses pro-
téines solubles (Garvie and Farrow, 1980; Garvie, 1986; Dicks et al., 1990). Les
résultats des hybridations ADN-ADN et ARN-ADN, ainsi que le séquençage des
ADN ribosomaux 16S et 23S (YANG and Woese, 1989) ; (Martinez-Murcia et al.,
1993), ont également révélé des différences génétiques majeures entre L. oenos et
tous les leuconostocs. En conséquence, L.oenos a été considéré à part et renommé
O. oeni, première espèce du genre Oenococcus reconnu à cette occasion (Dicks et al.,
1995).
Le séquençage de l’ADNr 16S et 23S a été déterminant pour le positionnement
phylogénétique d’O. oeni. En effet, ces analyses ont confirmé son appartenance à
la lignée Leuconostoc-Weissella-Oenococcus, mais elles ont surtout mis en évidence
une très longue distance génétique séparant O. oeni des leuconostocs. Compte tenu
également des nombreuses particularités biologiques de cette bactérie, (YANG and
Woese, 1989) ont supposé qu’il s’agissait d’une espèce tachytélique, c’est-à-dire une
espèce évoluant rapidement. Cette hypothèse tout d’abord remise en cause (Morse
et al., 1996) ; (Chelo et al., 2007) est désormais soutenue fortement par la phylogénie
établie à partir des premiers génomes de bactéries lactiques, comprenant celui de la
souche O. oeni PSU-1 (Mills et al., 2005) (Makarova et al., 2006).
L’absence des gènes mutS et mutL (Makarova and Koonin, 2007), mise en évi-
dence lors de l’étude du premier génome d’O. oeni, est une singularité génétique
pouvant potentiellement expliquer la divergence rapide de cette espèce. Ils codent
des enzymes clés du système MMR (MisMatch Repair), qui favorisent la conserva-
tion du génome en limitant les mutations et les recombinaisons (Eisen and Hanawalt,
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1999). Plusieurs études, menées chez différentes espèces, rapportent en effet une aug-
mentation de la fréquence des mutations et des transferts horizontaux lorsque les
gènes mutS/L sont inactivés (Matic et al., 1995; Prunier and Leclercq, 2005)
En accord avec ce constat, une étude récente a révélé un taux de mutations spon-
tanées (en présence d’antibiotiques) beaucoup plus élevé chez O. oeni (100-1000X)
que chez les espèces proches L. mesenteroides subsp. mesenteroides et Pediococcus
pentosaceus qui possèdent les gènes mutS/L (Marcobal et al., 2008). De manière
intéressante, la même étude présente un résultat similaire (mais dans une moindre
mesure, 10-100X) pour Oenococcus kitaharae, une bactérie récemment isolée du sho-
chu (un alcool japonais à base de riz et de pomme de terre (Endo and Okada, 2006)).
Cette bactérie est très différente d’O. oeni : elle n’est pas acidophile, ne pousse pas
à 10% d’éthanol et ne réalise pas la fermentation malolactique. Elle a été recon-
nue comme la seconde espèce du genre Oenococcus principalement en raison de la
séquence de son ADNr 16S et d’un pourcentage d’hybridation ADN-ADN avec O.
oeni de 25-30 (Endo and Okada, 2006). Néanmoins, il semble que tous les isolats
d’O. kitaharae et toutes les souches d’O. oeni aient en commun l’absence des gènes
mutS/L, pourtant peu fréquente (Marcobal et al., 2008). Les auteurs suggèrent donc
que la perte de ces gènes, par l’ancêtre commun aux deux espèces, a probablement
entrainé l’apparition d’un phénotype hypermutateur qui aurait accéléré la divergence
du genre Oenococcus (Marcobal et al., 2008) (voir Figure 4.70).
Compte-tenu de l’importance biotechnologique d’O. oeni pour l’industrie vini-
cole, un grand nombre de souches a depuis longtemps été isolé (on en décompte plus
de 200 à ce jour) et caractérisé, en particulier par les fabriquants de levains malo-
lactiques. L’expérience, tant chez les producteurs de vin que de levain, montre qu’il
existe une grande diversité au sein de cette espèce. Les souches d’O. oeni possèdent
naturellement des propriétés variables qui les rendent plus ou moins adaptées à un
usage oenologique. La plus discriminante est leur capacité à réaliser la fermentation
malolactique, qui dépend directement de leur aptitude à survivre et à proliférer dans
le vin. Les microvinifications pratiquées en laboratoire ont démontré que certaines
souches poussent rapidement dans différents vins et différentes conditions (pH, %
d’éthanol, ...) et réalisent la dégradation complète du malate. Tandis que d’autres
sont beaucoup plus lentes, voire ne survivent pas après l’inoculation (Martineau and
Henick-Kling, 1995).
En dehors de leur capacité a assurer la fermentation malolactique, les souches
d’O. oeni présentent d’autres phénotypes variables qui sont moins décisifs, mais
tout de même importants pour la vinification. Elles ont, par exemple, des activités
glycosidases très différentes, à la fois en terme d’efficacité et de nature de substrat
(Grimaldi et al., 2005). Ce paramètre peut avoir une influence sur la qualité organo-
leptique du vin car ces réactions enzymatiques libèrent des composés aromatiques
du raisin ou du bois de chêne présents sous forme glycosylée (Boido et al., 2002). De
manière générale, plusieurs études indiquent des variations perceptibles de l’arôme
du vin en fonction de la souche d’O. oeni utilisée pour réaliser la fermentation ma-
lolactique (Henick-Kling et al., 1994). D’autre part, certaines altérations du vin sont
4.3. Procédure d’Identification des Pseudogènes 163
également associées à la présence de souches spécifiques. Il existe ainsi une diver-
sité phénotypique avec des souches à fortes performances biotechnologiques ou à
performances biotechnologiques plus modestes.
Données génomiques disponibles Actuellement, le genre Oenococcus presente
deux espèces O. oeni et O. kitaharae. L’espèce la mieux connue est l’espèce O. oeni
caractérisée par une organisation complexe constituée de 258 souches organisées
en phylogroupes distincts, mettant en évidence une diversité génétique certaine.
À l’heure actuelle, seuls les génomes de deux souches d’O. oeni ont été séquencés,
assemblés et annotés, il s’agit des souches PSU-1 (public : NC_008528) et BAA-1163
(version publique partielle : NZ_AAUV00000000 ; version complète : non publique)
qui présentent des performances oenologiques opposées.
Pour cette étude nous avons analysé les génomes complets des souches PSU-1
(NC_008528 ; (Mills et al., 2005)) et ATCC BAA-1163 (WGS35 assembly). Ces
souches appartiennent à deux sous groupes phylogénétiques distincts et présentent
des capacités biotechnologiques opposées (Borneman et al., 2010; Bartowsky and
Borneman, 2011). La première annotation de leur chromosome complet ( 1.8 Mb,
38%-GC) a permis d’inventorier 1691 and 1674 gènes codant pour des protéines ainsi
qu’un ensemble de, respectivement, 122 et 155 pseudogènes hypothétiques (Mills
et al., 2005; Bon et al., 2008).
4.3 PseudOE : Une Procédure d’Identification des
Pseudogènes
Afin d’établir un inventaire exhaustif des pseudogènes potentiels, nous avons
développé un ensemble de procédures semi-automatiques distribuées en quatre mo-
dules. Cette méthode, PseudOE, permet la détection des pseudogènes issus de mu-
tations ponctuelles ou de troncations, mais pas de l’altération de ses séquences ré-
gulatrices.
Figure 4.71 – Étapes de l’inférence des séquences pseudogéniques au sein d’un génome GA, puis comparaison
avec un génome GB.
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4.3.1 Consolidation des Données d’Origine
Les génomes séquencés n’ont pas tous été annotés ou du moins précisément an-
notés : dans la plupart des cas seuls leurs CDS et ARN classiques ont été répertoriés.
Il est donc indispensable de reprendre au préalable ce répertoire génique initial des
souches sélectionnées pour les vérifier, les consolider et le cas échéant les corriger.
Figure 4.72 – Étape de ré-annotation des séquences géniques.
Étude des coordonnées des séquences Au cours de cette première étape, le
fichier GenBank original est utilisé comme matrice afin d’extraire les séquences des
différents objets géniques codants ou non codants, intacts ou altérés, précédemment
identifiées sur le chromosome. Toutes les séquences codantes, non codantes ou in-
tergéniques sont comparées, à l’aide du filtre BLAST 2.3.2 (Altschul et al., 1997),
avec leur séquence chromosomique. BLAST est utilisé sans filtrage des régions de
faible complexité. Afin de sélectionner les séquences potentiellement pseudogéniques
les critères de sélection suivant sont appliqués :
- e− value ≤ 10−30
- similarité≥ 50%
- couverture de l’alignement≥ 70%
Les alignements obtenus permettent à la fois de valider les séquences initialement
définies et d’identifier de potentielles séquences pseudogéniques. Dans ce dernier
cas, les séquences identifiées sont étendues de part et d’autre jusqu’aux codons start
et stop. Cette procédure contribue ainsi à la redéfinition des gènes codant pour
des protéines et à l’enrichissement du répertoire génique initial en déterminant de
possibles nouvelles séquences. À la fin de cette première étape une nouvelle liste
des objets géniques de trois répertoires distincts : CDS (CDS), pseudogènes (ψ) et
intergènes (IG), est définie.
Ré-annotation des séquences La procédure du «Reciprocal Best Blast Hit » est
appliquée sur les pseudogènes candidats obtenus au cours de l’étape précédente. Pour
cela, un BLASTx (avec une matrice de type BLOSUM 62 et sans filtrage des régions
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de faible complexité) est réalisé contre la base de données protéique non redondante
Genbank du NCBI. Suite à une première sélection automatique des résultats de
BLAST (e − value ≤ 10−30 ; similarité≥ 50% ; couverture de l’alignement≥ 70%),
la séquence menant au meilleur alignement est sélectionnée comme étant un homo-
logue potentiel. Les protéines ainsi sélectionnées sont alors utilisées comme appât
pour réaliser le « reciprocal tBLASTn » contre la séquence nucléotidique du chro-
mosome d’origine. Si les séquences alors identifiées ne sont pas alignées au niveau de
la séquence chromosomique originelle, celles-ci sont écartées du reste de l’analyse. Si
une séquence présente deux séquences correspondantes à proximité l’une de l’autre
sur le chromosome, ces séquences sont fusionnées. En effet, ces deux séquences pour-
raient correspondre aux deux portions d’une unique séquence. Au contraire, si les
deux séquences correspondantes sont assez éloignées, elles pourraient provenir d’un
événement de fission d’une séquence par l’insertion d’un îlot génomique.
Une telle stratégie est nécessaire à l’annotation syntaxique et fonctionnelle des
différents répertoires géniques. Cela permet, dans un premier temps, d’« exhumer »,
d’extraire et d’identifier les pseudogènes candidats par alignement avec leur séquence
native et, dans un second temps, d’inférer pour chacune de ces séquences ses coor-
données sur le chromosome et une fonction possible. Au cours de cette étape on
discrimine les séquences géniques (CDStemp ou ψtemp) des séquences intergéniques
(IGtemp). Les séquences intergéniques sont étiquetées comme contenant un pseudo-
gène candidat si une séquence codant pour une protéine est alignée, au moins en
partie, sur la région intergénique. Les objets chromosomiques d’origine et ceux re-
définis sont alors classés selon leur statut potentiel (intergène ou gène), l’intégrité
de leur séquence (CDS ou pseudogène) et le statut de leur annotation fonctionnelle
(prédit ou indéfini).
4.3.2 Identification des Blocs de Séquences Candidates
Figure 4.73 – Étape d’identification des blocs de séquences.
Les objets chromosomiques, gènes (
∑
CDStemp) et pseudogènes potentiels
(
∑
ψtemp) identifiés, sont analysés afin d’en extraire des « blocs » (aBtemp)sur la
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séquence chromosomique du génome analysé. Ces entités artificielles et temporaires
sont définies comme une série de séquences adjacentes qui pourraient présenter des
coordonnées initiales et terminales erronées ou des caractéristiques qui justifieraient
leur fusion en une seule et unique séquence génique et donc de les reclasser comme
des séquences pseudogéniques potentielles. Le statut des séquences adjacentes, à
savoir colinéaires ou non, de chaque membre d’un aBtemp ainsi que la congruence
des annotations de chacun des membres (fonction similaire ou non), ont été utilisés
comme critères de définition de ces aBtemp. Ainsi tant que deux séquences voisines
présentent une annotation similaire l’aBtemp est étendu. Les extrémités de l’aBtemp
sont alors données par le début de la première séquence et la fin de la dernière sé-
quence qui le composent plus ou moins 100bp. Les séquences des pseudogènes non
compris dans un aBtemp, ou pseudogènes hypothétiques isolés (ψisolated), et les aBtemp
identifiés constituent le jeu de données qui va être analysé par le reste du pipeline.
4.3.3 Identification des Pseudogènes Potentiels
La méthode du « reciprocal best blast hit » est à nouveau employée au cours de
cette étape afin d’établir le catalogue final des pseudogènes candidats. Une phase
d’alignement avec BLASTx des séquences identifiées au cours de l’étape précédente,
à savoir les ψisolated et les aBtemp, est réalisée contre la base de données protéiques
généraliste non redondante Genbank. Les alignements sont alors évalués afin de
sélectionner les séquences correspondant aux meilleurs alignements.
Figure 4.74 – Étape d’identification des séquences pseudogéniques potentielles.
La géométrie des alignements calculés permet d’évaluer les limites de la séquence
en entrée (Q) et de retenir le meilleur hit (S). On distingue deux situations :
- Si seule une séquence S s’aligne sur une longueur supérieure ou égale à 70%
de la séquence en entrée alors cette séquence est retenue comme la meilleure
séquence alignée et la séquence en entrée est considérée comme un pseudogène
hypothétique avec l’annotation de la séquence alignée retenue.
- Si deux séquences au moins s’alignent sur la séquence en entrée et ce de
manière non chevauchante, alors la séquence alignée la plus à gauche, notée
Sl, et celle la plus à droite, notée Sr, sont utilisées comme des ancres afin de
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déterminer la nature de la séquence en entrée. On distingue à nouveau deux
cas :
- Si Sl et Sr constituent les deux extrémités d’une même séquence S et que
les séquences comprises entre les deux sont codantes ou non codantes, alors
la séquence en entrée est comptabilisée comme un pseudogène potentiel
(suite à un événement de fission) et S est retenue comme la meilleure
séquence alignée.
- Si Sl et Sr ne constituent pas les deux extrémités d’une même séquence,
alors, que les séquences comprises entre les deux extrémités soient co-
dantes ou non, le bloc est divisé et toutes les meilleures séquences alignées
non chevauchantes sont retenues.
Le jeu des séquences protéiques retenues est utilisé comme appât et chaque sé-
quence (Q) est alors alignée sur la séquence nucléotidique (S) du chromosome par
tBLASTx. Les mêmes critères de sélection que pour le premier Best Blast Hit sont
appliqués pour identifier les pseudogènes potentiels. On distingue à cette étape plu-
sieurs cas :
- Si la séquence s’aligne sur une CDS, alors c’est une CDS présentant proba-
blement un paralogue altéré, on oublie donc ses coordonnées.
- Si la séquence s’aligne sur une séquence intergénique, alors la séquence chro-
mosomique alignée est un pseudogène issu d’une mutation non sens, ψstop, ou
de multiples mutations invalidantes, ψerosion, ou d’une troncature si les partie
N-term ou C-term codant pour une protéine sont absentes, ψtronc.
- Si la séquence s’aligne sur une séquence intergénique et une CDS adjacente,
alors la séquence alignée est un ψstop ou si la séquence présente un motif de
décalage de phase, ψFS.
- Si la séquence s’aligne sur deux CDS adjacentes, alors la séquence alignée est
un ψstop ou si la séquence présente un motif de décalage de phase, ψFS.
- Si la séquence s’aligne sur deux portions non adjacentes du chromosome,
alors la séquence est issue d’un événement de fission, ψfission. La séquence
pseudogénique est alors artificielle puisque divisée dans le génome.
L’ensemble des pseudogènes recensés constitue alors le répertoire pseudogénique
final. Ce dernier combiné aux répertoires originaux permet par approche différentielle
d’établir également le répertoire final des CDS et des séquences intergéniques.
4.3.4 Relations Phylogénétiques
Ce dernier module de la méthode PseudOE permet d’intégrer une analyse phy-
logénétique de base du répertoire pseudogénique recensé. Il permet d’évaluer, pour
un pseudogène donné la présence ou l’absence de copies intra ou inter-génomiques
et :
- sa redondance au sein d’un génome donné.
- sa conservation au cours de l’évolution du point de vue intra ou inter-spécifique.
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Figure 4.75 – Étape de caractérisation des relations phylogénétiques entre séquences géniques.
Comme les pseudogènes sont des copies altérées de gènes connus, cette analyse
est réalisée avec un « reciprocal best tBLASTn hit ». On identifie alors des paires ho-
mogènes de pseudogènes homologues, homo−ψ−paire, et des paires hétérogènes de
pseudogènes et CDS, hetero−ψ−paire, qu’il est possible d’identifier respectivement
au sein d’un génome ou entre deux génomes.
Le répertoire de pseudogènes final déterminé dans un génome Q (ψQ) est aligné
par tBLASTn avec la séquence chromosomique du génome lui-même pour identifier
les hypothétiques gènes paralogues (GQ), puis aligné par tBLASTn avec un deuxième
génome T afin d’identifier les possibles gènes orthologues (qu’ils soient intacts ou
altérés).
Les alignements présentant une e− value ≤ 10−30, un minimum de 50% de simi-
larité en séquence et une couverture supérieure ou égale à 70% sont alors conservés
afin d’identifier quel type de relation relie les deux séquences. En ne tenant pas
compte de l’alignement du pseudogène avec sa propre séquence sur son chromosome
on détermine :
- sur son chromosome : l’ensemble des séquences intactes et altérées paralogues,
CDSparalogs et ψparalogs.
- sur le chromosome d’une autre souche : l’ensemble des séquences intactes et
altérées orthologues, CDSorthologs et ψorthologs.
Ces critères de hiérarchisation permettent de discriminer les pseudogènes unitaires
(ψisolated), sans paralogues ni orthologues, des pseudogènes faisant partie d’une fa-
mille multigénique.
Le degré de redondance d’un pseudogène au sein d’un génome est donné par
un pattern élaboré pour ce module. Deux versions de ce pattern sont générées, la
première, brute donne accès directement au nombre de copies identifiées, la seconde,
lissée, donne uniquement des informations sur la présence ou l’absence de ces copies.
Ce pattern est formalisé comme suit : nψ.nCDS−mψ.mCDS, où les variables n et m
indiquent respectivement le nombre de copies (pseudogènes puis CDS, séparés par
un point) dans le génome d’origine et dans le génome comparé, séparé par un tiret
(voir Figure 4.76). Le pattern de présence/absence est alors obtenu en ramenant à
1 toutes les valeurs supérieures à 0.
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Figure 4.76 – Pattern de comparaison de la composition pseudogénique de deux souches.
4.3.5 Performances de PseudOE
Comparaison avec les outils d’identification de pseudogènes Quelques ou-
tils permettant l’identification des pseudogènes ont été développés à ce jour mais la
plupart ciblent les organismes eucaryotes (cf. Section 1.3.2.(vi)). Néanmoins, l’un
d’eux, s’intéressant aux pseudogènes bactériens, a retenu notre attention. Il s’agit
de la suite logiciel Psi-Phi (Lerat and Ochman, 2004) qui se décompose en deux
modules perl : le premier qui traite les données issues d’un alignement de séquences
protéiques entre le génome d’intérêt et un génome de référence et sélectionne les
séquences génomiques les plus semblables ; le second qui traite les sorties du module
précédant ne permet de prédire qu’un faible nombre de pseudogènes. Il est impor-
tant de noter que les pseudogènes sont ici prédits à partir d’un seul génome proche,
peu de pseudogènes seront détectés et la prédiction n’est pas exhaustive. Le code de
cet outil est disponible sur simple demande aux auteurs. Il apparait intéressant de
comparer les résultats fournis par cet outil avec ceux trouvés à l’issue de l’analyse
avec PseudOE.
Les génomes de PSU-1 et BAA-1163 dans leurs versions originales ont été analy-
sés avec le programme Psi-Phi en utilisant la souche PSU-1 comme référence pour
étudier la souche BAA-1163. L’analyse comparative de Psi-Phi a permis la détection
de 96 pseudogènes potentiels également prédits par la méthode PseudOE. 86 d’entre
eux ont été prédits avec les même coordonnées et 10 présentent de faibles variations
dans ces coordonnées. On observe aussi que 49 candidats proposés par PseudOE ne
le sont pas par Psi-Phi. On obtient un taux de sous prédiction de Psi-Phi de 33, 8%
et un taux de sur-prédiction de 0% de Psi-Phi par rapport à PseudOE. Ces diffé-
rences peuvent être expliquées par le fait que Psi-Phi se limite à l’identification de
CDS tronquées (Lerat and Ochman, 2004). Mais aussi par la méthode comparative
employée par Psi-Phi qui se limite donc à la comparaison avec le génome dit de
référence.
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4.4 Analyse Comparative et Topologique de la Pseu-
dogénisation
4.4.1 Inventaire des Pseudogènes
Dans chacun des génomes étudiés, la méthode PseudOE a permis la mise en
évidence d’un nombre substantiel de potentiels nouveaux gènes altérés provenant
d’un décalage de phase de lecture ou bien de délétions plus ou moins importantes
au sein de la CDS originale. Pour cela, les objets géniques altérés recensés dans les
génomes ont subi trois niveaux d’annotation graduelle :
- une annotation syntactique qui a permis de définir des populations pseu-
dogéniques de types gènes mutés (avec ou sans décalage de phase) et de type
gènes fragmentés (tronqués, fissurés, errodés).
- une annotation fonctionnelle a été par la suite réalisée par inférence à
partir des meilleurs homologues identifiés par les recherches de séquences
similaires dans les banques de données généralistes et spécialisées. La stratégie
d’annotation fonctionnelle retenue pour cette étude consiste en l’alignement
des pseudogènes candidats avec les séquences contenues dans les banquesNR
et NT.
- une annotation relationnelle est également entreprise. Il s’agit dans un
premier temps de recenser la présence de copies plus ou moins parfaites au
sein d’un même génome des pseudogènes, et d’établir des liens éventuels de
paralogie unissant les gènes d’une même famille. Il s’agit dans un second
temps, de dresser une cartographie physique de la localisation géographique
précise de chaque objet génique à l’aide du logiciel CIRCOS. Dans un troi-
sième et dernier temps il s’agit d’évaluer le degré de conservation phylogéné-
tique à l’échelle intraspécifique (micro-évolution) et à l’échelle interspécifique
(macro-évolution). Pour ce faire l’algorithme d’alignement de séquences doit
de nouveau être employé ici mais de manière différente. En effet, les pseudo-
gènes d’une souche A sont alignés contre eux-même mais aussi contre les CDS
et les intergènes de la souche A puis contre les pseudogènes et les CDS de la
souche B, et réciproquement. Ce sont ici des lots de séquences qui doivent être
comparés entre eux séquence par séquence. Ce qui doit permettre d’identifier
pour les séquences pseudogéniques :
- la redondance (ou présence de paralogues) : redondance active ou inactive
- la spécificité à une souche : présence ou absence de paralogues et d’ortho-
logues, « actifs » ou « inactifs »
- la conservation phylogénétique :
- dans l’espèce O. oeni : entre PSU-1 et BAA-1163
- dans le genre Oenococcus : avec O. kitaharae
- dans la famille des Leuconostocs : avec Leuconostoc mesenteroides ou
Leuconostoc citrum
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- dans l’embranchement des Lactobacillales : avec Lactibacillus planta-
rum
- le positionnement de ces pseudogènes sur le génome, soit leur cartographie
En parallèle, cela a diminué le nombre de CDS précédement prédites dans PSU-
1 (soit 1634, −3, 4%) et BAA-1163 (soit 1570, −6, 2%) et augmenté le nombre de
pseudogènes dans PSU-1 (145, +18, 9%) alors que dans BAA-1163 ce nombre reste














PSU-1 1780517 Avant 1864 51 1691 122 1813 93.3% 6.7% 82.5%
Après 1830 51 1634 145 1779 91.8% 8.1% 80.5%
BAA-
1163
1792086 Avant 1880 51 1674 155 1829 91.5% 8.5% 84.4%
Après 1774 51 1570 153 1723 91.1% 8.9% 81.2%
Table 4.4 – Comparaisons des données sur les génomes PSU-1 et BAA-1163 avant et après l’utilisation de PseudOE.
Les répertoires nouvellement redéfinis entrainent une faible variation (−3, 2%) du
nombre potentiel de gènes codant pour des protéines, qui demeurent néanmoins les
constituants les plus présents de ces génomes (en moyenne ∼ 81%) en comparaison
avec les autres génomes bactériens. Ce qui souligne le fort taux de compaction des
génomes d’O.oeni sous la pression d’adaptation à son environnement le vin. On
note que ce potentiel codant est très similaire entre les deux souches d’O. oeni
étudiées avec une différence de seulement 0, 7%. Néanmoins, une variation de cette
métrique pouvant atteindre 10% a été enregistrée entre deux souches d’O. oeni. Ce
qui s’explique par l’étendue des variations intra-spécifiques (Borneman et al., 2010;
Bon et al., 2009).
4.4.2 Populations Pseudogéniques : Plasticité Génique
L’analyse approfondie des données issues de l’analyse avec PseudOE a permis
d’émettre certaines hypothèses quant à l’existence de règles (spécifiques à l’espèce
ou à la souche) régissant l’altération dynamique des gènes dans les génomes d’O.
oeni.
Les objets géniques candidats ont été analysés manuellement et l’ensemble des
événements d’altération ont été répertoriés (mutation, troncature, fission,. . .) et clas-
sés afin d’établir le spectre complet des événements à l’origine de la génération de
pseudogènes. Pour cela, T-COFFEE (Taly et al., 2011) a été utilisé en alignant les
séquences nucléotidiques des pseudogènes candidats avec leurs séquences fonction-
nelles associées.











Table 4.5 – Classement des pseudogènes selon l’événement d’altération à l’origine de leur état non codant dans
les deux génomes d’intérêt.
La plupart des pseudogènes semblent résulter de la dégradation de gènes natifs
fonctionnels. La mutation de CDS et l’érosion sont de loin les deux mécanismes mo-
léculaires liés à l’évolution prédominant dans l’altération des gènes. Les décalages de
phase entre deux CDS chevauchantes consécutives semblent tenir un rôle non négli-
geable dans la plasticité des génomes d’O. oeni. Même si elles sont moins fréquentes,
les fragmentations de tailles variables, et les fissions, sont également impliquées dans
l’organisation des génomes d’O. oeni. Pas moins de 11 transferts horizontaux de
gènes provenant d’éléments transposables ou de l’intégration de phage, ont été iden-
tifiés dans des gènes interrompus dans PSU-1 (avec une taille maximale de 24kb)
et dans BAA-1163 (avec une taille maximale de 13kb). Malgré cette tendance géné-
rale, les frameshift et les gènes fragmentés apparaissent plus ou moins fréquemment
dans BAA-1163 comparé à PSU-1 (voir Table 4.5). De telles différences tendent à
expliquer l’impact de la pression de la niche écologique sur la génération de varia-
tions intra-espèce, et donc sur la plasticité des génomes ’O. oeni (Bon et al., 2009;
Bartowsky and Borneman, 2011).
(ii) Analyse Fonctionnelle
Figure 4.77 – Tonalité générale de la prolifération des pseudogènes au sein des différentes fonctions génomiques.
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On observe que près de ∼ 80% des pseudogènes peuvent être associés à une fonc-
tion biologique cellulaire. Certaines des ces fonctions semblent même plus sujettes
à la pseudogénisation, comme les transporteurs par exemple (voir Figure 4.77). La
prédominance de la pseudogénisation observée au sein de certaines fonctions pourrait
avoir un rôle important de marqueur de fonctions « dispensables ».
La spécificité de souche des fonctions pseudogénisées, à savoir les transférases
et les protéines membranaires chez PSU-1 et les régulateurs transcriptionnels et les
éléments mobiles chez BAA-1163, suggèrent que les pseudogènes pourraient être des
marqueurs génétiques des différences phénotypiques entre souches. Ils pourraient
ainsi moduler l’adaptation des souches à leur environnement, à savoir le vin dans
cette étude.
(iii) Analyse Relationnelle
(a) Architecture du chromosome de BAA-1163
O. oeni
PSU-1
(b) Architecture du chromosome de PSU-1
Figure 4.78 – Topologie de la répartition des pseudogènes le long du chromosome bactérien.
Distribution topologique non aléatoire Afin de visualiser la distribution géo-
graphique des pseudogènes candidats prédits le long du chromosome bactérien et
d’identifier une éventuelle distribution organisée de ces objets, nous avons utilisé
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l’outil CIRCOS (Krzywinski et al., 2009).
L’analyse de la distribution géographique des pseudogènes le long du chromo-
some met en avant un schéma organisationnel spatial complexe et inattendu. L’étude
des données préliminaires indique qu’outre des événements locaux, les pseudogènes
seraient plutôt localisés sur des territoires chromosomiques définis non aléatoire-
ment. Ce qui soutient le modèle mettant en avant des territoires ψoasis alternant
avec des territoires ψdesert le long du chromosome. Ce modèle fait écho aux récents
travaux sur la répartition des séquences géniques selon le repliement de la molécule
d’ADN (Junier et al., 2010; Mathelier and Carbone, 2010). En effet, ces articles
mettent en évidence une architecture des territoires géniques synchronisée avec le
repliement de l’ADN et la présence de territoires riches en séquences géniques.
Redondance au sein d’un génome : expansion génique On nomme ψparalogues
les gènes paralogues (Koonin, 2005), qu’ils soient intacts ou non, à une séquence
pseudogénique. Seuls ∼ 4, 9% des pseudogènes de PSU-1, ψPSU−1, et ∼ 3, 9% des
pseudogènes de BAA-1163, ψBAA−1163, présentent des copies extra-numéraires (n=3
au maximum, voir Table 4.6) et peuvent donc être regroupés au sein de familles
multigéniques. Dans ce cas, ces copies proviennent de phénomènes de duplications
indépendants puisque aucune duplication génome complet n’a eu lieu dans cette
espèce. Quelle que soit la souche étudiée, les pseudogènes présentant un paralogue
intact fonctionnel (polymorphisme des pseudogènes) sont rares et représentent seule-
ment ∼ 2, 7% de la totalité du répertoire pseudogénique. L’ensemble de ces valeurs
tend à prouver que, chez O. oeni, les pseudogènes proviennent préférentiellement de
familles monogéniques.
4.4.3 Plasticité du Pseudome et Évolution
(i) Prévalence des Pseudogènes chez les bactéries lactiques
La distribution phylogénétique des fréquences génomiques des pseudogènes, cal-
culées comme le ratio du nombre de pseudogènes sur le nombre de séquences géniques
(codant pour des protéines et pseudogéniques), a été analysée au niveau intra- et
inter-spécifique (voir Figure 4.79).
Au sein des génomes bactériens sélectionnés (cf. Section (i)), les pseudogènes
sont détectés dans de faibles proportions, avec une fréquence comprise entre 1% et
∼ 5% (avec une médiane à ∼ 1, 4%). Avec une proportion de ∼ 8, 5% pour un gé-
nome de 1, 8Mb, soit ∼ 150 pseudogènes, les génomes d’O. oeni apparaissent comme
des réservoirs à pseudogènes en comparaison avec les autres génomes de bactéries
lactiques (dont la médiane est à ∼ 2, 3%). En revanche, les génomes de L. mesente-
roides et L. citrum, étroitement liés aux Oenococcus, comptent respectivement 1970
et 1702 gènes intacts codant pour des protéines mais seulement 19 et 1 pseudogènes.
Cette étude suggère que les génomes d’O. oeni pourraient constituer un exemple de
génome érodé.
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Figure 4.79 – Distribution phylogénétique au sein de diverses souches bactériennes des pseudogènes recensés dans
GOLD.
À l’instar de Geobacillus et de certains pathogènes, O. oeni est un cas particulier
de part sa forte concentration en pseudogènes. Ceci pourrait traduire une stratégie
particulière d’adaptation aux environnements extrêmes que constituent le vin ou
encore les sources chaudes.
(ii) Règles Phylogénétiques propres à O. oeni
La détermination du taux d’extinction des gènes, c’est-à-dire d’altérations ou
d’absence, est importante afin d’élucider l’historique des événements survenus au
cours de l’évolution (voir Figure 4.80) et menant à la réduction du génome en réponse
à son adaptation à une niche écologique particulière.
Core-pseudome et Accessory-pseudome : propagation génique Les 298
pseudogènes ont été utilisés comme base pour retracer leur évolution et leur répar-
tition au sein des souches d’O. oeni PSU-1 et BAA-1163 (voir Table 4.6). La plus
grande partie des pseudogènes (∼ 64%) est spécifique à une seule des deux souches.
176 Chapitre 4. Pseudogènes : Identification & Caractérisation
Pour une souche donnée, environ ∼ 68% des ψspecifique-gènes présentent un ortho-
logue intact dans la seconde souche mais pas de paralogue intact dans leur propre
séquence génomique. De même, environ 30% de ces ψspecifique-gènes sont des pseu-
dogènes unitaires, c’est-à-dire des pseudogènes qui ne présentent ni copie intacte
ni copie altérée dans son génome mais aussi dans le second génome. L’ensemble
de ces données indique que les souches d’O. oeni sont enclins à l’accumulation des
pseudogènes de manière indépendante. Ces données illustrent également le fait que
l’altération des gènes est un processus dynamique au sein de cette espèce. Une telle
évolution peut être expliquée par l’absence du système de réparation des mésappa-
riements. Cette absence de correction est à l’origine d’un fort taux de mutations
et donc d’une accumulation des erreurs spontanées au cours de la réplication de







Core Common 1.0-1.0 49 1.0-2.0 1
2.0-1.0 1
1.0-0.1 65 1.0-0.1 65
PSU-1 1.0-0.0 24 1.0-0.0 24
spécifique 1.1-0.1 2 1.1-0.1 1
Accessory 1.2-0.3 1
BAA-1163 0.1-1.0 64 0.1-1.0 64
spécifique 0.0-1.0 33 0.0-1.0 33
0.1-1.1 2 0.1-1.1 2
Table 4.6 – Architecture du pseudome déduite de l’analyse comparative de PSU-1 et BAA-1163. Le pattern
phylogénétique reflète l’expansion intra-génomique et inter-génomique des ψ gènes entre PSU-1 et BAA-1163.
Cela peut également expliquer la facilité de génération de pseudogènes unitaires
présentant des mutations bénéfiques et permettant une meilleure adaptation à leur
environnement. Cette analyse donne une première vision de l’architecture du pseu-
dome qui se compose d’un jeu, de petite taille, de pseudogènes conservés et proba-
blement hérités de l’ancêtre commun aux deux souches, et un jeu de données plus
large de pseudogènes spécifiques à chaque souches et donc d’origine plus récente. Ces
deux jeux de données constituent respectivement le core-pseudome et l’accessory-
pseudome.
Conclusion & Perspectives
Les pseudogènes constituent des leurres linguistiques et fonctionnels (via leur
ARN) qui impactent la construction des familles géniques, la reconstruction des
génomes ancestraux et l’expression de certains gènes.
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Figure 4.80 – Cycle des événements évolutifs d’une séquence génique.
La méthode PseudOE a permis la détection de nouveaux pseudogènes candidats
au sein des régions non annotées du génome mais également de redéfinir les réper-
toires géniques potentiels. Les données collectées suite à l’utilisation de PseudOE ont
permis une analyse plus avancée des génomes étudiés. Ces données ont alors servi
de support à une étude comparative de la répartition des pseudogènes potentiels et
de l’architecture de ces populations au sein des génomes d’Oenococcus, à savoir des
génomes de bactéries lactiques hautement spécialisés et adaptés à des environne-
ments stressants. Grâce à ces analyses, il est possible d’appréhender les mécanismes
à l’origine de la plasticité génique des génomes d’O. oeni et leur adaptation au vin.
La forte abondance des pseudogènes confirme que le répertoire des gènes co-
dant pour des protéines est soumis à des altérations. De tels traits d’évolution sont
rarement rencontrés dans la biosphère des micro-organismes, excepté chez ceux évo-
luant dans des niches écologiques stressantes, comme l’espèce Geobacillus (vivant
dans les sources d’eau chaude). Dans les génomes d’O. oeni, les processus d’érosion
des gènes sont favorables aux mutations et fortement influencés par la propention
naturelle de ces génomes à l’hypermutabilité et à une évolution rapide. De ma-
nière intéressante, l’accumulation apparente des pseudogènes sur certaines régions
chromosomiques (appelée ici ψoasis) supporte l’idée d’une organisation spatiale à
grande échelle de l’érosion des gènes. Plus particulièrement, nous avons pu mettre
en évidence l’architecture du pan-génome (soit du core-pseudome et de l’accessory-
pseudome) et un ensemble de règles (spécifiques à une souche ou à une espèce)
gouvernant la dynamique d’altération des gènes au sein de ces souches bactériennes
spécifiques.
Afin de pouvoir passer à l’échelle, l’automatisation complète de la méthode per-
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L’analyse de la molécule d’ADN a longtemps été au coeur de nombreux tra-
vaux autour de l’étude des fonctions cellulaires. Cependant la compréhension de
l’implication de cette molécule est dépendante de la compréhension des phénomènes
complexes de régulation. Cette appréhension des mécanismes de la régulation cel-
lulaire constitue depuis une quinzaine d’années l’un des enjeux principaux de la
Bioinformatique. Afin de modéliser ces systèmes de régulation, il est au préalable
nécessaire de développer les connaissances relatives aux acteurs de ces systèmes.
C’est dans ce contexte que nous avons développé deux méthodes, autour de deux
de ces acteurs, ayant pour objectifs (1) d’identifier les ARNnc, (2) de détecter les
pseudogènes.
RNA-unchained. Lors de nos travaux sur le chaînage, nous avons vu qu’il existait
deux principaux algorithmes de chaînage 2D sur les séquences, un par balayage et
un par programmation dynamique. Ces deux algorithmes ont pu être fusionnés en
un algorithme hybride tirant parti de chacun des deux algorithmes dont il est issu.
De manière parallèle, on dénombre deux principaux algorithmes de chaînage 2D
sur les arborescences, toujours un par balayage et un par programmation dynamique.
Tout comme il est possible d’implémenter un algorithme hybride de comparaison de
séquences, il peut être envisagé de combiner les deux algorithmes sur les arbores-
cences pour en extrapoler un algorithme hybride qui, comme son analogue sur les
séquences, tire avantage de chacun des deux algorithmes dont il est issu.
Nous avons également présenté un filtre qui permet la comparaison en séquence
et en structure d’un ARN avec un ensemble d’ARN. Cette méthode se base sur un
ensemble de notions : (1) les graines centrées réduites de paramètres l et d variables,
(2) l’indexation de graines, réalisée une unique fois en un temps linéaire, et (3) le
chaînage rapide de hits grâce à un algorithme de chaînage 2D par balayage sur les
arborescences et de complexité sub-cubique.
La comparaison d’RNA-unchained avec d’autres outils à partir d’expériences sur
le benchmark BraliBase2.1 a permis la mise en évidence de résultats comparables
mais surtout une amélioration significative de la qualité des alignements produits
par RNA-unchained pour des séquences présentant une similarité comprise entre
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60%− 80%. Les performances d’RNA-unchained pourraient être améliorées suite à
sa nouvelle version implémentée en C++.
De manière générale, ce travail et les travaux centrés sur le chaînage de hits
suggèrent qu’une telle approche mérite d’être étudiée, tant du point de vue du
modèle de hits que du point de vue des algorithmes de chaînage. Afin d’améliorer la
qualité des alignements produits par RNA-unchained certaines caractéristiques du
filtre pourraient être étudiées de manière plus approfondie et certaines pistes sont
envisageables.
Tout d’abord, la notion de « graines à trous » pourrait être étendue en faisant va-
rier la position des mesappariements sur la graine selon les différentes combinaisons
possibles.
D’autre part, nous avons pu observer l’impact des paramètres l et d des graines
employées. Il semble alors naturel de se demander si une étape préalable d’analyse
du jeu de données permettant d’établir les valeurs idéales pour l et d n’améliorerait
pas la qualité des résultats d’RNA-unchained.
RNA-unchained intègre d’ores-et-déjà la possibilité de combiner plusieurs graines
de paramètres l et d différents. Une analyse de l’impact de ces combinaisons consti-
tuerait une suite logique à ces travaux.
De plus, l’index employé actuellement, la table de hachage, est une structure
creuse qui prend une place conséquente en mémoire. Une nouvelle structure d’in-
dexation plus performante permettrait d’améliorer le filtre.
Il serait intéressant d’expérimenter RNA-unchained sur un jeu de données bio-
logiques avec une problématique concrète afin d’estimer son utilité et sa pertinence
dans un cas d’analyse de données réelles.
RNA-unchained pourrait s’intégrer dans la mise en place d’une plateforme d’iden-
tification des ARN de la Rfam ou de manière plus généraliste répondre aux problé-
matiques de « clustering » et d’identification des ARNnc.
L’une des problématiques actuelles concerne l’importante masse de données pro-
duite par les analyses par RNAseq. Les séquences ARN générées ne sont pas toujours
complètes, une approche telle qu’RNA-unchained pourrait permettre de discriminer
les séquences générées.
PseudOE. Le pseudome peut être vu comme un ensemble de séquences sujettes à
l’exaptation de nouvelles fonctionnalités, mais aussi comme un espace de recherche
aussi bien du point de vue de l’évolution que du point de vue algorithmique. L’intros-
pection de cet espace non codant des génomes a pour objectif d’améliorer la sensibi-
lité et la spécificité des méthodes d’identification et de caractérisation automatiques
des objets géniques et d’inférer leur contribution à la signature adaptative (biotech-
nologique, épidémiologique,. . .) caractérisant les groupes phylogénétiques explorés.
Dans ce but, nous avons mis en place la méthode PseudOE à partir des génomes
d’Oenococcus qui présentent de telles caractéristiques. Cette méthode a permis la
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détection de nouveaux pseudogènes candidats et la redéfinition des répertoires gé-
niques des génomes analysés.
Ce nouvel ensemble de pseudogènes candidats a permis d’analyser la prévalence
des pseudogènes au sein des bactéries lactiques mais également la diversité des classes
pseudogéniques rencontrées.
Ces données ont alors permis une étude comparative afin d’établir l’architecture
du pan pseudome et d’inférer leur implication dans les propriétés de ces souches. En
particulier, on peut noter que la forte propension de certains génomes à présenter
de nombreuses séquences pseudogénisées semble être corrélée à leur mode de vie
présentant des caractéristiques extrêmes.
On note également que la répartition des pseudogènes le long du chromosome
ne suit pas une répartition aléatoire. Cette certaine « rythmicité » de localisation
des pseudogènes semble faire écho aux récentes études concernant la répartition des
objets géniques selon le repliement de la molécule d’ADN.
La méthode PseudOE s’inscrit dans une analyse à plus grande échelle d’un en-
semble de génomes séquencés afin de confirmer et d’affiner les premières consta-
tations quant à l’organisation du pseudome mais aussi afin d’établir un modèle
évolutionnaire de la plasticité génique des génomes bactériens.
Il est également raisonnable de penser qu’une telle étude contribuera à l’ob-
servation de nouveaux marqueurs moléculaires de traits phénotypiques non encore
explicités.
Nous avons vu que les pseudogènes peuvent avoir un rôle dans les fonctions cel-
lulaires via leur ARN. Il serait intéressant d’analyser avec RNA-unchained les ARN
des pseudogènes détectés par la méthode PseudOE afin d’identifier s’ils présentent
toujours une structure similaire à celle de l’ARN du gène dont dérive le pseudogène
ou bien si cette structure est altérée ou impliquée dans la régulation de l’expression
génique en tant que leurre ARN. De manière complémentaire, il serait alors intéres-
sant d’analyser la structure des ARN des séquences intergéniques afin d’en inférer
la présence de séquences pseudogénisées.
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(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Annexe 81 – Impact des différentes valeurs de l et d des graines de RNA-unchained.
(a) Analyse de la couverture des graines (b) Analyse de la qualitÃ© des alignements
Annexe 82 – Impact des options de RNA-unchained sur diverses tailles de structures pour les graines.
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(a) Analyse de la couverture des graines (b) Analyse de la qualité des alignements
Annexe 83 – Impact des options de RNA-unchained sur diverses tailles de séquences pour les graines.
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Annexe 84 – Proportion des pseudogènes au sein de certaines bactéries.
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