Abstract. In this paper, we establish sufficient criteria for the existence of positive periodic solutions for a class of discrete time semi-ratio-dependent predator-prey interaction models based on systems of nonautonomous difference equations. The approach involves the coincidence degree and its related continuation theorem as well as some priori estimates.
1.
Introduction. Traditional predator-prey models with functional response which have received great attention from both theoretical and mathematical biologists and have been studies intensively and extensively in the literature, takes the form of x = x(a − bx) − p(x)y, y = −dy + cp(x)y, (1.1) where x(t) and y(t) stand for the population density of prey and predator at time t respectively. It has been assumed in (1.1) that the prey grows logically with intrinsic growth rate a and carrying capacity a/b in the absence of predation. The predator consumes the prey according to the functional and contributes to its growth with rate cp (x) , where the parameter c is a measure of the food quality that the prey provides for conversion into predator birth. The constant d is the death rate of predator. Note that here, the functional response p(x) is prey-dependent only, which can be either of the following forms (in order, we call them the functional response of type 1-5)
mx; mx (A + x)
; mx n (A + x n ) , n ≥ 2; mx
(A + x)(B + x)
; m(1 − e −Ax ).
It should be pointed out that the above expressions are not the only ones that can be used to define predator functional responses rather than they are used for their simplicity and because of the common parameters m and A.
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Models with such a prey-dependent-only response function have been facing challenges from biology and physiology communities (see e.g., [2, 3, 4, 5, 6, 20, 21] ). Based on growing biological and physiological evidences, some biologists have argued that in many situations the functional response in a prey-predator model should be ratio-dependent, which can be roughly stated as that the per capita predator growth rate should be a function of the ratio of prey to predator abundance. This has been strongly supported by numerous field and laboratory experiments and observations. Starting from this argument and the traditional prey-dependentonly model (1.1), Arditi and Ginzburg [3] first proposed following ratio-dependent predator-prey model
which incorporates mutual interference by predators. For detailed justifications of (1.2) and its merits versus (1.1), see Arditi and Ginzburg [3] , Berryman [7] , and Lundberg and Fryxell [31] . For the mathematical aspect of (1.2), since Arditi and Ginzburg [3] , (1.2) and its generalized versions have been studied by many authors and seen great progress, see, e.g., Freedman and Mathsen [17] , Jost, Arino and Arditi [27] , Hsu, Hwang and Kuang [23, 24, 25] , Kuang [28] , Kuang and Beretta [29] , and Xiao and Ruan [35] for the studies on autonomous cases, Fan, Wang and Zou [15] for nonautonomous continuous time cases, and Fan and Wang [14] for nonautonomous discrete time case. Many authors have observed that the ratiodependent models can exhibit much richer, more complicated and more reasonable or acceptable dynamics, but it has somewhat singular behavior at low densities which have been the source of controversy and been criticized on other grounds, see above mentioned papers for mathematical analysis and see [1, 10] and references cited therein for some aspect of the debate among biologists about ratio dependence. Recently, there has been considerable interest in predator-prey models with the Beddington-DeAngelis functional response of the form
The functional response in (1.3) was introduced by Beddington [8] and DeAngelis et al. [11] , which is similar to the well-known Holling type 2 functional response but has an extra term Cy in the denominator modelling mutual interference among predators. For a thorough biological background of the model, see [1, 8, 10, 11] . Mathematically, we may think both the traditional prey-dependent and ratio-dependent models as limiting cases (c = 0 for the former and a = 0 for the latter) of the general predator-prey system with the Beddington-DeAngelis type functional resonse. The system (1.3) can be derived mechanistically via considerations of time utilization [8, 33] or spatial limits on predation [10] . Cantrll and Cosner [9] and Hwang [26] carried out some qualitative analysis of the dynamics of (1.3). The scenario is similar to Klomogorov type predator-prey models with Michaelis-Menten (or Holling type II) functional response. The Beddington-DeAngelis form of functional response has some of the same qualitative features as the ratio-dependent form but avoids some of the singular behaviors of ratio-dependent models at low densities which have been the source of controversy. Considering the fluctuation of the environment, Fan and Kuang [13] carry out systematically analysis on the global dynamics of the nonautonomous version of (1.3). It has been shown that the predator-prey models with the BeddingtonDeAngelis functional response admits rich but biologically reasonable dynamics.
In addition to the predator-prey systems mentioned above, there is another interesting and important predator-prey system-the so-called semi-ratio dependent predator-prey system [22, 34] , which attracted much attention from both mathematicians and biologists but is far from being well studied and is studied by less authors, taking the form of
In (1.4), the prey equation is the same as that of traditional predator-prey systems with prey-dependent functional response while the predator equation is ratiodependent. The predator grows with the carrying capacity x/e proportional to the population size of the prey or prey abundance. System (1.4) is general enough to incorporate as its special cases many famous predator-prey interaction models, see for example [22, 34] and the references cited therein. Hsu and Hwang [22] have carried out thorough qualitative analysis of (1.4). In 2003, considering the fluctuations of the environmental factors in real world, Wang and Fan [39] performed systematically analysis on the dynamics of the nonautonomous version of predator-prey system (1.4)
Although much progress has been seen for (1.4) and (1.5), such systems are not well studied in the sense that most results are continuous time versions related. Many author [16, 19, 32] have argued that the discrete time models governed by difference equations are more appropriate than the continuous ones when the populations have non-overlapping generations. Discrete time models can also provide efficient computational models of continuous ones for numerical simulations. So it is reasonable to study discrete time predator-prey systems governed by difference equations.
One of the ways of deriving difference equations modeling the dynamics of populations with non-overlapping generations is based on appropriate modifications of the corresponding models with overlapping generations [14, 19] . In this approach, differential equations with piecewise constant arguments have been proved to useful. Following the same idea and the same method in [14, 19] , one can easily derive the following discrete analogue of (1.5), which takes the form of
The exponential form of (1.6) is more biologically reasonable than that directly derived by replacing the differential by difference in (1.5).
It is well known that, compared to the continuous time systems, the discrete time ones are more difficult to deal with. The principle aim of this paper is to explore the existence of positive periodic solutions of (1.6). It is highly nontrivial to attack the existence of positive periodic solutions and to the best of our knowledge, no work has been done for predator-prey systems of type (1.6).
In the next section, we devote to establishing easily verifiable sufficient criteria for the existence of positive periodic solutions for the discrete time semi-ratiodependent predator-prey systems (1.6). The approach involves the application of coincidence degree and its related continuation theorem as well as some priori estimates.
Existence of Positive Periodic Solutions. Let Z, Z
+ , R and R + denotes the sets of all integers, nonnegative integers, real numbers and nonnegative real numbers, respectively.
For the sake of simplicity and convenience in the following discussion, the notations below will be used throughout this paper:
where {f (k)} is an ω-periodic sequence of real numbers defined for k ∈ Z.
In system (1.6), we assume that
where ω, a fixed positive integer, denotes the prescribed common period of the parameters in (1.6).
(H 2 ) p : Z × R + → R + is ω periodic with respect to the first variable, and is differentiable with respect to the second variable, and p(k, 0) = 0,
It is not difficult to show that the functional response p(t, x) of type 1-5 satisfies (H 2 ). Moreover, p(t, x) of type 1, 2,4 satisfy (H 3 ) while p(t, x) of type 2,3,4,5 satisfy (H 4 ).
From the form of (1.6), it follows that the solutions of (1.6) corresponding to positive initial values remain positive for k ≥ 0, which are called positive solutions of (1.6). In the remainder of this paper, for biological reasons, we are only interested in solutions with positive initial data. The following continuation theorem is due to Gaines and Mawhin [18] . 
Then the operator equation Lx = N x has at least one solution lying in DomL ∩Ω.
The coming lemma is first proved by Fan [12, 14] , which will play a key role in the priori estimations and obtaining uniform bound of positive periodic solutions.
Lemma 2.2 Let f : Z → R be ω periodic, i.e., f (k + ω) = f (k), then for any fixed k 1 , k 2 ∈ I ω and any k ∈ Z, one has
For a = (a 1 , a 2 ) T ∈ R 2 , define |a| = max{a 1 , a 2 }. Let l ω ⊂ l 2 denotes the subspace of all ω periodic sequences equipped with the usual supremum norm · , i.e.,
It is not difficult to show that l ω is a finite-dimensional Banach space. Let
then it is easy to check that l 
then (1.6) admits at least one componentwise strictly positive ω periodic solution
x * (k) = (x * 1 (k), x * 2 (k)) T ,
and there exist positive constants α i and β i such that
Proof Let x i (k) = exp{y i (k)}, i = 1, 2, so we can rewrite (1.6) in a more direct way
then it is trivial to see that L is a bounded linear operator with
follows that L is a Fredholm mapping of index zero.
Define
it is not difficult to show that P and Q are continuous projectors such that
Furthermore, the generalized inverse (to L) K P : ImL → KerP DomL exists, which is given by
Obviously 
T } ∈ X is an arbitrary solution of system (2.2) for a certain λ ∈ (0, 1). Summing on both sides of (2.2) from 0 to ω − 1 with respect to k produces
In view of the fact that y = {y(k)} ∈ X, there exist ξ i , η i ∈ I ω such that
We first observe from (2.3) and (2.7) that
by virtue of (2.8) and Lemma 2.2.,
Combining (2.4) and (2.7), one obtains
which gives
10) then using Lemma 2.2., we reach
(2.11) From (2.3) and (2.11), one can derivē
which, together with Lemma 2.2., yields
We know from (2.4) that
which, combined with Lemma 2.2., gives us
(2.13)
From (2.9) and (2.11)-(2.13), we have
Here B 3 and B 4 are independent of the choice of λ ∈ (0, 1). Let B = max{B 3 , B 4 } + B 0 , where B 0 is taken sufficiently large such that the unique solution (u * 1 , u *
)
T with u *
Let Ω := {y = {y(k)} ∈ X : y < B}.
To complete the proof, we only need to show that Ω verifies all the requirements in Lemma 2. 
Moreover, direct calculation shows that
where the degree is Brouwer degree and the isomorphism J can be chosen to be the identity mapping, since ImQ = KerL. By now, we have proved that Ω verifies all requirements of Lemma 2.1, then it follows that Ly = N y has at least one solution in DomL Ω , equivalently, (2.2) has at least one ω periodic solution in DomL Ω , say y * = {y
T } is an ω periodic solution of system (1.6) with strictly positive components. The existence of positive constants α i and β i follows directly from the above discussion. The proof is complete. 
Proof We do exactly the same as in the proof of Theorem 2.1 with only some slight changes. In this case, we can prove (2.12) and (2.13) in the following way. From (2.3), (2.9), (2.11) and (H 4 ), we can derive that
Applying Lemma 2.2., we have
From (2.4), we havē
The remainder of the proof is exactly the same as before. The proof is complete. Remark 2.1 Theorem 2.1 and Theorem 2.2. have been directly motivated by corresponding results for continuous time semi-ratio dependent predator-prey systems [34] . Theorem 2.1 and Theorem 2.2. remain valid if some or all terms are replaced by terms with discrete time delays, distribute delays (finite or infinite), state-dependent delay or deviating arguments. We would like to point out that, when one applies the continuation theorem in coincidence degree theory to explore the existence of periodic solutions to the system of differential equations or difference equations, the time delay of any type or the deviating arguments has no effect on the existence of positive periodic solutions.
Remark 2.2 In this paper, we only explore the existence of positive periodic solutions of a class of nonautonomous discrete time semi-ratio-dependent predatorprey systems (1.6). The criteria established here are pretty general since they can be applied to many famous semi-ratio-dependent predator-prey systems of form (1.6). System (1.6) is still far from being well studied. For discrete models governed by difference equations, the most direct and relevant biological issues are domains of simple (global stability) and complex (chaotic) dynamics and possible data fitting to field or lab data. For example, the work of Cushing and his colleagues on flour beetles (see some of the references cited in [30] ). So it is more interesting but challenging to explore the global stability or chaotic dynamics of (1.6). We leave it as further work. The semi-ratio-dependent predator-prey systems seem worthy of further studies, since they admit rich but biologically reasonable dynamics.
