In this study, thermal stresses in a double-wall cooling system are analysed. We consider an infinite flat double-wall geometry and assume that it can be represented by an axisymmetric unit cell, wherein the thermal loadings and deformation at the boundaries are determined by periodicity conditions. A thermal model is initially developed to obtain the thermal fields using a combination of empirical correlations and CFD analysis. The thermal fields are then analysed such that both the first and higher order approximations are determined. A theoretical solution is derived assuming that the temperature gradient takes place only across the outer skin using the first order approximations. The solution yields an equibiaxial stress state in the skins which are driven by the thermal curvature of the outer skin. To investigate other geometrical features and higher order approximations, a Finite Element model is used to solve Fourier's law of heat conduction and mechanical equilibrium equations. The numerical and theoretical results are found to be in excellent agreement. We determine that the increase of distance between pedestals reduces the stresses. Further, the stress concentration factor at the fillet increases with the increase of both the radius and pedestal diameter, and the decrease of the skin thickness. Increasing the number of film holes limits stresses to the external surface of the outer skin. The increase of Reynolds number in the impingement hole increases Biot number in the outer skin which increases the stresses. The higher order approximations of the heat transfer coefficients play a minor role.
Introduction
The efficiency of gas turbines continues to be a key incentive in gas turbine research and development. Through elevating turbine thermal efficiency and specific power output, the mainstream core fluid operating temperature is also increased. In turbine environments, these temperatures already exceed the point where mechanical performance is significantly degraded for the nickel superalloys from which the blades are typically constructed. Consequently, these components require active cooling. Advancements in cooling technology are therefore necessary to deal with the further elevation in core temperatures. Such advancements are typically characterised by a reduction in the required coolant volume, and an elevation in the convective efficiency, η conv , and overall cooling effectiveness, ε 0 , achieved, that are given by
where T c,e is the coolant temperature at the film hole exit, T c,in is the coolant temperature at the inlet, T m,ave is the average temperature of the metal and T ∞ is the mainstream temperature. Doublewall, effusion cooling presents one possible advancement in the cooling of turbine blades. Due to the high manufactured porosity of the system it can be considered to be a quasi-transpiration type cooling technology. The system, as considered here, is characterised by two walls that are mechanically connected via a bank of pedestals which act to increase the wetted area available for cooling (relative to a conventional multi-pass system) and also act to increase turbulent flow mixing. Coolant enters the blade through impingement holes positioned on the internal wall. The resulting high velocity jet of coolant flow impinges on the hotter outer wall providing a large increase in local convective heat transfer. Film lenge in their implementation is the thermomechanical stresses that result in the solid under thermal load due to the large temperature gradients between the two walls [1] . In this paper, theoretical and numerical analyses of thermal stresses in a double-wall cooling system are presented. The objective is to understand the nature of different stresses due to the large thermal gradient between hot and cold surfaces and to investigate the role of the different geometrical features and heat transfer fields. We consider the flat-plate double-wall geometry studied by Murray et al. [2] . The geometry is assumed to be built from a basic repeating block, i.e. unit cell, such that all cells are subjected to similar thermal loading, i.e. the temperature and heat transfer coefficients fields. In this study, the unit cell is idealised assuming axisymmetric conditions. Consequently, the distributions of the temperature and heat transfer coefficients are taken to be axisymmetric. The mechanical boundary conditions are defined by the periodicity of the unit cell. To obtain the thermal fields, we developed a thermal model using empirical correlations from the literature and the results obtained by Murray et al. [2] . The thermal fields are then analysed and first and higher order approximations are obtained. The stress analysis of the thermo-mechanical boundary value problem is then performed in two steps: (i) theoretical solutions are initially derived for simplified thermal fields to understand the nature of the stresses; and (ii) numerical analysis using finite element models of the unit cell are solved to study the geometrical features and higher order approximations of the thermal fields. The problem statement is presented in Sec. 2 . The thermal analysis of the double-wall cooling system using empirical correlations and CFD analysis are described in Sec. 3 . The details of the stress analysis are then formulated in Sec. 4 . The stress analysis results for the different geometrical features and heat transfer fields are presented and discussed in Sec. 5. 
The problem statement
In this work, we focus on studying thermal stresses in a doublewall cooling system due to the large thermal gradient between hot and cold surfaces. We consider the flat-plate double-wall geometry studied by Murray et al. [2] . The geometry is built from a basic repeating block, i.e. unit cell, which contains outer and inner skins, impingement holes, film holes and pedestals, see Fig. 2 . The pedestals are of a circular pin-fin geometry. The height and diameter of the pedestals are denoted H and D pd , respectively, the spacing between two adjacent pedestals is denoted by L, the impingement hole diameter is denoted by D i , the film hole diameter is denoted by D f and the outer and inner skin thicknesses are taken to be equal and denoted by t. Further, a pedestal makes two fillets with the outer and inner skins that are assumed to be of equal radius R. The values of these dimensions can be found in Sec. 4.4 . The thermal analysis of such a system can be performed using different methods, e.g. full CFD analysis of the cooling air and the mainstream [3, 4] , a decoupled conjugate approach (using CFD for the internal cooling and empirical correlation to model the mainstream) [2] or using suitable empirical correlations [5, 6] . The outcome of the thermal analysis, using these methods, is the temperature and heat transfer coefficients on the external surface of the outer skin and the internal walls for a given Reynolds number at the impingement holes and mainstream temperature and velocity. Hence, using the knowledge of the temperature and heat transfer coefficients and suitable mechanical boundary conditions, a thermo-mechanical boundary value problem can be set up wherein Fourier's law of heat conduction and mechanical equilibrium equations can be solved to obtain the temperature distribution and stress field in the material.
The main goal of this study is to understand the nature of the stress field and the role of the different geometrical features and internal and external heat transfer factors. We adopt an approach in which the geometry and heat transfer fields are idealised to obtain a theoretical solution of the stress field. More specifically, an axisymetric idealisation of the cooling system and suitable thermal and mechanical boundary conditions are assumed, i.e. the details are in Sec. 4 . Thereafter, appropriate computational models are developed to investigate the complex features of the problem. The basis of this procedure is presented in following sub-sections and the details are provided in subsequent sections.
The geometrical idealisation.
The double-wall cooling system is comprised of an infinite array of unit cells. An idealised geometry of this system is shown in Fig. 3(a) where the impingement and film holes are omitted. The unit cell is taken to be the simpler geometry in Fig. 3 (b) such that circular sections of the outer and inner skins are connected by a central pedestal. In this analysis, the thermal fields are assumed to be independent of the θ-direction and the deformation at the boundary of the unit cell is determined by the periodicity conditions. Therefore, axisymmetric conditions are assumed to prevail, and henceforth, an axisymmetric representation of the unit cell will be considered.
The temperature and heat transfer coefficient fields.
From the thermal analysis, the temperature profile on the external surface of the outer skin and the heat transfer coefficient and temperature of the coolant on the inner walls (the inner surfaces of the inner and outer skins and the surface of the pedestal) can be obtained for a given impingement jet Reynolds number Re i , coolant temperature far from the walls (i.e. the temperature at the inlet) T c , mainstream temperature T ∞ and velocity v ∞ . Generally speaking, the distribution of these fields depend on the spatial position, i.e. r = r (r, θ, z). However, assuming axisymmetric conditions, the surface temperature and heat transfer coefficient can be expressed as
where T k is the temperature distribution, h k is the heat transfer coefficient, with k indicating the surface, i.e. f ≡ external surface of the outer skin (the film), out ≡ internal surface of the outer skin, int ≡ internal surface of the inner skin, pd ≡ pedestal surface, i ≡ inlet of the impingement holes and e ≡ exit of the film hole. The details of these fields will be given in Sec. 3.
The thermomechanical boundary value problem.
To analyse the double-wall cooling system, we consider the unit cell in sub-section 2.1 under axisymmetric conditions. The temperature and heat transfer coefficient fields are assumed according to Eq.(2) and the mechanical boundary conditions in the symmetry surface are determined by periodicity conditions. The thermal and mechanical boundary conditions are illustrated in Fig. 4 . Hence, the temperature boundary conditions are applied on the external surface of the outer skin according to
and the coolant (contacting air in the internal walls) is at the temperature T c,in . The heat transfer coefficient at the internal walls obtained from the thermal analysis of sub-section 2.2 takes the form: The mechanical boundary conditions are defined by the periodicity conditions at the surface of symmetry, i.e. the symmetry line must remain straight, but can rotate and translate. Thus, the periodic boundary conditions are expressed by
where ϕ is the angular deflection of the symmetry line perpendicular to the r z-plane which is determined by the thermal deformations. The resulting thermo-mechanical boundary value problem can be solved to give the temperature distribution and stress field in the material.
The thermal model
Literature on the cooling of gas turbines is rife with empirical correlations to predict the Nusselt number for various cooling systems, for example impingement cooling for various geometries at differing Reynolds numbers and wall spacings, or pin-fin/pedestal cooling with different geometrical features and Reynolds number. However, correlations are unavailable (at least in the open literature) for systems such as the double-wall geometry considered here, where the system is an amalgamation of various cooling features which affect the performance of each other. To create a thermal distribution in the two-dimensional section representative of that which would be expected during operation, a thermal model was developed by Murray et al. [7] that utilised a combination of empirical correlations and observations informed by computational simulations. The output of this model is the temperature at development of the films (the effect of multiple film holes). This method replaces the temperature of the free stream for a single film cooling hole with the adiabatic wall temperature that results from the upstream films. Therefore, the temperature at the external surface can be calculated from the adiabatic wall temperature. The film effectiveness achieved via a single hole at a distance x in the stream-wise direction and y in the span-wise direction is expressed by
where η f, j is the film effectiveness of the jth hole, M is the blowing ratio, D f is the film hole diameter, α t is the turbulent thermal diffusivity, x decay is the stream-wise film decay variable and y 1/2 is the span-wise distance at which film effectiveness was halved.
The stream-wise development of the films is modelled by an additive superposition model that was proposed by Sellers [10] in which a film distribution is obtained for multiple row film ejections. Hence, the overall film effectiveness, η f , distributions is determined as
It follows that the adiabatic wall temperature T aw can be obtained from the definition It should be mentioned that the distribution of the film temperature yields a sinusoidal function such that the wavelength and amplitude depend on the mainstream characteristics, and the size and spacing of the film holes. Hence, in this study, we limit ourselves to the effect of the wavelength and amplitude on the stress field and further investigations will be presented in future studies. 
The inner surface of the outer skin.
Local heat transfer coefficients can be most significantly affected by impingement cooling [11] where the high velocity coolant jet impacts the hot surface resulting in very high stagnation point heat transfer coefficients, with the flow also acting to increase turbulent mixing after impingement. CFD typically struggles to accurately predict impingement jet heat transfer using lower complexity turbulence models [5] , and large eddy simulations (LES), whilst providing good accuracy, require high computational resources. As a consequence, empirical correlations are typically used in predicting area-averaged or stagnation point Nusselt number based on flow characteristics such as the impingement jet Reynolds number, as well as target plate from impingement hole distance (i.e. H in the given unit cell). In the current model, three correlations were used in predicting impingement zone local Nusselt number. These are as follows:
121000 ≥ Re ≥ 35200 and H/D i = 6 [12] :
121000 ≥ Re ≥ 35200 and H/D i = 12 [12] :
Re ≥ 61000 and H/D i ≥ 6 [13] :
where x is the distance on the target surface measured from the stagnation point. It is noted that Eqs. (12)- (14) pertain to the area averaged Nusselt number based on the radial distance on the target surface. However, of interest here is the variation in local Nusselt number across the target surface. Consequently, the results of the area-averaged Nu at a range of distances from the stagnation point was used to determine the local Nusselt number. Note that Eqs. (12) to (14) each have a range of target plate spacing H and Re over which they are valid. As there are gaps in these ranges, the correlations were used slightly off their calibrated range in some cases. For example, Eq. (12) was used for 9 ≥ H/D i ≥ 6, and Eq. (13) for 12 ≥ H/D i ≥ 9. Outside of the specified ranges of H/D i and Re, the correlations in Eqs. (12) and (14) were used as the results were deemed to be acceptable for the current application. At very low values of H/D i (i.e. less than 2), a secondary peak is often observed in the Nusselt number outside of the stagnation point (often displaying higher Nu than at the stagnation point) and are thought to result from heat transfer enhancement from vortex rings in the shear layer [13] . These are disregarded in these correlations, however, the overall effect of this on the overall thermal profile and resulting stress field is deemed to be small. Fig. 6 demonstrates the performance of the correlations at varying impingement jet Reynolds numbers and target plate spacing.
The impingement and film holes.
The convective cooling effect within the impingement and film holes was modelled using the Dittus-Boelter correlation, a widely used correlation for predicting average heat transfer within a conduit. The correlation is
where Pr is the Prandtl number and n = 0.4 for fluid that is being heated. Whilst the Dittus-Boelter correlation fails to capture the separation effects attributed with cooling holes of a short distance, as demonstrated in [14, 15] ), for holes of similar length to diameter ratios to those investigated here, the average heat transfer coefficient around the circumference of the hole is approximately that predicted by the correlation with maximum discrepancies of approximately 35% around the flow separation region. For the current application, the effect of this is small and so use of the correlation is deemed acceptable. The results also compared well to three-dimensional conjugate heat transfer CFD simulations performed in separate work [2, 6] . 
The pedestal.
The Nusselt number on all other surfaces was approximated based on conjugate heat transfer CFD simulations that have been performed on double-wall cooling geometries. For these surfaces (the pedestal surfaces and inner skin), high fidelity CFD simulations were used to predict the surface heat transfer coefficient distributions. The data were then made dimensionless and curves fitted allowing approximate Nusselt number trends to be predicted in geometries not explicitly simulated in CFD. The Nusselt numbers predicted in this way were scaled in the differing geometries based upon the impingement zone data which were based upon empirical correlations. Fig. 7 demonstrates one such curve for the distribution in Nusselt number along the length of the pedestal (the side facing the impingement zone). The figure demonstrates the relatively high heat transfer occurring towards the top of the pedestal, a result of the impingement flow striking this section of the pedestal. The trend is very similar to those observed experimentally by Son et al. [16] for protrusions connected to the surface of the impingement target wall. At very large distances between the impingement zone and the pedestal, this increase in heat transfer was not so prominent, however, at spacings commonly associated with double-wall type cooling geometries this prediction of Nu distribution is appropriate. 
Stress analysis of the double-wall cooling system
In this section, we present the different approaches that are used to analyse the thermo-mechanical boundary value problem in Sec. 2. We start by analysing the temperature and heat transfer coefficient fields as described in Sec. 3 and develop different orders of approximation. A theoretical analysis of the problem is then provided for the first order approximation. To investigate the influence of the higher order approximations of the temperature and convection coefficient fields, we developed a computational model using the Finite Element Method.
The Perturbation analysis of the thermal fields.
To study the effect of the complex thermal fields on stress, we have performed a perturbation analysis. In particular, the thermal fields are firstly examined and then different orders of approximations are developed. The stress field for each of the approximations is then studied separately. Consequently, for the given linear system, the total stress can be evaluated by superimposing the contributions of the different orders of approximation. Thus, following Taler [17] and considering the thermal boundary conditions in Eqs. (3)- (7), the temperature field in the external surface of the outer skin may be approximated by
where the bar over a symbol, (•), indicates the first order approximation, the hat over a symbol, (•), indicates the amplitude of the higher order approximations, f f are shape functions of the dimensionless local coordinates ξ f of the external surface of the outer skin. Denote the flux in the internal walls by q k which is determined by the htc on the inner walls h k where k is the surface.
Hence, we assume that the flux q k is associated with the first order approximationT f and zero flux with the higher order approximations, i.e.T f f f (ξ f ). It follows that the stress σ ij at a material point can be determined by
whereσ ij andσ ij are the stress fields that stem from the first and higher order approximations, respectively. Further, the temperature T at a material point can be determined in a similar way, i.e. T (r, z) =T (r, z) +T (r, z).
The film temperature distribution in Eqs. (9)-(11) yields a shape function of the following form
where the dimensionless local coordinate for the film is ξ f = r/λ f , λ f is the wavelength and φ f is the phase angle. The number of film holes between adjacent pedestals is determined by the wavelength, i.e. the number of film holes within the unit cell is N f = L + D pd /λ f , and their distribution is obtained by both the wavelength and phase angle. For example, a single film hole will be located at the middle distance between the pedestals, i.e. r = 0.5 L + D pd , if the wavelength is λ f = 1.0 and the phase angle is φ = π/2. In this case the minimum and maximum temperature occur at r = 0.5 L + D pd and r = 0, respectively. It should be noted that this case is the best approximation of the unit cell in Fig.2 . The mean and amplitude of the temperature distribution are determined by the different factors in Eqs. (9)-(11), however, we will not address these dependencies in detail and a qualitative analysis will be performed. Hence, the film temperature distribution can be characterised by the first and higher order approximation differences ∆T =T f − T c and ∆T =T f − T c , respectively, and the film hole wavelength λ f .
The analysis of the heat transfer coefficient.
To investigate the htc on the inner walls, the heat transfer coefficient is approximated using a similar expression to Eq. (16):
where g k are shape functions. The full field h k and the first order approximationh k can be used in Sec. 4 .1 to determine the flux in the inner walls q k . Hence, a quantitative analysis of the htc can be performed by prescribing the total field and the first order approximation in the inner walls separately and compare the stress fieldσ ij (r, z). Strictly speaking, the htc approximation in Eq. (19) cannot be used in the perturbation analysis and the flux can only be superimposed [17] .
The amplitudes of first and higher order terms depend on the Reynolds number at the impingement hole Re i and the different dimensions of the unit cell, i.e. D i /t and H/t. Consider the expressions in Eqs. (12)-(15) and the fitting results in Fig.7 , the first order approximation for the case of impingement hole diameter of D i /t = 0.5, t = 1 mm, H/t ∈ [3, 10] and different values of Reynolds number are determined and illustrated in Fig. 8 . The amplitudes of the higher order approximations are found, using the thermal model in Sec. 3, to be linearly related to the first order bŷ h out = 1.14h out ,ĥ int = 11.11h int andĥ pd = 5.0h pd . The resulting shape functions are shown in Fig. 9 . The heat transfer coefficient on the inner walls can be characterised by Biot numbers of the first order approximation and the total field, i.e. Bi k =h k t/K and Bi k = h k t/K, respectively, where K is the thermal conductivity of the material. The temperature on the external surface of the outer skin is taken to be the first order approximationT f . The heat transfer coefficient on the inner surface of the outer skin is taken to be the first order approximationh out with Biot number Bi out =h out t/K. The cooling is assumed to be sufficient (i.e. Bi out is large enough) such that only the outer skin experiences a thermal gradient. Therefore, the temperature of the other internal surfaces is taken to be equal to the coolant temperature T c . The moment and force distributions are given by the normal forces per unit depth N r1 and N r2 , and bending moments per unit length M r1 and M r2 , in the outer and inner skins respectively, see Fig. 10 . Equilibrium of forces in the r-direction gives Fig. 10 The internal forces and moments in the idealised axisymmetric unit cell.
Taking moments about the centre line of the internal skin gives
The temperature of the internal surface of the outer skin is determined as
The thermal curvature and strain in the outer skin are, respectively, given by
where α is the thermal expansion coefficient. Thus, the thermal curvature and strain can be rewritten as
Bi out Bi out + 1 α∆T .
(24) At larger values of Biot number, the wall temperature of the inner surface of the outer skin approaches the coolant temperature, i.e. when Bi out → ∞, T out = T c and Bi out / Bi out + 1 → 1, which gives rise to the maximum possible thermal curvature and strain in the outer skin. Further, in order for only the outer skin to experience a thermal gradient, the Biot number should be large enough to prevent the heat from being conducted through the pedestals. Hence, this theoretical analysis will only be valid for the values of Biot number that satisfy this assumption.
Taking the centre line of the pedestal as a reference, the rotation of the line of symmetry of the outer skin is
(25) and that of the inner skin is
where ϕ T and ϕ M are the thermal and mechanical rotations, D = E t 3 /12 1 − ν 2 is the bending stiffness of the skins, E is Young's modulus and ν is Poisson's ratio. The radial and circumferential strain components in the outer and inner skins are, respectively, given by
Bi out
and
Now, the periodic boundary conditions in Eq. (8) can be rewritten as
Solving Eq. (29) and (30) yields the normal forces as
and the moments as
where E ′ = E/(1 − ν) and the functions F N , F M 1 and F M 2 are given by
The stress state in the outer skin consists of equibiaxial stresses in the radial and circumferential directions, i.e. σ r = σ θ , which are only functions of z. The maximum value of the nominal stress is at the bottom of the outer skin, z = H/2, which can be expressed as
The multiplier function F σ depends on Biot number and the ratio H/t. It increases with increasing the value of Bi out and H/t, and σ max reaches its maximum value when Bi out → ∞ and H/t → ∞:
In this limit the bending component dominates the expression for the nominal stress in Eq. (36). The minimum value of the nominal stress at the top of the outer skin, z = H/2 + t, is then σ min = −σ max . We expect the stress analysis presented above to be valid in the bulk of the outer skin away from the transition with the pedestals. When comparing the results with the detailed finite element calculation presented in the next section, we take the nominal stress of Eq. (36) to represent the stress state at r = 0.5 L + D pd .
At the fillet at the intersection with the pedestals the maximum principal stress, radial, σ 1,max , can be expressed as
where K r is the stress concentration factor in the r-direction, which depends on the fillet radius R, thickness of the outer skin t and the diameter of the pedestals D pd . It should be noted that the stress concentration factor in the θ-direction, K θ = σ θ,max /σ θ , is generally smaller than K r and this will be clarified later in the results in Sec. 5.
Numerical Analysis .
The initial-boundary value problem described in sub-section 2.3 is numerically solved using the FE (Finite Element) code Abaqus [18] . A coupled thermo-mechanical analysis is used. The FE analysis requires the solution for an elastic constitutive law and Fourier's law of heat conduction. Suitable material parameters have been used, i.e. for CMSX-4 nickelbase superalloy, in the analysis that are the thermal conductivity coefficient K = 14 W/m · K, the thermal expansion coefficient α = 12 × 10 −6 m/m · K, Young's modulus E = 120 GPa and Poisson ratio ν = 0.3 for the temperature range 25 • − 500 • [19] [20] [21] . The values of convection coefficient are used for a specific range of Reynolds numbers as described in Sec. 3 . The geometry of the axisymmetric unit cell shown in Fig. 4 is discretised, and a typical finite element mesh is shown in Fig. 11 . The initial dimensions are taken as L = 1 mm, H = 1 mm, t = 1 mm and D pd = 1 mm. A parametric study on different geometrical ratios, i.e. L/t, H/t and D pd /t, is performed by keeping t constant and changing other dimensions. The 4-node reduced integration bilinear axisymmetric elements (CAX4RT) are used in the discretisation. The mesh has 2612 elements which is found to be sufficient to obtain converged solutions. A uniform refined element region is created adjacent to the fillet to accurately obtain the different stresses, see Fig. 11 b. The temperature and heat transfer coefficients are mapped on to the nodes of different surfaces according to Eq. (16) . The periodic boundary conditions in Eq. (8) are applied using kinematical coupling. The rotational degree of freedom perpendicular to the r z-plane, u r z , of the symmetry surface nodes are set to be equal to the master node C as illustrated in Fig. 11 a. 5 Results and discussion 5.1 The effect of the geometrical features. Initially, we have studied the relation between the stress and different geometric ratios of the unit cell. In particular, the geometric ratios L/t, H/t, D pd /t and R/t are considered. The analysis is limited to the case of first order approximations of the temperature. (The influence of higher order terms is investigated later.) Before evaluating the computational results in detail, it is instructive to compare the theoretical and numerical models. Hence, the computational model is solved for the case of the Biot number Bi out = 10 3 (Re i → ∞) and different values of the geometrical ratio H/t. The Biot number is chosen to be large enough to keep the pedestal and inner skin temperature equal to the coolant temperature. Fig 12 shows the relation between the maximum nominal stressσ max /α ∆T E ′ and the ratio H/t. The figure shows that the theoretical and computational model are in excellent agreement. The result indicates thatσ max increases with the increase of H/t and approaches its maximum value of 0.5 when H/t → ∞. This ratio determines the constraining of the outer skin as in the periodicity condition in 
Theoretical Results cumferential, 1 st and 3 rd principal directions. The distributions of the radial and circumferential stresses are identical with a larger stress concentration in the case of radial stress at the fillet. The 1 st and 3 rd principal stresses are equal to the tensile and compressive radial stresses, respectively. Thus, the results confirm that the stresses are bending stresses which are generated by the thermal curvature.
Numerical Results
The distance between the pedestals, L/t, is now investigated. Fig. 14 showsσ max /α ∆T E ′ plotted against H/t for D pd /t = 1, R/t = 0.1 and different values of L/t. The result implies that the maximum nominal stress decreases with the increase of L/t and approaches the theoretical solution in Eq. (36) for L/t ≥ 2. Figs. 15 (i)-(iv) illustrates the distribution of the nominal stress for different values of L/t, which implies that, in the case of smaller L/t, the nominal stress is influenced by the stress concentration in the fillet. Therefore, the maximum nominal stress becomes dependent on the stress concentration factor of the fillet and the distance L/t. However, the maximum value of the stress in the fillet for the constant values of D pd /t and R/t used in Fig. 15 appears to be constant for the different values of L/t employed (i.e. σ max r /α ∆T E ′ ≈ 0.68) which can be explained by the fact that the unit cell is subjected to deformation controlled loading conditions.
We now examine the stress concentration factors K r and K θ at the fillet using the FE model for different combinations of the fillet radius R/t and pedestal diameter D pd /t. It should be mentioned that the stress concentration factors are independent of L/t when expressed as a multiple of the maximum nominal stressσ max determined from the theoretical analysis. Fig. 16 shows the stress concentration factors as functions of the dimensionless fillet radius R/t and pedestal diameters D pd /t. The results suggest that the stress concentration factor is larger in the radial direction in comparison with the circumferential direction and both factors increase with the decrease of R/t and increase of D pd /t.
Convection vs conduction heat transfer.
In order to study the role of convection cooling on the inner walls, several analyses were performed for the first order approximation of the heat transfer coefficient and different values of Reynolds number Re i = 10 4 , 10 5 and 10 6 as in Fig. 8 for D i /t = 0.5. For the given values of Re i , K = 14 W/m · K, t = 1 mm and H/t ∈ [3, 10] , the Biot number in the inner walls of the outer skin is determined to be Bi out = 16 − 32, 90 − 182 and 514 − 1030, respectively. The Biot number shows a total change of 50% over the given range of Re i . The temperature at the external surface is taken to be the first order approximationT f . Fig. 17 shows the relation betweenσ max /α ∆T E ′ and H/t for different values of Reynolds number. The result implies that the decrease of Reynolds number (and consequently Biot number) results in a significant reduction in the nominal stress for the entire range of H/t. At lower values of Reynolds number, increasing the ratio H/t yields a further reduction in the stresses. The temperature and nominal stress distributions are plotted in Figs. 18 and 19 , respectively, for different values of Reynolds number. The temperature distribution suggests that as Biot number decreases, the temperature is conducted through the pedestal to the inner skin and its gradient across the outer skin decreases significantly. Hence, the nominal stress reduction is mainly attributed to the reduction in the temperature gradient as suggested by Eq. (36). Increasing the ratio H/t reduces Biot number which results in more heat conduction through the pedestals and further reduction in stresses. Moreover, the nominal stress distribution in the outer skin is greater than in the inner skin at higher values of Biot number, i.e. where the larger temperature gradient is taking place. At lower values of Biot number, the thermal gradient in the inner skin becomes larger in comparison with the outer skin which leads to a higher stress in the inner skin. The theoretical solution in Eq. (36) yields similar results.
The perturbation analysis.
In this section, we investigate the effect of the higher order approximations of the temperature on the stress field. In particular, as discussed in Sec. 4 .1, we examine the second contribution to the stress field in Eq. (17), i.e.σ ij , which stems from the higher order terms in Eq. (16) . The temperature field is taken to be the second term of Eqs. (16) and (18) Fig. 17 shows the relation between the nominal stressσ max /α ∆T E ′ and the ratio H/t for different values of Reynolds number and heat transfer coefficient (the first order approximationh k and full field h k ). The result shows that reducing Reynolds number (and consequently the Biot number) yields a significant reduction in the nominal stress for the entire range of H/t. Further, the differences between the stress values of the full field and the first order approximation are significantly small, i.e. ≤ 10%, which can be explained by the fact that the higher order approximations' amplitudeĥ k is smaller than the first orderh k , i.e. the maximum value of the higher order terms in the inner surface of the outer skin is approximately 0.12h k and that of the first order term is 0.88h k . axisymmetric unit cell in which the thermal boundary conditions have been applied in terms of the film temperature on the external surface of the outer skin and the heat transfer coefficients at the inner walls. The mechanical boundary conditions are implemented using periodicity conditions. The thermal fields are obtained using empirical correlations and CFD analysis for a given velocity and temperature of the mainstream, Reynolds number at the impingement hole and coolant temperature. Theoretical solutions are initially developed using first order approximations of the thermal fields and assuming that the thermal conductivity is limited to the outer skin (i.e. it is valid for larger values of Biot number Bi out ). A computational model is then developed to solve Fourier's law of heat conduction and mechanical equilibrium equations using the commercial finite element code Abaqus. This model is then used to study different geometrical features and higher order approximations of the thermal fields. The main findings are summarised below:
(1) At high values of Reynolds number at the impingement hole, i.e. Re i ≥ 10 5 , the thermal curvature due to the thermal gradient in the outer skin causes the stresses in the skins. At lower Reynolds number, heat is conducted through the pedestal to the inner skin which might result in a larger thermal gradient in the inner skin. Therefore, in these case, the thermal curvature in the inner skin drives the deformation. stress concentration factor at the fillet increases with the increase of the pedestal diameter and decreases with the increase of its radius and skin thickness. and smaller numbers result in higher and lower stresses, respectively, as the inhomogeneous temperature distribution at the external surface of the outer skin becomes homogeneous (5) The higher order approximation of the heat transfer coeffi- cients plays a minor role due to the fact that their amplitudes are less than 10% of the first order approximation.
These calculations provide a physical insight into geometric factors that determine how stresses develop in double-wall effusion cooled systems during thermal cycling. This understanding can be used to help identify structural configurations which provide good mechanical performance. This will be addressed in subsequent work. 
