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Chapitre 1
Introduction.
1.1 Pseudo-spectre et instabilite´s spectrales.
Depuis une dizaine d’anne´es, il y a eu dans le domaine des mathe´matiques
nume´riques un vif inte´reˆt porte´ a` l’e´tude de la notion de pseudo-spectre. Le
de´veloppement de cette notion s’explique par le fait que dans un certain nom-
bre de proble`mes d’inge´nierie mathe´matique ou` interviennent naturellement des
ope´rateurs non auto-adjoints, on note de sensibles diffe´rences entre d’un coˆte´
les re´sultats the´oriques et les pre´dictions sugge´re´es par l’analyse spectrale de ces
ope´rateurs, et d’un autre coˆte´ les re´sultats obtenus par simulation nume´rique. Ce
constat originel laisse penser que dans certains cas, la connaissance seule du spec-
tre d’un ope´rateur ne permet pas de comprendre suffisamment son action. C’est
ainsi que pour supple´er a` cet apparent manque d’information contenu dans le
spectre, de nouveaux sous-ensembles du plan complexe appele´s pseudo-spectres
ont e´te´ introduits. L’ide´e sous-jacente a` la de´finition de ces nouveaux objets,
est qu’il s’ave`re inte´ressant d’e´tudier non seulement les points ou` la re´solvante
d’un ope´rateur n’est pas de´finie i.e. son spectre, mais e´galement la` ou` elle est en
norme de taille significative i.e. les ensembles pseudo-spectraux qui sont de´finis
pre´cise´ment de la manie`re suivante : le ε-pseudo-spectre σε(A) d’une matrice ou
d’un ope´rateur A est de´fini pour une valeur strictement positive du parame`tre ε
comme le sous-ensemble du plan complexe,
σε(A) :=
{
z ∈ C : ‖(zI −A)−1‖ ≥ 1
ε
}
.
On convient d’e´crire dans l’expression ci-dessus que ‖(zI − A)−1‖ = +∞ si le
point z appartient au spectre de l’ope´rateur A. On constate que les ε-pseudo-
spectres d’un ope´rateur sont des ensembles croissants au sens de l’inclusion par
rapport au parame`tre strictement positif ε et qu’ils contiennent tous le spectre
de l’ope´rateur.
Mentionnons avant de continuer qu’il y a sur la notion de pseudo-spectre
une litte´rature tre`s abondante. Nous nous re´fe´rons ici pour les de´finitions et les
quelques re´sultats ge´ne´raux que nous allons rappeler a` l’article [27] de L.N.Trefe-
then. Indiquons e´galement comme re´fe´rence le livre paru plus re´cemment [28] de
L.N.Trefethen et M.Embree. Cet ouvrage de synthe`se dresse un large panorama
de ce sujet et en donne de tre`s nombreuses illustrations.
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L’e´tude des ensembles ε-pseudo-spectraux d’un ope´rateur se re´duit donc
d’apre`s la de´finition pre´ce´dente a` l’e´tude des lignes de niveau de la norme de
sa re´solvante. Il est inte´ressant de noter que cette e´tude des lignes de niveau de
la norme de la re´solvante d’un ope´rateur permet d’appre´cier sa stabilite´ spectrale
par rapport a` des perturbations. En effet, on peut donner une autre description
des ensembles ε-pseudo-spectraux d’un ope´rateur en terme du spectre de pertur-
bations de cet ope´rateur puisque pour toute matrice A ∈Mn(C), on a l’identite´,
σε(A) =
{
z ∈ C : il existe une matrice ∆A ∈Mn(C) ve´rifiant ‖∆A‖ ≤ ε
telle que z ∈ σ(A+∆A)},
si on note ci-dessus σ(A+∆A) pour de´signer le spectre de la matrice A+∆A. Plus
ge´ne´ralement, si A de´signe un ope´rateur line´aire non borne´, ferme´, a` domaine
dense sur un espace de Hilbert complexe H, le re´sultat de Roch-Silbermann
(voir [23]) montre que,
σε(A) =
⋃
∆A∈L(H), ‖∆A‖L(H)≤ε
σ(A+∆A),
si L(H) de´signe ici l’ensemble des ope´rateurs line´aires borne´s sur H. Cette
deuxie`me description montre qu’un nombre complexe z appartient au ε-pseudo-
spectre d’une matrice A si et seulement s’il appartient au spectre d’une perturba-
tion A+∆A de taille ‖∆A‖ ≤ ε de cette matrice. On comprend avec ce nouveau
point de vue l’inte´reˆt d’e´tudier de tels sous-ensembles lorsque l’on cherche par
exemple a` de´terminer nume´riquement les valeurs propres d’un ope´rateur. Pour
mener a` bien un tel calcul, on commence par effectuer une discre´tisation de cet
ope´rateur. Cette discre´tisation et les ine´vitables erreurs d’arrondis qui se pro-
duisent lors des calculs nume´riques vont ge´ne´rer des perturbations de l’ope´rateur
initial ce qui induit en fin de compte que les algorithmes pour le calcul des valeurs
propres vont de´terminer des valeurs propres d’une perturbation de l’ope´rateur
initial i.e. une valeur d’un ε-pseudo-spectre mais pas ne´cessairement une valeur
spectrale.
L’e´tude des ensembles pseudo-spectraux est inte´ressante et non triviale a
priori seulement lorsque les ope´rateurs e´tudie´s sont non auto-adjoints ou plutoˆt
non normaux. En effet, dans le cas d’un ope´rateur line´aire non borne´, ferme´,
a` domaine dense, auto-adjoint ou plus ge´ne´ralement normal sur un espace de
Hilbert complexe note´ A, on a l’estimation suivante de la norme de la re´solvante
(voir par exemple l’estimation (V.3.31) dans [15]),
∀z 6∈ σ(A), ‖(zI −A)−1‖ = 1
d
(
z, σ(A)
) , (1.1.1)
ou` d
(
z, σ(A)
)
de´signe la distance se´parant le point z et le spectre σ(A) de l’ope´ra-
teur A. Cette estimation assure la stabilite´ spectrale de cet ope´rateur sous de
petites perturbations. Le ε-pseudo-spectre σε(A) est alors exactement d’apre`s
(1.1.1) le ε-voisinage du spectre σ(A),
σε(A) =
{
z ∈ C : d(z, σ(A)) ≤ ε}.
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Par contre, l’estimation (1.1.1) et cette proprie´te´ de stabilite´ spectrale ne sont
plus du tout ve´rifie´es si la proprie´te´ d’auto-adjonction de l’ope´rateur est viole´e. La
re´solvante de l’ope´rateur peut alors eˆtre tre`s grande en norme dans des re´gions de
l’ensemble re´solvant lointaines du spectre ce qui induit une tre`s forte instabilite´
de son spectre sous de petites perturbations. Ce fait connu depuis longtemps
constitue une des difficulte´s majeures qui intervient dans l’e´tude spectrale des
ope´rateurs non auto-adjoints.
L’exemple suivant e´tudie´ par J.Sjo¨strand et M.Zworski dans [25] et [30] illus-
tre parfaitement le point pre´ce´dent. Conside´rons pour n ≥ 1, le bloc de Jordan
nilpotent d’indice n,
Jn =

0 1 0 . . . . . . 0
0 0 1
. . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . . . . 0
... . . . . . .
. . . 0 1
0 . . . . . . . . . 0 0

∈Mn(C).
La matrice Jn n’est pas auto-adjointe (elle n’est pas non plus normale). Son
spectre se re´duit au singleton {0} et pour z 6= 0, la re´solvante est donne´e par
l’expression,
(zI − Jn)−1 = I
z
+
Jn
z2
+ ...+
Jn−1n
zn
.
Les estimations (voir (1.3) dans [25]),
∀z 6= 0, ‖(zI − Jn)−1‖ ≥ 1|z|n et ∀ |z| > 1, ‖(zI − Jn)
−1‖ ≤ 1|z| − 1 ,
valides pour la norme ‖·‖ induite par la norme euclidienne, induisent les inclusions
suivantes,
∀ 0 < ε < 1, B(0, ε1/n) ⊂ σε(Jn) ⊂ B(0, 1 + ε), (1.1.2)
ou` B(z, r) de´signe la boule ouverte centre´e en z et de rayon r. Si le parame`tre
strictement positif ε est suffisamment petit et que la taille n de la matrice Jn est
elle suffisamment grande pour que ε1/n ' 1, on constate alors dans ce cas que le
ε-pseudo-spectre de Jn tend a` remplir tout le disque unite´ ferme´. La simulation de
la figure 1.1 qui repre´sente quelques lignes de niveau de la norme de la re´solvante
de la matrice J100 pour diffe´rentes valeurs strictement positives du parame`tre
ε, illustre nume´riquement les inclusions (1.1.2). On constate ainsi que le spectre
des grandes matrices Jn est tre`s instable sous de petites perturbations.
Notons enfin que le recours a` une e´tude pseudo-spectrale a permis dans cer-
tains proble`mes d’e´volution relatifs a` des ope´rateurs non auto-adjoints (voir cer-
tains exemples e´tudie´s dans [27]),{
du
dt
(t, x) = Au(t, x)
u(0, x) = u0(x),
8
1.2. Quelques exemples.
Fig. 1.1 – Calcul des lignes de niveau {z ∈ C : ‖(zI − J100)−1‖ = ε−1}. La
colonne de droite donne les valeurs correspondantes de log10 ε.
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
dim = 100
−20
−16
−12
−8
−4
dont l’abscisse spectrale,
α(A) := sup
z∈σ(A)
Rez,
est strictement ne´gative mais pour lesquels il existe des abcisses ε-pseudo-spec-
trales,
αε(A) := sup
z∈σε(A)
Rez,
strictement positives pour des petites valeurs strictement positives du parame`tre
ε, de donner une explication aux instabilite´s expe´rimentales observe´es lors de
leurs e´tudes nume´riques.
1.2 Quelques exemples.
On s’inte´resse dans cette the`se a` l’e´tude de la stabilite´ ou de l’instabilite´ spec-
trale de certaines classes d’ope´rateurs diffe´rentiels ou pseudo-diffe´rentiels. L’ex-
emple qui a pour une large part influence´ notre sujet d’e´tude et nos directions de
recherche, est celui de l’oscillateur harmonique non auto-adjoint unidimensionnel,
D2x + e
iθx2,
ou` 0 < θ < pi et Dx = −i∂x. Cet ope´rateur diffe´rentiel quadratique a suscite´
depuis quelques anne´es beaucoup d’inte´reˆt et d’e´tudes comme celle de E.B.Davies
dans [5], L.S.Boulton dans [2] ou encore M.Zworski dans [30]. On posse`de pour
cet ope´rateur une description comple`te de son spectre qui comme dans le cas
auto-adjoint (cas θ = 0) est compose´ uniquement d’un nombre de´nombrable de
valeurs propres de multiplicite´ un, re´gulie`rement espace´es le long d’une demi-
droite. Cependant, contrairement a` ce cas auto-adjoint, les travaux pre´ce´dents
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ont montre´ que lorsque le parame`tre θ appartient a` l’intervalle ouvert ]0, pi[, il
se de´veloppe de tre`s fortes instabilite´s spectrales sous de petites perturbations
pour les hautes e´nergies de cet ope´rateur. Nous allons maintenant de´tailler plus
pre´cise´ment ce comportement remarquable en rappelant les re´sultats connus sur
cet ope´rateur.
Soulignons tout d’abord que l’on conside`re l’ope´rateur unidimensionnel,
Hθ = − d
2
dx2
+ eiθx2,
avec 0 < θ < pi, comme un ope´rateur sur L2(R) avec des conditions de Dirichlet
aux bords. Plus pre´cise´ment, l’ope´rateur Hθ est de´fini comme la fermeture de
l’ope´rateur m-sectoriel associe´ a` la forme quadratique m-sectorielle Qθ via le
the´ore`me de repre´sentation de Friedrichs (voir par exemple [15]),
Qθ(f, g) =
∫ +∞
−∞
f ′(x)g′(x)dx+ eiθ
∫ +∞
−∞
x2f(x)g(x)dx,
si f et g appartiennent a` l’espace,
W 1,2(R) ∩
{
f ∈ L2(R) :
∫ +∞
−∞
x2|f(x)|2dx < +∞
}
.
On peut de´montrer que le spectre de ope´rateur Hθ ainsi de´fini est compose´
uniquement d’un nombre de´nombrable de valeurs propres de multiplicite´ un qui
sont re´gulie`rement dispose´es le long de la demi-droite ei
θ
2R+ (voir [5]),
σ(Hθ) =
{
λn = ei
θ
2 (2n+ 1) : n ∈ N}.
L.S.Boulton a tout d’abord de´montre´ dans [2] (The´ore`me 3.3) que la norme de
la re´solvante de l’ope´rateur Hθ explose le long de toutes les courbes de la forme,
η 7→ bη + eiθηp,
si b et p de´signent des constantes satisfaisant aux ine´galite´s b > 0 et 1/3 < p < 3,∥∥(Hθ − (bη + eiθηp))−1∥∥→ +∞ lorsque η → +∞. (1.2.1)
A contrario, L.S.Boulton a prouve´ dans ce meˆme article (The´ore`me 5.1) que
la re´solvante (Hθ − z)−1 reste borne´e en norme lorsque |z| → +∞ le long de
demi-bandes paralle`les aux demi-droites R+ ou eiθR+ au sens ou` il existe des
constantes strictement positives d et Md telles que l’on ait,
sup
η∈R∗+, 0≤b≤d
∥∥(Hθ − (η + ib))−1∥∥ ≤Md et
sup
η∈R∗+, 0≤b≤d
∥∥(Hθ − eiθ(η − ib))−1∥∥ ≤Md.
Les bornes pre´ce´dentes permettent de donner des informations concernant la
forme des ε-pseudo-spectres de l’ope´rateurHθ. D’apre`s ces re´sultats, L.S.Boulton
a de´montre´ que pour toute valeur strictement positive suffisamment petite du
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Fig. 1.2 –
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parame`tre ε, le ε-pseudo-spectre de l’ope´rateur Hθ est contenu dans l’ensemble
grise´ de la figure 1.2 ou` les valeurs propres de cet ope´rateur ont e´te´ indique´es par
les symboles .
Plus pre´cise´ment, il a de´montre´ que pour tout 0 < δ < 1 et m ∈ N, il existe
une constante strictement positive ε0 telle que pour tout 0 < ε < ε0,
σε(Hθ) ⊂
m⋃
n=0
{z ∈ C : |z − λn| < δ} ∪
[
λm+1 − δei θ2 + S(0, θ)
]
,
ou`,
S(0, θ) := {z ∈ C∗ : 0 ≤ arg z ≤ θ} ∪ {0},
si argz de´signe l’argument du nombre complexe non nul z. Au regard de cer-
taines simulations nume´riques re´alise´es par E.B.Davies dans [5], L.S.Boulton a
conjecture´ que la valeur nume´rique 1/3 pour le parame`tre p e´tait l’indice critique
au sens suivant. Soient 0 < p < 1/3, 0 < δ < 1 et m ∈ N ; si bm,p et E sont des
constantes strictement positives ve´rifiant,
bm,pE + eiθEp = λm et ∀η > E, arg zη < θ/2,
si zη = bm,pη + eiθηp, on pose,
Ωm,p :=
{|zη|eiβ ∈ C : η ≥ E et arg zη ≤ β ≤ arg(zηeiθ)}.
La conjecture de Boulton s’e´nonce alors comme suit.
Conjecture de Boulton. Il existe une constante ε0 > 0 telle que pour tout
0 < ε < ε0,
σε(Hθ) ⊂
m⋃
n=0
{z ∈ C : |z − λn| < δ} ∪ Ωm,p.
Cette dernie`re inclusion, sous re´serve de donner une de´monstration de ce re´sultat,
permet de pre´ciser la forme des ensembles ε-pseudo-spectraux.
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Fig. 1.3 – Forme des ensembles ε-pseudo-spectraux d’apre`s la conjecture de
Boulton.
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D’apre`s l’estimation (1.2.1), cette description est optimale. Nous reviendrons
dans le chapitre 4 de cette the`se sur cette conjecture dont nous proposerons
une de´monstration relativement simple. Pour l’instant, on se contente juste de
constater au regard de l’estimation (1.2.1) que les hautes e´nergies du spectre de
l’oscillateur harmonique non auto-adjoint sont tre`s instables et que la re´solvante
de cet ope´rateur explose en norme dans des re´gions lointaines de son spectre.
Remarquons aussi que la conjecture de Boulton et les simulations nume´riques de
E.B.Davies dans [5] laissent supposer l’existence d’une ge´ome´trie particulie`re qui
se´pare les zones pour lesquelles la re´solvante explose en norme de celles ou` l’on
garde un controˆle sur sa taille.
On peut ve´rifier nume´riquement le point pre´ce´dent. Pour ce faire, on peut
essayer de calculer le spectre d’une discre´tisation de l’ope´rateur Hθ donne´e par
la matrice,
Aθ =
(
(HθΨi,Ψj)L2(R)
)
1≤i,j≤N ,
ou` la famille (Ψj)j∈N∗ de´signe la base hilbertienne de L2(R) forme´e par les
fonctions de Hermite. La figure 1.4 donne le re´sultat obtenu pour les valeurs
de parame`tres θ = pi/4 et N = 100. Les valeurs spectrales calcule´es sont in-
dique´es par les points noirs. Le re´sultat de cette simulation corrobore les re´sul-
tats the´oriques e´voque´s plus haut. En effet, les valeurs propres de basses e´nergies
calcule´es nume´riquement sont proches des valeurs the´oriques alors que ce n’est
plus du tout le cas a` partir d’un certain seuil puisque l’on constate que les valeurs
propres nume´riques d’e´nergies e´leve´es s’e´loignent tre`s fortement de la demi-droite
ei
pi
8R+ contenant toutes les valeurs propres the´oriques.
Conside´rons maintenant l’exemple de l’ope´rateur diffe´rentiel bidimensionnel
sur L2(R2),
P = −∂2x1 − 2∂2x2 + 4ix2∂x2 + 2x21 + (4 + i)x22 + 4x1x2 + 2i,
de´fini sur le domaine,
{u ∈ L2(R2) : xαDβxu ∈ L2(R2) si |α+ β| ≤ 2}.
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Fig. 1.4 – Calcul de quelques lignes de niveau {z ∈ C : ‖(zI −Api/4)−1‖ = ε−1}.
La colonne de droite donne les valeurs correspondantes de log10 ε.
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L’e´tude ge´ne´rale des ope´rateurs diffe´rentiels quadratiques elliptiques que nous
allons mener au chapitre suivant va montrer par exemple que pour cet ope´rateur
diffe´rentiel aussi la re´solvante explose en norme dans des re´gions lointaines de
son spectre, ce qui induit cette fois encore, une tre`s forte instabilite´ des hautes
e´nergies de cet ope´rateur. Plus pre´cise´ment, nous verrons que la norme de la
re´solvante de l’ope´rateur P explose le long de toutes les demi-droites eiθR+ si
0 < θ < pi/2 a` un vitesse sur-polynomiale au sens ou`,
∀ 0 < θ < pi
2
,∀N ∈ N,∀C > 0,∀η0 ≥ 1,∃η ≥ η0, ‖(P − eiθη)−1‖ ≥ CηN ,
et ce, meˆme si bien suˆr, la demi-droite eiθR+ n’intersecte pas le spectre de l’ope´ra-
teur P qui posse`de dans le cas pre´sent la structure suivante,
σ(P ) =
{
(2k1 + 1)z1 + (2k2 + 1)z2 : (k1, k2) ∈ N2
}
,
ou`,
z1, z2 ∈ {z ∈ C : Rez > 0 et Imz > 0}.
1.3 Quasi-modes et instabilite´s spectrales.
Pour mettre en e´vidence la sensibilite´ du spectre d’un ope´rateur sous de
petites perturbations, on cherche a` construire dans certaines zones du plan com-
plexe des quasi-modes qui, en un sens, peuvent s’interpre´ter comme des familles
de fonctions propres approche´es. L’existence de ces quasi-modes permet alors de
montrer que la re´solvante prend en norme des valeurs de taille significative dans
des re´gions du plan complexe qui peuvent pourtant eˆtre e´loigne´es du spectre.
Nous allons maintenant rappeler quel est l’e´tat de l’art en matie`re de re´sultat
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d’existence de quasi-modes concernant les ope´rateurs pseudo-diffe´rentiels. Les
deux e´nonce´s des re´sultats d’existence qui vont suivre seront donne´s dans un
cadre semi-classique, i.e. dans l’asymptotique h → 0+, dans lequel nous nous
placerons par la suite puisqu’il se re´ve`le particulie`rement adapte´ a` l’e´tude des
phe´nome`nes qui nous inte´ressent.
Le premier re´sultat est duˆ a` E.B.Davies et concerne des ope´rateurs de Schro¨dinger
semi-classiques. Il est rappele´ dans le the´ore`me suivant.
The´ore`me 1.3.1. Soit Hh l’ope´rateur non borne´ semi-classique sur L2(R) de´fini
par,
Hhu(x) = −h2d
2u
dx2
(x) + V (x)u(x),
ou` h > 0 et V de´signe un potentiel C∞ sur R a` valeurs complexes. Soit z ∈ C
tel qu’il existe η ∈ R∗ et a ∈ R tels que ImV ′(a) 6= 0 et z = η2 + V (a) alors il
existe δ > 0 tel que,
∀n ∈ N,∃cn > 0,∀ 0 < h < δ,∃uh,n ∈ C∞0 (R), ‖uh,n‖L2(R) = 1,
‖Hhuh,n − zuh,n‖L2(R) ≤ cnhn.
Ce re´sultat est de´montre´ dans le the´ore`me 1 de [6]. Cette de´monstration repose
sur la construction (comple`tement explicite) d’un quasi-mode par une me´thode
WKB complexe. Nous verrons une extension de ce re´sultat qui utilise les meˆmes
arguments dans l’article [21] dont le contenu sera repris dans la premie`re partie
du chapitre 3 de cette the`se. Le second re´sultat d’existence de quasi-modes est
celui e´tabli par M.Zworski dans [29] et [30]. Ce re´sultat ge´ne´ralise le the´ore`me
pre´ce´dent aux ope´rateurs pseudo-diffe´rentiels en donnant un re´sultat d’existence
sous une condition portant sur le crochet de Poisson de la partie re´elle et de la
partie imaginaire du symbole principal de ces ope´rateurs. Nous donnons ici son
e´nonce´ dans la quantification de Weyl. Pre´cisons au pre´alable quelques notations.
On de´signe dans cette the`se par,
S(hN 〈(x, ξ)〉m, dx2 + dξ2),
ou` (x, ξ) ∈ Rn × Rn, n ≥ 1, 〈(x, ξ)〉 := (1 + |x|2 + |ξ|2)1/2, N ∈ N et m ∈ R, la
classe des symboles semi-classiques p(x, ξ, h) ∈ C∞(Rnx×Rnξ ) pour tout 0 < h ≤ 1
ve´rifiant,
∀α, β ∈ Nn, sup
(x,ξ)∈R2n, 0<h≤1
|∂αx ∂βξ p(x, ξ, h)|〈(x, ξ)〉−mh−N < +∞, (1.3.1)
et,
S(h∞〈(x, ξ)〉m, dx2 + dξ2) =
⋂
N∈N
S(hN 〈(x, ξ)〉m, dx2 + dξ2).
On de´signe par p(x, hξ, h)w l’ope´rateur pseudo-diffe´rentiel de´fini en quantification
de Weyl semi-classique par le symbole p(x, ξ, h),
p(x, hξ, h)wu(x) =
1
(2pi)n
∫
R2n
ei(x−y).ξp
(x+ y
2
, hξ, h
)
u(y)dydξ, (1.3.2)
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et on note par,
Opwh
(
S(hN 〈(x, ξ)〉m, dx2 + dξ2)), (1.3.3)
ou` N ∈ N ∪ {∞}, la classe des ope´rateurs pseudo-diffe´rentiels semi-classiques
de´finis en quantification de Weyl semi-classique par un symbole appartenant a` la
classe S(hN 〈(x, ξ)〉m, dx2 + dξ2). Mentionnons e´galement que certains re´sultats
de calcul symbolique concernant cette classe de symboles semi-classiques sont
rappele´s en appendice a` la fin de ce manuscript.
The´ore`me 1.3.2. Conside´rons deux symboles p0(x, ξ) et p1(x, ξ, h) de la classe
S(〈(x, ξ)〉m, dx2 + dξ2) ou` m ∈ R, dont le premier est suppose´ inde´pendant du
parame`tre semi-classique et ve´rifie,
p0(x0, ξ0) = 0 et {Rep0, Imp0}(x0, ξ0) < 0,
en un point (x0, ξ0) ∈ R2n ou` {Rep0, Imp0} de´signe le crochet de Poisson de la
partie re´elle et de la partie imaginaire du symbole p0. Si on note,
Ph = p0(x, hξ)w + hp1(x, hξ, h)w,
il existe une famille uh de S(Rn) telle que,
‖Phuh‖L2(Rn) = O(h∞) lorsque h→ 0+ et ‖uh‖L2(Rn) = 1.
1.4 Quelques questions a` l’origine de cette the`se.
Au regard des re´sultats sur l’oscillateur harmonique non auto-adjoint unidi-
mensionnel que nous venons d’e´voquer a` la section 1.2, on peut se demander si ces
phe´nome`nes singuliers que nous avons de´crits, sont repre´sentatifs de ceux qui se
produisent plus ge´ne´ralement pour les ope´rateurs diffe´rentiels quadratiques ellip-
tiques en dimension quelconque. On appelle ici, ope´rateur diffe´rentiel quadratique
elliptique, tout ope´rateur pseudo-diffe´rentiel q(x, ξ)w de´fini en quantification de
Weyl classique,
q(x, ξ)wu(x) =
1
(2pi)n
∫
R2n
ei(x−y).ξq
(x+ y
2
, ξ
)
u(y)dydξ, (1.4.1)
par une forme quadratique q(x, ξ), ou` (x, ξ) ∈ R2n et n ∈ N∗, a` valeurs complexes
et elliptique au sens suivant,
(x, ξ) ∈ R2n, q(x, ξ) = 0⇒ (x, ξ) = (0, 0). (1.4.2)
L’oscillateur harmonique non auto-adjoint appartient a` cette classe puisque l’on
a l’identite´,
D2x + e
iθx2 = (ξ2 + eiθx2)w.
On veut dans cette the`se proposer une compre´hension approfondie des phe´nome`nes
de stabilite´ ou d’instabilite´ spectrale qui se de´veloppent sous de petites perturba-
tions pour les ope´rateurs diffe´rentiels quadratiques elliptiques en toute dimension
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en re´pondant aux quelques questions suivantes. Se produit-il toujours de fortes
instabilite´s spectrales pour les hautes e´nergies de ces ope´rateurs ? Dans le cas
ou` tel ne serait pas le cas, est-il possible de de´gager une condition ne´cessaire
et suffisante simple sur les symboles quadratiques de ces ope´rateurs permettant
d’assurer leurs stabilite´s spectrales ? On peut ensuite dans l’e´ventualite´ ou` l’on
observe effectivement ces instabilite´s spectrales, se demander si on peut donner
une description pre´cise des ensembles ε-pseudo-spectraux associe´s comme celle
que propose la conjecture de Boulton. Sait-on expliquer par des proprie´te´s in-
trinse`ques du symbole la valeur nume´rique critique 1/3 qui apparaˆıt dans cette
meˆme conjecture ? Enfin plus ge´ne´ralement, peut-on a` partir de proprie´te´s rela-
tives seulement au symbole de ces ope´rateurs expliquer et de´crire la stabilite´ ou
l’instabilite´ de leurs spectres par rapport a` de petites perturbations ?
Une telle compre´hension de ces phe´nome`nes passe par une e´tude de´taille´e des
aspects microlocaux qui les re´gissent. M.Zworski a le premier dans [29] et [30]
souligne´ le lien e´troit entre ces questions d’instabilite´s spectrales et des re´sultats
d’analyse microlocale concernant la re´solubilite´ d’ope´rateurs pseudo-diffe´rentiels.
Pour re´pondre a` ces quelques questions et mener a` bien notre e´tude, nous devrons
user de nombreux re´sultats et techniques d’analyse microlocale concernant des
ope´rateurs pseudo-diffe´rentiels ge´ne´raux (et non plus simplement quadratiques)
qui tournent autour des questions de la sous-ellipticite´ et de la re´solubilite´ de
ces ope´rateurs. On peut de´ja` mentionner par exemple que la condition (Ψ) (voir
la de´finition 26.4.6 dans [12]) sera au centre de toutes nos attentions dans le
chapitre 3 de ce manuscrit.
1.5 Pseudo-spectres semi-classiques.
Pour e´tudier la ge´ome´trie des ensembles ε-pseudo-spectraux des ope´rateurs
diffe´rentiels quadratiques elliptiques q(x, ξ)w, nous allons passer par une e´tude
semi-classique des ope´rateurs semi-classiques (q(x, hξ)w)0<h≤1 associe´s. On in-
troduit dans ce cadre semi-classique deux nouvelles familles de sous-ensembles
du plan complexe, les pseudo-spectres semi-classiques et les pseudo-spectres d’in-
jectivite´ semi-classiques qui se veulent eˆtre dans ce nouveau cadre, des notions
proches de celle des ε-pseudo-spectres dans le cadre classique h = 1.
De´finition 1.5.1. Soit (Ph)0<h≤1 une famille semi-classique d’ope´rateurs sur
L2(Rn) de´finis sur un domaine D. Pour tout µ ≥ 0, l’ensemble,
Λscµ (Ph) =
{
z ∈ C : ∀C > 0,∀h0 > 0,∃ 0 < h < h0, ‖(Ph − z)−1‖ ≥ Ch−µ
}
,
est appele´ pseudo-spectre semi-classique d’indice µ de la famille (Ph)0<h≤1 (on
e´crit par convention ‖(Ph−z)−1‖ = +∞ si z appartient au spectre de l’ope´rateur
Ph). Le pseudo-spectre semi-classique d’indice infini est de´fini par,
Λsc∞(Ph) =
⋂
µ≥0
Λscµ (Ph).
Avec cette de´finition, les points du comple´mentaire de l’ensemble Λscµ (Ph) sont
les points du plan complexe ou` l’on a le controˆle suivant pour h assez petit de la
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norme de la re´solvante,
∃C > 0,∃h0 > 0,∀ 0 < h < h0, ‖(Ph − z)−1‖ < Ch−µ.
Il est e´galement inte´ressant d’introduire une notion le´ge`rement diffe´rente qui est
celle de pseudo-spectre d’injectivite´ semi-classique.
De´finition 1.5.2. Soit (Ph)0<h≤1 une famille semi-classique d’ope´rateurs sur
L2(Rn) de´finis sur un domaine D. Pour tout µ ≥ 0, l’ensemble,
λscµ (Ph) =
{
z ∈ C : ∀C > 0,∀h0 > 0,∃ 0 < h < h0,
∃u ∈ D, ‖u‖L2 = 1, ‖(Ph − z)u‖L2 ≤ Chµ
}
,
est appele´ pseudo-spectre d’injectivite´ semi-classique d’indice µ de la famille
(Ph)0<h≤1. Le pseudo-spectre d’injectivite´ semi-classique d’indice infini est de´fini
par,
λsc∞(Ph) =
⋂
µ≥0
λscµ (Ph).
Le pseudo-spectre d’injectivite´ semi-classique d’indice µ est ainsi par de´finition
l’ensemble des points du plan complexe qui sont des  presque valeurs propres 
avec une de´croissance en O(hµ) dans la limite semi-classique. On peut constater
que ces deux notions d’ensembles pseudo-spectraux semi-classiques sont de´crois-
sants au sens de l’inclusion par rapport a` l’indice. L’absence de pseudo-spectre
d’injectivite´ semi-classique en un point est caracte´rise´e par l’existence d’une es-
timation a priori pour l’ope´rateur. En effet, il n’y a pas de pseudo-spectre d’in-
jectivite´ semi-classique d’indice µ en un point z si et seulement si,
∃C > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ D, ‖(Ph − z)u‖L2 ≥ Chµ‖u‖L2 . (1.5.1)
On dira qu’il n’y a pas de perte de puissance de h, respectivement une perte
d’au plus hµ pour les points de l’ensemble comple´mentaire du pseudo-spectre
d’injectivite´ semi-classique d’indice 0, respectivement d’indice µ si µ > 0. On a
toujours les inclusions suivantes entre ces deux notions de pseudo-spectres semi-
classiques,
∀µ ∈ [0,∞], λscµ (Ph) ⊂ Λscµ (Ph),
mais pour obtenir l’e´galite´, on a besoin d’une proprie´te´ supple´mentaire de surjec-
tivite´ des ope´rateurs qui est par exemple remplie si on conside`re des ope´rateurs
de Fredholm d’indice 0. On peut aussi remarquer que si Ph − z est un ope´rateur
ferme´, a` domaine dense et que z 6∈ λscµ (P ∗h ), l’estimation (1.5.1) pour l’ope´ra-
teur P ∗h − z implique la surjectivite´ de l’ope´rateur Ph − z si h est assez petit
(voir le the´ore`me II.19 dans [3]). Sous les hypothe`ses pre´ce´dentes, il s’ensuit que
z ∈ Λscµ (Ph) implique que z ∈ λscµ (Ph). En fait, si on suppose que Ph − z est
un ope´rateur ferme´, l’absence de pseudo-spectre d’injectivite´ semi-classique en z
pour l’ope´rateur Ph donne un controˆle de la norme de l’inverse a` gauche,
(Ph − z)−1 : Im(Ph − z)→ D,
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puisque l’estimation (1.5.1) montre que l’image Im(Ph− z) de l’ope´rateur Ph− z
est ferme´e dans L2(Rn) et son injectivite´.
Notons tout d’abord que les de´finitions des ensembles pseudo-spectraux semi-
classiques que nous adoptons ici, diffe´rent de celle donne´e dans [7] pour les ope´ra-
teurs pseudo-diffe´rentiels semi-classiques. Nous pre´fe´rons pour notre part donner
une de´finition qui ne de´pende que des proprie´te´s des ope´rateurs semi-classiques
et non des proprie´te´s des symboles qui les quantifient puisque nous souhaitons
e´tudier ici les conditions ge´ome´triques naturelles relatives a` ces symboles qui
justement assurent la validite´ de ces proprie´te´s. Ces de´finitions sont inspire´es
par la remarque faite a` la fin de la page 388 dans [7].
Les notions d’ensembles pseudo-spectraux semi-classiques pre´ce´dentes pre´sen-
tent tout d’abord l’inte´reˆt de donner des e´quivalents dans le cadre semi-classique
des ensembles ε-pseudo-spectraux et se re´ve`lent e´galement particulie`rement adap-
te´es a` l’e´tude de la ge´ome´trie des ensembles ε-pseudo-spectraux des ope´rateurs
diffe´rentiels quadratiques elliptiques classiques q(x, ξ)w. En effet, compte tenu
du caracte`re quadratique des symboles q, on obtient en effectuant le changement
de variables y = h1/2x avec h > 0, l’identite´,
q(x, ξ)w − z
h
=
1
h
(
q(y, hη)w − z), (1.5.2)
si z ∈ C. Cette identite´ permet a` partir des descriptions des ensembles pseudo-
spectraux semi-classiques de l’ope´rateur (q(y, hη)w)0<h≤1 d’obtenir des informa-
tions sur la re´solvante, (
q(x, ξ)w − z)−1,
de l’ope´rateur classique q(x, ξ)w pour des valeurs du point z de module e´leve´.
Pre´cisons par exemple que si le point non nul z appartient au pseudo-spectre
semi-classique d’indice infini de l’ope´rateur (q(y, hη)w)0<h≤1, l’identite´ (1.5.2)
montre d’apre`s la de´finition pre´ce´dente que la re´solvante de l’ope´rateur classique
q(x, ξ)w explose en norme le long de la demi-droite zR+ de la manie`re suivante,
∀N ∈ N,∀C > 0,∀η0 ≥ 1,∃η ≥ η0, ‖
(
q(x, ξ)w − zη)−1‖ ≥ CηN ,
et ce, meˆme si cette demi-droite ne rencontre pas le spectre de l’ope´rateur
q(x, ξ)w. Dans le cas ou` z 6∈ Λscµ
(
q(y, hη)w
)
, z 6= 0 et 0 ≤ µ ≤ 1, l’identite´
(1.5.2) montre que l’on peut trouver des constantes C1 et C2 strictement posi-
tives telles que la re´solvante de l’ope´rateur q(x, ξ)w reste borne´e en norme sur
des re´gions de l’ensemble re´solvant de la forme,{
u ∈ C : |u| ≥ C1 et d(∆, u) ≤ C2|proj∆u|1−µ
} ∩ σ(q(x, ξ)w)c,
si on note ∆ = zR+, si proj∆u de´signe la projection orthogonale de u sur la demi-
droite ∆ et σ
(
q(x, ξ)w
)c l’ensemble comple´mentaire du spectre σ(q(x, ξ)w) de
l’ope´rateur q(x, ξ)w i.e. son ensemble re´solvant. En effet, en utilisant l’estimation
semi-classique pour la re´solvante qui caracte´rise l’absence de pseudo-spectre semi-
classique d’indice µ au point non nul z et l’identite´ (1.5.2) pour revenir a` un cadre
classique, on obtient l’estimation de re´solvante suivante,
∃C > 0,∃η0 ≥ 1,∀η ≥ η0,
∥∥(q(x, ξ)w − ηeiargz)−1∥∥ < Cηµ−1,
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qui induit que pour tout v ∈ D(q(x, ξ)w) et η ≥ η0,∥∥(q(x, ξ)w − ηeiargz)v∥∥
L2(Rn) ≥ C−1η1−µ‖v‖L2(Rn),
si D
(
q(x, ξ)w
)
de´signe le domaine de l’ope´rateur q(x, ξ)w. On peut alors trouver
une constante η˜0 ≥ 1 telle que si,
z˜ ∈ {u ∈ C : |u| ≥ η˜0 et d(eiargzR+, u) ≤ 2−1C−1|projeiargzR+u|1−µ}
∩ σ(q(x, ξ)w)c,
on ait,
|projeiargzR+ z˜| ≥ η0.
Ceci implique en utilisant les estimations pre´ce´dentes et l’ine´galite´ triangulaire
que si,
z˜ ∈ {u ∈ C : |u| ≥ η˜0 et d(eiargzR+, u) ≤ 2−1C−1|projeiargzR+u|1−µ}
∩ σ(q(x, ξ)w)c,
on a pour tout v ∈ D(q(x, ξ)w),∥∥(q(x, ξ)w − z˜)v∥∥
L2(Rn) ≥
∥∥(q(x, ξ)w − projeiargzR+ z˜)v∥∥L2(Rn)
−d(eiargzR+, z˜)‖v‖L2(Rn)
≥ 2−1C−1|projeiargzR+ z˜|1−µ‖v‖L2(Rn)
≥ 2−1C−1η1−µ0 ‖v‖L2(Rn),
car µ ≤ 1. Cette dernie`re estimation montre que la re´solvante de l’ope´rateur
q(x, ξ)w est borne´e en norme par la valeur 2Cηµ−10 sur l’ensemble,{
u ∈ C : |u| ≥ η˜0 et d(eiargzR+, u) ≤ 2−1C−1|projeiargzR+u|1−µ
}
∩ σ(q(x, ξ)w)c.
Dans le cas ou` l’indice µ ve´rifie 0 ≤ µ < 1, cette absence de pseudo-spectre semi-
classique d’indice µ permet d’obtenir un controˆle de la norme de la re´solvante
sur de vastes sous-ensembles de l’ensemble re´solvant. On s’attachera donc dans
ce qui suit, a` pre´ciser attentivement la perte de puissance de h qui apparaˆıt dans
les estimations semi-classiques caracte´ristiques de l’absence de pseudo-spectre
semi-classique d’indice infini.
1.6 Enonce´ des re´sultats.
Nous allons maintenant passer en revue, chapitre par chapitre, les diffe´rents
re´sultats contenus dans cette the`se.
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1.6.a Enonce´ des re´sultats du chapitre 2.
Le chapitre 2 de ce manuscrit rassemble l’e´tude ge´ne´rale des ensembles ε-
pseudo-spectraux des ope´rateurs diffe´rentiels quadratiques elliptiques q(x, ξ)w
en toute dimension n ∈ N∗, ainsi que celle des pseudo-spectres semi-classiques et
des pseudo-spectres d’injectivite´ semi-classiques des ope´rateurs semi-classiques
(q(x, hξ)w)0<h≤1 associe´s.
Commenc¸ons par fixer quelques notations et par rappeler quelques re´sultats
connus sur les ope´rateurs diffe´rentiels quadratiques elliptiques. On conside`re dans
les e´nonce´s des re´sultats qui suivent, q une forme quadratique,
q : Rnx × Rnξ → C, ou` n ∈ N∗,
(x, ξ) 7→ q(x, ξ)
a` valeurs complexes et elliptique au sens suivant,
(x, ξ) ∈ Rnx × Rnξ , q(x, ξ) = 0⇒ (x, ξ) = (0, 0).
On note Σ(q) l’image nume´rique du symbole q qui est le sous-ensemble du plan
complexe de´fini par,
Σ(q) = q(Rnx × Rnξ ),
et F l’application hamiltonienne associe´e a` la forme quadratique q dont la de´fi-
nition est rappele´e au chapitre suivant (De´finition 2.1.2),
q(x, ξ) = σ
(
(x, ξ), F (x, ξ)
)
.
Les re´sultats de L.Ho¨rmander et J.Sjo¨strand contenus dans [11] et [24] dont nous
rappelerons quelques e´le´ments au prochain chapitre, montrent que l’ope´rateur
q(x, ξ)w + z de´fini en quantification de Weyl a` partir du symbole q(x, ξ) + z,
q(x, ξ)w + z : B → L2(Rn),
est un ope´rateur de Fredholm si z ∈ C et si B de´signe l’espace de Hilbert,{
u ∈ L2(Rn) : xαDβxu ∈ L2(Rn) si |α+ β| ≤ 2
}
, (1.6.1)
muni de la norme,
‖u‖2B =
∑
|α+β|≤2
‖xαDβxu‖2L2(Rn).
De plus, l’indice de Fredholm de ces ope´rateurs ne de´pend pas du point z,
∀z ∈ C, ind(q(x, ξ)w + z) = ind(q(x, ξ)w).
Notre premier re´sultat e´tablit une estimation de la norme de la re´solvante sur
l’ensemble comple´mentaire de l’image nume´rique.
Proposition 1.6.1. Soit q une forme quadratique elliptique a` valeurs complexes
de´finie sur Rnx × Rnξ , on a alors l’estimation suivante,
∀z ∈ Σ(q)c, ∥∥(q(x, ξ)w − z)−1∥∥ ≤ 1
d
(
z,Σ(q)
) .
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La proprie´te´ de normalite´ des ope´rateurs diffe´rentiels quadratiques elliptiques
q(x, ξ)w se lit simplement sur le crochet de Poisson de la partie re´elle et de la
partie imaginaire de leurs symboles.
Proposition 1.6.2. Conside´rons q une forme quadratique elliptique a` valeurs
complexes de´finie sur Rnx × Rnξ . Sous ces hypothe`ses, l’ope´rateur,
q(x, ξ)w : B → L2(Rn),
est un ope´rateur normal si et seulement si la forme quadratique {Req, Imq}(x, ξ)
est identiquement nulle.
Commenc¸ons par e´noncer les re´sultats propres a` la dimension n = 1 qui comme
nous allons le constater pre´sente certaines singularite´s par rapport aux autres
dimensions.
1.6.a.1 Ope´rateurs diffe´rentiels quadratiques elliptiques en dimen-
sion 1.
Il y a trois types d’ope´rateurs diffe´rentiels quadratiques elliptiques en dimen-
sion 1 :
• Les ope´rateurs q(x, ξ)w que nous qualifierons de type 1, sont les ope´rateurs
pour lesquels l’image nume´rique Σ(q) associe´e a` leurs symboles est un secteur
angulaire ferme´ de sommet 0 et d’ouverture strictement plus petite que pi. Ces
ope´rateurs sont des ope´rateurs de Fredholm d’indice 0 dont le spectre est compose´
uniquement de valeurs propres de multiplicite´s finies,
σ
(
q(x, ξ)w
)
=
{
(2kλ + 1)(−iλ) : kλ ∈ N
}
,
si λ de´signe l’unique valeur propre de l’application hamiltonienne F associe´e a`
la forme quadratique q ve´rifiant −iλ ∈ Σ(q) \ {0}.
Dans ce cas, on a l’identite´ entre les deux notions d’ensembles pseudo-spec-
traux semi-classiques,
∀µ ∈ [0,∞], λscµ
(
q(x, hξ)w
)
= Λscµ
(
q(x, hξ)w
)
,
et les re´sultats suivants qui sont re´sume´s dans le the´ore`me 1.6.3.
The´ore`me 1.6.3. Soit q(x, ξ) une forme quadratique elliptique a` valeurs com-
plexes sur Rx × Rξ de´finissant q(x, ξ)w un ope´rateur diffe´rentiel quadratique el-
liptique de type 1. Il existe alors pour tout h > 0 un ope´rateur unitaire (plus
pre´cise´ment me´taplectique) Uh sur L2(R), un nombre complexe non nul z et
θ ∈ [0, pi[ tels que,
∀h > 0, q(x, hξ)w = zUh
(
(hDx)2 + eiθx2
)
U−1h .
• Dans le cas ou` le parame`tre θ est nul, les re´sultats suivants sont ve´rifie´s :
(i) L’image nume´rique Σ(q) est une demi-droite ferme´e de sommet 0.
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(ii) Pour h > 0, l’ope´rateur q(x, hξ)w : B → L2(R) est un ope´rateur normal.
(iii) On a la description suivante des ensembles pseudo-spectraux semi-classi-
ques,
Λsc∞
(
q(x, hξ)w
)
= Σ(q) \ {0}, Σ(q)c ⊂ (Λsc0 (q(x, hξ)w))c et
0 ∈ (Λsc1 (q(x, hξ)w))c.
(iv)
∀z 6∈ σ(q(x, ξ)w), ∥∥(q(x, ξ)w − z)−1∥∥ = 1
d
(
z, σ(q(x, ξ)w)
) , (1.6.2)
∀ε > 0, σε
(
q(x, ξ)w
)
=
{
z ∈ C : d(z, σ(q(x, ξ)w)) ≤ ε}.
• Dans le cas ou` le parame`tre θ ve´rifie 0 < θ < pi, les re´sultats suivants sont
ve´rifie´s :
(i) L’image nume´rique Σ(q) est un secteur angulaire ferme´ de sommet 0 et d’ou-
verture θ.
(ii) Pour h > 0, l’ope´rateur q(x, hξ)w : B → L2(R) n’est pas un ope´rateur nor-
mal.
(iii) On a la description suivante des ensembles pseudo-spectraux semi-classi-
ques,
Λsc∞
(
q(x, hξ)w
)
= ˚Σ(q), Σ(q)c ⊂ (Λsc0 (q(x, hξ)w))c,
0 ∈ (Λsc1 (q(x, hξ)w))c et ∂Σ(q) \ {0} ⊂ (Λsc2/3(q(x, hξ)w))c, (1.6.3)
ou` ˚Σ(q) de´signe l’inte´rieur de l’image nume´rique Σ(q) et ∂Σ(q) sa frontie`re.
Le re´sultat du the´ore`me pre´ce´dent montre que les ope´rateurs diffe´rentiels quadra-
tiques elliptiques de type 1 se re´duisent a` une similitude pre`s et a` une conjugaison
pre`s par un ope´rateur me´taplectique, soit a` l’oscillateur harmonique auto-adjoint,
soit a` l’oscillateur harmonique non auto-adjoint selon qu’ils sont, ou non, des
ope´rateurs normaux. Comme l’on s’y attend, le spectre des ope´rateurs normaux
(cas θ = 0) est au regard de l’identite´ (1.6.2) stable sous de petites perturba-
tions. Le ε-pseudo-spectre de ces ope´rateurs est alors simplement dans ce cas
le ε-voisinage de leurs spectres. A contrario, les hautes e´nergies du spectre des
ope´rateurs de type 1 non normaux (cas 0 < θ < pi) sont tre`s instables sous
de petites perturbations puisque le pseudo-spectre semi-classique d’indice infini
remplit tout l’inte´rieur de l’image nume´rique qui est un secteur angulaire ou-
vert de sommet 0 et d’ouverture θ. Plus pre´cise´ment, les ε-pseudo-spectres de
ces ope´rateurs classiques q(x, ξ)w sont a` une similitude pre`s ceux de l’oscillateur
harmonique non auto-adjoint pour lequels on posse`de une premie`re description
au regard des re´sultats de L.S.Boulton que l’on a rappele´s pre´ce´demment. En
fait, comme nous le de´taillerons au chapitre 4 de cette the`se, le re´sultat d’ab-
sence de pseudo-spectre semi-classique d’indice 2/3 sur la frontie`re de l’image
nume´rique prive´e de l’origine ∂Σ(q) \ {0} que l’on peut exprimer d’une manie`re
e´quivalente via l’estimation a priori,
∃Cz > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ D,
‖q(x, hξ)wu− zu‖L2(R) ≥ Czh2/3‖u‖L2(R),
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si z ∈ ∂Σ(q)\{0}, permet de de´montrer la conjecture de Boulton. La description
des ensembles ε-pseudo-spectraux e´nonce´e par la conjecture de Boulton est donc
a` une similitude pre`s ve´rifie´e pour tous les ope´rateurs de type 1 non normaux.
De plus, on a aussi pour ces ope´rateurs un analogue a` une similitude pre`s de la
proprie´te´ (1.2.1).
• Les ope´rateurs q(x, ξ)w que nous qualifierons de type 2, sont les ope´rateurs pour
lesquels l’image nume´rique Σ(q) associe´e a` leurs symboles remplit tout le plan
complexe,
Σ(q) = C,
et dont les symboles ve´rifient,
∀(x, ξ) ∈ R2, (x, ξ) 6= (0, 0), {Req, Imq}(x, ξ) > 0.
Ces ope´rateurs sont des ope´rateurs de Fredholm d’indice −2 ayant un spectre
remplissant tout le plan complexe qui ne contient aucune valeur propre,
σ
(
q(x, ξ)w
)
= C.
The´ore`me 1.6.4. Soit q une forme quadratique elliptique a` valeurs complexes
sur Rx × Rξ de´finissant q(x, ξ)w un ope´rateur diffe´rentiel quadratique elliptique
de type 2. On a la description suivante des ensembles pseudo-spectraux semi-
classiques,
∀µ ∈ [0,∞], Λscµ
(
q(x, hξ)w
)
= C, C∗ ⊂ (λsc1/2(q(x, hξ)w))c et
0 ∈ (λsc1 (q(x, hξ)w))c.
• Les ope´rateurs q(x, ξ)w que nous qualifierons de type 3, sont les ope´rateurs pour
lesquels l’image nume´rique Σ(q) associe´e a` leurs symboles remplit tout le plan
complexe,
Σ(q) = C,
et dont les symboles ve´rifient,
∀(x, ξ) ∈ R2, (x, ξ) 6= (0, 0), {Req, Imq}(x, ξ) < 0.
Ces ope´rateurs sont des ope´rateurs de Fredholm d’indice 2 ayant un spectre
remplissant tout le plan complexe qui est compose´ uniquement de valeurs propres
dont les vecteurs propres associe´s appartiennent tous a` l’espace de Schwartz S(R),
σ
(
q(x, ξ)w
)
= C.
The´ore`me 1.6.5. Soit q une forme quadratique elliptique a` valeurs complexes
sur Rx × Rξ de´finissant q(x, ξ)w un ope´rateur diffe´rentiel quadratique elliptique
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de type 3. On a la description suivante des ensembles pseudo-spectraux semi-
classiques,
∀µ ∈ [0,∞], λscµ
(
q(x, hξ)w
)
= Λscµ
(
q(x, hξ)w
)
= C.
Ces trois types d’ope´rateurs recouvrent tous les ope´rateurs diffe´rentiels quadra-
tiques elliptiques en dimension 1. Les ope´rateurs diffe´rentiels quadratiques ellip-
tiques de type 2 et de type 3 sont des ope´rateurs un peu a` part dans la classe
des ope´rateurs diffe´rentiels quadratiques elliptiques en dimension quelconque. Ils
sont uniquement spe´cifiques a` la dimension 1.
1.6.a.2 Ope´rateurs diffe´rentiels quadratiques elliptiques en dimen-
sion n ≥ 2.
Conside´rons q : Rnx × Rnξ → C une forme quadratique elliptique a` valeurs
complexes en dimension n ≥ 2. L’image nume´rique Σ(q) associe´e a` cette forme
quadratique q est alors un secteur angulaire ferme´ de sommet 0 et d’ouver-
ture strictement plus petite que pi. L’ope´rateur diffe´rentiel quadratique elliptique
q(x, ξ)w associe´ est un ope´rateur de Fredholm d’indice 0 dont le spectre est com-
pose´ uniquement de valeurs propres de multiplicite´s finies,
σ
(
q(x, ξ)w
)
=
{ ∑
λ∈σ(F ),
−iλ∈Σ(q)\{0}
(
rλ + 2kλ
)
(−iλ) : kλ ∈ N
}
,
si rλ de´signe la dimension du sous-espace vectoriel caracte´ristique complexe as-
socie´ a` la valeur propre λ de l’application hamiltonienne F .
Dans ce cas, on a encore l’identite´ entre les deux notions d’ensembles pseudo-
spectraux semi-classiques,
∀µ ∈ [0,∞], λscµ
(
q(x, hξ)w
)
= Λscµ
(
q(x, hξ)w
)
,
et les re´sultats suivants qui sont re´sume´s dans le the´ore`me 1.6.6.
The´ore`me 1.6.6. Conside´rons q : Rnx × Rnξ → C une forme quadratique el-
liptique a` valeurs complexes en dimension n ≥ 2 et q(x, ξ)w : B → L2(Rn)
l’ope´rateur diffe´rentiel quadratique elliptique associe´.
• Si l’ope´rateur q(x, ξ)w : B → L2(Rn) est normal i.e. si la forme quadra-
tique {Req, Imq}(x, ξ) est identiquement nulle, on a alors les identite´s carac-
te´ristiques,
∀z 6∈ σ(q(x, ξ)w), ∥∥(q(x, ξ)w − z)−1∥∥ = 1
d
(
z, σ(q(x, ξ)w)
) ,
∀ε > 0, σε
(
q(x, ξ)w
)
=
{
z ∈ C : d(z, σ(q(x, ξ)w)) ≤ ε}.
• Si l’ope´rateur q(x, ξ)w : B → L2(Rn) n’est pas normal i.e. si la forme quadra-
tique {Req, Imq}(x, ξ) n’est pas identiquement nulle alors l’image nume´rique Σ(q)
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est un secteur angulaire ferme´ de sommet 0 avec une ouverture strictement posi-
tive et strictement plus petite que pi. On a les re´sultats suivants sur les ensembles
pseudo-spectraux semi-classiques,
Λsc∞
(
q(x, hξ)w
)
= ˚Σ(q), Σ(q)c ⊂ (Λsc0 (q(x, hξ)w))c et 0 ∈ (Λsc1 (q(x, hξ)w))c.
Le the´ore`me suivant e´tudie ce qui se passe sur la frontie`re de l’image nume´rique
prive´e du point 0, ∂Σ(q) \ {0}.
The´ore`me 1.6.7. Sous les hypothe`ses du the´ore`me 1.6.6, on suppose que l’ope´ra-
teur q(x, ξ)w : B → L2(Rn) est un ope´rateur non normal. La frontie`re de l’image
nume´rique prive´e du point 0, ∂Σ(q) \ {0}, est alors la re´union disjointe de deux
demi-droites ouvertes distinctes ∆1 = z1R∗+ et ∆2 = z2R∗+ ou` z1 et z2 sont des
nombres complexes appartenant a` l’ensemble ∂Σ(q) \ {0},
∂Σ(q) \ {0} = ∆1 unionsq∆2.
On note F l’application hamiltonienne associe´e a` la forme quadratique q.
• Si le symbole q est d’ordre fini kj, j ∈ {1, 2}, sur la demi-droite ∆j au sens
de´fini a` la section 2.3.b.3 du chapitre 2, alors cet ordre kj est ne´cessairement
pair et,
∆j ⊂
(
Λsckj/(kj+1)
(
q(x, hξ)w
))c
.
• Si le symbole q est d’ordre infini sur la demi-droite ∆j, j ∈ {1, 2}, conside´rons
les deux hypothe`ses supple´mentaires suivantes :
(H1) On suppose que
(
Im(zjF )
)2 6= 0.
(H2) On suppose que
(
Im(zjF )
)2 = 0. Sous cette hypothe`se, on a l’ine´galite´
suivante,
1 ≤ rang(Im(zjF )) ≤ min(n− ∑
λ∈σ(F )∩i∆j
dimCKer(F − λ), n− 1
)
,
ou` dimCKer(F −λ) de´signe la dimension du sous-espace vectoriel Ker(F −λ) de
C2n en tant que C-espace vectoriel. On suppose de plus dans ce cas que,
rang
(
Im(zjF )
) ≥ n− ∑
λ∈σ(F )∩i∆j
dimCKer(F − λ)− 1.
Si l’une des deux hypothe`ses (H1) ou (H2) est satisfaite alors il n’y a pas de
pseudo-spectre semi-classique d’indice infini sur ∆j. Plus pre´cise´ment, pour tout
η > 0 il existe une constante C strictement positive telle que,
∀h > 0,∀u ∈ B, ‖q(x, hξ)wu− ηzju‖L2(Rn) ≥ Ch‖u‖L2(Rn),
ce qui induit l’inclusion,
∆j ⊂
(
Λsc1
(
q(x, hξ)w
))c
.
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Comme en dimension 1 dans le cas des ope´rateurs diffe´rentiels quadratiques
elliptiques de type 1, le the´ore`me 1.6.6 montre que le spectre d’un ope´rateur
diffe´rentiel quadratique elliptique en dimension n ≥ 2 est stable sous de petites
perturbations si et seulement si cet ope´rateur est normal. Le fait qu’il y ait sta-
bilite´ du spectre sous l’hypothe`se de normalite´ n’est pas vraiment surprenante
au regard des re´sultats classiques que nous avons rappele´s pre´ce´demment. Par
contre, il est remarquable de noter que si cette hypothe`se de normalite´ est vi-
ole´e, il se produit effectivement dans cette classe particulie`re d’ope´rateurs de
fortes instabilite´s spectrales pour les hautes e´nergies puisque le pseudo-spectre
semi-classique d’indice infini de ces ope´rateurs remplit tout l’inte´rieur de leurs
images nume´riques. On constate aussi que la ge´ome´trie des re´gions de l’ensemble
re´solvant ou` l’on controˆle la taille de la norme de la re´solvante, de´pend de l’ordre
sur la frontie`re de leurs images nume´riques prive´e du point 0 des symboles qui
de´finissent ces ope´rateurs. Par exemple, lorsque les demi-droites ouvertes ∆1 et
∆2 qui composent l’ensemble pre´ce´dent sont d’ordre fini, on a une description
des ensembles ε-pseudo-spectraux du type de celle donne´e par la conjecture de
Boulton avec des indices critiques p diffe´rents. La valeur de ces indices de´pend
directement de l’ordre des deux demi-droites ∆1 et ∆2. Si l’image nume´rique du
symbole q est par exemple de la forme de celle de l’oscillateur harmonique non
auto-adjoint de´crit a` la section 1.2, l’indice 1/3 doit eˆtre remplacer par l’indice
1/(kj+1) si kj de´signe l’ordre de la demi-droite R∗+ qui compose dans ce cas une
partie de la frontie`re de l’image nume´rique. On renvoie ici le lecteur a` la section
2.4 du prochain chapitre pour trouver davantage de pre´cisions sur ce point a`
travers les quelques exemples types que nous de´taillons et qui rendent compte
des diverses situations qui peuvent apparaˆıtre dans le bestiaire des ope´rateurs
diffe´rentiels quadratiques elliptiques.
Notons malheureusement que le the´ore`me 1.6.7 laisse ouverte dans quelques
cas particuliers d’ope´rateurs diffe´rentiels quadratiques elliptiques, la question
de l’absence de pseudo-spectre semi-classique d’indice 1 sur des demi-droites
ouvertes d’ordre infini de la frontie`re de leurs images nume´riques. A l’heure ou`
nous e´crivons ces lignes, nous ne savons pas si le re´sultat,
∂Σ(q) \ {0} ⊂ (Λsc1 (q(x, hξ)w))c,
est toujours ve´rifie´ meˆme si nous sommes fortement enclins a` le penser. Notons
cependant que le the´ore`me 1.6.7 permet tout de meˆme de traiter tous les cas
d’ordre infini qui se produisent en dimension 2 ainsi qu’un grand nombre de cas
apparaissant en dimension 3 puisque seuls les cas ou`,(
Im(zjF )
)2 = 0 et rang(Im(zjF )) = 1,
e´chappent au re´sultat pre´ce´dent.
Pour de´montrer les re´sultats que nous venons d’e´noncer, il y a essentiellement
trois types d’arguments a` utiliser.
• Le premier type d’argument est de nature ge´ome´trique. Nous allons bien suˆr
tout d’abord utiliser la proprie´te´ fondamentale d’invariance symplectique propre
a` la quantification de Weyl. Cette proprie´te´ nous permettra quand cela est possi-
ble de ramener notre e´tude de certains symboles via une re´duction symplectique
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a` celle de certaines formes normales. Nous userons e´galement de la ge´ome´trie lie´e
au caracte`re quadratique des symboles de la classe d’ope´rateurs que l’on e´tudie.
Ce cadre quadratique impose une certaine rigidite´ que nous utiliserons fortement
de manie`re non triviale.
• Concernant les re´sultats d’existence de pseudo-spectre semi-classique d’indice
infini, nous utiliserons un re´sultat d’existence de quasi-modes sous une condition
de violation de la condition ge´ome´trique (Ψ) qui sera de´montre´ dans la deuxie`me
partie du chapitre 3 de cette the`se. Ce dernier re´sultat ge´ne´ralise les crite`res d’ex-
istence pre´ce´dents rappele´s en section 1.3. Notons toutefois que l’on proposera
une de´monstration alternative qui utilise le re´sultat de M.Zworski rappele´ au
the´ore`me 1.3.2. Cette deuxie`me de´monstration permettra de de´montrer l’exis-
tence de pseudo-spectre semi-classique d’indice infini en tout point de l’inte´rieur
de l’image nume´rique a` l’exception d’un nombre fini de demi-droites particulie`res.
• La de´monstration des re´sultats d’absence de pseudo-spectre semi-classique
d’indice infini sur la frontie`re de l’image nume´rique s’appuie sur l’utilisation
d’estimations a priori sous-elliptiques. Pour les cas des demi-droites d’ordre fini,
nous utiliserons le re´sultat de N.Dencker, J.Sjo¨strand et M.Zworski, The´ore`me
1.4 dans [7]. Pour e´tablir les re´sultats dans les cas des demi-droites d’ordre infini,
nous e´tudierons la de´croissance en temps de la norme du semi-groupe a` contrac-
tion etzq(x,ξ)
w
pour des valeurs particulie`res du nombre complexe non nul z. Ceci
se fera en e´tablissant des estimations fines sur le symbole de Weyl du semi-
groupe dont une expression est donne´e par la formule de Mehler que de´montre
L.Ho¨rmander dans [13].
1.6.b Enonce´ des re´sultats du chapitre 3.
On s’inte´resse dans ce troisie`me chapitre a` des re´sultats d’existence de quasi-
modes induisant la pre´sence de pseudo-spectre semi-classique d’indice infini.
1.6.b.1 Un crite`re d’existence de quasi-modes pour des ope´rateurs de
Schro¨dinger.
Le re´sultat qui suit, est extrait de l’article [21], A general result about pseudo-
spectrum for Schro¨dinger operators, publie´ dans les Proceedings of The Ro-
yal Society. Il s’agit d’une ge´ne´ralisation du re´sultat de E.B.Davies contenu
dans [6] (The´ore`me 1) que nous avons rappele´ dans une version simplifie´e au
the´ore`me 1.3.1.
Conside´rons Hh l’ope´rateur non borne´ sur L2(R) de´fini par,
Hhf(x) := −h2d
2f
dx2
(x) + Vh(x)f(x),
ou` Vh de´signe un potentiel C∞ a` valeurs complexes de´pendant continuˆment ainsi
que toutes ses de´rive´es du parame`tre semi-classique h ≥ 0. On suppose que Hh
est une extension ferme´e de l’ope´rateur initialement de´fini sur l’espace C∞0 (R).
The´ore`me 1.6.8. Si η ∈ R∗ et a ∈ R ve´rifie,
∃p ∈ N,∀j ≤ 2p, j 6= 0, ImV (j)0 (a) = 0, ImV (2p+1)0 (a) 6= 0,
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et si on pose zh = η2 + Vh(a), il existe alors une constante strictement positive
δ telle que pour tout n ∈ N∗, il existe une constante cn > 0 inde´pendante de h
et une fonction f˜h,n ∈ C∞0 (R) non identiquement nulle de´pendant de h et de n
telles que,
∀ 0 < h < δ, ‖Hhf˜h,n − zhf˜h,n‖L2(R)‖f˜h,n‖L2(R)
≤ cnhn.
Corollaire 1.6.9. Sous les hypothe`ses pre´ce´dentes, on suppose maintenant que
le potentiel V est inde´pendant du parame`tre semi-classique h. Si la partie imag-
inaire du potentiel ImV est une fonction re´elle-analytique et que la fonction
x 7→ ImV (x)− ImV (a) change de signe au point a alors,
z = η2 + V (a) ∈ λsc∞(Hh) ⊂ Λsc∞(Hh)
si η ∈ R∗.
La de´monstration de ce re´sultat d’existence de quasi-modes semi-classiques passe
par la meˆme construction WKB complexe que celle utilise´e par E.B.Davies
dans [6]. Meˆme si ce re´sultat concerne un exemple d’ope´rateur diffe´rentiel tre`s
particulier, il est inte´ressant de noter qu’il permet d’esquisser une condition
ge´ome´trique suffisante portant sur le symbole de l’ope´rateur qui induit l’existence
de quasi-modes caracte´ristiques de la pre´sence de pseudo-spectre semi-classique
d’indice infini. C’est un premier pas vers le re´sultat d’existence suivant.
1.6.b.2 Autour de la condition (Ψ).
Le re´sultat d’existence de quasi-modes semi-classiques pour les ope´rateurs
pseudo-diffe´rentiels qui suit, ge´ne´ralise en dimension n ≥ 2 le re´sultat de M.Zwor-
ski qui figure dans [29] et [30] (ce re´sultat est rappele´ dans le the´ore`me 1.3.2
de ce chapitre) et permet de mieux comprendre la condition ge´ome´trique qui
apparaˆıt dans le re´sultat d’existence de quasi-modes pour les ope´rateurs de
Schro¨dinger e´nonce´ a` la section 1.6.b.1. Ce re´sultat donne pour un ope´rateur
pseudo-diffe´rentiel une condition ge´ome´trique sur son symbole principal semi-
classique, la violation de la condition (Ψ), qui est suffisante pour ge´ne´rer du
pseudo-spectre semi-classique d’indice infini. Compte tenu du fait que la condi-
tion ge´ome´trique (Ψ) se trouve au cœur des re´sultats concernant la re´solubil-
ite´ des ope´rateurs pseudo-diffe´rentiels adjoints associe´s, notre re´sultat permet de
pre´ciser le lien entre les questions d’existence de quasi-modes semi-classiques car-
acte´ristiques de la pre´sence de pseudo-spectre d’injectivite´ semi-classique d’indice
infini et des questions de re´solubilite´ que M.Zworski a le premier e´voque´ dans
[30].
Dans l’e´nonce´ du re´sultat suivant, on utilise la notion usuelle de front d’onde
semi-classique FS
(
(uh)0<h≤h0
)
d’une famille semi-classique (uh)0<h≤h0 dont on
peut trouver une de´finition par exemple dans [19] (De´finition 2.9.1) et qui sera
rappele´e au de´but de la deuxie`me partie du chapitre 3.
On suppose dans cette section 1.6.b.2 que la dimension n est supe´rieure ou
e´gale a` 2 et on conside`re les deux hypothe`ses suivantes.
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(H1) Soit P (x, ξ, h) un symbole de la classe,
S(〈(x, ξ)〉m, dx2 + dξ2),
de´finie en (1.3.1), ou` (x, ξ) ∈ Rn × Rn, m ∈ R+, qui admet dans cette classe un
de´veloppement asymptotique semi-classique de la forme,
P (x, ξ, h) ∼
+∞∑
j=0
pj(x, ξ)hj ,
ou` les fonctions pj(x, ξ) de´signent des symboles de la classe,
S(〈(x, ξ)〉m, dx2 + dξ2),
qui sont suppose´s inde´pendants du parame`tre semi-classique h.
(H2) Soit z ∈ C. On suppose qu’il existe une fonction q0(x, ξ) ∈ C∞b (R2n,C),
inde´pendante du parame`tre semi-classique h (la notation C∞b (R2n,C) de´signe
ici l’espace des fonctions C∞ qui sont borne´es sur R2n ainsi que toutes leurs
de´rive´es) et une courbe bicaracte´ristique t ∈ [a, b] 7→ γ(t) ∈ R2n du symbole
Re
(
q0(p0 − z)
)
ou` a < b telle que,
∀t ∈ [a, b], q0
(
γ(t)
) 6= 0 et
Im
[
q0(γ(a))
(
p0(γ(a))− z
)]
> 0 > Im
[
q0(γ(b))
(
p0(γ(b))− z
)]
,
ou` les notations Rep et Imp de´signent respectivement la partie re´elle et la partie
imaginaire d’une fonction a` valeurs complexes p. Conside´rons la quantite´,
L0 := inf
{
t− s : s, t ∈ [a, b], a ≤ s < t ≤ b,
Im
[
q0(γ(s))
(
p0(γ(s))− z
)]
> 0 > Im
[
q0(γ(t))
(
p0(γ(t))− z
)]} ≥ 0.
Sous ces hypothe`ses, cette quantite´ ve´rifie l’estimation 0 ≤ L0 ≤ b−a et on peut
trouver un couple (a0, b0) ∈]a, b[2 tel que,
a0 ≤ b0 et L0 = b0 − a0.
Dans le cas ou` L0 > 0, on peut choisir ce couple (a0, b0), a0 < b0 tel que,
Va0 ∩ ]−∞, a0[ ∩
{
t ∈ [a, b] : Im[q0(γ(t))(p0(γ(t))− z)] > 0} 6= ∅,
Vb0 ∩ ]b0,+∞[ ∩
{
t ∈ [a, b] : Im[q0(γ(t))(p0(γ(t))− z)] < 0} 6= ∅,
et,
∀t ∈ [a0, b0], Im
[
q0(γ(t))
(
p0(γ(t))− z
)]
= 0,
pour tout voisinage ouvert Va0 de a0 et Vb0 de b0 dans R. Dans le cas ou`,
L0 = b0 − a0 = 0,
on peut choisir ce point a0 = b0 ∈]a, b[ tel que,
Im
[
q0(γ(a0))
(
p0(γ(a0))− z
)]
= 0,
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et tel que pour tout voisinage ouvert Va0 du point a0 dans R, il existe un couple
(a1, b1) de R2 tel que,
a1, b1 ∈ Va0 , a1 < b1 et
Im
[
q0(γ(a1))
(
p0(γ(a1))− z
)]
> 0 > Im
[
q0(γ(b1))
(
p0(γ(b1))− z
)]
.
Remarque. Dans le cas ou` la fonction Im
(
q0(p0 − z)
)
change de signe a` un ordre
fini en passant de valeurs positives vers des valeurs ne´gatives le long de la courbe,
t ∈ [a, b] 7→ γ(t) ∈ R2n,
on peut choisir le couple (a0, b0) ∈ R2 pre´ce´dent tel que,
a0 = b0.
The´ore`me 1.6.10. Sous les hypothe`ses (H1), (H2) et les notations pre´ce´dentes,
on peut pour tout voisinage ouvert V de l’ensemble compact γ([a0, b0]) dans R2n
et pour tout N ∈ N trouver une constante h0 strictement positive et une famille
semi-classique (uh)0<h≤h0 de S(Rn) telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
FS
(
(uh)0<h≤h0
) ⊂ V et
‖P (x, hξ, h)wuh − zuh‖L2(Rn) = O(hN ) lorsque h→ 0+. (1.6.4)
En particulier, le point z appartient au pseudo-spectre d’injectivite´ semi-classique
d’indice infini de l’ope´rateur pseudo-diffe´rentiel semi-classique,(
P (x, hξ, h)w
)
0<h≤1.
Ce the´ore`me montre que l’on peut construire un quasi-mode semi-classique
(uh)0<h≤h0 ve´rifiant l’estimation (1.6.4) avec un front d’onde semi-classique pou-
vant eˆtre concentre´ dans un voisinage ouvert arbitraire de l’arc compact de la
bicaracte´ristique γ([a0, b0]) sur lequel se produit le changement de signe donne´
par l’hypothe`se (H2). Dans le cas ou` ce changement de signe de valeurs posi-
tives vers des valeurs ne´gatives s’effectue a` un ordre fini, on constate d’apre`s la
remarque pre´ce´dant le the´ore`me 1.6.10 que ce front d’onde semi-classique peut
alors eˆtre concentre´ dans un voisinage ouvert arbitraire d’un point de l’espace des
phases. On peut reformuler l’hypothe`se pre´ce´dente (H2) en terme de violation
de la condition (Ψ). Si z ∈ C et P de´signe un symbole de la classe,
S(〈(x, ξ)〉m, dx2 + dξ2),
ve´rifiant l’hypothe`se (H1), le re´sultat du the´ore`me 1.6.10 induit que sous une
violation de la condition (Ψ) par le symbole principal semi-classique p0 − z du
symbole P − z, on peut pour tout N ∈ N trouver un quasi-mode (uh)0<h≤h0
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de S(Rn) ou` h0 > 0 dont le front d’onde semi-classique se concentre dans un
compact de l’espace des phases et qui ve´rifie,
‖P (x, hξ, h)wuh − zuh‖L2(Rn) = O(hN ) lorsque h→ 0+.
Pour de´montrer ce the´ore`me, nous nous appuyons tre`s fortement sur la preuve
de la ne´cessite´ de la condition (Ψ) pour garantir la re´solubilite´ d’un ope´rateur
pseudo-diffe´rentiel que propose L.Ho¨rmander dans le chapitre 26 de son livre [12].
Il s’agit plus pre´cise´ment d’une adaptation dans un cadre semi-classique de la de´-
monstration du the´ore`me 26.4.7 de [12]. Ce re´sultat d’existence de quasi-modes
semi-classiques e´tait, nous devons le dire, un peu attendu. Il ne surprendra donc
pas les personnes familie`res des proble`mes de re´solubilite´ et des mathe´matiques
qui gravitent autour de la condition (Ψ). L’existence possible d’un tel re´sul-
tat est e´voque´e par N.Dencker, J.Sjo¨strand et M.Zworski dans [7] qui mention-
nent une remarque de N.Lerner a` ce sujet. Nous avons voulu ici nous assurer
de la pertinence de cette remarque en proposant une preuve comple`te d’un tel
re´sultat d’existence dans un cadre semi-classique. L’adaptation dans ce cadre
semi-classique de certaines parties de la de´monstration du the´ore`me 26.4.7 de
[12] exige des ve´rifications et des modifications meˆme si on peut essentiellement
conside´rer que le cadre semi-classique est plus simple a` explorer que celui des sin-
gularite´s C∞. Nous allons donc reprendre en de´tail cette de´monstration longue
et difficile du the´ore`me 26.4.7 de [12] en re´utilisant sans modification certaines
parties de cette preuve lorsque cela est possible. Nous utiliserons par exemple di-
rectement la construction remarquable de la fonction de phase due a` R.D.Moyer
et L.Ho¨rmander (Lemme 26.4.14 dans [12]). Par contre, nous serons amene´s a`
re´e´crire certaines parties qui demandent des modifications puisque par exemple
il n’y a plus d’hypothe`se d’homoge´ne´ite´ concernant les symboles des ope´rateurs
pseudo-diffe´rentiels que nous conside´rons. Il faudra donc adapter un certain nom-
bre de lemmes a` ce cadre inhomoge`ne comme par exemple le lemme 26.4.16 de
[12]. Nous apporterons e´galement une attention supple´mentaire a` l’e´tude du front
d’onde semi-classique du quasi-mode construit. Notons enfin que le re´sultat que
nous e´nonc¸ons ici s’applique en dimension n ≥ 2. Il est clair qu’il est e´gale-
ment ve´rifie´ en dimension 1. Il suffit pour cela d’apporter quelques modifications
ponctuelles et simples a` la de´monstration propose´e en dimension supe´rieure ce
que nous avons omis ici pour des raisons de place.
1.6.c Enonce´ des re´sultats du chapitre 4.
Le chapitre 4 de ce manuscript reprend le contenu de l’article [22], A com-
plete study of the pseudo-spectrum for the rotated harmonic oscillator, accepte´
pour publication dans le Journal of The London Mathematical Society.
Cet article recouvre une e´tude comple`te des ensembles pseudo-spectraux semi-
classiques et des ensembles ε-pseudo-spectraux classiques de l’oscillateur har-
monique non auto-adjoint unidimensionnel que nous utilisons dans le chapitre
2 pour de´montrer la description des ensembles pseudo-spectraux semi-classiques
annonce´e dans le the´ore`me 1.6.3 pour les ope´rateurs diffe´rentiels quadratiques
elliptiques de type 1 non normaux. Le re´sultat principal de cette partie est la
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de´monstration du fait que,
R∗+ ∪ eiθR∗+ ⊂
(
Λsc2/3
(
(hDx)2 + eiθx2
))c
, (1.6.5)
dont on de´duit une de´monstration de la conjecture de Boulton e´nonce´e dans
les lignes pre´ce´dentes. Notons que l’on peut de´montrer cette inclusion (1.6.5) en
invoquant le re´sultat tre`s ge´ne´ral pour les ope´rateurs pseudo-diffe´rentiels semi-
classiques de N.Dencker, J.Sjo¨strand et M.Zworski, The´ore`me 1.4 dans [7]. Nous
donnons ici pour cet exemple particulier d’ope´rateur diffe´rentiel unidimensionnel
une preuve beaucoup plus e´le´mentaire qui n’utilise pas de techniques difficiles
d’analyse microlocale. Cette de´monstration recourt seulement a` un de´coupage
judicieux dans l’espace des fre´quences.
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Chapitre 2
Etude de la stabilite´ spectrale
des ope´rateurs diffe´rentiels
quadratiques elliptiques.
2.1 Quelques pre´liminaires sur les ope´rateurs diffe´ren-
tiels quadratiques elliptiques.
L’objet de cette premie`re section est de rappeler un certain nombre de re´-
sultats classiques concernant les ope´rateurs diffe´rentiels quadratiques elliptiques
qui seront constamment utilise´s dans la suite de ce chapitre.
2.1.a Forme quadratique elliptique et image nume´rique.
On dit qu’une forme quadratique a` valeurs complexes q : Rnx ×Rnξ → C ou`
n ∈ N∗, est elliptique si elle ve´rifie la proprie´te´ suivante,
(x, ξ) ∈ Rnx × Rnξ , q(x, ξ) = 0⇒ (x, ξ) = (0, 0).
A toute forme quadratique q, on associe le sous-ensemble du plan complexe Σ(q)
de´fini par,
Σ(q) := q(Rnx × Rnξ ),
qui est appele´ image nume´rique de la forme quadratique q. Dans le cas ou` la
condition d’ellipticite´ est ve´rifie´e, l’image nume´rique d’une forme quadratique ne
peut prendre que des formes bien particulie`res. C’est ce que montre le re´sultat
suivant qui est duˆ a` J.Sjo¨strand (Lemme 3.1 dans [24]).
Lemme 2.1.1. Conside´rons q : Rnx × Rnξ → C une forme quadratique elliptique
a` valeurs complexes. Si la dimension n est supe´rieure ou e´gal a` 2, il existe alors
un nombre complexe non nul z tel que la forme quadratique Re(zq) soit de´finie
positive. Dans le cas ou` la dimension n = 1, le meˆme re´sultat est ve´rifie´ si on
suppose de plus que l’image nume´rique Σ(q) est distincte du plan complexe C.
L’image nume´rique d’une forme quadratique elliptique peut donc prendre unique-
ment deux types de forme. La premie`re possibilite´ est qu’elle co¨ıncide exactement
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avec le plan complexe C. C’est un cas un peu particulier qui ne peut se produire
qu’en dimension 1. L’autre possibilite´ est que l’image nume´rique Σ(q) se re´duise
a` un secteur angulaire ferme´ de sommet 0 avec une ouverture strictement plus
petite que pi.
Preuve. Dans le cas ou` l’image nume´rique est distincte du plan complexe, on
peut apre`s une e´ventuelle similitude centre´e en 0 qui correspond a` la multi-
plication du symbole q par le nombre complexe non nul z donne´ par le lemme
pre´ce´dent, supposer que la forme quadratique Req est de´finie positive. On remar-
que ensuite que l’image nume´rique Σ(q) a une structure de semi-coˆne puisque si
z = q(x0, ξ0) ∈ Σ(q), on a pour tout t ∈ R+,
tz = q(
√
tx0,
√
tξ0) ∈ Σ(q),
en raison de l’homoge´ne´ite´ de degre´ 2 de la forme quadratique q. On en de´duit
alors que Σ(q) = R+I si on note I le segment compact de´fini par,
I = 1 + i Imq(K) ⊂ {z ∈ C : Rez > 0},
et K le sous-ensemble compact de R2n,
K :=
{
(x, ξ) ∈ R2n : Req(x, ξ) = 1}.
La proprie´te´ de compacite´ de K est une conse´quence imme´diate de la de´finie
positivite´ de la forme quadratique Req. Ceci montre que l’image nume´rique Σ(q)
est dans ce cas un secteur angulaire ferme´ de sommet 0 et d’ouverture strictement
plus petite que pi. 
Fig. 2.1 –
 


On rappelle ensuite la notion d’application hamiltonienne associe´e a` une forme
quadratique qui est de´finie comme suit (voir la de´finition 21.5.1 dans [12]).
De´finition 2.1.2. On associe a` toute forme quadratique a` valeurs complexes,
q : Rnx × Rnξ → C,
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ou` n ∈ N∗, un endomorphisme F de C2n appele´ application hamiltonienne
de q qui est uniquement de´termine´ par l’e´quation,
∀(x, ξ) ∈ R2n,∀(y, η) ∈ R2n, q((x, ξ); (y, η)) = σ((x, ξ), F (y, η)),
si on note q
(·; ·) la forme polaire associe´e a` la forme quadratique q et σ la forme
symplectique canonique sur R2n.
Cette application hamiltonienne F posse`de une proprie´te´ d’antisyme´trie par rap-
port a` la forme symplectique qui de´coule des proprie´te´s d’antisyme´trie de cette
forme symplectique et de syme´trie de la forme polaire associe´e a` la forme quadra-
tique q,
∀X,Y ∈ R2n, σ(X,FY ) = q(X;Y ) = q(Y ;X) = σ(Y, FX) = −σ(FX, Y ).
2.1.b Ope´rateurs diffe´rentiels quadratiques elliptiques.
On appelle ope´rateur diffe´rentiel quadratique elliptique tout ope´rateur pseu-
do-diffe´rentiel q(x, ξ)w de´fini en quantification de Weyl,
q(x, ξ)wu(x) =
1
(2pi)n
∫
R2n
ei(x−y).ξq
(x+ y
2
, ξ
)
u(y)dydξ,
a` partir d’un symbole q qui est une forme quadratique elliptique a` valeurs com-
plexes. Ces ope´rateurs pseudo-diffe´rentiels q(x, ξ)w sont en fait seulement des
ope´rateurs diffe´rentiels d’ordre 2 puisque la quantification de Weyl associe au
symbole xkxl l’ope´rateur de multiplication par xkxl, au symbole ξkξl l’ope´ra-
teur DxkDxl , au symbole xkξl l’ope´rateur xkDxl si k 6= l et au symbole xkξk
l’ope´rateur,
xk.Dxk +Dxk .xk
2
,
si on adopte la notation Dxk := i
−1∂xk . La quantification de Weyl posse`de des
proprie´te´s ge´ome´triques remarquables dont la principale est sa proprie´te´ d’in-
variance symplectique que nous rappelerons au paragraphe suivant. Nous allons
utiliser cette proprie´te´ d’invariance symplectique pour re´duire quand cela est pos-
sible les symboles des ope´rateurs pseudo-diffe´rentiels e´tudie´s a` certaines formes
normales auxquelles il suffira de porter notre attention. Nous utiliserons e´gale-
ment par la suite le fait que les symboles a` valeurs re´elles de´finissent dans la
quantification de Weyl des ope´rateurs formellement auto-adjoints.
Les ope´rateurs diffe´rentiels quadratiques elliptiques posse`dent certaines pro-
prie´te´s inte´ressantes qui ont e´te´ de´montre´es par V.V.Grusˇin. Elles sont rappele´es
dans la proposition suivante dont on peut trouver une de´monstration dans le
lemme 3.1 de [11] ou le the´ore`me 3.5 de [24].
Proposition 2.1.3. Conside´rons q : Rnx × Rnξ → C ou` n ∈ N∗, une forme
quadratique elliptique a` valeurs complexes et z ∈ C. L’ope´rateur,
q(x, ξ)w + z : B → L2(Rn),
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ou` B de´signe l’espace de Hilbert,{
u ∈ L2(Rn) : xαDβxu ∈ L2(Rn) si |α+ β| ≤ 2
}
,
muni de la norme,
‖u‖2B =
∑
|α+β|≤2
‖xαDβxu‖2L2(Rn),
est alors un ope´rateur de Fredholm. L’indice de Fredholm de cet ope´rateur,
q(x, ξ)w + z,
est inde´pendant du nombre complexe z et, est e´gal a` 0 si la dimension n est
supe´rieure ou e´gale a` 2. Dans le cas ou` la dimension n = 1, cet indice peut
prendre les valeurs −2, 0 ou 2. Plus pre´cise´ment, si l’image nume´rique Σ(q)
associe´e a` la forme quadratique q est distincte du plan complexe C, l’indice de
Fredholm de l’ope´rateur q(x, ξ)w + z est nul.
Comme annonce´ au chapitre pre´ce´dent, la proprie´te´ de normalite´ des ope´rateurs
diffe´rentiels quadratiques elliptiques q(x, ξ)w se lit simplement sur le crochet de
Poisson de la partie re´elle et de la partie imaginaire de leurs symboles.
Proposition 2.1.4. Conside´rons q une forme quadratique elliptique a` valeurs
complexes de´finie sur Rnx × Rnξ ou` n ∈ N∗. Sous ces hypothe`ses, l’ope´rateur,
q(x, ξ)w : B → L2(Rn),
est un ope´rateur normal si et seulement si la forme quadratique {Req, Imq}(x, ξ)
est identiquement nulle.
Preuve. Comme les symboles Req et Imq sont des formes quadratiques, la formule
de composition en calcul de Weyl donne´e par le the´ore`me 18.5.4 de [12] montre
que le symbole de Weyl du commutateur [Req(x, ξ)w, Imq(x, ξ)w] est exactement
e´gal a` la forme quadratique,
Req]Imq − Imq]Req = 1
i
{Req, Imq},
ou` Req]Imq de´signe le symbole de Weyl de l’ope´rateur obtenu par composi-
tion Req(x, ξ)wImq(x, ξ)w des deux ope´rateurs pseudo-diffe´rentiels Req(x, ξ)w et
Imq(x, ξ)w, ce qui induit qu’un ope´rateur diffe´rentiel quadratique elliptique est
normal si et seulement si le crochet de Poisson de la partie re´elle et de la partie
imaginaire de son symbole est la forme quadratique identiquement nulle. 
Lorsque l’image nume´rique Σ(q) est distincte du plan complexe, on posse`de
une description comple`te du spectre de l’ope´rateur de Fredholm d’indice 0,
q(x, ξ)w : B → L2(Rn),
qui est rappele´ dans le the´ore`me suivant. Ce re´sultat a e´te´ de´montre´ par J.Sjo¨s-
trand dans [24] (The´ore`me 3.5).
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The´ore`me 2.1.5. Conside´rons q : Rnx ×Rnξ → C ou` n ∈ N∗, une forme quadra-
tique elliptique a` valeurs complexes dont l’image nume´rique Σ(q) est distincte du
plan complexe. Il existe alors un e´le´ment z0 ∈ C∗ tel que la forme quadratique
Re(z0q) soit de´finie positive. Le spectre de l’ope´rateur de Fredholm d’indice 0,
q(x, ξ)w : B → L2(Rn),
est dans ce cas compose´ uniquement de valeurs propres de multiplicite´s finies et
posse`de la description suivante,
σ
(
q(x, ξ)w
)
=
{ ∑
λ∈σ(F ),
Im(z0λ)>0
(
rλ + 2kλ
)
(−iλ) : kλ ∈ N
}
, (2.1.1)
si on note F l’application hamiltonienne associe´e a` la forme quadratique q et rλ
la dimension du sous-espace vectoriel caracte´ristique complexe associe´ a` la valeur
propre λ de F .
Remarquons tout d’abord que sous les hypothe`ses du the´ore`me pre´ce´dent, le
spectre de l’ope´rateur q(x, ξ)w est contenu dans l’image nume´rique Σ(q) associe´e
a` son symbole puisque comme le montre le lemme 3.2 et le the´ore`me 3.3 de [11],
on pourrait remplacer la sommation sur l’ensemble,
λ ∈ σ(F ), Im(z0λ) > 0,
de (2.1.1) par une sommation sur l’ensemble,
λ ∈ σ(F ), −iλ ∈ Σ(q) \ {0}.
Les ope´rateurs diffe´rentiels quadratiques elliptiques q(x, ξ)w dont les images nume´riques
Σ(q) remplissent tout le plan complexe, ne rentrent pas dans le cadre du the´ore`me
pre´ce´dent. Ce sont des cas un peu particuliers dans la classe des ope´rateurs dif-
fe´rentiels quadratiques elliptiques qui sont propres a` la dimension 1. Nous verrons
a` la section suivante que leurs spectres sont e´gaux au plan complexe tout entier et
que selon l’indice de Fredholm de ces ope´rateurs, ces spectres sont soit compose´s
uniquement de valeurs propres, soit ils n’en posse`dent aucune.
Notons aussi de`s a` pre´sent que lorsque l’image nume´rique Σ(q) est distincte
de C, on a d’apre`s la remarque qui fait suite a` la de´finition 1.5.2 l’identite´ en-
tre les deux notions de pseudo-spectres semi-classiques et de pseudo-spectres
d’injectivite´ semi-classiques des ope´rateurs diffe´rentiels quadratiques elliptiques
semi-classiques associe´s,
∀µ ∈ [0,∞], λscµ
(
q(x, hξ)w
)
= Λscµ
(
q(x, hξ)w
)
,
puisque d’apre`s la proposition 2.1.3 les ope´rateurs q(x, ξ)w+z sont des ope´rateurs
de Fredholm d’indice 0 pour tout z ∈ C.
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2.1.c Invariance symplectique et formes normales.
On commence ce paragraphe en rappelant la proprie´te´ fondamentale d’invari-
ance symplectique de la quantification de Weyl dont on peut trouver un e´nonce´
dans [12] (Lemme 18.5.9) que nous reproduisons dans le the´ore`me suivant.
The´ore`me 2.1.6. Pour toute transformation symplectique affine χ de R2n, il
existe une transformation unitaire U de L2(Rn) uniquement de´termine´e a` un
facteur complexe de module 1 pre`s telle que U soit respectivement un automor-
phisme des espaces S(Rn), B et S ′(Rn) ou` B est l’espace de Hilbert de´fini a` la
proposition 2.1.3 et telle que,
(a ◦ χ)(x, ξ)w = U−1a(x, ξ)wU, (2.1.2)
pour tout a ∈ S ′(R2n). On dit que U est un ope´rateur me´taplectique associe´ a` la
transformation symplectique affine χ.
La proprie´te´ d’invariance symplectique de la quantification de Weyl induit
cette meˆme proprie´te´ pour les ensembles pseudo-spectraux semi-classiques et les
ensembles pseudo-spectraux d’injectivite´ semi-classiques des ope´rateurs diffe´ren-
tiels quadratiques elliptiques dans le sens ou` si q : Rnx × Rnξ → C de´signe une
forme quadratique elliptique a` valeurs complexes et χ est une transformation
symplectique line´aire de R2n, on a pour tout µ ∈ [0,∞] les identite´s,
λscµ
(
(q ◦ χ)(x, hξ)w) = λscµ (q(x, hξ)w),
Λscµ
(
(q ◦ χ)(x, hξ)w) = Λscµ (q(x, hξ)w). (2.1.3)
En effet, commenc¸ons par remarquer que le the´ore`me 2.1.6 induit que pour tout
a ∈ S ′(R2n) et h > 0,
U−1h a(x, ξ)
wUh = a(h−1/2x, h1/2ξ)w,
si on note Uh l’ope´rateur,
Uhf(x) := hn/4f(h1/2x),
puisque d’apre`s la de´monstration du the´ore`me 18.5.9 dans [12] l’ope´rateur Uh
est un ope´rateur me´taplectique associe´ a` la transformation symplectique line´aire
(x, ξ) 7→ (h−1/2x, h1/2ξ). Conside´rons maintenant le cas ou` le symbole,
a : Rnx × Rnξ → C,
est une forme quadratique. D’apre`s l’homoge´ne´ite´ particulie`re de ce symbole a,
on a alors,
∀h > 0, a(h−1/2x, h1/2ξ) = 1
h
a(x, hξ),
ce qui induit l’identite´,
∀h > 0, U−1h a(x, ξ)wUh =
1
h
a(x, hξ)w.
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Conside´rons ensuite q : Rnx ×Rnξ → C une forme quadratique elliptique a` valeurs
complexes et χ une transformation symplectique line´aire de R2n. Constatons
que l’ope´rateur (q ◦ χ)(x, hξ)w est bien un ope´rateur diffe´rentiel quadratique
elliptique pour h > 0 puisque sous nos hypothe`ses le symbole q ◦ χ est une
forme quadratique elliptique. Si z 6∈ λscµ
(
q(x, hξ)w
)
pour 0 ≤ µ < +∞, on peut
trouver des constantes C et h0 strictement positives telles que pour tout u ∈ B
et 0 < h < h0,
‖q(x, hξ)wu− zu‖L2(Rn) ≥ Chµ‖u‖L2(Rn).
Si on note U un ope´rateur me´taplectique associe´ a` la transformation symplectique
line´aire χ, on obtient en utilisant le caracte`re unitaire sur L2(Rn) des ope´rateurs
U et Uh, l’estimation pre´ce´dente et le fait que les ope´rateurs U et Uh soient des
automorphismes de l’espace B que pour tout u ∈ B et 0 < h < h0,
‖U−1h U−1Uhq(x, hξ)wU−1h UUhu− zU−1h U−1UhU−1h UUhu‖L2(Rn)
≥ Chµ‖U−1h UUhu‖L2(Rn),
i.e. que pour tout u ∈ B et 0 < h < h0,
‖(q ◦ χ)(x, hξ)wu− zu‖L2(Rn) ≥ Chµ‖u‖L2(Rn),
puisque d’apre`s ce qui pre´ce`de,
U−1h U
−1Uhq(x, hξ)wU−1h UUh = U
−1
h U
−1hq(x, ξ)wUUh
= hU−1h (q ◦ χ)(x, ξ)wUh = (q ◦ χ)(x, hξ)w.
Cette estimation montre que z 6∈ λscµ
(
(q ◦ χ)(x, hξ)w) et induit l’inclusion,
λscµ
(
(q ◦ χ)(x, hξ)w) ⊂ λscµ (q(x, hξ)w).
Pour obtenir l’implication re´ciproque, il suffit d’utiliser l’inclusion pre´ce´dente
pour la forme quadratique elliptique q ◦ χ et la transformation symplectique
line´aire χ−1. Ceci de´montre la premie`re identite´ de (2.1.3) si 0 ≤ µ < +∞. Le cas
ou` µ = +∞ s’en de´duit imme´diatement d’apre`s la de´finition 1.5.2. Remarquons
maintenant que l’identite´ pre´ce´dente impose que pour tout h > 0,
σ
(
q(x, hξ)w
)
= σ
(
(q ◦ χ)(x, hξ)w),
et que si z 6∈ σ(q(x, hξ)w),(
(q ◦ χ)(x, hξ)w − z)−1 = U−1h U−1Uh(q(x, hξ)w − z)−1U−1h UUh,
ce qui comme l’ope´rateur U−1h U
−1Uh est une transformation unitaire de L2(Rn)
induit que,∥∥((q ◦ χ)(x, hξ)w − z)−1∥∥L(L2(Rn)) = ∥∥(q(x, hξ)w − z)−1∥∥L(L2(Rn)),
et de´montre la seconde identite´ de (2.1.3). Cette proprie´te´ d’invariance symplec-
tique des ensembles pseudo-spectraux semi-classiques et des ensembles pseudo-
spectraux d’injectivite´ semi-classiques va nous permettre de re´duire l’e´tude de
certaines sous-classes des ope´rateurs diffe´rentiels quadratiques elliptiques a` celle
de quelques ope´rateurs mode`les.
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2.1.c.1 Formes normales pour les formes quadratiques positives.
Les deux re´sultats suivants sont extraits du livre de L.Ho¨rmander [12] (Lem-
me 18.6.4 et The´ore`me 21.5.3).
Proposition 2.1.7. Soit q0 une forme quadratique de´finie positive sur R2n ou`
n ∈ N∗. Il existe alors une transformation symplectique line´aire χ de R2n telle
que,
q0
(
χ(x, ξ)
)
=
n∑
j=1
λj(x2j + ξ
2
j ),
avec λj > 0 pour tout j = 1, ..., n.
Dans le cas ou` la forme quadratique q0 est seulement suppose´e positive, on a le
re´sultat suivant.
Proposition 2.1.8. Soit q0 une forme quadratique de´finie sur R2n ou` n ∈ N∗.
Si q0 est une forme quadratique positive, on peut trouver une transformation
symplectique line´aire χ de R2n telle que,
q0
(
χ(x, ξ)
)
=
k∑
j=1
λj(x2j + ξ
2
j ) +
k+l∑
j=k+1
x2j ,
avec k, l ∈ N et λj > 0 pour tout j = 1, ..., k.
Cette dernie`re proposition va nous permettre de donner une premie`re localisation
des re´gions ou` peuvent se de´velopper les instabilite´s spectrales d’un ope´rateur
diffe´rentiel quadratique elliptique. La proposition suivante montre que ces re´gions
ou` la re´solvante d’un ope´rateur diffe´rentiel quadratique elliptique peut prendre
en norme une taille significative, sont ne´cessairement contenues dans l’image
nume´rique Σ(q) de son symbole. En effet en dehors de l’image nume´rique Σ(q), on
a l’excellent controˆle de la norme de la re´solvante annonce´ a` la proposition 1.6.1
du chapitre pre´ce´dent.
Proposition 2.1.9. Conside´rons q une forme quadratique elliptique a` valeurs
complexes de´finie sur R2n ou` n ∈ N∗. Pour tout z appartenant a` l’ensemble com-
ple´mentaire de l’image nume´rique Σ(q), on a l’estimation suivante de la norme
de la re´solvante,
‖(q(x, ξ)w − z)−1‖ ≤ 1
d
(
z,Σ(q)
) . (2.1.4)
Preuve. Si Σ(q) = C, il n’y a rien a` de´montrer. On suppose donc que l’im-
age nume´rique est distincte du plan complexe. D’apre`s la description donne´e
pre´ce´demment des formes que peuvent prendre les images nume´riques des formes
quadratiques elliptiques, l’image nume´rique Σ(q) est donc ne´cessairement un
secteur angulaire ferme´ de sommet 0 et d’ouverture angulaire strictement plus
petite que pi. Conside´rons z 6∈ Σ(q) et notons z0 sa projection sur le convexe
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ferme´ non vide Σ(q). Ce point z0 appartient a` la frontie`re de l’image nume´rique
∂Σ(q) et on peut choisir z1 ∈ C∗, |z1| = 1 tel que,
z1z ∈
{
z ∈ C : Rez < 0}, Σ(z1q) ⊂ {z ∈ C : Rez ≥ 0} et
d
(
z,Σ(q)
)
= d(z1z, iR). (2.1.5)
Un calcul direct montre ensuite que pour tout u ∈ S(Rn),
Re
(
z1q(x, ξ)wu− z1zu, u
)
L2(Rn) = d(z1z, iR)‖u‖2L2(Rn)
+
([
Re
(
z1q(x, ξ)
)]w
u, u
)
L2(Rn), (2.1.6)
puisque les ope´rateurs
[
Re
(
z1q(x, ξ)
)]w et i[Im(z1q(x, ξ))]w sont respectivement
formellement auto-adjoint et anti-auto-adjoint. On utilise ensuite que le deuxie`me
terme du membre de droite de l’expression pre´ce´dente est positif. En effet, comme
d’apre`s (2.1.5) la forme quadratique Re(z1q) est positive, le the´ore`me 2.1.6 et la
proposition 2.1.8 permettent de trouver un ope´rateur me´taplectique U ve´rifiant,
[
Re
(
z1q(x, ξ)
)]w = U−1( k∑
j=1
λj(D2xj + x
2
j ) +
k+l∑
j=k+1
x2j
)
U,
ou` k, l ∈ N et λj > 0 pour tout j = 1, ..., k. On obtient ainsi en utilisant le
caracte`re unitaire sur L2(Rn) de l’ope´rateur U que,
([
Re
(
z1q(x, ξ)
)]w
u, u
)
L2(Rn) =
k∑
j=1
λj
(‖DxjUu‖2L2(Rn) + ‖xjUu‖2L2(Rn))
+
k+l∑
j=k+1
‖xjUu‖2L2(Rn) ≥ 0.
L’ine´galite´ de Cauchy-Schwarz et (2.1.5) permettent ensuite d’obtenir a` partir
de l’identite´ (2.1.6) que pour tout u ∈ S(Rn),
d
(
z,Σ(q)
)‖u‖L2(Rn) ≤ |z1| ‖q(x, ξ)wu− zu‖L2(Rn). (2.1.7)
En utilisant finalement la densite´ de l’espace de Schwartz S(Rn) dans l’espace
B, le fait que |z1| = 1 et que d’apre`s le the´ore`me 2.1.5 et la remarque qui lui fait
imme´diatement suite,
σ
(
q(x, ξ)w
) ⊂ Σ(q),
on de´duit de l’estimation (2.1.7) l’estimation (2.1.4) sur la norme de la re´solvante
de l’ope´rateur q(x, ξ)w. 
2.1.c.2 Formes normales pour les formes quadratiques elliptiques en
dimension 1.
La proposition suivante montre qu’a` une re´duction symplectique line´aire
re´elle pre`s, il y a seulement trois types de symboles quadratiques elliptiques
en dimension n = 1.
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Proposition 2.1.10. Conside´rons q : Rx × Rξ → C une forme quadratique
elliptique a` valeurs complexes en dimension 1. Il existe alors une transformation
symplectique line´aire χ de R2 telle que le symbole q ◦χ soit de l’un des trois types
suivants :
(i) α(ξ2 + eiθx2) avec α ∈ C∗, 0 ≤ θ < pi.
(ii) α(ξ + ix)(ξ + ηx) avec α ∈ C∗, η ∈ C tel que Imη > 0.
(iii) α(ξ − ix)(ξ + ηx) avec α ∈ C∗, η ∈ C tel que Imη < 0.
De plus, si le symbole q ◦ χ est du type (ii) ou (iii) alors l’image nume´rique de
la forme quadratique q est e´gale au plan complexe, Σ(q) = C.
Preuve. Conside´rons q : R2 → C une forme quadratique elliptique a` valeurs com-
plexes. Etudions tout d’abord le cas ou` l’image nume´rique Σ(q) est distincte du
plan complexe. Le lemme 2.1.1 montre que quitte a` multiplier la forme quadra-
tique q par un nombre complexe non nul, on peut supposer que la forme quadra-
tique Req est de´finie positive. On peut ensuite re´duire via une transformation
symplectique line´aire donne´e par la proposition 2.1.7 la forme quadratique Req
a` la forme normale,
Req(x, ξ) = λ(ξ2 + x2),
avec λ > 0. On en de´duit alors que l’on peut trouver des re´els a, b et c tels que,
q(x, ξ) = λ
(
x2 + ξ2 + i(ax2 + 2bxξ + cξ2)
)
.
On choisit ensuite une matrice orthogonale P ∈ O(2,R) diagonalisant la matrice
syme´trique re´elle associe´e a` la forme quadratique ax2 + 2bxξ + cξ2,
P−1
(
a b
b c
)
P =
(
λ1 0
0 λ2
)
,
avec λ1, λ2 ∈ R. Dans le cas ou` P ∈ O(2,R) \ SO(2,R), on a
P˜−1
(
a b
b c
)
P˜ =
(
λ2 0
0 λ1
)
,
si σ0 de´signe la matrice de de´terminant −1,(
0 1
1 0
)
,
et P˜ = Pσ0. On en de´duit que l’on peut toujours diagonaliser la matrice syme´trique
re´elle associe´e a` la forme quadratique λ−1Imq par une conjugaison par un e´le´ment
de SO(2,R). Comme en dimension 1, le groupe line´aire symplectique co¨ıncide
avec le groupe SL(2,R), on peut donc supposer apre`s une transformation sym-
plectique line´aire de R2 que l’on a,
q(x, ξ) = λ
(
x2 + ξ2 + i(γ1x2 + γ2ξ2)
)
= α(ξ2 + reiθx2),
avec γ1, γ2 ∈ R, α ∈ C∗, r > 0 et θ ∈] − pi, pi[. En effet, l’ellipticite´ de la forme
quadratique q impose que θ 6≡ pi[2pi]. Enfin en utilisant pour terminer cette
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re´duction la transformation symplectique line´aire (x, ξ) 7→ (r−1/4x, r1/4ξ), on
obtient le symbole du type (i),
αr1/2(ξ2 + eiθx2),
si 0 ≤ θ < pi. Dans le cas ou` −pi < θ < 0, il suffit d’effectuer en plus la transfor-
mation symplectique line´aire re´elle (x, ξ) 7→ (ξ,−x) pour obtenir un symbole de
type (i),
αr
1
2 eiθ(ξ2 + e−iθx2).
Supposons maintenant que l’image nume´rique Σ(q) soit e´gale au plan com-
plexe C. Comme nous sommes en dimension 1, on peut factoriser le symbole
q sur C si on conside`re ce symbole comme un polynoˆme de degre´ 2 en la vari-
able ξ. Il existe donc vu la de´pendance en la variable x des coefficients de ce
polynoˆme des nombres complexes λ1, λ2 et α ∈ C∗ tels que,
q(x, ξ) = α(ξ − λ1x)(ξ − λ2x).
L’hypothe`se d’ellipticite´ de la forme quadratique q impose les conditions,
Imλj 6= 0,
pour j = 1, 2. Quitte a` effectuer la transformation symplectique line´aire,
(x, ξ) 7→ (x, ξ +Reλ1x),
on peut supposer que,
q(x, ξ) = α(ξ − irx)(ξ + bx), (2.1.8)
avec r ∈ R∗ et Imb 6= 0. Nous allons maintenant ve´rifier que la condition Σ(q) = C
impose que rImb < 0. Comme
(ξ − irx)(ξ + bx) = ξ2 + (b− ir)xξ − irbx2,
la condition Σ(q) = C impose que pour tout (v, w) ∈ R2, il existe une solution
(x0, ξ0) ∈ R2 du syste`me suivant,{
ξ2 +Reb xξ + rImb x2 = v
xξ(Imb− r)− rReb x2 = w. (2.1.9)
Constatons tout d’abord d’apre`s la seconde e´quation de (2.1.9) que ceci n’est pas
possible si Imb = r. On en de´duit donc que Imb 6= r. Supposons maintenant que
w soit non nul, on de´duit de la seconde e´quation de (2.1.9) que ne´cessairement
x0 6= 0 et,
ξ0 =
w + rReb x20
(Imb− r)x0 . (2.1.10)
Conside´rons le cas ou` v = 0. En utilisant (2.1.10) et la premie`re e´quation
de (2.1.9), on obtient que,
(w + rReb x20)
2 +Reb(Imb− r)x20(w + rReb x20) + rImb(Imb− r)2x40 = 0.
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On peut re´e´crire cette e´quation sous la forme fw(X0) = 0 si on pose X0 = x20 et,
fw(X) = rImb
(
(Reb)2 + (Imb− r)2)X2 + wReb(Imb+ r)X + w2. (2.1.11)
La condition Σ(q) = C impose donc que pour tout w 6= 0, il existe une solu-
tion positive X0 de l’e´quation fw(X0) = 0. La quantite´ rImb est non nulle par
hypothe`se. Supposons que rImb > 0. Dans ce cas, comme
f ′w(X) = 2rImb
(
(Reb)2 + (Imb− r)2)X + wReb(Imb+ r), (2.1.12)
et,
2rImb
(
(Reb)2 + (Imb− r)2) > 0,
puisque Imb 6= r, on a
∀X ∈ R+, fw(X) ≥ fw(0) = w2 > 0, (2.1.13)
si w 6= 0 et,
− wReb(Imb+ r)
2rImb
(
(Reb)2 + (Imb− r)2) ≤ 0.
L’estimation (2.1.13) montre donc que si rImb > 0 l’e´quation fw(X) = 0 ne
posse`de pas de solution positive pour toute valeur du parame`tre w 6= 0. Ceci
de´montre que la condition Σ(q) = C induit la condition rImb < 0. Enfin, en
utilisant la transformation symplectique line´aire (x, ξ) 7→ (|r|−1/2x, |r|1/2ξ), on
obtient les mode`les (ii) et (iii),
α|r|(ξ + ix)(ξ + ηx) avec Imη > 0 et α|r|(ξ − ix)(ξ + ηx) avec Imη < 0.
si on note η = |r|−1b. Il est facile de ve´rifier que l’image nume´rique des mod-
e`les (ii) et (iii) est e´gale au plan complexe C. Ce fait est une conse´quence du
re´sultat plus pre´cis que propose la proposition 2.2.3 de la section suivante et dont
la de´monstration est inde´pendante de ce qui suit. 
2.2 Etude de la stabilite´ spectrale des ope´rateurs diffe´-
rentiels quadratiques elliptiques en dimension 1.
On e´tudie dans cette deuxie`me section les ensembles ε-pseudo-spectraux des
ope´rateurs diffe´rentiels quadratiques elliptiques unidimensionnels q(x, ξ)w ainsi
que les ensembles pseudo-spectraux semi-classiques et pseudo-spectraux d’injec-
tivite´ semi-classiques des ope´rateurs semi-classiques (q(x, hξ)w)0<h≤1 associe´s.
La dimension 1 pre´sente certaines singularite´s par rapport aux autres dimen-
sions. En effet, on a de´ja` constate´ au lemme 2.1.1 et a` la proposition 2.1.10 qu’en
dimension 1, l’image nume´rique des formes quadratiques elliptiques pouvait eˆtre
e´gale au plan complexe ce qui est exclu en dimension supe´rieure. La proposition
2.1.3 montre e´galement que l’indice de Fredholm de ces ope´rateurs diffe´rentiels
quadratiques elliptiques n’est pas toujours nul. Nous allons voir que l’on peut dis-
tinguer en dimension 1 exactement trois classes d’ope´rateurs diffe´rentiels quadra-
tiques elliptiques aux proprie´te´s spectrales distinctes et que cette classification
se caracte´rise aise´ment a` partir de proprie´te´s simples, relatives aux symboles de
Weyl de ces ope´rateurs.
44
2.2. Cas de la dimension 1.
2.2.a Classification des ope´rateurs diffe´rentiels quadratiques el-
liptiques unidimensionnels.
Conside´rons q(x, ξ)w un ope´rateur diffe´rentiel quadratique elliptique unidi-
mensionnel de´fini en quantification de Weyl par q : Rx × Rξ → C une forme
quadratique elliptique a` valeurs complexes.
De´finition 2.2.1. Sous ces hypothe`ses, on dit que l’ope´rateur q(x, ξ)w est un
ope´rateur :
• de type 1 si l’image nume´rique Σ(q) associe´e a` son symbole q, est un secteur
angulaire ferme´ de sommet 0 et d’ouverture strictement plus petite que pi.
• de type 2 si l’image nume´rique Σ(q) associe´e a` son symbole q, est e´gale au
plan complexe C et que le symbole {Req, Imq} de´fini par le crochet de Poisson
de la partie re´elle et de la partie imaginaire de son symbole q, est une forme
quadratique de´finie positive.
• de type 3 si l’image nume´rique Σ(q) associe´e a` son symbole q, est e´gale au
plan complexe C et que le symbole {Req, Imq} de´fini par le crochet de Poisson
de la partie re´elle et de la partie imaginaire de son symbole q, est une forme
quadratique de´finie ne´gative.
La de´finition pre´ce´dente permet de distinguer trois types distincts d’ope´ra-
teurs diffe´rentiels quadratiques elliptiques qui recouvrent toute la classe des
ope´rateurs diffe´rentiels quadratiques elliptiques unidimensionnels. En effet, en
utilisant l’invariance symplectique de l’image nume´rique et du crochet de Pois-
son i.e. que pour toute transformation symplectique line´aire χ de R2, on a
Σ(q ◦ χ) = Σ(q) et {Re(q ◦ χ), Im(q ◦ χ)} = {Req, Imq} ◦ χ,
on peut au regard de la proposition 2.1.10 re´duire le symbole q via une trans-
formation symplectique line´aire re´elle a` l’une des trois formes normales (i), (ii)
ou (iii) de´finies dans la proposition 2.1.10. Il s’ensuit que les ope´rateurs dont les
symboles se re´duisent a` la forme normale (i) sont de type 1 et que ceux dont
les symboles se re´duisent a` la forme normale (ii), respectivement a` la forme nor-
male (iii) sont de type 2, respectivement de type 3. En effet, si on conside`re les
symboles,
q1(x, ξ) = α1(ξ + ix)(ξ + η1x) et q2(x, ξ) = α2(ξ − ix)(ξ + η2x),
avec α1, α2 ∈ C∗, η1 ∈ C, Imη1 > 0 et η2 ∈ C, Imη2 < 0, un calcul explicite des
crochets de Poisson montre que,{
Req1(x, ξ), Imq1(x, ξ)
}
= 2|α1|2
(
Imη1ξ2 + (ξ +Reη1x)2 + Imη1(1 + Imη1)x2
) ≥ 0,
et,{
Req2(x, ξ), Imq2(x, ξ)
}
= 2|α2|2
(
Imη2ξ2 − (ξ +Reη2x)2 + Imη2(1− Imη2)x2
) ≤ 0.
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Proposition 2.2.2. Conside´rons q(x, ξ)w un ope´rateur diffe´rentiel quadratique
elliptique unidimensionnel. Sous ces hypothe`ses, l’ope´rateur,
q(x, ξ)w : B → L2(R),
est un ope´rateur de Fredholm d’indice respectivement 0, −2 ou 2 s’il est respec-
tivement de type 1, 2 ou 3.
Preuve. Remarquons tout d’abord que la valeur de l’indice de l’ope´rateur de
Fredholm q(x, ξ)w est invariant par une re´duction symplectique line´aire χ de R2
i.e.,
ind
(
(q ◦ χ)(x, ξ)w) = ind(q(x, ξ)w).
En effet, ceci est une simple conse´quence de la proprie´te´ d’invariance symplec-
tique de la quantification de Weyl rappele´e au the´ore`me 2.1.6 et du fait que les
ope´rateurs me´taplectiques sont des automorphismes des espaces B et L2(R). Il
suffit donc pour de´montrer cette proposition de calculer l’indice des trois ope´ra-
teurs mode`les de´finis en quantification de Weyl par les trois formes normales
(i), (ii) et (iii) de la proposition 2.1.10. En utilisant maintenant, comme le fait
L.Ho¨rmander a` la suite du lemme 3.1 de [11], l’invariance de l’indice de Fredholm
des ope´rateurs diffe´rentiels quadratiques elliptiques par de´formation continue de
leurs symboles pre´servant leurs ellipticite´s, on obtient que l’indice de Fredholm
des ope´rateurs de type 1, 2 et 3, est respectivement e´gal a` l’indice des ope´rateurs,
x2 − d
2
dx2
,
(
x− d
dx
)2
et
(
x+
d
dx
)2
.
Le calcul des indices des trois ope´rateurs pre´ce´dents re´alise´ dans [11] a` la suite
du lemme 3.1 donne alors le re´sultat annonce´ par la proposition 2.2.2. 
Re´sumons ces premiers re´sultats dans la proposition suivante.
Proposition 2.2.3. Conside´rons q(x, ξ)w un ope´rateur diffe´rentiel quadratique
elliptique de´fini en quantification de Weyl par la forme quadratique elliptique a`
valeurs complexes q : Rx × Rξ → C.
• Si q(x, ξ)w est un ope´rateur de type 1, il existe alors α ∈ C∗, θ ∈ [0, pi[, χ une
transformation symplectique line´aire de R2 et pour tout h > 0, Uh un ope´rateur
me´taplectique associe´ a` cette transformation symplectique tels que,
(q ◦ χ)(x, ξ) = α(ξ2 + eiθx2) et ∀h > 0, q(x, hξ)w = αUh
(
(hDx)2 + eiθx2
)
U−1h .
• Si q(x, ξ)w est un ope´rateur de type 2 alors l’image nume´rique Σ(q) est e´gale
au plan complexe C et,
∀z ∈ C∗,∃(x0, ξ0) ∈ R2 \ {(0, 0)},{
(x, ξ) ∈ R2 : q(x, ξ) = z} = {(x0, ξ0), (−x0,−ξ0)}. (2.2.1)
De plus, on peut trouver une transformation symplectique line´aire χ de R2, α ∈
C∗, η ∈ C, Imη > 0 tels que (q ◦ χ)(x, ξ) = α(ξ + ix)(ξ + ηx).
• Si q(x, ξ)w est un ope´rateur de type 3 alors l’image nume´rique Σ(q) est e´gale
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au plan complexe C et l’identite´ (2.2.1) est ve´rifie´e. De plus, on peut trouver une
transformation symplectique line´aire χ de R2, α ∈ C∗, η ∈ C, Imη < 0 tels que
(q ◦ χ)(x, ξ) = α(ξ − ix)(ξ + ηx).
Preuve. Les re´sultats de cette proposition ont e´te´ de´montre´s dans les lignes pre´ce´-
dentes. Rappelons que nous avons e´tabli lors de la de´monstration de (2.1.3) que
si q : Rx×Rξ → C de´signe une forme quadratique elliptique a` valeurs complexes
et χ une transformation symplectique line´aire de R2, il existe pour tout h > 0
un ope´rateur me´taplectique Uh tel que,
∀h > 0, (q ◦ χ)(x, hξ)w = U−1h q(x, hξ)wUh.
Il suffit seulement de ve´rifier en plus que si la forme quadratique q est e´gale a` la
forme normale (ii) ou a` la forme normale (iii) de la proposition 2.1.10 l’image
nume´rique Σ(q) est e´gale au plan complexe C et que l’identite´ (2.2.1) est ve´rifie´e.
Remarquons tout d’abord que l’on a toujours, 0 = q(0, 0) ∈ Σ(q). Conside´rons
maintenant le symbole,
q(x, ξ) = (ξ + iεx)(ξ + εηx),
avec ε ∈ {±1}, η ∈ C, Imη > 0 et ve´rifions que l’identite´ (2.2.1) est bien ve´rifie´e
pour ce symbole. Pour z ∈ C∗, l’e´quation q(x, ξ) = z si (x, ξ) ∈ R2 est e´quivalente
au syste`me, {
ξ2 + εReη xξ − Imη x2 = Rez
ε(1 + Imη)xξ +Reη x2 = Imz.
On distingue deux cas.
Cas 1. On suppose que Imz 6= 0. Dans ce cas, le syste`me pre´ce´dent est e´quivalent
au syste`me,
x 6= 0
ξ = (Imz − Reη x2)[ε(1 + Imη)x]−1
−Imη((Reη)2 + (1 + Imη)2)x4 + (Imz Reη(Imη − 1)− Rez(1 + Imη)2)x2
+(Imz)2 = 0.
Comme la fonction,
f(X) = −Imη((Reη)2 + (1 + Imη)2)X2 + (Imz Reη(Imη − 1)
− Rez(1 + Imη)2)X + (Imz)2,
prend une valeur strictement positive en 0, f(0) = (Imz)2 > 0 et que le coefficient
de son terme de plus haut degre´ est par hypothe`se strictement ne´gatif, il s’ensuit
qu’il existe une unique solution X0 positive de l’e´quation f(X) = 0 qui est de
plus ne´cessairement strictement positive. On en de´duit alors que,
q(x, ξ) = z ⇐⇒ (x, ξ) ∈ {(x0, ξ0), (−x0,−ξ0)},
si on note,
x0 = X
1/2
0 > 0 et ξ0 = (Imz − Reη X0)[ε(1 + Imη)X1/20 ]−1.
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Cas 2. On suppose maintenant que Imz = 0 ce qui impose que Rez 6= 0 car
z ∈ C∗. Il est alors facile de ve´rifier dans ce cas que,
q(x, ξ) = z ⇐⇒ (x, ξ) ∈ {(x0, ξ0), (−x0,−ξ0)},
ou`,
x0 = 0 et ξ0 = (Rez)1/2 > 0 si Rez > 0,
et ou`,
x0 =
(− Rez(1 + Imη)2[Imη((Reη)2 + (1 + Imη)2)]−1)1/2 > 0 et
ξ0 = −Reη x0[ε(1 + Imη)]−1 si Rez < 0.
Ceci termine la preuve de la proposition 2.2.3. 
2.2.b Etude de la stabilite´ spectrale des ope´rateurs de type 1.
Nous allons dans ce paragraphe donner une preuve du the´ore`me 1.6.3 e´nonce´
au chapitre pre´ce´dent. On sait de´ja` au regard de ce qui pre´ce`de (Proposition
2.2.2) que les ope´rateurs de type 1 (voir la de´finition 2.2.1) qui sont les ope´ra-
teurs diffe´rentiels quadratiques elliptiques q(x, ξ)w en dimension 1 dont l’image
nume´rique Σ(q) est un secteur angulaire ferme´ de sommet 0 et d’ouverture stricte-
ment plus petite que pi, sont des ope´rateurs de Fredholm d’indice 0. Cette pro-
prie´te´ induit d’apre`s notre remarque qui fait suite aux de´finitions des ensembles
pseudo-spectraux semi-classiques a` la section 1.5 du chapitre pre´ce´dent et d’apre`s
le re´sultat de la proposition 2.1.3 que les deux notions de pseudo-spectres semi-
classiques et de pseudo-spectres d’injectivite´ semi-classiques co¨ıncident pour les
ope´rateurs de type 1 semi-classiques associe´s,
∀µ ∈ [0,∞], λscµ
(
q(x, hξ)w
)
= Λscµ
(
q(x, hξ)w
)
.
On sait e´galement d’apre`s le paragraphe pre´ce´dent que le spectre de ces ope´ra-
teurs q(x, ξ)w de type 1 est compose´ uniquement de valeurs propres de multiplic-
ite´s finies et qu’il posse`de la structure suivante,
σ
(
q(x, ξ)w
)
=
{
(2k + 1)(−iλ) : k ∈ N},
si on de´signe par λ l’unique valeur propre de l’application hamiltonienne F as-
socie´e a` la forme quadratique q qui ve´rifie −iλ ∈ Σ(q) \ {0}. Ce re´sultat est
une conse´quence tout d’abord du the´ore`me 2.1.5 et, ensuite du lemme 21.5.2
et du the´ore`me 21.5.4 de [12] qui montrent que si λ est une valeur propre de
F alors −λ est e´galement une valeur propre de F et que soit iλ ∈ Σ(q), soit
−iλ ∈ Σ(q). L’hypothe`se d’ellipticite´ de la forme quadratique q impose que l’ap-
plication hamiltonienne F ne posse`de pas de valeur propre nulle car d’apre`s le
the´ore`me 21.5.4 de [12] le noyau complexe KerF est engendre´ par ses e´le´ments
re´els et que si X0 ∈ R2, X0 6= 0 ve´rifie FX0 = 0, on a
q(X0) = σ(X0, FX0) = 0,
ce qui est contraire a` l’hypothe`se d’ellipticite´. Le fait supple´mentaire que F soit
ici un endomorphisme sur un espace de dimension complexe 2 assure alors qu’il
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existe bien une unique valeur propre λ de F ve´rifiant −iλ ∈ Σ(q) \ {0} et dont
le sous-espace vectoriel caracte´ristique complexe associe´ est de dimension 1.
Conside´rons maintenant q(x, ξ)w un ope´rateur de type 1. La proposition 2.2.3
montre que l’on peut trouver α ∈ C∗, θ ∈ [0, pi[, χ une transformation symplec-
tique line´aire de R2 et pour tout h > 0, Uh un ope´rateur me´taplectique associe´
a` cette transformation symplectique tels que,
(q ◦ χ)(x, ξ) = α(ξ2 + eiθx2), (2.2.2)
et,
∀h > 0, q(x, hξ)w = αUh
(
(hDx)2 + eiθx2
)
U−1h . (2.2.3)
Etudions tout d’abord le cas ou` le parame`tre θ est nul. Dans ce cas, l’image
nume´rique Σ(q) est d’apre`s (2.2.2) une demi-droite ferme´e de sommet 0. On
constate aussi au regard de la proposition 2.1.4 que pour h > 0 l’ope´rateur,
q(x, hξ)w : B → L2(R),
est un ope´rateur normal puisque d’apre`s la proprie´te´ d’invariance symplectique
du crochet de Poisson, on a
{Req, Imq} = {Re(α(ξ2 + x2)), Im(α(ξ2 + x2))} ◦ χ−1,
et que,{
Re
(
α(ξ2 + x2)
)
, Im
(
α(ξ2 + x2)
)}
= |α|2{Re(ξ2 + x2), Im(ξ2 + x2)} = 0.
On peut alors utiliser l’identite´ classique (1.1.1) du chapitre pre´ce´dent qui donne
une expression de la norme de la re´solvante des ope´rateurs normaux pour obtenir
que,
∀z 6∈ σ(q(x, ξ)w), ∥∥(q(x, ξ)w − z)−1∥∥ = 1
d
(
z, σ(q(x, ξ)w)
) .
Cette identite´ caracte´rise la stabilite´ du spectre de l’ope´rateur q(x, ξ)w sous de
petites perturbations et induit que pour tout ε > 0,
σε
(
q(x, ξ)w
)
=
{
z ∈ C : d(z, σ(q(x, ξ)w)) ≤ ε}. (2.2.4)
Il est aussi assez facile de donner une description des ensembles pseudo-spectraux
semi-classiques meˆme si dans ce cas particulier une e´tude semi-classique ne
livre pas d’informations plus pre´cises que (2.2.4). D’apre`s l’invariance symplec-
tique (2.1.3) de ces ensembles, il suffit de conside´rer le cas ou` q(x, ξ) = α(ξ2+x2).
L’ope´rateur q(x, hξ)w est alors a` une similitude pre`s simplement l’oscillateur har-
monique auto-adjoint. Le fait qu’il n’y ait pas de pseudo-spectre semi-classique
d’indice 0 sur l’ensemble comple´mentaire de l’image nume´rique,
Σ(q)c ⊂ (Λsc0 (q(x, hξ)w))c,
est une conse´quence imme´diate de l’estimation (2.1.4) de la proposition 2.1.9.
Comme le spectre de l’ope´rateur q(x, hξ)w est compose´ de valeurs propres de
multiplicite´ un, {
αh(2n+ 1) : n ∈ N},
49
2.2. Cas de la dimension 1.
il y a du pseudo-spectre semi-classique d’indice infini en tout point de l’ensemble
Σ(q) \ {0}. En effet pour tout z ∈ Σ(q) \ {0} = αR∗+ et pour tout n ∈ N, on peut
trouver une fonction propre ϕn ∈ B telle que,
‖ϕn‖L2(R) = 1 et q(x, hnξ)wϕn − zϕn = 0 si hn =
z
α(2n+ 1)
> 0,
ce qui de´montre la pre´sence de pseudo-spectre d’injectivite´ semi-classique d’indice
infini et de pseudo-spectre semi-classique d’indice infini sur l’ensemble,
Σ(q) \ {0}.
Il reste pour finir a` de´montrer qu’il n’y a pas de pseudo-spectre semi-classique
d’indice 1 en 0. Ceci induira alors que le pseudo-spectre semi-classique d’indice
infini de cet ope´rateur est exactement l’image nume´rique prive´e de l’origine
Σ(q) \ {0} et permettra de terminer la preuve du the´ore`me 1.6.3 dans le cas
ou` le parame`tre θ est nul. Ce re´sultat d’absence de pseudo-spectre semi-classique
d’indice 1 en 0 est une conse´quence de l’ine´galite´ de Cauchy-Schwarz qui montre
tout d’abord que pour tout u ∈ S(R),
|α|∥∥α((hDx)2 + x2)u∥∥L2(R)‖u‖L2(R)
≥ (α((hDx)2 + x2)u, αu)L2(R) = |α|2(‖hDxu‖2L2(R) + ‖xu‖2L2(R)),
puis toujours d’apre`s l’ine´galite´ de Cauchy-Schwarz, comme
‖hDxu‖2L2(R) + ‖xu‖2L2(R) ≥ 2‖hDxu‖L2(R)‖xu‖L2(R)
≥ 2Re(hDxu, ixu)L2(R) =
(
[hDx, ix]u, u
)
L2(R) = h‖u‖2L2(R),
si on note [hDx, ix] le commutateur des ope´rateurs hDx et ix, on en de´duit
l’estimation,
∀u ∈ S(R), ∥∥α((hDx)2 + x2)u∥∥L2(R) ≥ |α|h‖u‖L2(R),
qui s’e´tend par densite´ a` l’espace B et de´montre que,
0 ∈ (λsc1 (q(x, hξ)w))c = (Λsc1 (q(x, hξ)w))c.
Passons maintenant au second cas ou` θ ∈]0, pi[ qui est le cas le plus inte´ressant.
L’image nume´rique Σ(q) est alors cette fois d’apre`s (2.2.2) un secteur angulaire
ferme´ de sommet 0 et d’ouverture θ. On peut ve´rifier que si h > 0 l’ope´rateur,
q(x, hξ)w : B → L2(R),
n’est pas normal. En effet, c’est une conse´quence de la proposition 2.1.4 puisque
la forme quadratique,
{Req, Imq} = {Re(α(ξ2 + eiθx2)), Im(α(ξ2 + eiθx2))} ◦ χ−1
= |α|2{ξ2 + cos θx2, sin θx2} ◦ χ−1 = 4 sin θ|α|2(ξx) ◦ χ−1,
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n’est pas identiquement nulle. En invoquant une nouvelle fois l’invariance sym-
plectique (2.1.3) des ensembles pseudo-spectraux semi-classiques, on peut pour
terminer la de´monstration du the´ore`me 1.6.3 supposer que,
q(x, ξ) = α(ξ2 + eiθx2).
Enfin apre`s une similitude, on peut re´duire notre e´tude au cas de l’oscillateur
harmonique non auto-adjoint,
q(x, ξ)w = D2x + e
iθx2.
L’e´tude comple`te des ensembles pseudo-spectraux de l’oscillateur harmonique
non auto-adjoint semi-classique a e´te´ re´alise´e dans l’article [22] dont le contenu
sera repris dans le chapitre 4 de cette the`se. On renvoie donc le lecteur a` ce
quatrie`me chapitre pour trouver une de´monstration des re´sultats suivants,
Λsc∞
(
q(x, hξ)w
)
= Σ˚(q), Σ(q)c ⊂ (Λsc0 (q(x, hξ)w))c, 0 ∈ (Λsc1 (q(x, hξ)w))c,
∂Σ(q) \ {0} ⊂ (Λsc2/3(q(x, hξ)w))c, (2.2.5)
ce qui termine notre de´monstration du the´ore`me 1.6.3. Nous verrons dans ce
chapitre 4 que la dernie`re inclusion de (2.2.5) permet de donner une de´mon-
stration de la conjecture de Boulton et d’expliquer les indices particuliers qui y
apparaissent. Mentionnons que l’on peut aussi de´montrer cette dernie`re inclu-
sion de (2.2.5) en invoquant le re´sultat tre`s ge´ne´ral pour les ope´rateurs pseudo-
diffe´rentiels semi-classiques de N.Dencker, J.Sjo¨strand et M.Zworski contenu
dans le the´ore`me 1.4 de [7]. Ce the´ore`me 1.6.3 montre tout d’abord comme
dans le cas de l’oscillateur harmonique non auto-adjoint que les hautes e´nergies
du spectre des ope´rateurs de type 1 non normaux sont tre`s instables sous de pe-
tites perturbations puisque le pseudo-spectre semi-classique d’indice infini de ces
ope´rateurs remplit tout l’inte´rieur de leurs images nume´riques. Il montre e´gale-
ment que la forme des ensembles ε-pseudo-spectraux des ope´rateurs de type 1
classiques q(x, ξ)w non normaux est de´crite a` une similitude pre`s par le re´sultat
e´nonce´ dans la conjecture de Boulton. Ce re´sultat est toujours comme dans le cas
de l’oscillateur harmonique non auto-adjoint optimal au sens ou` une proprie´te´
analogue a` une similitude pre`s de la proprie´te´ (1.2.1) est d’apre`s (2.2.3) ve´rifie´e.
On peut donc re´sumer les re´sultats de cette premie`re partie de notre e´tude en
affirmant que dans la classe des ope´rateurs diffe´rentiels quadratiques elliptiques
unidimensionnels de type 1 la proprie´te´ de stabilite´ spectrale est exactement
e´quivalente a` la proprie´te´ de normalite´, et que si cette proprie´te´ de normalite´
est viole´e, il se de´veloppe de tre`s fortes instabilite´s spectrales sous de petites
perturbations pour les hautes e´nergies de ces ope´rateurs. De plus, la ge´ome´trie
des zones de l’ensemble re´solvant ou` se de´veloppent de telles instabilite´s est a`
une similitude pre`s exactement celle de´crite par la conjecture de Boulton dans le
cas de l’oscillateur harmonique non auto-adjoint. Rappelons encore une fois que
nous de´montrerons cette conjecture au chapitre 4 de ce manuscrit. Nous allons
voir un peu plus tard dans ce chapitre que la condition ne´cessaire et suffisante
de stabilite´ spectrale que nous venons de de´gager pour les ope´rateurs de type 1
se ge´ne´ralise a` l’ensemble des ope´rateurs diffe´rentiels quadratiques ellliptiques en
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dimension supe´rieure ou e´gale a` 2. Dans l’imme´diat, nous allons terminer l’e´tude
des ope´rateurs diffe´rentiels quadratiques elliptiques unidimensionnels en preˆtant
notre attention aux deux classes un peu singulie`res que sont celles des ope´rateurs
de type 2 et des ope´rateurs de type 3.
2.2.c Etude du pseudo-spectre des ope´rateurs de type 2.
Nous allons dans ce paragraphe e´tudier les ope´rateurs de type 2 en don-
nant une preuve du the´ore`me 1.6.4 du chapitre pre´ce´dent. Ces ope´rateurs de
type 2 qui sont les ope´rateurs diffe´rentiels quadratiques elliptiques unidimension-
nels q(x, ξ)w dont les images nume´riques Σ(q) sont e´gales au plan complexe C
et dont les formes quadratiques {Req, Imq} associe´es a` leurs symboles q sont
de´finies positives, forment une sous-classe singulie`re de la classe des ope´rateurs
diffe´rentiels quadratiques elliptiques. Commenc¸ons par remarquer que d’apre`s la
proposition 2.2.2, l’indice de Fredholm d’un ope´rateur de type 2, q(x, ξ)w est e´gal
a` -2. Comme de plus d’apre`s la proposition 2.1.3, on a pour tout z ∈ C,
ind
(
q(x, ξ)w + z
)
= ind
(
q(x, ξ)w
)
= −2,
on en de´duit que le spectre d’un ope´rateur q(x, hξ)w : B → L2(R) de type 2 est
e´gal au plan complexe C,
σ
(
q(x, ξ)w
)
= C.
Ceci induit imme´diatement que les ensembles pseudo-spectraux semi-classiques
des ope´rateurs semi-classiques q(x, hξ)w de type 2 sont tous e´gaux au plan com-
plexe C,
∀µ ∈ [0,∞], Λscµ
(
q(x, hξ)w
)
= C.
Nous allons voir par contre que le pseudo-spectre d’injectivite´ semi-classique
d’indice infini des ope´rateurs (q(x, hξ))0<h≤1 de type 2 se re´duit a` l’ensemble
vide. On s’attachera en de´montrant ce re´sultat a` pre´ciser les pertes de puis-
sances de h qui caracte´risent aux diffe´rents points du plan complexe l’absence
de pseudo-spectre d’injectivite´ semi-classique d’indice infini. Au regard de la
proposition 2.2.3 et de l’invariance symplectique (2.1.3) des ensembles pseudo-
spectraux d’injectivite´ semi-classiques, l’e´tude des ope´rateurs de type 2 se re´duit
a` celle de l’ope´rateur de´fini en quantification de Weyl par le symbole quadratique
elliptique,
q(x, ξ) = α(ξ + ix)(ξ + ηx),
avec α ∈ C∗ et η ∈ C, Imη > 0. Commenc¸ons par de´montrer le re´sultat suivant.
Proposition 2.2.4. Conside´rons q(x, ξ) = α(ξ + ix)(ξ + ηx) avec α ∈ C∗ et
η ∈ C, Imη > 0. On a alors pour tout z ∈ C, h > 0 et u ∈ S(R),
‖q(x, hξ)wu− zu‖L2(R) ≥ 2
1
2h|α|(Imη) 12 (1 + Imη) 14 ‖u‖L2(R).
Preuve. Conside´rons z ∈ C et notons p le symbole suivant,
p(x, ξ) := q(x, ξ)− z.
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On obtient en de´veloppant le carre´ de la norme L2(R) de la quantite´ suivante
que,
‖p(x, hξ)wu‖2L2(R) ≥ 2Re
(
Rep(x, hξ)wu, iImp(x, hξ)wu
)
L2(R),
puis en utilisant que les ope´rateurs Rep(x, hξ)w et iImp(x, hξ)w sont respective-
ment formellement auto-adjoint et formellement anti-auto-adjoint, on obtient
que,
‖p(x, hξ)wu‖2L2(R) = ‖Rep(x, hξ)wu+ iImp(x, hξ)wu‖2L2(R)
≥ ([Rep(x, hξ)w, iImp(x, hξ)w]u, u)
L2(R).
Comme les symboles Req et Imq sont des formes quadratiques, on a de´ja` vu lors
de la de´monstration de la proposition 2.1.4 que la formule de composition en
calcul de Weyl donne´e par le the´ore`me 18.5.4 de [12] assure que,
[Rep(x, hξ)w, iImp(x, hξ)w] = [Req(x, hξ)w, iImq(x, hξ)w] =
1
i
{
Req(x, hξ), iImq(x, hξ)
}w = {Req(x, hξ), Imq(x, hξ)}w.
Un calcul explicite du crochet de Poisson pre´ce´dent montre que,{
Req(x, hξ), Imq(x, hξ)
}
= 2h|α|2(Imη(hξ)2 + Imη(1 + Imη)x2
+ (hξ +Reη x)2
)
.
On en de´duit alors que,(
[Rep(x, hξ)w, iImp(x, hξ)w]u, u
)
L2(R) = 2h|α|2
(
Imη‖hDxu‖2L2(R)+
Imη(1 + Imη)‖xu‖2L2(R) + ‖hDxu+Reη xu‖2L2(R)
)
,
puisque d’apre`s le the´ore`me 18.5.4 de [12], on a l’identite´,[
(hξ +Reη x)2
]w = (hξ +Reη x)w(hξ +Reη x)w,
et que l’ope´rateur (hξ+Reη x)w de´fini en quantification de Weyl par un symbole
a` valeurs re´elles est formellement auto-adjoint. On obtient ainsi que pour tout
z ∈ C, h > 0 et u ∈ S(R),
‖q(x, hξ)wu−zu‖2L2(R) ≥ 2Imη|α|2h
(‖hDxu‖2L2(R)+(1+Imη)‖xu‖2L2(R)). (2.2.6)
De plus, comme d’apre`s l’ine´galite´ de Cauchy-Schwarz,
‖hDxu‖2L2(R) + (1 + Imη)‖xu‖2L2(R)
≥ 2‖hDxu‖L2(R)‖i(1 + Imη)
1
2xu‖L2(R)
≥ 2Re(hDxu, i(1 + Imη) 12xu)L2(R),
et que,
2Re
(
hDxu, i(1 + Imη)
1
2xu
)
L2(R) =
(
[hDx, i(1 + Imη)
1
2x]u, u
)
L2(R)
= h(1 + Imη)
1
2 ‖u‖2L2(R),
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on obtient en reprenant (2.2.6) que pour tout z ∈ C, h > 0 et u ∈ S(R),
‖q(x, hξ)wu− zu‖L2(R) ≥ 2
1
2h|α|(Imη) 12 (1 + Imη) 14 ‖u‖L2(R),
ce qui termine la preuve de la proposition 2.2.4. 
La proposition pre´ce´dente montre en raison de la densite´ de l’espace de Schwartz
S(R) dans l’espace (B, ‖·‖B) qu’il n’y a pas de pseudo-spectre d’injectivite´ semi-
classique d’indice infini en tout point du plan complexe et que plus pre´cise´ment,
on a (
λsc1
(
q(x, hξ)w
))c = C,
si q(x, ξ)w de´signe un ope´rateur de type 2. Cette proposition montre e´galement
qu’il n’y a aucune valeur propre dans le spectre de ces ope´rateurs. En fait, on
peut en tout point z ∈ C∗ ame´liorer l’estimation a priori de la proposition 2.2.4.
Proposition 2.2.5. Conside´rons,
q(x, ξ) = α(ξ + ix)(ξ + ηx),
avec α ∈ C∗ et η ∈ C, Imη > 0. On peut alors pour tout z ∈ C∗ trouver des
constantes strictement positives C et h0 telles que pour tout 0 < h < h0 et
u ∈ S(R),
‖q(x, hξ)wu− zu‖L2(R) ≥ Ch1/2‖u‖L2(R).
Preuve. Conside´rons z ∈ C∗ et posons comme pre´ce´demment,
p(x, ξ) := q(x, ξ)− z.
On se´pare deux cas.
Cas 1. Dans ce premier cas, on suppose que α−1z 6∈ R∗+. Sous ces hypothe`ses,
on constate en relisant la de´monstration de la proposition 2.2.3 que l’on peut
trouver un couple (x0, ξ0) de R2 tel que x0 6= 0 et,{
(x, ξ) ∈ R2 : q(x, ξ) = z} = {(x0, ξ0), (−x0,−ξ0)}.
On choisit ensuite une partition de l’unite´ C∞ de R, ϕ0(x) + ϕ∞(x) = 1, avec
des fonctions ϕ0 ∈ C∞0 (R) et ϕ∞ ∈ C∞(R) positives telles que la fonction ϕ0
ve´rifie, ϕ0 = 1 sur un voisinage ouvert des points x0 et −x0, et qu’il existe une
constante strictement positive c1 telle que le support de la fonction ϕ0 ve´rifie,
suppϕ0 ⊂ {x ∈ R : |x| ≥ c1}.
Ceci est bien possible puisque x0 6= 0. En reprenant l’estimation (2.2.6), on
obtient que pour tout h > 0 et u ∈ S(R),
‖q(x, hξ)wϕ0(x)u− zϕ0(x)u‖L2(R)
≥ 2 12 (Imη) 12 (1 + Imη) 12 |α|h 12 ‖xϕ0(x)u‖L2(R)
≥ 2 12 c1(Imη) 12 (1 + Imη) 12 |α|h 12 ‖ϕ0(x)u‖L2(R). (2.2.7)
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On conside`re maintenant p∞(x, ξ) un symbole inde´pendant du parame`tre semi-
classique h dans la classe S(〈(x, ξ)〉2, dx2 + dξ2) (pre´cisons que cette classe de
symboles est de´finie en (1.3.1) au chapitre 1 et que certains re´sultats de calcul
symbolique concernant cette classe de symboles sont rappele´s en appendice a` la
fin de ce manuscript) ve´rifiant p∞ = p sur suppϕ∞×R, p∞− p ∈ C∞0 (R2) et tel
qu’il existe une constante strictement positive c2 telle que pour tout (x, ξ) ∈ R2,
|p∞(x, ξ)| ≥ c2(1 + x2 + ξ2).
Ceci est possible car d’une part le symbole p s’annule uniquement aux points
(x0, ξ0) et (−x0,−ξ0), et que d’autre part, on peut trouver une constante c3
strictement positive telle que pour tout (x, ξ) appartenant au comple´mentaire
d’un compact contenant (0, 0), on ait
|(ξ + ix)(ξ + ηx)|2 = (ξ2 + x2)((ξ +Reη x)2 + (Imη)2x2) ≥ c3(ξ2 + x2)2.
Ce symbole p∞ est donc elliptique dans la classe de symboles,
S(〈(x, ξ)〉2, dx2 + dξ2).
Cette proprie´te´ d’ellipticite´ nous permet de trouver des symboles,
q∞ ∈ S(〈(x, ξ)〉−2, dx2 + dξ2) et r∞ ∈ S(h∞, dx2 + dξ2),
(se re´fe´rer par exemple a` la proposition 2.6.1 dans [19]) tels que,
q∞(x, hξ, h)wp∞(x, hξ)w = I + r∞(x, hξ, h)w. (2.2.8)
En utilisant l’ine´galite´ triangulaire et le the´ore`me de Caldero´n-Vaillancourt, on
de´duit alors de (2.2.8) qu’il existe une constante c4 strictement positive telle que,
‖u‖L2(R) ≤ ‖q∞(x, hξ, h)wp∞(x, hξ)wu‖L2(R) + ‖r∞(x, hξ, h)wu‖L2(R)
≤ c4‖p∞(x, hξ)wu‖L2(R) +O(h∞)‖u‖L2(R),
ce qui induit que l’on peut trouver des constantes strictement positives c5 et h0
telles que pour tout 0 < h < h0 et u ∈ S(R),
‖p∞(x, hξ)wu‖L2(R) ≥ c5‖u‖L2(R). (2.2.9)
Conside´rons ensuite la fonction r(x, ξ) = p(x, ξ) − p∞(x, ξ). Cette fonction r
appartient par construction a` l’espace C∞0 (R2) et ve´rifie r = 0 sur l’ensemble
suppϕ∞ × R. Comme
suppr ∩ (suppϕ∞ × R) = ∅,
les re´sultats classiques de calcul symbolique montrent alors que l’ope´rateur,
r(x, hξ, h)wϕ∞(x),
appartient a` la classe Opwh
(
S(h∞, dx2+dξ2)
)
des ope´rateurs pseudo-diffe´rentiels
de´finis en quantification de Weyl semi-classique par un symbole de la classe
55
2.2. Cas de la dimension 1.
S(h∞, dx2+dξ2). Il s’ensuit d’apre`s (2.2.9), le the´ore`me de Caldero´n-Vaillancourt
et l’ine´galite´ triangulaire que,
c5‖ϕ∞(x)u‖L2(R) ≤ ‖p∞(x, hξ)wϕ∞(x)u‖L2(R)
≤ ‖p(x, hξ)wϕ∞(x)u‖L2(R) +O(h∞)‖u‖L2(R). (2.2.10)
On peut alors de´duire de (2.2.7), (2.2.10) et du the´ore`me de Caldero´n-Vaillan-
court qu’il existe des constantes c6 et c7 strictement positives telles que pour
tout 0 < h < h0 et u ∈ S(R),
h
1
2 ‖u‖L2(R) ≤ h
1
2
(‖ϕ0(x)u‖L2(R) + ‖ϕ∞(x)u‖L2(R))
≤ c6
(‖p(x, hξ)wϕ0(x)u‖L2(R) + h 12 ‖p(x, hξ)wϕ∞(x)u‖L2(R)
+ h‖u‖L2(R)
)
≤ c6
(‖ϕ0(x)p(x, hξ)wu‖L2(R) + h 12 ‖ϕ∞(x)p(x, hξ)wu‖L2(R)
+ ‖[p(x, hξ)w, ϕ0(x)]u‖L2(R) + h
1
2 ‖[p(x, hξ)w, ϕ∞(x)]u‖L2(R)
+ h‖u‖L2(R)
)
≤ c7
(‖p(x, hξ)wu‖L2(R) + ‖[p(x, hξ)w, ϕ0(x)]u‖L2(R)
+ ‖[p(x, hξ)w, ϕ∞(x)]u‖L2(R) + h‖u‖L2(R)
)
, (2.2.11)
puisque par construction ϕ0 et ϕ∞ ∈ S(1, dx2+dξ2). Il suffit enfin pour terminer
la de´monstration dans ce premier cas de la proposition 2.2.5 de de´montrer le
lemme suivant.
Lemme 2.2.6. Pour j ∈ {0,∞}, on peut trouver une constante strictement
positive Cj telle que pour tout 0 < h ≤ 1 et u ∈ S(R),
‖[p(x, hξ)w, ϕj(x)]u‖L2(R) ≤ Cj
(
h
1
2 ‖p(x, hξ)wu‖L2(R) + h‖u‖L2(R)
)
.
Preuve. Comme q est un symbole quadratique, la formule de composition en
calcul de Weyl du the´ore`me 18.5.4 de [12] montre qu’il existe deux fonctions a1
et a2 de l’espace C∞0 (R) telles que,
[p(x, hξ)w, ϕj(x)] = [q(x, hξ)w, ϕj(x)] =
1
i
{
q(x, hξ), ϕj(x)
}w =
h
i
(∂q
∂ξ
(x, hξ)ϕ′j(x)
)w
= h
(
a1(x)hξ + a2(x)
)w
, (2.2.12)
puisque ϕ′j ∈ C∞0 (R) si j = 0 ou j =∞. Enfin, comme d’apre`s le the´ore`me 18.5.4
de [12],
h
(
a1(x)hξ + a2(x)
)w = ha1(x)(hDx) + ha2(x) + h22i a′1(x), (2.2.13)
on de´duit de (2.2.6), (2.2.12), (2.2.13), de l’ine´galite´ triangulaire et du the´ore`me
de Caldero´n-Vaillancourt qu’il existe des constantes c8,j et c9,j strictement posi-
tives telles que pour tout 0 < h ≤ 1 et u ∈ S(R),
‖[p(x, hξ)w, ϕj(x)]u‖L2(R) ≤ c8,jh
(‖hDxu‖L2(R) + ‖u‖L2(R))
≤ c9,j
(
h
1
2 ‖p(x, hξ)wu‖L2(R) + h‖u‖L2(R)
)
,
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ce qui termine la preuve du lemme 2.2.6. 
Cas 2. On suppose maintenant que α−1z ∈ R∗+. En relisant la de´monstration de
la proposition 2.2.3, on constate cette fois qu’il existe un couple (x0, ξ0) de R2
ve´rifiant ξ0 6= 0 et,{
(x, ξ) ∈ R2 : q(x, ξ) = z} = {(x0, ξ0), (−x0,−ξ0)}. (2.2.14)
Conside´rons la transformation line´aire symplectique χ(x, ξ) = (ξ,−x) et la forme
quadratique
q˜(x, ξ) = (q ◦χ)(x, ξ) = α(−x+ iξ)(−x+ ηξ) = iαη(ξ+ ix)(ξ− η−1x). (2.2.15)
Comme d’apre`s (2.2.14) et (2.2.15),
{(x, ξ) ∈ R2 : q˜(x, ξ) = z} = {(−ξ0, x0), (ξ0,−x0)},
et que
Im(−η−1) = |η|−2Imη > 0,
on peut appliquer le re´sultat e´tabli dans le premier cas e´tudie´ pour obtenir l’ex-
istence de constantes strictement positives C et h0 telles que,
∀ 0 < h < h0,∀u ∈ S(R), ‖q˜(x, hξ)wu− zu‖L2(R) ≥ Ch1/2‖u‖L2(R). (2.2.16)
Cette estimation a priori montre d’apre`s la densite´ de l’espace de Schwartz dans
l’espace (B, ‖·‖B) que,
z 6∈ λsc1/2
(
q˜(x, hξ)w
)
. (2.2.17)
On peut alors de´duire de (2.1.3), (2.2.15) et (2.2.17) que,
z 6∈ λsc1/2
(
q(x, hξ)w
)
,
ce qui nous permet d’obtenir l’estimation a priori de la proposition 2.2.5 dans ce
second cas et termine la de´monstration de cette proposition. 
En utilisant une nouvelle fois la densite´ de l’espace de Schwartz S(R) dans l’es-
pace (B, ‖·‖B), la proposition 2.2.5 pre´cise la perte de puissance de h caracte´ris-
tique de l’absence de pseudo-spectre d’injectivite´ semi-classique d’indice infini en
tout point de l’ensemble C∗ et montre l’inclusion,
C∗ ⊂ (λsc1/2(q(x, hξ)w))c,
si q(x, hξ)w de´signe un ope´rateur de type 2. Ce dernier re´sultat joint a` ceux
qui l’ont pre´ce´de´ dans ce paragraphe de´montrent le the´ore`me 1.6.4 e´nonce´ au
chapitre pre´ce´dent.
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2.2.d Etude du pseudo-spectre des ope´rateurs de type 3.
On e´tudie dans le dernier paragraphe de cette deuxie`me section la seconde
sous-classe un peu singulie`re des ope´rateurs diffe´rentiels quadratiques elliptiques
forme´e par les ope´rateurs de type 3. On rappelle que ces ope´rateurs de type 3
sont par de´finition (De´finition 2.2.1) les ope´rateurs diffe´rentiels quadratiques el-
liptiques unidimensionnels q(x, ξ)w dont les images nume´riques Σ(q) sont e´gales
au plan complexe C et dont les formes quadratiques {Req, Imq} associe´es a`
leurs symboles q sont de´finies ne´gatives. Ces ope´rateurs sont d’apre`s la propo-
sition 2.2.2 des ope´rateurs de Fredholm d’indice 2. Comme d’apre`s la proposi-
tion 2.1.3, on a pour tout z ∈ C,
ind
(
q(x, ξ)w + z
)
= ind
(
q(x, ξ)w
)
= 2,
on en de´duit comme dans le cas d’un ope´rateur de type 2 que le spectre d’un
ope´rateur q(x, ξ)w : B → L2(R) de type 3 est e´gal au plan complexe C,
σ
(
q(x, ξ)w
)
= C.
Ceci induit imme´diatement comme dans le cas des ope´rateurs de type 2 que les
ensembles pseudo-spectraux semi-classiques des ope´rateurs q(x, ξ)w de type 3
sont tous e´gaux au plan complexe C,
∀µ ∈ [0,∞], Λscµ
(
q(x, hξ)w
)
= C.
Par contre, nous allons ve´rifier cette fois que contrairement au cas des ope´ra-
teurs de type 2, le pseudo-spectre d’injectivite´ semi-classique d’indice infini des
ope´rateurs de type 3 est aussi e´gal au plan complexe C. Au regard de la proposi-
tion 2.2.3 et de l’invariance symplectique (2.1.3) des ensembles pseudo-spectraux
d’injectivite´ semi-classique, l’e´tude des ope´rateurs de type 3 se re´duit a` celle de
l’ope´rateur de´fini en quantification de Weyl par le symbole quadratique elliptique,
q(x, ξ) = α(ξ − ix)(ξ + ηx), (2.2.18)
avec α ∈ C∗ et η ∈ C, Imη < 0. On commence par de´montrer le lemme suivant.
Lemme 2.2.7. Conside´rons r : Rx × Rξ → C une forme quadratique elliptique
a` valeurs complexes et z ∈ C. Dans ce cas le sous-espace vectoriel de L2(R),
D
(
r(x, ξ)w
)
:=
{
u ∈ L2(R) : r(x, ξ)wu ∈ L2(R)},
est e´gal a` l’espace B (de´fini a` la proposition 2.1.3). De plus, l’ope´rateur non
borne´
(
r(x, ξ)w + z,B
)
sur L2(R) est un ope´rateur ferme´ a` domaine dense dont
l’adjoint est l’ope´rateur non borne´
(
r(x, ξ)w + z,B
)
.
Preuve. Comme le symbole r est une forme quadratique, la premie`re inclusion,
B ⊂ D(r(x, ξ)w),
est e´vidente. Pour l’autre inclusion, remarquons tout d’abord que d’apre`s l’ellip-
ticite´ de la forme quadratique r,
c := inf
|(x,ξ)|=1
|r(x, ξ)| > 0,
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ce qui induit par homoge´ne´ite´ que,
∀(x, ξ) ∈ R2, |r(x, ξ)| ≥ c(x2 + ξ2).
Le symbole r est donc elliptique a` l’infini dans la classe de symboles S2 ce qui
nous permet de trouver des symboles b(x, ξ) et r˜(x, ξ) dans la classe S−2 tels
que,
b(x, ξ)wr(x, ξ)w = I + r˜(x, ξ)w,
si on note Sm, m ∈ R, la classe de symboles a(x, ξ) ∈ C∞(Rn × Rn) ve´rifiant,
∀β, γ ∈ Nn, sup
(x,ξ)∈R2n
|∂βx∂γξ a(x, ξ)|〈(x, ξ)〉−m+|β|+|γ| < +∞,
ou` 〈(x, ξ)〉 := (1+|x|2+|ξ|2)1/2. Mentionnons qu’une de´monstration pre´cise de ce
point est donne´e dans la preuve du lemme 3.1 de [11] et que certains re´sultats de
calcul symbolique concernant cette classe de symboles sont rappele´s en appendice
a` la fin de ce manuscript. On en de´duit que si u ∈ D(r(x, ξ)w) alors,
u = b(x, ξ)w
(
r(x, ξ)wu
)− r˜(x, ξ)wu ∈ B,
puisque l’inclusion suivante est ve´rifie´e,
Opw(S−2)
(
L2(R)
) ⊂ B,
si on note Opw(S−2) les ope´rateurs pseudo-diffe´rentiels de´finis en quantification
de Weyl (classique) a` partir d’un symbole de la classe S−2. Ceci de´montre l’i-
dentite´ B = D
(
r(x, ξ)w
)
. Ve´rifions maintenant que l’ope´rateur non borne´ sur
L2(R) a` domaine dense
(
r(x, ξ)w + z,B
)
est bien un ope´rateur ferme´. Pour cela,
conside´rons (un)n∈N une suite de l’espace B, u et f deux e´le´ments de l’espace
L2(R) tels que,
un → u dans L2(R) et
(
r(x, ξ)w + z
)
un → f dans L2(R),
lorsque n→ +∞. Ceci implique que,
un → u dans D′(R) et
(
r(x, ξ)w + z
)
un → f dans D′(R).
Comme d’autre part on a la convergence,(
r(x, ξ)w + z
)
un →
(
r(x, ξ)w + z
)
u dans D′(R),
lorsque n → +∞ puisque l’ope´rateur r(x, ξ)w est simplement un ope´rateur dif-
fe´rentiel d’ordre 2, on en de´duit que f =
(
r(x, ξ)w + z
)
u, ce qui montre bien
que,
u ∈ D(r(x, ξ)w) = B,
et que l’ope´rateur non borne´ A =
(
r(x, ξ)w + z,B
)
est bien ferme´. Nous allons
maintenant ve´rifier que l’ope´rateur adjoint A∗ est l’ope´rateur non borne´,(
r(x, ξ)w + z,B
)
.
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Par de´finition, le domaine de l’ope´rateur adjoint D(A∗) est de´fini par,
D(A∗) =
{
v ∈ L2(R) : ∃f ∈ L2(R),∀u ∈ B,(
v, r(x, ξ)wu+ zu
)
L2(R) = (f, u)L2(R)
}
.
Soit v ∈ D(A∗), on a pour tout u ∈ C∞0 (R),(
v, r(x, ξ)wu+ zu
)
L2(R) =
(
v, (aξ2 + bxξ + cx2 + z)wu
)
L2(R)
= < v, (aξ2 − bxξ + cx2 + z)wu >D′(R),D(R)
= < (aξ2 + bxξ + cx2 + z)wv, u >D′(R),D(R)
=
(
(r(x, ξ)w + z)v, u
)
L2(R),
si r(x, ξ) = aξ2 + bxξ + cx2 avec a, b, c ∈ C et si < ·, · >D′(R),D(R) de´signe le
crochet de dualite´ entre l’espace des distributions D′(R) et l’espace des fonctions
tests D(R) = C∞0 (R). On en de´duit que pour tout u ∈ C∞0 (R),(
(r(x, ξ)w + z)v, u
)
L2(R) = (f, u)L2(R),
ce qui induit que (r(x, ξ)w + z)v = f ∈ L2(R). Ceci de´montre l’inclusion,
D(A∗) ⊂ D(r(x, ξ)w) = B.
Re´ciproquement si v ∈ B, on obtient en reprenant le calcul pre´ce´dent que pour
tout u ∈ C∞0 (R),(
(r(x, ξ)w + z)v, u
)
L2(R) =
(
v, (r(x, ξ)w + z)u
)
L2(R).
On peut e´tendre cette identite´ en utilisant la densite´ de l’espace C∞0 (R) dans B,
∀u ∈ B, ((r(x, ξ)w + z)v, u)
L2(R) =
(
v, (r(x, ξ)w + z)u
)
L2(R),
ce qui montre que v ∈ D(A∗) et que A∗ = (r(x, ξ)w + z,B). 
Reprenons la forme quadratique q de´finie en (2.2.18). Le lemme pre´ce´dent montre
que pour tout z ∈ C et h > 0, l’adjoint de l’ope´rateur non borne´,(
q(x, hξ)w + z,B
)
,
est l’ope´rateur non borne´
(
α[(hξ + ix)(hξ + ηx)]w + z,B
)
. Cet ope´rateur,
α[(hξ + ix)(hξ + ηx)]w,
est un ope´rateur de type 2 puisque sous nos hypothe`ses, Imη > 0. La propo-
sition 2.2.4 du paragraphe pre´ce´dent montre que pour tout z ∈ C, h > 0 et
u ∈ S(R),∥∥α[(hξ + ix)(hξ + ηx)]wu+ zu∥∥
L2(R) ≥ 2
1
2h|α||Imη| 12 (1 + |Imη|) 14 ‖u‖L2(R).
Cette estimation peut s’e´tendre par densite´ a` l’espace B. Le the´ore`me II.19 de [3]
montre alors que l’ope´rateur non borne´
(
q(x, hξ)w + z,B
)
est surjectif. Comme
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on sait que l’indice de Fredholm de l’ope´rateur q(x, hξ)w + z est e´gal a` 2, on en
de´duit que pour tout z ∈ C et h > 0,
dimKer
(
q(x, hξ)w + z
)
= 2.
Ceci montre que tout point z du plan complexe est une valeur propre de l’ope´ra-
teur q(x, hξ)w : B → L2(R) si h est une constante strictement positive. Il s’ensuit
naturellement qu’il y a du pseudo-spectre d’injectivite´ semi-classique d’indice in-
fini en tout point du plan complexe,
λsc∞
(
q(x, hξ)w
)
= C.
Enfin, on peut ve´rifier que pour tout z ∈ C, h > 0,
Ker
(
q(x, hξ)w + z
) ⊂ S(R).
En effet, en reprenant les arguments avance´s au de´but de la de´monstration du
lemme 2.2.7, on en de´duit que le symbole q(x, ξ) + z est elliptique a` l’infini dans
la classe de symboles S2 (la classe de symboles Sm, m ∈ R, est de´finie dans la
de´monstration du lemme 2.2.7). Cette proprie´te´ nous permet de trouver pour
tout N ∈ N, des symboles bN ∈ S−2 et,
rN ∈ S−N , (2.2.19)
ve´rifiant,
bN (x, ξ)w
(
q(x, hξ)w + z
)
= I + rN (x, ξ)w.
Comme d’apre`s (2.2.19), xαDβx
(
rN (x, ξ)wu
) ∈ L2(R) si |α+β| ≤ N et u ∈ L2(R),
on en de´duit que u0 = −rN (x, ξ)wu0 si u0 ve´rifie,(
q(x, hξ)w + z
)
u0 = 0.
On obtient alors que pour tout N ∈ N, xαDβxu0 ∈ L2(R) si |α + β| ≤ N , i.e.
u0 ∈ S(R). En rassemblant les quelques re´sultats de ce paragraphe, on obtient
le the´ore`me 1.6.5 e´nonce´ du chapitre pre´ce´dent.
2.3 Etude de la stabilite´ spectrale des ope´rateurs dif-
fe´rentiels quadratiques elliptiques en dimension
n ≥ 2.
On cherche a` de´crire dans cette troisie`me section les ensembles ε-pseudo-
spectraux des ope´rateurs diffe´rentiels quadratiques elliptiques q(x, ξ)w en dimen-
sion n ≥ 2 ainsi que les ensembles pseudo-spectraux semi-classiques et pseudo-
spectraux d’injectivite´ semi-classiques des ope´rateurs semi-classiques q(x, hξ)w
associe´s. L’e´tude en dimension 1 de la section pre´ce´dente a distingue´ trois classes
d’ope´rateurs diffe´rentiels quadratiques elliptiques unidimensionnels aux proprie´te´s
spectrales bien distinctes que nous avons de´signe´ par les qualificatifs d’ope´rateurs
de type 1, de type 2 et de type 3. Les deux dernie`res classes que nous venons
de citer sont vraiment spe´cifiques de la dimension 1. En effet, rappelons que les
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images nume´riques de ces ope´rateurs remplissent tout le plan complexe ce qui
d’apre`s le lemme 2.1.1 ne peut pas se produire dans les autres dimensions. S’il
existe quelque espoir que notre compre´hension des phe´nome`nes de stabilite´ ou
d’instabilite´ spectrale en dimension 1 ne soit pas vaine pour appre´hender ceux qui
se produisent dans les dimensions supe´rieures, on peut espe´rer pouvoir ge´ne´raliser
pour les ope´rateurs diffe´rentiels quadratiques elliptiques multidimensionnels, la
condition ne´cessaire et suffisante de stabilite´ spectrale que nous avons e´tablie en
dimension 1 pour les ope´rateurs diffe´rentiels quadratiques elliptiques de type 1.
Les lignes qui vont suivre, vont montrer que c’est effectivement le cas i.e. qu’en
dimension n ≥ 2, le spectre d’un ope´rateur diffe´rentiel quadratique elliptique
q(x, ξ)w est stable si et seulement si cet ope´rateur est normal, condition que l’on
peut encore exprimer au regard de la proposition 2.1.4 par le fait que la forme
quadratique {Req, Imq}(x, ξ) soit identiquement nulle. Soulignons a` nouveau que
la proprie´te´ de stabilite´ du spectre de ces ope´rateurs sous de petites perturbations
et sous l’hypothe`se de normalite´ n’est pas du tout surprenante d’apre`s l’identite´
(1.1.1) du chapitre 1. Ce qui est remarquable dans le re´sultat pre´ce´dent, c’est
que si cette hypothe`se de normalite´ est viole´e il se produit effectivement de fortes
instabilite´s spectrales pour les hautes e´nergies de ces ope´rateurs dont nous allons
donner une description presque comple`te. Mentionnons aussi avant d’entrepren-
dre cette e´tude qu’il y a un re´el saut de complexite´ entre la dimension 1 et les
dimensions supe´rieures. L’e´tude en dimension 1 des ope´rateurs de type 1 non
normaux se re´duisait en effet uniquement a` celle de l’oscillateur harmonique non
auto-adjoint. Une telle re´duction symplectique n’est plus ve´rifie´e en dimension
supe´rieure. Ceci est en autre une conse´quence de l’accroissement de la complexite´
de la ge´ome´trie symplectique lorsque la dimension de l’espace augmente et en
particulier du fait que si la dimension n est supe´rieure ou e´gal a` 2, le groupe
symplectique ne se confond plus contrairement a` la dimension 1 avec le groupe
spe´cial line´aire.
Conside´rons q(x, ξ)w un ope´rateur diffe´rentiel quadratique elliptique en di-
mension n ≥ 2 de´fini en quantification de Weyl par q : Rnx × Rnξ → C une forme
quadratique elliptique a` valeurs complexes. Commenc¸ons par donner quelques
exemples de tels ope´rateurs en dimension 2 dont une e´tude de´taille´e sera pro-
pose´e a` la section 2.4 de ce chapitre pour illustrer les re´sultats que nous allons
e´tablir dans cette section,
q1(x, ξ)w = −(1 + i)∂2x1 − ∂2x2 + 4(−1 + i)x1∂x1 + 2(−1 + i)x2∂x1 + 6ix2∂x2
+ 2ix1∂x2 + (6 + 5i)x
2
1 + (11 + i)x
2
2 + (10 + 4i)x1x2 − 2 + 5i,
q2(x, ξ)w = −∂2x1 − 2∂2x2 + 4ix2∂x2 + 2x21 + (4 + i)x22 + 4x1x2 + 2i,
et,
q3(x, ξ)w = −(1 + i)∂2x1 − 2∂2x2 + 4(−1 + i)x1∂x1 + 2(1− i)x2∂x1 − 4ix1∂x2
+ (9 + 4i)x21 + (2 + i)x
2
2 − 4(1 + i)x1x2 − 2 + 2i.
Maintenant que nous avons a` l’esprit quelques exemples de tels ope´rateurs, on
peut conside´rer a` nouveau q : Rnx × Rnξ → C une forme quadratique elliptique
a` valeurs complexes arbitraire. L’image nume´rique Σ(q) associe´e a` cette forme
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quadratique q est alors d’apre`s la de´monstration du lemme 2.1.1 un secteur
angulaire ferme´ de sommet 0 avec une ouverture strictement plus petite que pi. On
sait e´galement d’apre`s la proposition 2.1.3 et le the´ore`me 2.1.5 que l’ope´rateur
diffe´rentiel quadratique elliptique q(x, ξ)w : B → L2(Rn) est un ope´rateur de
Fredholm d’indice 0 dont le spectre est compose´ uniquement de valeurs propres
de multiplicite´s finies,
σ
(
q(x, ξ)w
)
=
{ ∑
λ∈σ(F ),
−iλ∈Σ(q)\{0}
(
rλ + 2kλ
)
(−iλ) : kλ ∈ N
}
,
si rλ de´signe dans l’expression ci-dessus la dimension du sous-espace vectoriel
caracte´ristique complexe associe´ a` la valeur propre λ de l’application hamilton-
nienne F associe´e a` la forme quadratique q. Le fait que,
∀z ∈ C, ind(q(x, ξ)w + z) = ind(q(x, ξ)w) = 0,
qui de´coule de la proposition 2.1.3 implique d’apre`s notre discussion faisant
suite a` la de´finition 1.5.2 du chapitre 1 qu’il y a identite´ entre les deux no-
tions de pseudo-spectres semi-classiques et de pseudo-spectres d’injectivite´ semi-
classiques,
∀µ ∈ [0,∞], λscµ
(
q(x, hξ)w
)
= Λscµ
(
q(x, hξ)w
)
. (2.3.1)
Nous allons maintenant donner une de´monstration des the´ore`mes 1.6.6 et 1.6.7
e´nonce´s au chapitre pre´ce´dent. Commenc¸ons par remarquer que la proposition
2.1.9 montre que,
∀z ∈ Σ(q)c,∀h > 0, ∥∥(q(x, hξ)w − z)−1∥∥ ≤ 1
d
(
z,Σ(q)
) .
Cette estimation de la norme de la re´solvante sur le comple´mentaire de l’image
nume´rique Σ(q)c montre qu’il n’y a pas de pseudo-spectre semi-classique d’indice
0 en tout point de cet ensemble,
Σ(q)c ⊂ (Λsc0 (q(x, hξ)w))c. (2.3.2)
D’apre`s la proposition 2.1.4, on sait aussi que l’ope´rateur,
q(x, ξ)w : B → L2(Rn),
est un ope´rateur normal si et seulement si la forme quadratique,
{Req, Imq}(x, ξ),
est identiquement nulle. On commence par e´tudier le cas des ope´rateurs diffe´ren-
tiels quadratiques elliptiques normaux en dimension n ≥ 2.
2.3.a Ope´rateurs quadratiques elliptiques normaux en dimen-
sion n ≥ 2.
Conside´rons q(x, ξ)w : B → L2(Rn) un ope´rateur diffe´rentiel quadratique el-
liptique normal en dimension n ≥ 2. L’identite´ classique (1.1.1) (voir par exemple
l’estimation (V.3.31) dans [15]) rappele´e au chapitre pre´ce´dent montre que,
∀z 6∈ σ(q(x, ξ)w), ∥∥(q(x, ξ)w − z)−1∥∥ = 1
d
(
z, σ(q(x, ξ)w)
) . (2.3.3)
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Cette identite´ assure la stabilite´ du spectre sous de petites perturbations de
l’ope´rateur normal q(x, ξ)w et induit au niveau des ensembles ε-pseudo-spectraux
classiques l’identite´ suivante,
∀ε > 0, σε
(
q(x, ξ)w
)
=
{
z ∈ C : d(z, σ(q(x, ξ)w)) ≤ ε}. (2.3.4)
Compte tenu de cette description (2.3.4), il est inutile pour ces ope´rateurs nor-
maux de recourir a` une e´tude semi-classique des ensembles pseudo-spectraux
semi-classiques des ope´rateurs semi-classiques associe´s. Cette e´tude semi-classi-
que n’apporte pas d’informations plus pre´cises concernant la stabilite´ spectrale
de ces ope´rateurs que la description donne´e par (2.3.4). Terminons ce paragraphe
en donnant quelques exemples explicites de tels ope´rateurs.
Exemple 1. Conside´rons la forme quadratique elliptique de´finie sur R4,
q(x, ξ) = ξ21 + x
2
1 + ξ
2
2 + x
2
2 + i(ξ
2
2 + x
2
2).
L’ope´rateur q(x, ξ)w : B → L2(R2) est un ope´rateur normal car,
{ξ21 + x21 + ξ22 + x22, ξ22 + x22} = 0,
dont le spectre est compose´ d’apre`s le the´ore`me 2.1.5 des valeurs propres suiv-
antes,
σ
(
q(x, ξ)w
)
=
{
(2m1 + 1) + (1 + i)(2m2 + 1) : m1,m2 ∈ N
}
.
On a repre´sente´ en gris clair sur la figure 2.2 l’image nume´rique Σ(q) de cet
ope´rateur q(x, ξ)w, par des e´toiles ses valeurs spectrales et en gris fonce´ l’un de
ces ensembles ε-pseudo-spectraux.
Fig. 2.2 – Exemple 1.
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Exemple 2. Conside´rons maintenant q : Rnx × Rnξ → C ou` n ∈ N∗, une forme
quadratique elliptique a` valeurs complexes dont l’image nume´rique se re´duit a`
un secteur angulaire ferme´ de sommet 0 et d’ouverture nulle i.e. une demi-droite
ferme´e de sommet 0. On peut alors trouver z ∈ C∗ tel que la forme quadratique
Im(z−1q) soit identiquement nulle et que la forme quadratique Re(z−1q) soit
positive. L’ope´rateur diffe´rentiel quadratique elliptique,
q(x, ξ)w : B → L2(Rn),
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est alors un ope´rateur normal puisque,{
Req, Imq
}
(x, ξ) = |z|2{Re(z−1q), Im(z−1q)}(x, ξ) = 0.
En fait, on constate sous ces hypothe`ses et compte tenu de l’hypothe`se d’el-
lipticite´ de la forme quadratique q que Re(z−1q) est ne´cessairement une forme
quadratique de´finie positive. On de´duit alors du the´ore`me 2.1.6 et de la proposi-
tion 2.1.7 que l’ope´rateur q(x, ξ)w est a` une similitude z pre`s et a` une conjugaison
pre`s par un ope´rateur me´taplectique un oscillateur harmonique auto-adjoint de
dimension n,
n∑
j=1
λj(D2xj + x
2
j ),
avec λj > 0 pour tout j = 1, ..., n.
Fig. 2.3 – Exemple 2.
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Mentionnons enfin pour terminer ce paragraphe que les espaces propres asso-
cie´s aux valeurs propres d’un ope´rateur diffe´rentiel quadratique elliptique q(x, ξ)w
en dimension n ≥ 1 sont contenus dans l’espace de Schwartz S(Rn). Ceci est une
conse´quence du the´ore`me 2.1 dans [9] ou encore de la relecture des quelques lignes
de de´monstration propose´es en (2.2.19) a` la fin de la section 2.2.d de ce chapitre,
qui se ge´ne´ralisent en dimension quelconque. Il est maintenant tant de preˆter
toute notre attention au cas des ope´rateurs diffe´rentiels quadratiques elliptiques
non normaux en dimension n ≥ 2.
2.3.b Ope´rateurs diffe´rentiels quadratiques elliptiques non nor-
maux en dimension n ≥ 2.
Dans l’e´tude ge´ne´rale des proprie´te´s de stabilite´ ou d’instabilite´ spectrale des
ope´rateurs diffe´rentiels quadratiques elliptiques, l’e´tude de la classe des ope´ra-
teurs diffe´rentiels quadratiques elliptiques non normaux est la plus inte´ressante
mais e´galement la plus difficile. L’e´tude des ensembles pseudo-spectraux semi-
classiques des ope´rateurs diffe´rentiels quadratiques elliptiques non normaux en
dimension n ≥ 2 qui va suivre se scinde en deux parties. Dans une premie`re
partie, nous allons e´tablir l’existence de pseudo-spectre semi-classique d’indice
infini en tout point de l’inte´rieur de l’image nume´rique de ces ope´rateurs. Puis
dans un second temps, nous e´tudierons l’e´ventuelle existence de pseudo-spectre
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semi-classique d’indice infini a` la frontie`re de l’image nume´rique de ces ope´ra-
teurs ce qui comple´tera notre e´tude puisque nous avons de´ja` signale´ en (2.3.2)
l’absence de pseudo-spectre semi-classique d’indice 0 en tout point de l’ensemble
comple´mentaire de l’image nume´rique.
2.3.b.1 Existence de pseudo-spectre semi-classique d’indice infini a`
l’inte´rieur de l’image nume´rique ˚Σ(q).
Conside´rons q : Rnx × Rnξ → C une forme quadratique elliptique a` valeurs
complexes en dimension n ≥ 2 de´finissant un ope´rateur diffe´rentiel quadratique
elliptique non normal q(x, ξ)w et notons comme pre´ce´demment Σ(q) son image
nume´rique. Nous allons dans ce paragraphe de´montrer l’inclusion suivante,
˚Σ(q) ⊂ Λsc∞
(
q(x, hξ)w
)
. (2.3.5)
Pour de´montrer ce re´sultat dans toute sa ge´ne´ralite´, nous allons user de quelques
conside´rations ge´ome´triques propres au cadre quadratique des symboles que nous
conside´rons, ainsi que du re´sultat d’existence de pseudo-spectre semi-classique
d’indice infini e´nonce´ au the´ore`me 1.6.10 du chapitre 1 dont une de´monstration
sera donne´e au chapitre 3 de ce manuscrit. Mentionnons que nous donnerons
e´galement une autre de´monstration utilisant seulement le crite`re d’existence de
M.Zworski (rappele´ au the´ore`me 1.3.2 du chapitre 1) qui e´tablira l’existence de
pseudo-spectre semi-classique d’indice infini en tout point de l’inte´rieur de l’image
nume´rique a` l’exception des points contenus sur un nombre fini de demi-droites
singulie`res.
D’apre`s le lemme 2.1.1, on peut tout d’abord quitte a` effectuer une similitude
i.e. multiplier le symbole q par un nombre complexe non nul z, supposer que
la forme quadratique Req est une forme quadratique de´finie positive. Ensuite
compte tenu de l’invariance symplectique des ensembles pseudo-spectraux semi-
classiques (2.1.3) et de la re´duction symplectique donne´e par la proposition 2.1.7,
on peut re´duire notre e´tude au cas ou`,
Req(x, ξ) =
n∑
j=1
λj(ξ2j + x
2
j ), (2.3.6)
avec λj > 0 pour tout j = 1, ..., n. On conside`re ensuite l’union disjointe,
Σ(q) = A˜ unionsq B˜, (2.3.7)
de l’image nume´rique Σ(q) de´finie de la manie`re suivante,
A˜ =
{
z ∈ Σ(q) : ∃(x0, ξ0) ∈ R2n, z = q(x0, ξ0) et
{Req, Imq}(x0, ξ0) 6= 0
}
, (2.3.8)
et,
B˜ =
{
z ∈ Σ(q) : z = q(x0, ξ0)⇒ {Req, Imq}(x0, ξ0) = 0
}
. (2.3.9)
Nous allons dans un premier temps e´tablir l’existence de pseudo-spectre semi-
classique d’indice infini en tout point de l’ensemble A˜ puis identifier ge´ome´trique-
ment ces ensembles A˜ et B˜ en de´montrant que,
A˜ = ˚Σ(q) et B˜ = ∂Σ(q).
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2.3.b.1.1 Existence de pseudo-spectre semi-classique d’indice infini en
tout point de l’ensemble A˜.
Conside´rons z ∈ A˜. On distingue deux cas.
Cas 1 . Supposons tout d’abord que l’on puisse trouver un couple (x0, ξ0) ∈ R2n
ve´rifiant,
z = q(x0, ξ0) et{
Re(q − z), Im(q − z)}(x0, ξ0) = {Req, Imq}(x0, ξ0) < 0. (2.3.10)
On peut dans ce cas appliquer directement le crite`re d’existence de pseudo-
spectre semi-classique d’indice infini de M.Zworski rappele´ au the´ore`me 1.3.2 du
chapitre 1, pour de´montrer l’existence de pseudo-spectre semi-classique d’indice
infini au point z pour l’ope´rateur semi-classique (q(x, hξ)w)0<h≤1,
z ∈ Λsc∞
(
q(x, hξ)w
)
.
Cas 2 . Supposons maintenant que l’on ne puisse pas trouver (x0, ξ0) ∈ R2n ve´ri-
fiant (2.3.10). Comme z ∈ A˜, on peut alors au regard de la de´finition (2.3.8)
trouver un couple (x0, ξ0) ∈ R2n tel que,
z = q(x0, ξ0) et {Req, Imq}(x0, ξ0) > 0. (2.3.11)
On conside`re ensuite Y (t) la solution du proble`me de Cauchy suivant,{
Y ′(t) = HReq
(
Y (t)
)
Y (0) = (x0, ξ0),
(2.3.12)
et f la fonction de´finie par,
f(t) := Imq
(
Y (t)
)− Imq(x0, ξ0), (2.3.13)
si on de´signe ci-dessus par HReq le champ de vecteurs hamiltonien associe´ au
symbole Req,
HReq =
n∑
j=1
(∂Req
∂ξj
∂
∂xj
− ∂Req
∂xj
∂
∂ξj
)
.
Compte tenu du caracte`re quadratique du symbole Req, (2.3.12) est un prob-
le`me de Cauchy pour un syste`me line´aire d’e´quations diffe´rentielles ordinaires.
Le the´ore`me de Cauchy-Lipschitz line´aire donne l’existence d’une solution globale
Y de (2.3.12) de´finie sur R. La fonction f appartient donc a` l’espace C∞(R,R)
et un calcul direct a` partir de (2.3.12) et (2.3.13) montre que,
∀t ∈ R, f ′(t) = {Req, Imq}(Y (t)).
Comme d’apre`s (2.3.11) et (2.3.12), f ′(0) = {Req, Imq}(x0, ξ0) > 0, on en de´duit
qu’il existe ε > 0 tel que,
∀t ∈ [−ε, ε], f ′(t) > 0,
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ce qui induit comme d’apre`s (2.3.12) et (2.3.13), f(0) = 0 que,
f(ε) > 0 et f(−ε) < 0. (2.3.14)
Le lemme suivant montre ensuite que l’on peut pour tout δ > 0 trouver un temps
t0(δ) > ε tel que,
|Y (t0(δ))− Y (−ε)| < δ. (2.3.15)
Fig. 2.4 –
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Lemme 2.3.1. Conside´rons Y (t) =
(
x(t), ξ(t)
)
une fonction C∞(R,R2n) solu-
tion du syste`me line´aire d’e´quations diffe´rentielles ordinaires,
Y ′(t) = HReq
(
Y (t)
)
,
ou` Req est le symbole de´fini en (2.3.6). On a alors le re´sultat suivant,
∀t0 ∈ R,∀ε > 0,∀M > 0,∃T1 > M,∃T2 > M,
|Y (t0)− Y (t0 + T1)| < ε et |Y (t0)− Y (t0 − T2)| < ε.
Preuve. Notons Y (t0) = (a1, ..., an, b1, ..., bn) ∈ R2n. D’apre`s l’expression (2.3.6)
de´finissant le symbole Req, la fonction Y (t) =
(
x(t), ξ(t)
)
est solution du prob-
le`me de Cauchy,
∀j = 1, ..., n,

x′j(t) = 2λjξj(t)
ξ′j(t) = −2λjxj(t)
xj(t0) = aj
ξj(t0) = bj ,
dont la solution est donne´e pour tout j = 1, ..., n, t ∈ R par,{
xj(t) = bj sin
(
2(t− t0)λj
)
+ aj cos
(
2(t− t0)λj
)
ξj(t) = bj cos
(
2(t− t0)λj
)− aj sin (2(t− t0)λj). (2.3.16)
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On note βj = λj/pi pour tout j = 1, ..., n. Il faut distinguer deux cas.
Cas 1 . ∀j ∈ {1, ..., n}, βj ∈ Q. Dans ce cas, la fonction Y est pe´riodique et le
re´sultat du lemme est alors e´vident.
Cas 2 . (β1, ..., βn) 6∈ Qn. On utilise alors le re´sultat classique d’approximation
rationnelle suivant,
∀ε > 0,∀(θ1, ..., θn) ∈ Rn \Qn,∃p1, ..., pn ∈ Z,∃q ∈ N∗ tels que
0 < sup
j=1,...,n
∣∣∣∣θj − pjq
∣∣∣∣ < εq ,
dont on peut trouver une de´monstration par exemple dans [26], The´ore`me 5.2,
chapitre 33. Conside´rons 0 < ε1 < 1/2, il existe par le re´sultat pre´ce´dent des
entiers p1,1, ..., p1,n ∈ Z et qε1 ∈ N∗ tels que,
0 < sup
j=1,...,n
|qε1βj − p1,j | < ε1.
Posons ensuite,
ε2 :=
1
2
sup
j=1,...,n
|qε1βj − p1,j | > 0,
il existe par une nouvelle utilisation du re´sultat d’approximation rationnelle des
entiers p2,1, ..., p2,n ∈ Z et qε2 ∈ N∗ tels que,
0 < sup
j=1,...,n
|qε2βj − p2,j | < ε2.
En ite´rant ce proce´de´, on construit des suites (pm,j)m∈N∗ de Z pour j = 1, ..., n,
(εm)m∈N∗ de R∗+ et (qεm)m∈N∗ de N∗ telles que pour tout m ≥ 2,
0 < sup
j=1,...,n
|qεmβj − pm,j | < εm =
1
2
sup
j=1,...,n
∣∣qεm−1βj − pm−1,j∣∣ et
0 < εm <
1
2m−1
ε1. (2.3.17)
La construction pre´ce´dente impose aux e´le´ments de la suite (qεm)m∈N∗ d’eˆtre
deux a` deux distincts. En effet, si on avait qεk = qεl pour k < l, ceci impliquerait
d’apre`s (2.3.17) que,
∀j = 1, ..., n, |pk,j − pl,j | ≤ |qεkβj − pk,j |+ |qεlβj − pl,j | < εk + εl < 1,
car 0 < ε1 < 1/2, et induirait que ∀j = 1, ..., n, pk,j = pl,j puisque pk,j et pl,j
sont des entiers. Or, notre construction (2.3.17) impose que,
0 < sup
j=1,...,n
|qεlβj − pl,j | < εl ≤
1
2
sup
j=1,...,n
|qεkβj − pk,j |,
ce qui induit une contradiction. La suite (qεm)m∈N∗ est donc une suite d’entiers
deux a` deux distincts. On peut donc quitte a` extraire une sous-suite supposer
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que qεm → +∞ quand m → +∞. On en de´duit alors en utilisant (2.3.16) et
(2.3.17) que,
Y (t0 + qεm)→ Y (t0) lorsque m→ +∞.
En conside´rant ensuite la famille (β˜1, ..., β˜n) = (−β1, ...,−βn), on construit de la
meˆme manie`re une suite (q˜εm)m∈N∗ d’entiers naturels telle que q˜εm → +∞ et,
Y (t0 − q˜εm)→ Y (t0) lorsque m→ +∞.
Ceci termine la preuve du lemme 2.3.1. 
On peut alors de´duire la proprie´te´ (2.3.15) d’une application directe du
lemme 2.3.1. Comme d’apre`s (2.3.14), f(−ε) < 0, on de´duit de (2.3.13) et (2.3.15)
que l’on peut trouver un temps t0 > ε tel que f(t0) soit aussi proche de f(−ε)
que l’on veut et donc en particulier, on peut trouver t0 > ε tel que f(t0) < 0.
Comme d’apre`s (2.3.14), f(ε) > 0 et f(t0) < 0, on en de´duit d’apre`s (2.3.11) et
(2.3.13) que la fonction t 7→ Im(q − z)(Y (t)) change de signe du + vers le −
sur l’intervalle [ε, t0]. De plus, comme le flot Y (t) associe´ au champ hamiltonien
Req est aussi le flot associe´ au champ hamiltonien Re(q − z), on obtient ainsi
un changement de signe du + vers le − de la fonction Im(q − z) le long d’une
bicaracte´ristique oriente´e positivement du symbole Re(q − z) qui induit une vi-
olation de la condition (Ψ). On peut alors appliquer le the´ore`me 1.6.10 e´nonce´
au chapitre 1 pour obtenir l’existence de pseudo-spectre semi-classique d’indice
infini au point z pour l’ope´rateur semi-classique (q(x, hξ)w)0<h≤1,
z ∈ Λsc∞
(
q(x, hξ)w
)
.
Ceci de´montre l’inclusion annonce´e pre´ce´demment,
A˜ ⊂ Λsc∞
(
q(x, hξ)w
)
. (2.3.18)
Il s’agit maintenant d’identifier ge´ome´triquement cet ensemble A˜.
2.3.b.1.2 Description ge´ome´trique des ensembles A˜ et B˜.
On va maintenant s’attacher a` de´crire pre´cise´ment quels sont les ensembles A˜
et B˜ qui apparaissent dans l’union disjointe (2.3.7) de l’image nume´rique Σ(q).
Nous allons de´montrer les identite´s,
A˜ = ˚Σ(q) et B˜ = ∂Σ(q), (2.3.19)
ce qui d’apre`s l’inclusion (2.3.18) de´montrera l’existence de pseudo-spectre semi-
classique d’indice infini en tout point de l’inte´rieur de l’image nume´rique ˚Σ(q).
Rappelons que nous travaillons toujours sous l’hypothe`se assurant que la
forme quadratique Req ve´rifie (2.3.6). Dans ce cas, l’image nume´rique Σ(q) est
d’apre`s la de´monstration du lemme 2.1.1 un secteur angulaire ferme´ de sommet
0 avec une ouverture strictement plus petite que pi. Notons aussi que notre hy-
pothe`se de non normalite´ de l’ope´rateur q(x, ξ)w : B → L2(Rn) induit d’apre`s
l’e´tude de l’exemple 2 de la section 2.3.a que l’ouverture de ce secteur angulaire
est strictement positive. Ceci implique en particulier que,
˚Σ(q) 6= ∅.
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Commenc¸ons par de´montrer la premie`re inclusion,
∂Σ(q) ⊂ B˜. (2.3.20)
Pour ce faire, conside´rons z ∈ ∂Σ(q) et (x0, ξ0) ∈ R2n tels que z = q(x0, ξ0).
Ceci est licite puisque l’image nume´rique des formes quadratiques elliptiques
est toujours un ensemble ferme´. Si z = 0, la condition d’ellipticite´ impose que
(x0, ξ0) = (0, 0) et,
{Req, Imq}(x0, ξ0) = 0,
puisque le symbole {Req, Imq}(x, ξ) est une forme quadratique. Il s’ensuit d’apre`s
la de´finition (2.3.9) que z ∈ B˜. Si z ∈ ∂Σ(q) \ {0}, on conside`re Y (t) la solution
globale du proble`me de Cauchy line´aire,{
Y ′(t) = HReq
(
Y (t)
)
Y (0) = (x0, ξ0).
(2.3.21)
Etudions la fonction f(t) := Imq
(
Y (t)
)
. Comme pre´ce´demment, un calcul direct
montre que,
f ′(0) = {Req, Imq}(x0, ξ0).
Si f ′(0) 6= 0, on pourrait trouver t0 6= 0 tel que,
|f(t0)| > |f(0)| = |Imz|.
Comme Y (t) est le flot associe´ au champ hamiltonien Req, il pre´serve la forme
quadratique Req. Il s’ensuit que pour tout t ∈ R,
Req
(
Y (t)
)
= Req
(
Y (0)
)
= Rez.
Or, ceci est absurde car comme z ∈ ∂Σ(q) \ {0}, cela impliquerait au regard de
la forme de l’image nume´rique Σ(q) (cf. figure 2.5) que q
(
Y (t0)
) 6∈ Σ(q). On en
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de´duit que {Req, Imq}(x0, ξ0) = 0 ce qui montre que z appartient a` l’ensemble
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B˜ et prouve l’inclusion (2.3.20). Supposons maintenant que l’inclusion (2.3.20)
soit stricte. Dans ce cas de figure, on pourrait alors conside´rer un e´le´ment,
z ∈ B˜ \ ∂Σ(q).
Notons tout d’abord que le nombre complexe z est non nul puisque 0 ∈ ∂Σ(q).
Sa partie re´elle Rez est strictement positive puisque d’apre`s (2.3.6),
Σ(q) \ {0} ⊂ {z ∈ C∗ : Rez > 0}.
Le fait que z appartienne a` l’ensemble B˜ se traduit par l’implication suivante,{
Req(x, ξ) = Rez
Imq(x, ξ) = Imz
=⇒ {Req, Imq}(x, ξ) = 0. (2.3.22)
On sait aussi qu’il existe au moins une solution au syste`me apparaissant dans
le membre de gauche de l’implication (2.3.22). La de´finie positivite´ de la forme
quadratique Req donne´e par l’expression (2.3.6) permet via une re´duction simul-
tane´e des formes quadratiques Req et Imq de trouver un isomorphisme P de R2n
tel que dans les nouvelles coordonne´es y = P−1(x, ξ), on ait
Req(Py) =
2n∑
j=1
y2j et Imq(Py) =
2n∑
j=1
αjy
2
j avec α1 ≤ ... ≤ αn. (2.3.23)
Conside´rons ensuite p la forme quadratique de´finie par,
p(y) := {Req, Imq}(Py). (2.3.24)
On obtient dans ce nouveau syste`me de coordonne´es a` partir de (2.3.22) et
(2.3.23) que, { ∑2n
j=1 y
2
j = Rez∑2n
j=1 αjy
2
j = Imz
=⇒ p(y) = 0. (2.3.25)
Soulignons que l’isomorphisme P que nous venons d’exhiber n’a aucune raison
d’eˆtre une transformation symplectique et qu’il ne conserve donc pas a priori le
crochet de Poisson {Req, Imq}. Il semble ainsi peut eˆtre aventureux d’effectuer
une telle transformation non symplectique lors de l’identification d’un ensemble
dont la de´finition (2.3.9) est symplectiquement invariante comme l’est l’ensemble
B˜. Nous allons voir cependant que la rigidite´ du cadre quadratique dans lequel
nous travaillons va nous permettre de lever cette difficulte´.
Conside´rons pour ce faire les deux ensembles suivants,
E1 :=
{
y ∈ R2n : r(y) = 0}, (2.3.26)
avec,
r(y) :=
2n∑
j=1
(
αj − ImzRez
)
y2j , (2.3.27)
et,
E2 :=
{
y ∈ R2n : p(y) = 0}. (2.3.28)
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Le lemme suivant donne une premie`re inclusion entre les ensembles E1 et E2.
Lemme 2.3.2. On a l’inclusion,
E1 ⊂ E2. (2.3.29)
Preuve. Soit y ∈ E1. Si y = 0 alors y appartient e´galement a` l’ensemble E2
puisque d’apre`s (2.3.24), p est une forme quadratique en la variable y. Si y 6= 0,
on pose,
t =
2n∑
j=1
y2j > 0 et ∀j = 1, ..., 2n, y˜j =
√
Rez
t
yj .
Rappelons que l’on a de´ja` signale´ dans les lignes pre´ce´dant (2.3.22) que l’hy-
pothe`se z ∈ B˜ \ ∂Σ(q) imposait que Rez > 0. Comme d’une part,
2n∑
j=1
y˜2j = Rez,
et que d’autre part puisque y ∈ E1, on obtient a` partir de (2.3.26) et (2.3.27)
que,
2n∑
j=1
αj y˜
2
j =
Rez
t
2n∑
j=1
αjy
2
j =
Rez
t
2n∑
j=1
Imz
Rez
y2j = Imz,
on de´duit de l’implication (2.3.25) et de l’homoge´ne´ite´ d’ordre 2 de la forme
quadratique p que p(y˜) = Rez t−1p(y) = 0. Ceci prouve au regard de (2.3.28)
que y ∈ E2 et termine la preuve du lemme 2.3.2. 
On remarque ensuite d’apre`s l’expression (2.3.23) que la frontie`re de l’image
nume´rique ∂Σ(q) est e´gale a`,
(1 + iα1)R+ ∪ (1 + iαn)R+. (2.3.30)
Comme l’image nume´rique Σ(q) est un ensemble ferme´, l’hypothe`se,
z ∈ B˜ \ ∂Σ(q) ⊂ Σ(q) \ ∂Σ(q) = ˚Σ(q),
implique d’apre`s (2.3.30) que,
Imz
Rez
∈]α1, αn[,
ce qui induit que la signature de la forme quadratique r de´finie en (2.3.27)
de´signe´e par le couple d’entiers (r1, s1) ve´rifie,
(r1, s1) ∈ N∗ × N∗ et r1 + s1 ≤ 2n. (2.3.31)
On peut donc supposer apre`s une e´ventuelle re´indexation des variables que,
r(y) = a1y21 + ...+ ar1y
2
r1 − ar1+1y2r1+1 − ...− ar1+s1y2r1+s1 , (2.3.32)
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avec aj > 0 pour tout j = 1, ..., r1 + s1. Il de´coule alors de (2.3.26) et (2.3.32)
que l’ensemble E1 est dans ces coordonne´es le produit direct d’un coˆne propre
C de Rr1+s1 et de R2n−r1−s1 ,
E1 = C × R2n−r1−s1 . (2.3.33)
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Nous allons de´montrer dans ce qui suit qu’il y a identite´ entre les deux ensembles
E1 et E2,
E1 = E2. (2.3.34)
Raisonnons par l’absurde et supposons que tel ne soit pas le cas. On pourrait
alors d’apre`s le lemme 2.3.2 trouver,
y0 ∈ E2 \ E1, y0 = (y′0, y′′0) avec y′0 ∈ Rr1+s1 , y′′0 ∈ R2n−r1−s1 .
On de´duit alors de (2.3.33) que y′0 6∈ C. Rappelons maintenant un re´sultat
ge´ome´trique e´le´mentaire dont nous allons user a` plusieurs reprises : l’intersec-
tion d’une droite re´elle et d’une quadrique re´elle est soit re´duite a` 0, 1 ou 2
points, soit la droite est entie`rement contenue dans la quadrique. Commenc¸ons
par de´montrer que,
Rr1+s1 × {y′′ = y′′0} ⊂ E2. (2.3.35)
En effet, plac¸ons-nous dans le sous-espace affine,
F = {y ∈ R2n : y′′ = y′′0}.
On identifie pour simplifier notre propos l’espace F a` l’espace Rr1+s1 . On con-
viendra pour simplifier les explications qui vont suivre (et ce, de manie`re quelque
peu abusive) de dire que le point x′0 de Rr1+s1 appartient a` l’ensemble E2 pour
signifier que le point (x′0, y′′0) appartient a` l’ensemble E2. Avec cette convention,
il suffit pour de´montrer l’inclusion (2.3.35) de conside´rer des droites particulie`res
passant par le point y′0 de Rr1+s1 et qui coupent le coˆne C en au moins deux autres
points distincts u′0, v′0, comme celles figurant sur la figure 2.7. Ces droites D sont
alors ne´cessairement contenues dans la quadrique E2 car comme d’apre`s le lemme
2.3.2, E1 ⊂ E2, il y a alors par construction au moins trois points distincts d’in-
tersection entre ces droites et la quadrique E2,
(u′0, y
′′
0) ∈ C × R2n−r1−s1 = E1 ⊂ E2, (v′0, y′′0) ∈ C × R2n−r1−s1 = E1 ⊂ E2
et (y′0, y
′′
0) ∈ E2.
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On montre ainsi par exemple que le disque grise´ apparaissant sur la figure 2.8 est
entie`rement contenu dans l’ensemble E2. En utilisant ensuite la structure de coˆne
de l’ensemble E2, on en de´duit que tout l’inte´rieur du coˆne C (cf. figure 2.9) est
contenu dans E2. Puis en utilisant encore d’autres intersections particulie`res avec
des droites comme sur la figure 2.10, on en de´duit d’apre`s notre identification de
l’espace F avec Rr1+s1 que l’inclusion (2.3.35) est ve´rifie´e.
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Nous allons maintenant de´montrer que dans ces conditions, on a l’identite´,
E2 = R2n. (2.3.36)
En effet, conside´rons (y˜′0, y˜′′0) ∈ R2n = Rr1+s1 × R2n−r1−s1 . Si y˜′0 ∈ C alors,
(y˜′0, y˜
′′
0) ∈ E2,
car d’apre`s (2.3.29) et (2.3.33), (y˜′0, y˜′′0) ∈ E1 et E1 ⊂ E2. Si par contre y˜′0 6∈ C,
on peut choisir u ∈ Rr1+s1 distinct du point y˜′0 tel que u 6∈ C et tel que la droite
joignant y˜′0 a` u dans Rr1+s1 intersecte C en au moins deux points distincts note´s
v et w (cf. figure 2.11). On peut ainsi trouver des re´els distincts t1, t2 ∈ R\{0, 1}
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Fig. 2.9 –
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tels que,
v = (1− t1)y˜′0 + t1u ∈ C et w = (1− t2)y˜′0 + t2u ∈ C.
Conside´rons maintenant la droite D de R2n admettant la parame´trisation suiv-
ante,
D :=
{
(1− t)(y˜′0, y˜′′0) + t(u, y′′0) : t ∈ R
}
.
Cette droite re´elle contient alors par construction au moins trois points distincts
de E2 : (
v, (1− t1)y˜′′0 + t1y′′0
)
,
(
w, (1− t2)y˜′′0 + t2y′′0
)
et (u, y′′0).
En effet, c’est une conse´quence du fait que v et w appartiennent a` C et des iden-
tite´s (2.3.29), (2.3.33) et (2.3.35). La droite D est donc incluse dans la quadrique
E2 ce qui induit que dans ce cas aussi (y˜′0, y˜′′0) ∈ D ⊂ E2. On vient ainsi de
de´montrer que si les deux ensembles E1 et E2 e´taient distincts alors l’ensem-
ble E2 est e´gal a` l’espace R2n. Ce fait induit alors au regard de (2.3.28) que la
forme quadratique p est identiquement nulle. Il s’ensuit en revenant au syste`me
de coordonne´es initiales (x, ξ) = Py que d’apre`s (2.3.24), la forme quadratique
{Req, Imq}(x, ξ) est alors e´galement identiquement nulle. Or, ceci ne peut pas
eˆtre le cas d’apre`s la proposition 2.1.4 puisque nous e´tudions ici un ope´rateur
q(x, ξ)w : B → L2(Rn) qui est suppose´ non normal. Ceci termine notre raison-
nement par l’absurde pour de´montrer l’identite´ (2.3.34),
E1 = E2.
Ce fait e´tant acquis, reprenons notre discussion et le premier raisonnement par
l’absurde qui supposait l’existence d’un e´le´ment z ∈ B˜ \ ∂Σ(q) dans les lignes
pre´ce´dant (2.3.22). Conside´rons maintenant y0 6∈ E1 = E2. Ceci est possible
puisque nous venons de voir que la non normalite´ de l’ope´rateur q(x, ξ)w : B →
L2(Rn) imposait que la forme quadratique p de´finie en (2.3.24) soit non iden-
tiquement nulle ce qui induit au regard de (2.3.28) que,
E1 = E2 6= R2n.
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Les quantite´s r(y0) et p(y0) sont donc non nulles d’apre`s (2.3.26) et (2.3.28). Soit
λ un e´le´ment de R∗ tel que p(y0) = λr(y0) et conside´rons la forme quadratique,
r˜(y) := p(y)− λr(y). (2.3.37)
Il de´coule de (2.3.26), (2.3.28), (2.3.34) et (2.3.37) que,
E1 ⊂ {y ∈ R2n : r˜(y) = 0}. (2.3.38)
Cette inclusion (2.3.38) est stricte puisque par construction r˜(y0) = 0 et que
y0 6∈ E1. En reprenant exactement le meˆme raisonnement ge´ome´trique de´crit
dans les lignes pre´ce´dentes pour de´montrer (2.3.34) qui utilise des conside´ra-
tions d’intersections entre des droites et une quadrique, on de´montre que la
forme quadratique r˜ est dans ces conditions ne´cessairement identiquement nulle.
Il s’ensuit d’apre`s (2.3.37) que,
p = λr. (2.3.39)
Enfin en revenant au syste`me de coordonne´es initiales (x, ξ) = Py, on obtient en
utilisant (2.3.23), (2.3.24), (2.3.27) et (2.3.39) que,
{Req, Imq}(x, ξ) = λ
(
Imq(x, ξ)− Imz
Rez
Req(x, ξ)
)
. (2.3.40)
Si on conside`re maintenant (x0, ξ0) ∈ R2n tel que q(x0, ξ0) ∈ ∂Σ(q) \ {0} ce qui
est possible puisque l’image nume´rique Σ(q) est dans le cas que nous e´tudions un
secteur angulaire ferme´ de sommet 0 avec une ouverture strictement positive et
strictement plus petite que pi, on de´duit de (2.3.9) et (2.3.20) que ne´cessairement,
{Req, Imq}(x0, ξ0) = 0.
Ceci induit d’apre`s (2.3.40) que,
Imq(x0, ξ0) =
Imz
Rez
Req(x0, ξ0), (2.3.41)
77
2.3. Cas de la dimension n ≥ 2.
Fig. 2.11 –
 




	




car λ ∈ R∗. Comme d’apre`s (2.3.23) et la structure de l’image nume´rique Σ(q),
q(x0, ξ0) ∈ ∂Σ(q) \ {0} ⊂ {z ∈ C : Rez > 0},
l’identite´ (2.3.41) montre que le point z appartient aussi a` l’ensemble ∂Σ(q).
Mais ceci est contraire a` notre hypothe`se initiale,
z ∈ B˜ \ ∂Σ(q).
Finalement, ceci termine notre raisonnement par l’absurde et nous permet d’obtenir
l’identite´,
B˜ = ∂Σ(q), (2.3.42)
que nous voulions de´montrer. Il de´coule ensuite de l’union disjointe (2.3.7) la
seconde identite´,
A˜ = ˚Σ(q), (2.3.43)
annonce´e au de´but du paragraphe 2.3.b.1.2.
Nous avons ainsi de´montre´ dans cette section que pour tout ope´rateur dif-
fe´rentiel quadratique elliptique non normal q(x, ξ)w en dimension n ≥ 2, il y a
pre´sence de pseudo-spectre semi-classique d’indice infini en tout point de l’in-
te´rieur de l’image nume´rique ˚Σ(q) qui est un sous-ensemble du plan complexe
posse´dant la structure d’un secteur angulaire ouvert de sommet 0 avec une ou-
verture strictement positive et strictement plus petite que pi. Ce re´sultat montre
que les hautes e´nergies des ope´rateurs diffe´rentiels quadratiques elliptiques non
normaux q(x, ξ)w en dimension n ≥ 2 sont tre`s instables sous de petites pertur-
bations. En effet, l’existence de pseudo-spectre semi-classique d’indice infini en
tout point de l’inte´rieur de l’image nume´rique ˚Σ(q) montre en de´laissant le cadre
semi-classique qui e´tait le noˆtre jusqu’a` pre´sent pour revenir a` un cadre classique
(h = 1) via le changement de variables pre´cise´ en (1.5.2) au chapitre 1 que pour
tout z ∈ ˚Σ(q), la re´solvante de l’ope´rateur q(x, ξ)w explose en norme le long de
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la demi-droite zR+ de la manie`re suivante,
∀N ∈ N,∀C > 0,∀η0 ≥ 1,∃η ≥ η0,
∥∥(q(x, ξ)w − zη)−1∥∥ ≥ CηN , (2.3.44)
et ce, meˆme si cette demi-droite ne rencontre pas le spectre de l’ope´rateur
q(x, ξ)w.
2.3.b.2 Une autre de´monstration de l’existence de pseudo-spectre
semi-classique d’indice infini.
Conside´rons q(x, ξ)w un ope´rateur diffe´rentiel quadratique elliptique non nor-
mal en dimension n ≥ 2. Nous allons dans les lignes qui suivent donner une autre
de´monstration de l’existence de pseudo-spectre semi-classique d’indice infini pour
tous les points de l’inte´rieur de l’image nume´rique ˚Σ(q) qui n’appartiennent pas
a` certaines demi-droites singulie`res. Comme pre´ce´demment, on peut supposer
apre`s une similitude et une re´duction symplectique que la forme quadratique
Req ve´rifie (2.3.6). En utilisant cette de´finie positivite´ de la forme quadratique
Req induite par (2.3.6), on peut via une re´duction simultane´e des formes quadra-
tiques Req et Imq trouver un isomorphisme P de R2n tel que dans les nouvelles
coordonne´es y = P−1(x, ξ), on ait,
r1(y) = Req(Py) =
2n∑
j=1
y2j et
r2(y) = Imq(Py) =
2n∑
j=1
αjy
2
j avec α1 ≤ ... ≤ αn. (2.3.45)
Etudions le cas ou` les formes diffe´rentielles dr1(y) et dr2(y) forment un syste`me
lie´ sur R i.e. il existe (λ, µ) ∈ R2 \ {(0, 0)} tels que,
λdr1(y) + µdr2(y) = 0. (2.3.46)
Il de´coule de (2.3.45) et (2.3.46) que pour tout j = 1, ..., 2n,
(λ+ µαj)yj = 0. (2.3.47)
Si y 6= 0, il existe alors j0 ∈ {1, ..., 2n} tel que yj0 6= 0, ce qui implique,
λ+ µαj0 = 0. (2.3.48)
On de´duit alors de (2.3.47) et (2.3.48) que yj = 0 si αj 6= αj0 . Ce dernier re´sultat
induit que si,
z ∈ ˚Σ(q) \ ((1 + iα1)R∗+ ∪ ... ∪ (1 + iαn)R∗+),
alors les diffe´rentielles dReq et dImq sont inde´pendantes sur R en tout point de
l’ensemble q−1(z). Conside´rons donc,
z ∈ ˚Σ(q) \ ((1 + iα1)R∗+ ∪ ... ∪ (1 + iαn)R∗+).
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Comme on travaille dans l’espace R2n avec n ≥ 2, on peut appliquer le lemme 3.1
de [7] (voir aussi le lemme 8.1 de [20]). Il s’ensuit que pour toute partie connexe
et compact Γ de l’ensemble q−1(z), on a∫
Γ
{Req, Imq}(ρ)λq,z(dρ) = 0, (2.3.49)
si λq,z de´signe ci-dessus la mesure de Liouville qui satisfait a` l’identite´,
λq,z ∧ dReq ∧ dImq = σ
n
n!
.
Les faits que les diffe´rentielles dReq et dImq soient inde´pendantes sur l’ensemble
q−1(z) et que z ∈ ˚Σ(q) impliquent que l’ensemble q−1(z) est une sous-varie´te´ non
vide de codimension 2 de R2n. De plus en utilisant que z ∈ ˚Σ(q), on de´duit de
(2.3.8) et (2.3.43) qu’il existe un couple (x0, ξ0) ∈ q−1(z) tel que,
{Req, Imq}(x0, ξ0) 6= 0. (2.3.50)
L’identite´ (2.3.49) valable pour toute partie connexe et compact Γ de l’ensemble
q−1(z) entraˆıne au regard de (2.3.50) l’existence d’un couple (x˜0, ξ˜0) ∈ q−1(z) tel
que,
{Req, Imq}(x˜0, ξ˜0) < 0.
Comme {
Re(q − z), Im(q − z)}(x˜0, ξ˜0) = {Req, Imq}(x˜0, ξ˜0) < 0,
on peut alors appliquer le crite`re d’existence de pseudo-spectre semi-classique
d’indice infini de M.Zworski rappele´ au the´ore`me 1.3.2 du chapitre 1. Ceci de´-
montre l’inclusion,
Σ˚(q) \ ((1 + iα1)R∗+ ∪ ... ∪ (1 + iαn)R∗+) ⊂ Λsc∞(q(x, hξ)w),
qui de´montre l’existence de pseudo-spectre semi-classique d’indice infini en tous
les points de l’inte´rieur de l’image nume´rique prive´e d’un nombre fini de demi-
droites singulie`res (1 + iα1)R∗+,...,(1 + iαn)R∗+.
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2.3.b.3 Etude pseudo-spectrale sur la frontie`re de l’image nume´rique.
Les re´sultats du paragraphe pre´ce´dent ont montre´ que les hautes e´nergies
de tout ope´rateur diffe´rentiel quadratique elliptique non normal q(x, ξ)w en di-
mension n ≥ 2, e´taient tre`s instables sous de petites perturbations. En effet,
ces re´sultats ont mis en e´vidence la pre´sence de pseudo-spectre semi-classique
d’indice infini en tout point de l’inte´rieur de l’image nume´rique de ces ope´ra-
teurs. Cette pre´sence de pseudo-spectre semi-classique d’indice infini induit pour
ces ope´rateurs l’existence de re´gions du plan complexe pouvant eˆtre lointaines de
leurs spectres sur lesquelles leurs re´solvantes explosent en norme. Nous voulons
dans ce paragraphe essayer de pre´ciser la ge´ome´trie de ces re´gions en donnant une
description fine des ensembles ε-pseudo-spectraux de ces ope´rateurs analogue a`
celle donne´e par la conjecture de Boulton pour l’oscillateur harmonique non auto-
adjoint. Pour ce faire, nous allons e´tudier l’e´ventuelle existence de pseudo-spectre
semi-classique d’indice infini sur la frontie`re de l’image nume´rique ∂Σ(q). Nous
preˆterons une attention particulie`re a` pre´ciser quelle est la perte de puissance
de h qui apparaˆıt dans le cas d’une absence de pseudo-spectre semi-classique
d’indice infini. En effet, comme nous l’avons de´ja` mentionne´ et comme nous le
verrons explicitement au chapitre 4 de cette the`se, c’est le re´sultat d’absence de
pseudo-spectre semi-classique d’indice 2/3 sur la frontie`re de l’image nume´rique
prive´e de l’origine de l’oscillateur harmonique non auto-adjoint qui permet de
de´montrer la conjecture de Boulton.
Commenc¸ons par poser notre cadre d’e´tude et fixer certaines terminologies.
On conside`re dans ce paragraphe q(x, ξ)w : B → L2(Rn), n ≥ 2, un ope´rateur
diffe´rentiel quadratique elliptique non normal. On a de´ja` pre´cise´ a` la section 2.3.b
que l’image nume´rique Σ(q) e´tait dans ce cas un secteur angulaire ferme´ de
sommet 0 avec une ouverture strictement positive et strictement plus petite que
pi. La frontie`re de l’image nume´rique ∂Σ(q) posse`de donc la structure suivante,
∂Σ(q) = {0} unionsq∆1 unionsq∆2, (2.3.51)
ou` ∆1 et ∆2 de´signent deux demi-droites ouvertes de sommet 0. Pour j ∈ {1, 2}
et z ∈ ∆j , on dira dans ce qui suit et ce, conforme´ment aux de´finitions du
chapitre 27 de [12] que le symbole p(x, ξ) := q(x, ξ) − z est d’ordre k(x0, ξ0) au
point (x0, ξ0) ∈ R2n si k(x0, ξ0) de´signe l’e´le´ment de N ∪ {+∞} de´fini par,
k(x0, ξ0) = sup
{
j ∈ Z : pI(x0, ξ0) = 0, ∀ 1 ≤ |I| ≤ j
}
,
si I = (i1, i2, ..., ik) ∈ {1, 2}k, |I| = k et si le symbole pI est de´fini par les crochets
de Poisson ite´re´s (cf. chapitre 27, section 27.2 dans [12]),
pI = Hpi1Hpi2 ...Hpik−1pik ,
ou` p = p1 + ip2 et pj ∈ C∞(R2n,R), j ∈ {1, 2}. L’ordre du symbole q au point z
est ensuite de´fini comme le maximum des ordres du symbole p = q − z en tout
point (x0, ξ0) ∈ R2n ve´rifiant p(x0, ξ0) = q(x0, ξ0)− z = 0. Comme le symbole q
est une forme quadratique et que pour tout I, |I| > 1, les crochets de Poisson
ite´re´s pI sont encore des formes quadratiques en les variables (x, ξ), ces crochets
de Poisson ite´re´s posse`dent tous une proprie´te´ d’homoge´ne´ite´ de degre´ 2 induisant
81
2.3. Cas de la dimension n ≥ 2.
le fait que l’ordre de q en tout point de la demi-droite ouverte ∆j est le meˆme.
On de´signera dans ce qui suit par kj ∈ N ∪ {+∞} cet ordre commun et on dira
plus simplement lors de notre e´tude de l’ope´rateur q(x, ξ)w que kj est l’ordre de
la demi-droite ouverte ∆j de ∂Σ(q). Les deux exemples suivants montrent que
l’ordre d’une telle demi-droite ouverte peut prendre des valeurs finies ou infinies.
Exemple 1. Conside´rons tout d’abord la forme quadratique elliptique de´finie sur
R2n,
q1(x, ξ) = ξ21 + x
2
1 + ...+ ξ
2
n + x
2
n + ix
2
1.
Comme pour tout (x, ξ) 6= (0, 0),
x21(ξ
2
1 + x
2
1 + ...+ ξ
2
n + x
2
n)
−1 ≤ 1, (2.3.52)
on en de´duit que l’image nume´rique Σ(q1) est donne´e par,{
z ∈ C∗ : 0 ≤ argz ≤ pi/4} ∪ {0}.
Si on note ∆1 = ei
pi
4R∗+, l’ine´galite´ (2.3.52) induit que,{
(x, ξ) ∈ R2n : q1(x, ξ) ∈ ∆1
}
=
{
(x, ξ) ∈ R2n : x1 6= 0; ∀j > 1, xj = 0; ∀j = 1, ..., n, ξj = 0
}
.
Conside´rons z1 = 1 + i ∈ ∆1. On a
Fig. 2.13 –
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{
(x, ξ) ∈ R2n : q1(x, ξ) = z1
}
=
{
x1 = 1 ou x1 = −1; ∀j > 1, xj = 0; ∀j = 1, ..., n, ξj = 0
}
, (2.3.53)
et un calcul direct montre que,
{Req1, Imq1}(x, ξ) = 4x1ξ1 et H2Req1Imq1 = 8ξ21 − 8x21. (2.3.54)
Il s’ensuit au regard de la proposition 2.1.4 que l’ope´rateur,
q1(x, ξ)w : B → L2(Rn),
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n’est pas un ope´rateur normal et que l’ordre du symbole q1 sur la demi-droite
∆1 est d’apre`s (2.3.53) et (2.3.54), fini et e´gal a` 2.
Exemple 2. Conside´rons la forme quadratique elliptique de´finie sur R2n,
q2(x, ξ) = ξ21 + x
2
1 + ...+ ξ
2
n + x
2
n + i(2ξ
2
1 + 2x
2
1 + ξ
2
2).
Comme pour tout (x, ξ) 6= (0, 0),
(2ξ21 + 2x
2
1 + ξ
2
2)(ξ
2
1 + x
2
1 + ...+ ξ
2
n + x
2
n)
−1 ≤ 2,
on en de´duit que l’image nume´rique Σ(q2) est donne´e par,
{z ∈ C : 0 ≤ Imz ≤ 2Rez}.
Si on note maintenant ∆2 = (1 + 2i)R∗+, on a
Fig. 2.14 –
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{
(x, ξ) ∈ R2n : q2(x, ξ) = 1 + 2i
}
={
(x, ξ) ∈ R2n : x21 + ξ21 = 1;∀j > 1, xj = ξj = 0
}
, (2.3.55)
et un calcul direct donne que,
{Req2, Imq2}(x, ξ) = −4x2ξ2. (2.3.56)
L’identite´ (2.3.56) montre que l’ope´rateur q2(x, ξ)w : B → L2(Rn) n’est pas un
ope´rateur normal. En utilisant cette identite´ (2.3.56), il est facile de ve´rifier en
conservant les notations pre´ce´dentes et ce, par re´currence que les formes quadra-
tiques (q2)I pour |I| ≥ 2 sont de la forme,
(q2)I(x, ξ) = ax22 + bx2ξ2 + cξ
2
2 , (2.3.57)
avec a, b et c des nombres re´els. Si on pose ensuite p = q2 − (1 + 2i), on obtient
d’apre`s (2.3.55) et (2.3.57) que,
q2(x0, ξ0) = 1 + 2i⇒ ∀ |I| ≥ 1, pI(x0, ξ0) = 0.
Ceci montre que l’ordre du symbole q2 sur la demi-droite ∆2 est infini. Profitons
de cet exemple pour constater que dans un tel cas d’ordre infini, on ne peut pas
83
2.3. Cas de la dimension n ≥ 2.
espe´rer controˆler la norme de la re´solvante de l’ope´rateur q2(x, ξ)w sur une zone
de l’image nume´rique proche de la demi-droite ∆2 plus vaste qu’une re´gion de la
forme, {
z ∈ Σ(q2) : d(z,∆2) ≤ C
}
, (2.3.58)
ou` C de´signe une constante strictement positive. En effet, on peut ve´rifier dans
le cas pre´sent graˆce au the´ore`me 2.1.5 que l’ope´rateur,
q2(x, ξ)w : B → L2(Rn),
posse`de une suite de valeurs propres re´gulie`rement espace´es sur une demi-droite
paralle`le a` ∆2. Ce fait constitue une obstruction a` un controˆle de la norme de
la re´solvante sur une zone proche de la demi-droite ∆2 plus e´tendue de l’image
nume´rique qu’une re´gion de la forme (2.3.58).
Dans cette section 2.3.b.3, nous allons de´montrer qu’il n’y a jamais de pseudo-
spectre semi-classique d’indice infini en 0 et plus pre´cise´ment qu’il n’y a pas de
pseudo-spectre semi-classique d’indice 1 en 0,
0 ∈ (Λsc1 (q(x, hξ)w))c.
D’apre`s (2.3.1), ce re´sultat sera une conse´quence de l’estimation a priori suivante,
∃C > 0,∀h > 0,∀u ∈ B, ‖q(x, hξ)wu‖L2(Rn) ≥ Ch‖u‖L2(Rn),
que nous allons e´tablir dans les lignes a` venir. Comme d’apre`s la proposition 2.1.3
l’ope´rateur q(x, hξ)w + z est un ope´rateur de Fredholm d’indice 0 pour tout
h > 0 et z ∈ C, cette estimation a priori permet seulement en revenant au cadre
classique (h = 1) de borner la norme de la re´solvante de l’ope´rateur q(x, ξ)w sur
certains disques centre´s en 0. Ce re´sultat n’apporte donc pas d’information sur la
ge´ome´trie des ensembles ε-pseudo-spectraux. Par contre, l’e´tude de la pre´sence
de pseudo-spectre semi-classique d’indice infini sur les demi-droites ouvertes ∆1
et ∆2 de (2.3.51) est beaucoup plus inte´ressante pour pre´ciser selon l’ordre de
ces demi-droites la ge´ome´trie de ces ensembles.
Dans le cas ou` l’ordre kj de la demi-droite ouverte ∆j , j ∈ {1, 2} est fini, nous
allons de´montrer que cet ordre kj est ne´cessairement pair et qu’en tout point
de cette demi-droite ouverte ∆j , il n’y a pas de pseudo-spectre semi-classique
d’indice kj/(kj + 1),
∆j ⊂
(
Λsckj/(kj+1)
(
q(x, hξ)w
))c
.
Comme d’apre`s la proposition 2.1.3, l’ope´rateur q(x, ξ)w + z est un ope´rateur
de Fredholm d’indice 0 pour tout z ∈ C, l’inclusion pre´ce´dente induit au regard
de notre discussion de la section 1.5 du chapitre 1 qu’il existe des constantes
strictement positives C1 et C2 telles que la re´solvante de l’ope´rateur q(x, ξ)w
reste borne´e en norme sur la re´gion suivante de l’ensemble re´solvant,{
u ∈ C : |u| ≥ C1 et d(∆j , u) ≤ C2|proj∆ju|
1
kj+1
}
,
ou` proj∆ju de´signe la projection orthogonale de u sur la demi-droite ferme´e ∆j .
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Dans le cas ou` l’ordre kj de la demi-droite ouverte ∆j , j ∈ {1, 2} est infini,
l’exemple 2 de la section 2.3.b.3 montre d’apre`s cette meˆme discussion de la
section 1.5 que l’on ne peut pas espe´rer de´montrer un re´sultat meilleur que
l’absence de pseudo-spectre semi-classique d’indice 1. Nous allons de´montrer que
ce re´sultat,
∆j ⊂
(
Λsc1
(
q(x, hξ)w
))c
,
est ve´rifie´ pour une tre`s large classe d’ope´rateurs diffe´rentiels quadratiques ellip-
tiques non normaux en dimension n ≥ 2. Cela sera par exemple le cas de tous ces
ope´rateurs en dimension n = 2. Malheureusement, comme nous l’e´voquions lors
de notre introduction, nous ne savons toujours pas actuellement si ce re´sultat est
ve´rifie´ en toute ge´ne´ralite´ meˆme si on peut le penser.
Concernant les ingre´dients ne´cessaires aux de´monstrations qui vont suivre,
nous allons utiliser le re´sultat de N.Dencker, J.Sjo¨strand et M.Zworski, The´ore`me 1.4
dans [7] pour de´montrer l’absence de pseudo-spectre semi-classique d’indice kj/(kj+
1) sur les demi-droites ∆j d’ordre fini. Pour e´tablir les re´sultats du the´ore`me 1.6.7
dans le cas de demi-droites ∆j d’ordre infini, nous aurons cette fois recours a`
l’e´tude de la de´croissance en temps de la norme du semi-groupe a` contractions
etzq(x,ξ)
w
pour des valeurs particulie`res du nombre complexe non nul z. Nous
devrons pour ce faire e´tablir des estimations fines sur le symbole de Weyl de ce
semi-groupe a` partir de la formule de Mehler de´montre´e par L.Ho¨rmander dans
[13].
2.3.b.3.1 Absence de pseudo-spectre semi-classique d’indice 1 en 0.
Comme pre´ce´demment, on peut supposer apre`s une similitude et une re´duction
symplectique line´aire re´elle que la forme quadratique Req ve´rifie (2.3.6). Il s’en-
suit que pour u ∈ S(Rn),
2Re
(
q(x, hξ)wu, u
)
L2(Rn)
= 2
n∑
j=1
λj
(‖hDxju‖2L2(Rn) + ‖xju‖2L2(Rn))+ ([I, iImq(x, hξ)w]u, u)L2(Rn)
= 2
n∑
j=1
λj
(‖hDxju‖2L2(Rn) + ‖xju‖2L2(Rn))
≥
n∑
j=1
λj‖hDxju+ ixju‖2L2(Rn) ≥ h
( n∑
j=1
λj
)
‖u‖2L2(Rn), (2.3.59)
puisque pour tout u ∈ S(Rn),
‖hDxju+ ixju‖2L2(Rn)
= ‖hDxju‖2L2(Rn) + 2Re(hDxju, ixju)L2(Rn) + ‖xju‖2L2(Rn)
= ‖hDxju‖2L2(Rn) +
(
[hDxj , ixj ]u, u
)
L2(Rn) + ‖xju‖2L2(Rn)
≥ ([hDxj , ixj ]u, u)L2(Rn) = h‖u‖2L2(Rn). (2.3.60)
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On de´duit de (2.3.59) et de l’ine´galite´ de Cauchy-Schwarz l’estimation,
∀u ∈ S(Rn),∀h > 0, ‖q(x, hξ)wu‖L2(Rn) ≥
h
2
( n∑
j=1
λj
)
‖u‖L2(Rn),
qui peut eˆtre e´tendue a` l’espace B par densite´. Cette estimation a priori mon-
tre qu’il n’y a pas de pseudo-spectre semi-classique d’injectivite´ d’indice 1 en 0.
Comme d’apre`s (2.3.1), les deux notions de pseudo-spectre semi-classique co¨ınci-
dent, on en de´duit que pour tout ope´rateur diffe´rentiel quadratique elliptique non
normal q(x, ξ)w en dimension n ≥ 2, il n’y a pas de pseudo-spectre semi-classique
d’indice 1 en 0,
0 ∈ (Λsc1 (q(x, hξ)w))c.
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2.3.b.3.2 Cas ou` l’ordre de la demi-droite ∆j est fini.
Nous allons de´montrer dans ce paragraphe que si ∆j est une demi-droite ouverte
de ∂Σ(q) d’ordre fini kj pour le symbole q, alors cet ordre est ne´cessairement
pair et il n’y a pas de pseudo-spectre semi-classique d’indice kj/(kj+1) sur cette
demi-droite ouverte ∆j ,
∆j ⊂
(
Λsckj/(kj+1)
(
q(x, hξ)w
))c
.
Apre`s avoir effectue´ les meˆmes re´ductions que lors de l’e´tude en 0 du para-
graphe 2.3.b.3.1, on peut supposer que la forme quadratique Req ve´rifie (2.3.6).
Ensuite, compte tenu de la densite´ de l’espace de Schwartz S(Rn) dans l’espace B
et comme d’apre`s (2.3.1),
λsckj/(kj+1)
(
q(x, hξ)w
)
= Λsckj/(kj+1)
(
q(x, hξ)w
)
,
il suffit pour de´montrer ces re´sultats de de´montrer le the´ore`me suivant.
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The´ore`me 2.3.3. Si la demi-droite ouverte ∆j est d’ordre fini kj pour le symbole
q alors cet ordre est ne´cessairement pair et on a l’estimation a priori,
∀z ∈ ∆j ,∃h0 > 0,∃C > 0,∀ 0 < h < h0,∀u ∈ S(Rn),
‖q(x, hξ)wu− zu‖L2(Rn) ≥ Ch
kj
kj+1 ‖u‖L2(Rn). (2.3.61)
Preuve. Conside´rons le symbole r appartenant a` l’espace C∞b (R2n,C) de´signant
l’espace des fonctions C∞ qui sont borne´es sur R2n ainsi que toutes leurs de´rive´es,
r(x, ξ) :=
q(x, ξ)− z
1 + x2 + ξ2
, (2.3.62)
pour z ∈ ∆j . Remarquons premie`rement que le fait que z ∈ ∂Σ(q) \ {0} induit
que 0 ∈ ∂Σ˜(r) si on note,
Σ˜(r) = r(R2n).
Constatons aussi que ce symbole r ve´rifie la condition de type principal en 0. En
effet s’il existait un couple (x0, ξ0) de R2n ve´rifiant r(x0, ξ0) = 0 et dr(x0, ξ0) = 0,
on obtiendrait a` partir de (2.3.62) que,
dq(x0, ξ0) = 0. (2.3.63)
Comme apre`s nos diverses re´ductions la forme quadratique Req ve´rifie (2.3.6),
on obtiendrait ensuite a` partir de (2.3.63) que,
dReq(x0, ξ0) = 2
n∑
j=1
λj
(
(x0)jdxj + (ξ0)jdξj
)
= 0,
ce qui induirait comme λj > 0 pour tout j = 1, ..., n que (x0, ξ0) = (0, 0) et
q(x0, ξ0) = 0 puisque q est une forme quadratique. Or, ceci est impossible puisque
comme r(x0, ξ0) = 0, on doit avoir d’apre`s (2.3.62), q(x0, ξ0) = z 6= 0 car,
z ∈ ∆j ⊂ ∂Σ(q) \ {0}.
Notons aussi au regard de l’expression (2.3.62) que le fait que le point z soit
d’ordre fini kj pour le symbole q induit que le point 0 soit e´galement d’ordre
fini kj pour le symbole r et que les identite´s (2.3.6) et (2.3.62) imposent que
l’ensemble,{
(x, ξ) ∈ R2n : r(x, ξ) = 0} = {(x, ξ) ∈ R2n : q(x, ξ) = z},
soit un ensemble compact. On peut donc appliquer le the´ore`me 1.4 de [7] qui
assure la parite´ de l’entier kj , kj ≥ 1 et l’existence de constantes h0 > 0 et
C1 > 0 telles que,
∀ 0 < h < h0,∀u ∈ S(Rn), ‖r(x, hξ)wu‖L2(Rn) ≥ C1h
kj
kj+1 ‖u‖L2(Rn). (2.3.64)
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Remarque. On n’a pas ve´rifie´ que la condition dynamique (1.7) du the´ore`me 1.4
de [7] e´tait remplie car cette hypothe`se est superflue pour la de´monstration du
the´ore`me 1.4. La de´monstration de ce the´ore`me n’utilise en effet qu’une partie de
la preuve du lemme 4.1 de [7] (une partie du second paragraphe de cette preuve)
ou` n’intervient pas cette condition (1.7).
Remarquons que d’apre`s le re´sultat de calcul symbolique donne´ par le the´ore`me
18.5.4 dans [12] et (2.3.62), on peut e´crire que,
r(x, hξ)w(1 + x2 + h2ξ2)w = q(x, hξ)w − z + hr1(x, hξ)w
+ h2r2(x, hξ)w, (2.3.65)
si on note,
r1(x, ξ) := −ix∂r
∂ξ
(x, ξ) + iξ
∂r
∂x
(x, ξ), (2.3.66)
et,
r2(x, ξ) := −12
∂2r
∂x2
(x, ξ)− 1
2
∂2r
∂ξ2
(x, ξ). (2.3.67)
Il est facile de ve´rifier directement d’apre`s l’expression (2.3.62) que ces fonctions
r1 et r2 appartiennent a` l’espace C∞b (R2n,C) ce qui induit en utilisant le the´ore`me
de Caldero´n-Vaillancourt l’existence d’une constante C2 strictement positive telle
que pour tout u ∈ S(Rn) et 0 < h ≤ 1,
‖r1(x, hξ)wu‖L2(Rn) ≤ C2‖u‖L2(Rn), (2.3.68)
et,
‖r2(x, hξ)wu‖L2(Rn) ≤ C2‖u‖L2(Rn). (2.3.69)
On de´duit alors de (2.3.64), (2.3.65), (2.3.68), (2.3.69) et de l’ine´galite´ triangu-
laire que pour tout u ∈ S(Rn) et 0 < h < h0,
C1h
kj
kj+1 ‖(1 + x2 + h2ξ2)wu‖L2(Rn)
≤ ‖r(x, hξ)w(1 + x2 + h2ξ2)wu‖L2(Rn)
≤ ‖q(x, hξ)wu− zu‖L2(Rn) + C2h(1 + h)‖u‖L2(Rn). (2.3.70)
Comme d’apre`s l’ine´galite´ de Cauchy-Schwarz, on a pour tout u ∈ S(Rn) et
0 < h ≤ 1,
‖u‖2L2(Rn) ≤ ‖u‖2L2(Rn) + ‖xu‖2L2(Rn) + ‖hDxu‖2L2(Rn)
=
(
(1 + x2 + h2ξ2)wu, u
)
L2(Rn)
≤ ‖(1 + x2 + h2ξ2)wu‖L2(Rn)‖u‖L2(Rn), (2.3.71)
on obtient d’apre`s (2.3.70) que pour tout u ∈ S(Rn) et 0 < h < h0,
C1h
kj
kj+1 ‖u‖L2(Rn) ≤ ‖q(x, hξ)wu− zu‖L2(Rn) + C2h(1 + h)‖u‖L2(Rn). (2.3.72)
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Comme l’entier kj est supe´rieur ou e´gal a` 1, on de´duit de (2.3.72) qu’il existe des
constantes h′0 > 0 et C3 > 0 telles que,
∀ 0 < h < h′0,∀u ∈ S(Rn), ‖q(x, hξ)wu− zu‖L2(Rn) ≥ C3h
kj
kj+1 ‖u‖L2(Rn).
Ceci termine la preuve du the´ore`me 2.3.3. 
Remarquons a` la lecture de la de´monstration pre´ce´dente qu’elle s’applique sans
modification en dimension 1 pour les ope´rateurs diffe´rentiels quadratiques ellip-
tiques de type 1. Ce the´ore`me permet ainsi de retrouver l’absence de pseudo-
spectre semi-classique d’indice 2/3 pour l’oscillateur harmonique non auto-ad-
joint,
D2x + e
iθx2,
lorsque θ ∈ R et θ 6≡ 0[pi]. En effet, il suffit pour cela de ve´rifier que les ordres
des demi-droites ouvertes ∆1 = R∗+ et ∆2 = eiθR∗+ sont tous les deux e´gaux a`
deux. Notons q(x, ξ) = ξ2 + eiθx2. Un calcul direct donne que,
{Req, Imq}(x, ξ) = 4 sin θ xξ, H2ReqImq(x, ξ) = 8 sin θ (ξ2 − cos θ x2) et
H2ImqReq(x, ξ) = 8 sin
2 θ x2.
Si z = q(x0, ξ0) ∈ ∆1, il s’ensuit que x0 = 0 et ξ0 6= 0. Ceci induit que,
q(x0, ξ0)− z = 0, {Re(q − z), Im(q − z)}(x0, ξ0) = 0 et
H2Re(q−z)Im(q − z)(x0, ξ0) = 8 sin θ ξ20 6= 0.
L’ordre de la demi-droite ouverte ∆1 est donc e´gal a` 2. Si maintenant,
z = q(x0, ξ0) ∈ ∆2,
il s’ensuit que ξ0 = 0, x0 6= 0 et,
q(x0, ξ0)− z = 0, {Re(q − z), Im(q − z)}(x0, ξ0) = 0,
H2Im(q−z)Re(q − z)(x0, ξ0) = 8 sin θ x20 6= 0.
L’ordre de la demi-droite ouverte ∆2 est donc aussi e´gal a` 2. Le the´ore`me pre´ce´-
dent permet alors de retrouver l’estimation a priori du the´ore`me 1.6.3 caracte´ris-
tique de l’absence de pseudo-spectre semi-classique d’indice 2/3,
∀z ∈ R∗+ ∪ eiθR∗+,∃Cz > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ S(Rn),
‖h2D2xu+ eiθx2u− zu‖L2(R) ≥ Czh2/3‖u‖L2(R).
2.3.b.3.3 Cas ou` l’ordre de la demi-droite ∆j est infini.
On suppose dans ce paragraphe que l’ordre kj du symbole q sur la demi-droite
ouverte ∆j est infini. Commenc¸ons par mentionner que comme nous l’avons re-
marque´ lors de l’e´tude de l’exemple 2 de la section 2.3.b.3, la meilleure estimation
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a priori que l’on peut espe´rer de´montrer pour caracte´riser l’absence de pseudo-
spectre d’injectivite´ semi-classique d’indice infini en un point z de la demi-droite
ouverte ∆j est une estimation a priori de la forme,
∃C > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ B,
‖q(x, hξ)wu− zu‖L2(Rn) ≥ Ch‖u‖L2(Rn), (2.3.73)
i.e. qu’il n’y a pas de pseudo-spectre semi-classique d’indice 1 en z,
z ∈ (Λsc1 (q(x, hξ)w))c,
puisque d’apre`s (2.3.1), les deux notions de pseudo-spectre semi-classique et de
pseudo-spectre d’injectivite´ semi-classique co¨ıncident dans le cas que nous e´tu-
dions. Malheureusement, nous ne savons pas a` l’heure ou` nous e´crivons ces lignes
si l’estimation (2.3.73) est ve´rifie´e en ge´ne´ral. Ne´anmoins comme nous allons le
voir dans la suite, on sait e´tablir ce re´sultat pour une large classe d’ope´rateurs.
Remarque. Dans l’estimation (2.3.73), c’est le caracte`re global de cette estimation
qui la rend difficile a` obtenir. En effet, on sait e´tablir une version microlocalise´e
de (2.3.73) au voisinage de tout point (x, ξ) de l’espace des phases ve´rifiant,
q(x, ξ) = z,
(les autres points ne posent pas de difficulte´s). En effet si z ∈ ∂Σ(q) \ {0},
le symbole q − z ve´rifie la condition (P ) et la condition de type principal ce
qui permet d’utiliser des re´sultats de sous-ellipticite´ comme celui donne´ par la
proposition 26.10.3 dans [12]. Malheureusement, il n’y a aucun gain et aucune
marge dans ces estimations qui permettraient de pouvoir les recoller pour en
de´duire une version globale.
Conside´rons z ∈ ∆j . On rappelle que dans ce qui suit,
q(x, ξ)w : B → L2(Rn),
de´signe un ope´rateur diffe´rentiel quadratique elliptique non normal en dimension
n ≥ 2 pour lequel on veut e´tablir l’estimation (2.3.73). Notons que quitte a`
effectuer une rotation i.e. a` multiplier le symbole q− z par un nombre complexe
w ∈ C, |w| = 1, on peut supposer que,
z ∈ R∗+,
et que la forme quadratique Imq est soit positive, soit ne´gative (cf. les figures
2.16 et 2.17).
Conside´rons le cas ou` la forme quadratique Imq est positive. Compte tenu de
l’invariance symplectique des ensembles pseudo-spectraux semi-classiques (2.1.3),
on peut d’apre`s la proposition 2.1.8 supposer que,
Imq(x, ξ) =
k∑
j=1
µj(ξ2j + x
2
j ) +
k+l∑
j=k+1
x2j , (2.3.74)
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Fig. 2.16 –
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avec k, l ∈ N et µj > 0 pour tout j = 1, ..., k. Soulignons compte tenu de
l’invariance symplectique du crochet de Poisson et de la proposition 2.1.4 que les
re´ductions pre´ce´dentes conservent naturellement la proprie´te´ de non normalite´
de l’ope´rateur q(x, ξ)w et l’ordre du symbole q en z. Rappelons aussi que cette
proprie´te´ de non normalite´ induit comme nous l’avons de´ja` remarque´ lors de
l’e´tude de l’exemple 2 de la section 2.3.a que l’image nume´rique Σ(q) est un
secteur angulaire ferme´ de sommet 0 avec une ouverture strictement positive.
Ceci implique au regard de (2.3.74) que,
k + l ≥ 1. (2.3.75)
Le cas le plus facile a` traiter est celui ou` k ≥ 1.
2.3.b.3.3.a Cas ou` k ≥ 1.
Dans ce cas, on obtient d’apre`s (2.3.74) que pour tout u ∈ S(Rn) et h > 0,
Re
(
q(x, hξ)wu− zu, iu)
L2(Rn) =
k∑
j=1
µj
(‖hDxju‖2L2(Rn) + ‖xju‖2L2(Rn))
+
k+l∑
j=k+1
‖xju‖2L2(Rn), (2.3.76)
puisque z ∈ R∗+ et que l’ope´rateur (Req)w est formellement auto-adjoint. Puis, il
vient en utilisant l’ine´galite´ de Cauchy-Schwarz et (2.3.76) que pour tout h > 0
91
2.3. Cas de la dimension n ≥ 2.
et u ∈ S(Rn),
µ1
2
‖hDx1u+ ix1u‖2L2(Rn) ≤ µ1
(‖hDx1u‖2L2(Rn) + ‖x1u‖2L2(Rn))
≤ ‖q(x, hξ)wu− zu‖L2(Rn)‖u‖L2(Rn). (2.3.77)
On de´duit alors de (2.3.60) et (2.3.77) l’estimation a priori,
∀h > 0,∀u ∈ S(Rn), ‖q(x, hξ)wu− zu‖L2(Rn) ≥
µ1
2
h‖u‖L2(Rn),
qui peut eˆtre e´tendue a` l’espace B par densite´. Ceci de´montre l’estimation
(2.3.73) dans le cas ou` k ≥ 1.
2.3.b.3.3.b Cas ou` k = 0.
On se place maintenant dans le cas ou` k = 0. Il s’ensuit alors d’apre`s (2.3.74) et
(2.3.75) que l ≥ 1 et,
Imq(x, ξ) =
l∑
j=1
x2j . (2.3.78)
Nous ne traiterons pas ce cas dans toute sa ge´ne´ralite´. On peut ne´anmoins de´-
montrer l’estimation (2.3.73) dans certains cas.
• Cas ou` l = n. Dans le cas ou` l = n, on a en fait une meilleure estimation
que l’estimation a priori (2.3.73). En effet, l’ordre du symbole q en z est alors
fini et vaut 2. Pour s’en convaincre, e´crivons,
Req(x, ξ) =
n∑
r,s=1
ar,sxrxs +
n∑
r,s=1
br,sξrξs +
n∑
r,s=1
cr,sxrξs, (2.3.79)
avec ar,s = as,r ∈ R, br,s = bs,r ∈ R, cr,s ∈ R pour tout r, s = 1, ..., n et
conside´rons P une transformation orthogonale de Rn ve´rifiant,
P TBP =

λ1 0 . . . 0
0
. . . . . .
...
...
. . . . . . 0
0 . . . 0 λn

avec λj ∈ R pour tout j = 1, ..., n et B = (br,s)1≤r,s≤n. Compte tenu de l’invari-
ance symplectique de l’objet de notre e´tude, on peut en utilisant la transforma-
tion symplectique line´aire re´elle (x, ξ) 7→ (Px, Pξ) se ramener au cas ou`,
br,r = λr et br,s = 0 si r 6= s et r, s = 1, ..., n, (2.3.80)
tout en gardant l’identite´,
Imq(x, ξ) =
n∑
j=1
x2j , (2.3.81)
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puisque P est une transformation orthogonale de Rn. La condition d’ellipticite´
de q et la forme de l’image nume´rique Σ(q) que l’on conside`re (cf. figure 2.16)
imposent au regard de (2.3.79), (2.3.80) et (2.3.81) que,
λr > 0,
pour tout r = 1, ..., n. Un calcul direct montre ensuite que,
{Req, Imq}(x, ξ) =
n∑
r=1
2xr
(
2λrξr +
n∑
s=1
cs,rxs
)
, (2.3.82)
H2ReqImq(x, ξ) =
n∑
r=1
(
2λrξr +
n∑
s=1
cs,rxs
)(
4λrξr + 2
n∑
s=1
(cs,r + cr,s)xs
)
−
n∑
r=1
4λrxr
( n∑
s=1
(as,r + ar,s)xs +
n∑
s=1
cr,sξs
)
. (2.3.83)
Si z = q(x0, ξ0) ∈ R∗+, on de´duit de (2.3.81) que x0 = 0 et ξ0 6= 0 ce qui permet
d’obtenir d’apre`s (2.3.82) et (2.3.83),
q(x0, ξ0)− z = 0,
{
Re(q − z), Im(q − z)}(x0, ξ0) = 0 et
H2Re(q−z)Im(q − z)(x0, ξ0) = 8
n∑
r=1
λ2r(ξ0)
2
r 6= 0.
L’ordre de la demi-droite ouverte R∗+ est donc fini et vaut 2. Le re´sultat pre´ce´dent
concernant les cas d’ordre fini (The´ore`me 2.3.3) montre que dans le cas ou` k = 0
et l = n, l’estimation a priori suivante,
∀z˜ ∈ R∗+,∃Cz˜ > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ S(Rn),
‖q(x, hξ)wu− z˜u‖L2(Rn) ≥ Cz˜h2/3‖u‖L2(Rn),
qui peut eˆtre e´tendue a` l’espace B par densite´, est ve´rifie´e. D’apre`s (2.3.1), il n’y
donc pas dans ce cas de pseudo-spectre semi-classique d’indice 2/3 en tout point
de la demi-droite ouverte R∗+.
• Jusqu’a` pre´sent, nous avons toujours use´ de techniques de multiplicateurs
pour obtenir les estimations d’e´nergie caracte´risant l’absence de pseudo-spectre
semi-classique d’indice infini. Une autre approche que nous allons maintenant
adopter consiste a` e´tudier le semi-groupe d’e´volution,
eitq(x,ξ)
w
, t ≥ 0,
associe´ a` l’ope´rateur iq(x, ξ)w. Cette approche est possible compte tenu du car-
acte`re simplement quadratique des ope´rateurs q(x, ξ)w que nous e´tudions. Pour
ce faire, nous allons utiliser la formule de Mehler de´montre´e par L.Ho¨rmander
dans [13] qui donne une expression exacte du symbole de Weyl du semi-groupe,
eitq(x,ξ)
w
.
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Cette formule comple`tement explicite va nous permettre d’obtenir des estima-
tions assez fines sur ce symbole.
Pour ce faire, commenc¸ons par remarquer que comme d’apre`s (2.3.78),
Re(iq) = −Imq ≤ 0,
l’ope´rateur iq(x, ξ)w ge´ne`re un semi-groupe a` contractions eitq
w
, t ≥ 0,
∀t ≥ 0, ‖eitq(x,ξ)w‖L(L2(Rn)) ≤ 1.
Le lecteur pourra se re´fe´rer pour plus de de´tails sur ce point a` la discussion
de [13] pre´ce´dant le the´ore`me 4.2. Constatons maintenant que pour de´montrer
l’estimation (2.3.73), il suffit de de´montrer une estimation de la forme suivante
sur la norme du semi-groupe d’e´volution,
∃M > 0,∃a > 0,∀t ≥ 0, ‖eitq(x,ξ)w‖L(L2(Rn)) ≤Me−at. (2.3.84)
En effet, supposons que l’estimation (2.3.84) soit ve´rifie´e. On peut alors d’apre`s
le the´ore`me 2.8 de [4] utiliser pour tout z˜ ∈ R la formule inte´grale,(
q(x, ξ)w − z˜)−1 = i−1(iz˜ − iq(x, ξ)w)−1
= i−1
∫ +∞
0
e−isz˜eisq(x,ξ)
w
ds, (2.3.85)
qui jointe a` l’estimation (2.3.84) permet d’obtenir pour tout z˜ ∈ R,
‖(q(x, ξ)w − z˜)−1‖ ≤ ∫ +∞
0
‖eisq(x,ξ)w‖L(L2(Rn))ds ≤
∫ +∞
0
Me−asds
=
M
a
< +∞. (2.3.86)
L’utilisation du the´ore`me 2.8 de [4] est bien licite. En effet, la droite iR est incluse
dans l’ensemble re´solvant de l’ope´rateur iq(x, ξ)w puisque si ce n’e´tait pas le cas,
il existerait d’apre`s le the´ore`me 2.1.5, u0 ∈ B \ {0} et λ0 ∈ R tels que,
q(x, ξ)wu0 = λ0u0.
Ceci induirait d’apre`s (2.3.78) que,
0 = Im
(
q(x, ξ)wu0, u0
)
L2(Rn) =
(
Imq(x, ξ)wu0, u0
)
L2(Rn) =
l∑
j=1
‖xju0‖2L2(Rn),
et donc que u0 = 0 puisque l ≥ 1. Le the´ore`me 2.1.5 montre donc qu’il existe
ε0 > 0 tel que,
σ
(
iq(x, ξ)w
) ⊂ {z ∈ C : Rez ≤ ε0},
ce qui permet d’appliquer le the´ore`me 2.8 de [4] pour tout z˜ ∈ R. On de´duit de
l’estimation a priori (2.3.86) que,
∀z˜ ∈ R,∀u ∈ B, ‖q(x, ξ)wu− z˜u‖L2(Rn) ≥
a
M
‖u‖L2(Rn).
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Cette estimation a priori peut eˆtre reformule´e dans un cadre semi-classique via le
changement de variables (1.5.2) du chapitre 1, y = h1/2x ou` h > 0 pour obtenir
que,
∀h > 0,∀u ∈ B, ‖q(x, hξ)wu− zu‖L2(Rn) ≥
a
M
h‖u‖L2(Rn), (2.3.87)
ce qui de´montre l’estimation a priori (2.3.73).
Nous allons donc dans ce qui suit e´tudier les cas ou` l’on sait e´tablir l’esti-
mation (2.3.84). Soulignons avant d’entrer plus en de´tail qu’il est licite d’user
de re´ductions symplectiques line´aires re´elles dans la suite de notre e´tude car la
quantite´ ‖eitq(x,ξ)w‖L(L2(Rn)) qui nous inte´resse est invariante par ces re´ductions.
En effet si χ est une transformation line´aire symplectique re´elle, le the´ore`me 2.1.6
montre que,
(q ◦ χ)(x, ξ)w = U−1q(x, ξ)wU,
si U de´signe un ope´rateur me´taplectique associe´ a` la transformation χ. Ceci
implique au niveau des semi-groupes d’e´volution que,
∀t ≥ 0, eit(q◦χ)w = U−1eitqwU,
et induit l’invariance annonce´e,
∀t ≥ 0, ‖eitq(χ)w‖L(L2(Rn)) = ‖eitq
w‖L(L2(Rn)).
On pourra donc dans ce qui suit se laisser toute liberte´ concernant le choix
des coordonne´es symplectiques (x, ξ) dans lesquelles nous e´tudierons la forme
quadratique q.
•Quelques cas ou` l’on sait e´tablir l’estimation (2.3.84).On note F l’appli-
cation hamiltonienne associe´e a` la forme quadratique q. Sa partie imaginaire ImF
est alors l’application hamiltonienne associe´e a` la forme quadratique Imq qui
ve´rifie suite a` notre re´duction (2.3.78),
Imq(x, ξ) =
l∑
j=1
x2j ,
avec l ≥ 1 et sa partie re´elle ReF est l’application hamiltonienne associe´e a` la
forme quadratique Req. On peut en utilisant (2.3.78) ve´rifier que dans le syste`me
de coordonne´es symplectiques (x1, ξ1, ..., xn, ξn) choisi, on a
ImF =

J1 0 . . . 0 . . . 0
0
. . . . . .
... 0
...
...
. . . . . . 0 . . . 0
0 . . . 0 Jl 0 0
0 . . . . . . . . . . . . 0
0 . . . . . . . . . . . . 0

, (2.3.88)
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ou`,
Jj =
(
0 0
−1 0
)
,
pour tout j = 1, ..., l. L’expression pre´ce´dente montre que l’application hamil-
tonienne ImF est nilpotente d’indice 2. On va effectuer dans ce qui suit un certain
nombre de re´ductions. Pour ce faire, on proce`de en plusieurs e´tapes.
Etape 1. Supposons que l’on puisse trouver une de´composition de l’espace des
phases T ∗Rn = Rnx × Rnξ en une somme directe de sous-espaces vectoriels sym-
plectiques Sj , 1 ≤ j ≤ N de T ∗Rn symplectiquement orthogonaux et stables par
les applications ReF et ImF i.e.,
T ∗Rn =
N⊕
j=1
σ⊥Sj , ∀j ∈ {1, ..., N}, (ReF )Sj ⊂ Sj et (ImF )Sj ⊂ Sj . (2.3.89)
Conside´rons maintenant une base symplectique (e1,j , ε1,j , ..., eNj ,j , εNj ,j) de l’es-
pace symplectique Sj . On obtient en re´unissant les syste`mes de vecteurs pre´ce´-
dents une base symplectique de T ∗Rn. Les proprie´te´s de stabilite´ et d’orthogo-
nalite´ symplectique des espaces Sj permettent alors d’obtenir la de´composition
suivante,
q(x, ξ)
= σ
( ∑
1≤j≤N,
1≤k≤Nj
(xk,jek,j + ξk,jεk,j), F
( ∑
1≤j≤N,
1≤k≤Nj
(xk,jek,j + ξk,jεk,j)
))
=
∑
1≤j≤N
σ
( ∑
1≤k≤Nj
(xk,jek,j + ξk,jεk,j), F
( ∑
1≤k≤Nj
(xk,jek,j + ξk,jεk,j)
))
=
∑
1≤j≤N
qj(x1,j , ..., xNj ,j , ξ1,j , ..., ξNj ,j), (2.3.90)
si on pose pour tout 1 ≤ j ≤ N ,
qj(x1,j , ..., xNj ,j , ξ1,j , ..., ξNj ,j) =
q(0, ..., 0, x1,j , ..., xNj ,j , 0, ..., 0, ξ1,j , ..., ξNj ,j , 0, ..., 0). (2.3.91)
Notons Fj l’application hamiltonienne associe´e a` la forme quadratique qj . On
de´duit de (2.3.89) et (2.3.91) la relation suivante,
Fj = ReF |Sj + iImF |Sj .
On peut ensuite choisir par la proposition 2.1.8 des bases symplectiques des
sous-espaces Sj de sorte que dans les coordonne´es (x1,j , ..., xNj ,j , ξ1,j , ..., ξNj ,j)
associe´es, on ait
Imqj(x1,j , ..., xNj ,j , ξ1,j , ..., ξNj ,j) =
lj∑
k=1
x2k,j avec 0 ≤ lj ≤ Nj . (2.3.92)
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Ceci est bien licite car la forme quadratique Imqj est positive d’apre`s (2.3.78),
(2.3.91) et que l’application hamiltonienne associe´e ImFj est nilpotente d’indice 2
puisque,
ImFj = (ImF )|Sj et (ImF )2 = 0.
Cette proprie´te´ de nilpotence d’indice 2 interdit la pre´sence de termes de la
forme,
λk,j(ξ2k,j + x
2
k,j),
avec λk,j > 0 dans la somme (2.3.92). Cette tensorisation (2.3.90) des variables
induit l’identite´ suivante sur les semi-groupes,
eitq(x,ξ)
w
=
N∏
j=1
e
itqj(x1,j ,...,xNj,j ,ξ1,j ,...,ξNj,j)
w
, t ≥ 0.
Comme pour tout 1 ≤ j ≤ N , les semi-groupes eitqwj sont des semi-groupes a`
contractions car d’apre`s (2.3.92), Re(iqj) = −Imqj ≤ 0, il suffit donc pour e´tablir
l’estimation (2.3.84) de trouver un entier 1 ≤ j0 ≤ N tel que,
∃M0 > 0,∃a0 > 0,∀t ≥ 0, ‖eitq
w
j0‖L(L2(RNj0 )) ≤M0e−a0t.
Cette remarque va nous permettre de re´duire notre e´tude au cas ou` l’application
hamiltonienne F associe´e a` la forme quadratique q ne posse`de pas de valeurs
propres imaginaires pures. C’est l’objet de l’e´tape suivante.
Etape 2. Commenc¸ons par de´montrer le lemme suivant.
Lemme 2.3.4. Soit λ une valeur propre imaginaire pure de l’application hamil-
tonienne F alors cette valeur propre λ est ne´cessairement non nulle,
λ 6= 0,
et le sous-espace vectoriel complexe Ker(F + λ) est le sous-espace vectoriel com-
plexe conjugue´ du sous-espace propre Ker(F − λ). Si on conside`re ensuite,
Sλ :=
(
Ker(F − λ)⊕Ker(F + λ)) ∩ T ∗Rn,
alors l’espace vectoriel Ker(F − λ) ⊕ Ker(F + λ) est une complexification de
l’espace Sλ. De plus, Sλ posse`de une structure d’espace vectoriel symplectique,
Sλ est stable par l’application hamiltonienne ReF et ve´rifie,
ImF Sλ = {0}.
De plus, si µ est une autre valeur propre imaginaire pure de F distincte de λ et
−λ, alors on a la somme directe symplectiquement orthogonale,
Sλ ⊕σ⊥ Sµ ⊂ T ∗Rn,
si l’on note,
Sµ :=
(
Ker(F − µ)⊕Ker(F + µ)) ∩ T ∗Rn.
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Preuve. Soit λ une valeur propre imaginaire pure de F . La proposition 4.4 de [13]
applique´e a` la forme quadratique iq de´finie en (2.3.78) montre que le sous-espace
vectoriel de C2n,
Ker(iF + iλ) = Ker(F + λ),
est le sous-espace vectoriel complexe conjugue´ de Ker(iF − iλ) = Ker(F − λ).
On sait de plus que,
ImF Ker(F ± λ) = {0},
et que les espaces vectoriels Ker(F −λ)⊕Ker(F +λ), si λ 6= 0 et Ker F sont les
complexifications de leurs intersections avec T ∗Rn. Si λ = 0, on pourrait alors
trouver X0 = X1 + iX2 6= 0 tel que X1, X2 ∈ T ∗Rn et X0, X1, X2 ∈ KerF .
Conside´rons j ∈ {1, 2} tel que Xj 6= 0. On obtiendrait ainsi que,
q(Xj) = σ(Xj , FXj) = 0,
ce qui serait contraire a` l’hypothe`se d’ellipticite´ de la forme quadratique q. Il
s’ensuit que λ 6= 0. Le fait que,
ImF Ker(F ± λ) = {0}, (2.3.93)
entraˆıne que,
ImF Sλ = {0}.
De plus, comme l’espace Ker(F − λ)⊕Ker(F + λ) est stable par F , il est e´gale-
ment stable par ReF vu l’identite´ (2.3.93). La stabilite´ du sous-espace Sλ par la
matrice ReF de´coule alors simplement du fait que ReF ∈ M2n(R). Conside´rons
maintenant X0 ∈ Sλ tel que,
∀Y ∈ Sλ, σ(X0, Y ) = 0.
Il s’ensuit que,
∀Y, Z ∈ Sλ, σ(X0, Y + iZ) = 0,
d’ou` d’apre`s ce qui pre´ce`de,
∀X ∈ Ker(F − λ)⊕Ker(F + λ), σ(X0, X) = 0.
Or, comme X0 ∈ Sλ, on a FX0 ∈ Ker(F − λ)⊕Ker(F + λ). Ceci implique que,
q(X0) = σ(X0, FX0) = 0.
On de´duit alors de l’ellipticite´ de q que X0 = 0. L’espace Sλ posse`de donc une
structure d’espace vectoriel symplectique. Supposons maintenant qu’il existe µ
une valeur propre imaginaire pure de F distincte de λ et −λ. Cette valeur propre
µ est non nulle d’apre`s ce qui pre´ce`de. Soient,
X ∈ Ker(F − ε1λ) et Y ∈ Ker(F − ε2µ),
avec ε1, ε2 ∈ {−1, 1}, on a
σ(X,Y ) = σ(X, ε−12 µ
−1FY ) = − 1
ε2µ
σ(FX, Y ) = −ε1λ
ε2µ
σ(X,Y ),
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par antisyme´trie de l’application hamiltonienne F par rapport a` σ. Comme∣∣∣∣ε1λε2µ
∣∣∣∣ 6= 1,
puisque λ et µ sont des nombres complexes imaginaires purs et que µ 6∈ {λ,−λ},
on en de´duit que,
σ(X,Y ) = 0.
Il s’ensuit que les sous-espaces vectoriels Sλ et Sµ sont en somme directe sym-
plectiquement orthogonale. 
Conside´rons les valeurs propres imaginaires pures de l’application hamiltoni-
enne F . On peut au regard du lemme pre´ce´dent e´crire les e´le´ments deux a` deux
distincts de cet ensemble, λ1, ..., λr,−λ1, ...,−λr. Conside´rons en gardant les no-
tations du lemme pre´ce´dent, l’espace suivant,
S = Sλ1 ⊕σ⊥ ...⊕σ⊥ Sλr ⊂ T ∗Rn. (2.3.94)
Le caracte`re direct de la somme pre´ce´dente re´sulte de la structure symplectique
des sous-espaces vectoriels Sλj et de leurs proprie´te´s d’orthogonalite´ symplectique
lorsqu’on les conside`re deux a` deux. Le lemme pre´ce´dent montre que S est un
espace vectoriel symplectique qui est stable par les applications hamiltoniennes
ReF et ImF . Notons Sσ⊥ l’espace vectoriel orthogonal de S dans T ∗Rn pour
l’orthogonalite´ symplectique. L’espace Sσ⊥ est alors un espace vectoriel sym-
plectique qui est stable par les applications ReF et ImF . En effet, conside´rons
X ∈ Sσ⊥ ⊂ T ∗Rn. Comme pour tout Y ∈ S ⊂ T ∗Rn, on obtient en utilisant
la proprie´te´ d’antisyme´trie par rapport a` la forme symplectique des applications
hamiltoniennes,
σ(Y,ReFX) + iσ(Y, ImFX) = −σ(ReFY,X)− iσ(ImFY,X) = 0,
car ReFY ∈ S et ImFY ∈ S. Il s’ensuit que,
∀Y ∈ S, σ(Y,ReFX) = σ(Y, ImFX) = 0,
ce qui de´montre que ReFX ∈ Sσ⊥ et ImFX ∈ Sσ⊥. D’apre`s la construction
pre´ce´dente et le lemme 2.3.4, l’application ReF |Sσ⊥ + iImF |Sσ⊥ ne posse`de plus
de valeurs propres imaginaires pures. Si on conside`re maintenant des coordonne´es
symplectiques (x, ξ) telles que,
x := (x′, x′′) ∈ Rn′ × Rn′′ et ξ := (ξ′, ξ′′) ∈ Rn′ × Rn′′ ,
ou` (x′, ξ′) et (x′′, ξ′′) sont respectivement des coordonne´es symplectiques sur l’es-
pace S et sur l’espace Sσ⊥, on de´duit de l’orthogonalite´ symplectique de ces
espaces S et Sσ⊥, de leurs stabilite´s par les applications hamiltoniennes ReF ,
ImF et des re´sultats de l’e´tape pre´ce´dente que,
q(x, ξ) = q1(x′, ξ′) + q2(x′′, ξ′′),
et,
∀t ≥ 0, eitq(x,ξ)w = eitq1(x′,ξ′)weitq2(x′′,ξ′′)w , (2.3.95)
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si on note,
q1(x′, ξ′) = σn′
(
(x′, ξ′), (ReF |S + iImF |S)(x′, ξ′)
)
,
et,
q2(x′′, ξ′′) = σn′′
(
(x′′, ξ′′), (ReF |Sσ⊥ + iImF |Sσ⊥)(x′′, ξ′′)
)
,
ou` σn′ et σn′′ de´signent respectivement les formes symplectiques canoniques sur
R2n′ et R2n′′ . Ces formes quadratiques q1 et q2 sont elliptiques et on a l’inclusion,
Σ(q1) ∪ Σ(q2) ⊂ Σ(q).
Comme d’apre`s (2.3.94) et le lemme 2.3.4,
ImF |S = 0,
la forme quadratique q1 est donc a` valeurs re´elles. Le the´ore`me 5.12 de [13] et la
discussion qui le suit, montrent alors que pour tout t ≥ 0 l’ope´rateur,
eitq1(x
′,ξ′)w ,
est un ope´rateur me´taplectique. On en de´duit en utilisant (2.3.95) que pour tout
t ≥ 0,
‖eitq(x,ξ)w‖L(L2(Rn)) = ‖eitq2(x
′′,ξ′′)w‖L(L2(Rn)) = ‖eitq2(x
′′,ξ′′)w‖L(L2(Rn′′ )).
Ces deux premie`res e´tapes montrent que l’on peut toujours tensoriser un cer-
tain nombre de variables et se ramener au cas ou` l’application hamiltonienne ne
posse`de pas de valeurs propres imaginaires pures.
Etape 3. Dans cette troisie`me e´tape, on se place dans le cas ou`,
Σ(q) ⊂ {z ∈ C : Imz ≥ 0} \ R∗− et Imq(x, ξ) =
l∑
j=1
x2j , (x, ξ) ∈ T ∗Rn, (2.3.96)
avec l ≥ 1 et dans le cas ou` l’application hamiltonienne F associe´e a` la forme
quadratique q ne posse`de pas de valeurs propres imaginaires pures. On a vu
en (2.3.88) que dans ces conditions l’application hamiltonienne ImF associe´e a`
la forme quadratique Imq e´tait nilpotente d’indice 2. Remarquons que le rang
et la proprie´te´ de nilpotence d’indice 2 de la partie imaginaire de l’application
hamiltonienne F sont invariants par transformation line´aire symplectique re´elle
puisqu’une telle transformation revient a` effectuer au niveau de l’application
hamiltonienne une conjugaison par une matrice re´elle symplectique inversible.
L’indice l qui apparaˆıt ci-dessus correspond donc d’apre`s l’e´criture matricielle
(2.3.88) au rang de l’application hamiltonienne ImF . Nous allons montrer dans
cette e´tape que l’estimation (2.3.84) est satisfaite si l = n− 1 ou l = n.
Notons λ1, ..., λm les valeurs propres de l’application hamiltonienne F . Comme
d’apre`s (2.3.96), Imq ≥ 0, on peut pour e´tudier le semi-groupe d’e´volution,
eitq(x,ξ)
w
,
100
2.3. Cas de la dimension n ≥ 2.
utiliser la formule de Mehler e´tablie par L.Ho¨rmander dans [13], The´ore`me 4.2,
qui montre que le symbole de Weyl de ce semi-groupe d’e´volution est donne´ par,
pt(X) :=
eσ(X,tan(itF )X)√
det
(
cos(itF )
) ∈ S ′(R2n), t ≥ 0,
a` condition que pour tout j = 1, ...,m, on ait
itλj − pi2 6∈ piZ.
Cette condition est bien satisfaite puisque l’on s’est place´ dans le cas ou` l’appli-
cation hamiltonienne F ne posse´dait pas de valeurs propres imaginaires pures.
Conside´rons maintenant la forme quadratique de´pendante de t ≥ 0,
At(X) := −Re
(
σ(X, tan(itF )X)
)
. (2.3.97)
On va de´montrer la proposition suivante,
Proposition 2.3.5. Dans le cadre d’e´tude qui est celui e´nonce´ dans cette e´tape 3,
si on suppose que l ≥ 1 et que l = n− 1 ou l = n, alors il existe un re´el t0 > 0
tel que la forme quadratique At0 soit de´finie positive.
Preuve. Conside´rons la forme quadratique suivante,
∀X ∈ T ∗Rn, r(X) := Imq(X) + Imq(ReFX) + Imq((ReF )2X)
+ Imq
(
(ReF )3X
)
. (2.3.98)
C’est une forme quadratique positive puisque d’apre`s (2.3.96), Imq est une forme
quadratique positive. En fait sous les hypothe`ses de la proposition 2.3.5, le lemme
suivant montre que cette forme quadratique r est en fait une forme quadratique
de´finie positive.
Lemme 2.3.6. Sous les hypothe`ses de la proposition 2.3.5, la forme quadratique r
de´finie en (2.3.98) est une forme quadratique de´finie positive.
Preuve du lemme 2.3.6. Supposons qu’il existe X0 ∈ T ∗Rn = R2n, X0 6= 0 tel
que,
r(X0) = 0.
Ceci implique par positivite´ de la forme quadratique Imq que,
Imq(X0) = Imq(ReFX0) = Imq
(
(ReF )2X0
)
= Imq
(
(ReF )3X0
)
= 0. (2.3.99)
Notons Imq(X;Y ) la forme polaire associe´e a` la forme quadratique Imq. En in-
voquant une nouvelle fois la positivite´ de la forme quadratique Imq, on peut user
de l’ine´galite´ de Cauchy-Schwarz, la de´finition d’une application hamiltonienne
et (2.3.99) pour trouver que,
∀j = 0, ..., 3,∀Y ∈ R2n, |Imq(Y ; (ReF )jX0)|2 = |σ(Y, ImF (ReF )jX0)|2
≤ Imq(Y )Imq((ReF )jX0) = 0.
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Il s’ensuit que,
∀j = 0, ..., 3,∀Y ∈ R2n, σ(Y, ImF (ReF )jX0) = 0,
puis en utilisant la non-de´ge´ne´rescence de la forme symplectique, on obtient que,
∀j = 0, ..., 3, ImF (ReF )jX0 = 0. (2.3.100)
Posons,  e1 := X0ε1 := − 1Req(X0)ReFX0. (2.3.101)
Ceci est licite puisque comme d’apre`s (2.3.99), Imq(X0) = 0, l’hypothe`se d’el-
lipticite´ de q impose que Req(X0) 6= 0. Il s’ensuit en utilisant l’antisyme´trie de
l’application hamiltonienne ReF et sa de´finition que,
σ(ε1, e1) = σ
(− (Req(X0))−1ReFX0, X0) = (Req(X0))−1σ(X0,ReFX0) = 1.
Le syste`me (e1, ε1) est donc un syste`me symplectique que l’on peut comple´ter
par la proposition 21.1.3 de [12] en une base symplectique (e1, ..., en, ε1, ..., εn)
de R2n. Nous allons ve´rifier que le plan vectoriel engendre´ par les vecteurs e1 et
ε1 note´ S = Vect(e1, ε1) n’est pas stable par l’application hamiltonienne ReF .
Si le plan S e´tait stable par ReF , on pourrait alors e´crire dans les coordonne´es
associe´es a` la base symplectique choisie la de´composition suivante,
q(x, ξ) = q(0, x2, ..., xn, 0, ξ2, ..., ξn) + q(x1, 0′, ξ1, 0′)
+ 2q
(
(x1, 0′, ξ1, 0′); (0, x2, ..., xn, 0, ξ2, ..., ξn)
)
= q(0, x2, ..., xn, 0, ξ2, ..., ξn) + Req(x1, 0′, ξ1, 0′). (2.3.102)
En effet, on a d’une part que,
q(x1, 0′, ξ1, 0′) = σ
(
x1e1 + ξ1ε1, F (x1e1 + ξ1ε1)
)
=
σ
(
x1e1 + ξ1ε1,ReF (x1e1 + ξ1ε1)
)
= Req(x1, 0′, ξ1, 0′),
puisque d’apre`s (2.3.100) et (2.3.101), on a
ImFe1 = ImFX0 = 0 et ImFε1 = −
(
Req(X0)
)−1ImFReFX0 = 0; (2.3.103)
et que d’autre part,
q
(
(x1, 0′, ξ1, 0′); (0, x2, ..., xn, 0, ξ2, ..., ξn)
)
= σ
(
x1e1 + ξ1ε1, F (x2e2 + ...+ xnen + ξ2ε2 + ...+ ξnεn)
)
= −σ(F (x1e1 + ξ1ε1), x2e2 + ...+ xnen + ξ2ε2 + ...+ ξnεn))
= −σ(ReF (x1e1 + ξ1ε1), x2e2 + ...+ xnen + ξ2ε2 + ...+ ξnεn))
= 0.
On a utilise´ successivement pour obtenir l’identite´ pre´ce´dente l’antisyme´trie de
l’application hamiltonienne par rapport a` la forme symplectique, (2.3.103) et
la stabilite´ du plan S par l’application ReF . En utilisant la localisation de
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l’image nume´rique donne´e par la premie`re identite´ de (2.3.96) et en invoquant
une nouvelle fois l’ellipticite´ de cette meˆme forme quadratique, on en de´duit
d’apre`s (2.3.102) que la forme quadratique,
(x1, ξ1) 7→ Req(x1, 0′, ξ1, 0′),
est de´finie positive. On peut donc par la proposition 2.1.7 de ce chapitre trou-
ver une nouvelle base symplectique du plan S note´e (e˜1, ε˜1) telle que dans ces
coordonne´es, on ait d’apre`s (2.3.102),
q(x, ξ) = λ(x21 + ξ
2
1) + q(0, x2, ..., xn, 0, ξ2, ..., ξn), (2.3.104)
avec λ > 0. Il est alors facile de ve´rifier que dans ces conditions l’application
hamiltonienne F admet des valeurs propres imaginaires pures, ce qui exclu par
hypothe`se. En effet, on peut en de´terminant matriciellement l’application hamil-
tonienne F comme en (2.3.88) a` partir de (2.3.104) ve´rifier les identite´s suivantes,
FX1 = iλX1 et FX2 = −iλX2,
si X1 = e˜1 + iε˜1 et X2 = e˜1 − iε˜1. On en de´duit ainsi que le plan S n’est pas
stable par l’application hamiltonienne ReF . Reprenons maintenant le syste`me
de coordonne´es symplectiques associe´ a` la base symplectique (e1, ..., en, ε1, ..., εn)
de´finie pre´ce´demment. Comme ce plan S n’est pas stable par ReF , il existe donc
en utilisant la somme directe symplectiquement orthogonale suivante,
R2n = S ⊕σ⊥ Sσ⊥,
et (2.3.101), un e´le´ment X3 ∈ Sσ⊥, X3 6= 0 et des re´els (λ, µ) ∈ R2 tels que,
(ReF )2X0 = X3 + λe1 + µε1. (2.3.105)
Les identite´s (2.3.100), (2.3.101) et (2.3.105) induisent que,
ImFX3 = ImFReFX3 = 0. (2.3.106)
On peut ensuite conside´rer les nouveaux vecteurs, e2 := X3ε2 := − 1Req(X3)ReFX3. (2.3.107)
Ceci est licite compte tenu de l’ellipticite´ de la forme quadratique q et du fait
que d’apre`s (2.3.106),
Imq(X3) = σ(X3, ImFX3) = 0.
On obtient alors par construction puisque e1, ε1 ∈ S et e2 ∈ Sσ⊥,
σ(ε1, e1) = σ(ε2, e2) = 1, σ(e1, e2) = σ(ε1, e2) = 0. (2.3.108)
De plus, comme d’apre`s (2.3.101), (2.3.107) et (2.3.108),
σ(ε2, e1) = −
(
Req(X3)
)−1
σ(ReFX3, X0) =
(
Req(X3)
)−1
σ(X3,ReFX0)
= −(Req(X3))−1Req(X0)σ(e2, ε1) = 0,
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et que d’apre`s (2.3.101), (2.3.105), (2.3.107) et (2.3.108),
σ(ε1, ε2) =
(
Req(X0)Req(X3)
)−1
σ(ReFX0,ReFX3)
= −(Req(X0)Req(X3))−1σ((ReF )2X0, X3)
= −(Req(X0)Req(X3))−1σ(e2 + λe1 + µε1, e2)
= 0,
le syste`me (e1, ε1, e2, ε2) est donc un syste`me symplectique que l’on peut com-
ple´ter comme pre´ce´demment en une base symplectique de R2n et que l’on note en-
core (e1, ..., en, ε1, ..., εn). On de´duit de (2.3.100), (2.3.101), (2.3.106) et (2.3.107),
les identite´s,
ImFe1 = ImFe2 = ImFε1 = ImFε2 = 0.
Il s’ensuit que dans les coordonne´es (x, ξ) de´finies par la base symplectique pre´ce´-
dente, on a d’apre`s (2.3.96),
Imq(x, ξ)
= σ
(
x1e1 + ...+ xnen + ξ1ε1 + ...+ ξnεn,
ImF (x3e3 + ...+ xnen + ξ3ε3 + ...+ ξnεn)
)
= −σ(ImF (x1e1 + ...+ xnen + ξ1ε1 + ...+ ξnεn),
x3e3 + ...+ xnen + ξ3ε3 + ...+ ξnεn
)
= −σ(ImF (x3e3 + ...+ xnen + ξ3ε3 + ...+ ξnεn),
x3e3 + ...+ xnen + ξ3ε3 + ...+ ξnεn
)
= Imq(0′′, x3, ..., xn, 0′′, ξ3, ..., ξn) ≥ 0.
En utilisant a` nouveau la proposition 2.1.8, on peut choisir les vecteurs,
(e3, ..., en, ε3, ..., εn),
de la base pre´ce´dente de sorte que dans les nouvelles coordonne´es, on ait
Imq(x, ξ) = Imq(0′′, x3, ..., xn, 0′′, ξ3, ..., ξn) =
∑
j∈J
x2j , (2.3.109)
avec J ⊂ {3, ..., n}. Le fait qu’il n’apparaisse pas de termes de la forme λj(ξ2j+x2j )
avec λj > 0 dans la de´composition pre´ce´dente vient du fait que le sous-espace
vectoriel engendre´ par les vecteurs e3,...,en,ε3,...,εn soit stable par l’applica-
tion ImF (ce fait est par exemple une conse´quence du calcul explicite pre´ce´dent
de Imq(x, ξ)) et de la proprie´te´ de nilpotence d’indice 2 de l’application ImF .
Comme J ⊂ {3, ..., n} dans (2.3.109), on en de´duit en ayant recours a` une e´crit-
ure matricielle de type (2.3.88) que le rang de ImF est infe´rieur ou e´gal a` n− 2.
Ceci est contraire aux hypothe`ses de la proposition 2.3.5 car l’indice l qui ap-
paraˆıt dans (2.3.96) correspond au rang de la partie imaginaire de l’application
hamiltonienne F . On a ainsi de´montre´ que la forme quadratique r est bien une
forme quadratique de´finie positive, ce qui termine la preuve du lemme 2.3.6. 
104
2.3. Cas de la dimension n ≥ 2.
Retour a` la preuve de la proposition 2.3.5. Des calculs directs utilisant la nilpo-
tence d’indice 2 de ImF montrent que,
F 3 =
(
(ReF )3 − ImFReF ImF )+
i
(
ReF ImFReF + ImF (ReF )2 + (ReF )2ImF
)
, (2.3.110)
F 5 =
(
(ReF )5 − (ReF )2ImFReF ImF − ReF ImFReF ImFReF
− ReF ImF (ReF )2ImF − ImF (ReF )2ImFReF − ImFReF ImF (ReF )2
− ImF (ReF )3ImF )+ i((ReF )3ImFReF + (ReF )2ImF (ReF )2
+ (ReF )4ImF +ReF ImF (ReF )3 + ImF (ReF )4
− ImFReF ImFReF ImF ), (2.3.111)
Im(F 7) = (ReF )6ImF + (ReF )5ImFReF + (ReF )4ImF (ReF )2
+ (ReF )3ImF (ReF )3 + (ReF )2ImF (ReF )4 +ReF ImF (ReF )5
+ ImF (ReF )6 − (ReF )2ImFReF ImFReF ImF
− ReF ImF (ReF )2ImFReF ImF − ReF ImFReF ImFReF ImFReF
− ReF ImFReF ImF (ReF )2ImF − ImF (ReF )3ImFReF ImF
− ImF (ReF )2ImFReF ImFReF − ImF (ReF )2ImF (ReF )2ImF
− ImFReF ImF (ReF )2ImFReF − ImFReF ImFReF ImF (ReF )2
− ImFReF ImF (ReF )3ImF. (2.3.112)
On en de´duit en utilisant (2.3.97) et un de´veloppement limite´ en 0 a` l’ordre 7
pour la variable t de la fonction tan(itF ) que pour tout X ∈ R2n,
At(X) = c0tσ(X, ImFX)− c1t3σ
(
X, Im(F 3)X
)
+ c2t5σ
(
X, Im(F 5)X
)
− c3t7σ
(
X, Im(F 7)X
)
+ o(t7)|X|2, (2.3.113)
ou`,
c0 = 1, c1 =
1
3
, c2 =
2
15
et c3 =
17
315
. (2.3.114)
En utilisant ensuite les expressions explicites de Im(F 3), Im(F 5) et Im(F 7) don-
ne´es en (2.3.110), (2.3.111) et (2.3.112), l’antisyme´trie des applications hamil-
toniennes ReF et ImF par rapport a` la forme symplectique, leurs de´finitions et
la syme´trie des formes polaires, on peut alors re´e´crire (2.3.113) sous la forme
suivante,
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At(X) = c0tImq(X) + c1t3Imq(ReFX)− 2c1t3Imq
(
(ReF )2X;X
)
+ c2t5Imq
(
(ReF )2X
)− 2c2t5Imq((ReF )3X; ReFX)
+ 2c2t5Imq
(
(ReF )4X;X
)
− c2t5Imq(X; ReF ImFReF ImFX)
+ c3t7Imq
(
(ReF )3X
)− 2c3t7Imq((ReF )6X;X)
+ 2c3t7Imq
(
(ReF )5X; ReFX
)− 2c3t7Imq((ReF )4X; (ReF )2X)
+ c3t7Imq
(
(ReF )2X; ReF ImFReF ImFX
)
− c3t7Imq
(
ReFX; (ReF )2ImFReF ImFX
)
− c3t7Imq(ReFX; ReF ImFReF ImFReFX)
− c3t7Imq
(
ReFX; ReF ImF (ReF )2ImFX
)
+ c3t7Imq
(
X; (ReF )3ImFReF ImFX
)
+ c3t7Imq
(
X; (ReF )2ImFReF ImFReFX
)
+ c3t7Imq
(
X; (ReF )2ImF (ReF )2ImFX
)
+ c3t7Imq
(
X; ReF ImF (ReF )2ImFReFX
)
+ c3t7Imq
(
X; ReF ImFReF ImF (ReF )2X
)
+ c3t7Imq
(
X; ReF ImF (ReF )3ImFX
)
+ o(t7)|X2|.
En utilisant l’ine´galite´ de Cauchy-Schwarz, on obtient a` partir de l’identite´ pre´ce´-
106
2.3. Cas de la dimension n ≥ 2.
dente que pour tout t ≥ 0,
At(X) ≥ c0tImq(X) + c1t3Imq(ReFX) + c2t5Imq
(
(ReF )2X
)
+ c3t7Imq
(
(ReF )3X
)− 2c1t3Imq(X) 12 Imq((ReF )2X) 12
− 2c2t5Imq(ReFX) 12 Imq
(
(ReF )3X
) 1
2 − 2c2t5Imq(X) 12 Imq
(
(ReF )4X
) 1
2
− c2t5Imq(X) 12 Imq(ReF ImFReF ImFX) 12 − 2c3t7Imq(X) 12 Imq
(
(ReF )6X
) 1
2
− 2c3t7Imq(ReFX) 12 Imq
(
(ReF )5X
) 1
2 − 2c3t7Imq
(
(ReF )4X
) 1
2 Imq
(
(ReF )2X
) 1
2
− c3t7Imq(ReF ImFReF ImFX) 12 Imq
(
(ReF )2X
) 1
2
− c3t7Imq(ReFX) 12 Imq
(
(ReF )2ImFReF ImFX
) 1
2
− c3t7Imq(ReFX) 12 Imq(ReF ImFReF ImFReFX) 12
− c3t7Imq(ReFX) 12 Imq
(
ReF ImF (ReF )2ImFX
) 1
2
− c3t7Imq(X) 12 Imq
(
(ReF )3ImFReF ImFX
) 1
2
− c3t7Imq(X) 12 Imq
(
(ReF )2ImFReF ImFReFX
) 1
2
− c3t7Imq(X) 12 Imq
(
(ReF )2ImF (ReF )2ImFX
) 1
2
− c3t7Imq(X) 12 Imq
(
ReF ImF (ReF )2ImFReFX
) 1
2
− c3t7Imq(X) 12 Imq
(
ReF ImFReF ImF (ReF )2X
) 1
2
− c3t7Imq(X) 12 Imq
(
ReF ImF (ReF )3ImFX
) 1
2 + o(t7)|X2|. (2.3.115)
Il s’ensuit que l’on peut trouver une constante β strictement positive inde´pen-
dante des variables t et X telle que pour tout X dans R2n et 0 ≤ t ≤ 1,
At(X) ≥ c0tImq(X) + c1t3Imq(ReFX) + c2t5Imq
(
(ReF )2X
)
+ c3t7Imq
(
(ReF )3X
)− 2c1t3Imq(X) 12 Imq((ReF )2X) 12
− 2c2t5Imq(ReFX) 12 Imq
(
(ReF )3X
) 1
2 − 2βt5Imq(X) 12 |X|
− 2βt7Imq(X) 12 |X| − 2βt7Imq(ReFX) 12 |X|
− 2βt7Imq((ReF )2X) 12 |X|+ o(t7)|X|2. (2.3.116)
Conside´rons trois constantes δ1, δ2 et δ3 strictement positives. En utilisant que
pour tout (x, y) ∈ R2,
−2xy ≥ −x2 − y2,
on de´duit de l’estimation (2.3.116) que,
At(X) ≥ (c0t− c1δ−11 t− βt2 − βt4 − δ3t7)Imq(X)
+ (c1t3 − c2δ−12 t3 − βt5 − δ3t7)Imq(ReFX)
+ (c2t5 − c1δ1t5 − βt6 − δ3t7)Imq
(
(ReF )2X
)
+ (c3t7 − c2δ2t7 − δ3t7)Imq
(
(ReF )3X
)
+ δ3t7r(X) + r˜t(X), (2.3.117)
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ou` r est la forme quadratique de´finie en (2.3.98) et ou` r˜t une forme quadratique
ve´rifiant,
r˜t(X) = o(t7)|X|2. (2.3.118)
Le lemme 2.3.6 montre qu’il existe une constante α > 0 telle que,
∀X ∈ R2n, r(X) ≥ α|X|2. (2.3.119)
On choisit ensuite les constantes δ1 et δ2 de sorte que,
0 <
c1
c0
< δ1 <
c2
c1
< δ2 <
c3
c2
, (2.3.120)
ce qui est possible puisque,
c1
c0
=
1
3
<
c2
c1
=
2
5
<
c3
c2
=
17
42
.
Puis, on choisit la constante δ3 strictement positive telle que,
c3 − c2δ2 − δ3 > 0, (2.3.121)
ce qui est possible d’apre`s (2.3.120). On conside`re enfin t0 > 0 assez petit pour
que,
(c0 − c1δ−11 )t0 − βt20 − βt40 − δ3t70 > 0,
(c1 − c2δ−12 )t30 − βt50 − δ3t70 > 0,
(c2 − c1δ1)t50 − βt60 − δ3t70 > 0, (2.3.122)
et,
∀X ∈ R2n, δ3αt70|X|2 + r˜t0(X) ≥
δ3αt
7
0
2
|X|2. (2.3.123)
Ceci est possible d’apre`s (2.3.118) et (2.3.120). On de´duit alors de (2.3.96),
(2.3.117), (2.3.119), (2.3.121), (2.3.122) et (2.3.123) que la forme quadratique
At0 est de´finie positive, ce qui termine la de´monstration de la proposition 2.3.5.

Plac¸ons nous maintenant dans le cadre d’e´tude qui est celui de´crit au de´but
de cette e´tape 3 et supposons que le rang l de ImF soit supe´rieur ou e´gal a` 1 et
que l = n − 1 ou l = n. Dans ces conditions, la proposition 2.3.5 montre qu’il
existe un temps t0 > 0 tel que le symbole de Weyl de l’ope´rateur eit0q(x,ξ)
w
,
pt0(X) =
eσ(X,tan(it0F )X)√
det
(
cos(it0F )
) ,
appartienne a` l’espace L2(R2n). Il s’ensuit que l’ope´rateur eit0q(x,ξ)w est alors un
ope´rateur de Hilbert-Schmidt. On peut alors appliquer le the´ore`me 2.20 de [4]
pour obtenir que le spectre du semi-groupe eitq(x,ξ)
w
ve´rifie,
∀t > 0, σ(eitq(x,ξ)w) = {0} ∪ {eitµ : µ ∈ σ(q(x, ξ)w)}. (2.3.124)
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On en de´duit en utilisant la description du spectre de l’ope´rateur q(x, ξ)w donne´e
par le the´ore`me 2.1.5 que le rayon spectral de l’ope´rateur eitq(x,ξ)
w
est donne´ par,
rad(eitq(x,ξ)
w
) = max
{|µ| : µ ∈ σ(eitq(x,ξ)w)} = e−at, (2.3.125)
ou`,
a = inf
{
−
∑
µ∈σ(F ),
−iµ∈Σ(q)\{0}
(
rµ + 2kµ
)
Reµ : kµ ∈ N
}
. (2.3.126)
Les notations utilise´es ci-dessus sont celles du the´ore`me 2.1.5. De plus, comme
dans notre cas,
Σ(q) ⊂ {z ∈ C : Imz ≥ 0},
il s’ensuit que si µ ∈ σ(F ) et −iµ ∈ Σ(q)\{0}, on a −Reµ ≥ 0. Notons que si un
tel µ ve´rifiait Reµ = 0, cela induirait que l’application hamiltonienne F posse`de
des valeurs propres imaginaires pures, ce qui est exclu par les hypothe`ses de cette
e´tape 3. On en de´duit tout d’abord que si µ ∈ σ(F ) et −iµ ∈ Σ(q) \ {0} alors,
−Reµ > 0,
puis que le membre de droite de (2.3.126) est bien de´fini et que a est une constante
strictement positive. Le the´ore`me 1.22 de [4] montre d’apre`s (2.3.125) que,
−a = lim
t→+∞
1
t
log ‖eitq(x,ξ)w‖L(L2(Rn)),
ce qui induit qu’il existe une constante M > 0 telle que,
∀t ≥ 0, ‖eitq(x,ξ)w‖L(L2(Rn)) ≤Me−
a
2
t.
L’estimation (2.3.84) est donc bien ve´rifie´e dans ce cas.
Nous sommes maintenant en mesure de de´montrer le re´sultat suivant.
The´ore`me 2.3.7. Conside´rons q : Rnx×Rnξ → C une forme quadratique elliptique
a` valeurs complexes en dimension n ≥ 2, F l’application hamiltonienne associe´e
a` cette forme quadratique q et q(x, ξ)w : B → L2(Rn) l’ope´rateur diffe´rentiel
quadratique elliptique associe´. On suppose que cet ope´rateur est non normal et
que l’ordre du symbole q sur la demi-droite ouverte ∆j = zjR∗+, j ∈ {1, 2}
de (2.3.51) est infini. Enonc¸ons les deux hypothe`ses supple´mentaires suivantes :
(H1) On suppose que
(
Im(zjF )
)2 6= 0.
(H2) On suppose que
(
Im(zjF )
)2 = 0. Sous cette hypothe`se, on a l’ine´galite´
suivante,
1 ≤ rang(Im(zjF )) ≤ min(n− ∑
λ∈σ(F )∩i∆j
dimCKer(F − λ), n− 1
)
, (2.3.127)
ou` dimCKer(F −λ) de´signe la dimension du sous-espace vectoriel Ker(F −λ) de
C2n en tant que C-espace vectoriel. On suppose de plus dans ce cas que,
rang
(
Im(zjF )
) ≥ n− ∑
λ∈σ(F )∩i∆j
dimCKer(F − λ)− 1. (2.3.128)
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Si l’une des deux hypothe`ses (H1) ou (H2) est satisfaite alors il n’y a pas de
pseudo-spectre semi-classique d’indice infini sur la demi-droite ouverte ∆j. Plus
pre´cise´ment, pour tout η > 0 il existe une constante C strictement positive telle
que,
∀h > 0,∀u ∈ B, ‖q(x, hξ)wu− ηzju‖L2(Rn) ≥ Ch‖u‖L2(Rn), (2.3.129)
ce qui induit d’apre`s (2.3.1) l’inclusion,
∆j ⊂
(
Λsc1
(
q(x, hξ)w
))c
.
Avant de proce´der a` la de´monstration de ce the´ore`me, remarquons que si
q de´signe une forme quadratique elliptique a` valeurs complexes telle que la
forme quadratique {Req, Imq} ne soit pas identiquement nulle i.e. que l’ope´rateur
q(x, ξ)w soit un ope´rateur non normal (cf. Proposition 2.1.4), le re´sultat pre´ce´-
dent permet de de´montrer l’absence de pseudo-spectre semi-classique d’indice
infini pour tout point z non nul de la frontie`re de l’image nume´rique ∂Σ(q) \ {0}
d’ordre infini lorsque la dimension n est e´gale a` 2. En effet en conside´rant les
notations du the´ore`me 2.3.7 et z ∈ ∆j = zjR∗+, si les conditions,(
Im(zjF )
)2 = 0 et n = 2,
sont ve´rifie´es, l’estimation (2.3.127) induit l’estimation (2.3.128). Ce crite`re per-
met e´galement de de´cider un grand nombre de cas d’ordre infini lorsque la di-
mension n est e´gale a` 3 puisque seuls des cas ou`,(
Im(zjF )
)2 = 0 et rang(Im(zjF )) = 1,
ne sont pas couverts par le re´sultat pre´ce´dent.
Remarque. Nous allons voir dans la de´monstration du the´ore`me 2.3.7 que si,
q(x, ξ)w : B → L2(Rn),
est un ope´rateur diffe´rentiel quadratique non normal en dimension n ≥ 2 et que,(
Im(zjF )
)2 = 0 et rang(Im(zjF )) = n,
ou` F de´signe l’application hamiltonienne associe´e a` la forme quadratique q et
zj ∈ ∂Σ(q) \ {0}, alors le symbole q est d’ordre fini et est e´gal a` 2 sur la demi-
droite ∆j = zjR∗+ de la frontie`re de l’image nume´rique Σ(q). On peut dans ce
cas appliquer le re´sultat du the´ore`me 2.3.3 pour obtenir l’estimation a priori,
∀z ∈ ∆j ,∃C > 0,∃h0 > 0,∀u ∈ S(Rn),∀ 0 < h < h0,
‖q(x, hξ)wu− zu‖L2(Rn) ≥ Ch2/3‖u‖L2(Rn),
qui d’apre`s la densite´ de l’espace de Schwartz dans l’espace B et (2.3.1) induit
que,
∆j ⊂
(
Λsc2/3
(
q(x, hξ)w
))c
.
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Preuve du the´ore`me 2.3.7. Comme nous l’avons de´ja` souligne´ dans les lignes
pre´ce´dant (2.3.51) les hypothe`ses du the´ore`me 2.3.7 induisent que l’image nume´rique Σ(q)
du symbole q est un secteur angulaire ferme´ de sommet 0 avec une ouverture
strictement positive et strictement plus petite que pi. Cette remarque et le fait que
d’apre`s (2.3.51), zj ∈ ∂Σ(q)\{0}, induisent que la forme quadratique Im(zjq) est
non identiquement nulle et qu’elle est soit positive, soit ne´gative. On en de´duit
e´galement l’inclusion suivante,
Σ(zjq) ⊂ C \ R∗−.
Ceci nous permet de ramener notre e´tude au cadre de´veloppe´ pre´ce´demment
et de re´duire via une transformation symplectique line´aire re´elle donne´e par la
proposition 2.1.8 la forme quadratique Im(zjq) a` la forme normale,
Im(zjq)(x, ξ) =
k∑
p=1
µp(ξ2p + x
2
p) +
k+l∑
p=k+1
x2p, (2.3.130)
si la forme quadratique Im(zjq) est positive ou,
Im(zjq)(x, ξ) = −
k∑
p=1
µp(ξ2p + x
2
p)−
k+l∑
p=k+1
x2p, (2.3.131)
si la forme quadratique Im(zjq) est ne´gative, ou` k, l ∈ N, k + l ≥ 1 et µp > 0
pour tout p = 1, ..., k. Le fait que k + l ≥ 1 est une conse´quence du fait que
la forme quadratique Im(zjq) soit non identiquement nulle. Un calcul explicite
comme en (2.3.88) de l’application hamiltonienne associe´e selon le cas a` la forme
normale (2.3.130) ou (2.3.131) montre que le cas ou` l’hypothe`se (H1) est satis-
faite correspond exactement au cas ou` l’entier k ≥ 1. Dans le cas ou` la forme
quadratique Im(zjq) est e´gale a` la forme normale (2.3.130) avec k ≥ 1, on a
e´tabli dans la section 2.3.b.3.3.a l’estimation a priori,
∀η > 0,∃C > 0,∀h > 0,∀u ∈ S(Rn),
‖zjq(x, hξ)wu− η|zj |2u‖L2(Rn) ≥ Ch‖u‖L2(Rn),
qui entraˆıne l’estimation (2.3.129) par densite´ de l’espace de Schwartz dans l’es-
pace B. Dans le cas ou` la forme quadratique Im(zjq) est e´gale a` la forme normale
(2.3.131) avec k ≥ 1, on obtient la meˆme estimation a priori si on utilise le mul-
tiplicateur −iu a` la place du multiplicateur iu dans (2.3.76). Supposons main-
tenant que l’hypothe`se (H2) soit satisfaite. Ceci correspond exactement d’apre`s
ce qui pre´ce`de, au cas ou` k = 0 et l ≥ 1. Constatons que sous les hypothe`ses du
the´ore`me 2.3.7 le cas ou` k = 0 et l = n ne peut pas se produire d’apre`s l’e´tude
de la section 2.3.b.3.3.b. En effet, nous avons vu dans cette section que le sym-
bole zjq est dans ce cas d’ordre fini, e´gal a` 2 sur la demi-droite ouverte R∗+. En
toute rigueur, signalons que nous avons ve´rifie´ ce fait que pour la forme normale
(2.3.130). L’e´tude du cas de la forme normale (2.3.131) lorsque k = 0 et l = n
s’en de´duit trivialement. Ceci induit que dans ce cas le symbole q est d’ordre
fini, e´gal a` 2 sur la demi-droite ouverte ∆j ce qui est contraire aux hypothe`ses
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du the´ore`me 2.3.7 et justifie la remarque qui fait suite a` l’e´nonce´ de ce the´ore`me.
En utilisant un calcul explicite comme en (2.3.88) de l’application hamiltonienne
associe´e selon le cas a` la forme normale (2.3.130) ou (2.3.131), on remarque que
dans le cas ou` k = 0 et l ≥ 1 cet indice l correspond au rang de l’application
hamiltonienne Im(zjF ). Ceci de´montre que sous les hypothe`ses du the´ore`me 2.3.7
et si l’hypothe`se (H2) est ve´rifie´e, on a
1 ≤ rang(Im(zjF )) ≤ n− 1. (2.3.132)
Dans le cas ou` l’identite´ (2.3.130) est ve´rifie´e, on a vu en (2.3.87) qu’il suffisait
pour obtenir l’estimation,
∀η > 0,∃C > 0,∀h > 0,∀u ∈ B,
‖zjq(x, hξ)wu− η|zj |2u‖L2(Rn) ≥ Ch‖u‖L2(Rn), (2.3.133)
qui induit l’estimation (2.3.129) de de´montrer l’estimation sur le semi-groupe
d’e´volution,
∃M > 0,∃a > 0,∀t ≥ 0, ‖eitzjq(x,ξ)w‖L(L2(Rn)) ≤Me−at. (2.3.134)
Un raisonnement identique a` celui propose´ pour la de´monstration de (2.3.86) et
(2.3.87) montre que dans le cas ou` la forme quadratique Im(zjq) est ne´gative i.e.
ve´rifie (2.3.131), il suffit pour obtenir (2.3.133) de de´montrer l’estimation,
∃M > 0,∃a > 0,∀t ≥ 0, ‖e−itzjq(x,ξ)w‖L(L2(Rn)) ≤Me−at. (2.3.135)
Conside´rons tout d’abord le cas ou` la forme quadratique Im(zjq) est positive i.e.
ve´rifie (2.3.130) avec k = 0 et l ≥ 1. Si on reprend les e´tapes 1 et 2 de´taille´es
dans la section 2.3.b.3.3.b, on constate que l’on peut tensoriser un certain nombre
de variables dont le nombre est fonction du nombre de valeurs propres imagi-
naires pures de l’application hamiltonienne zjF . En effet d’apre`s le lemme 2.3.4,
l’ensemble (e´ventuellement vide) des valeurs propres imaginaires pures deux a`
deux distinctes de l’application hamiltonienne zjF posse`de la structure suivante,
{λ1, ..., λr,−λ1, ...,−λr},
ou` r ∈ N. On sait d’apre`s ce lemme 2.3.4 que ∀j = 1, ..., r, λj 6= 0. En gar-
dant les notations introduites dans ce lemme, on note S le sous-espace vectoriel
symplectique de R2n,
S = Sλ1 ⊕σ⊥ ...⊕σ⊥ Sλr .
D’apre`s le lemme 2.3.4, ce sous-espace vectoriel S de R2n a pour dimension,
2
∑
µ∈σ(zjF )∩iR∗+
dimCKer(zjF − µ) = 2
∑
λ∈σ(F )∩i∆j
dimCKer(F − λ), (2.3.136)
puisque ∆j = zjR∗+. D’apre`s l’e´tape 2 de la section 2.3.b.3.3.b, il suffit alors
pour e´tablir l’estimation (2.3.134) et terminer dans ce cas la de´monstration du
the´ore`me 2.3.7 d’e´tablir l’estimation,
∃M > 0,∃a > 0,∀t ≥ 0, ‖eitq˜w‖L(L2(Rn˜)) ≤Me−at, (2.3.137)
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pour la forme quadratique elliptique,
∀X ∈ S˜, q˜(X) := σ(X, (Re(zjF )|S˜ + iIm(zjF )|S˜)X), (2.3.138)
de´finie sur le sous-espace vectoriel symplectique S˜ de´fini comme l’orthogonal
symplectique du sous-espace vectoriel symplectique S dans R2n qui est stable
par les applications hamiltoniennes Re(zjF ) et Im(zjF ). La dimension de ce
sous-espace vectoriel S˜ est alors d’apre`s (2.3.136) e´gale a` 2n˜ si on note,
n˜ = n−
∑
λ∈σ(F )∩i∆j
dimCKer(F − λ). (2.3.139)
Comme d’apre`s cette meˆme e´tape 2 de la section 2.3.b.3.3.b, on peut e´crire la
de´composition,
∀X = X ′ +X ′′ ∈ S ⊕ S˜, zjq(X) = Q(X ′) + q˜(X ′′), (2.3.140)
ou` Q de´signe la forme quadratique a` valeurs re´elles,
∀X ′ ∈ S, Q(X ′) := σ(X ′,Re(zjF )|SX ′).
Il s’ensuit que,
Im(zjq)(X) = Imq˜(X ′′). (2.3.141)
La forme quadratique Imq˜ est donc positive d’apre`s (2.3.130). En utilisant la
proposition 2.1.8, on peut alors apre`s un nouveau changement line´aire symplec-
tique de variables supposer que,
Imq˜ =
l˜∑
j=1
x2j , (2.3.142)
avec 1 ≤ l˜ ≤ n˜. En effet, ce re´sultat est une conse´quence des faits suivants.
Tout d’abord d’apre`s (2.3.141), la forme quadratique Imq˜ est positive et non
identiquement nulle car c’est le cas de la forme quadratique Im(zjq) d’apre`s
(2.3.130) puisque nous e´tudions le cas ou` k = 0 et l ≥ 1. Ensuite, comme l’hy-
pothe`se (H2) est satisfaite et que le sous-espace S˜ est stable par Im(zjF ), on en
de´duit d’apre`s (2.3.138) que l’application hamiltonienne Im(zjF )|S˜ de la forme
quadratique Imq˜ est nilpotente d’indice 2. Cette proprie´te´ de nilpotence d’indice
2 interdit la pre´sence de termes de la forme λj(ξ2j+x
2
j ) avec λj > 0 dans la somme
(2.3.142). En utilisant un calcul explicite comme en (2.3.88) de cette application
hamiltonienne Im(zjF )|S˜ associe´e a` la forme normale (2.3.142) et le lemme 2.3.4,
on obtient que,
rang
(
Im(zjF )
)
= rang
(
Im(zjF )|S˜
)
= l˜, (2.3.143)
puisque les sous-espaces symplectiques S et S˜ sont stables par l’application hamil-
tonienne Im(zjF ) et que le lemme 2.3.4 impose que,
Im(zjF )|S = 0.
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En utilisant maintenant que 1 ≤ l˜ ≤ n˜, (2.3.132), (2.3.139) et (2.3.143), on
obtient l’estimation (2.3.127). Comme de plus cette application hamiltonienne,
Re(zjF )|S˜ + iIm(zjF )|S˜ ,
ne posse`de pas par construction du sous-espace vectoriel S˜ de valeurs propres
imaginaires pures, on peut alors d’apre`s (H2), (2.3.139) et (2.3.143) appliquer
les re´sultats de l’e´tape 3 qui e´tablissent successivement les estimations (2.3.137),
(2.3.134), (2.3.133) et (2.3.129) puisque d’apre`s (2.3.130) et (2.3.140),
Σ(q˜) ⊂ Σ(zjq) ⊂ {z ∈ C : Imz ≥ 0} \ R∗−.
Dans le cas ou` la forme quadratique Im(zjq) ve´rifie (2.3.131), il suffit d’appliquer
ce qui pre´ce`de a` la forme quadratique −zjq pour obtenir (2.3.135). Ceci termine
la de´monstration du the´ore`me 2.3.7. 
Si on collecte toutes les informations de´taille´es au fil de cette longue section 2.3,
on obtient les re´sultats annonce´s par les the´ore`mes 1.6.6. et 1.6.7 du chapitre 1.
2.4 Etude de quelques exemples d’ope´rateurs diffe´ren-
tiels quadratiques elliptiques.
On se propose dans cette dernie`re section de de´crire les phe´nome`nes de sta-
bilite´ ou d’instabilite´ spectrale qui se de´veloppent sous l’effet de petites per-
turbations pour les hautes e´nergies de trois exemples particuliers d’ope´rateurs
diffe´rentiels quadratiques elliptiques sur R2,
q1(x, ξ)w = −(1 + i)∂2x1 − ∂2x2 + 4(−1 + i)x1∂x1 + 2(−1 + i)x2∂x1 + 6ix2∂x2
+ 2ix1∂x2 + (6 + 5i)x
2
1 + (11 + i)x
2
2 + (10 + 4i)x1x2 − 2 + 5i,
q2(x, ξ)w = −∂2x1 − 2∂2x2 + 4ix2∂x2 + 2x21 + (4 + i)x22 + 4x1x2 + 2i,
et,
q3(x, ξ)w = −(1 + i)∂2x1 − 2∂2x2 + 4(−1 + i)x1∂x1 + 2(1− i)x2∂x1 − 4ix1∂x2
+ (9 + 4i)x21 + (2 + i)x
2
2 − 4(1 + i)x1x2 − 2 + 2i.
Ces trois exemples permettent d’esquisser la diversite´ des phe´nome`nes de sta-
bilite´ ou d’instabilite´ spectrale qui se produisent dans la classe des ope´rateurs
diffe´rentiels quadratiques elliptiques. Nous avons choisi de conside´rer des ex-
emples d’ope´rateurs diffe´rentiels quadratiques elliptiques en dimension 2 puisque
l’e´tude mene´e dans ce chapitre dont les re´sultats sont re´sume´s dans les the´ore`mes
1.6.6 et 1.6.7, a montre´ que la dimension 2 est prototypique de ce qui se passe
en dimension finie diffe´rente de 1. Nous devons e´galement reconnaˆıtre pour ex-
pliquer ce choix que la dimension 2 pre´sente aussi l’avantage d’eˆtre le seul cas
multidimensionnel pour lequel nous posse´dons une de´monstration ge´ne´rale de
l’absence de pseudo-spectre semi-classique d’indice 1 sur toutes les demi-droites
ouvertes d’ordre infini composant la frontie`re des images nume´riques des ope´ra-
teurs diffe´rentiels quadratiques elliptiques.
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2.4.a Etude de l’ope´rateur q1(x, ξ)
w.
L’ope´rateur,
q1(x, ξ)w = −(1 + i)∂2x1 − ∂2x2 + 4(−1 + i)x1∂x1 + 2(−1 + i)x2∂x1 + 6ix2∂x2
+ 2ix1∂x2 + (6 + 5i)x
2
1 + (11 + i)x
2
2 + (10 + 4i)x1x2 − 2 + 5i,
est l’ope´rateur diffe´rentiel quadratique elliptique de´fini en quantification de Weyl
par la forme quadratique elliptique,
q1(x, ξ) = ξ21 + 6x
2
1 + ξ
2
2 + 11x
2
2 − 4x1ξ1 − 2x2ξ1 + 10x1x2 − 2x1ξ2 − 6x2ξ2
+ i
(
ξ21 + 5x
2
1 + x
2
2 − 4x1ξ1 − 2x2ξ1 + 4x1x2
)
= (ξ1 − 2x1 − x2)2 + x21 + (ξ2 − x1 − 3x2)2 + x22 + i
(
(ξ1 − 2x1 − x2)2 + x21
)
.
Conside´rons la transformation symplectique line´aire re´elle,
χ(x, ξ) = (x, ξ −Ax) ou` A =
(
2 1
1 3
)
∈ S2(R2),
et,
q˜1(x, ξ) := ξ21 + x
2
1 + ξ
2
2 + x
2
2 + i(x
2
1 + ξ
2
1). (2.4.1)
L’identite´ q˜1 ◦ χ = q1 montre que l’image nume´rique Σ(q1) est e´gale a` l’image
nume´rique Σ(q˜1) qui d’apre`s (2.4.1) est e´gale a` l’ensemble,{
z ∈ C∗ : 0 ≤ argz ≤ pi/4} ∪ {0}.
Comme pour tout (x, ξ) ∈ R4, on obtient en utilisant le caracte`re symplectique
de la transformation χ que,
q1(x, ξ) = σ
(
(x, ξ), F1(x, ξ)
)
= (q˜1 ◦ χ)(x, ξ) = σ
(
χ(x, ξ), F˜1χ(x, ξ)
)
= σ
(
(x, ξ), χ−1F˜1χ(x, ξ)
)
,
si F1 et F˜1 de´signent respectivement les applications hamiltoniennes des formes
quadratiques q1 et q˜1. On en de´duit l’identite´,
F1 = χ−1F˜1χ, (2.4.2)
et un calcul explicite montre que si on note B la base canonique de l’espace
Rx1 × Rx2 × Rξ1 × Rξ2 , on a
matB(F˜1) =

0 0 1 + i 0
0 0 0 1
−1− i 0 0 0
0 −1 0 0
 et
det(F˜1 −X) = (X2 + 1)(X2 + 2i). (2.4.3)
On en de´duit d’apre`s (2.4.2) et (2.4.3) que l’ensemble des valeurs propres de
l’application hamiltonienne F1 est donne´ par,{± i,±√2e−ipi4 }.
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Les re´sultats rappele´s a` la proposition 2.1.3 et au the´ore`me 2.1.5 de ce chapitre
montrent que le spectre de l’ope´rateur de Fredholm d’indice 0,
q1(x, ξ)w : B → L2(R2),
est compose´ des valeurs propres,
σ
(
q1(x, ξ)w
)
=
{
(2k1 + 1) + (2k2 + 1)
√
2ei
pi
4 : (k1, k2) ∈ N2
}
.
L’invariance symplectique du crochet de Poisson induit l’identite´,
{Req1, Imq1} =
{
(Req˜1) ◦ χ, (Imq˜1) ◦ χ
}
= {Req˜1, Imq˜1} ◦ χ = 0, (2.4.4)
car,
{Req˜1, Imq˜1} = {ξ21 + x21 + ξ22 + x22, x21 + ξ21} = 0.
Cette identite´ (2.4.4) montre d’apre`s la proposition 2.1.4 que l’ope´rateur,
q1(x, ξ)w : B → L2(R2),
est un ope´rateur normal. On de´duit du the´ore`me 1.6.6 l’identite´ caracte´ristique
donnant une expression de la norme de la re´solvante de tels ope´rateurs,
∀z 6∈ σ(q1(x, ξ)w), ∥∥(q1(x, ξ)w − z)−1∥∥ = 1
d
(
z, σ(q1(x, ξ)w)
) ,
et la description suivante des ensembles ε-pseudo-spectraux,
∀ε > 0, σε
(
q1(x, ξ)w
)
=
{
z ∈ C : d(z, σ(q1(x, ξ)w)) ≤ ε},
qui assure la stabilite´ du spectre de cet ope´rateur et ce, meˆme pour les hautes
e´nergies de son spectre. Cette proprie´te´ de stabilite´ spectrale de l’ope´rateur
q1(x, ξ)w par rapport a` d’e´ventuelles perturbations est repre´sentative de la stabil-
ite´ spectrale de tous les ope´rateurs diffe´rentiels quadratiques elliptiques normaux.
2.4.b Etude de l’ope´rateur q2(x, ξ)
w.
L’ope´rateur,
q2(x, ξ)w = −∂2x1 − 2∂2x2 + 4ix2∂x2 + 2x21 + (4 + i)x22 + 4x1x2 + 2i,
est l’ope´rateur diffe´rentiel quadratique elliptique de´fini en quantification de Weyl
par la forme quadratique elliptique,
q2(x, ξ) = ξ21 + 2x
2
1 + 2ξ
2
2 + 4x
2
2 − 4x2ξ2 + 4x1x2 + ix22
= ξ21 + (x1 + 2x2 − ξ2)2 + (x1 + ξ2)2 + ix22. (2.4.5)
On de´duit de l’expression (2.4.5) que l’image nume´rique Σ(q2) est donne´e dans
ce cas par l’ensemble,
Σ(q2) = {z ∈ C : Rez ≥ 0 et Imz ≥ 0},
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et,
∂Σ(q2) = {0} unionsq R∗+ unionsq iR∗+.
Un calcul explicite montre que si on note comme pre´ce´demment B la base canon-
ique de l’espace Rx1 ×Rx2 ×Rξ1 ×Rξ2 et F2 l’application hamiltonienne associe´e
a` la forme quadratique q2, on a
matB(F2) =

0 0 1 0
0 −2 0 2
−2 −2 0 0
−2 −4− i 0 2
 et
det(F2 −X) = X4 + 2(3 + i)X2 + 4i. (2.4.6)
On de´duit de (2.4.6) que l’ensemble des valeurs propres de l’application hamil-
tonienne F2 est donne´ par,
{λ1,−λ1, λ2,−λ2},
si λ1 et λ2 de´signent les nombres complexes qui sont les uniques solutions des
e´quations,
λ21 = −
(√√
17 + 4 + 3
)
−
(√√
17− 4 + 1
)
i,
λ22 =
(√√
17 + 4− 3
)
+
(√√
17− 4− 1
)
i,
ve´rifiant,
−iλ1,−iλ2 ∈
{
z ∈ C : Rez > 0 et Imz > 0}.
Les re´sultats de la proposition 2.1.3 et du the´ore`me 2.1.5 montrent que le spectre
de l’ope´rateur de Fredholm d’indice 0,
q2(x, ξ)w : B → L2(R2),
est compose´ des valeurs propres,
σ
(
q2(x, ξ)w
)
=
{
(2k1 + 1)(−iλ1) + (2k2 + 1)(−iλ2) : (k1, k2) ∈ N2
}
. (2.4.7)
Le calcul suivant,
{Req2, Imq2}(x, ξ) = 8x2(ξ2 − x2), (2.4.8)
montre d’apre`s la proposition 2.1.4 que cet ope´rateur,
q2(x, ξ)w : B → L2(R2),
est un ope´rateur non normal. D’autres calculs explicites donnent les expressions
suivantes des crochets de Poisson ite´re´s non trivialement nuls des symboles Req2
et Imq2 avec trois ou quatre termes,
H2Req2Imq2(x, ξ) = 32(ξ
2
2 − 2ξ2x2 − x1x2),
H2Imq2Req2(x, ξ) = 16x
2
2,
H3Req2Imq2(x, ξ) = 64(6x1x2 − 6x1ξ2 + 8x22 − x2ξ1 − 8x2ξ2),
HImq2H
2
Req2Imq2(x, ξ) = − 16{Req2, Imq2}(x, ξ),
HReq2H
2
Imq2Req2(x, ξ) = 16{Req2, Imq2}(x, ξ),
H3Imq2Req2(x, ξ) = 0. (2.4.9)
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Le calcul explicite des crochets de Poisson ite´re´s non trivialement nuls des sym-
boles Req2 et Imq2 avec exactement cinq termes montre ensuite que,
H4Req2Imq2(x, ξ) = 256(6x
2
1 + 15x1x2 + x
2
2 + 4x2ξ1
+ 16x2ξ2 − 4ξ1ξ2 − 8ξ22),
HImq2H
3
Req2Imq2(x, ξ) = 256(3x1 + 4x2)x2,
HReq2HImq2H
2
Req2Imq2(x, ξ) = − 16H2Req2Imq2(x, ξ),
H2Imq2H
2
Req2Imq2(x, ξ) = 16H
2
Imq2Req2(x, ξ),
H2Req2H
2
Imq2Req2(x, ξ) = 16H
2
Req2Imq2(x, ξ),
HImq2HReq2H
2
Imq2Req2(x, ξ) = − 16H2Imq2Req2(x, ξ),
HReq2H
3
Imq2Req2(x, ξ) = H
4
Imq2Req2(x, ξ) = 0. (2.4.10)
On de´duit de (2.4.5) l’identite´,{
(x1, x2, ξ1, ξ2) ∈ R4 : q2(x1, x2, ξ1, ξ2) = i
}
=
{
(−1, 1, 0, 1); (1,−1, 0,−1)},
et on constate d’apre`s (2.4.8) et (2.4.9) que sur cet ensemble,
{Req2, Imq2} = 0 et H2Imq2Req2 6= 0.
Il s’ensuit que l’ordre du symbole q2 sur la demi-droite iR∗+ est fini et que cet
ordre est e´gal a` 2. Nous allons maintenant de´terminer l’ordre du symbole q2 sur
l’autre demi-droite ouverte qui compose la frontie`re de l’image nume´rique i.e. la
demi-droite ouverte R∗+. Constatons tout d’abord d’apre`s (2.4.5) que,
q2(0, 0, 1, 0) = 1,
et en usant des expressions (2.4.8), (2.4.9) et (2.4.10) que tous les crochets de
Poisson ite´re´s des symboles Req2 et Imq2 avec plus de deux termes et au plus cinq
termes s’annulent au point (x1, x2, ξ1, ξ2) = (0, 0, 1, 0). Ceci montre que l’ordre
du symbole q2 sur la demi-droite R∗+ est supe´rieur ou e´gal a` 5. On sait d’apre`s le
the´ore`me 2.3.3 de ce chapitre que si cet ordre est fini alors il est ne´cessairement
pair. Il s’ensuit que si l’ordre de q2 sur la demi-droite R∗+ est fini alors cet ordre
est supe´rieur ou e´gal a` 6. Nous allons montrer que cet ordre est exactement e´gal
a` 6. Des calculs supple´mentaires montrent que,
H6Req2Imq2(x, ξ) = 2048(−90x21 − 189x1x2 − 23x22 − 58x2ξ1 − 152x2ξ2 + 10ξ21
+ 58ξ1ξ2 + 76ξ22). (2.4.11)
Si l’ordre de q2 sur la demi-droite R∗+ e´tait strictement supe´rieur a` 6, il existerait
un e´le´ment (x1, x2, ξ1, ξ2) de R4 ve´rifiant,
q2(x1, x2, ξ1, ξ2) = 1, H2Req2Imq2(x1, x2, ξ1, ξ2) = H
4
Req2Imq2(x1, x2, ξ1, ξ2)
= H6Req2Imq2(x1, x2, ξ1, ξ2) = 0.
L’e´quation q2(x1, x2, ξ1, ξ2) = 1 induirait d’apre`s (2.4.5) que x2 = 0. Ensuite en
utilisant que,
H2Req2Imq2(x1, 0, ξ1, ξ2) = 0,
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et (2.4.9), on obtiendrait que ne´cessairement ξ2 = 0. Puis comme,
H4Req2Imq2(x1, 0, ξ1, 0) = 0,
on trouverait en reprenant (2.4.10) que x1 = 0. Enfin si,
H6Req2Imq2(0, 0, ξ1, 0) = 0,
on obtiendrait en utilisant (2.4.11) que ξ1 = 0, ce qui contredirait le fait qu’en
ce point (x1, x2, ξ1, ξ2), on ait q2 = 1. On a ainsi de´montre´ que l’ordre de q2
sur la demi-droite ouverte R∗+ est fini et que cet ordre est exactement e´gal a` 6.
Les re´sultats des the´ore`mes 1.6.6 et 1.6.7 montrent que le pseudo-spectre semi-
classique d’indice infini est exactement e´gal a` l’inte´rieur de l’image nume´rique,
Λsc∞
(
q2(x, hξ)w
)
= ˚Σ(q2) = {z ∈ C : Rez > 0 et Imz > 0},
et qu’il n’y a pas de pseudo-spectre semi-classique d’indice infini sur la frontie`re
de l’image nume´rique ∂Σ(q2). Plus pre´cise´ment, on a les re´sultats suivants sur la
frontie`re de l’image nume´rique ∂Σ(q2) = {0} unionsq R∗+ unionsq iR∗+,
0 ∈ (Λsc1 (q2(x, hξ)w))c, R∗+ ⊂ (Λsc6/7(q2(x, hξ)w))c et
iR∗+ ⊂
(
Λsc2/3
(
q2(x, hξ)w
))c
. (2.4.12)
Ces inclusions (2.4.12) se traduisent de la manie`re suivante en terme d’estima-
tions de re´solvante,
∃C > 0,∃h0 > 0,∀ 0 < h < h0,
∥∥(q2(x, hξ)w)−1∥∥ < Ch−1,∥∥(q2(x, hξ)w − 1)−1∥∥ < Ch− 67 ,∥∥(q2(x, hξ)w − i)−1∥∥ < Ch− 23 . (2.4.13)
Rappelons aussi qu’il n’y a pas de pseudo-spectre semi-classique d’indice 0 sur
l’ensemble comple´mentaire de l’image nume´rique,
Σ(q2)c ⊂
(
Λsc0
(
q2(x, hξ)w
))c
.
Ce fait de´coule de la proposition 2.1.9 qui montre que,
∀h > 0,∀z ∈ Σ(q2)c,
∥∥(q2(x, hξ)w − z)−1∥∥ ≤ 1
d
(
z,Σ(q2)
) . (2.4.14)
Cette description pre´cise des ensembles pseudo-spectraux semi-classiques nous
montre en de´laissant le cadre semi-classique pour revenir au cadre classique (i.e.
h = 1) que le spectre de l’ope´rateur,
q2(x, ξ)w : B → L2(R2),
est tre`s instable sous de petites perturbations. En effet en utilisant le changement
de variables y = h1/2x avec h > 0 de´ja` mentionne´ en (1.5.2) au chapitre 1, on
obtient l’identite´,
q2(x, ξ)w − z
h
=
1
h
(
q2(y, hη)w − z
)
. (2.4.15)
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L’existence de pseudo-spectre semi-classique d’indice infini en tout point de l’in-
te´rieur de l’image nume´rique,
Λsc∞
(
q2(x, hξ)w
)
= ˚Σ(q2),
induit d’apre`s notre discussion suivant (1.5.2) a` la section 1.5 du chapitre 1 que
la norme de la re´solvante de l’ope´rateur q2(x, ξ)w explose tre`s rapidement le long
de toutes les demi-droites eiθR∗+ si 0 < θ < pi/2,
∀ 0 < θ < pi/2,∀N ∈ N,∀C > 0,∀η0 ≥ 1,∃η ≥ η0,∥∥(q2(x, ξ)w − ηeiθ)−1∥∥ ≥ CηN ,
et ce, meˆme si la demi-droite eiθR∗+ ne rencontre pas le spectre de l’ope´rateur
q2(x, ξ)w. La norme de la re´solvante de cet ope´rateur diffe´rentiel quadratique
elliptique explose donc dans des re´gions e´loigne´es de son spectre, ce qui induit
que ses hautes e´nergies sont tre`s instables sous l’effet de petites perturbations.
Les estimations de re´solvantes (2.4.13) et (2.4.14) permettent de de´limiter les
re´gions ou` se produisent ces instabilite´s spectrales. En effet, en utilisant l’identite´
(2.4.15), la description (2.4.7) du spectre de l’ope´rateur q2(x, ξ)w, les estimations
(2.4.13) et (2.4.14), on obtient en reprenant la discussion de la section 1.5 du
chapitre 1 que l’on peut trouver des constantes C1 et C2 strictement positives
telles que la norme de la re´solvante de l’ope´rateur q2(x, ξ)w reste borne´e sur les
ensembles, {
u ∈ C : |u| ≥ C1 et d(u,R∗+) ≤ C2|projR∗+u|
1/7
}
, (2.4.16)
et, {
u ∈ C : |u| ≥ C1 et d(u, iR∗+) ≤ C2|projiR∗+u|
1/3
}
, (2.4.17)
si on note proj∆u la projection orthogonale du point u sur la demi-droite fer-
me´e ∆. Ceci nous permet de de´crire la forme des ε-pseudo-spectres de l’ope´rateur
q2(x, ξ)w lorsque ε est assez petit. En effet, conside´rons des constantes δ > 0,
r ≥ C1 et l’ensemble,
Γδ,r :=
⋃
λ∈σ(q2(x,ξ)w)∩B(0,r)
B(λ, δ)
∪
[
Σ(q2) ∩B(0, r)c ∩
{
u ∈ C : d(u,R∗+) ≥ C2|projR∗+u|
1/7 et
d(u, iR∗+) ≥ C2|projiR∗+u|
1/3
}]
,
si on note ci-dessus B(x, r) la boule euclidienne ferme´e du plan complexe centre´e
en x et de rayon r. En utilisant l’estimation (2.4.14) pour h = 1, le fait que
la norme de la re´solvante reste borne´e sur les compacts inclus dans l’ensemble
re´solvant ainsi que sur les ensembles (2.4.16) et (2.4.17), on en de´duit que pour
tout δ > 0 et r ≥ C1, il existe une constante ε0 strictement positive telle que
tous les ensembles ε-pseudo-spectraux pour 0 < ε ≤ ε0 soient contenus dans
l’ensemble Γδ,r,
∀ 0 < ε ≤ ε0, σε
(
q2(x, ξ)w
) ⊂ Γδ,r. (2.4.18)
Ces inclusions (2.4.18) permettent de donner une localisation du type de celle
donne´e par la conjecture de Boulton des re´gions de l’image nume´rique ou` se
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de´veloppent sous l’effet de petites perturbations les instabilite´s spectrales de
l’ope´rateur q2(x, ξ)w. Ce type d’instabilite´s spectrales est repre´sentatif des insta-
bilite´s spectrales qui se de´veloppent pour les ope´rateurs diffe´rentiels quadratiques
elliptiques non normaux en dimension n ≥ 2 lorsque les deux demi-droites ou-
vertes qui composent la frontie`re de leurs images nume´riques sont d’ordre fini.
2.4.c Etude de l’ope´rateur q3(x, ξ)
w.
L’ope´rateur,
q3(x, ξ)w = −(1 + i)∂2x1 − 2∂2x2 + 4(−1 + i)x1∂x1 + 2(1− i)x2∂x1 − 4ix1∂x2
+ (9 + 4i)x21 + (2 + i)x
2
2 − 4(1 + i)x1x2 − 2 + 2i,
est l’ope´rateur diffe´rentiel quadratique elliptique de´fini en quantification de Weyl
par la forme quadratique elliptique,
q3(x, ξ) = ξ21 + 9x
2
1 + 2x
2
2 + 2ξ
2
2 − 4x1ξ1 − 4x1x2 + 2ξ1x2 + 4x1ξ2
+i
(
ξ21 + 4x
2
1 + x
2
2 − 4x1ξ1 + 2ξ1x2 − 4x1x2
)
= (ξ1 − 2x1 + x2)2 + 3x21 + 2(ξ2 + x1)2 + x22 + i(ξ1 − 2x1 + x2)2.
Conside´rons la transformation symplectique line´aire re´elle,
χ(x, ξ) = (x, ξ −Ax) ou` A =
(
2 −1
−1 0
)
∈ S2(R2),
et,
q˜3(x, ξ) := ξ21 + 3x
2
1 + 2ξ
2
2 + x
2
2 + iξ
2
1 . (2.4.19)
L’identite´ q˜3 ◦ χ = q3 montre que l’image nume´rique Σ(q3) est e´gale a` l’image
nume´rique Σ(q˜3) qui d’apre`s (2.4.19) est e´gale a` l’ensemble,{
z ∈ C∗ : 0 ≤ argz ≤ pi/4} ∪ {0}.
Notons respectivement F3 et F˜3 les applications hamiltoniennes des formes quadra-
tiques q3 et q˜3. Un raisonnement identique a` celui menant a` (2.4.2) montre que,
F3 = χ−1F˜3χ. (2.4.20)
Un calcul explicite donne que si B de´signe la base canonique de l’espace,
Rx1 × Rx2 × Rξ1 × Rξ2 ,
matB(F˜3) =

0 0 1 + i 0
0 0 0 2
−3 0 0 0
0 −1 0 0
 et
det(F˜3 −X) = (X2 + 2)(X2 + 3 + 3i). (2.4.21)
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On de´duit de (2.4.20) et (2.4.21) que l’ensemble des valeurs propres de l’appli-
cation hamiltonienne F3 est donne´ par,{± i√2,±3 12 2 14 e−i 3pi8 }.
La proposition 2.1.3 et le the´ore`me 2.1.5 montrent que le spectre de l’ope´rateur
de Fredholm d’indice 0,
q3(x, ξ)w : B → L2(R2),
est compose´ des valeurs propres,
σ
(
q3(x, ξ)w
)
=
{
(2k1 + 1)
√
2 + (2k2 + 1)3
1
2 2
1
4 ei
pi
8 : (k1, k2) ∈ N2
}
,
et un calcul explicite donne que,
{Req˜3, Imq˜3}(x, ξ) = −12x1ξ1. (2.4.22)
Comme l’invariance symplectique du crochet de Poisson assure que,
{Req3, Imq3} = {Req˜3, Imq˜3} ◦ χ,
on de´duit de la proposition 2.1.4 que l’ope´rateur q3(x, ξ)w : B → L2(R2) est
un ope´rateur non normal. Une re´currence triviale montre en utilisant (2.4.19) et
(2.4.22) que tous les crochets de Poisson ite´re´s des symboles Req˜3 et Imq˜3 avec
plus de deux termes sont des polynoˆmes homoge`nes de degre´ 2 en les variables
(x1, ξ1). Le fait que q˜3 = 1 en (x1, x2, ξ1, ξ2) = (0, 1, 0, 0) induit d’apre`s le constat
pre´ce´dent que l’ordre du symbole q˜3 sur la demi-droite ouverte R∗+ est infini.
C’est e´galement le cas de l’ordre du symbole q3 sur la demi-droite R∗+ puisque
la transformation symplectique χ conserve les crochets de Poisson. Nous allons
maintenant de´terminer l’ordre du symbole q3 sur l’autre demi-droite ouverte qui
compose ∂Σ(q3) \ {0} i.e. la demi-droite ouverte eipi4R∗+. Il est facile de ve´rifier
d’apre`s (2.4.19) et (2.4.22) que,{
(x1, x2, ξ1, ξ2) ∈ R4 : q˜3(x1, x2, ξ1, ξ2) = 1 + i
}
=
{
(0, 0,±1, 0)},
et qu’en ces points, on a
{Req˜3, Imq˜3} = 0 et H2Imq˜3Req˜3 6= 0,
car,
H2Imq˜3Req˜3(x, ξ) = 24ξ
2
1 .
Ceci montre que l’ordre du symbole q˜3 sur la demi-droite ei
pi
4R∗+ est fini et
que cet ordre est e´gal a` 2. En utilisant a` nouveau le caracte`re symplectique
de la transformation χ, on en de´duit que l’ordre du symbole q3 sur la demi-
droite ei
pi
4R∗+ est e´galement e´gal a` 2. On peut alors appliquer les re´sultats des
the´ore`mes 1.6.6 et 1.6.7 pour obtenir que dans ce cas aussi le pseudo-spectre semi-
classique d’indice infini est exactement e´gal a` l’inte´rieur de l’image nume´rique,
Λsc∞
(
q3(x, hξ)w
)
= ˚Σ(q3) =
{
z ∈ C∗ : 0 < argz < pi/4}.
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Ceci induit le fait que le spectre de l’ope´rateur,
q3(x, ξ)w : B → L2(R2),
est tre`s instable sous de petites perturbations. En utilisant l’identite´ (2.4.15)
pour repasser dans un cadre classique, on en de´duit d’apre`s la discussion de la
section 1.5 du chapitre 1 que la norme de la re´solvante de l’ope´rateur q3(x, ξ)w
explose le long de toutes les demi-droites concourantes en 0 contenues dans l’in-
te´rieur de l’image nume´rique,
∀ 0 < θ < pi/4,∀N ∈ N,∀C > 0,∀η0 ≥ 1,∃η ≥ η0,∥∥(q3(x, ξ)w − ηeiθ)−1∥∥ ≥ CηN ,
et ce, meˆme si ces demi-droites ne rencontrent pas le spectre de cet ope´rateur.
A l’exte´rieur de l’image nume´rique, la proposition 2.1.9 assure la validite´ de
l’estimation,
∀h > 0,∀z ∈ Σ(q3)c,
∥∥(q3(x, hξ)w − z)−1∥∥ ≤ 1
d
(
z,Σ(q3)
) , (2.4.23)
qui induit l’absence de pseudo-spectre semi-classique d’indice 0 sur le comple´-
mentaire de l’image nume´rique Σ(q3),
Σ(q3)c ⊂
(
Λsc0
(
q3(x, hξ)w
))c
.
Concernant l’e´tude pseudo-spectrale sur la frontie`re de l’image nume´rique,
∂Σ(q3),
les re´sultats des the´ore`mes 1.6.6 et 1.6.7 montrent qu’il n’y a pas de pseudo-
spectre semi-classique d’indice infini sur ∂Σ(q3) et plus pre´cise´ment que l’on a
les inclusions suivantes,
0 ∈ (Λsc1 (q3(x, hξ)w))c, R∗+ ⊂ (Λsc1 (q3(x, hξ)w))c et
ei
pi
4R∗+ ⊂
(
Λsc2/3
(
q3(x, hξ)w
))c
, (2.4.24)
puisque comme la dimension est ici e´gale a` 2, le the´ore`me 2.3.7 et la remarque
qui lui fait suite, assurent l’absence de pseudo-spectre semi-classique d’indice 1
sur la demi-droite ouverte d’ordre infini R∗+. Les inclusions (2.4.24) induisent les
estimations de re´solvantes,
∃C > 0,∃h0 > 0,∀ 0 < h < h0,
∥∥(q3(x, hξ)w)−1∥∥ < Ch−1,∥∥(q3(x, hξ)w − 1)−1∥∥ < Ch−1,∥∥(q3(x, hξ)w − 1− i)−1∥∥ < Ch− 23 . (2.4.25)
En utilisant a` nouveau l’identite´ (2.4.15) pour l’ope´rateur q3(x, ξ)w et la descrip-
tion de son spectre que nous avons donne´ pre´ce´demment, on obtient en reprenant
la discussion de la section 1.5 du chapitre 1 que l’on peut trouver des constantes
C1 et C2 strictement positives telles que la norme de la re´solvante de l’ope´rateur
q3(x, ξ)w reste borne´e sur les ensembles,{
u ∈ C : |u| ≥ C1 et d(u,R∗+) ≤ C2
}
, (2.4.26)
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et, {
u ∈ C : |u| ≥ C1 et d(u, eipi4R∗+) ≤ C2|projei pi4 R∗+u|
1/3
}
. (2.4.27)
Ceci nous permet de donner comme pour l’ope´rateur pre´ce´dent une description
des ensembles ε-pseudo-spectraux de l’ope´rateur q3(x, ξ)w lorsque le parame`tre ε
est suffisamment petit. Conside´rons des constantes δ > 0, r ≥ C1 et l’ensemble,
Γδ,r :=
⋃
λ∈σ(q3(x,ξ)w)∩B(0,r)
B(λ, δ)
∪
[
Σ(q3) ∩B(0, r)c ∩
{
u ∈ C : d(u,R∗+) ≥ C2 et
d(u, ei
pi
4R∗+) ≥ C2|projei pi4 R∗+u|
1/3
}]
.
En utilisant l’estimation (2.4.23) pour h = 1, le fait que la norme de la re´solvante
reste borne´e sur les compacts inclus dans l’ensemble re´solvant ainsi que sur les
ensembles (2.4.26) et (2.4.27), on en de´duit que pour tout δ > 0 et r ≥ C1, il
existe une constante ε0 strictement positive telle que tous les ensembles ε-pseudo-
spectraux pour 0 < ε ≤ ε0 soient contenus dans l’ensemble Γδ,r,
∀ 0 < ε ≤ ε0, σε
(
q3(x, ξ)w
) ⊂ Γδ,r. (2.4.28)
Ces inclusions (2.4.28) permettent de donner une localisation des re´gions de
l’image nume´rique ou` se de´veloppent sous l’effet de petites perturbations les
instabilite´s spectrales de l’ope´rateur q3(x, ξ)w. Ce type d’instabilite´s spectrales
est repre´sentatif des instabilite´s spectrales qui se de´veloppent pour les ope´rateurs
diffe´rentiels quadratiques elliptiques non normaux en dimension n ≥ 2 lorsqu’une
demi-droite ouverte de la frontie`re de leurs images nume´riques est d’ordre infini.
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Chapitre 3
Quelques re´sultats d’existence
de quasi-modes
semi-classiques.
Le contenu de ce troisie`me chapitre recouvre des re´sultats d’existence de
quasi-modes semi-classiques induisant la pre´sence de pseudo-spectre d’injectivite´
semi-classique d’indice infini dont un aperc¸u a e´te´ donne´ a` la section 1.6.b du
chapitre 1. Ce chapitre est compose´ de deux parties qui sont re´dige´es sous la forme
d’articles inde´pendants du reste du manuscript de cette the`se. Les nume´rotations
adopte´es ici sont de ce fait propres et internes a` chacunes de ces deux parties.
La premie`re partie de ce chapitre intitule´e, un re´sultat d’existence de pseudo-
spectre pour les ope´rateurs de Schro¨dinger, reprend le contenu de l’article [21], A
general result about pseudo-spectrum for Schro¨dinger operators, qui a e´te´ publie´
dans les Proceedings of The Royal Society. Le re´sultat principal de cet
article de´termine une condition portant sur le potentiel complexe d’un ope´rateur
de Schro¨dinger semi-classique qui assure l’existence de quasi-modes caracte´ris-
tiques de la pre´sence de pseudo-spectre d’injectivite´ semi-classique dans certaines
re´gions du plan complexe. Il s’agit d’une ge´ne´ralisation du re´sultat de E.B.Davies
contenu dans [6] (The´ore`me 1) que nous avons rappele´ dans une version simpli-
fie´e au the´ore`me 1.3.1 du chapitre 1. La de´monstration de ce re´sultat d’existence
de quasi-modes semi-classiques repose sur la meˆme construction WKB complexe
que celle utilise´e par E.B.Davies dans [6].
Dans la deuxie`me partie de ce chapitre intitule´e, un re´sultat ge´ne´ral d’exis-
tence de pseudo-spectre d’injectivite´ semi-classique d’indice infini, on e´tablit un
re´sultat d’existence de quasi-modes semi-classiques pour des ope´rateurs pseudo-
diffe´rentiels semi-classiques qui ge´ne´ralise en dimension n ≥ 2, le re´sultat d’ex-
istence que donne M.Zworski dans [29] et [30] (The´ore`me 1.3.2 du chapitre 1).
Ce re´sultat donne une condition ge´ome´trique suffisante sur le symbole principal
semi-classique d’un ope´rateur pseudo-diffe´rentiel, la violation de la condition (Ψ),
qui permet la construction de quasi-modes semi-classiques induisant la pre´sence
de pseudo-spectre d’injectivite´ semi-classique d’indice infini.
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3.1 Un re´sultat d’existence de pseudo-spectre pour
les ope´rateurs de Schro¨dinger.
Re´sume´. On exhibe dans cet article une condition ge´ome´trique suffisante por-
tant sur le potentiel complexe d’un ope´rateur de Schro¨dinger qui permet via une
me´thode WKB complexe de construire des quasi-modes semi-classiques carac-
te´ristiques de la pre´sence de pseudo-spectre d’injectivite´ semi-classique d’indice
infini pour cet ope´rateur.
1. Introduction.
Nous allons de´montrer dans cet article que l’on peut ge´ne´raliser le re´sultat
d’existence de pseudo-spectre d’injectivite´ semi-classique d’indice infini e´tabli
par E.B.Davies dans [6] pour des ope´rateurs de Schro¨dinger a` potentiels com-
plexes. Commenc¸ons par donner une de´finition de la notion de pseudo-spectre
d’injectivite´ semi-classique d’indice infini.
Pour une famille semi-classique (Hh)0<h≤1 d’ope´rateurs de´finis sur un do-
maine D, le pseudo-spectre d’injectivite´ semi-classique d’indice infini de cette
famille (Hh)0<h≤1 est de´fini comme le sous-ensemble suivant du plan complexe,
λsc∞
(
(Hh)0<h≤1
)
=
{
z ∈ C : ∀N ∈ N,∀C > 0,∀h0 > 0,∃ 0 < h < h0,
∃u ∈ D, ‖u‖ = 1, ‖(Hh − zI)u‖ ≤ ChN
}
.
E.B.Davies a de´montre´ dans [6] que pour un ope´rateur de Schro¨dinger semi-
classique de´fini par un potentiel complexe V , le pseudo-spectre d’injectivite´ semi-
classique d’indice infini de cet ope´rateur contient toute la re´gion du plan com-
plexe U1 de´finie par,
U1 :=
{
z = η2 + V (a) : η ∈ R∗, ImV ′(a) 6= 0}.
Nous allons voir dans les lignes suivantes que l’on peut en utilisant la meˆme con-
struction de quasi-modes que celle propose´e par E.B.Davies e´tendre son re´sultat
et de´montrer l’existence de pseudo-spectre d’injectivite´ semi-classique d’indice
infini en tout point de l’ensemble,
U2 :=
{
z = η2 + V (a) : η ∈ R∗, la fonction ImV − ImV (a)
s’annule a` un ordre impair en a
}
,
i.e.,
U2 :=
{
z = η2 + V (a) : η ∈ R∗,∃p ∈ N,∀j ≤ 2p, j 6= 0, ImV (j)(a) = 0,
ImV (2p+1)(a) 6= 0},
qui contient l’ensemble U1. En d’autres termes, le re´sultat de E.B.Davies e´tablit
qu’une annulation au premier ordre en a de la fonction ImV − ImV (a), induit
la pre´sence de pseudo-spectre d’injectivite´ semi-classique d’indice infini en tout
point z = η2+ V (a) si η ∈ R∗. Notre re´sultat montre que plus ge´ne´ralement une
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annulation a` un ordre impair de cette fonction en a, ge´ne`re aussi du pseudo-
spectre d’injectivite´ semi-classique d’indice infini en ces points. Cette ge´ne´ral-
isation permet d’exhiber le lien e´troit existant entre des re´sultats de pre´sence
de pseudo-spectre d’injectivite´ semi-classique d’indice infini et des proprie´te´s de
changement de signe de la partie imaginaire du potentiel. En effet, si on sup-
pose en plus que la partie imaginaire du potentiel ImV est une fonction re´elle-
analytique, notre re´sultat d’existence montre qu’une condition suffisante dans
ce cas pour que le point z = η2 + V (a) ou` η ∈ R∗, appartienne au pseudo-
spectre d’injectivite´ semi-classique d’indice infini, est de reque´rir que la fonc-
tion ImV − ImV (a) change de signe au point a.
2. Construction de quasi-modes semi-classiques.
Conside´rons l’ope´rateur Hh sur L2(R) de´fini par,
Hhf(x) := −h2d
2f
dx2
+ Vh(x)f(x),
ou` Vh de´signe un potentiel de´pendant du parame`tre semi-classique h qui est
re´gulier pour toute valeur suffisamment petite de ce parame`tre h ≥ 0. On suppose
e´galement que ce potentiel ainsi que toutes ces de´rive´es de´pendent continuˆment
du parame`tre h et que l’ope´rateur Hh est une extension ferme´e de l’ope´rateur
de´fini par la formule pre´ce´dente sur l’espace C∞0 (R). Le re´sultat principal de cet
article est donne´ par le the´ore`me suivant.
The´ore`me 2.1. Conside´rons des constantes η ∈ R∗ et a ∈ R telles que,
∃p ∈ N,∀j ≤ 2p, j 6= 0, ImV (j)0 (a) = 0, ImV (2p+1)0 (a) 6= 0,
et posons zh := η2 + Vh(a). On peut alors trouver une constante δ > 0 telle
que pour tout n ∈ N∗, il existe une constante cn > 0 inde´pendante de h et une
fonction f˜h,n ∈ C∞0 (R) non identiquement nulle de´pendant de h et n telles que,
∀ 0 < h < δ, ‖Hhf˜h,n − zhf˜h,n‖L2(R)‖f˜h,n‖L2(R)
≤ cnhn.
Ce the´ore`me donne dans le cas ou` le potentiel est inde´pendant du parame`tre
semi-classique, le re´sultat e´nonce´ lors de l’introduction.
Preuve. Conside´rons n ∈ N∗ et ξ ∈ C∞0 (R) ve´rifiant 0 ≤ ξ ≤ 1 et,{
ξ(s) = 1,∀ |s| < δ/2
ξ(s) = 0,∀ |s| > δ,
ou` δ est une constante strictement positive qui sera de´termine´e par la suite. Au
regard de la construction propose´e par E.B.Davies dans [6], on de´finit de la meˆme
manie`re la fonction,
∀s ∈ R, f˜h,n(a+ s) := ξ(s)fh,n(a+ s),
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ou` la fonction fh,n(a+·) apparaissant dans l’identite´ ci-dessus reste a` de´terminer.
Pour ce faire, on cherche cette fonction fh,n sous la forme,
fh,n := e−Ψh,n ,
ou`,
Ψh,n(a+ s) :=
n∑
m=−1
hmψm,h(s),
et ou` ψm,h, m = −1, ..., n, de´signent des fonctions re´gulie`res de´pendant du
parame`tre semi-classique h et de l’entier n que nous allons de´terminer. Un calcul
direct montre que,
Hhfh,n(a+ ·)− zhfh,n(a+ ·) = fh,n(a+ ·)
×
−h2( n∑
m=−1
hmψ′m,h
)2
+ h2
n∑
m=−1
hmψ′′m,h + Vh(a+ ·)− zh
 ,
identite´ que l’on peut re´e´crire de la manie`re suivante,
Hhfh,n(a+ ·)− zhfh,n(a+ ·) = fh,n(a+ ·)
[
2n+2∑
m=0
hmφm,h
]
,
si on pose,
φ0,h(s) := −
(
ψ′−1,h(s)
)2 + Vh(a+ s)− zh,
φj+2,h(s) := ψ′′j,h(s)−
∑
l+k=j
−1≤l,k≤n
ψ′l,h(s) ψ
′
k,h(s), −1 ≤ j ≤ n,
φj+2,h(s) := −
∑
l+k=j
−1≤l,k≤n
ψ′l,h(s) ψ
′
k,h(s), n+ 1 ≤ j ≤ 2n.
Pour de´terminer ces fonctions ψ−1,h,..., ψn,h, nous allons utiliser le lemme suivant.
Lemme 2.2. Il existe une constante δ > 0 telle que pour tout n ∈ N∗, on
puisse trouver des fonctions ψ−1,h, ..., ψn,h qui soient C∞ sur le segment [−δ, δ],
de´pendent continuˆment ainsi que leurs de´rive´es de tous ordres du parame`tre semi-
classique h lorsque 0 ≤ h ≤ δ et ve´rifient les e´quations,
−(ψ′−1,h)2 + Vh(a+ ·)− zh = 0,
ψ′′j,h −
∑
l+k=j,
−1≤l,k≤n
ψ′l,h ψ
′
k,h = 0, −1 ≤ j ≤ n.
Preuve du lemme. On commence par re´soudre l’e´quation eikonale,
(ψ′−1,h)
2 = Vh(a+ ·)− Vh(a)− η2.
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La re´gularite´ de la fonction Vh(a+ ·) et sa de´pendance continue par rapport au
parame`tre semi-classique h, nous permet de trouver une constante strictement
positive δ telle que,
∀ 0 ≤ h ≤ δ,∀t ∈ [−δ, δ],
∣∣∣∣Vh(a+ t)− Vh(a)η2
∣∣∣∣ < 1.
Conside´rons
√
z := e
1
2
log(z) ou`,
log(z) =
∫
◦
[1,z]
dξ
ξ
,
et de´finissons la fonction,
ψ−1,h(s) =
∫ s
0
iη
√
1− Vh(a+ t)− Vh(a)
η2
dt.
Cette fonction ψ−1,h est C∞ sur le segment [−δ, δ] pour tout 0 ≤ h ≤ δ et
re´sout l’e´quation eikonale. Constatons e´galement que cette fonction ψ−1,h ainsi
que toutes ses de´rive´es, de´pendent continuˆment du parame`tre semi-classique h.
Cette fonction ψ−1,h est inde´pendante de l’entier n et ve´rifie,
ψ′−1,h(0) = iη 6= 0.
Cette dernie`re e´galite´ montre que quitte a` choisir inde´pendamment de n une
nouvelle constante δ > 0 plus petite, on peut supposer que la fonction,
ρh :=
1
2ψ′−1,h
,
est borne´e par une constante positive β,
∀ 0 ≤ h ≤ δ,∀s ∈ [−δ, δ], |ρh(s)| ≤ β.
On peut alors de´terminer successivement les fonctions ψ0,h, ...,ψn,h a` partir des
e´quations,
φj+2,h = 0, ∀ − 1 ≤ j ≤ n.
En effet, supposons que les fonctions ψj,h,−1 ≤ j ≤ k < n aient de´ja` e´te´ de´ter-
mine´es. On peut alors e´crire que,
φk+2,h = 0⇒ ψ′′k,h =
∑
l+p=k
−1≤l,p≤n
ψ′l,hψ
′
p,h
= 2ψ′−1,hψ
′
k+1,h + αh,
ou` αh de´signe une fonction de´pendant des fonctions ψj,h,−1 ≤ j ≤ k. Il s’ensuit
que,
ψ′k+1,h = ρh(ψ
′′
k,h − αh).
Cette dernie`re identite´ montre que l’on peut de´terminer d’une manie`re unique
ces fonctions ψj,h en imposant les conditions ψj,h(0) = 0 pour tout 0 ≤ j ≤ n.
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Par construction, ces fonctions ψj,h sont C∞ sur le segment [−δ, δ] pour tout
0 ≤ j ≤ n et 0 ≤ h ≤ δ, et de´pendent continuˆment ainsi que toutes leurs
de´rive´es du parame`tre semi-classique h. Ceci termine la preuve du lemme 2.2. 
Reprenons la preuve du the´ore`me 2.1. En utilisant la continuite´ par rapport
au parame`tre semi-classique h des fonctions ψj,h donne´es par le lemme pre´ce´dent
ainsi que la continuite´ par rapport a` ce meˆme parame`tre de toutes leurs de´rive´es,
il est clair que si la constante δ est choisie telle que 0 < δ < 1, on peut trouver
des constantes strictement positives cm et dm telles que,
∀ 0 ≤ m ≤ n,∀ 0 ≤ h ≤ δ2p+2,∀s ∈ [−δ, δ], |ψm,h(s)| ≤ cm,
∀ n+ 3 ≤ m ≤ 2n+ 2,∀ 0 ≤ h ≤ δ2p+2,∀s ∈ [−δ, δ], |φm,h(s)| ≤ dm.
Notre hypothe`se,
∃p ∈ N,∀j ≤ 2p, j 6= 0, ImV (j)0 (a) = 0, ImV (2p+1)0 (a) 6= 0,
nous permet alors d’e´crire,
Vh(a+ t)− Vh(a)
η2
=
2p+1∑
k=1
ReV (k)h (a)
k! η2
tk + i
ImV (2p+1)h (a)
(2p+ 1)! η2
t2p+1 + o(t2p+1),
ce qui induit que,√
1−
(
Vh(a+ t)− Vh(a)
η2
)
= 1− iImV
(2p+1)
h (a)
2(2p+ 1)! η2
t2p+1 + P (t) + o(t2p+1),
ou` P de´signe un polynoˆme de R[X] ve´rifiant deg(P ) ≤ 2p + 1. Une inte´gration
permet alors d’obtenir le de´veloppement limite´ suivant,
Reψ−1,h(s) =
ImV (2p+1)h (a)
2(2p+ 2)! η
s2p+2 +O(s2p+3).
On peut ensuite choisir le signe de la constante non nulle η dans l’identite´,
zh = η2 + Vh(a),
pour que,
ImV (2p+1)0 (a)
η
> 0.
Quitte une nouvelle fois a` conside´rer une nouvelle constante δ > 0 plus petite,
on peut comme la fonction ψ−1,h est inde´pendante de l’entier n choisir cette
constante δ > 0 inde´pendamment de n et une contante γ > 0 ve´rifiant,
∀ 0 ≤ h ≤ δ2p+2,∀s ∈ [−δ, δ], γs2p+2 ≤ Reψ−1,h(s) ≤ 3γs2p+2.
Il s’agit maintenant d’estimer les termes suivants,
|fh,n| = e−ReΨh,n , ReΨh,n(a+ ·) =
n∑
m=−1
hmRe(ψm,h).
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Dans les calculs qui vont suivre, on de´signera par ai diffe´rentes constantes stricte-
ment positives inde´pendantes de h et s. Comme
∀ 0 ≤ h ≤ δ2p+2,∀s ∈ [−δ, δ],
γs2p+2
h
−
n∑
m=0
cmδ
m ≤ ReΨh,n(a+ s) ≤ 3γs
2p+2
h
+
n∑
m=0
cmδ
m,
on en de´duit que pour tout 0 < h ≤ δ2p+2,
‖f˜h,n‖2L2(R) ≥
∫ δ
2
− δ
2
|fh,n(a+ s)|2ds
≥
∫ δ
2
− δ
2
e
−6γs2p+2
h
−a1ds
= h
1
2p+2
∫ δh −12p+2
2
− δh
−1
2p+2
2
e−6γu
2p+2−a1du
≥ h 12p+2
∫ 1
2
− 1
2
e−6γu
2p+2−a1du
= a2h
1
2p+2 .
D’autre part, un calcul direct montre que,
‖Hhf˜h,n − zhf˜h,n‖L2(R) =
∥∥− h2ξ′′fh,n(a+ ·)− 2h2ξ′f ′h,n(a+ ·)+
ξ
(
Hhfh,n(a+ ·)− zhfh,n(a+ ·)
)∥∥
L2(R),
ce qui induit l’estimation,
‖Hhf˜h,n − zhf˜h,n‖L2(R) ≤ h2‖ξ′′fh,n(a+ ·)‖L2(R) + 2h2‖ξ′f ′h,n(a+ ·)‖L2(R)
+
2n+2∑
m=n+3
hm‖ξφm,hfh,n(a+ ·)‖L2(R),
puisque,
Hhfh,n(a+ ·)− zhfh,n(a+ ·) =
2n+2∑
m=n+3
hmφm,hfh,n(a+ ·).
Il s’agit de majorer les termes apparaissant dans le membre de droite de la
dernie`re ine´galite´.
Estimation de la quantite´ ‖ξ′′fh,n(a+ ·)‖L2(R). Comme les fonctions ξ′ et ξ′′ ont
leurs supports contenus dans l’ensemble {s ∈ R : δ/2 ≤ |s| ≤ δ}, on en de´duit
que pour tout 0 < h ≤ δ2p+2,
‖ξ′′fh,n(a+ ·)‖2L2(R) ≤ a3
∫
{s∈R: δ/2≤|s|≤δ}
e
−2γs2p+2
h
+a1ds ≤ a4e
−γδ2p+2
22p+1h .
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La quantite´ ‖ξ′′fh,n(a+ ·)‖L2(R) de´croˆıt donc a` une vitesse exponentielle dans la
limite semi-classique h→ 0+.
Estimation de la quantite´ ‖ξ′f ′h,n(a+ ·)‖L2(R). Comme on peut e´crire,
f ′h,n = −e−Ψh,nΨ′h,n, |f ′h,n|2 ≤ |fh,n|2
(
n∑
m=0
bmδ
m +
b−1
h
)2
,
ou` bm,−1 ≤ m ≤ n, sont des constantes strictement positives inde´pendantes
de h et de s telles que,
∀ 0 ≤ h ≤ δ2p+2,∀s ∈ [−δ, δ], |ψ′m,h(s)| ≤ bm,
il s’ensuit que pour tout 0 < h ≤ δ2p+2,
‖ξ′f ′h,n(a+ ·)‖2L2(R) ≤ a5
∫
{s∈R: δ/2≤|s|≤δ}
e
−2γs2p+2
h
+a1
(
a6 +
a7
h
)2
ds
≤ a8e
−γδ2p+2
22p+1h
(
a6 +
a7
h
)2
,
ce qui de´montre que la quantite´ ‖ξ′f ′h,n(a + ·)‖L2(R) de´croˆıt e´galement a` une
vitesse exponentielle dans la limite semi-classique h→ 0+.
Estimation de la quantite´ ‖ξφm,hfh,n(a+ ·)‖L2(R). On peut majorer ce terme de
la manie`re suivante,
∀ 0 < h ≤ δ2p+2, ‖ξφm,hfh,n(a+ ·)‖2L2(R) ≤ a9
∫ δ
−δ
|fh,n(a+ s)|2ds
≤ a9
∫ δ
−δ
e
−2γs2p+2
h
+a1ds
≤ a9h
1
2p+2
∫
R
e−2γu
2p+2+a1du.
Finalement, on en de´duit tout d’abord que,
‖Hhf˜h,n − zhf˜h,n‖L2(R)
‖f˜h,n‖L2(R)
≤
h2‖ξ′′fh,n(a+ ·)‖2 + 2h2‖ξ′f ′h,n(a+ ·)‖2 +
∑2n+2
m=n+3 h
m‖ξφm,hfh,n(a+ ·)‖2
√
a2h
1
4p+4
,
ce qui induit au regard des estimations pre´ce´dentes que l’on peut trouver une
constante strictement positive σn telle que,
∀ 0 < h < δ′, ‖Hhf˜h,n − zhf˜h,n‖L2(R)‖f˜h,n‖L2(R)
≤ σnhn,
si δ′ = δ2p+2 > 0. Ceci de´montre le re´sultat e´nonce´ dans le the´ore`me 2.1. 
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Dans le cas ou` le potentiel ne de´pend pas du parame`tre semi-classique h, on
obtient facilement a` partir du the´ore`me 2.1 le corollaire suivant.
Corollaire 2.3. Supposons que la fonction ImV soit re´elle-analytique et que la
fonction x 7→ ImV (x)− ImV (a) change de signe au point a alors le point,
z = η2 + V (a),
appartient au pseudo-spectre d’injectivite´ semi-classique d’indice infini de l’ope´ra-
teur semi-classique (Hh)0<h≤1 si η ∈ R∗.
3.2 Un re´sultat ge´ne´ral d’existence de pseudo-spectre
d’injectivite´ semi-classique d’indice infini.
Nous allons de´montrer dans cette deuxie`me partie du chapitre 3 un re´-
sultat d’existence de quasi-modes semi-classiques pour des ope´rateurs pseudo-
diffe´rentiels semi-classiques. Il ge´ne´ralise en dimension n ≥ 2 le re´sultat d’exis-
tence e´tabli par M.Zworski dans [29] et [30] que nous avons e´nonce´ au the´ore`me 1.3.2
du chapitre 1. Ce re´sultat donne une condition ge´ome´trique sur le symbole d’un
ope´rateur pseudo-diffe´rentiel semi-classique, la violation de la condition (Ψ),
qui permet la construction de quasi-modes semi-classiques induisant la pre´sence
de pseudo-spectre d’injectivite´ semi-classique d’indice infini pour cet ope´rateur.
Compte tenu du fait que la condition (Ψ) se trouve au cœur des re´sultats con-
cernant la re´solubilite´ des ope´rateurs pseudo-diffe´rentiels adjoints associe´s, notre
re´sultat permet de pre´ciser le lien entre les questions d’existence de quasi-modes
semi-classiques caracte´ristiques de la pre´sence de pseudo-spectre d’injectivite´
semi-classique d’indice infini et des questions de re´solubilite´ des ope´rateurs ad-
joints associe´s que M.Zworski a le premier e´voque´ dans [30]. Il permet e´galement
de mieux comprendre la condition ge´ome´trique suffisante assurant l’existence de
pseudo-spectre d’injectivite´ semi-classique d’indice infini pour les ope´rateurs de
Schro¨dinger que le dernier corollaire de la premie`re partie de ce chapitre a es-
quisse´e. Mentionnons au pre´alable que toute la deuxie`me partie de ce chapitre 3
est e´crite sous la forme d’un article inde´pendant du reste de cette the`se et que
les nume´rotations adopte´es ici sont donc propres a` cette partie du manuscrit.
1. Enonce´ du re´sultat d’existence de quasi-modes.
Commenc¸ons par pre´ciser quelques notations. Nous allons e´tudier dans cet
article des ope´rateurs pseudo-diffe´rentiels de´finis en quantification de Weyl semi-
classique par des symboles de la classe,
S(hN 〈(x, ξ)〉m, dx2 + dξ2),
ou` N ∈ N, m ∈ R, 〈(x, ξ)〉 := (1 + |x|2 + |ξ|2)1/2, qui de´signe l’ensemble des
fonctions a(x, ξ, h) ∈ C∞(Rnx × Rnξ ) pour tout 0 < h ≤ 1 ou` n ∈ N∗ ve´rifiant,
∀α, β ∈ Nn, sup
(x,ξ)∈R2n,
0<h≤1
|∂αx ∂βξ a(x, ξ, h)|〈(x, ξ)〉−mh−N < +∞;
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et par des symboles de la classe S(h∞〈(x, ξ)〉m, dx2 + dξ2),
S(h∞〈(x, ξ)〉m, dx2 + dξ2) :=
⋂
N∈N
S(hN 〈(x, ξ)〉m, dx2 + dξ2).
Certains re´sultats de calcul symbolique propres a` ces classes de symboles en
quantification de Weyl semi-classique sont rappele´s en appendice a` la fin de ce
manuscript. La de´finition suivante rappelle la notion usuelle de front d’onde semi-
classique d’une famille semi-classique que l’on peut trouver par exemple dans [19]
(De´finition 2.9.1).
De´finition 1.1. On appelle front d’onde semi-classique de la famille semi-
classique (uh)0<h≤h0 de L2(Rn) ve´rifiant,
∀ 0 < h ≤ h0, ‖uh‖L2(Rn) ≤ 1,
le comple´mentaire dans Rnx × Rnξ de l’ensemble des points (x0, ξ0) ∈ Rnx × Rnξ
pour lesquels on peut trouver un symbole χ0(x, ξ, h) appartenant a` la classe de
symboles S(1, dx2 + dξ2) tel que,
χ0(x0, ξ0, h) = 1 et ‖χ0(x, hξ, h)wuh‖L2(Rn) = O(h∞), (1.1)
lorsque h→ 0+. Cet ensemble est note´ FS((uh)0<h≤h0).
Nous allons e´tudier dans cet article la localisation pre´cise dans l’espace des phases
du front d’onde semi-classique des quasi-modes que nous construisons. Pour ce
faire, nous allons passer par l’interme´diaire de l’e´tude d’une autre notion qui
est la notion d’ensemble de concentration semi-classique dont la de´finition est la
suivante.
De´finition 1.2. On dit que le sous-ensemble ferme´ F de Rnx × Rnξ est un en-
semble de concentration semi-classique de la famille semi-classique (uh)0<h≤h0
appartenant a` l’espace de Schwartz S(Rn) si pour tout voisinage ouvert V de F ,
on a les estimations suivantes,
∀l ∈ N,∀ψ ∈ S(1, dx2 + dξ2), suppx,ξ ψ(x, ξ, h) ⊂ V c,
‖ψ(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+, (1.2)
ou` la notation ‖·‖Hl de´signe la norme de l’espace de Sobolev H l.
Dans la suite, on utilise la notation,
F = FS∞
(
(uh)0<h≤h0
)
,
pour signifier que le sous-ensemble ferme´ F de Rnx × Rnξ est un ensemble de
concentration semi-classique de la famille,
(uh)0<h≤h0 .
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Notons que tout ensemble ferme´ contenant un ensemble de concentration semi-
classique de la famille (uh)0<h≤h0 est e´galement d’apre`s la de´finition 1.2 un en-
semble de concentration semi-classique de cette famille. En adoptant ces nota-
tions, on peut ve´rifier que pour toute famille semi-classique (uh)0<h≤h0 de S(Rn)
ve´rifiant,
∀ 0 < h ≤ h0, ‖uh‖L2(Rn) ≤ 1,
son front d’onde semi-classique est contenu dans tout ensemble de concentration
semi-classique de cette famille,
FS
(
(uh)0<h≤h0
) ⊂ FS∞((uh)0<h≤h0). (1.3)
En effet, conside´rons F un ensemble de concentration semi-classique de la famille,
(uh)0<h≤h0 ,
et (x0, ξ0) ∈ F c. Comme la distance d
(
(x0, ξ0), F
)
entre le point (x0, ξ0) et
l’ensemble F est strictement positive puisque F est un ensemble ferme´, on peut
trouver un voisinage ouvert V de l’ensemble F et χ0 ∈ C∞0 (R2n,C) tels que,
suppχ0 ⊂ V c et χ0(x0, ξ0) = 1,
ce qui induit d’apre`s (1.2) que,
‖χ0(x, hξ)wuh‖L2(Rn) = O(h∞) lorsque h→ 0+, (1.4)
et de´montre l’inclusion (1.3). L’inte´reˆt de passer par l’interme´diaire de l’e´tude
d’un ensemble de concentration semi-classique du quasi-mode (uh)0<h≤h0 que
nous construisons pour e´tudier son front d’onde semi-classique s’explique par une
proprie´te´ de robustesse microlocale propre au premier ensemble qui fait de´faut
au second. En effet, si (uh)0<h≤h0 de´signe une famille semi-classique de S(Rn)
ve´rifiant ‖uh‖L2(Rn) = 1 et, si p et p˜ sont deux symboles de la classe S(1, dx2+dξ2)
tels qu’il existe une fonction χ(x, ξ) ∈ C∞b (R2n,C) (ou` la notation C∞b (R2n,C)
de´signe ici l’espace des fonctions C∞ a` valeurs complexes qui sont borne´es sur
R2n ainsi que toutes leurs de´rive´es) ve´rifiant χ = 1 sur un voisinage ouvert d’un
ensemble de concentration semi-classique FS∞
(
(uh)0<h≤h0
)
de ce quasi-mode et
telle que p = p˜ sur son support, la proprie´te´ suivante,
‖p(x, hξ, h)wuh‖L2(Rn) = O(hN ) lorsque h→ 0+
⇐⇒ ‖p˜(x, hξ, h)wuh‖L2(Rn) = O(hN ) lorsque h→ 0+,
est ve´rifie´e, alors qu’elle est en de´faut si on substitue le front d’onde semi-classique
a` l’ensemble de concentration semi-classique FS∞
(
(uh)0<h≤h0
)
. Le recours a` ce
type de proprie´te´ sera d’un usage re´pe´te´ et justifiera les diverses microlocali-
sations ne´cessaires a` la de´monstration de notre re´sultat d’existence de quasi-
modes semi-classiques. Mentionnons aussi avant d’e´noncer ce re´sultat que le
fait que l’on impose dans la de´finition d’un ensemble de concentration semi-
classique un controˆle de toutes les normes de Sobolev, est lie´ au choix de la
classe S(〈(x, ξ)〉m, dx2 + dξ2) ou` m ∈ R+ a` laquelle appartiennent les symboles
de Weyl semi-classique des ope´rateurs pseudo-diffe´rentiels que nous e´tudions.
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On suppose dans tout ce qui suit que la dimension n est supe´rieure ou e´gale a` 2
et on conside`re les deux hypothe`ses suivantes.
(H1) Soit P (x, ξ, h) un symbole de la classe S(〈(x, ξ)〉m, dx2 + dξ2) ou` m ∈ R+,
qui admet dans cette classe un de´veloppement asymptotique semi-classique de
la forme,
P (x, ξ, h) ∼
+∞∑
j=0
pj(x, ξ)hj , (1.5)
ou` les fonctions pj(x, ξ) de´signent des symboles de la classe,
S(〈(x, ξ)〉m, dx2 + dξ2),
qui sont suppose´s inde´pendants du parame`tre semi-classique h.
(H2) Soit z ∈ C. On suppose qu’il existe une fonction q0 ∈ C∞b (R2n,C) inde´pen-
dante du parame`tre semi-classique h et une courbe bicaracte´ristique,
t ∈ [a, b] 7→ γ(t) ∈ R2n,
du symbole Re
(
q0(p0 − z)
)
ou` a < b, i.e. une courbe ve´rifiant,
∀t ∈ [a, b], γ′(t) = HRe(q0(p0−z))
(
γ(t)
)
et Re
(
q0(p0 − z)
)(
γ(t)
)
= 0,
ou` HRe(q0(p0−z)) de´signe le champ hamiltonien associe´ a` la partie re´elle du sym-
bole q0(p0 − z), telle que,
∀t ∈ [a, b], q0
(
γ(t)
) 6= 0 et
Im
[
q0(γ(a))
(
p0(γ(a))− z
)]
> 0 > Im
[
q0(γ(b))
(
p0(γ(b))− z
)]
. (1.6)
On de´signe dans tout cet article par Rep et Imp respectivement la partie re´elle
et la partie imaginaire d’une fonction a` valeurs complexes p. Conside´rons la
quantite´,
L0 := inf
{
t− s : s, t ∈ [a, b], a ≤ s < t ≤ b,
Im
[
q0(γ(s))
(
p0(γ(s))− z
)]
> 0 > Im
[
q0(γ(t))
(
p0(γ(t))− z
)]} ≥ 0, (1.7)
qui d’apre`s (1.6) ve´rifie 0 ≤ L0 ≤ b− a. Remarquons d’apre`s (1.7) que l’on peut
trouver un couple (a0, b0) ∈]a, b[2 tel que,
a0 ≤ b0 et L0 = b0 − a0. (1.8)
Dans le cas ou` L0 > 0, on peut choisir ce couple (a0, b0), a0 < b0, tel que,
Va0 ∩ ]−∞, a0[ ∩
{
t ∈ [a, b] : Im[q0(γ(t))(p0(γ(t))− z)] > 0} 6= ∅, (1.9)
Vb0 ∩ ]b0,+∞[ ∩
{
t ∈ [a, b] : Im[q0(γ(t))(p0(γ(t))− z)] < 0} 6= ∅, (1.10)
et,
∀t ∈ [a0, b0], Im
[
q0(γ(t))
(
p0(γ(t))− z
)]
= 0, (1.11)
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Fig. 3.1 – Un exemple de changement de signe pour lequel a0 < b0.
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Fig. 3.2 – Un exemple de changement de signe pour lequel a0 = b0.
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pour tout voisinage ouvert Va0 de a0 et Vb0 de b0 dans R. Dans le cas ou`,
L0 = b0 − a0 = 0,
on peut choisir ce point a0 = b0 ∈]a, b[ tel que,
Im
[
q0(γ(a0))
(
p0(γ(a0))− z
)]
= 0, (1.12)
et tel que pour tout voisinage ouvert Va0 du point a0 dans R, il existe un couple
(a1, b1) de R2 tel que,
a1, b1 ∈ Va0 , a1 < b1 et
Im
[
q0(γ(a1))
(
p0(γ(a1))− z
)]
> 0 > Im
[
q0(γ(b1))
(
p0(γ(b1))− z
)]
. (1.13)
En effet, en utilisant la compacite´ du segment [a, b] et la de´finition (1.7) de la
quantite´ L0, on peut trouver deux suites convergentes (sj)j∈N et (tj)j∈N d’e´le´-
ments du segment [a, b],
a0 := lim
j→+∞
sj et b0 := lim
j→+∞
tj , (1.14)
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telles que,
∀j ∈ N, a ≤ sj < tj ≤ b,
Im
[
q0(γ(sj))
(
p0(γ(sj))− z
)]
> 0 > Im
[
q0(γ(tj))
(
p0(γ(tj))− z
)]
, (1.15)
et,
lim
j→+∞
tj − sj = b0 − a0 = L0. (1.16)
Conside´rons tout d’abord le cas ou` L0 = b0 − a0 = 0. Il de´coule dans ce cas
de (1.14) et (1.15) que les identite´s (1.12) et (1.13) sont ve´rifie´es. On remarque
e´galement que dans ce cas l’identite´ (1.12) induit au regard de (1.6) que,
a0 = b0 ∈]a, b[.
Conside´rons maintenant le cas ou` L0 > 0 i.e. le cas ou` a0 < b0. D’apre`s (1.14), il
existe j0 ∈ N tel que,
∀j ≥ j0, |a0 − sj | < L02 et |b0 − tj | <
L0
2
. (1.17)
Cette identite´ (1.17) induit d’apre`s (1.14), (1.15) et la de´finition (1.7) de la
quantite´ L0 que pour tout j ≥ j0,
a0 − L02 ≤ sj ≤ a0 et b0 ≤ tj ≤ b0 +
L0
2
, (1.18)
puisque dans le cas contraire, on pourrait trouver deux entiers j1 et j2 supe´rieurs
ou e´gaux a` l’entier j0 tels que,
0 < tj2 − sj1 < L0,
et,
Im
[
q0(γ(sj1))
(
p0(γ(sj1))− z
)]
> 0 > Im
[
q0(γ(tj2))
(
p0(γ(tj2))− z
)]
,
ce qui contredirait (1.7). Les meˆmes arguments induisent ensuite d’apre`s (1.14),
(1.15) et (1.18) que ne´cessairement,
∀t ∈]a0, b0[, Im
[
q0(γ(t))
(
p0(γ(t))− z
)]
= 0,
ce qui par continuite´ de´montre (1.11). On de´duit de (1.6) et (1.11) que le couple
(a0, b0) ve´rifie (a0, b0) ∈]a, b[2. En utilisant enfin (1.11), (1.14), (1.15) et (1.18),
on obtient les identite´s (1.9) et (1.10).
Remarque. Constatons dans le cas ou` la fonction Im
(
q0(p0− z)
)
change de signe
a` un ordre fini en passant de valeurs positives vers des valeurs ne´gatives le long
de la courbe t ∈ [a, b] 7→ γ(t) ∈ R2n que l’on peut d’apre`s la de´finition (1.7) de
la quantite´ L0 choisir le couple (a0, b0) ∈]a, b[2 en (1.8) tel que,
a0 = b0. (1.19)
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The´ore`me 1.3. Sous les hypothe`ses (H1), (H2) et les notations pre´ce´dentes, on
peut pour tout voisinage ouvert V de l’ensemble compact γ([a0, b0]) dans R2n et
pour tout N ∈ N trouver une constante h0 strictement positive et une famille
semi-classique (uh)0<h≤h0 de S(Rn) telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
FS
(
(uh)0<h≤h0
) ⊂ V = FS∞((uh)0<h≤h0) et
‖P (x, hξ, h)wuh − zuh‖L2(Rn) = O(hN ) lorsque h→ 0+. (1.20)
En particulier, le point z appartient au pseudo-spectre d’injectivite´ semi-classique
d’indice infini de l’ope´rateur pseudo-diffe´rentiel semi-classique,(
P (x, hξ, h)w
)
0<h≤1.
Ce the´ore`me montre que l’on peut construire un quasi-mode semi-classique
(uh)0<h≤h0 ve´rifiant l’estimation (1.20) avec un front d’onde semi-classique pou-
vant eˆtre concentre´ dans un voisinage ouvert arbitraire de l’arc compact de la
bicaracte´ristique γ([a0, b0]) sur lequel se produit le changement de signe donne´
par (1.6). Dans le cas ou` ce changement de signe de valeurs positives vers des
valeurs ne´gatives s’effectue a` un ordre fini, on constate d’apre`s (1.19) et le re´sul-
tat du the´ore`me 1.3 que ce front d’onde semi-classique peut alors eˆtre concentre´
dans un voisinage ouvert arbitraire d’un point de l’espace des phases. On peut
reformuler l’hypothe`se (H2) en terme de violation de la condition (Ψ). Pour ce
faire, commenc¸ons par rappeler la de´finition de la condition (Ψ) (De´finition 26.4.6
et The´ore`me 26.4.12 dans [12]).
Condition (Ψ). On dit qu’une fonction a` valeurs complexes p ∈ C∞(R2n) ve´rifie
la condition (Ψ) s’il n’existe pas de fonctions a` valeurs complexes q ∈ C∞(R2n)
telle que la fonction Im(qp) change de signe en passant de valeurs positives vers
des valeurs ne´gatives le long d’un arc de bicaracte´ristique oriente´e du symbole
Re(qp) sur lequel la fonction q ne s’annule pas.
Conside´rons z ∈ C et P un symbole de la classe S(〈(x, ξ)〉m, dx2 + dξ2)
ve´rifiant (1.5). Sous ces hypothe`ses, le re´sultat du the´ore`me 1.3 induit que si le
symbole principal semi-classique p0− z du symbole P − z viole la condition (Ψ),
on peut pour tout N ∈ N trouver un quasi-mode (uh)0<h≤h0 de S(Rn) ou` h0 > 0
dont le front d’onde semi-classique se concentre dans un compact de l’espace des
phases et qui ve´rifie,
‖P (x, hξ, h)wuh − zuh‖L2(Rn) = O(hN ) lorsque h→ 0+.
Remarque. Mentionnons dans le cas contraire ou` la condition (Ψ) est satisfaite
qu’une reformulation dans un cadre semi-classique du re´sultat de N.Dencker
e´tablissant que la condition (Ψ) est suffisante pour assurer la re´solubilite´ d’un
ope´rateur pseudo-diffe´rentiel de type principal (The´ore`me 1.1 dans [8]), montre
que pour tout ε > 0 une estimation a priori de la forme,
‖P (x, hξ, h)wu‖L2(Rn) ≥ Cεh
3
2
+ε‖u‖L2(Rn),
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est ve´rifie´e pour toute fonction u ∈ C∞0 (Rn) supporte´e dans un voisinage suff-
isamment petit du point x0 ∈ Rn si P de´signe un symbole de la classe,
S(1, dx2 + dξ2),
admettant un de´veloppement asymptotique semi-classique,
P (x, ξ, h) ∼
+∞∑
j=0
pj(x, ξ)hj ,
ou` les fonctions pj(x, ξ) de´signent des symboles de la classe S(1, dx2 + dξ2), in-
de´pendants du parame`tre semi-classique dont le symbole principal semi-classique p0
est de type principal et satisfait a` la condition (Ψ) sur un voisinage du point
x0 ∈ Rn. N.Lerner a de´montre´ dans [18] que l’estimation a priori pre´ce´dente
e´tait e´galement ve´rifie´e pour une valeur nulle du parame`tre ε.
Pour de´montrer ce the´ore`me, nous nous appuyons tre`s fortement sur la de´-
monstration de la ne´cessite´ de la condition (Ψ) pour garantir la re´solubilite´ d’un
ope´rateur pseudo-diffe´rentiel que propose L.Ho¨rmander dans le chapitre 26 de
son livre [12]. Il s’agit plus pre´cise´ment d’une adaptation dans un cadre semi-
classique de la de´monstration du the´ore`me 26.4.7 de [12]. Ce re´sultat d’existence
de quasi-modes semi-classiques e´tait, nous devons le dire, un peu attendu. Il ne
surprendra donc pas les personnes familie`res des proble`mes de re´solubilite´ et des
mathe´matiques qui gravitent autour de la condition (Ψ). L’existence possible
d’un tel re´sultat est e´voque´e par N.Dencker, J.Sjo¨strand et M.Zworski dans [7]
qui mentionnent une remarque de N.Lerner a` ce sujet. Nous avons voulu ici nous
assurer de la pertinence de cette remarque en proposant une preuve comple`te
d’un tel re´sultat d’existence dans un cadre semi-classique. L’adaptation dans ce
cadre semi-classique de certaines parties de la de´monstration du the´ore`me 26.4.7
de [12] exige des ve´rifications et des modifications meˆme si on peut essentielle-
ment conside´rer que le cadre semi-classique est plus simple a` explorer que celui
des singularite´s C∞. Nous allons donc reprendre en de´tail cette de´monstration
longue et difficile du the´ore`me 26.4.7 de [12] en re´utilisant sans modification
certaines parties de cette preuve lorsque cela est possible. Nous utiliserons par
exemple directement la construction remarquable de la fonction de phase due a`
R.D.Moyer et L.Ho¨rmander (Lemme 26.4.14 dans [12]). Par contre, nous serons
amene´ a` re´e´crire certaines parties qui demandent des modifications puisque par
exemple il n’y a plus d’hypothe`ses d’homoge´ne´ite´ concernant les symboles des
ope´rateurs pseudo-diffe´rentiels que nous conside´rons. Il faudra donc adapter un
certain nombre de lemmes a` ce cadre inhomoge`ne comme par exemple le lemme
26.4.16 de [12]. Nous apporterons e´galement une attention supple´mentaire a` l’e´-
tude du front d’onde semi-classique du quasi-mode construit en de´terminant un
ensemble de concentration semi-classique de ce quasi-mode. Notons enfin que le
re´sultat que nous e´nonc¸ons ici s’applique en dimension n ≥ 2. Il est clair qu’il est
e´galement ve´rifie´ en dimension 1. Il suffit pour cela d’apporter quelques modifica-
tions ponctuelles et simples a` la de´monstration propose´e en dimension supe´rieure
ce que nous avons omis ici pour des raisons de place.
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2. Quelques re´sultats pre´liminaires.
2.a. Etude de l’ope´rateur mode`le D1 − ixk1Dn.
On a rassemble´ dans cette deuxie`me section un certain nombre de re´sultats
pre´liminaires que nous utiliserons lors de la prochaine section dans la de´monstra-
tion du the´ore`me 1.3. Nous allons e´tudier dans ce premier paragraphe l’ope´rateur,
P := D1 − ixk1Dn,
ou` k de´signe un entier naturel impair et n un entier naturel ve´rifiant n ≥ 2. Nous
allons de´montrer dans la proposition suivante que l’on peut trouver une famille
semi-classique qui soit solution de l’e´quation,
Pu = 0,
et qui se concentre semi-classiquement au sens pre´cise´ par la de´finition 1.2 dans
une re´gion particulie`re de l’espace des phases.
Proposition 2.1. Conside´rons une constante ε > 0, k un entier naturel impair,
n ∈ N, n ≥ 2 et Fε le sous-ensemble de l’espace des phases de´fini par,{
(x, ξ) ∈ R2n : x = 0, ξ1 = ... = ξn−1 = 0 et ξn ∈ [1− ε, 1 + ε]
}
. (2.1)
On peut trouver une famille semi-classique (uh)0<h≤1 de S(Rn) ve´rifiant,
‖uh‖L2(Rn) = 1, (D1 − ixk1Dn)uh = 0,
telle que,
∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
et telle que cette famille semi-classique (uh)0<h≤1 se concentre semi-classique-
ment au sens pre´cise´ par la de´finition 1.2 dans l’ensemble compact Fε, ce que
l’on note,
Fε = FS∞
(
(uh)0<h≤1
)
.
Preuve. Conside´rons un parame`tre τ ≥ 1, une fonction Ψ appartenant a` l’espace
C∞0 (R,R) telle que Ψ = 1 dans un voisinage ouvert de 1 et,
suppΨ ⊂ [1− ε/2, 1 + ε/2] ∩ [1/2, 3/2], (2.2)
et la fonction,
vτ (x) :=
∫
R
e−θτ(
xk+11
k+1
+|x′′|2−ixn)Ψ(θ)dθ, (2.3)
ou` x = (x1, x′′, xn) ∈ R × Rn−2 × R. Le the´ore`me de de´rivation sous le signe
inte´gral montre que vτ ∈ C∞(Rn) et que,
(D1 − ixk1Dn)vτ = 0. (2.4)
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Si on note Φ la fonction de S(R) de´finie comme la transforme´e de Fourier de
la fonction x1 7→ e−xk+11 /(k+1) qui appartient a` l’espace S(R) puisque l’entier
naturel k est suppose´ impair,
Φ(ξ1) =
∫
R
e−
xk+11
k+1
−ix1ξ1dx1, (2.5)
un calcul direct montre d’apre`s (2.2) et (2.3) que la transforme´e de Fourier par-
tielle de la fonction vτ (x) par rapport aux variables x1 et x′′ est donne´e par,∫
R
[
eiθτxnΦ
(
ξ1(θτ)
− 1
k+1
)
(θτ)−
1
k+1 e−
|ξ′′|2
4θτ
( pi
θτ
)n−2
2 Ψ(θ)
]
dθ,
ce qui permet d’obtenir l’expression suivante de la transforme´e de Fourier de la
fonction vτ ,
v̂τ (ξ) =
2pi
n
2
τ
Φ(ξ1ξ
− 1
k+1
n )e
− |ξ′′|2
4ξn ξ
− 1
k+1
−n−2
2
n Ψ(τ−1ξn). (2.6)
On de´duit alors de (2.6) que,
‖vτ‖2L2(Rn) = (2pi)−n‖v̂τ‖2L2(Rn)
=
1
2n−2τ2
∫
Rn
|Φ(ξ1ξ−
1
k+1
n )|2e−
|ξ′′|2
2ξn |Ψ(τ−1ξn)|2|ξn|−
2
k+1
−n+2dξ
=
(2pi)
n−2
2 ‖Φ‖2L2(R)
2n−2τ2
∫
R
|Ψ(τ−1ξn)|2|ξn|−
1
k+1
−n−2
2 dξn
= c−2τ−
1
k+1
−n
2 , (2.7)
ou` c de´signe une constante strictement positive inde´pendante du parame`tre τ .
Conside´rons maintenant la famille (uτ )τ≥1 de fonctions C∞(Rn) de´finie par,
uτ (x) := cτ
1
2(k+1)
+n
4 vτ (x). (2.8)
On obtient d’apre`s (2.4), (2.7) et (2.8) que pour tout τ ≥ 1,
‖uτ‖L2(Rn) = 1 et (D1 − ixk1Dn)uτ = 0. (2.9)
On peut ensuite en utilisant que,
− 1
τ
(xk+11
k+1 + |x′′|2 − ixn
)∂θ(e−θτ(xk+11k+1 +|x′′|2−ixn)) = e−θτ(xk+11k+1 +|x′′|2−ixn),
re´aliser des inte´grations par parties pour obtenir d’apre`s (2.3) et (2.8) que pour
tout p ∈ N,
uτ (x) = cτ
1
2(k+1)
+n
4
×
∫
R
e−θτ(
xk+11
k+1
+|x′′|2−ixn)τ−p
( xk+11
k + 1
+ |x′′|2 − ixn
)−p
Ψ(p)(θ)dθ. (2.10)
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En utilisant (2.2), (2.10) et l’imparite´ de l’entier k, on en de´duit que,
∀p ∈ N,∃Cp > 0,∀x 6= 0,∀τ ≥ 1,
|uτ (x)| ≤ Cpτ−p+
1
2(k+1)
+n
4
∣∣∣ xk+11
k + 1
+ |x′′|2 − ixn
∣∣∣−p. (2.11)
Plus ge´ne´ralement en de´rivant l’identite´ (2.10), on obtient d’apre`s (2.2) que,
∀δ > 0,∀β ∈ Nn,∀p ∈ N,∃Cδ,β,p > 0,∀|x| ≥ δ,∀τ ≥ 1,
|Dβxuτ (x)| ≤ Cδ,β,pτ−p+|β|+
1
2(k+1)
+n
4
∣∣∣ xk+11
k + 1
+ |x′′|2 − ixn
∣∣∣−p+|β|. (2.12)
Cette estimation (2.12) induit que cette famille semi-classique (uτ )τ≥1 appartient
a` l’espace de Schwartz S(Rn). Nous allons e´tudier la de´pendance des normes
‖uτ‖Hl par rapport au parame`tre τ et de´montrer que pour tout l ∈ N, il existe
un entier ml ∈ N tel que,
‖uτ‖Hl = O(τml) lorsque τ → +∞. (2.13)
Pour ce faire, nous allons e´tablir que pour tout β ∈ Nn,
∃mβ ∈ N,∃Cβ > 0,∀τ ≥ 1, ‖Dβxuτ‖L2(Rn) ≤ Cβτmβ . (2.14)
Pour ve´rifier cette estimation (2.14), il suffit au regard de (2.3) de constater en
de´rivant l’expression (2.8) qu’il existe pour tout β ∈ Nn une constante Mβ > 0
telle que,
∀τ ≥ 1,∀ |x| ≤ 1, |Dβxuτ (x)| ≤Mβτ
1
2(k+1)
+n
4
+|β|
, (2.15)
et d’utiliser l’estimation (2.12) avec les indices δ = 1, β et p = n + |β| + 1
si |x| ≥ 1. Pour continuer notre de´monstration, nous allons recourir au lemme
suivant.
Lemme 2.2. Si ϕ est une fonction appartenant a` l’espace C∞0 (Rn) ve´rifiant
ϕ = 1 sur un voisinage ouvert du point 0 dans Rn, on a alors,
∀l ∈ N, ∥∥(1− ϕ(x))uτ (x)∥∥Hl = O(τ−∞) lorsque τ → +∞. (2.16)
De plus, si V1 et V2 de´signent deux voisinages ouverts de l’ensemble,
Gε :=
{
ξ ∈ Rn : ξ1 = ... = ξn−1 = 0 et ξn ∈ [1− ε, 1 + ε]
}
, (2.17)
tels que,
Gε ⊂ V1 ⊂ V2, (2.18)
et si w est une fonction C∞ et borne´e sur Rn telle que,
w = 0 sur V1 et w = 1 sur V c2 , (2.19)
on a alors,
∀l ∈ N, ‖w(τ−1Dx)uτ‖Hl = O(τ−∞) lorsque τ → +∞. (2.20)
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Preuve du lemme 2.2. Constatons tout d’abord que l’estimation (2.16) est une
simple conse´quence de l’estimation (2.12) si on choisit la constante δ > 0 telle
que ϕ(x) = 1 pour tout |x| ≤ δ. Concernant l’obtention de l’estimation (2.20),
commenc¸ons par e´crire en utilisant les identite´s (2.6) et (2.8) que,
̂(w(τ−1Dx)uτ)(ξ) =
2pi
n
2 cτ
1
2(k+1)
+n
4
−1
w(τ−1ξ)Φ(ξ1ξ
− 1
k+1
n )e
− |ξ′′|2
4ξn ξ
− 1
k+1
−n−2
2
n Ψ(τ−1ξn).
Il s’ensuit que,
‖w(τ−1Dx)uτ‖2Hl ≤
c2
2n−2
τ
1
k+1
+n
2
−2
∫
Rn
|w(τ−1ξ)|2|Φ(ξ1ξ−
1
k+1
n )|2
× e−
|ξ′′|2
2ξn |ξn|−
2
k+1
−n+2|Ψ(τ−1ξn)|2〈ξ1〉2l〈ξ′′〉2l〈ξn〉2ldξ, (2.21)
si on note 〈x〉 = (1 + |x|2)1/2. Apre`s un changement de variables, on de´duit de
(2.21) qu’il existe des constantes Cl > 0 et αl > 0 telles que pour tout τ ≥ 1,
‖w(τ−1Dx)uτ‖2Hl ≤ Clταl
∫
Rn
|w(ξ)|2|Φ(ξ1ξ−
1
k+1
n τ
k
k+1 )|2
× e−τ
|ξ′′|2
2ξn |ξn|−
2
k+1
−n+2|Ψ(ξn)|2〈ξ1〉2l〈ξ′′〉2l〈ξn〉2ldξ. (2.22)
Remarquons tout d’abord que d’apre`s (2.17) et (2.18), on peut trouver une con-
stante δ > 0 telle que,
{(ξ1, ξ′′) ∈ Rn−1 : |ξ1|+ |ξ′′| < δ}×]1− ε− δ, 1 + ε+ δ[⊂ V1. (2.23)
Comme d’apre`s (2.2) et (2.19), suppΨ ⊂ [1− ε/2, 1+ ε/2] et suppw ⊂ V c1 , on en
de´duit que si ξ = (ξ1, ξ′′, ξn) ∈ supp
(
w(ξ)Ψ(ξn)
)
alors,
ξ ∈ V c1 et ξn ∈ [1− ε/2, 1 + ε/2],
ce qui induit d’apre`s (2.23) que |ξ1|+ |ξ′′| ≥ δ i.e.,
∀ξ ∈ supp(w(ξ)Ψ(ξn)), |ξ1|+ |ξ′′| ≥ δ > 0. (2.24)
En se´parant le premier cas ou` |ξ′′| ≥ δ/2 et le second cas |ξ′′| < δ/2 qui d’apre`s
(2.24) impose alors que |ξ1| ≥ δ/2 si ξ ∈ supp
(
w(ξ)Ψ(ξn)
)
, on en de´duit en
utilisant que la fonction Φ de´finie en (2.5), appartient a` l’espace de Schwartz
S(R) et que d’apre`s (2.2), ξn ∈ [1/2, 3/2] si ξ ∈ supp
(
w(ξ)Ψ(ξn)
)
,
∀N ∈ N,∃CN > 0,∀ξ ∈ supp
(
w(ξ)Ψ(ξn)
)
,∀τ ≥ 1,∣∣Φ(ξ1ξ− 1k+1n τ kk+1 )∣∣e−τ |ξ′′|24ξn ≤ CNτ−N . (2.25)
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On de´duit alors de (2.2), (2.22), (2.25) et d’un changement de variables que pour
tout N ∈ N, il existe des constantes C1,N et C2,N strictement positives telles que,
‖w(τ−1Dx)uτ‖2Hl
≤ C1,Nταl−N
∫
Rn
|w(ξ)|2|Φ(ξ1ξ−
1
k+1
n τ
k
k+1 )|e−τ
|ξ′′|2
4ξn
×|ξn|−
2
k+1
−n+2|Ψ(ξn)|2〈ξ1〉2l〈ξ′′〉2l〈ξn〉2ldξ
≤ C1,Nταl−N−
k
k+1
−n−2
2
∫
Rn
|w(ξ1ξ
1
k+1
n τ
− k
k+1 , ξ′′ξ
1
2
n τ
− 1
2 , ξn)|2|Φ(ξ1)|e−
|ξ′′|2
4
×|ξn|−
1
k+1
−n−2
2 |Ψ(ξn)|2〈ξ1ξ
1
k+1
n τ
− k
k+1 〉2l〈ξ′′ξ
1
2
n τ
− 1
2 〉2l〈ξn〉2ldξ
≤ C2,N‖w‖2L∞(Rn)ταl−N−
k
k+1
−n−2
2
∫
Rn
|Φ(ξ1)|e−
|ξ′′|2
4 |ξn|−
1
k+1
−n−2
2 |Ψ(ξn)|2
×〈ξ1〉2l〈ξ′′〉2l〈ξn〉2ldξ,
ce qui de´montre l’estimation (2.20) et termine la de´monstration du lemme 2.2.

Reprenons maintenant la de´monstration de la proposition 2.1. Plac¸ons nous dans
le cadre de l’analyse semi-classique en effectuant le changement de parame`tre,
h := τ−1 pour τ ≥ 1, (2.26)
et notons uh la fonction uτ de´finie par le parame`tre τ = h−1 si 0 < h ≤ 1.
Remarquons tout d’abord que d’apre`s (2.9), (2.13) et (2.26), on a
(D1 − ixk1Dn)uh = 0, ‖uh‖L2(Rn) = 1 et
∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+. (2.27)
Nous allons de´montrer que cette famille semi-classique (uh)0<h≤1 de S(Rn) se
concentre semi-classiquement dans le sens qui est celui pre´cise´ a` la de´finition 1.2
dans l’ensemble compact Fε de´fini en (2.1). Pour ce faire, conside´rons V un
voisinage ouvert de l’ensemble Fε, l ∈ N et ψ un symbole appartenant a` la classe
S(1, dx2 + dξ2) tels que,
suppψ ⊂ V c. (2.28)
Conside´rons ensuite deux fonctions ϕ(x) et w(ξ) telles que ϕ ∈ C∞0 (Rn), ϕ = 1
sur un voisinage ouvert du point 0 dans Rn et telles que la fonction w ∈ C∞(Rn)
soit une fonction borne´e ve´rifiant,
w = 0 sur V1 et w = 1 sur V c2 , (2.29)
ou` V1 et V2 sont deux voisinages ouverts borne´s de l’ensemble Gε de´fini en (2.17)
ve´rifiant (2.18). Comme la distance d(Fε, V c) entre les ensembles Fε et V c est
strictement positive puisque V c est un ensemble ferme´, Fε est un ensemble com-
pact et que Fε ∩ V c = ∅, on peut au regard de (2.1) et (2.17) faire ces choix de
sorte que,
V c ∩ (suppϕ× supp(1− w)) = ∅. (2.30)
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Ecrivons ensuite que,
ψ(x, hξ, h)wuh = ψ(x, hξ, h)w
(
1− ϕ(x))uh + ψ(x, hξ, h)wϕ(x)w(hξ)wuh
+ ψ(x, hξ, h)wϕ(x)
(
1− w(hξ))wuh. (2.31)
Comme ψ ∈ S(1, dx2 + dξ2), le the´ore`me de Caldero´n-Vaillancourt joint aux
estimations (2.16) et (2.20) du lemme 2.2 montrent au regard de (2.26) que pour
tout l ∈ N, il existe des constantes Cl et Dl strictement positives telles que,∥∥ψ(x, hξ, h)w(1− ϕ(x))uh∥∥Hl ≤ Cl∥∥(1− ϕ(x))uh∥∥Hl = O(h∞), (2.32)
et,
‖ψ(x, hξ, h)wϕ(x)w(hξ)wuh‖Hl ≤ Dl‖w(hDx)uh‖Hl = O(h∞), (2.33)
lorsque h → 0+. D’autre part, comme les identite´s (2.28) et (2.30) induisent
d’apre`s les re´sultats classiques de calcul symbolique que,
ψ(x, hξ, h)wϕ(x)
(
1− w(hξ))w ∈ Opwh (S(h∞, dx2 + dξ2)),
ou` Opwh
(
S(h∞, dx2 + dξ2)
)
de´signe la classe des ope´rateurs pseudo-diffe´rentiels
de´finis en quantification de Weyl semi-classique par un symbole de la classe
S(h∞, dx2 + dξ2), on en de´duit d’apre`s le the´ore`me de Caldero´n-Vaillancourt
que,
∀l ∈ N, ∥∥ψ(x, hξ, h)wϕ(x)(1− w(hξ))wuh∥∥Hl = O(h∞)‖uh‖Hl , (2.34)
lorsque h → 0+. On de´duit alors de (2.27), (2.31), (2.32), (2.33), (2.34) et de
l’ine´galite´ triangulaire que,
∀l ∈ N, ‖ψ(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+,
ce qui de´montre que la famille semi-classique (uh)0<h≤1 se concentre semi-classi-
quement dans l’ensemble compact Fε,
Fε = FS∞
(
(uh)0<h≤1
)
,
et termine la de´monstration de la proposition 2.1. 
2.b. Action d’un ope´rateur pseudo-diffe´rentiel sur un ensemble de con-
centration semi-classique.
Nous allons e´tudier dans la proposition suivante quelle est l’influence de l’ac-
tion d’un ope´rateur pseudo-diffe´rentiel sur un ensemble de concentration semi-
classique d’une famille semi-classique.
Proposition 2.3. Conside´rons (uh)0<h≤1 une famille semi-classique de S(Rn)
ve´rifiant,
∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+, (2.35)
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qui se concentre semi-classiquement dans un ensemble compact note´,
FS∞
(
(uh)0<h≤1
)
,
et a un symbole appartenant a` la classe S(〈ξ〉m, dx2 + dξ2) ou` m ∈ R+ tel qu’il
existe un sous-ensemble ferme´ A de R2n inde´pendant du parame`tre semi-classique
h tel que,
a(x, ξ, h) ∈ S(h∞〈ξ〉m, dx2 + dξ2) sur l’ensemble Ac, (2.36)
i.e. que pour tout N ∈ N et α ∈ N2n, il existe une constante hN,α > 0 telle que,
sup
(x,ξ)∈Ac, 0<h≤hN,α
|∂αx,ξa(x, ξ, h)〈ξ〉−mh−N | < +∞. (2.37)
Sous ces hypothe`ses, la famille semi-classique
(
a(x, hξ, h)wuh
)
0<h≤1 se concentre
semi-classiquement dans l’ensemble compact A ∩ FS∞
(
(uh)0<h≤1
)
, ce que l’on
note,
A ∩ FS∞
(
(uh)0<h≤1
)
= FS∞
[(
a(x, hξ, h)wuh
)
0<h≤1
]
. (2.38)
Notons en particulier que si l’ensemble de concentration semi-classique,
A ∩ FS∞
(
(uh)0<h≤1
)
,
est vide, les estimations suivantes sont ve´rifie´es,
∀l ∈ N, ‖a(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+. (2.39)
Preuve. Conside´rons V un voisinage ouvert de l’ensemble compact,
F := A ∩ FS∞
(
(uh)0<h≤1
)
, (2.40)
et ψ un symbole de la classe S(1, dx2 + dξ2) ve´rifiant,
suppψ ⊂ V c. (2.41)
Il s’agit de de´montrer que pour tout l ∈ N,
‖ψ(x, hξ, h)wa(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+. (2.42)
Comme l’inclusion,
F ⊂ V, (2.43)
induit d’apre`s (2.40) que,
R2n = F ∪ F c = V ∪Ac ∪ FS∞
(
(uh)0<h≤1
)c
,
on peut trouver une partition de l’unite´ subordonne´e au recouvrement ouvert de
R2n,
R2n = V ∪Ac ∪ FS∞
(
(uh)0<h≤1
)c
,
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i.e. trouver des symboles ϕ1, ϕ2 et ϕ3 appartenant a` la classe S(1, dx2+dξ2) qui
soient inde´pendants du parame`tre semi-classique h et ve´rifient,
∀(x, ξ) ∈ R2n, ϕ1(x, ξ) + ϕ2(x, ξ) + ϕ3(x, ξ) = 1, (2.44)
et,
suppϕ1 ⊂ V, suppϕ2 ⊂ Ac et suppϕ3 ⊂ FS∞
(
(uh)0<h≤1
)c
. (2.45)
Remarquons que d’apre`s (2.41) et (2.45), on a
ψ = (ϕ1 + ϕ2 + ϕ3)ψ = ϕ2ψ + ϕ3ψ. (2.46)
Comme l’ensemble de concentration semi-classique FS∞
(
(uh)0<h≤1
)
est suppose´
compact, il s’ensuit au regard de (2.45) que l’on peut choisir φ ∈ C∞0 (R2n) une
fonction telle que,
φ = 1 sur un voisinage ouvert de l’ensemble FS∞
(
(uh)0<h≤1
)
, (2.47)
et telle que,
suppφ ∩ suppϕ3 = ∅. (2.48)
On de´duit de (2.47) et de la de´finition 1.2 que,
∀l ∈ N, ∥∥(1− φ(x, hξ))wuh∥∥Hl = O(h∞) lorsque h→ 0+. (2.49)
D’apre`s (2.46), on peut e´crire,
ψ(x, hξ, h)wa(x, hξ, h)wuh
=
(
ϕ3(x, hξ)ψ(x, hξ, h)
)w
a(x, hξ, h)wφ(x, hξ)wuh
+
(
ϕ3(x, hξ)ψ(x, hξ, h)
)w
a(x, hξ, h)w
(
1− φ(x, hξ))wuh
+
(
ϕ2(x, hξ)ψ(x, hξ, h)
)w
a(x, hξ, h)wuh. (2.50)
En utilisant le the´ore`me de Caldero´n-Vaillancourt et les re´sultats classiques de
calcul symbolique qui montrent que,(
ϕ3(x, hξ)ψ(x, hξ, h)
)w
a(x, hξ, h)w ∈ Opwh
(
S(〈ξ〉m, dx2 + dξ2)),
ou` Opwh
(
S(〈ξ〉m, dx2+ dξ2)) de´signe la classe des ope´rateurs pseudo-diffe´rentiels
de´finis en quantification de Weyl semi-classique par un symbole de la classe,
S(〈ξ〉m, dx2 + dξ2),
on obtient d’apre`s (2.49) que pour tout l ∈ N, il existe une constante Cl > 0 telle
que,∥∥(ϕ3(x, hξ)ψ(x, hξ, h))wa(x, hξ, h)w(1− φ(x, hξ))wuh∥∥Hl
≤ Cl
∥∥(1− φ(x, hξ))wuh‖Hl+m = O(h∞) lorsque h→ 0+. (2.51)
Constatons ensuite que l’identite´ (2.48) induit d’apre`s les re´sultats classiques de
calcul symbolique rappele´s en appendice a` la fin de ce manuscript que,(
ϕ3(x, hξ)ψ(x, hξ, h)
)w
a(x, hξ, h)wφ(x, hξ)w ∈ Opwh
(
S(h∞, dx2 + dξ2)
)
, (2.52)
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et que d’apre`s (2.36) et (2.45),(
ϕ2(x, hξ)ψ(x, hξ, h)
)w
a(x, hξ, h)w ∈ Opwh
(
S(h∞〈ξ〉m, dx2 + dξ2)). (2.53)
Une nouvelle application du the´ore`me de Caldero´n-Vaillancourt induit d’apre`s
(2.35), (2.52) et (2.53) que pour tout l ∈ N,∥∥(ϕ3(x, hξ)ψ(x, hξ, h))wa(x, hξ, h)wφ(x, hξ)wuh∥∥Hl
= O(h∞)‖uh‖Hl = O(h∞), (2.54)
et,∥∥(ϕ2(x, hξ)ψ(x, hξ, h))wa(x, hξ, h)wuh‖Hl = O(h∞)‖uh‖Hl+m = O(h∞), (2.55)
lorsque h→ 0+. En re´unissant les expressions (2.50), (2.51), (2.54), (2.55) et en
utilisant l’ine´galite´ triangulaire, on en de´duit que,
∀l ∈ N, ‖ψ(x, hξ, h)wa(x, hξ, h)wuh‖Hl = O(h∞),
lorsque h→ 0+, ce qui de´montre l’identite´,
A ∩ FS∞
(
(uh)0<h≤1
)
= FS∞
[(
a(x, hξ, h)wuh
)
0<h≤1
]
,
et termine la de´monstration de la proposition 2.3. 
3. De´monstration du the´ore`me 1.3.
Commenc¸ons cette de´monstration du the´ore`me 1.3 en remarquant qu’il suffit,
quitte a` conside´rer le symbole p0 − z a` la place du symbole p0 de´fini en (1.5) de
de´montrer ce the´ore`me dans le cas ou` z = 0. On suppose donc dans tout ce qui
suit que,
z = 0. (3.1)
En fait, on peut e´galement se ramener au cas ou` la fonction q0 qui apparaˆıt dans
l’hypothe`se (1.6) est identiquement e´gale a` 1. En effet, supposons que nous sa-
chions de´montrer le the´ore`me 1.3 dans ce cas particulier. Si on conside`re l’ope´ra-
teur pseudo-diffe´rentiel,
Q(x, hξ, h)w := P (x, hξ, h)wq0(x, hξ)w, (3.2)
on remarque d’apre`s les re´sultats classiques de calcul symbolique rappele´s en
appendice a` la fin de ce manuscript et (1.5) que son symbole de Weyl semi-
classiqueQ(x, ξ, h) admet dans la classe S(〈(x, ξ)〉m, dx2+dξ2) un de´veloppement
asymptotique semi-classique de la forme,
Q(x, ξ, h) ∼ q0(x, ξ)p0(x, ξ) +
+∞∑
j=1
Qj(x, ξ)hj , (3.3)
ou` pour tout j ∈ N∗, les fonctions Qj(x, ξ) de´signent des symboles de la classe,
S(〈(x, ξ)〉m, dx2 + dξ2),
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qui sont inde´pendants du parame`tre semi-classique h. Ce symbole G(x, ξ, h) ve´ri-
fie pour z = 0 les hypothe`ses (H1) et (H2) de la version faible du the´ore`me 1.3
que l’on suppose de´montre´e. Si on applique cette version faible du the´ore`me 1.3 a`
l’ope´rateur pseudo-diffe´rentiel (3.2), on peut alors pour tout voisinage ouvert V
de l’ensemble γ([a0, b0]) dans R2n ou` (a0, b0) est le couple de´fini en (1.8) et pour
tout N ∈ N trouver une constante h0 strictement positive et une famille semi-
classique (uh)0<h≤h0 de S(Rn) telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
FS
(
(uh)0<h≤h0
) ⊂ V = FS∞((uh)0<h≤h0) et
‖P (x, hξ, h)wq0(x, hξ)wuh‖L2(Rn) = O(hN ) lorsque h→ 0+. (3.4)
Si on choisit pour V un voisinage ouvert borne´ du compact γ([a0, b0]) dans R2n
suffisamment petit, on peut au regard de (1.6) supposer que,
∀(x, ξ) ∈ V , q0(x, ξ) 6= 0, (3.5)
ce qui induit une proprie´te´ d’ellipticite´ pour le symbole q0 sur l’ensemble compact
V dans la classe S(1, dx2 + dξ2). On peut donc trouver des symboles q˜0(x, ξ, h)
et r0(x, ξ, h) dans la classe S(1, dx2 + dξ2) tels que,
q˜0(x, hξ, h)wq0(x, hξ)w = I + r0(x, hξ, h)w, (3.6)
et tels que,
r0 ∈ S(h∞, dx2 + dξ2) sur un voisinage ouvert ω du compact V , (3.7)
i.e. que pour tout M ∈ N et α ∈ N2n, il existe une constante hM,α > 0 telle que,
sup
(x,ξ)∈ω, 0<h≤hM,α
|∂αx,ξr0(x, ξ, h)h−M | < +∞.
Comme d’apre`s (3.4) et (3.7), ωc ∩ FS∞
(
(uh)0<h≤h0
)
= ∅, la proposition 2.3 de
la section pre´ce´dente montre que la famille semi-classique,(
r0(x, hξ, h)wuh)
)
0<h≤h0 ,
se concentre semi-classiquement dans l’ensemble vide ce qui induit d’apre`s (2.39)
que,
∀l ∈ N, ‖r0(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+. (3.8)
Remarquons ensuite que le the´ore`me de Caldero´n-Vaillancourt montre en util-
isant l’ine´galite´ triangulaire, (3.4), (3.6) et (3.8) que,
1 = ‖uh‖L2(Rn)
≤ ‖q˜0(x, hξ, h)wq0(x, hξ)wuh‖L2(Rn) + ‖r0(x, hξ, h)wuh‖L2(Rn)
= O
(‖q0(x, hξ)wuh‖L2(Rn) + h∞), (3.9)
et que,
∀l ∈ N, ‖q0(x, hξ)wuh‖Hl = O
(‖uh‖Hl) = O(h−ml), (3.10)
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lorsque h → 0+ avec m0 = 0. On de´duit de (3.9) et (3.10) qu’il existe des
constantes c1 > 0, c2 > 0 et 0 < h˜0 ≤ h0 telles que,
∀ 0 < h ≤ h˜0, c1 ≤ ‖q0(x, hξ)wuh‖L2(Rn) ≤ c2. (3.11)
Si on conside`re maintenant la famille semi-classique (vh)0<h≤h˜0 de´finie par,
vh(x) :=
q0(x, hξ)wuh(x)
‖q0(x, hξ)wuh‖L2(Rn)
, (3.12)
on constate que cette famille semi-classique de S(Rn) ve´rifie d’apre`s (3.4), (3.10),
(3.11) et (3.12),
‖vh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖vh‖Hl = O(h−ml), (3.13)
lorsque h→ 0+ et,
‖P (x, hξ, h)wvh‖L2(Rn) = O(hN ) lorsque h→ 0+. (3.14)
Comme de plus, la proposition 2.3 montre au regard de (3.4), (3.11) et (3.12)
que,
V = FS∞
(
(vh)0<h≤h˜0
)
,
on de´duit de (1.3), (3.13) et (3.14) que la version faible du the´ore`me 1.3 que l’on
a suppose´ de´montre´e, induit le re´sultat du the´ore`me 1.3 dans toute sa ge´ne´ralite´.
Nous allons donc supposer a` partir de maintenant que la fonction q0 apparais-
sant dans les hypothe`ses (1.6), (1.7), (1.9), (1.10), (1.11), (1.12) et (1.13), est
identiquement e´gale a` 1,
q0 = 1. (3.15)
Pour la suite de notre de´monstration, nous allons distinguer deux cas.
Premier cas. Le premier cas que nous allons e´tudier, est celui ou` en utilisant
les notations introduites en (1.8), (1.9), (1.10), (1.11), (1.12), (1.13) et (1.19), la
fonction t ∈ [a, b] 7→ Imp0
(
γ(t)
)
change de signe en passant de valeurs positives
vers des valeurs ne´gatives a` un ordre fini k0 au point,
t0 = a0 = b0. (3.16)
Nous qualifions dans la suite ce cas, de cas d’une annulation a` un ordre fini.
Deuxie`me cas. Le second cas qui peut se produire, est le cas ou` la fonction,
t ∈ [a, b] 7→ Imp0
(
γ(t)
)
,
ne posse`de en aucun point t0 ∈ [a, b] de changement de signe en passant de
valeurs positives vers des valeurs ne´gatives a` un ordre qui soit fini. Nous sommes
donc d’apre`s (1.6) en pre´sence d’un changement de signe qui s’effectue a` un ordre
infini. Contrairement au cas pre´ce´dent, il peut alors se produire que le couple
(a0, b0) de´fini en (1.8) ve´rifie a0 < b0. Nous qualifions dans la suite ce cas, de cas
d’une annulation a` un ordre infini.
Commenc¸ons par e´tudier le cas d’une annulation a` un ordre fini.
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3.a. Etude du cas d’une annulation a` un ordre fini.
Conside´rons V0 un voisinage ouvert du point γ(t0) dans R2n ou` t0 est le point
de´fini en (3.16). Compte tenu de la proprie´te´ de de´pendance re´gulie`re par rapport
aux conditions initiales qui est celle du proble`me de Cauchy associe´ au syste`me
diffe´rentiel,
y′(t) = HRep0
(
y(t)
)
,
et du fait que dans ce premier cas que nous e´tudions, nous supposons que la
fonction Imp0 change de signe en passant de valeurs positives vers des valeurs
ne´gatives au point t0 sur la courbe bicaracte´ristique t ∈ [a, b] 7→ γ(t) ∈ R2n
du symbole Rep0 de´finie en (1.6), on peut trouver un voisinage ouvert V1 du
point γ(t0) dans R2n,
γ(t0) ∈ V1 ⊂ V0, (3.17)
tel que sur toute bicaracte´ristique oriente´e du symbole Rep0 passant par un point
de cet ouvert V1, la fonction Imp0 change de signe en passant de valeurs positives
vers des valeurs ne´gatives dans l’ouvert V0. Comme la proprie´te´ de de´pendance
re´gulie`re par rapport aux conditions initiales e´voque´e pre´ce´demment induit que
l’ordre de tels changements de signe ne peut que diminuer localement, nous sup-
poserons que les ordres de tous ces changements de signe sont infe´rieurs ou e´gaux
a` k0 et nous noterons k l’ordre fini minimal auquel s’effectue ces changements
de signe de valeurs positives vers des valeurs ne´gatives de la fonction Imp0 le
long des bicaracte´ristiques oriente´es du symbole Rep0 passant par un point de
l’ouvert V1. Conside´rons ensuite t 7→ Γ(t) une bicaracte´ristique oriente´e du sym-
bole Rep0 passant par un point de l’ouvert V1 telle que la fonction t 7→ Imp0
(
Γ(t)
)
change de signe en passant de valeurs positives vers des valeurs ne´gatives a` l’ordre
exactement k en t = 0. Cette proprie´te´ de minimalite´ caracte´ristique de l’ordre k
et la proprie´te´ de de´pendance re´gulie`re par rapport aux conditions initiales e´vo-
que´e pre´ce´demment nous permettent de trouver un voisinage ouvert borne´ V2 du
point (x0, ξ0) := Γ(0) dans R2n,
V2 ⊂ V0, (3.18)
tel que la fonction Imp0 s’annule une unique fois dans l’ouvert V2 le long de toute
bicaracte´ristique oriente´e du symbole Rep0 passant par un point d’un voisinage
ouvert suffisamment petit du point (x0, ξ0) et tel que la fonction Imp0 change
de signe en passant de valeurs positives vers des valeurs ne´gatives a` l’ordre
exactement k en ces annulations le long de ces bicaracte´ristiques oriente´es du
symbole Rep0. Notons que ces hypothe`ses de changement de signe impose tout
d’abord que,
p0(x0, ξ0) = 0, (3.19)
et l’imparite´ de l’entier k. Nous allons e´galement ve´rifier que l’on a ne´cessaire-
ment,
HRep0(x0, ξ0) 6= 0. (3.20)
En effet, si HRep0(x0, ξ0) = 0, l’unicite´ au proble`me de Cauchy,{
y′(t) = HRep0
(
y(t)
)
y(0) = (x0, ξ0),
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dont les applications t 7→ Γ(t) et t 7→ (x0, ξ0) sont solutions, induirait que l’ap-
plication t 7→ Γ(t) soit constante au voisinage de 0. Ceci serait contraire a` la
proprie´te´ de changement de signe de la fonction t 7→ Imp0
(
Γ(t)
)
en t = 0 sup-
pose´e par la construction pre´ce´dente et de´montre l’identite´ (3.20). Dans le cas ou`
l’ordre k est strictement supe´rieur a` 1, on peut d’apre`s (3.19) et (3.20) appliquer
le the´ore`me 5.2 de la cinquie`me section de cet article pour trouver une fonction
A ∈ C∞0 (R2n,C) et une transformation symplectique re´elle χ d’un voisinage ou-
vert du point (0, εn) dans R2n ou` εn = (0, ..., 0, 1) ∈ Rn sur un voisinage ouvert
du point (x0, ξ0) dans R2n telles que,
χ(0, εn) = (x0, ξ0), A(x0, ξ0) 6= 0 et χ∗(Ap0) = ξ1 − ixk1ξn, (3.21)
sur un voisinage ouvert du point (0, εn). Dans le cas ou` k = 1, le fait que la
fonction t 7→ Imp0
(
Γ(t)
)
change de signe a` l’ordre 1 en 0 en passant de valeurs
positives vers des valeurs ne´gatives et que la courbe t 7→ Γ(t) soit une bicarac-
te´ristique du symbole Rep0 induisent que,
d
dt
(
Imp0
(
Γ(t)
))∣∣∣
t=0
= {Rep0, Imp0}(x0, ξ0) < 0. (3.22)
On peut dans ce cas d’apre`s (3.19) et (3.22) appliquer le the´ore`me 5.5 de la
cinquie`me section de cet article pour trouver une fonction A ∈ C∞0 (R2n,C) et
une transformation symplectique re´elle χ d’un voisinage ouvert du point (0, εn)
dans R2n sur un voisinage ouvert du point (x0, ξ0) dans R2n telles que les identite´s
(3.21) soient ve´rifie´es pour l’entier k = 1. On peut e´galement supposer quitte a`
re´duire le voisinage ouvert V2 choisi en (3.18) que la dernie`re identite´ de (3.21)
soit ve´rifie´e sur le voisinage ouvert χ−1(V2) du point (0, εn) et que,
∀(x, ξ) ∈ V2, A(x, ξ) 6= 0. (3.23)
Conside´rons maintenant l’ope´rateur pseudo-diffe´rentiel,
q(x, hξ, h)w := A(x, hξ)wP (x, hξ, h)w. (3.24)
Comme la fonction A appartient a` l’espace C∞0 (R2n,C), les re´sultats classiques
de calcul symbolique et (1.5) montrent que le symbole de Weyl semi-classique,
q(x, ξ, h),
de´finissant l’ope´rateur (3.24) appartient a` la classe de symboles S(1, dx2 + dξ2)
et admet dans cette classe un de´veloppement asymptotique semi-classique de la
forme,
q(x, ξ, h) ∼ A(x, ξ)p0(x, ξ) +
+∞∑
j=1
qj(x, ξ)hj , (3.25)
ou` les fonctions qj(x, ξ) de´signent des symboles de la classe S(1, dx2 + dξ2) qui
sont inde´pendants du parame`tre semi-classique. On peut d’apre`s (3.21) choisir
une fonction g ∈ C∞0 (R2n, [0, 1]) ve´rifiant,
suppg ⊂ V2 et g = 1 sur un voisinage ouvert de l’ensemble χ(W1), (3.26)
153
3.2. Un re´sultat ge´ne´ral d’existence de pseudo-spectre.
ou` V2 est le voisinage ouvert borne´ du point (x0, ξ0) de´fini en (3.18) et ou` W1
de´signe un voisinage ouvert du point (0, εn) contenu dans χ−1(V2),
W1 ⊂ χ−1(V2). (3.27)
On conside`re ensuite A˜h, B˜h et C˜h trois ope´rateurs de Fourier inte´graux semi-
classiques d’ordre 0, proprement supporte´s et elliptiques. On suppose que l’ope´ra-
teur de Fourier inte´gral A˜h est associe´ a` la sous-varie´te´ lagrangienne de R4n
de´finie localement par le graphe de la transformation symplectique re´elle χ−1 et
que les ope´rateurs B˜h et C˜h sont eux associe´s a` la sous-varie´te´ lagrangienne de
R4n de´finie localement par le graphe de la transformation symplectique re´elle χ.
On peut d’apre`s une version semi-classique du the´ore`me d’Egorov (voir section
1.2.2 dans [14]) et (3.26) choisir ces trois ope´rateurs de Fourier inte´graux pour
que les trois points suivants soient ve´rifie´s.
(i)
∀l ∈ N, sup
0<h≤1
{‖A˜h‖L(Hl), ‖B˜h‖L(Hl), ‖C˜h‖L(Hl)} < +∞, (3.28)
ou` L(H l) de´signe l’espace vectoriel norme´ des ope´rateurs line´aires borne´s sur
l’espace de Sobolev H l.
(ii) Le symbole de Weyl semi-classique s(x, ξ, h) de l’ope´rateur pseudo-diffe´-
rentiel,
s(x, hξ, h)w := A˜hg(x, hDx)B˜h, (3.29)
ou` la notation g(x, hDx) de´signe la quantification semi-classique standard du
symbole g(x, ξ), admet un de´veloppement asymptotique semi-classique dans la
classe S(1, dx2 + dξ2) de la forme,
+∞∑
j=0
sj(x, ξ)hj , (3.30)
ou` les fonctions sj sont des symboles de la classe S(1, dx2 + dξ2) qui sont in-
de´pendants du parame`tre semi-classique, a` support compact tels que pour tout
j ∈ N,
suppsj ⊂ χ−1(V2), (3.31)
et tels que,
s0 = 1 et sj = 0 pour tout j ≥ 1 sur l’ensemble ouvert W1. (3.32)
On rappelle que les ensembles V2 et W1 sont respectivement de´finis en (3.18) et
(3.27).
(iii) Il existe un symbole r1(x, ξ, h) appartenant a` la classe S(1, dx2 + dξ2) tel
que,
r1 ∈ S(h∞, dx2 + dξ2) sur un voisinage ouvert V3 du compact V2, (3.33)
(voir (3.7)) et,
C˜hA˜h = I + r1(x, hξ, h)w. (3.34)
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Sous ces hypothe`ses, le the´ore`me d’Egorov montre que l’ope´rateur pseudo-diffe´-
rentiel semi-classique,
q˜(x, hξ, h)w := A˜hq(x, hξ, h)wg(x, hDx)B˜h, (3.35)
est de´fini en quantification de Weyl semi-classique a` partir d’un symbole q˜(x, ξ, h)
appartenant a` la classe S(1, dx2+ dξ2) qui d’apre`s (3.21), (3.25) et (3.32) admet
dans cette classe un de´veloppement asymptotique semi-classique de la forme,
q˜(x, ξ, h) ∼
+∞∑
j=0
q˜j(x, ξ)hj , (3.36)
ou` les fonctions q˜j de´signent des symboles de la classe S(1, dx2 + dξ2) qui sont
inde´pendants du parame`tre semi-classique tels que,
q˜0(x, ξ) = ξ1 − ixk1ξn sur le voisinage ouvert W1 du point (0, εn), (3.37)
car d’apre`s (3.27) et la remarque pre´ce´dant (3.23), la dernie`re identite´ de (3.21)
est ve´rifie´e sur l’ensemble W1 ⊂ χ−1(V2).
On scinde la de´monstration du the´ore`me 1.3 dans ce cas d’une annulation a` un
ordre fini en plusieurs e´tapes.
Etape 1. Nous allons de´montrer dans cette premie`re e´tape que l’on peut trou-
ver deux ope´rateurs pseudo-diffe´rentiels c(x, hξ, h)w et d(x, hξ, h)w de´finis en
quantification de Weyl semi-classique par des symboles c(x, ξ, h) et d(x, ξ, h)
appartenant a` la classe de symboles S(1, dx2 + dξ2) qui soient elliptiques sur
un voisinage ouvert du point (0, εn) tels que le symbole de Weyl semi-classique
r(x, ξ, h) de l’ope´rateur pseudo-diffe´rentiel,
r(x, hξ, h)w := q˜(x, hξ, h)wc(x, hξ, h)w − d(x, hξ, h)wq˜0(x, hξ)w, (3.38)
ve´rifie r(x, ξ, h) ∈ S(1, dx2 + dξ2) et tels que pour tout M ∈ N, il existe W˜M un
voisinage ouvert du point (0, εn) dans R2n tel que,
r ∈ S(hM , dx2 + dξ2) sur l’ensemble ouvert W˜M . (3.39)
Pour ce faire, nous allons chercher ces symboles c(x, ξ, h) et d(x, ξ, h) parmis
les symboles de la classe S(1, dx2 + dξ2) qui admettent dans cette classe un
de´veloppement asymptotique semi-classique de la forme,
c(x, ξ, h) ∼
+∞∑
j=0
cj(x, ξ)hj et d(x, ξ, h) ∼
+∞∑
l=0
dl(x, ξ)hl, (3.40)
ou` les fonctions cj et dl sont des symboles de la classe S(1, dx2 + dξ2) qui sont
inde´pendants du parame`tre semi-classique h. La construction de ces ope´rateurs
pseudo-diffe´rentiels c(x, hξ, h)w et d(x, hξ, h)w est analogue a` celle donne´e lors
de la de´monstration que propose L.Ho¨rmander pour obtenir l’identite´ (26.3.1)
dans la preuve de la proposition 26.3.1 de [12]. Constatons tout d’abord que si les
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symboles c et d ve´rifient (3.40), les re´sultats classiques de calcul symbolique et
(3.36) montrent que le symbole de Weyl semi-classique r(x, ξ, h) de l’ope´rateur
pseudo-diffe´rentiel (3.38) admet un de´veloppement asymptotique semi-classique
dans la classe S(1, dx2 + dξ2) dont le terme principal est e´gal a`,
q˜0(x, ξ)
(
c0(x, ξ)− d0(x, ξ)
)
. (3.41)
Pour annuler ce terme, il suffit de choisir les symboles c0 et d0 tels que,
c0 = d0. (3.42)
Notons ensuite que si l’identite´ (3.42) est ve´rifie´e, le terme d’ordre h dans de´veloppe-
ment asymptotique semi-classique du symbole r(x, ξ, h) s’annule si,
q˜0(c1 − d1)− i{q˜0, c0}+ q˜1c0 = 0. (3.43)
En utilisant l’identite´ (3.37), on peut e´crire cette e´quation (3.43) sous la forme,
− i
(
∂
∂x1
− ixk1
∂
∂xn
+ ikxk−11 ξn
∂
∂ξ1
)
c0 + q˜1c0
+ (ξ1 − ixk1ξn)(c1 − d1) = 0, (3.44)
sur le voisinage ouvert W1 du point (0, εn). Il est important de souligner qu’il
n’y a pas de de´pendance de l’e´quation (3.44) par rapport au parame`tre semi-
classique puisque les symboles c0, c1, d1 et q˜1 sont suppose´s inde´pendants de ce
parame`tre. Nous allons choisir maintenant un symbole c0 ve´rifiant,
∀j ∈ N, ∂
j
∂xj1
(
−i
( ∂
∂x1
− ixk1
∂
∂xn
+ ikxk−11 ξn
∂
∂ξ1
)
c0 + q˜1c0
)
= 0, (3.45)
si x1 = 0 et si (x′; ξ) appartient a` un voisinage ouvert du point (0′; εn) dans R2n−1
ou` x′ = (x2, ..., xn) et x = (x1, x′). Il s’agit de trouver une fonction c0 re´solvant
les e´quations suivantes,
∀j = 1, ..., k − 1, −i∂
jc0
∂xj1
(0, x′; ξ) +
∂j−1
∂xj−11
(q˜1c0)(0, x′; ξ) = 0, (3.46)
−i∂
kc0
∂xk1
(0, x′; ξ) + k!ξn
∂c0
∂ξ1
(0, x′; ξ) +
∂k−1
∂xk−11
(q˜1c0)(0, x′; ξ) = 0, (3.47)
∀j ≥ k, −i∂
j+1c0
∂xj+11
(0, x′; ξ)− k! ∂
j−k+1c0
∂xj−k1 ∂xn
(0, x′; ξ)
+ k!ξn
∂j−k+2c0
∂xj−k+11 ∂ξ1
(0, x′; ξ) +
∂j
∂xj1
(q˜1c0)(0, x′; ξ) = 0, (3.48)
sur un voisinage ouvert du point (0′; εn). Si on impose a` la fonction c0 de ve´rifier,
c0(0, x′; ξ) = 1, (3.49)
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sur un voisinage ouvert de (0′; εn), ceci induit que le syste`me d’e´quations (3.46),
(3.47) et (3.48) de´termine entie`rement au regard de (3.49) les quantite´s,
∂jc0
∂xj1
(0, x′; ξ), (3.50)
pour tout j ∈ N∗ et (x′; ξ) appartenant a` un voisinage ouvert du point (0′; εn)
puisque le symbole q˜1 est une donne´e de´finie en (3.36). On peut alors utiliser le
the´ore`me de Borel (The´ore`me 1.2.6 dans [12]) pour exhiber c0 ∈ C∞0 (R2n,C) une
fonction ve´rifiant,
c0(0, x′; ξ) = 1 sur un voisinage ouvert du point (0′; εn), (3.51)
et ayant pour tout j ∈ N∗ des de´rive´es partielles d’ordre j par rapport a` la
variable x1 en x1 = 0 e´gales aux quantite´s prescrites par (3.50) sur un voisi-
nage ouvert du point (0′; εn). Cette fonction c0 est alors solution des e´quations
(3.46), (3.47) et (3.48) sur un voisinage ouvert du point (0′; εn), et donc aussi des
e´quations (3.45) sur un voisinage ouvert du point (0′; εn). En utilisant que ces
e´quations (3.45) sont satisfaites, on en de´duit que le quotient R˜1 de la fonction,
−i
( ∂
∂x1
− ixk1
∂
∂xn
+ ikxk−11 ξn
∂
∂ξ1
)
c0 + q˜1c0,
par la fonction,
ξ1 − ixk1ξn,
se prolonge en une fonction C∞ sur un voisinage ouvert du point (0, εn). En
reprenant le de´veloppement asymptotique semi-classique du symbole r(x, ξ, h),
on e´crit ensuite l’e´quation relative a` l’annulation du terme d’ordre h2 en utilisant
d’apre`s (3.44) l’identite´,
d1 − c1 = R˜1,
ve´rifie´e sur un voisinage ouvert du point (0, εn) pour e´liminer le symbole in-
connu d1 de cette e´quation d’annulation du terme d’ordre h2 qui devient ainsi
une e´quation inhomoge`ne de la forme (3.43) pour le symbole inconnu c1,
q˜0(c2 − d2)− i{q˜0, c1}+ q˜1c1 = Ξ1, (3.52)
sur un voisinage ouvert du point (0, εn), ou` Ξ1 de´signe une fonction entie`rement
de´termine´e par les symboles de´ja` connus c0, d0, q˜0, q˜1, q˜2 et R˜1. En utilisant
l’identite´ (3.37), on peut e´crire cette e´quation (3.52) sous la forme,
− i
(
∂
∂x1
− ixk1
∂
∂xn
+ ikxk−11 ξn
∂
∂ξ1
)
c1 + q˜1c1 − Ξ1
+ (ξ1 − ixk1ξn)(c2 − d2) = 0, (3.53)
sur un voisinage ouvert du point (0, εn). On peut alors de la meˆme manie`re que
pre´ce´demment choisir une fonction c1 ∈ C∞0 (R2n,C) ve´rifiant c1(0, x′; ξ) = 1 sur
un voisinage ouvert du point (0′; εn) telle que le quotient R˜2 de la fonction,
−i
(
∂
∂x1
− ixk1
∂
∂xn
+ ikxk−11 ξn
∂
∂ξ1
)
c1 + q˜1c1 − Ξ1,
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par la fonction,
ξ1 − ixk1ξn,
se prolonge en une fonction C∞ sur un voisinage ouvert du point (0, εn). Con-
side´rons ensuite l’e´quation suivante,
d2 − c2 = R˜2, (3.54)
sur un voisinage ouvert du point (0, εn). Cette e´quation (3.54) permet si on
e´crit maintenant l’e´quation relative a` l’annulation du terme d’ordre h3 dans
le de´veloppement asymptotique semi-classique du symbole r(x, ξ, h) d’e´liminer
de cette e´quation le symbole inconnu d2 qui devient a` nouveau une e´quation
inhomoge`ne de la forme (3.52) pour le symbole inconnu c2 dont le second membre
Ξ2 est une fonction entie`rement de´termine´e par les fonctions de´ja` connues q˜0, q˜1,
q˜2, q˜3, c0, d0, c1, d1, R˜1 et R˜2,
q˜0(c3 − d3)− i{q˜0, c2}+ q˜1c2 = Ξ2.
On peut alors re´soudre de la meˆme manie`re que pre´ce´demment cette e´quation et
ite´rer cette construction a` tout ordre. On en de´duit que l’on peut pour tout j ∈ N
trouver des fonctions cj et dj appartenant a` l’espace C∞0 (R2n,C), inde´pendantes
du parame`tre semi-classique telles que d’apre`s (3.42) et (3.51),
c0(0, x′; ξ) = d0(0, x′; ξ) = 1, (3.55)
sur un voisinage ouvert du point (0′; εn) et telles que si on conside`re deux sym-
boles c(x, ξ, h) et d(x, ξ, h) qui sont des resommations dans la classe,
S(1, dx2 + dξ2),
des de´veloppements asymptotiques (3.40) alors le symbole de Weyl semi-classique
r(x, ξ, h) de l’ope´rateur pseudo-diffe´rentiel (3.38) appartient a` la classe,
S(1, dx2 + dξ2),
et ve´rifie (3.39). On de´duit de (3.40) et (3.55) qu’il existe un voisinage ouvert
W2 du point (0, εn) tel que les symboles,
c(x, ξ, h) et d(x, ξ, h) soient elliptiques dans la classe S(1, dx2 + dξ2)
sur l’ensemble ouvert W2. (3.56)
Etape 2. Conside´rons maintenant un entier,
M ∈ N, (3.57)
et un parame`tre ε > 0 tel que l’ensemble Fε de´fini en (2.1) a` la proposition 2.1
soit contenu dans le voisinage ouvert W1 ∩ W˜M du point (0, εn),
Fε ⊂W1 ∩ W˜M , (3.58)
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ou` W1 et W˜M sont les voisinages ouverts du point (0, εn) choisis respectivement
en (3.26) et (3.39). On choisit e´galement ψ une fonction C∞0 (R2n) telle que,
suppψ ⊂W1 ∩ W˜M et ψ = 1, (3.59)
sur un voisinage ouvert du compact Fε. Conside´rons ensuite (uh)0<h≤1 la famille
semi-classique de S(Rn) ve´rifiant,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml), (3.60)
lorsque h→ 0+,
(D1 − ixk1Dn)uh = 0 et Fε = FS∞
(
(uh)0<h≤1
)
, (3.61)
construite a` la proposition 2.1. Si nous e´crivons la de´composition suivante,
r(x, hξ, h)wuh =
(
ψ(x, hξ)r(x, hξ, h)
)w
uh
+
(
(1− ψ(x, hξ))r(x, hξ, h))wuh, (3.62)
on remarque tout d’abord que d’apre`s (3.59), (3.61) et la de´finition 1.2, on a
∀l ∈ N, ∥∥((1− ψ(x, hξ))r(x, hξ, h))wuh∥∥Hl = O(h∞), (3.63)
lorsque h→ 0+. Constatons ensuite que d’apre`s (3.39) et (3.59),
ψ(x, ξ)r(x, ξ, h) ∈ S(hM , dx2 + dξ2),
ce qui induit en vertu du the´ore`me de Caldero´n-Vaillancourt et (3.60) que,∥∥(ψ(x, hξ)r(x, hξ, h))wuh∥∥L2(Rn) = O(hM ), (3.64)
lorsque h → 0+. On de´duit alors de (3.62), (3.63), (3.64) et de l’ine´galite´ trian-
gulaire que,
‖r(x, hξ, h)wuh‖L2(Rn) = O(hM ) lorsque h→ 0+. (3.65)
Nous allons maintenant de´montrer que,
∀l ∈ N, ‖q˜0(x, hξ)wuh‖Hl = O(h∞) lorsque h→ 0+. (3.66)
Pour ce faire, on peut en utilisant (3.37) et (3.59) commencer par e´crire que,
q˜0(x, hξ)w
=
[
ψ(x, hξ)q˜0(x, hξ)
]w + [(1− ψ(x, hξ))q˜0(x, hξ)]w
=
[
ψ(x, hξ)(hξ1 − ixk1hξn)
]w + [(1− ψ(x, hξ))q˜0(x, hξ)]w, (3.67)
et remarquer que les identite´s (3.59) et (3.61) induisent que,
∀l ∈ N, ∥∥[(1− ψ(x, hξ))q˜0(x, hξ)]wuh∥∥Hl = O(h∞) lorsque h→ 0+. (3.68)
En utilisant ensuite les re´sultats classiques de calcul symbolique qui donnent le
de´veloppement asymptotique semi-classique du symbole de Weyl semi-classique
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d’un ope´rateur pseudo-diffe´rentiel obtenu comme composition de deux ope´rateurs
pseudo-diffe´rentiels, on peut d’apre`s (3.59) trouver pour toutN ∈ N des symboles
rN (x, ξ, h) et r˜N (x, ξ, h) appartenant a` la classe S(1, dx2 + dξ2) tels que,[
ψ(x, hξ)(hξ1 − ixk1hξn)
]w = ψ(x, hξ)w(hξ1 − ixk1hξn)w + rN (x, hξ, h)w
+ hN r˜N (x, hξ, h)w, (3.69)
et tels que comme ψ = 1 sur un voisinage ouvert du compact Fε, on ait
rN (x, ξ, h) = 0, (3.70)
sur un voisinage ouvert de l’ensemble compact Fε, inde´pendant du parame`tre
semi-classique. On de´duit des identite´s (3.61) et (3.70) que,
∀l ∈ N, ‖rN (x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+. (3.71)
En utilisant maintenant le the´ore`me de Caldero´n-Vaillancourt et (3.60), on ob-
tient que pour tout l ∈ N,
‖r˜N (x, hξ, h)wuh‖Hl = O
(‖uh‖Hl) = O(h−ml) lorsque h→ 0+,
ce qui induit en utilisant l’ine´galite´ triangulaire, (3.61), (3.69) et (3.71) que pour
tout N ∈ N et l ∈ N,∥∥[ψ(x, hξ)(hξ1 − ixk1hξn)]wuh∥∥Hl = O(hN−ml) lorsque h→ 0+, (3.72)
car (hξ1 − ixk1hξn)w = (hD1 − ixk1hDn). En utilisant l’ine´galite´ triangulaire et
(3.67), on obtient d’apre`s (3.68) et (3.72), l’estimation (3.66). Comme le symbole
d(x, ξ, h) construit a` l’e´tape pre´ce´dente appartient a` la classe S(1, dx2+dξ2), cette
estimation (3.66) induit d’apre`s le the´ore`me de Caldero´n-Vaillancourt que,
∀l ∈ N, ‖d(x, hξ, h)wq˜0(x, hξ)wuh‖Hl = O(h∞) lorsque h→ 0+, (3.73)
ce qui en utilisant (3.38), (3.65) et l’ine´galite´ triangulaire montre que,
‖q˜(x, hξ, h)wc(x, hξ, h)wuh‖L2(Rn) = O(hM ) lorsque h→ 0+. (3.74)
Nous venons de de´montrer dans cette seconde e´tape le re´sultat suivant.
Lemme 3.1. Pour tout M ∈ N, il existe une constante εM > 0 telle que
pour tout 0 < ε < εM , on puisse trouver une famille semi-classique (uh)0<h≤1
de S(Rn) telle que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml),
Fε = FS∞
(
(uh)0<h≤1
)
, (3.75)
et,
‖q˜(x, hξ, h)wc(x, hξ, h)wuh‖L2(Rn) = O(hM ), (3.76)
lorsque h → 0+ ou` Fε est l’ensemble de´fini en (2.1) a` la proposition 2.1, ou`
q˜(x, hξ, h)w est l’ope´rateur pseudo-diffe´rentiel de´fini en (3.35) et ou` c(x, hξ, h)w
est l’ope´rateur pseudo-diffe´rentiel construit a` l’e´tape 1.
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Etape 3. Nous allons dans cette troisie`me e´tape de´montrer le lemme suivant.
Lemme 3.2. Pour tout M ∈ N, il existe une constante εM > 0 telle que pour
tout 0 < ε < εM , on puisse trouver une constante h0 > 0 et une famille semi-
classique (uh)0<h≤h0 de fonctions C∞0 (Rn) supporte´es dans un meˆme compact K
telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml), (3.77)
χ(Fε) = FS∞
(
(uh)0<h≤h0
)
et ‖q(x, hξ, h)wuh‖L2(Rn) = O(hM ), (3.78)
lorsque h→ 0+ ou` Fε est l’ensemble de´fini en (2.1) a` la proposition 2.1, χ est la
transformation symplectique re´elle de´finie en (3.21) et q(x, hξ, h)w est l’ope´rateur
pseudo-diffe´rentiel de´fini en (3.24).
Preuve du lemme 3.2. Commenc¸ons par utiliser la proprie´te´ d’ellipticite´ dans la
classe S(1, dx2 + dξ2) du symbole c(x, ξ, h) sur le voisinage ouvert W2 du point
(0, εn) donne´e par (3.56). Cette proprie´te´ d’ellipticite´ nous permet de trouver
deux symboles c˜ et R1 dans la classe S(1, dx2 + dξ2) tels que,
c˜(x, hξ, h)wc(x, hξ, h)w = I +R1(x, hξ, h)w, (3.79)
et,
R1 ∈ S(h∞, dx2 + dξ2) sur l’ensemble ouvert W2. (3.80)
Conside´rons un entier M ∈ N. Le lemme 3.1 nous permet de trouver une con-
stante εM > 0 telle que pour tout 0 < ε < εM , l’ensemble compact Fε de´fini en
(2.1) ve´rifie,
Fε ⊂W1 ∩W2, (3.81)
ou`W1 etW2 sont les voisinages ouverts du point (0, εn) de´finis respectivement en
(3.26) et (3.56), et telle que pour tout 0 < ε < εM , on puisse trouver une famille
semi-classique (uh)0<h≤1 de S(Rn) ve´rifiant (3.75) et (3.76). Conside´rons donc
un parame`tre 0 < ε < εM et (uh)0<h≤1 la famille semi-classique associe´e. Com-
menc¸ons par remarquer que la proposition 2.3 montre au regard (3.75), (3.80)
et (3.81) que l’ensemble W c2 ∩ Fε = ∅ est un ensemble de concentration semi-
classique pour la famille semi-classique
(
R1(x, hξ, h)wuh
)
0<h≤1, ce qui induit en
particulier que,
∀l ∈ N, ‖R1(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+. (3.82)
Comme les symboles c et c˜ appartiennent a` la classe S(1, dx2 + dξ2), on de´duit
du the´ore`me de Caldero´n-Vaillancourt, l’ine´galite´ triangulaire, (3.75), (3.79) et
(3.82) qu’il existe une constante C > 0 telle que pour tout 0 < h ≤ 1,
1 = ‖uh‖L2(Rn)
≤ ‖c˜(x, hξ, h)wc(x, hξ, h)wuh‖L2(Rn) + ‖R1(x, hξ, h)wuh‖L2(Rn)
≤ C‖c(x, hξ, h)wuh‖L2(Rn) +O(h∞), (3.83)
et,
‖c(x, hξ, h)wuh‖L2(Rn) ≤ C. (3.84)
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On de´duit des estimations (3.83) et (3.84) qu’il existe des constantes c1 > 0,
c2 > 0 et 0 < h0 ≤ 1 telles que,
∀ 0 < h ≤ h0, c1 ≤ ‖c(x, hξ, h)wuh‖L2(Rn) ≤ c2. (3.85)
Comme d’apre`s le the´ore`me de Caldero´n-Vaillancourt, (3.40) et (3.75),
∀l ∈ N, ‖c(x, hξ, h)wuh‖Hl = O
(‖uh‖Hl) = O(h−ml), (3.86)
lorsque h → 0+, on obtient en renormalisant en norme L2 la famille semi-
classique
(
c(x, hξ, h)wuh
)
0<h≤h0 , ce qui est licite d’apre`s (3.85), une famille semi-
classique (vh)0<h≤h0 de S(Rn),
∀ 0 < h ≤ h0, vh(x) := c(x, hξ, h)
wuh(x)
‖c(x, hξ, h)wuh‖L2(Rn)
, (3.87)
qui ve´rifie d’apre`s (3.35), (3.76), (3.85), (3.86) et (3.87),
‖vh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖vh‖Hl = O(h−ml), (3.88)
lorsque h→ 0+ et,
‖A˜hq(x, hξ, h)wg(x, hDx)B˜hvh‖L2(Rn) = O(hM ) lorsque h→ 0+. (3.89)
Remarquons e´galement que d’apre`s la proposition 2.3, (3.75), (3.85) et (3.87), la
famille semi-classique (vh)0<h≤h0 se concentre semi-classiquement dans l’ensem-
ble compact Fε,
Fε = FS∞
(
(vh)0<h≤h0
)
. (3.90)
Conside´rons ensuite s(x, ξ, h) le symbole de Weyl semi-classique de l’ope´rateur
pseudo-diffe´rentiel (3.29). D’apre`s (3.30) et (3.32), ce symbole s est elliptique
dans la classe S(1, dx2 + dξ2) sur l’ensemble ouvert W1. Cette proprie´te´ d’el-
lipticite´ nous permet de trouver deux symboles S1(x, ξ, h) et S2(x, ξ, h) dans la
classe S(1, dx2 + dξ2) tels que,
S1(x, hξ, h)ws(x, hξ, h)w = I + S2(x, hξ, h)w, (3.91)
et,
S2 ∈ S(h∞, dx2 + dξ2) sur l’ensemble ouvert W1. (3.92)
On en de´duit en utilisant le the´ore`me de Caldero´n-Vaillancourt, l’ine´galite´ tri-
angulaire, (3.28), (3.29), (3.88) et (3.91) que,
1 = ‖vh‖L2(Rn)
≤ ‖S1(x, hξ, h)wA˜hg(x, hDx)B˜hvh‖L2(Rn) + ‖S2(x, hξ, h)wvh‖L2(Rn)
= O
(‖A˜hg(x, hDx)B˜hvh‖L2(Rn))+ ‖S2(x, hξ, h)wvh‖L2(Rn)
= O
(‖g(x, hDx)B˜hvh‖L2(Rn))+ ‖S2(x, hξ, h)wvh‖L2(Rn). (3.93)
Remarquons que la proposition 2.3 montre au regard de (3.81), (3.88), (3.90)
et (3.92) que l’ensemble W c1 ∩ Fε = ∅ est un ensemble de concentration semi-
classique pour la famille semi-classique
(
S2(x, hξ, h)wvh
)
0<h≤h0 , ce qui induit en
particulier que,
‖S2(x, hξ, h)wvh‖L2(Rn) = O(h∞) lorsque h→ 0+. (3.94)
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Comme d’apre`s le the´ore`me de Caldero´n-Vaillancourt, (3.26), (3.28) et (3.88),
on a
‖g(x, hDx)B˜hvh‖L2(Rn) = O(1) lorsque h→ 0+, (3.95)
on en de´duit d’apre`s (3.93), (3.94) et (3.95) que l’on peut choisir des constantes
c˜1 > 0, c˜2 > 0 et 0 < h˜0 ≤ h0 telles que,
∀ 0 < h ≤ h˜0, 0 < c˜1 ≤ ‖g(x, hDx)B˜hvh‖L2(Rn) ≤ c˜2 < +∞. (3.96)
Constatons aussi que d’apre`s le the´ore`me de Caldero´n-Vaillancourt, (3.26), (3.28)
et (3.88), on a
∀l ∈ N, ‖g(x, hDx)B˜hvh‖Hl = O(h−ml) lorsque h→ 0+. (3.97)
Si on conside`re a` pre´sent la famille semi-classique (v˜h)0<h≤h˜0 de S(Rn) de´finie
par,
v˜h(x) :=
g(x, hDx)B˜hvh(x)
‖g(x, hDx)B˜hvh‖L2(Rn)
, (3.98)
ce qui est licite d’apre`s (3.96), cette famille semi-classique ve´rifie d’apre`s (3.89),
(3.96), (3.97) et (3.98),
‖v˜h‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖v˜h‖Hl = O(h−ml), (3.99)
lorsque h→ 0+ et,
‖A˜hq(x, hξ, h)wv˜h‖L2(Rn) = O(hM ) lorsque h→ 0+. (3.100)
Remarquons que d’apre`s (3.26) et (3.98), cette famille semi-classique (v˜h)0<h≤h˜0
est supporte´e dans un meˆme compact K. Nous allons maintenant de´montrer
que la famille semi-classique (v˜h)0<h≤h˜0 se concentre semi-classiquement dans
l’ensemble χ(Fε),
χ(Fε) = FS∞
(
(v˜h)0<h≤h˜0
)
. (3.101)
Pour ce faire, conside´rons ψ un symbole appartenant a` la classe S(1, dx2 + dξ2)
et ve´rifiant,
ψ = 0 sur un voisinage ouvert de l’ensemble χ(Fε). (3.102)
Le the´ore`me d’Egorov et l’identite´ (3.102) montrent au regard de (3.29), (3.30),
(3.32) et (3.81) que le symbole de Weyl semi-classique t(x, ξ, h) de l’ope´rateur
pseudo-diffe´rentiel,
t(x, hξ, h)w := A˜hψ(x, hξ, h)wg(x, hDx)B˜h, (3.103)
appartient a` la classe S(1, dx2 + dξ2) et ve´rifie,
t ∈ S(h∞, dx2 + dξ2) sur un voisinage ouvert de l’ensemble Fε. (3.104)
La proposition 2.3 montre ensuite au regard de (3.88), (3.90) et (3.104) que la
famille semi-classique, (
t(x, hξ, h)wvh
)
0<h≤h0 ,
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se concentre semi-classiquement dans l’ensemble vide ce qui induit en particulier
que,
∀l ∈ N, ‖t(x, hξ, h)wvh‖Hl = O(h∞),
lorsque h→ 0+, i.e. d’apre`s (3.103),
∀l ∈ N, ‖A˜hψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl = O(h∞), (3.105)
lorsque h→ 0+. Si on utilise maintenant le the´ore`me de Caldero´n-Vaillancourt,
l’ine´galite´ triangulaire, (3.28), (3.34) et (3.105), on obtient que pour tout l ∈ N,
‖ψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl
≤ ‖C˜hA˜hψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl
+ ‖r1(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl
= O
(‖A˜hψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl)
+ ‖r1(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl
= O(h∞) + ‖r1(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl . (3.106)
Si on remarque ensuite que (3.26) et (3.33) montrent que l’ope´rateur pseudo-
diffe´rentiel,
r1(x, hξ, h)wψ(x, hξ, h)wg(x, hDx),
appartient a` la classe Opwh
(
S(h∞, dx2+dξ2)
)
des ope´rateurs pseudo-diffe´rentiels
de´finis en quantification de Weyl semi-classique par un symbole de classe,
S(h∞, dx2 + dξ2),
on obtient en utilisant le the´ore`me de Caldero´n-Vaillancourt, (3.28) et (3.88)
que,
∀l ∈ N, ‖r1(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl
= O(h∞‖B˜hvh‖Hl)
= O(h∞), (3.107)
lorsque h→ 0+. On de´duit alors de (3.106) et (3.107) que,
∀l ∈ N, ‖ψ(x, hξ, h)wg(x, hDx)B˜hvh‖Hl = O(h∞) lorsque h→ 0+,
ce qui d’apre`s (3.96) et (3.98) de´montre (3.101). Il reste maintenant pour terminer
la de´monstration du lemme 3.2 a` de´montrer que,
‖q(x, hξ, h)wv˜h‖L2(Rn) = O(hM ) lorsque h→ 0+. (3.108)
Pour ce faire, remarquons tout d’abord que la proposition 2.3 montre au regard
de (3.99) et (3.101) que,
FS∞
(
(q(x, hξ, h)wv˜h)0<h≤h˜0
) ⊂ FS∞((v˜h)0<h≤h˜0) = χ(Fε). (3.109)
164
3.2. Un re´sultat ge´ne´ral d’existence de pseudo-spectre.
Comme le symbole de Weyl semi-classique q de l’ope´rateur pseudo-diffe´rentiel
(3.24) appartient a` la classe S(1, dx2+dξ2), le the´ore`me de Caldero´n-Vaillancourt
montre d’apre`s (3.99) que,
∀l ∈ N,∃ml ∈ N, ‖q(x, hξ, h)wv˜h‖Hl = O(h−ml),
lorsque h→ 0+, ce qui nous permet d’appliquer a` nouveau la proposition 2.3 au
regard de (3.33) pour obtenir que la famille semi-classique,(
r1(x, hξ, h)wq(x, hξ, h)wv˜h
)
0<h≤h˜0 ,
se concentre semi-classiquement dans l’ensemble,
V c3 ∩ FS∞
(
(q(x, hξ, h)wv˜h)0<h≤h˜0
)
,
qui est vide car d’apre`s (3.27), (3.33), (3.81) et (3.109), on a
V c3 ∩ FS∞
(
(q(x, hξ, h)wv˜h)0<h≤h˜0
) ⊂ V c3 ∩ χ(Fε) ⊂ V c2 ∩ χ(W1) = ∅.
On en de´duit en particulier que,
∀l ∈ N, ‖r1(x, hξ, h)wq(x, hξ, h)wv˜h‖Hl = O(h∞) lorsque h→ 0+. (3.110)
Comme de plus d’apre`s (3.28) et (3.100), on a
‖C˜hA˜hq(x, hξ, h)wv˜h‖L2(Rn) = O
(‖A˜hq(x, hξ, h)wv˜h‖L2(Rn)) = O(hM ),
lorsque h→ 0+, on de´duit de l’ine´galite´ triangulaire, (3.34) et (3.110) que,
‖q(x, hξ, h)wv˜h‖L2(Rn) ≤ ‖C˜hA˜hq(x, hξ, h)wv˜h‖L2(Rn)
+ ‖r1(x, hξ, h)wq(x, hξ, h)wv˜h‖L2(Rn) = O(hM ), (3.111)
lorsque h→ 0+, ce qui de´montre (3.108) et termine la de´monstration du lemme
3.2. 
Etape 4. Nous allons dans cette dernie`re e´tape terminer la de´monstration du
the´ore`me 1.3 dans le cas d’une annulation a` un ordre fini que nous e´tudions depuis
le de´but de la section 3.a. Pour ce faire, conside´rons V un voisinage ouvert du
point γ(a0) = γ(b0) et un entier N ∈ N. Comme d’apre`s (3.16), t0 = a0 = b0, on
peut choisir le voisinage ouvert borne´ V0 du point γ(t0) dans R2n de´termine´ au
de´but du paragraphe 3.a (cf. (3.17)), suffisamment petit pour que,
V0 ⊂ V. (3.112)
On de´duit alors de (3.18), (3.21) et du lemme 3.2 que l’on peut trouver une
constante h0 > 0 et une famille semi-classique (uh)0<h≤h0 de fonctions C∞0 (R2n)
a` support dans un meˆme compact K,
∀ 0 < h ≤ h0, suppuh ⊂ K, (3.113)
telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml), (3.114)
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FS∞
(
(uh)0<h≤h0
) ⊂ V2 et ‖q(x, hξ, h)wuh‖L2(Rn) = O(hN ), (3.115)
lorsque h→ 0+. On obtient d’apre`s (1.3), (3.18), (3.112) et (3.115) que l’ensem-
ble V est e´galement un ensemble de concentration semi-classique pour la famille
(uh)0<h≤h0 et que,
FS
(
(uh)0<h≤h0
) ⊂ V .
Il suffit donc pour terminer la de´monstration du the´ore`me 1.3 dans le cas d’une
annulation a` un ordre fini de de´montrer que,
‖P (x, hξ, h)wuh‖L2(Rn) = O(hN ) lorsque h→ 0+. (3.116)
Constatons tout d’abord que la proprie´te´ d’ellipticite´ dans la classe S(1, dx2+dξ2)
sur l’ensemble ouvert V2 du symbole A(x, ξ) donne´e par (3.23) nous permet de
trouver des symboles A˜(x, ξ, h) et R2(x, ξ, h) appartenant a` la classe,
S(1, dx2 + dξ2),
tels que,
A˜(x, hξ, h)wA(x, hξ)w = I +R2(x, hξ, h)w, (3.117)
et,
R2 ∈ S(h∞, dx2 + dξ2) sur l’ensemble ouvert V2. (3.118)
Si on utilise le the´ore`me de Caldero´n-Vaillancourt, l’ine´galite´ triangulaire et
(3.117), on obtient d’apre`s (3.24) qu’il existe une constante c > 0 telle que,
‖P (x, hξ, h)wuh‖L2(Rn)
≤ ‖A˜(x, hξ, h)wA(x, hξ)wP (x, hξ, h)wuh‖L2(Rn)
+ ‖R2(x, hξ, h)wP (x, hξ, h)wuh‖L2(Rn)
≤ c‖A(x, hξ)wP (x, hξ, h)wuh‖L2(Rn) + ‖R2(x, hξ, h)wP (x, hξ, h)wuh‖L2(Rn)
=c‖q(x, hξ, h)wuh‖L2(Rn) + ‖R2(x, hξ, h)wP (x, hξ, h)wuh‖L2(Rn). (3.119)
Pour continuer, nous allons de´montrer le lemme suivant.
Lemme 3.3. On a l’estimation,
‖R2(x, hξ, h)wP (x, hξ, h)wuh‖L2(Rn) = O(h∞) lorsque h→ 0+. (3.120)
Preuve du lemme 3.3. Commenc¸ons par choisir φ1 et φ2 deux fonctions C∞0 (R2n)
telles que,
φ1 = 1 sur un voisinage ouvert de suppφ2 et φ2 = 1 sur V2, (3.121)
ou` V2 est le voisinage ouvert borne´ du point (x0, ξ0) de´fini en (3.18). On peut
e´crire la de´composition suivante,
R2(x, hξ, h)wP (x, hξ, h)wuh = R2(x, hξ, h)wφ1(x, hDx)P (x, hξ, h)wuh+
R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)wuh. (3.122)
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Remarquons tout d’abord que le fait que φ1 ∈ C∞0 (R2n) montre d’apre`s (1.5)
que,
φ1(x, hDx)P (x, hξ, h)w ∈ Opwh
(
S(1, dx2 + dξ2)
)
, (3.123)
ce qui induit d’apre`s (3.118) que le symbole de Weyl semi-classique R4(x, ξ, h)
de l’ope´rateur pseudo-diffe´rentiel,
R4(x, hξ, h)w := R2(x, hξ, h)wφ1(x, hDx)P (x, hξ, h)w, (3.124)
appartient a` la classe S(1, dx2 + dξ2) et ve´rifie,
R4 ∈ S(h∞, dx2 + dξ2) sur l’ensemble ouvert V2. (3.125)
Comme l’ensemble ouvert V2 est borne´, on peut appliquer au regard de (3.114),
(3.115) et (3.125) la proposition 2.3 pour montrer que la famille semi-classique(
R4(x, hξ, h)wuh
)
0<h≤h0 se concentre semi-classiquement dans l’ensemble,
V c2 ∩ FS∞
(
(uh)0<h≤h0
)
,
qui d’apre`s (3.115) est e´gal a` l’ensemble vide. Ceci induit en particulier d’apre`s
(3.124) que,
‖R2(x, hξ, h)wφ1(x, hDx)P (x, hξ, h)wuh‖L2(Rn) = O(h∞), (3.126)
lorsque h→ 0+. Conside´rons ensuite la de´composition,
R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)w
= R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)wφ2(x, hDx)
+R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)w
(
I − φ2(x, hDx)
)
. (3.127)
Comme la fonction φ2 est a` support compact et que d’apre`s (3.121),
suppφ2 ∩ supp(1− φ1) = ∅,
le symbole de Weyl semi-classique de l’ope´rateur pseudo-diffe´rentiel,
R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)wφ2(x, hDx),
appartient a` la classe S(h∞, dx2 + dξ2), ce qui d’apre`s le the´ore`me de Caldero´n-
Vaillancourt et (3.114) induit que,
‖R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)wφ2(x, hDx)uh‖L2(Rn)
= O(h∞), (3.128)
lorsque h→ 0+. Comme la fonction φ2 choisie en (3.121) est a` support compact,
on peut d’apre`s (3.113) choisir une fonction φ3 ∈ C∞0 (Rn) telle que,
∀ 0 < h ≤ h0,∀x ∈ Rn,
φ3(x)
(
I − φ2(x, hDx)
)
uh(x) =
(
I − φ2(x, hDx)
)
uh(x). (3.129)
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Conside´rons R5(x, ξ, h) le symbole de Weyl semi-classique de l’ope´rateur pseudo-
diffe´rentiel,
R5(x, hξ, h)w := R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)wφ3(x)
(
I − φ2(x, hDx)
)
. (3.130)
Comme d’apre`s (1.5), P ∈ S(〈(x, ξ)〉m, dx2 + dξ2) et que la fonction φ3(x) est a`
support compact, on en de´duit d’apre`s les re´sultats de calcul symbolique rappele´s
en appendice a` la fin de ce manuscript et (3.118) que ce symbole R5 appartient
a` la classe S(〈ξ〉m, dx2 + dξ2) et que,
R5 ∈ S(h∞〈ξ〉m, dx2 + dξ2) sur l’ensemble ouvert V2. (3.131)
On peut alors au regard de (3.114), (3.115) et (3.131) appliquer la proposition 2.3
pour de´montrer que la famille semi-classique
(
R5(x, hξ, h)wuh
)
0<h≤h0 se concen-
tre semi-classiquement dans l’ensemble V c2 ∩FS∞
(
(uh)0<h≤h0
)
= ∅, ce qui induit
en particulier en utilisant (3.129) et (3.130) que,
‖R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)w
(
I − φ2(x, hDx)
)
uh‖L2(Rn)
= ‖R2(x, hξ, h)w
(
I − φ1(x, hDx)
)
P (x, hξ, h)wφ3(x)
(
I − φ2(x, hDx)
)
uh‖L2(Rn)
= O(h∞) lorsque h→ 0+. (3.132)
Enfin en utilisant l’ine´galite´ triangulaire, les identite´s (3.122), (3.127) et les esti-
mations (3.126), (3.128), (3.132), on obtient (3.120). Ceci termine la de´monstra-
tion du lemme 3.3. 
Finalement en reprenant l’estimation (3.119), on obtient en utilisant (3.115) et
le lemme 3.3 que,
‖P (x, hξ, h)wuh‖L2(Rn) = O(hN ) lorsque h→ 0+,
ce qui comme nous l’avions annonce´ pre´ce´demment, termine la de´monstration
du the´ore`me 1.3 dans le cas d’une annulation a` un ordre fini.
3.b. Etude du cas d’une annulation a` un ordre infini.
Commenc¸ons l’e´tude de ce second cas en rappelant que les re´ductions initiales
(3.1) et (3.15) nous permettent de supposer que z = 0 et que la fonction q0
apparaissant dans les identite´s (1.6), (1.7), (1.9), (1.10), (1.11), (1.12) et (1.13),
est la fonction identiquement e´gale a` 1. Nous allons recourir au lemme suivant.
Lemme 3.4. On peut trouver un couple de points (a1, b1) de R2 arbitrairement
proche du couple (a0, b0) de´fini en (1.8) ve´rifiant,
a ≤ a1 < b1 ≤ b,
tel que la courbe bicaracte´ristique t ∈ [a1, b1] 7→ γ(t) de´finie en (1.6) soit injective,
Imp0
(
γ(a1)
)
> 0 > Imp0
(
γ(b1)
)
, (3.133)
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et tel que si a0 < b0,
a ≤ a1 < a0 < b0 < b1 ≤ b. (3.134)
Preuve du lemme 3.4. Remarquons tout d’abord que,
HRep0
(
γ(b0)
) 6= 0. (3.135)
En effet, si on avait HRep0
(
γ(b0)
)
= 0, l’unicite´ au proble`me de Cauchy,{
y′(t) = HRep0
(
y(t)
)
y(b0) = γ(b0),
(3.136)
dont sont solutions les applications t ∈ [a, b] 7→ γ(t) et t ∈ R 7→ γ(b0) induirait
que la courbe bicaracte´ristique γ soit constante, ce qui contredirait l’estimation
(1.6). Ceci de´montre (3.135) et induit que,
γ′(b0) = HRep0
(
γ(b0)
) 6= 0. (3.137)
Conside´rons le cas ou` a0 = b0. Dans ce cas, l’identite´ (3.137) montre que l’appli-
cation t 7→ γ(t) est injective au voisinage du point a0 = b0, ce qui nous permet
d’apre`s (1.13) de trouver un couple (a1, b1) de R2 arbitrairement proche du couple
(a0, b0) ve´rifiant a ≤ a1 < b1 ≤ b et (3.133) tel que l’application,
t ∈ [a1, b1] 7→ γ(t),
soit injective. Ceci de´montre le lemme 3.4 dans le cas ou` a0 = b0. Supposons
maintenant que a0 < b0. Remarquons que d’apre`s (1.11), on a
∀t ∈ [a0, b0], Imp0
(
γ(t)
)
= 0. (3.138)
Comme dans le cas que nous e´tudions L0 = b0 − a0 > 0, on en de´duit d’apre`s
(1.7), (1.9) et (1.10) qu’il existe a˜ ∈ [a, a0[ et b˜ ∈]b0, b] tels que,
∀t ∈ [a˜, a0], Imp0
(
γ(t)
) ≥ 0 et ∀t ∈ [b0, b˜], Imp0(γ(t)) ≤ 0. (3.139)
En effet d’apre`s (1.9) et (1.10), on peut trouver a˜ ∈ [a, a0[ et b˜ ∈]b0, b] tels que,
a0 − L0/2 < a˜ < a0, b0 < b˜ < b0 + L0/2, Imp0
(
γ(a˜)
)
> 0 et Imp0
(
γ(b˜)
)
< 0.
S’il existait un point t0 ∈]a˜, a0] ve´rifiant Imp0
(
γ(t0)
)
< 0, le fait que,
0 < t0 − a˜ < L0/2,
serait en contradiction avec la de´finition de la quantite´ L0 en (1.7). Ceci de´-
montre la premie`re ine´galite´ de (3.139) et un raisonnement identique induit que
la seconde ine´galite´ de (3.139) est e´galement satisfaite. Choisissons ensuite par
(1.9) un point a1 aussi proche que l’on veut du point a0 tel que,
a˜ ≤ a1 < a0 et Imp0
(
γ(a1)
)
> 0, (3.140)
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et ve´rifions que l’application t ∈ [a1, b0] 7→ γ(t) ∈ R2n est ne´cessairement injec-
tive. En effet, s’il existait t1, t2 ∈ [a1, b0], t1 < t2 tels que γ(t1) = γ(t2), l’unicite´
au proble`me de Cauchy, {
y′(t) = HRep0
(
y(t)
)
y(t1) = γ(t1),
dont sont solutions les applications t 7→ γ(t) et t 7→ γ(t + (t2 − t1)) montrerait
que la courbe bicaracte´ristique γ du symbole Rep0 se prolonge de manie`re unique
en une courbe bicaracte´ristique du symbole Rep0 encore note´e γ, de´finie sur R
et ve´rifiant,
∀t ∈ R, γ(t+ (t2 − t1)) = γ(t). (3.141)
Comme 0 < t2 − t1 ≤ b0 − a1 et que d’apre`s (3.138), (3.139), Imp0(γ) ≥ 0 sur le
segment [a˜, b0], l’identite´ (3.141) induirait au regard de (3.140) que,
Imp0
(
γ(t)
) ≥ 0,
pour tout t ∈ R, ce qui serait contraire a` l’estimation (1.6) et de´montre que
l’application t ∈ [a1, b0] 7→ γ(t) ∈ R2n est injective. Constatons e´galement que
d’apre`s (3.137), on peut trouver une constante 0 < δ < L0 et b0+ δ ≤ b telle que
l’application t ∈ [b0 − δ, b0 + δ] 7→ γ(t) ∈ R2n soit injective. On choisit ensuite
par (1.10) un point b1 arbitrairement proche du point b0 tel que,
b0 < b1 ≤ min(b˜, b0 + δ/2) et Imp0
(
γ(b1)
)
< 0. (3.142)
Il suffit pour terminer la de´monstration du lemme 3.4 de ve´rifier que l’application,
t ∈ [a1, b1] 7→ γ(t) ∈ R2n,
est injective. Pour ce faire, raisonnons par l’absurde et supposons qu’il existe
t1, t2 ∈ [a1, b1], t1 < t2 tels que γ(t1) = γ(t2). Comme 0 < δ < L0, l’injectivite´ de
l’application t 7→ γ(t) sur les ensembles [a1, b0] et [b0 − δ, b0 + δ] montre d’apre`s
(3.140) et (3.142) que,
t1 ∈ [a1, b0 − δ[ et t2 ∈]b0, b1]. (3.143)
En invoquant comme pre´ce´demment, l’unicite´ a` un proble`me de Cauchy du type
(3.136), on en de´duit que la courbe bicaracte´ristique γ du symbole Rep0 se pro-
longe de manie`re unique en une courbe bicaracte´ristique du symbole Rep0 encore
note´e γ, de´finie sur R et ve´rifiant,
∀t ∈ R, γ(t+ (t2 − t1)) = γ(t). (3.144)
Comme d’apre`s (3.138), (3.139), (3.140) et (3.143), Imp0(γ) ≥ 0 sur le segment
[t1, b0] de longueur strictement plus grande que la valeur de la constante δ et que
d’apre`s (3.142) et (3.143), 0 ≤ b1 − t2 < b1 − b0 ≤ δ/2, l’identite´ (3.144) induit
que pour tout t ∈ [t2, b1], Imp0
(
γ(t)
) ≥ 0, ce qui contredit (3.142) et termine la
de´monstration du lemme 3.4. 
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Choisissons par le lemme 3.4 un couple (a1, b1) ∈ R2 ve´rifiant a ≤ a1 < b1 ≤ b
et (3.133) tel que l’application t ∈ [a1, b1] 7→ γ(t) ∈ R2n soit injective et tel que,
a ≤ a1 < a0 < b0 < b1 ≤ b,
si a0 < b0. Comme la courbe t ∈ [a1, b1] 7→ γ(t) ∈ R2n est une courbe bicarac-
te´ristique du symbole Rep0, on peut appliquer la proposition 5.6 de la cinquie`me
partie de cet article pour trouver un voisinage ouvert V1 de l’ensemble,{
(x1, 0′; εn) : x1 ∈ [a1, b1]
} ⊂ R2n, (3.145)
et une transformation symplectique re´elle χ de ce voisinage ouvert V1 sur un
voisinage ouvert χ(V1) de l’ensemble γ([a1, b1]) dans R2n tels que,
∀x1 ∈ [a1, b1], χ(x1, 0′; εn) = γ(x1) et ∀(x, ξ) ∈ V1, χ∗(Rep0) = ξ1. (3.146)
Nous allons maintenant reprendre et de´tailler la discussion donne´e dans [12] dans
les lignes pre´ce´dant la de´finition 26.4.9.
On de´finit pour tout point (x′, ξ′) suffisamment proche du point (0′, ε′n) ou`,
0′ = (0, ..., 0) ∈ Rn−1 et ε′n = (0, ..., 0, 1) ∈ Rn−1,
pour que l’inclusion suivante,
[a1, b1]× {(x′; 0, ξ′)} ⊂ V1,
soit ve´rifie´e, la quantite´,
L(x′, ξ′) := inf
{
t− s : a1 < s < t < b1,
χ∗(Imp0)(s, x′; 0, ξ′) > 0 > χ∗(Imp0)(t, x′; 0, ξ′)
}
. (3.147)
On obtient d’apre`s (3.133) et (3.146) que,
χ∗(Imp0)(a1, 0′; εn) > 0 > χ∗(Imp0)(b1, 0′; εn), (3.148)
ce qui nous permet de trouver un voisinage ouvert V2 du point (0′, ε′n) dans R2n−2
tel que,
∀(x′, ξ′) ∈ V2, [a1, b1]× {(x′; 0, ξ′)} ⊂ V1, (3.149)
ou` V1 est l’ouvert de´fini en (3.145), et tel que la quantite´ L(x′, ξ′) soit finie pour
tout (x′, ξ′) ∈ V2. Conside´rons ensuite (Wn)n∈N une suite de voisinages ouverts
du point (0′, ε′n) dans R2n−2 qui soit de´croissante au sens de l’inclusion et ve´rifie,
∀n ∈ N, Wn ⊂ V2, (3.150)
et dont la suite des diame`tres ve´rifie,
diam(Wn)→ 0 lorsque n→ +∞. (3.151)
Notons,
L˜0 := sup
n∈N
inf
(x′,ξ′)∈Wn
L(x′, ξ′). (3.152)
171
3.2. Un re´sultat ge´ne´ral d’existence de pseudo-spectre.
Cette quantite´ L˜0 est bien de´finie et est finie puisque d’apre`s (3.147) et (3.148),
∀n ∈ N, 0 ≤ inf
(x′,ξ′)∈Wn
L(x′, ξ′) ≤ L(0′, ε′n) ≤ b1 − a1 < +∞.
Conside´rons δ > 0. En utilisant que la suite des voisinages ouverts (Wn)n∈N du
point (0′, ε′n) est de´croissante au sens de l’inclusion, on en de´duit que la suite,(
inf
(x′,ξ′)∈Wn
L(x′, ξ′)
)
n∈N,
est croissante et que l’on peut d’apre`s (3.152) trouver un entier n0 ∈ N tel que,
∀n ≥ n0, inf
(x′,ξ′)∈Wn
L(x′, ξ′) ≤ L˜0 < inf
(x′,ξ′)∈Wn
L(x′, ξ′) +
δ
2
. (3.153)
En utilisant (3.151), on de´duit de (3.147) et (3.153) que pour tout δ > 0, on peut
trouver un entier n1 ∈ N tel que le voisinage ouvert Vδ := Wn1 du point (0′, ε′n)
dans R2n−2 soit tel que,
diam(Vδ) < δ, (3.154)
∀(x′, ξ′) ∈ Vδ, L(x′, ξ′) > L˜0 − δ2 , (3.155)
un couple (x′δ, ξ
′
δ) de l’ensemble ouvert Vδ tel que,
L˜0 − δ2 < L(x
′
δ, ξ
′
δ) < L˜0 +
δ
2
, (3.156)
et des re´els sδ et tδ tels que,
a1 < sδ < tδ < b1, L˜0 − δ2 < L(x
′
δ, ξ
′
δ) < tδ − sδ < L˜0 +
δ
2
et
χ∗(Imp0)(sδ, x′δ; 0, ξ
′
δ) > 0 > χ
∗(Imp0)(tδ, x′δ; 0, ξ
′
δ). (3.157)
Conside´rons une constante δ > 0. Nous allons maintenant ve´rifier que (3.157)
impose a` la fonction (t, x′, ξ′) 7→ χ∗(Imp0)(t, x′; 0, ξ′) et a` ses de´rive´es de tous
ordres par rapport aux variables x′, ξ′ de s’annuler au point (t, x′δ; 0, ξ
′
δ) si,
sδ + δ < t < tδ − δ. (3.158)
En effet, si ce n’e´tait pas le cas, on pourrait choisir un point (x′, ξ′) de Vδ et
sδ + δ < t < tδ − δ tels que,
χ∗(Imp0)(t, x′; 0, ξ′) 6= 0 et
χ∗(Imp0)(sδ, x′; 0, ξ′) > 0 > χ∗(Imp0)(tδ, x′; 0, ξ′). (3.159)
Selon le signe de la quantite´ χ∗(Imp0)(t, x′; 0, ξ′), il se produirait ainsi d’apre`s
(3.159) un changement de signe en passant de valeurs positives vers des valeurs
ne´gatives sur l’un des deux intervalles (sδ, t) ou (t, tδ) pour la fonction,
s 7→ χ∗(Imp0)(s, x′; 0, ξ′).
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Comme d’apre`s (3.157) et (3.158),
t−sδ < tδ−sδ− δ < L˜0− δ2 et tδ− t = (tδ−sδ)+(sδ− t) < tδ−sδ− δ < L˜0−
δ
2
,
on obtiendrait d’apre`s la de´finition (3.147) et (3.159) que,
L(x′, ξ′) < L˜0 − δ2 ,
ce qui contredirait l’estimation (3.155). On en de´duit donc que,
∀α, β ∈ Nn−1,∀sδ + δ < t < tδ − δ, ∂αx′∂βξ′ [χ∗(Imp0)](t, x′δ; 0, ξ′δ) = 0. (3.160)
Si on choisit ensuite une suite (δj)j∈N de re´els strictement positifs telle que δj → 0
lorsque j → +∞, on peut d’apre`s ce qui pre´ce`de trouver pour tout j ∈ N un
voisinage ouvert Vδj du point (0
′, ε′n) dans R2n−2, des e´le´ments (x′δj , ξ
′
δj
) ∈ Vδj et
(sδj , tδj ) ∈ [a1, b1]2 tels que,
diam(Vδj ) < δj , a1 < sδj < tδj < b1, L˜0 −
δj
2
< tδj − sδj < L˜0 +
δj
2
, (3.161)
χ∗(Imp0)(sδj , x
′
δj
; 0, ξ′δj ) > 0 > χ
∗(Imp0)(tδj , x
′
δj
; 0, ξ′δj ), (3.162)
et,
∀α, β ∈ Nn−1,∀sδj + δj < t < tδj − δj ,
∂αx′∂
β
ξ′ [χ
∗(Imp0)](t, x′δj ; 0, ξ
′
δj
) = 0. (3.163)
Comme tous les re´els sδj et tδj appartiennent au segment compact [a1, b1], on
peut quitte a` extraire une sous-suite supposer que,
lim
j→+∞
sδj = a˜0 et lim
j→+∞
tδj = b˜0. (3.164)
On obtient alors d’apre`s (3.161), (3.163) et (3.164) que,
a1 ≤ a˜0 ≤ b˜0 ≤ b1, L˜0 = b˜0 − a˜0 et ∀α, β ∈ Nn−1,
∂αx′∂
β
ξ′ [χ
∗(Imp0)](t, 0′; εn) = 0 si a˜0 < t < b˜0, (3.165)
car (x′δj , ξ
′
δj
)→ (0′, ε′n) lorsque j → +∞ puisque d’apre`s (3.161),
diam(Vδj )→ 0 lorsque j → +∞.
Nous allons maintenant se´parer deux cas.
• Premier cas. Conside´rons le premier cas ou` a˜0 < b˜0 et ve´rifions que dans ce
cas la courbe t ∈ [a˜0, b˜0] 7→ γ˜(t) := (t, 0′; εn) ∈ R2n est une courbe bicaracte´ris-
tique unidimensionnelle (cette notion est de´finie a` la de´finition 26.4.9 de [12]) du
symbole χ∗p0 i.e. une courbe qui ve´rifie les identite´s,
∀t ∈ [a˜0, b˜0], (χ∗p0)
(
γ˜(t)
)
= 0 et γ˜′(t) = c(t)Hχ∗p0
(
γ˜(t)
) 6= 0, (3.166)
173
3.2. Un re´sultat ge´ne´ral d’existence de pseudo-spectre.
ou` c de´signe une fonction C∞([a˜0, b˜0],C). En effet, notons que d’apre`s (3.145),
(3.146) et (3.165), on a
∀t ∈ [a˜0, b˜0], γ˜′(t) = (1, 0′; 0) = Hχ∗(Rep0)
(
γ˜(t)
)
et (χ∗p0)
(
γ˜(t)
)
= 0. (3.167)
Comme d’apre`s (3.165),
∀t ∈ [a˜0, b˜0], Hχ∗(Imp0)
(
γ˜(t)
)
=
∂
(
χ∗(Imp0)
)
∂ξ1
(
γ˜(t)
) ∂
∂x1
, (3.168)
on de´duit de (3.167) que (3.166) est ve´rifie´e pour,
∀t ∈ [a˜0, b˜0], c(t) :=
[
1 + i
∂
(
χ∗(Imp0)
)
∂ξ1
(
γ˜(t)
)]−1
.
On peut alors dans ce premier cas appliquer au regard de (3.165) la proposi-
tion 5.7 de la cinquie`me partie de cet article pour trouver un voisinage ouvert V3
de l’ensemble,
Γ :=
{
(x1, 0′; εn) : x1 ∈ [a˜0, b˜0]
} ⊂ R2n, (3.169)
une transformation symplectique re´elle χ˜ de ce voisinage ouvert V3 sur un autre
voisinage ouvert V4 du segment Γ tel que,
V4 ⊂ V1, (3.170)
ou` V1 est l’ensemble ouvert de´fini en (3.145) et une fonction A ∈ C∞0 (R2n,C) ne
s’annulant pas sur le segment Γ telles que,
∀x1 ∈ [a˜0, b˜0], χ˜(x1, 0′; εn) = (x1, 0′; εn) et
χ˜∗
(
A(χ∗p0)
)
= ξ1 + if(x, ξ′), (3.171)
sur l’ensemble ouvert V3, ou` f de´signe une fonction C∞ a` valeurs re´elles qui est
inde´pendante de la variable ξ1. Pre´cisons quelques faits. Si on relit la de´monstra-
tion de la proposition 5.7 donne´e dans la cinquie`me partie de cet article dans
notre cadre d’application, on constate tout d’abord que comme on a de´ja` d’apre`s
(3.146),
∀(x, ξ) ∈ V1, χ∗(Rep0)(x, ξ) = ξ1,
il n’est pas ne´cessaire d’user de la proposition 5.6 lors du de´but de cette de´-
monstration. On peut donc commencer la relecture de la de´monstration de cette
proposition 5.7 a` partir de (5.137) en supposant que la fonction q qui intervient
dans (5.137) est identiquement e´gale a` 1 et que la fonction g est e´gale a` la fonc-
tion χ∗(Imp0). On substitue donc l’identite´ suivante a` l’identite´ (5.137) de la
de´monstration de la proposition 5.7,
∀(x, ξ) ∈ V1, (χ∗p0)(x, ξ) = ξ1 + iχ∗(Imp0)(x, ξ). (3.172)
On peut ensuite en suivant la de´monstration de cette proposition 5.7 et en util-
isant (3.167) appliquer le the´ore`me de pre´paration de Malgrange pour trouver
deux fonctions h et r appartenant a` l’espace des fonctions C∞0 (R2n,C) dont la
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seconde est inde´pendante de la variable ξ1 qui permettent d’e´crire comme en
(5.146) la de´composition suivante,
ξ1 = h(x, ξ)
(
ξ1 + iχ∗(Imp0)
)
+ r(x, ξ′), (3.173)
sur un voisinage ouvert du segment Γ. Constatons ensuite que d’apre`s (3.165),
la fonction χ∗(Imp0) ve´rifie,
∀(M,α, β) ∈ N× Nn−1 × Nn−1,∀x1 ∈ [a˜0, b˜0],
∂Mx1∂
α
x′∂
β
ξ′ [χ
∗(Imp0)](x1, 0′; εn) = 0. (3.174)
Si on diffe´rentie (3.173), on obtient l’identite´,
dξ1 = h(x, ξ)
[
dξ1 + id
(
χ∗(Imp0)
)]
+ dh(x, ξ)
(
ξ1 + iχ∗(Imp0)
)
+ dr(x, ξ′), (3.175)
qui e´value´e sur le segment Γ montre d’apre`s (3.167), (3.169), (3.174) et l’inde´pen-
dance de la fonction r par rapport a` la variable ξ1 que,
h =
(
1 + i
∂[χ∗(Imp0)]
∂ξ1
)−1
et dr = 0 sur le segment Γ. (3.176)
Plus pre´cise´ment, remarquons e´galement que si on de´rive l’identite´ (3.173) par
rapport aux variables x, ξ, on obtient d’apre`s l’inde´pendance de la fonction r par
rapport a` la variable ξ1 et (3.174) que,
∀γ ∈ N2n, ∂γx,ξr = 0 sur le segment Γ. (3.177)
La suite de la de´monstration de la proposition 5.7 montre que la transformation
symplectique χ˜ qui ve´rifie (3.171) pre´serve identiquement la direction x1 puisque
d’apre`s (5.151),
y1 = x1, (3.178)
si on note χ˜(y, η) = (x, ξ) et que d’apre`s (5.161) et (5.162) les fonctions A et f
apparaissant dans l’identite´ (3.171) sont de´finies par,
A := h sur un voisinage ouvert du segment Γ, (3.179)
et,
f(y, η) := −Imr(χ˜(y, η)), (3.180)
sur un voisinage ouvert du segment Γ. Comme d’apre`s (3.171), la transformation
symplectique χ˜ laisse invariant point par point le segment Γ, on de´duit de (3.177)
et (3.180) que la fonction f s’annule a` un ordre infini sur le segment Γ. On obtient
d’apre`s (3.176) et (3.179) que,
A =
(
1 + i
∂[χ∗(Imp0)]
∂ξ1
)−1 6= 0 sur le segment Γ. (3.181)
Comme d’apre`s (3.171), on a
f(y, η′) = χ˜∗
(
ReA χ∗(Imp0) + ImA χ∗(Rep0)
)
(y, η) et
η1 = χ˜∗
(
ReA χ∗(Rep0)− ImA χ∗(Imp0)
)
(y, η),
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pour tout (y, η) ∈ V3, on en de´duit d’apre`s (3.181) que,
f(y, η′)
= χ˜∗
[(
ReA+ (ReA)−1(ImA)2
)
χ∗(Imp0)
]
(y, η) + χ˜∗
(
ImA(ReA)−1
)
η1
= χ˜∗
[(
ReA+ (ReA)−1(ImA)2
)
χ∗(Imp0)
]
(y; 0, η′), (3.182)
sur un voisinage ouvert du segment Γ car la fonction f est inde´pendante de
la variable η1. Comme d’apre`s (3.181), ReA > 0 sur un voisinage ouvert du
segment Γ et que d’apre`s (3.178), la direction y1 = x1 reste invariante par la
transformation symplectique χ˜, on de´duit de (3.161), (3.162), (3.164), (3.182) et
du fait que (x′δj , ξ
′
δj
) → (0′, ε′n) lorsque j → +∞ que sur tout voisinage ouvert
convexe dans la direction y1 du segment Γ, on peut trouver un intervalle dans
la direction y1 sur lequel la fonction f change de signe en passant de valeurs
positives vers des valeurs ne´gatives lorsque la variable y1 croˆıt.
• Second cas. Conside´rons maintenant le cas ou` dans (3.165), a˜0 = b˜0. En
utilisant (3.146), (3.161), (3.162), (3.164) et le fait que (x′δj , ξ
′
δj
)→ (0′, ε′n) lorsque
j → +∞, on obtient que,
(χ∗p0)
(
γ˜(a˜0)
)
= 0 et HRe(χ∗p0)
(
γ˜(a˜0)
)
= (1, 0, ..., 0) 6= 0, (3.183)
si γ˜(t) := (t, 0′; εn) pour t ∈ [a1, b1]. On peut alors d’apre`s (3.183) appliquer
le the´ore`me 5.1 de la cinquie`me partie de cet article pour trouver une transfor-
mation symplectique re´elle χ˜ d’un voisinage ouvert du point (a˜0, 0′; εn) sur un
voisinage ouvert du point (a˜0, 0′; εn) et une fonction A ∈ C∞0 (R2n,C) telles que,
χ˜(a˜0, 0′; εn) = (a˜0, 0′; εn), A(a˜0, 0′; εn) 6= 0 et
χ˜∗
(
A(χ∗p0)
)
= ξ1 + if(x, ξ′), (3.184)
sur un voisinage ouvert du point (a˜0, 0′; εn), ou` f de´signe une fonction C∞ a`
valeurs re´elles qui est inde´pendante de la variable ξ1. Pre´cisons e´galement dans
ce cas quelques faits. Si on relit la de´monstration du the´ore`me 5.1 dans notre
cadre d’application, on constate tout d’abord qu’il n’est pas ne´cessaire d’user
du the´ore`me 21.1.6 de [12] pour obtenir (5.2) au de´but de cette de´monstration
puisque l’on a de´ja` d’apre`s (3.146) l’identite´,
∀(x, ξ) ∈ V1, χ∗(Rep0)(x, ξ) = ξ1. (3.185)
On s’aperc¸oit e´galement comme pre´ce´demment que la transformation symplec-
tique χ˜ que nous construisons pre´serve identiquement la direction x1 puisque
d’apre`s (5.8), on prend lors du choix des nouvelles coordonne´es symplectiques
locales,
y1 = x1, (3.186)
si on note χ˜(y, η) = (x, ξ). Remarquons maintenant que l’identite´ (5.6) de la
de´monstration du the´ore`me 5.1 montre que la fonction A de´finie en (3.184) ve´rifie
d’apre`s (3.185) que,
A(a˜0, 0′; εn) =
[
1 + i
∂χ∗(Imp0)
∂ξ1
(a˜0, 0′; εn)
]−1
. (3.187)
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On constate ensuite au regard de (3.187) que l’identite´ (3.184) permet d’e´crire
de la meˆme manie`re qu’en (3.182) que,
f(y, η′) = χ˜∗
[(
ReA+ (ReA)−1(ImA)2
)
χ∗(Imp0)
]
(y; 0, η′), (3.188)
sur un voisinage ouvert du point (a˜0, 0′; εn). Comme d’apre`s (3.187),
ReA > 0,
sur un voisinage ouvert du point (a˜0, 0′; εn) et que la direction y1 = x1 est
pre´serve´e d’apre`s (3.186) par la transformation symplectique χ˜, on de´duit de
(3.161), (3.162), (3.164), (3.188) et du fait que (x′δj , ξ
′
δj
) → (0′, ε′n) lorsque
j → +∞ que sur tout voisinage ouvert convexe dans la direction y1 du point
(a˜0, 0′; εn), on peut trouver un intervalle dans la direction y1 sur lequel la fonc-
tion f change de signe en passant de valeurs positives vers des valeurs ne´gatives
lorsque la variable y1 croˆıt.
Prenons quelques lignes pour re´capituler les diffe´rents points que nous venons
de de´montrer dans cette section 3.b qui e´tudie le cas d’une annulation a` un ordre
infini. Mentionnons tout d’abord que l’on peut trouver un couple de points (a1, b1)
de R2 arbitrairement proche du couple (a0, b0) de´fini en (1.8) ve´rifiant,
a ≤ a1 < b1 ≤ b,
a ≤ a1 < a0 < b0 < b1 ≤ b si a0 < b0, (3.189)
et,
Imp0
(
γ(a1)
)
> 0 > Imp0
(
γ(b1)
)
. (3.190)
On a vu ensuite en (3.165) et dans les deux cas que nous venons de distinguer
que nous pouvions trouver un couple (a˜0, b˜0) de R2 ve´rifiant,
a1 ≤ a˜0 ≤ b˜0 ≤ b1, (3.191)
une transformation symplectique re´elle χ0 d’un voisinage ouvert V5 du segment,
Γ =
{
(x1, 0′; εn) : x1 ∈ [a˜0, b˜0]
} ⊂ R2n, (3.192)
e´ventuellement re´duit a` un point, sur un voisinage ouvert de l’ensemble γ([a˜0, b˜0])
dans R2n telle que d’apre`s (3.146), (3.171) et (3.184),
∀x1 ∈ [a˜0, b˜0], χ0(x1, 0′; εn) = γ(x1), (3.193)
et une fonction A˜ ∈ C∞0 (R2n,C) telle que,
0 6∈ A˜(χ0(Γ)) et χ∗0(A˜p0) = ξ1 + if(x, ξ′), (3.194)
sur un voisinage ouvert borne´ V6 du segment Γ tel que,
V6 ⊂ V5, (3.195)
ou` la fonction f de´signe une fonction C∞ a` valeurs re´elles qui est inde´pendante
de la variable ξ1 telle que sur tout voisinage ouvert du segment Γ qui peut
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eˆtre e´ventuellement re´duit a` un point, on puisse trouver un intervalle dans la
direction x1 sur lequel cette fonction f change de signe en passant de valeurs
positives vers des valeurs ne´gatives lorsque la variable x1 croˆıt. Notons e´galement
que dans le cas ou` a˜0 = b˜0, les identite´s (3.183) et (3.184) montrent que la
fonction f s’annule sur l’ensemble Γ = {(a˜0, 0′; εn)} et que dans le cas ou` a˜0 < b˜0,
nous avons ve´rifie´ que la fonction f s’annule a` un ordre infini sur le segment Γ.
Conside´rons maintenant l’ope´rateur pseudo-diffe´rentiel,
Q˜(x, hξ, h)w := A˜(x, hξ)wP (x, hξ, h)w. (3.196)
D’apre`s (1.5) et les re´sultats classiques de calcul symbolique rappele´s en ap-
pendice a` la fin de ce manuscript, le symbole de Weyl semi-classique Q˜(x, ξ, h)
de´finissant l’ope´rateur (3.196) appartient a` la classe de symboles S(1, dx2+ dξ2)
et admet dans cette classe un de´veloppement asymptotique semi-classique,
Q˜(x, ξ, h) ∼ A˜(x, ξ)p0(x, ξ) +
+∞∑
j=1
Q˜j(x, ξ)hj , (3.197)
ou` les fonctions Q˜j de´signent des symboles de la classe S(1, dx2 + dξ2) qui sont
inde´pendants du parame`tre semi-classique. On peut choisir g ∈ C∞0 (R2n, [0, 1])
une fonction ve´rifiant,
suppg ⊂ χ0(V6) et g = 1 sur l’ensemble χ0(V7), (3.198)
ou` V6 de´signe le voisinage ouvert borne´ du segment Γ de´fini en (3.195) et ou` V7
de´signe un nouveau voisinage ouvert du segment Γ tel que,
V7 ⊂ V6. (3.199)
On conside`re ensuite A˜h, B˜h et C˜h trois ope´rateurs de Fourier inte´graux semi-
classiques d’ordre 0, proprement supporte´s et elliptiques. On suppose que l’ope´ra-
teur de Fourier inte´gral A˜h est associe´ a` la sous-varie´te´ lagrangienne de R4n
de´finie localement par le graphe de la transformation symplectique re´elle χ−10 et
que les ope´rateurs B˜h et C˜h sont eux associe´s a` la sous-varie´te´ lagrangienne de R4n
de´finie localement par le graphe de la transformation symplectique re´elle χ0. On
peut d’apre`s une version semi-classique du the´ore`me d’Egorov (voir section 1.2.2
dans [14]) et (3.198) choisir ces trois ope´rateurs de Fourier inte´graux pour que
les trois points suivants soient ve´rifie´s.
(i)
∀l ∈ N, sup
0<h≤1
{‖A˜h‖L(Hl), ‖B˜h‖L(Hl), ‖C˜h‖L(Hl)} < +∞, (3.200)
ou` L(H l) de´signe l’espace vectoriel norme´ des ope´rateurs line´aires borne´s sur
l’espace de Sobolev H l.
(ii) Le symbole de Weyl semi-classique s(x, ξ, h) de l’ope´rateur pseudo-diffe´-
rentiel,
s(x, hξ, h)w := A˜hg(x, hDx)B˜h, (3.201)
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ou` la notation g(x, hDx) de´signe la quantification semi-classique standard du
symbole g(x, ξ), admet un de´veloppement asymptotique semi-classique dans la
classe S(1, dx2 + dξ2) de la forme,
+∞∑
j=0
sj(x, ξ)hj , (3.202)
ou` les fonctions sj sont des symboles de la classe S(1, dx2 + dξ2) qui sont in-
de´pendants du parame`tre semi-classique, a` support compact tels que pour tout
j ∈ N,
suppsj ⊂ V6, (3.203)
et tels que,
s0 = 1 et sj = 0 pour tout j ≥ 1 sur l’ensemble ouvert V7. (3.204)
(iii) Il existe un symbole R(x, ξ, h) appartenant a` la classe S(1, dx2 + dξ2) tel
que,
R ∈ S(h∞, dx2 + dξ2), (3.205)
sur un voisinage ouvert du compact χ0(V6) et,
C˜hA˜h = I +R(x, hξ, h)w. (3.206)
Sous ces hypothe`ses, le the´ore`me d’Egorov montre que l’ope´rateur pseudo-diffe´-
rentiel semi-classique,
q˜(x, hDx, h) := A˜hQ˜(x, hξ, h)wg(x, hDx)B˜h, (3.207)
est de´fini en quantification standard semi-classique a` partir d’un symbole,
q˜(x, ξ, h),
appartenant a` la classe S(1, dx2 + dξ2) qui d’apre`s (3.194), (3.197), (3.199),
(3.201), (3.202) et (3.204), admet dans cette classe un de´veloppement asymp-
totique semi-classique de la forme,
q˜(x, ξ, h) ∼
+∞∑
j=0
q˜j(x, ξ)hj , (3.208)
ou` les fonctions q˜j de´signent des symboles de la classe S(1, dx2 + dξ2) qui sont
inde´pendants du parame`tre semi-classique tels que,
q˜0(x, ξ) = ξ1 + if(x, ξ′) sur l’ensemble ouvert V7. (3.209)
D’apre`s les hypothe`ses ve´rifie´es par la fonction f , on peut appliquer le the´ore`me
4.1 de la quatrie`me partie de cet article. Le re´sultat de ce the´ore`me nous permet
de trouver pour tout N ∈ N et pour tout voisinage ouvert V du segment Γ une
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constante 0 < h0 ≤ 1 et une famille semi-classique (uh)0<h≤h0 de S(Rn) telles
que,
‖uh‖L2(Rn) = 1,∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
V = FS∞
(
(uh)0<h≤h0
)
et ‖q˜(x, hDx, h)uh‖L2(Rn) = O(hN ), (3.210)
lorsque h → 0+. Comme d’apre`s (3.202) et (3.204), le symbole s est elliptique
dans la classe S(1, dx2 + dξ2) sur l’ensemble ouvert V7, on peut trouver deux
symboles S1(x, ξ, h) et S2(x, ξ, h) dans la classe S(1, dx2 + dξ2) tels que,
S1(x, hξ, h)ws(x, hξ, h)w = I + S2(x, hξ, h)w, (3.211)
et,
S2 ∈ S(h∞, dx2 + dξ2) sur l’ensemble ouvert V7. (3.212)
On en de´duit alors en utilisant le the´ore`me de Caldero´n-Vaillancourt, l’ine´galite´
triangulaire, (3.200), (3.201), (3.210) et (3.211) que,
1 = ‖uh‖L2(Rn)
≤ ‖S1(x, hξ, h)wA˜hg(x, hDx)B˜huh‖L2(Rn) + ‖S2(x, hξ, h)wuh‖L2(Rn)
= O
(‖A˜hg(x, hDx)B˜huh‖L2(Rn))+ ‖S2(x, hξ, h)wuh‖L2(Rn)
= O
(‖g(x, hDx)B˜huh‖L2(Rn))+ ‖S2(x, hξ, h)wuh‖L2(Rn). (3.213)
On remarque ensuite que si le voisinage ouvert V du segment Γ choisi en (3.210)
est pris suffisamment petit pour que,
V ⊂ V7, (3.214)
ou` V7 est le voisinage ouvert du segment Γ de´fini en (3.199), la proposition 2.3
montre au regard de (3.210), (3.212) et (3.214) que l’ensemble V c7 ∩ V = ∅
est un ensemble de concentration semi-classique pour la famille semi-classique(
S2(x, hξ, h)wuh
)
0<h≤h0 , ce qui induit en particulier que,
‖S2(x, hξ, h)wuh‖L2(Rn) = O(h∞) lorsque h→ 0+. (3.215)
Comme d’apre`s le the´ore`me de Caldero´n-Vaillancourt, (3.198), (3.200) et (3.210),
on a
‖g(x, hDx)B˜huh‖L2(Rn) = O(1) et
∀l ∈ N, ‖g(x, hDx)B˜huh‖Hl = O(h−ml), (3.216)
lorsque h → 0+, on en de´duit d’apre`s (3.213), (3.215) et (3.216) que l’on peut
trouver des constantes c1 > 0, c2 > 0 et 0 < h˜0 ≤ h0 telles que,
∀ 0 < h ≤ h˜0, 0 < c1 ≤ ‖g(x, hDx)B˜huh‖L2(Rn) ≤ c2 < +∞. (3.217)
Si on conside`re a` pre´sent la famille semi-classique (vh)0<h≤h˜0 de S(Rn) de´finie
par,
vh(x) :=
g(x, hDx)B˜huh(x)
‖g(x, hDx)B˜huh‖L2(Rn)
, (3.218)
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ce qui est licite d’apre`s (3.217), cette famille semi-classique (vh)0<h≤h˜0 ve´rifie
d’apre`s (3.216), (3.217) et (3.218),
‖vh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖vh‖Hl = O(h−ml), (3.219)
lorsque h→ 0+ et, d’apre`s (3.207), (3.210), (3.217) et (3.128),
‖A˜hQ˜(x, hξ, h)wvh‖L2(Rn) = O(hN ) lorsque h→ 0+. (3.220)
Remarquons d’apre`s (3.198) et (3.218) que cette famille semi-classique (vh)0<h≤h˜0
est supporte´e dans un meˆme compact K. Nous allons maintenant ve´rifier que la
famille semi-classique (vh)0<h≤h˜0 se concentre semi-classiquement dans l’ensem-
ble χ0(V ),
χ0(V ) = FS∞
(
(vh)0<h≤h˜0
)
. (3.221)
Pour ce faire, conside´rons ψ un symbole de la classe S(1, dx2 + dξ2) ve´rifiant,
ψ = 0 sur un voisinage ouvert de l’ensemble χ0(V ). (3.222)
Le the´ore`me d’Egorov, (3.202), (3.204), (3.214) et (3.222) montrent que le sym-
bole de Weyl semi-classique t(x, ξ, h) de l’ope´rateur pseudo-diffe´rentiel,
t(x, hξ, h)w := A˜hψ(x, hξ, h)wg(x, hDx)B˜h, (3.223)
appartient a` la classe S(1, dx2 + dξ2) et ve´rifie,
t ∈ S(h∞, dx2 + dξ2), (3.224)
sur un voisinage ouvert de l’ensemble compact V . On peut alors appliquer au
regard de (3.210) et (3.224) la proposition 2.3 pour de´montrer que la famille semi-
classique
(
t(x, hξ, h)wuh
)
0<h≤h˜0 se concentre semi-classiquement dans l’ensemble
vide, ce qui induit en particulier que,
∀l ∈ N, ‖t(x, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+,
i.e. d’apre`s (3.223),
∀l ∈ N, ‖A˜hψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl = O(h∞), (3.225)
lorsque h→ 0+. Si on utilise maintenant le the´ore`me de Caldero´n-Vaillancourt,
l’ine´galite´ triangulaire, (3.200), (3.206) et (3.225), on obtient que pour tout l ∈ N,
‖ψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl
≤ ‖C˜hA˜hψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl
+ ‖R(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl
= O
(‖A˜hψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl)
+ ‖R(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl
= O(h∞) + ‖R(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl . (3.226)
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Si on remarque ensuite que (3.198) et (3.205) montrent que l’ope´rateur pseudo-
diffe´rentiel,
R(x, hξ, h)wψ(x, hξ, h)wg(x, hDx),
appartient a` la classe Opwh
(
S(h∞, dx2+ dξ2)
)
, on obtient d’apre`s le the´ore`me de
Caldero´n-Vaillancourt, (3.200) et (3.210) que,
∀l ∈ N, ‖R(x, hξ, h)wψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl
= O(h∞‖B˜huh‖Hl) = O(h∞‖uh‖Hl) = O(h∞), (3.227)
lorsque h→ 0+. En reprenant (3.226), on obtient d’apre`s (3.227) que,
∀l ∈ N, ‖ψ(x, hξ, h)wg(x, hDx)B˜huh‖Hl = O(h∞) lorsque h→ 0+,
ce qui d’apre`s (3.217) et (3.218) de´montre (3.221). Nous allons maintenant de´-
montrer que,
‖Q˜(x, hξ, h)wvh‖L2(Rn) = O(hN ) lorsque h→ 0+. (3.228)
Pour ce faire, remarquons tout d’abord que la proposition 2.3 montre au regard
de (3.219) et (3.221) que,
FS∞
(
(Q˜(x, hξ, h)wvh)0<h≤h˜0
) ⊂ FS∞((vh)0<h≤h˜0) = χ0(V ). (3.229)
Comme le symbole de Weyl semi-classique Q˜ de l’ope´rateur pseudo-diffe´rentiel
(3.196) appartient a` la classe S(1, dx2 + dξ2), le the´ore`me de Caldero´n-Vaillan-
court montre d’apre`s (3.219) que,
∀l ∈ N,∃ml ∈ N, ‖Q˜(x, hξ, h)wvh‖Hl = O(h−ml),
lorsque h→ 0+, ce qui nous permet d’appliquer a` nouveau la proposition 2.3 au
regard de (3.199), (3.205), (3.214) et (3.229) pour obtenir que la famille semi-
classique, (
R(x, hξ, h)wQ˜(x, hξ, h)wvh
)
0<h≤h˜0 ,
se concentre semi-classiquement dans l’ensemble χ0(V6)
c ∩ χ0(V ) = ∅, ce qui
induit en particulier que,
‖R(x, hξ, h)wQ˜(x, hξ, h)wvh‖L2(Rn) = O(h∞) lorsque h→ 0+. (3.230)
On de´duit ainsi de l’ine´galite´ triangulaire, (3.200), (3.206), (3.220) et (3.230)
que,
‖Q˜(x, hξ, h)wvh‖L2(Rn)
≤ ‖C˜hA˜hQ˜(x, hξ, h)wvh‖L2(Rn) + ‖R(x, hξ, h)wQ˜(x, hξ, h)wvh‖L2(Rn)
= O
(‖A˜hQ˜(x, hξ, h)wvh‖L2(Rn) + h∞)
= O(hN ) lorsque h→ 0+. (3.231)
On de´duit alors de (3.193), (3.196), (3.218), (3.219), (3.221) et (3.231) le re´sultat
suivant.
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Lemme 3.5. Pour tout N ∈ N et pour tout voisinage ouvert V de l’ensemble
γ([a˜0, b˜0]), il existe une constante h0 > 0 et une famille semi-classique (uh)0<h≤h0
de fonctions C∞0 (Rn) supporte´es dans un meˆme compact K telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml),
V = FS∞
(
(uh)0<h≤h0
)
et ‖A˜(x, hξ)wP (x, hξ, h)wuh‖L2(Rn) = O(hN ),
lorsque h→ 0+.
En utilisant ensuite la proprie´te´ d’ellipticite´ du symbole A˜ dans la classe
S(1, dx2+ dξ2) sur un voisinage ouvert de l’ensemble compact γ([a˜0, b˜0]) donne´e
par (3.192), (3.193) et (3.194), on en de´duit en usant du lemme pre´ce´dent et en
reprenant point par point l’e´tude mene´e a` l’e´tape 4 de la section 3.a que pour
tout N ∈ N et pour tout voisinage ouvert V de l’ensemble compact γ([a˜0, b˜0]), il
existe une constante h0 > 0 et une famille semi-classique (uh)0<h≤h0 de S(Rn)
telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml), (3.232)
V = FS∞
(
(uh)0<h≤h0
)
et ‖P (x, hξ, h)wuh‖L2(Rn) = O(hN ), (3.233)
lorsque h → 0+. Comme lors de notre construction, on peut choisir a` la ligne
pre´ce´dant (3.189) le couple (a1, b1) de R2 arbitrairement proche du couple (a0, b0)
de´fini en (1.8), on obtient d’apre`s (3.191), (3.232) et (3.233) le re´sultat du
the´ore`me 1.3 dans le cas d’une annulation a` un ordre infini. Ceci termine la
de´monstration du the´ore`me 1.3 dans le cas d’une annulation a` un ordre infini
ainsi que la de´monstration ge´ne´rale de ce the´ore`me 1.3.
4. Un re´sultat d’existence de quasi-modes semi-classiques pour
un ope´rateur mode`le.
L’objet de cette quatrie`me section est de donner la de´monstration d’un re´-
sultat d’existence de quasi-modes semi-classiques pour un mode`le d’ope´rateur
pseudo-diffe´rentiel semi-classique (The´ore`me 4.1) dont nous avons use´ lors de la
section pre´ce´dente pour de´montrer le the´ore`me 1.3 dans le cas d’une annulation
a` un ordre infini.
The´ore`me 4.1. Conside´rons F (x, ξ, h) un symbole de´fini sur Rnx × Rnξ × [0, 1]
ou` n ≥ 2, appartenant a` la classe S(1, dx2+ dξ2) qui admet dans cette classe un
de´veloppement asymptotique semi-classique,
F (x, ξ, h) ∼
+∞∑
j=0
Fj(x, ξ)hj , (4.1)
ou` les fonctions Fj(x, ξ) de´signent des symboles de la classe S(1, dx2 + dξ2) qui
sont suppose´s inde´pendants du parame`tre semi-classique h. On suppose que,
F0(x, ξ) = ξ1 + if(x, ξ′) ou` ξ′ = (ξ2, ..., ξn), (4.2)
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sur un voisinage ouvert de l’ensemble,
Γ :=
{
(x1, 0′; 0, ξ′0) : a0 ≤ x1 ≤ b0
} ⊂ Rn × Rn avec a0 ≤ b0,
0′ = (0, ..., 0) ∈ Rn−1, ξ′0 ∈ Rn−1 \ {0}, (4.3)
et ou` f est une fonction C∞ a` valeurs re´elles, inde´pendante de la variable ξ1
qui s’annule sur le segment Γ. Dans le cas ou` a0 < b0, on suppose de plus que
l’annulation de la fonction f sur le segment Γ se fait a` un ordre infini. On sup-
pose e´galement que sur tout voisinage ouvert convexe dans la direction x1 du
segment Γ, on peut trouver un intervalle dans cette direction x1 tel que la fonc-
tion f change de signe en passant de valeurs positives vers des valeurs ne´gatives
lorsque la coordonne´e x1 croˆıt. Sous ces hypothe`ses, on peut pour tout N ∈ N et
pour tout voisinage ouvert V du segment Γ trouver une constante 0 < h0 ≤ 1 et
une famille semi-classique (uh)0<h≤h0 de S(Rn) telles que,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
‖F (x, hDx, h)uh‖L2(Rn) = O(hN ) lorsque h→ 0+,
et telles que ce quasi-mode semi-classique (uh)0<h≤h0 se concentre semi-classique-
ment dans l’ensemble V dans le sens pre´cise´ par la de´finition 1.2,
V = FS∞
(
(uh)0<h≤h0
)
.
La de´monstration de ce the´ore`me 4.1 s’appuie et s’inspire tre`s fortement de
la de´monstration du the´ore`me 26.4.7’ que donne L.Ho¨rmander dans [12]. Nous
allons reprendre et adapter dans un cadre semi-classique et pour des symboles ne
posse´dant plus de proprie´te´s d’homoge´ne´ite´ la construction de quasi-modes qu’il
propose dans cette de´monstration du the´ore`me 26.4.7’. On s’attachera e´galement
dans notre de´monstration a` pre´ciser dans quelles zones de l’espace des phases se
concentrent semi-classiquement (au sens pre´cise´ par la de´finition 1.2) ces quasi-
modes semi-classiques.
Remarquons tout d’abord que comme les ope´rateurs pseudo-diffe´rentiels obtenus
par la quantification standard semi-classique F (x, hDx, h) et par la quantifica-
tion de Weyl semi-classique F (x, hξ, h)w d’un symbole F (x, ξ, h) de la classe
S(1, dx2 + dξ2) ve´rifiant (4.1) ont le meˆme symbole principal semi-classique, on
peut substituer l’ope´rateur F (x, hξ, h)w a` l’ope´rateur F (x, hDx, h) dans l’e´nonce´
du the´ore`me 4.1. Les e´nonce´s du the´ore`me 4.1 en quantification standard semi-
classique i.e. avec l’ope´rateur F (x, hDx, h) et en quantification de Weyl semi-
classique i.e. avec l’ope´rateur F (x, hξ, h)w sont exactement e´quivalents. Cette
remarque induit que le re´sultat du the´ore`me 4.1 est e´galement ve´rifie´ pour une
valeur nulle du parame`tre ξ′0 apparaissant dans (4.3). Il suffit pour de´montrer
ce re´sultat d’utiliser le re´sultat du the´ore`me 4.1 e´nonce´ en quantification de
Weyl semi-classique pour une valeur non nulle du parame`tre ξ′0, d’utiliser la pro-
prie´te´ d’invariance symplectique de la quantification de Weyl (The´ore`me 18.5.9
dans [12]),
F (x;hξ1, hξ′ − ξ′0, h)w = U˜−1h F (x, hξ, h)wU˜h,
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ou` U˜h de´signe l’ope´rateur me´taplectique,
U˜hu(x) = e−
i
h
x′.ξ′0u(x),
associe´ a` la transformation symplectique affine,
(x, ξ) 7→ (x; ξ1, ξ′ − h−1ξ′0),
et de s’assurer que le quasi-mode (U˜huh)0<h≤h0 ve´rifie,
‖U˜huh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖U˜huh‖Hl = O(h−ml),
V = FS∞
(
(U˜huh)0<h≤h0
)
et ‖F (x, hξ, h)wU˜huh‖L2(Rn) = O(hN ),
lorsque h→ 0+, si (uh)0<h≤h0 de´signe le quasi-mode ve´rifiant,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml),
V0 = FS∞
(
(uh)0<h≤h0
)
et ‖F (x;hξ1, hξ′ − ξ′0, h)wuh‖L2(Rn) = O(hN ),
lorsque h → 0+ et V0 = V + (0; 0, ξ′0), ou` N ∈ N et ou` V de´signe un voisinage
ouvert du segment, {
(x1, 0′; 0, 0′) : a0 ≤ x1 ≤ b0
}
.
Nous utilisons dans la de´monstration du the´ore`me 1.3 le re´sultat de ce the´ore`me 4.1
pour une valeur non nulle du parame`tre ξ′0 et nous allons de´montrer ce re´sultat
sous cette hypothe`se afin de pouvoir utiliser directement le remarquable lemme
26.4.14 de [12] pour exhiber la fonction de phase complexe permettant la con-
struction du quasi-mode (uh)0<h≤h0 . Mentionnons enfin que l’on pourrait aussi
adapter la de´monstration de ce lemme 26.4.14 pour traiter directement le cas
ge´ne´ral ξ′0 ∈ Rn−1 sans recourir aux arguments pre´ce´dents pour obtenir le re´sul-
tat du the´ore`me 4.1 dans le cas ξ′0 = 0.
Preuve du the´ore`me 4.1. Pre´cisons tout d’abord quelques conventions de notation
dont nous userons au cours des lignes a` venir. Nous utiliserons les notations x′
et ξ′ pour de´signer respectivement,
x′ = (x2, ..., xn) ∈ Rn−1 et ξ′ = (ξ2, ..., ξn) ∈ Rn−1,
si x = (x1, ..., xn) et ξ = (ξ1, ..., ξn) ∈ Rn. Rappelons e´galement que la dimen-
sion n que nous conside´rons ici est supe´rieure ou e´gale a` 2. On commence par
effectuer une pre´paration du symbole.
4.a. Pre´paration du symbole.
Conside´rons un entier N ∈ N et commenc¸ons par remarquer que comme
la fonction f(x, ξ′) est inde´pendante de la variable ξ1 et qu’elle s’annule sur
le segment Γ, on peut d’apre`s (4.3) appliquer le the´ore`me de pre´paration de
Malgrange (The´ore`me 7.5.6 de [12]) pour trouver en tout point (y, η) ∈ Γ, une
constante εy,η > 0 et, des fonctions qy,η et ry,η qui sont C∞ sur un voisinage
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ouvert du point (y, η) ∈ Γ telles que la fonction ry,η soit inde´pendante de la
variable ξ1 et que,
F1(x, ξ) = qy,η(x, ξ)
(
ξ1 + if(x, ξ′)
)
+ ry,η(x, ξ′), (4.4)
si |(x; ξ′)− (y; η′)| < εy,η et |ξ1− η1| < εy,η. En utilisant ensuite la compacite´ du
segment Γ de´fini en (4.3), on peut extraire un sous-recouvrement fini d’ouverts,
Γ ⊂
N˜⋃
j=1
{
(x, ξ) ∈ R2n : |(x; ξ′)− (yj ; η′j)| < εyj ,ηj et |ξ1 − (ηj)1| < εyj ,ηj
}
,
du recouvrement obtenu par les ouverts associe´s en (4.4) aux points (y, η) ∈ Γ.
Conside´rons pour tout j = 1, ..., N˜ l’ensemble,
W˜j :=
{
(x; ξ′) ∈ R2n−1 : |(x; ξ′)− (yj ; η′j)| < εyj ,ηj
}
.
On peut e´crire pour tout j = 1, ..., N˜ une de´composition du type (4.4) au voisi-
nage du point (yj , ηj) ∈ Γ,
F1(x, ξ) = q˜j(x, ξ)
(
ξ1 + if(x, ξ′)
)
+ r˜j(x, ξ′),
si |(x; ξ′) − (yj ; η′j)| < εyj ,ηj et |ξ1| < εyj ,ηj puisque d’apre`s (4.3), (ηj)1 = 0 si
(yj , ηj) ∈ Γ. Conside´rons ensuite une partition de l’unite´ C∞,
χ1(x, ξ′) + ...+ χN˜ (x, ξ
′) = 1,
sur un voisinage ouvert de l’ensemble [a0, b0] × {(0′, ξ′0)} dans R2n−1 telle que
pour tout 1 ≤ j ≤ N˜ , suppχj ⊂ W˜j et, χ0 une fonction C∞0 (R,R) ve´rifiant
suppχ0 ⊂ [−εyj ,ηj , εyj ,ηj ] pour tout j = 1, ..., N˜ et χ0 = 1 sur un voisinage
ouvert de 0. Si on pose,
q1(x, ξ) := χ0(ξ1)
N˜∑
j=1
χj(x, ξ′)q˜j(x, ξ) et r1(x, ξ′) :=
N˜∑
j=1
χj(x, ξ′)r˜j(x, ξ′),
on obtient deux symboles q1 et r1 inde´pendants du parame`tre semi-classique h
qui appartiennent a` la classe de symboles S(1, dx2 + dξ2) dont le second est
inde´pendant de la variable ξ1 et qui ve´rifient,
F1(x, ξ) = q1(x, ξ)
(
ξ1 + if(x, ξ′)
)
+ r1(x, ξ′), (4.5)
sur un voisinage ouvert du segment Γ. Conside´rons maintenant l’ope´rateur pseu-
do-diffe´rentiel de´fini en quantification standard par,
s(x, hDx, h) :=
(
I − hq1(x, hDx)
)
F (x, hDx, h).
D’apre`s (4.1) et les re´sultats classiques de calcul symbolique donnant le de´veloppe-
ment asymptotique semi-classique du symbole de´finissant en quantification stan-
dard semi-classique l’ope´rateur pseudo-diffe´rentiel q1(x, hDx)F (x, hDx, h), on
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peut trouver des symboles sj , 2 ≤ j ≤ N inde´pendants du parame`tre semi-
classique qui appartiennent a` la classe S(1, dx2 + dξ2) tels que,
tN (x, ξ, h) := s(x, ξ, h)−
[
F0(x, ξ) + hF1(x, ξ)− hq1(x, ξ)F0(x, ξ)
+ h2s2(x, ξ) + ...+ hNsN (x, ξ)
] ∈ S(hN+1, dx2 + dξ2). (4.6)
D’apre`s (4.2) et (4.5), on a
tN (x, ξ, h) = s(x, ξ, h)−
[
ξ1 + if(x, ξ′) + hr1(x, ξ′)
+ h2s2(x, ξ) + ...+ hNsN (x, ξ)
]
,
sur un voisinage ouvert du segment Γ. On peut ensuite en proce´dant comme
pre´ce´demment trouver des symboles q2(x, ξ) et r2(x, ξ′) appartenant a` la classe
S(1, dx2+dξ2) qui soient tous les deux inde´pendants du parame`tre semi-classique
et dont le second est inde´pendant de la variable ξ1 tels que,
s2(x, ξ) = q2(x, ξ)
(
ξ1 + if(x, ξ′)
)
+ r2(x, ξ′), (4.7)
sur un voisinage ouvert du segment Γ. En conside´rant cette fois l’ope´rateur
pseudo-diffe´rentiel,
s˜(x, hDx, h) :=
(
I − h2q2(x, hDx)
)(
I − hq1(x, hDx)
)
F (x, hDx, h),
on obtient d’apre`s (4.1), (4.6) et les re´sultats classiques de calcul symbolique
invoque´s pre´ce´demment qu’il existe des symboles s˜j , 3 ≤ j ≤ N dans la classe
S(1, dx2 + dξ2) inde´pendants du parame`tre semi-classique tels que,
t˜N (x, ξ, h) := s˜(x, ξ, h)−
[
F0(x, ξ) + hF1(x, ξ)− hq1(x, ξ)F0(x, ξ) + h2s2(x, ξ)
− h2F0(x, ξ)q2(x, ξ) + h3s˜3(x, ξ) + ...+ hN s˜N (x, ξ)
] ∈ S(hN+1, dx2 + dξ2).
En utilisant (4.2), (4.5) et (4.7), on en de´duit que,
t˜N (x, ξ, h) = s˜(x, ξ, h)−
[
ξ1 + if(x, ξ′) + hr1(x, ξ′) + h2r2(x, ξ′)
+ h3s˜3(x, ξ) + ...+ hN s˜N (x, ξ)
]
,
sur un voisinage ouvert du segment Γ. En ite´rant ce proce´de´ jusqu’a` l’ordre N ,
on en de´duit que l’on peut trouver des symboles q1, ..., qN , inde´pendants du
parame`tre semi-classique qui appartiennent a` la classe S(1, dx2 + dξ2) et tels
que le symbole G(x, ξ, h) de´finissant en quantification standard semi-classique
l’ope´rateur pseudo-diffe´rentiel,
G(x, hDx, h) :=
(
I − hNqN (x, hDx)
)
...
(
I − hq1(x, hDx)
)
F (x, hDx, h), (4.8)
appartienne a` la classe de symboles S(1, dx2+dξ2) et admette un de´veloppement
asymptotique semi-classique de la forme,
G(x, ξ, h) ∼
+∞∑
j=0
Gj(x, ξ)hj , (4.9)
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ou` les fonctions Gj sont des symboles de la classe S(1, dx2 + dξ2) qui sont in-
de´pendants du parame`tre semi-classique et qui ve´rifient,
G0(x, ξ) = ξ1 + if(x, ξ′) et Gj(x, ξ) = gj(x, ξ′) si 1 ≤ j ≤ N, (4.10)
sur Ω1 un voisinage ouvert borne´ et convexe dans la direction x1 du segment Γ,
ou` les fonctions gj apparaissant dans (4.10) de´signent des fonctions qui sont
inde´pendantes de la variable ξ1. Quitte a` conside´rer des prolongements partic-
uliers des fonctions f , g1, ..., gN sur l’espace R2n−1 tout entier, nous supposerons
a` partir de maintenant que ces fonctions appartiennent a` l’espace C∞0 (R2n−1,C)
de´finissant ainsi des symboles de la classe S(1, dx2+dξ2) qui sont inde´pendants de
la variable ξ1 et du parame`tre semi-classique h. Nous allons e´galement supposer
que l’on puisse trouver un voisinage ouvert suffisamment petit du segment Γ tel
que la fonction f ve´rifie sur ce voisinage,
f(x, ξ′) = 0 =⇒ ∂f
∂x1
(x, ξ′) ≥ 0. (4.11)
En effet dans le cas ou` tel ne serait pas le cas, on pourrait alors trouver un point
(x˜0; 0, ξ˜′0) de R2n aussi proche que l’on veut du segment Γ tel que,
f(x˜0, ξ˜′0) = 0 et
∂f
∂x1
(x˜0, ξ˜′0) < 0. (4.12)
Conside´rons alors p0(x, ξ) = ξ1 + if(x, ξ′) et γ˜ = (x˜0; 0, ξ˜′0). Comme d’apre`s
(4.12),
p0(γ˜) = 0 et {Rep0, Imp0}(γ˜) = ∂f
∂x1
(x˜0, ξ˜′0) < 0,
on en de´duit que la fonction t 7→ Imp0
(
γ(t)
)
admet un changement de signe en
passant de valeurs positives vers des valeurs ne´gatives a` l’ordre 1 en 0 si,
t 7→ γ(t),
de´signe la bicaracte´ristique oriente´e du symbole Rep0 passant par le point γ˜
en t = 0. On peut alors appliquer a` l’ope´rateur F (x, hDx, h) le re´sultat du
the´ore`me 1.3 que nous avons de´ja` de´montre´ dans la section pre´ce´dente de cet
article dans le cas d’une annulation a` un ordre fini et ce, bien suˆr, sans recourir
au re´sultat du the´ore`me 4.1 que nous cherchons a` de´montrer ici. Ceci est bien
licite puisque le symbole principal en quantification de Weyl semi-classique de
l’ope´rateur F (x, hDx, h) est le symbole F0(x, ξ) qui est e´gal d’apre`s (4.2) a` la
fonction ξ1 + if(x, ξ′) sur un voisinage ouvert du segment Γ. On en de´duit qu’il
existe une constante 0 < h0 ≤ 1 et un quasi-mode semi-classique (uh)0<h≤h0
de S(Rn) ve´rifiant,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+ et
‖F (x, hDx, h)uh‖L2(Rn) = O(hN ) lorsque h→ 0+,
qui se concentre semi-classiquement dans un voisinage arbitrairement fixe´ dans
l’espace des phases R2n du point γ˜. Comme ce point γ˜ peut, dans le cas ou`
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l’implication (4.11) est viole´e dans tout voisinage ouvert du segment Γ, eˆtre choisi
arbitrairement proche du segment Γ, on obtient dans ce cas particulier le re´sultat
du the´ore`me 4.1. Nous supposerons donc dans ce qui suit que l’implication (4.11)
est ve´rifie´e sur un voisinage ouvert W1 du segment Γ que l’on peut d’apre`s (4.3)
supposer de la forme,
W1 := V1 × V2 × {ξ ∈ Rn : |ξ − (0, ξ′0)| < δ˜} tel que
V1 × V2 × {ξ ∈ Rn : |ξ − (0, ξ′0)| ≤ δ˜} ⊂ Ω1, (4.13)
ou` V1 est un voisinage ouvert borne´ du segment [a0, b0], V2 est un voisinage
ouvert borne´ de 0 dans Rn−1, δ˜ est une constante strictement positive choisie
suffisamment petite et ou` Ω1 est le voisinage ouvert du segment Γ de´fini en
(4.10).
Pour des raisons de commodite´ et pour adopter les notations qui sont celles
de [12], nous allons changer nos notations et de´signer jusqu’a` nouvel ordre, t, la
variable x1 ∈ R, et x, les variables (x2, ..., xn) ∈ Rn−1. Les nouvelles notations
pour les variables d’espace que nous conside´rons a` partir de maintenant sont
donc, (t, x) ∈ Rn.
On conside`re dans ce qui suit un entier M ∈ N, M ≥ 3. Nous allons main-
tenant utiliser le remarquable lemme 26.4.14 de [12] pour exhiber une fonction de
phase complexe que nous utiliserons lors de la construction de nos quasi-modes.
Mentionnons que par rapport aux notations qui sont celles du the´ore`me 26.4.7’
et du lemme 26.4.14 de [12], la fonction f qui intervient dans ces re´sultats cor-
respond dans nos notations a` la fonction −f . Comme dans le cas que nous e´tu-
dions, l’implication (4.11) est ve´rifie´e sur le voisinage ouvert W1 du segment Γ,
on constate au regard des hypothe`ses du the´ore`me 4.1 que les hypothe`ses du
lemme 26.4.14 sont ve´rifie´es. On peut alors appliquer ce lemme pour trouver les
e´le´ments suivants.
(4.14) Une courbe C∞, t ∈ [a′, b′] 7→ (t, y(t); 0, η(t)) ∈ Rn ×Rn avec a′ < b′, que
l’on peut choisir arbitrairement proche du segment Γ. On fait ce choix de sorte
que,{
(t, y(t); 0, η(t)
)
: t ∈ [a′, b′]} ⊂W1, ∀t ∈ [a′, b′], η(t) ∈ Rn−1 \ {0} et
∀t ∈ [a′, b′], ∣∣(− if(t, y(t), η(t)), η(t)− ξ′0)∣∣ < δ˜/2, (4.15)
ce qui est possible d’apre`s (4.3), (4.13) et les hypothe`ses du the´ore`me 4.1 qui
stipulent que la fonction f s’annule sur le segment Γ. La constante strictement
positive δ˜ apparaissant dans (4.15) est de´finie en (4.13).
(4.16) Une fonction w0 ∈ C∞([a′, b′],C) ve´rifiant,
∀t ∈ [a′, b′], Imw0(t) ≥ 0, Imw0(a′) > 0, Imw0(b′) > 0 et
∃c′ ∈]a′, b′[, Imw0(c′) = 0.
(4.17) Des fonctions wα ∈ C∞([a′, b′],C), 2 ≤ |α| ≤M , telles que la matrice,(
Imwj,k(t)− δj,k/2
)
1≤j,k≤n−1, (4.18)
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soit de´finie positive pour tout a′ ≤ t ≤ b′, et telles que si on pose,
w(t, x) := w0(t) +
(
x− y(t)).η(t) + ∑
2≤|α|≤M
wα(t)
(
x− y(t))α
|α|! , (4.19)
la fonction de phase complexe w ve´rifie l’estimation,
∂w
∂t
(t, x)+ i
∑
|β|≤M
∂βf
∂ξβ
(
t, x, η(t)
)(∂w∂x (t, x)− η(t))β
β!
= O
(|x−y(t)|M+1), (4.20)
uniforme´ment sur tout compact de [a′, b′] × Rn−1, si on note comme dans le
lemme 26.4.14 de [12], α = (α1, ..., αs) ou` αj ∈ {1, ..., n − 1}, les indices des
fonctions wα apparaissant dans la somme du membre de droite de (4.19) et,
|α| := s.
Notons que d’apre`s la construction du lemme 26.4.14 de [12], ces fonctions wα
sont syme´triques par rapport a` leurs indices au sens ou` elles sont invariantes par
permutation des s-uplets, α = (α1, ..., αs).
Pour continuer, nous allons avoir besoin du lemme suivant qui est une adap-
tation du lemme 26.4.16 de [12].
Lemme 4.2. Conside´rons q(x, ξ, h) un symbole de la classe S(1, dx2 + dξ2) ou`
(x, ξ) ∈ R2n−2, φ ∈ C∞0 (Rn−1), w une fonction C∞ sur un voisinage de l’ensem-
ble suppφ dans Rn−1 et y ∈ Rn−1. On suppose que les fonctions φ et w sont
inde´pendantes du parame`tre semi-classique,
∀x ∈ suppφ, x 6= y, Imw(x) > 0, Imw(y) = 0,
∀x ∈ suppφ, w′(x) 6= 0, w′(y) = η ∈ Rn−1 \ {0} et que
la forme quadratique Imw′′(y) est de´finie positive.
(4.21)
Pour tout k ∈ N∗, on a l’estimation suivante,
∥∥∥q(x, hDx, h)(φe ihw)− ∑
|β|<k
∂βq
∂ξβ
(x, η, h)
(hDx − η)β
β!
(φe
i
h
w)
∥∥∥
L∞(Rn−1)
= O(h
k
2 ) lorsque h→ 0+. (4.22)
Preuve du lemme 4.2. On suit dans cette preuve la de´monstration du lemme
26.4.16 donne´e par L.Ho¨rmander dans [12] en l’adaptant a` notre cadre d’e´tude
semi-classique ou` aucune hypothe`se d’homoge´ne´ite´ relative au symbole q n’est
requise. Commenc¸ons par de´montrer que pour tout indice β ∈ Nn−1,∥∥(hDx − η)β(φe ihw)∥∥L∞(Rn−1) = O(h |β|2 ) lorsque h→ 0+. (4.23)
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En effet, constatons tout d’abord que,
|(hDx − η)β(φe ihw)| = |(hDx)β(φe ihw− ih<·,η>)|
= h|β||Dβx(φe
i
h
w− i
h
<·,η>)|, (4.24)
si < ·, · > de´signe le produit scalaire canonique de Rn−1. Il s’agit d’e´tudier
les termes qui apparaissent lorsque l’on de´veloppe par la formule de Leibniz
l’expression,
h|β|Dβx
(
φe
i
h
w− i
h
<·,η>). (4.25)
Dans le cas ou` on de´rive exactement j fois le facteur exponentiel e
i
h
w− i
h
<·,η>, ces
de´rivations font sortir un facteur h−j ainsi que j facteurs du type,
i
( ∂w
∂xl
− ηl
)
ou` l ∈ {1, ..., n− 1}, (4.26)
qui peuvent eˆtre ensuite de´river. On peut donc e´crire tout terme qui apparaˆıt
dans le de´veloppement de l’expression (4.25) pour lequel on de´rive exactement j
fois le facteur exponentiel e
i
h
w− i
h
<·,η> sous la forme,
h|β|−jg(x)e
i
h
w(x)− i
h
x.η, (4.27)
ou` g est une fonction C∞ a` support compact dans suppφ qui est inde´pendante
du parame`tre semi-classique. Notons que d’apre`s (4.21), les facteurs (4.26) s’an-
nulent tous en y. Se´parons deux cas.
• Si j ≤ |β|/2, le terme (4.27) qui apparaˆıt dans le de´veloppement de l’expression
(4.25) a une norme L∞ dans Rn−1 qui est un O(h|β|−j) i.e. un O(h
|β|
2 ) lorsque
h→ 0+ car d’une part, j ≤ |β|/2 et que d’autre part sur le compact suppφ, on a
|e ihw− ih<·,η>| = e− Imwh ≤ 1, (4.28)
puisque d’apre`s (4.21), η ∈ Rn−1 et Imw ≥ 0 sur suppφ.
• Si j > |β|/2, les |β| − j de´rive´es restantes qui ne de´rivent pas exactement
le facteur exponentiel e
i
h
w− i
h
<·,η> peuvent produire une re´duction de l’ordre du
ze´ro en y duˆ a` la pre´sence des j facteurs (4.26) d’au plus |β| − j. La fonction g
du terme (4.27) s’annule donc en y a` un ordre supe´rieur ou e´gal a`,
j − (|β| − j) = 2j − |β|.
En utilisant la compacite´ du support de la fonction g et une formule de Taylor
avec reste inte´gral au point y pour cette meˆme fonction g, on en de´duit au
regard de (4.28) que la norme L∞ dans Rn−1 du terme (4.27) peut eˆtre borne´e
par une constante strictement positive inde´pendante du parame`tre semi-classique
multiplie´e par le terme,
h|β|−j sup
x∈suppφ
[|x− y|2j−|β|e− Imw(x)h ].
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Or, comme d’apre`s (4.21), Imw ≥ 0 sur suppφ, Imw(y) = 0 et Imw′(y) = 0, on
en de´duit que,
Imw(x) =
1
2
Imw′′(y).(x− y)2 + o(|x− y|2) lorsque x→ y. (4.29)
En utilisant ensuite que d’apre`s (4.21), la forme quadratique Imw′′(y) est de´finie
positive, la compacite´ du support de la fonction φ et le fait que,
∀x ∈ suppφ, x 6= y, Imw(x) > 0,
on en de´duit d’apre`s (4.29) qu’il existe une constante c1 > 0 telle que,
∀x ∈ suppφ, Imw(x) ≥ c1|x− y|2. (4.30)
On obtient a` partir de (4.30) que pour tout x ∈ suppφ et 0 < h ≤ 1,
h|β|−j |x− y|2j−|β|e− Imw(x)h ≤ h|β|−j |x− y|2j−|β|e− c1h |x−y|2
≤ h |β|2 sup
u∈Rn−1
[|u|2j−|β|e−c1|u|2]
= O(h
|β|
2 ),
lorsque h → 0+ car j > |β|/2, ce qui au regard de (4.24) et (4.25) de´montre
l’estimation (4.23). Conside´rons maintenant,
uh(x) := φ(x)e
i
h
w(x). (4.31)
On va dans les deux e´tapes a` venir e´tudier la de´croissance du module de la
transforme´e de Fourier de cette fonction uh dans certains domaines de fre´quence,
ûh(ξ) :=
∫
Rn−1
φ(x)e
i
h
w(x)−ix.ξdx.
Etape 1. L’objet de cette premie`re e´tape est de de´montrer l’estimation suivante,
∀ν ∈ N,∃Cν > 0,∀ 0 < h ≤ 1,∀ξ ∈ Rn−1, |hξ − η| ≥ |η|/2,
|ûh(ξ)| ≤ Cν(|ξ|+ h−1)ν . (4.32)
Commenc¸ons par e´crire que,
ûh(ξ) =
∫
Rn−1
φ(x)ei(|ξ|+h
−1)ϕξ,h(x)dx, (4.33)
ou` la fonction de phase complexe ϕξ,h est donne´e par l’expression,
ϕξ,h(x) =
w(x)− x.hξ
1 + h|ξ| . (4.34)
Cette fonction de phase ϕξ,h reste confine´e dans un ensemble borne´ de l’espace
des fonctions Cν+1(suppφ) si 0 < h ≤ 1 et |hξ − η| ≥ |η|/2, et ve´rifie d’apre`s
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(4.21), Imϕξ,h ≥ 0 sur suppφ si 0 < h ≤ 1 et |hξ − η| ≥ |η|/2. Montrons qu’il
existe une constante c2 > 0 telle que,
∀ 0 < h ≤ 1,∀x ∈ suppφ,∀ξ ∈ Rn−1, |hξ − η| ≥ |η|/2,
∆(x, ξ, h) := |ϕ′ξ,h(x)|2 + Imϕξ,h(x) ≥ c2 > 0. (4.35)
D’apre`s (4.34), on a
∆(x, ξ, h) =
|w′(x)− hξ|2
(1 + h|ξ|)2 +
Imw(x)
1 + h|ξ| . (4.36)
Comme pour tout x ∈ suppφ,
|w′(x)− hξ|2
(1 + h|ξ|)2 ≥
h|ξ|
(
h|ξ| − 2 supx∈suppφ |w′(x)|
)
(1 + h|ξ|)2 ,
et que l’ensemble suppφ est un compact, on en de´duit qu’il existe des constantes
strictement positives c3 et c4 telles que,
h|ξ| > c3 =⇒
h|ξ|
(
h|ξ| − 2 supx∈suppφ |w′(x)|
)
(1 + h|ξ|)2 ≥ c4 > 0,
ce qui induit d’apre`s (4.30) et (4.36) que,
∀ 0 < h ≤ 1,∀x ∈ suppφ,∀ξ ∈ Rn−1, h|ξ| > c3 =⇒ ∆(x, ξ, h) ≥ c4 > 0. (4.37)
D’autre part, comme pour tout x ∈ suppφ,
|w′(x)− hξ|
1 + h|ξ| ≥
infx∈suppφ |w′(x)| − h|ξ|
1 + h|ξ| ,
on en de´duit au regard de (4.21) et de la compacite´ de l’ensemble suppφ qu’il
existe des constantes strictement positives c5 et c6 telles que,
c5 < c3 et h|ξ| < c5 =⇒ infx∈suppφ |w
′(x)| − h|ξ|
1 + h|ξ| ≥ c6 > 0.
Il s’ensuit d’apre`s (4.30) et (4.36) que,
∀ 0 < h ≤ 1,∀x ∈ suppφ,∀ξ ∈ Rn−1, h|ξ| < c5 =⇒ ∆(x, ξ, h) ≥ c26 > 0. (4.38)
En utilisant maintenant que d’apre`s (4.21), la fonction,
(u, x) ∈ Rn−1 × Rn−1 7→ |w
′(x)− u|2
(1 + |u|)2 +
Imw(x)
1 + |u| ,
ne s’annule pas sur le compact,{
(u, x) ∈ Rn−1 × Rn−1 : c5 ≤ |u| ≤ c3, |u− η| ≥ |η|/2, x ∈ suppφ
}
,
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on de´duit de (4.36), (4.37) et (4.38) que l’estimation (4.35) est ve´rifie´e. On peut
alors appliquer le the´ore`me 7.7.1 de [12] a` l’inte´grale (4.33) avec le parame`tre,
(|ξ|+ h−1),
pour obtenir au regard de (4.35) l’estimation (4.32).
Etape 2. L’objet de cette deuxie`me e´tape est de de´montrer l’estimation suivante,
∀ν ∈ N,∃Cν > 0,∀ 0 < h ≤ 1,∀ξ ∈ Rn−1, |hξ − η| < |η|/2,
|ûh(ξ)| ≤ Cνhν |hξ − η|−2ν . (4.39)
Conside´rons pour ce faire la nouvelle fonction de phase complexe,
ϕξ,h(x) := w(x)− x.hξ. (4.40)
On peut e´crire (4.33) sous la forme,
ûh(ξ) =
∫
Rn−1
φ(x)e
i
h
ϕξ,h(x)dx. (4.41)
Comme
|hξ| ≤ |hξ − η|+ |η| ≤ 3
2
|η|,
si |hξ− η| < |η|/2, la fonction de phase ϕξ,h de´finie en (4.40) reste confine´e dans
un ensemble borne´ de l’espace des fonctions Cν+1(suppφ) si,
0 < h ≤ 1 et |hξ − η| < |η|/2.
Commenc¸ons par de´montrer qu’il existe une constante c7 > 0 telle que pour tout
x ∈ suppφ, 0 < h ≤ 1 et |hξ − η| < |η|/2,
|hξ − η|2 ≤ |hξ − η|2 + |x− y|2 ≤ c7
(|ϕ′ξ,h(x)|2 + Imϕξ,h(x)). (4.42)
Notons tout d’abord que d’apre`s (4.30) et (4.40), on a
∀x ∈ suppφ, Imϕξ,h(x) = Imw(x) ≥ c1|x− y|2. (4.43)
D’autre part comme d’apre`s (4.21), w′(y) = η, on obtient d’apre`s (4.40) que,
ϕ′ξ,h(x) = w
′(x)− hξ = η − hξ +O(|x− y|) lorsque x→ y.
On en de´duit qu’il existe une constante c8 > 0 telle que pour tout x ∈ suppφ,
0 < h ≤ 1 et |hξ − η| < |η|/2,
|hξ − η| ≤ |ϕ′ξ,h(x)|+ c8|x− y|, (4.44)
car l’ensemble suppφ est compact. Il s’ensuit d’apre`s (4.43) et (4.44) que pour
tout x ∈ suppφ, 0 < h ≤ 1 et |hξ − η| < |η|/2,
(2c28 + 1)|x− y|2 + |hξ − η|2 ≤
2c28 + 1
c1
Imϕξ,h(x) + 2|ϕ′ξ,h(x)|2 + 2c28|x− y|2,
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i.e.,
|hξ − η|2 ≤ |hξ − η|2 + |x− y|2 ≤ 2c
2
8 + 1
c1
Imϕξ,h(x) + 2|ϕ′ξ,h(x)|2,
ce qui de´montre l’estimation (4.42). Une nouvelle application du the´ore`me 7.7.1
de [12] pour l’inte´grale (4.41) avec le parame`tre h−1 permet alors d’apre`s (4.42)
d’obtenir l’estimation (4.39).
On e´tudie maintenant la quantite´,
q(x, hDx, h)(φe
i
h
w) =
1
(2pi)n−1
∫
Rn−1
eix.ξq(x, hξ, h)ûh(ξ)dξ. (4.45)
Comme par hypothe`se le symbole q appartient a` la classe S(1, dx2 + dξ2), l’esti-
mation (4.32) induit que,∥∥∥ 1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|≥|η|/2}
eix.ξq(x, hξ, h)ûh(ξ)dξ
∥∥∥
L∞(Rn−1)
= O(h∞), (4.46)
lorsque h→ 0+. On utilise ensuite la formule de Taylor avec reste inte´gral pour
e´crire que,
1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|<|η|/2}
eix.ξq(x, hξ, h)ûh(ξ)dξ
=
∑
|β|<k
1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|<|η|/2}
eix.ξ
∂βq
∂ξβ
(x, η, h)
(hξ − η)β
β!
ûh(ξ)dξ
+ r(x, h), (4.47)
ou`,
r(x, h) =
1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|<|η|/2}
eix.ξ
× k
(∫ 1
0
(1− t)k−1
∑
|β|=k
∂βq
∂ξβ
(
x, (1− t)η + thξ, h)(hξ − η)β
β!
dt
)
ûh(ξ)dξ. (4.48)
En utilisant a` nouveau que q ∈ S(1, dx2 + dξ2), ainsi que l’estimation (4.39)
pour l’indice ν = [k/2] et l’identite´ (4.48), on obtient l’existence d’une constante
ck > 0 telle que pour tout x ∈ Rn−1 et 0 < h ≤ 1,
|r(x, h)| ≤ ck
∫
{ξ∈Rn−1: |hξ−η|<|η|/2}
h[k/2]|hξ − η|k−2[k/2]dξ
≤ ck(2−1|η|)k−2[k/2]h[k/2]m
({ξ ∈ Rn−1 : |hξ − η| < |η|/2})
≤ 2n−1ck(2−1|η|)k−2[k/2]+n−1h[k/2]−n+1, (4.49)
ou` la notation [y] de´signe la partie entie`re du nombre re´el y, ce qui induit que,
‖r(x, h)‖L∞(Rn−1) = O(h
k
2
−n) lorsque h→ 0+. (4.50)
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Comme q ∈ S(1, dx2 + dξ2), l’estimation (4.32) induit que,∥∥∥ ∑
|β|<k
1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|≥|η|/2}
eix.ξ
∂βq
∂ξβ
(x, η, h)
(hξ − η)β
β!
ûh(ξ)dξ
∥∥∥
L∞
= O(h∞), (4.51)
lorsque h→ 0+. En e´crivant,
∑
|β|<k
∂βq
∂ξβ
(x, η, h)
(hDx − η)β
β!
(φe
i
h
w)
=
∑
|β|<k
1
(2pi)n−1
∫
Rn−1
eix.ξ
∂βq
∂ξβ
(x, η, h)
(hξ − η)β
β!
ûh(ξ)dξ,
et, en de´coupant les inte´grales apparaissant dans les membres de droite de (4.45)
et de l’identite´ pre´ce´dente selon les deux domaines de fre´quence,
{ξ ∈ Rn−1 : |hξ − η| < |η|/2} et {ξ ∈ Rn−1 : |hξ − η| ≥ |η|/2},
on obtient d’apre`s (4.46), (4.47), (4.50) et (4.51) que,∥∥∥q(x, hDx, h)(φe ihw)− ∑
|β|<k
∂βq
∂ξβ
(x, η, h)
(hDx − η)β
β!
(φe
i
h
w)
∥∥∥
L∞(Rn−1)
≤ ‖r(x, h)‖L∞(Rn−1)
+
∥∥∥ 1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|≥|η|/2}
eix.ξq(x, hξ, h)ûh(ξ)dξ
∥∥∥
L∞(Rn−1)
+
∥∥∥ ∑
|β|<k
1
(2pi)n−1
∫
{ξ∈Rn−1: |hξ−η|≥|η|/2}
eix.ξ
∂βq
∂ξβ
(x, η, h)
(hξ − η)β
β!
ûh(ξ)dξ
∥∥∥
L∞
= O(h
k
2
−n), (4.52)
lorsque h → 0+. Cette estimation (4.52) est plus faible que l’estimation (4.22)
que nous voulons de´montrer mais si on utilise cette estimation (4.52) pour l’indice
k + 2n, on obtient que,∥∥∥q(x, hDx, h)(φe ihw)− ∑
|β|<k+2n
∂βq
∂ξβ
(x, η, h)
(hDx − η)β
β!
(φe
i
h
w)
∥∥∥
L∞(Rn−1)
= O(h
k
2 ), (4.53)
lorsque h→ 0+. Il suffit alors pour obtenir l’estimation (4.22) d’e´tablir l’estima-
tion, ∥∥∥ ∑
k≤|β|<k+2n
∂βq
∂ξβ
(x, η, h)
(hDx − η)β
β!
(φe
i
h
w)
∥∥∥
L∞(Rn−1)
= O(h
k
2 ),
lorsque h → 0+, qui est une conse´quence de l’estimation (4.23) et du fait que
q ∈ S(1, dx2 + dξ2). Ceci termine la preuve du lemme 4.2. 
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4.b. Construction d’une famille semi-classique.
Nous allons maintenant proce´der a` la construction proprement dite des quasi-
modes semi-classiques. Commenc¸ons par remarquer que comme d’apre`s (4.14),
(4.15) et (4.19), on a pour tout (t, x) ∈ [a′, b′]× V2,
Imw(t, x) = Imw0(t) +
1
2
|x− y(t)|2
+
∑
α:=(j,k)
1≤j,k≤n−1
[
Imwj,k(t)− δj,k2
]
.
(
x− y(t))α + ∑
3≤|α|≤M
Imwα(t)
(
x− y(t))α
|α|! ,
et que la matrice (4.18) est de´finie positive pour tout a′ ≤ t ≤ b′, on peut trouver
une constante c9 > 0 telle que pour tout (t, x) ∈ [a′, b′]× V2,
Imw(t, x) ≥ Imw0(t) + 12 |x− y(t)|
2 − c9|x− y(t)|3. (4.54)
Remarquons ensuite que d’apre`s (4.19), on a
∀t ∈ [a′, b′], dxw
(
t, y(t)
)
= η(t). (4.55)
On de´duit alors au regard de (4.15) et (4.55) que l’on peut trouver un voisinage
ouvert Ω2 du compact
{(
t, y(t)
)
: t ∈ [a′, b′]} dans Rn contenu dans l’ensemble
V1 × V2 de´fini en (4.13),{(
t, y(t)
)
: t ∈ [a′, b′]} ⊂ Ω2 ⊂ V1 × V2, (4.56)
tel que,
∀(t, x) ∈ Ω2, dxw(t, x) 6= 0 et c9|x− y(t)| ≤ 14 . (4.57)
Si on conside`re maintenant l’ouvert,
W := Ω2 × {(τ, ξ) ∈ Rn : |(τ, ξ)− (0, ξ′0)| < δ˜}, (4.58)
on obtient d’apre`s (4.13) et (4.56) que,
W ⊂W1. (4.59)
Constatons d’apre`s (4.16) que l’on peut trouver deux constantes strictement
positives ε et c10 telles que,
∀t ∈ [a′, a′ + ε] ∪ [b′ − ε, b′], Imw0(t) ≥ c10 > 0, (4.60)
et,
a′ + ε ≤ c′ ≤ b′ − ε, (4.61)
ou` c′ est le re´el de´fini en (4.16). On peut alors d’apre`s (4.60) trouver une fonction
de troncature χ ∈ C∞0 (Rn, [0, 1]) telle que,
suppχ ⊂ Ω2 ∩ ([a′, b′]× V2), (4.62)
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ou` V2 est le voisinage ouvert borne´ de 0 dans Rn−1 de´fini en (4.13) et Ω2 est le
voisinage ouvert de la courbe
{(
t, y(t)
)
: t ∈ [a′, b′]} de´fini en (4.56),
χ = 1 sur un voisinage ouvert de la courbe{(
t, y(t)
)
: t ∈ [a′ + ε, b′ − ε]}, (4.63)
et telle que,
∃c11 > 0,∀(t, x) ∈ supp
(
(1− χ)1lΩ2∩([a′,b′]×V2)
)
, Imw(t, x) ≥ c11 > 0, (4.64)
car d’apre`s (4.54) et (4.57),
∀(t, x) ∈ Ω2 ∩ ([a′, b′]× V2),
Imw(t, x) ≥ Imw0(t) + 14 |x− y(t)|
2 ≥ 1
4
|x− y(t)|2. (4.65)
Conside´rons maintenant la fonction vh de´finie par,
vh(t, x) := e
i
h
w(t,x)χ(t, x)
M∑
j=0
φj(t, x)hj , (4.66)
ou` les fonctions φj(t, x) sont des fonctions C∞ que l’on va choisir dans les lignes
a` venir. On e´tudie la quantite´ suivante,
∆j(t, x, h) :=
[
hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)
]
(
e
i
h
w(t,x)χ(t, x)φj(t, x)
)
, (4.67)
ou` les symboles g1,..., gN sont de´finis en (4.10). Comme d’apre`s les lignes faisant
suite a` (4.10) les symboles f , g1,..., gN appartiennent a` la classe,
S(1, dt2 + dx2 + dξ2),
nous allons ve´rifier que l’on peut appliquer le lemme 4.2 a` l’expression (4.67)
dans laquelle la variable t est conside´re´e comme un parame`tre pour obtenir que,∥∥∥∆j(t, x, h)− [hDt + ∑
|β|≤M
(
i
∂βf
∂ξβ
(
t, x, η(t)
)
+ h
∂βg1
∂ξβ
(
t, x, η(t)
)
+ ...
+ hN
∂βgN
∂ξβ
(
t, x, η(t)
))(hDx − η(t))β
β!
](
e
i
h
w(t,x)χ(t, x)φj(t, x)
)∥∥∥
L∞(Rn)
=∥∥∥∆j(t, x, h)− [hDt + ∑
|β|≤M
(
i
∂βf
∂ξβ
(
t, x, η(t)
)
+ h
∂βg1
∂ξβ
(
t, x, η(t)
)
+ ...
+ hN
∂βgN
∂ξβ
(
t, x, η(t)
))(hDx − η(t))β
β!
]
(
e
i
h
[w(t,x)−iImw0(t)]e−
Imw0(t)
h χ(t, x)φj(t, x)
)∥∥∥
L∞(Rn)
= O(h
M+1
2 ), (4.68)
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lorsque h→ 0+. Il s’agit de ve´rifier que l’utilisation de cette version a` parame`tre
du lemme 4.2 est bien licite. Constatons tout d’abord d’apre`s (4.19), (4.62) et
(4.65) que,
∀(t, x) ∈ suppχ, x 6= y(t), Im[w(t, x)− iImw0(t)] ≥ 14 |x− y(t)|2 > 0, (4.69)
et,
Im
[
w(t, y(t))− iImw0(t)
]
= 0. (4.70)
Notons que d’apre`s (4.15), (4.55), (4.57) et (4.62), on a
∀t ∈ [a′, b′], dx
[
w(t, x)− iImw0(t)
]
(t, y(t)) = dxw(t, y(t)) = η(t) 6= 0, (4.71)
et,
∀(t, x) ∈ suppχ, dx
[
w(t, x)− iImw0(t)
]
= dxw(t, x) 6= 0. (4.72)
Remarquons e´galement que d’apre`s (4.17) et (4.19), on a pour tout t ∈ [a′, b′] et
X ∈ Rn−1,
Im
[
d2x
(
w(t, x)− iImw0(t)
)]
(t, y(t)).X = Imd2xw(t, y(t)).X
≥ 1
2
|X|2. (4.73)
On en de´duit en relisant la de´monstration pre´ce´dente du lemme 4.2 au regard
de (4.69), (4.70), (4.71), (4.72) et (4.73) que l’on peut appliquer une version a`
parame`tre du lemme 4.2 avec w(t, x)− iImw0(t) pour fonction de phase et,
e−
Imw0(t)
h χ(t, x)φj(t, x),
pour fonction d’amplitude, qui induit l’estimation (4.68). Pre´cisons en effet que
l’on constate en relisant cette de´monstration du lemme 4.2 que le fait que la
fonction d’amplitude,
e−
Imw0(t)
h χ(t, x)φj(t, x),
de´pende du parame`tre semi-classique ne preˆte pas a` conse´quence puisque d’apre`s
(4.16), Imw0 ≥ 0 sur [a′, b′] et que la proprie´te´ d’uniformite´ par rapport a` la vari-
able t dans l’estimation (4.68) est une conse´quence de la pre´sence de la fonction
de troncature a` support compact χ(t, x).
On e´tudie maintenant attentivement la quantite´,
∆˜j(t, x, h) :=
[
hDt +
∑
|β|≤M
(
i
∂βf
∂ξβ
(
t, x, η(t)
)
+ h
∂βg1
∂ξβ
(
t, x, η(t)
)
+ ...
+ hN
∂βgN
∂ξβ
(
t, x, η(t)
))(hDx − η(t))β
β!
](
e
i
h
w(t,x)χ(t, x)φj(t, x)
)
. (4.74)
Comme la fonction de phase complexe w est une solution approche´e de l’e´quation
eikonale (4.20), le terme semi-classique d’ordre h0 = 1 de (4.74) est du type,
A0(t, x, h) := e
i
h
w(t,x)O
(|x− y(t)|M+11lsuppχ(t, x)), (4.75)
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uniforme´ment par rapport aux variables (t, x) ∈ [a′, b′]×Rn−1 au sens ou` il existe
une constante C0 > 0 telle que pour tout (t, x) ∈ [a′, b′]× Rn−1,
|A0(t, x, h)e− ihw(t,x)| ≤ C0|x− y(t)|M+11lsuppχ(t, x), (4.76)
ou` 1lsuppχ de´signe la fonction indicatrice de l’ensemble suppχ. Le terme d’ordre h
de (4.74) est le produit du facteur exponentiel e
i
h
w(t,x) et d’un terme de la forme,
Dt
(
χ(t, x)φj(t, x)
)
+ c˜(t, x).∇x
(
χ(t, x)φj(t, x)
)
+ d˜(t, x)χ(t, x)φj(t, x), (4.77)
ou` c˜ ∈ C∞(Rn,Cn−1) et d˜ ∈ C∞(Rn,C) car lors du de´veloppement de l’expres-
sion (4.74), les seuls termes qui peuvent contribuer a` ce terme d’ordre h sont
ceux ou` on de´rive au plus une fois un facteur autre que le facteur exponentiel,
e
i
h
w(t,x).
En utilisant que d’apre`s (4.62) et (4.65),
∀(t, x) ∈ suppχ, |e ihw(t,x)| = e− Imw(t,x)h ≤ 1, (4.78)
on de´duit au regard de (4.62), (4.66), (4.74), (4.75) et (4.77) que l’on peut trouver
des fonctions ψ1, ..., ψM+1, C∞ a` support dans l’ensemble,
suppχ ⊂ Ω2 ∩ ([a′, b′]× V2),
telles que,
∥∥∥[hDt + ∑
|β|≤M
(
i
∂βf
∂ξβ
(
t, x, η(t)
)
+
N∑
j=1
hj
∂βgj
∂ξβ
(
t, x, η(t)
))
(
hDx − η(t)
)β
β!
]
vh(t, x)− e
i
h
w(t,x)
(M+1∑
j=0
ψj(t, x)hj
)∥∥∥
L∞(Rn)
= O(hM+1), (4.79)
lorsque h→ 0+ et telles que,
ψ0(t, x) = O
(|x− y(t)|M+11lsuppχ(t, x)),
ψ1(t, x) = Dt
(
χ(t, x)φ0(t, x)
)
+ c˜0(t, x).∇x
(
χ(t, x)φ0(t, x)
)
+ d˜0(t, x)χ(t, x)φ0(t, x) +O
(|x− y(t)|M+11lsuppχ(t, x)),
ψj+1(t, x) = Dt
(
χ(t, x)φj(t, x)
)
+ c˜j(t, x).∇x
(
χ(t, x)φj(t, x)
)
+ d˜j(t, x)χ(t, x)φj(t, x) +Rj(t, x)
+O
(|x− y(t)|M+11lsuppχ(t, x)), (4.80)
uniforme´ment par rapport aux variables (t, x) ∈ [a′, b′]×Rn−1 (au sens de´fini en
(4.75) et (4.76)) pour tout 1 ≤ j ≤M ou` c˜j de´signe une fonction C∞(Rn,Cn−1),
d˜j est une fonction C∞(Rn,C) et ou` Rj est une fonction C∞ supporte´e dans
l’ensemble compact suppχ, uniquement de´termine´e par les fonctions χ, w, f ,
g1, ..., gN , η qui sont des donne´es et les fonctions φ0, ..., φj−1 qui sont des
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fonctions inconnues encore a` de´terminer. Il s’agit maintenant de de´terminer ces
fonctions φj . Commenc¸ons par choisir la fonction φ0(t, x) sous la forme suivante,
φ0(t, x) :=
∑
|α|<M
φ0,α(t)
(
x− y(t))α, (4.81)
ou` les fonctions φ0,α(t) sont de nouvelles fonctions inconnues a` de´terminer. On
veut re´aliser sur l’ensemble [a′, b′]× V2,[
Dt + c˜0(t, x).∇x + d˜0(t, x)
]
φ0(t, x) = O
(|x− y(t)|M), (4.82)
uniforme´ment par rapport aux variables (t, x) ∈ [a′, b′] × V2. En utilisant des
formules de Taylor avec reste inte´gral au point
(
t, y(t)
)
pour de´velopper en puis-
sance de
(
x− y(t)) les fonctions c˜0(t, x) et d˜0(t, x), on constate qu’il suffit pour
re´aliser (4.82) que les fonctions φ0,α(t) apparaissant dans le membre de droite de
(4.81) satisfassent un syste`me line´aire d’e´quations diffe´rentielles ordinaires de la
forme,
Dtφ0,α(t) +
∑
|β|<M
aα,β(t)φ0,β(t) = 0. (4.83)
On peut re´soudre ce syste`me line´aire (4.83) globalement sur l’ensemble [a′, b′] en
imposant que,
φ0,0(c′) = 1, (4.84)
ou` c′ est le re´el de´fini dans (4.16). Concernant la construction des fonctions
φj(t, x) pour 1 ≤ j ≤ [M/2]− 1, on proce`de comme suit. Conside´rons,
1 ≤ j ≤ [M/2]− 1,
et supposons que les fonctions φ0, ...,φj−1 soient de´ja` construites. On cherche
alors la fonction φj(t, x) sous la forme,
φj(t, x) :=
∑
|α|<M−2j
φj,α(t)
(
x− y(t))α,
ou` les fonctions φj,α(t) sont choisies pour que,[
Dt + c˜j(t, x).∇x + d˜j(t, x)
]
φj(t, x) +Rj(t, x) = O
(|x− y(t)|M−2j), (4.85)
sur [a′, b′]×V2, uniforme´ment par rapport aux variables (t, x) ∈ [a′, b′]×V2. Il suffit
pour ce faire de de´velopper en puissance de
(
x−y(t)) les fonctions c˜j(t, x), d˜j(t, x)
et Rj(t, x), et de choisir comme pre´ce´demment ces fonctions φj,α(t) comme solu-
tions d’un syste`me line´aire d’e´quations diffe´rentielles ordinaires avec cette fois un
second membre. En ite´rant ce proce´de´ jusqu’a` l’ordre [M/2]−1 et en conside´rant
des fonctions C∞0 (Rn) quelconques pour les fonctions φj(t, x) si [M/2] ≤ j ≤M ,
on termine notre construction de la famille semi-classique de´finie en (4.66),
vh(t, x) = e
i
h
w(t,x)χ(t, x)
M∑
j=0
φj(t, x)hj , (4.86)
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qui est maintenant entie`rement de´termine´e. On en de´duit ensuite d’apre`s (4.80),
(4.82) et (4.85) que pour tout (t, x) ∈ Rn,
e
i
h
w(t,x)
M+1∑
j=0
ψj(t, x)hj
= e
i
h
w(t,x)
( M∑
j=0
hj+1
[[
(Dtχ)(t, x) + c˜j(t, x).(∇xχ)(t, x)
]
φj(t, x)
+ χ(t, x)
[
(Dtφj)(t, x) + c˜j(t, x).(∇xφj)(t, x) + d˜j(t, x)φj(t, x) +Rj(t, x)
]
+
(
1− χ(t, x))Rj(t, x)]+O(|x− y(t)|M+11lsuppχ(t, x)))
= e
i
h
w(t,x)
( M∑
j=0
[
hj+1
[
(Dtχ)(t, x) + c˜j(t, x).(∇xχ)(t, x)
]
φj(t, x)
+ hj+1
(
1− χ(t, x))Rj(t, x)]
+
[M/2]−1∑
j=0
hj+1χ(t, x)×O(|x− y(t)|M−2j1lsuppχ(t, x))
+
M∑
j=[M/2]
hj+1χ(t, x)×O(1lsuppχ(t, x))
+ O
(|x− y(t)|M+11lsuppχ(t, x))), (4.87)
uniforme´ment par rapport aux variables (t, x) ∈ Rn si on pose R0 = 0. Il s’agit
maintenant d’estimer les termes apparaissant dans le membre de droite de (4.87).
Comme d’apre`s (4.62), suppχ ⊂ Ω2 ∩ ([a′, b′] × V2), l’estimation (4.65) montre
que pour tout j = 0, ..., [M/2]−1, le terme suivant apparaissant dans le membre
de droite de (4.87) ve´rifie,∥∥hj+1e ihw(t,x)χ(t, x)×O(|x− y(t)|M−2j1lsuppχ(t, x))∥∥L∞(Rn)
= O
(
hj+1‖ |x− y(t)|M−2je− 14h |x−y(t)|2χ(t, x)‖L∞(Rn)
)
= O(h
M
2
+1), (4.88)
lorsque h → 0+. Par une estimation analogue, on obtient e´galement au regard
de (4.62) et (4.65) que l’un des autres termes de (4.87) ve´rifie,∥∥e ihw(t,x) ×O(|x− y(t)|M+11lsuppχ(t, x))∥∥L∞(Rn)
= O
(∥∥e− 14h |x−y(t)|2 |x− y(t)|M+11lsuppχ(t, x)∥∥L∞(Rn))
= O(h
M+1
2 ), (4.89)
lorsque h → 0+. D’autre part, comme d’apre`s (4.60), (4.63) et (4.65), on peut
trouver une constante c12 > 0 telle que,
∀(t, x) ∈ supp∂tχ ∪ supp∂xχ, Imw(t, x) ≥ c12 > 0, (4.90)
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on en de´duit que pour tout j = 0, ...,M ,
‖hj+1(Dtχ)(t, x)φj(t, x)e ihw(t,x)‖L∞(Rn) = O(e−
c12
h ), (4.91)
lorsque h→ 0+. Pour les meˆmes raisons, on obtient que pour tout j = 0, ...,M ,
‖hj+1c˜j(t, x).(∇xχ)(t, x)φj(t, x)e ihw(t,x)‖L∞(Rn) = O(e−
c12
h ), (4.92)
lorsque h → 0+. Comme la fonction Rj de´finie en (4.80) est supporte´e dans
l’ensemble suppχ, on obtient d’apre`s (4.62) et (4.64) que pour tout j = 0, ...,M ,
‖hj+1(1− χ(t, x))Rj(t, x)e ihw(t,x)‖L∞(Rn) = O(e− c11h ), (4.93)
lorsque h→ 0+. Comme d’apre`s (4.62) et (4.65), on a pour tout j = [M/2],...,M
l’estimation suivante du terme,
hj+1e
i
h
w(t,x)χ(t, x)×O(1lsuppχ(t, x)),∥∥hj+1e ihw(t,x)χ(t, x)×O(1lsuppχ(t, x))∥∥L∞(Rn) = O(h[M/2]+1),
lorsque h→ 0+, on de´duit de (4.87), (4.88), (4.89), (4.91), (4.92) et (4.93) que,
∥∥∥e ihw(t,x)M+1∑
j=0
ψj(t, x)hj
∥∥∥
L∞(Rn)
= O(h
M+1
2 ),
lorsque h→ 0+, ce qui induit en utilisant l’ine´galite´ triangulaire et (4.79) que,
∥∥∥[hDt + ∑
|β|≤M
(
i
∂βf
∂ξβ
(
t, x, η(t)
)
+ h
∂βg1
∂ξβ
(
t, x, η(t)
)
+ ...
+ hN
∂βgN
∂ξβ
(
t, x, η(t)
))(hDx − η(t))β
β!
]
vh(t, x)
∥∥∥
L∞(Rn)
= O(h
M+1
2 ),
lorsque h→ 0+. En utilisant une nouvelle fois l’ine´galite´ triangulaire et l’estima-
tion (4.68) pour tout j = 0, ...,M , on obtient au regard de (4.66), (4.67) et de
l’estimation pre´ce´dente que,∥∥∥[hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)]vh(x)∥∥∥
L∞(Rn)
= O(h
M+1
2 ) lorsque h→ 0+. (4.94)
4.c. Etude de la concentration semi-classique de la famille semi-classi-
que (vh)0<h≤1.
On s’inte´resse dans ce paragraphe a` pre´ciser un ensemble de concentration
semi-classique de la famille semi-classique (vh)0<h≤1 qui a e´te´ de´finie en (4.86).
Commenc¸ons par e´tablir une minoration de la norme L2(Rn) de cette famille
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semi-classique. Un calcul direct montre d’apre`s (4.86) que pour toute fonction
ψ ∈ C∞0 (Rn),
h−n
(
vh, ψ
(
h−1(t− c′), h−1[x− y(c′)]))
L2(Rn)
= h−n
∫
Rn
e
i
h
w(t,x)χ(t, x)ψ
(
h−1(t− c′), h−1[x− y(c′)]) M∑
j=0
φj(t, x)hjdtdx
= e
i
h
w(c′,y(c′))
∫
Rn
e
i
h
[w(ht+c′,hx+y(c′))−w(c′,y(c′))]χ
(
ht+ c′, hx+ y(c′)
)
× ψ(t, x)
M∑
j=0
φj
(
ht+ c′, hx+ y(c′)
)
hjdtdx. (4.95)
Comme d’apre`s (4.16) et (4.19),
Imw
(
c′, y(c′)
)
= Imw0(c′) = 0, (4.96)
on obtient au regard de (4.62) et (4.65) que sur le support de la fonction,
χ
(
ht+ c′, hx+ y(c′)
)
,
Im
[
w
(
ht+ c′, hx+ y(c′)
)− w(c′, y(c′))] = Imw(ht+ c′, hx+ y(c′)) ≥ 0. (4.97)
Si on utilise le the´ore`me de convergence domine´e de Lebesgue, on obtient d’apre`s
(4.95), (4.96) et (4.97) que,
h−n
∣∣(vh, ψ(h−1(t− c′), h−1[x− y(c′)]))L2(Rn)∣∣→∣∣∣ ∫
Rn
eiw
′(c′,y(c′)).(t,x)χ
(
c′, y(c′)
)
ψ(t, x)φ0
(
c′, y(c′)
)
dtdx
∣∣∣, (4.98)
lorsque h→ 0+. Comme d’apre`s (4.61), (4.63), (4.81) et (4.84), on a
χ
(
c′, y(c′)
)
= 1 et φ0
(
c′, y(c′)
)
= 1,
on peut choisir une fonction ψ ∈ S(Rn) \ {0} telle que,∣∣∣ ∫
Rn
eiw
′(c′,y(c′)).(t,x)χ
(
c′, y(c′)
)
ψ(t, x)φ0
(
c′, y(c′)
)
dtdx
∣∣∣
=
∣∣∣ ∫
Rn
eiw
′(c′,y(c′)).(t,x)ψ(t, x)dtdx
∣∣∣ > 0. (4.99)
Comme d’autre part,∥∥ψ(h−1(t− c′), h−1[x− y(c′)])∥∥
L2(Rn) = h
n
2 ‖ψ‖L2(Rn),
on de´duit au regard de (4.98), (4.99) et de l’utilisation de l’ine´galite´ de Cauchy-
Schwarz a` partir de (4.95) qu’il existe des constantes c13 > 0 et 0 < h0 ≤ 1 telles
que,
∀ 0 < h ≤ h0, ‖vh‖L2(Rn) ≥ c13h
n
2 . (4.100)
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Conside´rons dore´navant la nouvelle famille semi-classique (uh)0<h≤h0 de l’espace
C∞0 (Rn) normalise´e pour la norme L2,
uh(t, x) :=
vh(t, x)
‖vh‖L2(Rn)
. (4.101)
Comme d’apre`s (4.62) et (4.65), Imw ≥ 0 sur l’ensemble compact suppχ, on
obtient directement en reprenant la de´finition (4.86) de la famille semi-classique
(vh)0<h≤h0 , (4.100) et (4.101) que,
∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+.
Pour pre´ciser un ensemble de concentration semi-classique de cette famille semi-
classique (uh)0<h≤h0 , on commence par de´montrer le lemme suivant.
Lemme 4.3. On a l’estimation suivante,
∀ν ∈ N,∃Cν > 0,∀ 0 < h ≤ 1,∀(τ, ξ) ∈ Rn, |h(τ, ξ)− (0, ξ′0)| ≥ δ˜/2,
|v̂h(τ, ξ)| ≤ Cν(|(τ, ξ)|+ h−1)ν , (4.102)
ou` vh est la fonction de´finie en (4.86) et δ˜ est la constante strictement positive
choisie en (4.13).
Preuve du lemme 4.3. Pour la preuve de ce lemme, nous allons user d’arguments
similaires a` ceux utilise´s lors de l’e´tape 1 de la de´monstration du lemme 4.2.
Commenc¸ons par e´crire,
ŵh(τ, ξ) =
∫
Rn
χ(t, x)φj(t, x)ei(|(τ,ξ)|+h
−1)ϕτ,ξ,h(t,x)dtdx, (4.103)
ou` wh de´signe la fonction,
wh(t, x) := χ(t, x)φj(t, x)e
i
h
w(t,x), (4.104)
et ou` la fonction de phase complexe ϕτ,ξ,h(t, x) est de´finie par,
ϕτ,ξ,h(t, x) =
w(t, x)− h(t, x).(τ, ξ)
1 + h|(τ, ξ)| , (4.105)
si (t, x).(τ, ξ) de´signe le produit scalaire canonique dans Rn de (t, x) et (τ, ξ).
Cette fonction de phase ϕτ,ξ,h reste confine´e dans un ensemble borne´ de l’espace
des fonctions Cν+1
(
supp(χφj)
)
si,
0 < h ≤ 1 et |h(τ, ξ)− (0, ξ′0)| ≥ δ˜/2,
ou` δ˜ de´signe la constante strictement positive choisie en (4.13), puisque la fonc-
tion χ de´finie en (4.62) est a` support compact. Montrons maintenant qu’il existe
une constante c14 > 0 telle que,
∀ 0 < h ≤ 1,∀(t, x) ∈ supp(χφj),
∀(τ, ξ) ∈ Rn, |h(τ, ξ)− (0, ξ′0)| ≥ δ˜/2,
∆(t, x, τ, ξ, h) := |∇t,xϕτ,ξ,h(t, x)|2 + Imϕτ,ξ,h(t, x) ≥ c14 > 0. (4.106)
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D’apre`s (4.105), on peut e´crire,
∆(t, x, τ, ξ, h) =
|∇t,xw(t, x)− h(τ, ξ)|2(
1 + h|(τ, ξ)|)2 + Imw(t, x)1 + h|(τ, ξ)| . (4.107)
Remarquons tout d’abord que d’apre`s (4.62) et (4.65), on a
∀(t, x) ∈ supp(χφj), Imw(t, x) ≥ 14 |x− y(t)|
2 ≥ 0, (4.108)
et,
∀(t, x) ∈ supp(χφj), Imϕτ,ξ,h(t, x) = Imw(t, x)1 + h|(τ, ξ)| ≥ 0. (4.109)
Comme pour tout (t, x) ∈ supp(χφj),
|∇t,xw(t, x)− h(τ, ξ)|2(
1 + h|(τ, ξ)|)2 ≥
h|(τ, ξ)|
(
h|(τ, ξ)| − 2 sup(t,x)∈supp(χφj) |∇t,xw(t, x)|
)
(
1 + h|(τ, ξ)|)2 ,
et que l’ensemble supp(χφj) est compact, on en de´duit qu’il existe des constantes
strictement positives c15 et c16 telles que,
h|(τ, ξ)| > c15 =⇒
h|(τ, ξ)|
(
h|(τ, ξ)| − 2 sup(t,x)∈supp(χφj) |∇t,xw(t, x)|
)
(
1 + h|(τ, ξ)|)2 ≥ c16 > 0,
ce qui induit d’apre`s (4.107) et (4.108) que,
∀ 0 < h ≤ 1,∀(t, x) ∈ supp(χφj),∀(τ, ξ) ∈ Rn,
h|(τ, ξ)| > c15 =⇒ ∆(t, x, τ, ξ, h) ≥ c16 > 0. (4.110)
D’autre part, comme pour tout (t, x) ∈ supp(χφj),
|∇t,xw(t, x)− h(τ, ξ)|
1 + h|(τ, ξ)| ≥
inf(t,x)∈supp(χφj) |∇t,xw(t, x)| − h|(τ, ξ)|
1 + h|(τ, ξ)| ,
on en de´duit en utilisant (4.57) et le fait que d’apre`s (4.62), l’ensemble compact
supp(χφj) soit contenu dans l’ensemble Ω2 qu’il existe des constantes strictement
positives c17 et c18 telles que c17 < c15 et,
h|(τ, ξ)| < c17 =⇒
inf(t,x)∈supp(χφj) |∇t,xw(t, x)| − h|(τ, ξ)|
1 + h|(τ, ξ)| ≥ c18 > 0,
ce qui induit d’apre`s (4.107) et (4.108) que,
∀ 0 < h ≤ 1,∀(t, x) ∈ supp(χφj),∀(τ, ξ) ∈ Rn,
h|(τ, ξ)| < c17 =⇒ ∆(t, x, τ, ξ, h) ≥ c218 > 0. (4.111)
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Ve´rifions maintenant que la fonction positive,
(u; t, x) ∈ Rn × Rn 7→ |∇t,xw(t, x)− u|
2
(1 + |u|)2 +
Imw(t, x)
1 + |u| , (4.112)
ne s’annule pas sur le compact,{
(u; t, x) ∈ Rn × Rn : c17 ≤ |u| ≤ c15, |u− (0, ξ′0)| ≥ δ˜/2,
(t, x) ∈ supp(χφj)
}
. (4.113)
Constatons que d’apre`s (4.19) et (4.55), on a
∀t ∈ [a′, b′], (∇t,xw)
(
t, y(t)
)
=
(
w′0(t)− y′(t).η(t), η(t)
)
. (4.114)
D’apre`s (4.19) et (4.114), on obtient en e´valuant (4.20) en x = y(t) que,
w′0(t) = y
′(t).η(t)− if(t, y(t), η(t)), (4.115)
sur [a′, b′]. On de´duit alors de (4.114) et (4.115) que,
∀t ∈ [a′, b′], (∇t,xw)
(
t, y(t)
)
=
(− if(t, y(t), η(t)), η(t)). (4.116)
On conclut d’apre`s (4.15), (4.108) et (4.116) que la fonction (4.112) ne s’annule
pas sur le compact (4.113). En collectant ce fait, (4.110) et (4.111), on obtient au
regard de (4.107) l’estimation (4.106). On peut alors d’apre`s (4.106) et (4.109)
appliquer le the´ore`me 7.7.1 de [12] a` l’inte´grale (4.103) avec le parame`tre,
|(τ, ξ)|+ h−1,
pour obtenir que,
∀ν ∈ N,∃Cν > 0,∀ 0 < h ≤ 1,∀(τ, ξ) ∈ Rn, |h(τ, ξ)− (0, ξ′0)| ≥ δ˜/2,
|ŵh(τ, ξ)| ≤ Cν(|(τ, ξ)|+ h−1)ν ,
ce qui d’apre`s (4.86) et (4.104) induit l’estimation (4.102) et termine la preuve
du lemme 4.3. 
Nous allons maintenant de´montrer que l’ensemble compact,
K := V1 × V2 ×
{
(τ, ξ) ∈ Rn : |(τ, ξ)− (0, ξ′0)| ≤ δ˜
}
, (4.117)
ou` V1 × V2 × {(τ, ξ) ∈ Rn : |(τ, ξ) − (0, ξ′0)| < δ˜} est le voisinage ouvert du
segment Γ de´fini en (4.13), est un ensemble de concentration semi-classique pour
la famille (uh)0<h≤h0 de´finie en (4.101),
K = FS∞
(
(uh)0<h≤h0
)
. (4.118)
Pour ce faire, conside´rons V un voisinage ouvert de l’ensemble compact K,
K ⊂ V, (4.119)
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et ψ un symbole de la classe S(1, dt2 + dx2 + dτ2 + dξ2) ve´rifiant,
suppψ ⊂ V c. (4.120)
Comme d’apre`s (4.13), (4.15) et (4.62), suppχ ⊂ [a′, b′]× V2 ⊂ V1 × V2, on peut
trouver une fonction ϕ ∈ C∞0 (Rn, [0, 1]) telle que,
ϕ = 1 sur un voisinage de suppχ et suppϕ ⊂ V1 × V2. (4.121)
Compte tenu de (4.117), (4.119) et (4.121), on peut ensuite choisir une fonction
w ∈ C∞(Rn, [0, 1]) borne´e sur Rn telle que,
w = 0 sur un voisinage de {(τ, ξ) ∈ Rn : |(τ, ξ)− (0, ξ′0)| ≤ δ˜}, (4.122)
et,
suppϕ× supp(1− w) ⊂ V. (4.123)
Comme d’apre`s (4.86) et (4.101),
∀ 0 < h ≤ h0, suppuh ⊂ suppχ,
on peut e´crire au regard de (4.121) que,
ψ(t, x, hτ, hξ, h)wuh
= ψ(t, x, hτ, hξ, h)wϕ(t, x)uh
= ψ(t, x, hτ, hξ, h)wϕ(t, x)w(hτ, hξ)wuh
+ ψ(t, x, hτ, hξ, h)wϕ(t, x)
(
1− w(hτ, hξ))wuh. (4.124)
Constatons ensuite que le fait que la fonction borne´e w ve´rifie (4.122), induit au
regard de (4.100), (4.101) et du lemme 4.3 que pour tout l ∈ N,
‖w(hτ, hξ)wuh‖Hl = ‖〈(τ, ξ)〉lw(hτ, hξ)ûh(τ, ξ)‖L2 = O(h∞), (4.125)
lorsque h→ 0+. En utilisant maintenant que,
ψ ∈ S(1, dt2 + dx2 + dτ2 + dξ2),
et le the´ore`me de Caldero´n-Vaillancourt, on obtient d’apre`s (4.125) que pour
tout l ∈ N,
‖ψ(t, x, hτ, hξ, h)wϕ(t, x)w(hτ, hξ)wuh‖Hl = O(‖w(hτ, hξ)wuh‖Hl)
= O(h∞), (4.126)
lorsque h→ 0+. D’autre part, les inclusions (4.120) et (4.123) montrent que,
ψ(t, x, hτ, hξ, h)wϕ(t, x)
(
1− w(hτ, hξ))w ∈ Opwh (S(h∞, dt2 + dx2 + dτ2 + dξ2)),
ce qui induit d’apre`s le the´ore`me de Caldero´n-Vaillancourt et les estimations
pre´ce´dant le lemme 4.3 que,
∀l ∈ N, ‖ψ(t, x, hτ, hξ, h)wϕ(t, x)(1− w(hτ, hξ))wuh‖Hl = O(h∞), (4.127)
lorsque h → 0+. En utilisant l’ine´galite´ triangulaire, on de´duit alors de (4.124),
(4.126) et (4.127) que,
∀l ∈ N, ‖ψ(t, x, hτ, hξ, h)wuh‖Hl = O(h∞) lorsque h→ 0+,
ce qui de´montre que,
K = FS∞
(
(uh)0<h≤h0
)
. (4.128)
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4.d. Estimation caracte´ristique d’un quasi-mode semi-classique.
Il s’agit dans ce paragraphe de ve´rifier que cette famille semi-classique (uh)0<h≤h0
de S(Rn) que nous venons de construire est bien un quasi-mode semi-classique
avec la proprie´te´ de de´croissance annonce´e par le the´ore`me 4.1 pour l’ope´rateur
initial F (t, x, hDt, hDx, h). Soulignons que nous conservons encore les notations,
(t, x) ∈ Rn, pour de´signer les variables d’espace et que ces notations diffe`rent
de celles de l’e´nonce´ du the´ore`me 4.1 et du de´but de sa de´monstration. Nous
ne manquerons pas de mentionner explicitement lorsque nous reprendrons les
notations initiales. On proce`de en deux e´tapes.
Etape 1. D’apre`s le de´veloppement asymptotique semi-classique (4.9), on peut
trouver un symbole sN dans la classe S(1, dt2 + dx2 + dτ2 + dξ2) tel que,
G(t, x, hDt, hDx, h) = G0(t, x, hDt, hDx) + hG1(t, x, hDt, hDx) + ...
+ hNGN (t, x, hDt, hDx) + hN+1sN (t, x, hDt, hDx, h). (4.129)
Commenc¸ons par de´montrer le re´sultat suivant.
Proposition 4.4. On a l’estimation,
‖G(t, x, hDt, hDx, h)uh‖L2(Rn) = O
(
hmin(N+1,
M−n+1
2
)
)
, (4.130)
lorsque h→ 0+.
Preuve de la proposition 4.4. D’apre`s (4.129) et le the´ore`me de Caldero´n-Vaillan-
court, il suffit pour de´montrer (4.130) de prouver que,∥∥[G0(t, x, hDt, hDx) + hG1(t, x, hDt, hDx) + ...
+ hNGN (t, x, hDt, hDx)
]
uh
∥∥
L2(Rn) = O
(
hmin(N+1,
M−n+1
2
)
)
, (4.131)
lorsque h→ 0+ puisque d’apre`s (4.101), ‖uh‖L2(Rn) = 1. Constatons tout d’abord
que d’apre`s (4.94), (4.100) et (4.101), on a∥∥[hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)]uh∥∥L∞(Rn)
= O(h
M−n+1
2 ),
lorsque h→ 0+. Comme d’apre`s les lignes faisant suite a` (4.10), les fonctions f ,
g1, ... , gN−1 et gN sont a` support compact et que d’apre`s (4.86) et (4.101),
∀ 0 < h ≤ h0, suppuh ⊂ suppχ,
on en de´duit au regard de (4.62) qu’il existe un compact K0 de R2n tel que pour
tout 0 < h ≤ h0,[
hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)
]
uh ⊂ K0,
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ce qui induit d’apre`s l’estimation pre´ce´dente que,∥∥[hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)]uh∥∥L2(Rn)
≤ ∥∥[hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)]uh∥∥L∞(Rn)
×m(K0)1/2
= O(h
M−n+1
2 ), (4.132)
lorsque h→ 0+ si on note m la mesure de Lebesgue sur R2n. Conside´rons main-
tenant l’ope´rateur,
s˜(t, x, hτ, hξ, h)w :=[
hDt + if(t, x, hDx) + hg1(t, x, hDx) + ...+ hNgN (t, x, hDx)
]
− [G0(t, x, hDt, hDx) + hG1(t, x, hDt, hDx) + ...+ hNGN (t, x, hDt, hDx)].
(4.133)
Comme d’apre`s (4.10), on a dans les notations que nous utilisons actuellement
pour de´signer les variables d’espace, (t, x) ∈ Rn,
G0(t, x, τ, ξ) = τ + if(t, x, ξ) et Gj(t, x, τ, ξ) = gj(t, x, ξ) si 1 ≤ j ≤ N,
sur Ω1, le symbole de Weyl semi-classique s˜(t, x, τ, ξ, h) de l’ope´rateur pseudo-
diffe´rentiel (4.133) est nul sur l’ensemble ouvert Ω1 qui d’apre`s (4.13) contient
l’ensemble de concentration semi-classique K de la famille (uh)0<h≤h0 de´fini en
(4.117). Il s’ensuit d’apre`s la de´finition 1.2 que,
‖s˜(t, x, hτ, hξ, h)wuh‖L2(Rn) = O(h∞) lorsque h→ 0+. (4.134)
On de´duit alors d’apre`s (4.132), (4.133) et (4.134) que,∥∥[G0(t, x, hDt, hDx) + hG1(t, x, hDt, hDx) + ...
+ hNGN (t, x, hDt, hDx)
]
uh
∥∥
L2(Rn) = O(h
M−n+1
2 ) lorsque h→ 0+,
ce qui induit l’estimation (4.131) et termine la preuve de la proposition 4.4. 
Etape 2. Nous allons maintenant e´tablir que,
‖F (t, x, hDt, hDx, h)uh‖L2(Rn) = O
(
hmin(N+1,
M−n+1
2
)
)
, (4.135)
lorsque h → 0+. On rappelle que d’apre`s (4.8) et dans les notations que nous
utilisons actuellement pour de´signer les variables d’espace, (t, x) ∈ Rn, on a
G(t, x, hDt, hDx, h) =
(
I − hNqN (t, x, hDt, hDx)
)
...(
I − hq1(t, x, hDt, hDx)
)
F (t, x, hDt, hDx, h), (4.136)
ou` les fonctions qj sont des symboles inde´pendants du parame`tre semi-classique
appartenant a` la classe S(1, dt2 + dx2 + dτ2 + dξ2). Compte tenu de l’ellipticite´
des symboles,
1− hjqj(t, x, τ, ξ),
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dans la classe S(1, dt2 + dx2 + dτ2 + dξ2) pour tout 1 ≤ j ≤ N , on peut pour
tout 1 ≤ j ≤ N trouver une parame´trixe rj ∈ S(1, dt2 + dx2 + dτ2 + dξ2) et un
symbole r˜j appartenant a` la classe S(h∞, dt2 + dx2 + dτ2 + dξ2) tels que,
rj(t, x, hDt, hDx, h)
(
I − hjqj(t, x, hDt, hDx)
)
= I + r˜j(t, x, hDt, hDx, h). (4.137)
On en de´duit que si une famille semi-classique (u˜h)0<h≤h0 de L2(Rn) ve´rifie
‖u˜h‖L2(Rn) = O(1) et,∥∥(I − hjqj(t, x, hDt, hDx))u˜h∥∥L2(Rn) = O(hmin(N+1,M−n+12 )),
lorsque h→ 0+, le the´ore`me de Caldero´n-Vaillancourt induit en utilisant (4.137)
et l’ine´galite´ triangulaire que,
‖u˜h‖L2(Rn) ≤
∥∥rj(t, x, hDt, hDx, h)(I − hjqj(t, x, hDt, hDx))u˜h∥∥L2(Rn)
+ ‖r˜j(t, x, hDt, hDx, h)u˜h‖L2(Rn)
= O
(‖(I − hjqj(t, x, hDt, hDx))u˜h‖L2(Rn) + h∞)
= O
(
hmin(N+1,
M−n+1
2
)
)
,
lorsque h → 0+. Au regard de (4.101), (4.130) et (4.136), l’estimation (4.135)
est alors une simple conse´quence de ce re´sultat et de l’utilisation du the´ore`me de
Caldero´n-Vaillancourt.
Conside´rons maintenant V un voisinage ouvert du segment Γ de´fini en (4.3).
Si on reprend notre de´monstration, on peut choisir le voisinage ouvert Ω1 du
segment Γ de´fini en (4.10) tel que,
Ω1 ⊂ V. (4.138)
Avec ces donne´es, les lignes pre´ce´dentes ont montre´ en (4.118) que le quasi-
mode (uh)0<h≤h0 de S(Rn) de´fini en (4.101) se concentre semi-classiquement
dans l’ensemble compact K au sens donne´ par la de´finition 1.2. On de´duit au
regard de (4.13), (4.117) et (4.138) que l’ensemble ferme´ V est e´galement un
ensemble de concentration semi-classique du quasi-mode (uh)0<h≤h0 ,
V = FS∞
(
(uh)0<h≤h0
)
.
En reprenant maintenant les notations initiales, x ∈ Rn, qui sont celles de
l’e´nonce´ du the´ore`me 4.1 pour de´signer les variables d’espace, nous avons e´tabli
en (4.101), (4.135) et dans les estimations qui font imme´diatement suite a` cette
identite´ (4.101) que le quasi-mode (uh)0<h≤h0 ve´rifie,
‖uh‖L2(Rn) = 1, ∀l ∈ N,∃ml ∈ N, ‖uh‖Hl = O(h−ml) lorsque h→ 0+,
V = FS∞
(
(uh)0<h≤h0
)
et
‖F (x, hDx, h)uh‖L2(Rn) = O(hmin(N+1,
M−n+1
2
)) lorsque h→ 0+. (4.139)
En mentionnant enfin que les choix de l’entier N au de´but du paragraphe 4.a et
de l’entier M ∈ N, M ≥ 3 pre´ce´dant (4.14) sont arbitraires et inde´pendants, on
de´duit de (4.139) le re´sultat du the´ore`me 4.1. Ceci termine la de´monstration du
the´ore`me 4.1. 
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5. Re´sultats annexes.
Nous avons rassemble´ dans cette cinquie`me partie les preuves d’un certain
nombre de re´sultats qui ont e´te´ utilise´s dans les parties pre´ce´dentes. Tous ces re´-
sultats sont des re´sultats de re´ductions ge´ome´triques qui permettent de ramener
par un changement local de coordonne´es symplectiques, l’e´tude de certains sym-
boles a` celle de quelques formes normales classiques. Tous ces re´sultats sont des
variantes de re´sultats e´tablis dans [12]. Leurs de´monstrations ne sont donc que de
simples adaptations de celles propose´es par L.Ho¨rmander dans son livre [12]. La
diffe´rence essentielle entre ces re´sultats et ceux contenus dans [12] re´side dans le
caracte`re non homoge`ne des symboles et des transformations symplectiques que
nous conside´rons. Cette diffe´rence nous permet de relaxer certaines hypothe`ses
des e´nonce´s contenus dans [12]. Ce paragraphe se propose donc dans un souci de
clarte´ et de comple´tude de notre discussion de donner pre´cise´ment les e´nonce´s et
les preuves des re´sultats de re´duction ge´ome´trique que nous utilisons lors de notre
de´monstration du the´ore`me 1.3. Notons e´galement que lors de cette de´monstra-
tion du the´ore`me 1.3, il est parfois ne´cessaire de se re´fe´rer a` certains points pre´cis
des de´monstrations des re´sultats de cette cinquie`me partie. Ce paragraphe est
donc une re´fe´rence simple dont nous userons et auquel nous ferons explicitement
appel lors de la de´monstration du the´ore`me 1.3.
Le premier re´sultat est une variante du the´ore`me 21.3.6 de [12]. Etant donne´e
une fonction a` valeurs complexes p, on convient de noter dans tout ce qui suit
par Rep sa partie re´elle et par Imp sa partie imaginaire.
The´ore`me 5.1. Conside´rons p = Rep+ iImp une fonction a` valeurs complexes,
C∞ sur un voisinage ouvert du point γ ∈ R2n ou` n ≥ 2 ve´rifiant,
p(γ) = 0 et HRep(γ) 6= 0. (5.1)
On peut alors trouver une transformation symplectique re´elle χ d’un voisinage
ouvert du point (0, εn) dans R2n sur un voisinage ouvert du point γ dans R2n et
une fonction a ∈ C∞0 (R2n,C) telles que,
χ(0, εn) = γ, a(γ) 6= 0 et χ∗(ap) = ξ1 + if(x, ξ′),
sur un voisinage ouvert du point (0, εn), ou` ξ′ de´signe les variables (ξ2, ..., ξn),
εn = (0, ..., 0, 1) ∈ Rn et ou` f est une fonction C∞ a` valeurs re´elles sur un
voisinage ouvert du point (0, ε′n) si ε′n = (0, ..., 0, 1) ∈ Rn−1.
Preuve. Comme d’apre`s (5.1), p(γ) = 0 et dRep(γ) 6= 0 puisque,
HRep(γ) 6= 0,
on peut en utilisant le the´ore`me 21.1.6 de [12] trouver de nouvelles coordonne´es
symplectiques locales encore note´es (x, ξ) telles que dans ces coordonne´es,
γ = (0, εn) et Rep = ξ1.
On s’est ainsi ramene´ apre`s une transformation symplectique re´elle au cas ou`,
γ = (0, εn), p(0, εn) = 0 et p(x, ξ) = ξ1 + iImp(x, ξ), (5.2)
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sur un voisinage ouvert du point (0, εn). Comme d’apre`s (5.2),
p(γ) = 0 et
∂p
∂ξ1
(γ) = 1 + i
∂Imp
∂ξ1
(γ) 6= 0, (5.3)
on peut utiliser le the´ore`me de pre´paration de Malgrange (The´ore`me 7.5.6 dans
[12]) pour trouver des fonctions a et r appartenant a` l’espace C∞0 (R2n,C) telles
que l’identite´,
ξ1 = a(x, ξ)p(x, ξ) + r(x, ξ′), (5.4)
soit ve´rifie´e sur un voisinage ouvert du point γ dans R2n et que la fonction r
soit inde´pendante de la variable ξ1. Ve´rifions que cette fonction a ne peut pas
s’annuler au point γ,
a(γ) 6= 0. (5.5)
Il suffit pour ce faire de de´river l’identite´ (5.4) par rapport a` la variable ξ1 et
d’e´valuer cette expression au point γ. On en de´duit en utilisant (5.2) que,
1 =
∂a
∂ξ1
(γ)p(γ) + a(γ)
∂p
∂ξ1
(γ) = a(γ)
∂p
∂ξ1
(γ), (5.6)
ce qui de´montre (5.5). En utilisant (5.2), on obtient e´galement en e´valuant l’i-
dentite´ (5.4) au point γ que,
r(0, ε′n) = 0. (5.7)
On peut ensuite appliquer une nouvelle fois le the´ore`me 21.1.6 de [12] au syste`me,
x1 et ξ1 − Rer(x, ξ′),
pour trouver de nouvelles coordonne´es symplectiques locales sur un voisinage
ouvert du point γ = (0, εn) note´es (y, η) qui fixent le point (0, εn) et ve´rifient,
y1 := x1 et η1 := ξ1 − Rer(x, ξ′). (5.8)
Ceci est bien licite puisque d’apre`s (5.7),
x1 = 0 et ξ1 − Rer(x, ξ′) = 0,
en (x, ξ) = (0, εn),
{ξ1 − Rer(x, ξ′), x1} = 1,
sur un voisinage ouvert du point (0, εn) dans R2n et que les diffe´rentielles,
dx1 et dξ1 − ∂Rer
∂x
dx− ∂Rer
∂ξ′
dξ′,
sont line´airement inde´pendantes au voisinage du point (0, εn). Si on note χ la
transformation symplectique re´elle associe´e a` ce changement local de variables
symplectiques,
χ(y, η) = (x, ξ), (5.9)
on obtient au regard de (5.4) et (5.8) que,
χ∗(ap) = η1 − iχ∗(Imr), (5.10)
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sur un voisinage ouvert du point (0, εn) si on de´signe par χ∗f la fonction pullback
de la fonction f par la transformation χ. Conside´rons maintenant la fonction a`
valeurs re´elles de´finie sur un voisinage ouvert du point (0, εn) par,
f(y, η) := −χ∗(Imr)(y, η). (5.11)
En utilisant la conservation du crochet de Poisson par les transformations sym-
plectiques (cf. (21.1.4) dans [12]) et l’inde´pendance de la fonction Imr de´finie en
(5.4) par rapport a` la variable ξ1, on obtient d’apre`s (5.8), (5.9) et (5.11) que
pour tout (y, η) appartenant a` un voisinage ouvert du point (0, εn),
∂f
∂η1
(y, η) =
{
f(y, η), y1
}
=
{
y1, χ
∗(Imr)(y, η)
}
=
{
x1, Imr(x, ξ′)
}
= − ∂Imr
∂ξ1
(x, ξ′) = 0. (5.12)
Cette identite´ (5.12) montre que la fonction f est inde´pendante de la variable η1
ce qui de´montre d’apre`s (5.10) et (5.11) que l’identite´,
χ∗(ap) = η1 + if(y, η′), (5.13)
est ve´rifie´e sur un voisinage ouvert du point (0, εn). Ceci termine au regard de
(5.5) la de´monstration du the´ore`me 5.1. 
Le the´ore`me suivant est une variante du the´ore`me 21.3.5 de [12].
The´ore`me 5.2. Conside´rons p = Rep+ iImp une fonction a` valeurs complexes,
C∞ sur un voisinage ouvert du point γ ∈ R2n ou` n ≥ 2. On suppose que,
p(γ) = 0, HRep(γ) 6= 0, (5.14)
et que la partie imaginaire Imp de la fonction p change de signe a` l’ordre,
k > 1,
en passant de valeurs positives vers des valeurs ne´gatives au point γ sur la bicar-
acte´ristique oriente´e du symbole Rep passant par le point γ. On suppose e´gale-
ment qu’il existe un voisinage ouvert V0 du point γ dans R2n tel que la fonc-
tion Imp s’annule une unique fois dans V0 le long de toute bicaracte´ristique ori-
ente´e du symbole Rep passant par un point d’un voisinage ouvert suffisamment
petit du point γ et que la fonction Imp change de signe en passant de valeurs
positives vers des valeurs ne´gatives a` l’ordre exactement k en ces annulations
le long de ces bicaracte´ristiques oriente´es du symbole Rep. Sous ces hypothe`ses,
l’ordre k est ne´cessairement impair et les re´sultats suivants sont ve´rifie´s,
i) Si on note V l’ensemble caracte´ristique p−1({0}), cet ensemble V posse`de une
structure de sous-varie´te´ de codimension 2 dans R2n sur un voisinage ouvert W
du point γ. On a l’identite´,
HImp = bHRep, (5.15)
214
3.2. Un re´sultat ge´ne´ral d’existence de pseudo-spectre.
sur l’ensembleW∩V , ou` b de´signe une fonction a` valeurs re´elles C∞ sur l’ensem-
ble ouvert W . Tous les crochets de Poisson des symboles Rep et Imp avec au plus
k occurences de ces symboles s’annulent sur l’ensemble W ∩ V et pour toute
fonction a ∈ C∞, on a l’identite´,
HkRe(ap)Im(ap) = |a|2
(
Re(a+ iab)
)k−1
HkRepImp, (5.16)
sur l’ensemble W ∩ V .
ii) Il existe une transformation symplectique re´elle χ d’un voisinage ouvert du
point (0, εn) dans R2n, ou` εn = (0, ..., 0, 1) ∈ Rn, sur un voisinage ouvert du
point γ dans R2n et une fonction a ∈ C∞0 (R2n,C) telles que,
χ(0, εn) = γ, a(γ) 6= 0 et χ∗(ap) = ξ1 − ixk1ξn, (5.17)
sur un voisinage ouvert du point (0, εn) dans R2n.
Preuve. Commenc¸ons par remarquer que les hypothe`ses de changement de signe
de la fonction Imp a` l’ordre fini k imposent l’imparite´ de cet entier. Conside´rons
l’ensemble V1 = (Rep)−1({0}), cet ensemble V1 est une hypersurface dans R2n
sur un voisinage ouvert du point γ puisque d’apre`s (5.14), dRep(γ) 6= 0. Notons
maintenant V2 l’ensemble des ze´ros de la fonction,
q := Hk−1Rep Imp, (5.18)
sur cette hypersurface V1. Cet ensemble V2 est une hypersurface de la sous-varie´te´
V1 sur un voisinage ouvert des points ve´rifiant,
{Rep, q} 6= 0. (5.19)
En effet, ceci vient du fait que l’ensemble,
V2 := (Rep)−1({0}) ∩ q−1({0}), (5.20)
est une sous-varie´te´ de codimension 2 dans R2n sur un voisinage ouvert des points
ve´rifiant,
{Rep, q} 6= 0,
car sur un voisinage ouvert de ces points, les diffe´rentielles dRep et dq sont
line´airement inde´pendantes puisque c’est le cas de leurs champs hamiltoniens
HRep et Hq compte tenu de l’identite´,
σ(HRep,Hq) = {Rep, q} 6= 0.
Conside´rons t 7→ Γ(t) la bicaracte´ristique du symbole Rep ve´rifiant,
Γ(0) = γ. (5.21)
D’apre`s les hypothe`ses du the´ore`me 5.2, la fonction t 7→ Imp(Γ(t)) s’annule a`
l’ordre exactement k et change de signe en passant de valeurs positives vers des
valeurs ne´gatives en t = 0. Il s’ensuit d’apre`s (5.21) que,
dk
dtk
(
Imp
(
Γ(t)
))∣∣∣
t=0
= HkRepImp
(
Γ(0)
)
= HkRepImp(γ) < 0. (5.22)
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On peut donc d’apre`s (5.18) et (5.22) trouver un voisinage ouvert V3 du point γ
dans R2n sur lequel,
HkRepImp = {Rep, q} < 0. (5.23)
L’ensemble V2 a donc une structure de sous-varie´te´ de codimension 2 dans R2n
sur un voisinage ouvert du point γ. Conside´rons ensuite γ1 un point de l’ensemble
V2 ∩ V3 que l’on choisit suffisamment proche du point γ pour que le changement
de signe de valeurs positives vers des valeurs ne´gatives a` l’ordre k qui se produit
par hypothe`se pour la fonction Imp sur la bicaracte´ristique oriente´e du symbole
Rep passant par le point γ1, se produise dans l’ensemble V3. Notons t 7→ Γ1(t)
cette bicaracte´ristique et supposons que,
Γ1(0) = γ1. (5.24)
Si on de´signe par t0 le temps ou` se produit ce changement de signe a` l’ordre k,
il s’ensuit que,
∀ 0 ≤ j ≤ k − 1, d
j
dtj
(
Imp
(
Γ1(t)
))∣∣∣
t=t0
= HjRepImp
(
Γ1(t0)
)
= 0. (5.25)
Quitte a` choisir le point γ1 suffisamment proche du point γ, on peut supposer
que Γ1(t) ∈ V3 pour tout 0 ≤ t ≤ t0 si t0 ≥ 0 ou que Γ1(t) ∈ V3 pour tout
t0 ≤ t ≤ 0 si t0 ≤ 0. Comme d’apre`s (5.23),
d
dt
(
Hk−1Rep Imp
(
Γ1(t)
))
= HkRepImp
(
Γ1(t)
)
< 0,
si Γ1(t) ∈ V3, la fonction t 7→ Hk−1Rep Imp
(
Γ1(t)
)
ne peut donc s’annuler qu’une
seule et unique fois sur l’intervalle [0, t0] si t0 ≥ 0, respectivement [t0, 0] si t0 ≤ 0.
Ceci impose d’apre`s (5.25) que ne´cessairement t0 = 0 car comme γ1 ∈ V2, on a
d’apre`s (5.18), (5.20) et (5.24) que,
Hk−1Rep Imp(γ1) = H
k−1
Rep Imp
(
Γ1(0)
)
= 0.
On de´duit alors de (5.24) et (5.25) que,
∀ 0 ≤ j ≤ k − 1, HjRepImp(γ1) = 0. (5.26)
Comme l’entier naturel k est suppose´ strictement plus grand que 1 et que γ1 ∈ V2,
on obtient d’apre`s (5.20) et (5.26) que,
p(γ1) = 0. (5.27)
Re´ciproquement, conside´rons γ1 ∈ R2n un point appartenant a` un voisinage
ouvert du point γ dans R2n tel que,
p(γ1) = 0, (5.28)
et t 7→ Γ˜(t) la bicaracte´ristique oriente´e du symbole Rep tel que,
Γ˜(0) = γ1. (5.29)
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D’apre`s (5.28), (5.29) et les hypothe`ses du the´ore`me 5.2, la fonction Imp doit
s’annuler et changer de signe en passant de valeurs positives vers des valeurs
ne´gatives a` l’ordre exactement k en t = 0 sur la bicaracte´ristique oriente´e,
t 7→ Γ˜(t),
du symbole Rep0 si ce point γ1 est choisi suffisamment proche du point γ. Ceci
induit en particulier d’apre`s (5.18) et (5.29) que,
dk−1
dtk−1
(
Imp
(
Γ˜(t)
))∣∣∣
t=0
= Hk−1Rep Imp
(
γ1
)
= q(γ1) = 0, (5.30)
et,
dk
dtk
(
Imp
(
Γ˜(t)
))∣∣∣
t=0
= HkRepImp(γ1) < 0. (5.31)
On de´duit de (5.20), (5.28) et (5.30) que γ1 ∈ V2. Nous venons donc de de´montrer
que l’ensemble caracte´ristique V = p−1({0}) du symbole p est localement e´gal a`
la sous-varie´te´ de codimension 2 dans R2n,
V2 = (Rep)−1({0}) ∩ q−1({0}) = p−1({0}), (5.32)
sur un voisinage ouvert du point γ. Pour continuer, nous allons avoir besoin de
recourir au lemme suivant.
Lemme 5.3. Il existe des fonctions b et c a` valeurs re´elles qui sont C∞ sur un
voisinage ouvert du point γ telles que,
Imp = bRep+ cqk, (5.33)
sur un voisinage ouvert du point γ dans R2n.
Preuve du lemme 5.3. Comme d’apre`s (5.23), l’ensemble,
V2 = (Rep)−1({0}) ∩ q−1({0}),
posse`de une structure de sous-varie´te´ de codimension 2 dans R2n sur un voisinage
ouvert du point γ et que d’apre`s (5.14) et (5.32),
γ ∈ V2, (5.34)
on peut apre`s une composition avec un C∞ diffe´omorphisme local supposer que
dans les nouvelles coordonne´es obtenues via le changement de variables associe´
a` ce diffe´omorphisme y 7→ f(y) = (x, ξ), f(0) = γ,
y1 = Rep et y2 = q. (5.35)
Dans ces nouvelles coordonne´es (5.35), l’ensemble V2 est de´crit localement sur
un voisinage ouvert du point 0 dans R2n par les e´quations,
y1 = y2 = 0, (5.36)
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si y = (y1, y2, ..., y2n) ∈ R2n. La formule de Taylor avec reste inte´gral a` l’ordre 1
montre alors au regard de (5.36) que si une fonction h qui est C∞ sur un voisinage
ouvert du point γ s’annule sur l’ensemble V2, on peut trouver des fonctions a`
valeurs re´elles, C∞ sur un voisinage ouvert du point γ, note´es b1 et c1 telles que,
h
(
f(y)
)
= b1
(
f(y)
)
y1 + c1
(
f(y)
)
y2, (5.37)
sur un voisinage ouvert de 0 dans R2n. En revenant au syste`me pre´ce´dent de
coordonne´es par (5.35), on de´duit de (5.37) que,
h = b1Rep+ c1q, (5.38)
sur un voisinage ouvert du point γ dans R2n. Comme d’apre`s (5.14) et (5.32), la
fonction Imp s’annule sur l’ensemble V2 au voisinage du point γ, on peut d’apre`s
(5.38) trouver des fonctions b1 et c1 a` valeurs re´elles qui sont C∞ sur un voisinage
ouvert du point γ telles que,
Imp = b1Rep+ c1q, (5.39)
sur un voisinage ouvert du point γ dans R2n. Comme par hypothe`se k > 1,
l’identite´ (5.26) induit que,
{Rep, Imp} = 0, (5.40)
sur l’ensemble,
W1 := V2 ∩ V3, (5.41)
quitte a` re´duire le voisinage ouvert V3 du point γ dans R2n. On peut e´gale-
ment choisir ce voisinage ouvert V3 tel que l’identite´ (5.39) soit ve´rifie´e sur cet
ensemble. Comme d’apre`s (5.20), (5.39), (5.40) et (5.41),
0 = {Rep, Imp} = {Rep, b1Rep+ c1q} = c1{Rep, q},
sur l’ensembleW1 et que d’apre`s (5.23) et (5.41), {Rep, q} < 0 sur l’ensembleW1,
on en de´duit que la fonction c1 s’annule identiquement sur l’ensemble W1. Ceci
nous permet au regard des lignes pre´ce´dentes de de´composer cette fonction c1
sous la forme,
c1 = b2Rep+ c2q, (5.42)
sur un voisinage ouvert du point γ dans R2n, ou` b2 et c2 de´signent deux fonctions
a` valeurs re´elles, C∞ sur un voisinage ouvert du point γ. On peut alors e´crire
d’apre`s (5.39) et (5.41) que,
Imp = (b1 + b2q)Rep+ c2q2 = b3Rep+ c3q2, (5.43)
sur un voisinage ouvert du point γ dans R2n si b3 = b1+b2q et c3 = c2. Constatons
que comme pour toute fonction re´gulie`re b˜,
{Rep, b˜Rep} = {Rep, b˜} Rep, (5.44)
sur un voisinage ouvert du point γ, on en de´duit que pour tout l ∈ N∗,
H lRep(b˜Rep) = (H
l
Repb˜)Rep, (5.45)
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sur un voisinage ouvert du point γ. Cette identite´ (5.45) applique´e a` la fonction
b3 induit d’apre`s (5.20) et (5.41) que quitte a` re´duire une nouvelle fois le voisinage
ouvert V3 du point γ, on a
∀l ∈ N∗, H lRep(b3Rep) = 0, (5.46)
sur l’ensemble W1. Un calcul direct montre ensuite l’identite´,
H2Rep(c3q
2) = HRep
(
q2{Rep, c3}+ 2qc3{Rep, q}
)
= 2q{Rep, c3}{Rep, q}
+ q2H2Repc3 + 2c3{Rep, q}2 + 2q{Rep, c3}{Rep, q}+ 2qc3H2Repq. (5.47)
Comme d’apre`s (5.26) et (5.41), H2RepImp = 0 sur l’ensemble W1 puisque k est
un entier impair strictement supe´rieur a` 1 i.e. k ≥ 3, on en de´duit en utilisant
(5.20), (5.41), (5.43), (5.46) et (5.47) que,
0 = H2RepImp = 2c3{Rep, q}2, (5.48)
sur l’ensemble W1. Comme d’apre`s (5.23) et (5.41), {Rep, q} < 0 sur l’ensem-
ble W1, on de´duit de (5.48) que c3 = 0 sur l’ensemble W1. On peut alors utiliser
a` nouveau notre e´tude pre´ce´dente pour de´composer la fonction c3 sous la forme,
c3 = b4Rep+ c4q, (5.49)
sur un voisinage ouvert du point γ dans R2n, ou` b4 et c4 de´signent deux fonctions
a` valeurs re´elles, C∞ sur un voisinage ouvert du point γ. On obtient alors d’apre`s
(5.43) et (5.49) la nouvelle de´composition suivante du symbole Imp,
Imp = b5Rep+ c5q3,
sur un voisinage ouvert du point γ dans R2n, avec b5 = b3+ b4q2 et c5 = c4. Pour
terminer la preuve de ce lemme, il suffit d’ite´rer le proce´de´ pre´ce´dent jusqu’a`
l’ordre k. Ceci est bien possible. En effet, supposons que nous disposions d’une
de´composition du symbole Imp de la forme,
Imp = blRep+ clql, (5.50)
sur un voisinage ouvert du point γ dans R2n, avec l un entier ve´rifiant,
1 ≤ l ≤ k − 1,
et bl, cl des fonctions a` valeurs re´elles, C∞ sur un voisinage ouvert du point γ.
Comme quitte a` re´duire le voisinage ouvert V3 du point γ dans R2n, on a d’apre`s
(5.20) et (5.41),
H lRep(clq
l) = cl{Rep, q}l,
sur l’ensemble W1 puisque le terme cl{Rep, q}l est le seul terme apparaissant
lorsque l’on de´veloppe les crochets de Poisson H lRep(clq
l), qui ne posse`de pas en
facteur la fonction q qui s’annule par de´finition sur l’ensemble W1 et que d’apre`s
(5.20), (5.41) et (5.45),
H lRep(blRep) = 0,
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sur l’ensemble W1, on obtient en utilisant (5.26), (5.41) et (5.50) que,
0 = H lRepImp = cl{Rep, q}l,
sur l’ensemble W1. Ce fait induit d’apre`s (5.23) que,
cl = 0 sur l’ensemble W1. (5.51)
Cette identite´ (5.51) permet alors d’e´crire a` nouveau une de´composition de la
fonction cl dans l’ide´al engendre´ par les fonctions Rep et q, et d’ite´rer notre
proce´de´ jusqu’a` l’ordre k. Ceci termine la de´monstration du lemme 5.3. 
Le lemme pre´ce´dent nous permet de trouver des fonctions b et c a` valeurs re´elles
qui sont C∞ sur un voisinage ouvert du point γ telles que,
Imp = bRep+ cqk, (5.52)
sur un voisinage ouvert du point γ dans R2n. Comme par hypothe`se k > 1, un
calcul direct montre d’apre`s (5.20) et (5.41) que,
HImp = bHRep, (5.53)
sur l’ensembleW1. On de´duit alors de (5.32), (5.41) et (5.53) que l’identite´ (5.15)
est ve´rifie´e. Un autre calcul direct utilisant (5.52) donne que,
{Rep, Imp} = {Rep, bRep+ cqk} = Rep{Rep, b}+ {Rep, c}qk
+ ck{Rep, q}qk−1, (5.54)
sur un voisinage ouvert du point γ. Comme par hypothe`se k > 1, on de´duit
de (5.20), (5.32), (5.41), (5.52) et (5.54) qu’il existe un voisinage ouvert W˜ du
point γ tel que l’identite´ (5.52) soit ve´rifie´e sur l’ensemble W˜ ,
p−1({0}) ∩ W˜ ⊂W1, (5.55)
et,
Rep = Imp = {Rep, Imp} = 0, (5.56)
sur l’ensemble p−1({0}) ∩ W˜ . Plus ge´ne´ralement, nous allons ve´rifier que tous
les crochets de Poisson des symboles Rep et Imp avec au plus k occurences de
ces symboles s’annulent sur l’ensemble p−1({0}) ∩ W˜ . En effet, conside´rons des
symboles rj e´gaux soit a` Rep, soit a` Imp pour tout j = 1, ..., s. Remarquons tout
d’abord que d’apre`s (5.32), (5.41) et (5.55),
Hr1 ...Hrs
({Rep, c}qk) = Hr1 ...Hrs(ck{Rep, q}qk−1) = 0, (5.57)
sur l’ensemble p−1({0})∩ W˜ si 1 ≤ s ≤ k− 2 puisqu’il reste en facteur dans tous
les termes qui apparaissent en de´veloppant ces crochets de Poisson la fonction q
qui s’annule sur l’ensemble p−1({0}) ∩ W˜ . Etudions maintenant le terme,
Hr1 ...Hrs
(
Rep{Rep, b}), (5.58)
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pour 1 ≤ s ≤ k−2. On peut d’apre`s l’identite´ (5.54) trouver pour toute fonction
re´gulie`re r des fonctions a1 et b1 a` valeurs re´elles qui sont C∞ sur un voisinage
ouvert du point γ telles que,
HRep(rRep) = Rep HRepr, (5.59)
et,
HImp(rRep) = −r{Rep, Imp}+Rep HImpr = a1Rep+ b1qk−1, (5.60)
sur un voisinage ouvert du point γ. En ite´rant un nombre fini de fois les identite´s
(5.59) et (5.60), on en de´duit que pour tout 1 ≤ s ≤ k − 2,
Hr1 ...Hrs
(
Rep{Rep, b}) ∈ (Rep, qk−s), (5.61)
ou` (Rep, qk−s) de´signe l’ide´al engendre´ par les fonctions Rep et qk−s. Comme on
suppose ici que k − s ≥ 2, on en de´duit d’apre`s (5.32), (5.41) et (5.55) que,
Hr1 ...Hrs
(
Rep{Rep, b}) = 0, (5.62)
pour tout 1 ≤ s ≤ k− 2 sur l’ensemble p−1({0})∩ W˜ . On de´duit alors de (5.54),
(5.56), (5.57) et (5.62) que tous les crochets de Poisson des symboles Rep et Imp
avec au plus k occurences de ces symboles s’annulent sur l’ensemble p−1({0})∩W˜ .
Nous allons maintenant de´montrer que pour toute fonction a ∈ C∞ l’identite´,
HkRe(ap)Im(ap) = |a|2
(
Re(a+ iab)
)k−1
HkRepImp, (5.63)
est ve´rifie´e sur l’ensemble p−1({0})∩ W˜ . Il suffit en fait de de´montrer cette iden-
tite´ dans le cas ou` la fonction a est constante. En effet, en de´veloppant les cro-
chets de Poisson HkRe(ap)Im(ap), on constate que tous les termes ou` apparaissent
des de´rive´es des fonctions Rea et Ima posse`dent au moins un facteur constitue´
d’un crochet de Poisson des symboles Rep et Imp avec au plus k occurences de
ces symboles qui nous venons de le voir s’annule sur l’ensemble p−1({0}) ∩ W˜ .
Conside´rons donc le cas ou` a ∈ C. Comme d’apre`s (5.52),{
Re(ap), Im(ap)
}
= |a|2{Rep, Imp}, (5.64)
HRe(ap) = (Rea)HRep − (Ima)HImp, (5.65)
et,
HImp = bHRep + (Rep)Hb + qk−1(ckHq + qHc), (5.66)
sur l’ensemble ouvert W˜ , il s’ensuit que,
HRe(ap) = Re(a+ iab)HRep − (Ima)
(
Rep Hb + qk−1(ckHq + qHc)
)
, (5.67)
sur l’ensemble ouvert W˜ puisque la fonction b est a` valeurs re´elles. On de´duit en
ite´rant l’identite´ (5.67) que pour tout 1 ≤ l ≤ k − 1,
H lRe(ap) =
(
Re(a+ iab)
)l
H lRep +
l−1∑
j=1
dj,lH
j
Rep +Rep Al + q
k−lBl, (5.68)
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sur l’ensemble ouvert W˜ , ou` les notations dj,l de´signent des fonctions C∞(W˜ )
et, ou` Al et Bl sont des champs de vecteurs C∞ sur l’ensemble ouvert W˜ . En
utilisant (5.64), (5.68) pour l = k − 1 et le fait que tous les crochets de Poisson
avec au plus k occurences des symboles Rep et Imp s’annulent sur l’ensemble
p−1({0}) ∩ W˜ , on en de´duit d’apre`s (5.32), (5.41) et (5.55) que,
HkRe(ap)Im(ap) = H
k−1
Re(ap)
({Re(ap), Im(ap)})
= |a|2(Re(a+ iab))k−1HkRepImp, (5.69)
sur l’ensemble p−1({0})∩ W˜ ce qui de´montre l’identite´ (5.16). Constatons e´gale-
ment au regard des identite´s,
HRe(ap) = (Rea)HRep + (Rep)HRea − (Ima)HImp − (Imp)HIma, (5.70)
et,
HIm(ap) = (Rea)HImp + (Imp)HRea + (Ima)HRep + (Rep)HIma, (5.71)
ve´rifie´es pour toute fonction a ∈ C∞(R2n,C), que la nullite´ de tous les crochets
de Poisson avec au plus k occurences des symboles Rep et de Imp sur l’ensemble
p−1({0}) ∩ W˜ induit la nullite´ de tous les crochets de Poisson avec au plus k
occurences des symboles Re(ap) et de Im(ap) sur l’ensemble p−1({0}) ∩ W˜ . On
peut alors d’apre`s (5.14) appliquer le the´ore`me 5.1 pour trouver une fonction,
a ∈ C∞0 (R2n,C),
et une transformation symplectique re´elle χ d’un voisinage ouvert du point (0, εn)
dans R2n sur un voisinage ouvert Ω du point γ dans R2n telles que,
χ(0, εn) = γ, a(γ) 6= 0 et χ∗(ap) = ξ1 + if(x, ξ′), (5.72)
sur un voisinage ouvert du point (0, εn), ou` f est une fonction a` valeurs re´elles,
C∞ sur un voisinage ouvert du point (0; ε′n) et ξ′ de´signe les variables (ξ2, ..., ξn).
Soulignons bien que cette fonction f est inde´pendante de la variable ξ1. Nous
allons maintenant de´montrer qu’il existe un voisinage ouvert Ω1 du point (0, εn)
dans R2n tel que,
∀ 0 ≤ j ≤ k − 1, ∂
jf
∂xj1
= 0 et
∂kf
∂xk1
< 0, (5.73)
sur l’ensemble χ−1
(
p−1({0}) ∩ Ω) ∩ Ω1. Remarquons tout d’abord que comme
d’apre`s (5.53), (5.55) et (5.70),
HRe(ap) = Re(a+ iab)HRep, (5.74)
sur l’ensemble p−1({0}) ∩ W˜ puisque la fonction b est a` valeurs re´elles et que
d’apre`s (5.72),
Hχ∗(Re(ap)) =
∂
∂x1
6= 0, (5.75)
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sur un voisinage ouvert du point (0, εn), on de´duit de (5.72) que,
Re(a+ iab) 6= 0, (5.76)
sur un voisinage ouvert du point γ. En utilisant ensuite la conservation des
crochets de Poisson par une transformation symplectique, l’imparite´ de l’entier
naturel k et (5.23), on obtient d’apre`s (5.69), (5.72), (5.76) et la remarque pre´ce´-
dente relative a` l’annulation de tous les crochets de Poisson des symboles Re(ap)
et Im(ap) avec au plus k occurences de ces symboles sur l’ensemble p−1({0})∩W˜
qu’il existe un voisinage ouvert Ω1 du point (0, εn) tel que,
∀ 0 ≤ j ≤ k − 1, ∂
jf
∂xj1
= Hjχ∗(Re(ap))χ
∗(Im(ap))
=
(
HjRe(ap)Im(ap)
) ◦ χ = 0, (5.77)
et,
∂kf
∂xk1
= Hkχ∗(Re(ap))χ
∗(Im(ap)) = (HkRe(ap)Im(ap)) ◦ χ
= |a ◦ χ|2(Re(a+ iab) ◦ χ)k−1(HkRepImp) ◦ χ < 0, (5.78)
sur l’ensemble χ−1
(
p−1({0}) ∩ Ω) ∩ Ω1, ce qui de´montre (5.73). Conside´rons
maintenant le symbole,
q˜ := ξ1 + if(x, ξ′), (5.79)
de´fini sur un voisinage ouvert du point (0, εn). On constate d’apre`s (5.14), (5.72)
et (5.73) que le symbole q˜ ve´rifie les hypothe`ses du the´ore`me 5.2 au point (0, εn),
ce qui induit au regard des premie`res lignes de notre de´monstration (cf. (5.18)
et (5.32)) que l’ensemble q˜−1({0}) posse`de une structure de sous-varie´te´ de codi-
mension 2 dans R2n sur un voisinage ouvert Ω2 du point (0, εn) et que,
q˜−1({0}) ∩ Ω2 =
{
(x, ξ) ∈ Ω2 : ξ1 = 0 et ∂
k−1f
∂xk−11
(x, ξ′) = 0
}
, (5.80)
puisque d’apre`s (5.79),
∂k−1f
∂xk−11
= Hk−1Req˜ Imq˜.
On peut choisir d’apre`s (5.72) le voisinage ouvert Ω2 du point (0, εn) tel que,
q˜−1({0}) ∩ Ω2 ⊂ χ−1
(
p−1({0}) ∩ Ω) ∩ Ω1, (5.81)
ou` Ω1 est le voisinage ouvert du point (0, εn) de´fini en (5.73). Conside´rons main-
tenant l’e´quation,
∂k−1f
∂xk−11
(x, ξ′) = 0,
sur un voisinage ouvert du point (0; ε′n). Comme d’apre`s (5.14), (5.72) et (5.79),
q˜(0, εn) = 0, on peut au regard de (5.73) et (5.81) utiliser le the´ore`me des fonc-
tions implicites pour trouver une fonction X(x′, ξ′) qui soit C∞ sur un voisinage
ouvert du point (0′, ε′n) dans R2n−2 telle que,
X(0′, ε′n) = 0, (5.82)
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qui ve´rifie,
∂k−1f
∂xk−11
(x, ξ′) = 0⇐⇒ x1 = X(x′, ξ′), (5.83)
si (x, ξ′) appartient a` un voisinage ouvert du point (0, ε′n) et x′ = (x2, ..., xn). Ceci
nous permet de donner au regard de (5.80) et (5.83) la parame´trisation suivante
de la sous-varie´te´ q˜−1({0}) ∩ Ω2 sur un voisinage ouvert du point (0, εn),{(
X(x′, ξ′), x′; 0, ξ′
)
: (x′, ξ′) de´crivant
un voisinage ouvert du point (0′, ε′n) dans R2n−2
}
. (5.84)
Comme d’apre`s (5.73), (5.81) et (5.84), on a
∀ 0 ≤ j ≤ k − 1, ∂
jf
∂xj1
(
X(x′, ξ′), x′, ξ′
)
= 0,
sur un voisinage ouvert du point (0′, ε′n), l’utilisation de la formule de Taylor
avec reste inte´gral montre d’apre`s (5.73), (5.81), (5.83) et (5.85) que la fonction
suivante qui est inde´pendante de la variable ξ1,
f(x, ξ′)(
x1 −X(x′, ξ′)
)k = ∫ 1
0
∂kf
∂xk1
(
(1− t)X(x′, ξ′) + tx1, x′, ξ′
)(1− t)k−1
(k − 1)! dt,
est C∞ et strictement ne´gative sur un voisinage ouvert du point (0, ε′n). On peut
donc trouver une fonction h inde´pendante de la variable ξ1, strictement positive
et C∞ sur un voisinage ouvert du point (0, ε′n) telle que,
f(x, ξ′)(
x1 −X(x′, ξ′)
)k = −h(x, ξ′)k. (5.85)
En posant,
g(x, ξ′) :=
(
x1 −X(x′, ξ′)
)
h(x, ξ′), (5.86)
on obtient d’apre`s (5.85) que,
f(x, ξ′) = −g(x, ξ′)k, (5.87)
sur un voisinage ouvert du point (0, ε′n) et le calcul direct suivant,{
ξ1, g(x, ξ′)
}
=
∂g
∂x1
(x, ξ′) = h(x, ξ′) +
(
x1 −X(x′, ξ′)
) ∂h
∂x1
(x, ξ′),
montre d’apre`s (5.82) que,{
ξ1, g(x, ξ′)
}
(0, εn) = h(0, ε′n) > 0. (5.88)
Comme d’apre`s (5.82) et (5.86), les fonctions ξ1 et g(x, ξ′) s’annulent au point
(0, εn), on peut alors d’apre`s (5.88) appliquer le lemme 21.3.4 de [12] avec le
couple
(
k/(k+1), 1/(k+1)
)
pour trouver une fonction u strictement positive et
C∞ sur un voisinage ouvert du point (0, εn) telle que,
{Φ,Ψ} = 1, (5.89)
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sur un voisinage ouvert du point (0, εn) pour,
Φ := u
k
k+1 ξ1 et Ψ := u
1
k+1 g(x, ξ′). (5.90)
Pour la suite, nous allons utiliser le lemme suivant.
Lemme 5.4. Il existe une fonction h˜ a` valeurs re´elles, C∞ sur un voisinage
ouvert du point (0, εn) dans R2n telle que,
h˜(0, εn) = 1, dh˜(0, εn) 6= 0 et {Φ, h˜} = {Ψ, h˜} = 0,
sur un voisinage ouvert du point (0, εn) dans R2n. (5.91)
Preuve du lemme 5.4. Conside´rons les champs hamiltoniens re´els v1 := HΦ et
v2 := HΨ ou` Φ et Ψ sont les fonctions de´finies en (5.90). Comme d’apre`s (5.89),
1 = {Φ,Ψ} = σ(HΦ,HΨ) 6= 0,
sur un voisinage ouvert du point (0, εn), les champs de vecteurs v1(0, εn) et
v2(0, εn) sont line´airement inde´pendants. Comme d’apre`s l’identite´ (21.1.3)’ de
[12] et (5.89),
[v1, v2] = [HΦ,HΨ] = H{Φ,Ψ} = 0,
sur un voisinage ouvert du point (0, εn), on peut appliquer le corollaire C.1.2
du volume 3 de [12] pour trouver une fonction h˜ a` valeurs re´elles, C∞ sur un
voisinage ouvert du point (0, εn) et ve´rifiant,
v1h˜ = v2h˜ = 0,
i.e., {
Φ, h˜
}
=
{
Ψ, h˜
}
= 0,
sur un voisinage ouvert du point (0, εn). Comme de plus, si S de´signe une sous-
varie´te´ de codimension 2 dans R2n (donc de dimension 2n − 2 ≥ 2 puisque
ici n ≥ 2) dont le plan tangent au point (0, εn) soit un sous-espace vectoriel
supple´mentaire du plan engendre´ par les vecteurs v1(0, εn) et v2(0, εn), le corol-
laire C.1.2 permet de prescrire la restriction u0 ∈ C∞(S) de la fonction h˜ sur
la sous-varie´te´ S. On peut de ce fait choisir une sous-varie´te´ et une restriction
particulie`res de manie`re a` imposer que,
h˜(0, εn) = 1 et dh˜(0, εn) 6= 0.
Ceci termine la de´monstration du lemme 5.4. 
Reprenons notre de´monstration du the´ore`me 5.2. Le the´ore`me 21.1.6 de [12]
nous permet d’apre`s (5.82), (5.86), (5.90) et (5.91) de trouver de nouvelles coor-
donne´es symplectiques (y, η) au voisinage du point (0, εn) fixant ce point (0, εn)
telles que,
η1 := h˜
1
k+1Φ, y1 := h˜
− 1
k+1Ψ et ηn := h˜, (5.92)
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ou` h˜ est la fonction de´finie par le lemme 5.4. En effet, nous allons ve´rifier que les
hypothe`ses de ce the´ore`me sont bien ve´rifie´es. Tout d’abord, constatons d’apre`s
(5.89) que,
{
h˜
1
k+1Φ, h˜−
1
k+1Ψ
}
= {Φ,Ψ}+ΦΨ{h˜ 1k+1 , h˜− 1k+1}+Φh˜− 1k+1{h˜ 1k+1 ,Ψ}
+ h˜
1
k+1Ψ
{
Φ, h˜−
1
k+1
}
= {Φ,Ψ} = 1, (5.93)
sur un voisinage ouvert du point (0, εn) car un calcul direct montre que,{
h˜
1
k+1 , h˜−
1
k+1
}
= 0,
sur un voisinage ouvert du point (0, εn) et que d’apre`s (5.91), les identite´s
{Φ, h˜} = 0 et {Ψ, h˜} = 0 induisent que,{
Φ, h˜−
1
k+1
}
= 0 et
{
h˜
1
k+1 ,Ψ
}
= 0,
sur un voisinage ouvert du point (0, εn). D’autres calculs analogues utilisant
(5.91) montrent ensuite que,{
h˜
1
k+1Φ, h˜
}
= h˜
1
k+1
{
Φ, h˜
}
+Φ
{
h˜
1
k+1 , h˜
}
= 0, (5.94)
et, {
h˜−
1
k+1Ψ, h˜
}
= h˜−
1
k+1
{
Ψ, h˜
}
+Ψ
{
h˜−
1
k+1 , h˜
}
= 0, (5.95)
sur un voisinage ouvert du point (0, εn). Il faut encore pour appliquer le the´ore`me 21.1.6
ve´rifier que le syste`me de champs de vecteurs re´els,(
H
h˜
1
k+1Φ
,H
h˜
− 1
k+1Ψ
,Hh˜
)
,
est libre au point (0, εn). Pour ce faire, conside´rons un triplet (λ1, λ2, λ3) de R3
tel que,
∆ := λ1H
h˜
1
k+1Φ
(0, εn) + λ2H
h˜
− 1
k+1Ψ
(0, εn) + λ3Hh˜(0, εn) = 0. (5.96)
Comme d’apre`s (5.93) et (5.94),
σ
(
∆,H
h˜
1
k+1Φ
(0, εn)
)
= λ1
{
h˜
1
k+1Φ, h˜
1
k+1Φ
}
(0, εn)
+ λ2
{
h˜−
1
k+1Ψ, h˜
1
k+1Φ
}
(0, εn) + λ3
{
h˜, h˜
1
k+1Φ
}
(0, εn) = −λ2,
on de´duit de (5.96) que λ2 = 0. On obtient de la meˆme manie`re d’apre`s (5.93),
(5.95) et (5.96) que,
0 = σ
(
∆,H
h˜
− 1
k+1Ψ
(0, εn)
)
= λ1,
puis comme d’apre`s (5.91), Hh˜(0, εn) 6= 0, il s’ensuit au regard de (5.96) que
λ3 = 0. Le syste`me
(
d(h˜
1
k+1Φ), d(h˜−
1
k+1Ψ), dh˜
)
est donc libre au point (0, εn).
Ceci montre que les hypothe`ses du the´ore`me 21.1.6 de [12] sont bien remplies.
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On obtient alors en utilisant (5.87), (5.90) et (5.92) que dans le nouveau syste`me
local de coordonne´es symplectiques,
u
k
k+1 h˜
1
k+1
(
ξ1 + if(x, ξ′)
)
= u
k
k+1 h˜
1
k+1
(
ξ1 − ig(x, ξ′)k
)
= Φh˜
1
k+1 − iΨkh˜ 1k+1 = η1 − iyk1ηn,
ce qui puisque la fonction u de´finie en (5.90) est strictement positive et au regard
de (5.72) et (5.88), termine la de´monstration du the´ore`me 5.2. 
Le the´ore`me suivant est une variante du the´ore`me 21.3.3 de [12].
The´ore`me 5.5. Conside´rons p = Rep+ iImp une fonction a` valeurs complexes,
C∞ sur un voisinage ouvert du point γ ∈ R2n ou` n ≥ 2 ve´rifiant,
p(γ) = 0 et {Rep, Imp}(γ) < 0. (5.97)
On peut alors trouver une transformation symplectique re´elle χ d’un voisinage
ouvert du point (0, εn) dans R2n, ou` εn = (0, ..., 0, 1) ∈ Rn, sur un voisinage
ouvert du point γ dans R2n et une fonction a ∈ C∞0 (R2n,C) telles que,
χ(0, εn) = γ, a(γ) 6= 0 et χ∗(ap) = ξ1 − ix1ξn, (5.98)
sur un voisinage ouvert du point (0, εn) dans R2n.
Preuve. On peut appliquer le lemme 21.3.4 de [12] aux fonctions a` valeurs re´elles
Imp, Rep pour le couple (a, b) = (1/2, 1/2) au point γ pour trouver une fonction u
strictement positive et C∞ sur un voisinage ouvert du point γ telle que,
{Imq˜,Req˜} = 1, (5.99)
sur un voisinage ouvert du point γ si,
q˜ := u
1
2 p. (5.100)
On choisit par la meˆme me´thode que celle utilise´e dans la de´monstration du
lemme 5.4 une fonction h˜ a` valeurs re´elles qui soit C∞ sur un voisinage ouvert
du point γ et ve´rifie,
h˜(γ) = 1, dh˜(γ) 6= 0 et {Req˜, h˜} = {Imq˜, h˜} = 0, (5.101)
sur un voisinage ouvert du point γ. On peut alors au regard de (5.97), (5.99),
(5.100), (5.101) et en reprenant les meˆmes arguments que ceux donne´s lors de
la de´monstration du the´ore`me 5.2 a` partir de (5.92) trouver une transformation
symplectique re´elle χ d’un voisinage ouvert du point (0, εn) dans R2n sur un
voisinage ouvert du point γ dans R2n, χ(y, η) = (x, ξ) telle que,
χ(0, εn) = γ, η1 := h˜
1
2Req˜, y1 := −h˜− 12 Imq˜ et ηn := h˜, (5.102)
ce qui permet d’obtenir d’apre`s (5.100) et (5.102) que,
h˜
1
2 q˜ = h˜
1
2u
1
2 p = η1 + ih˜
1
2 Imq˜ = η1 − iy1ηn,
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et termine au regard de (5.101) la de´monstration du the´ore`me 5.5. 
Le re´sultat suivant est une variante de la proposition 26.1.6 de [12].
Proposition 5.6. Conside´rons p une fonction a` valeurs re´elles, C∞ sur R2n ou`
n ≥ 2 et γ : t ∈ [a, b] 7→ γ(t) ∈ R2n, a < b, une bicaracte´ristique du symbole p
i.e.,
∀t ∈ [a, b], p(γ(t)) = 0 et ∀t ∈ [a, b], γ′(t) = Hp(γ(t)). (5.103)
On suppose que l’application t ∈ [a, b] 7→ γ(t) ∈ R2n est injective. On peut alors
trouver un voisinage ouvert V de l’ensemble,{
(x1, 0′; εn) : x1 ∈ [a, b]
} ⊂ R2n, (5.104)
ou` εn = (0, ..., 0, 1) ∈ Rn, et une transformation symplectique re´elle χ de V sur
χ(V ) un voisinage ouvert de l’ensemble γ([a, b]) tels que,
∀x1 ∈ [a, b], χ(x1, 0′; εn) = γ(x1) et ∀(x, ξ) ∈ V, χ∗p = ξ1. (5.105)
Preuve. Supposons pour simplifier les notations que 0 ∈ I = [a, b]. Commenc¸ons
par remarquer que l’on a ne´cessairement,
dp
(
γ(0)
) 6= 0. (5.106)
En effet, si dp
(
γ(0)
)
= 0, l’unicite´ au proble`me de Cauchy suivant,{
y′(t) = Hp
(
y(t)
)
y(0) = γ(0),
(5.107)
dont sont solutions les applications,
t ∈ [a, b] 7→ γ(t) ∈ R2n et t ∈ R→ γ(0) ∈ R2n,
imposerait que l’application t ∈ [a, b] 7→ γ(t) ∈ R2n soit constante et contredirait
l’hypothe`se d’injectivite´ qui est re´alise´e. Comme d’apre`s (5.103), p
(
γ(0)
)
= 0,
on peut appliquer le the´ore`me 21.1.6 de [12] pour trouver une transformation
symplectique re´elle χ d’un voisinage ouvert convexe V0 du point (0, εn) dans R2n
sur un voisinage ouvert du point γ(0) dans R2n telle que,
χ(0, εn) = γ(0) et χ∗p = ξ1 sur l’ensemble ouvert V0. (5.108)
Conside´rons maintenant f une fonction C∞, la conservation par la transforma-
tion symplectique χ des crochets de Poisson (voir (21.1.4) dans [12]) montre au
regard de (5.108) que,
χ∗{p, f} = {χ∗p, χ∗f} = {ξ1, χ∗f} = ∂
∂x1
(χ∗f)
= df
(
χ(x, ξ)
)
.
∂χ(x, ξ)
∂x1
, (5.109)
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sur l’ensemble ouvert V0. Comme d’autre part, on a pour toute fonction f ∈ C∞,
χ∗{p, f} = χ∗(df(y, η).Hp(y, η)) = df(χ(x, ξ)).Hp(χ(x, ξ)), (5.110)
sur l’ensemble ouvert V0, on de´duit de (5.109) et (5.110) que,
df
(
χ(x, ξ)
)
.
∂χ(x, ξ)
∂x1
= df
(
χ(x, ξ)
)
.Hp
(
χ(x, ξ)
)
, (5.111)
sur l’ensemble ouvert V0. Cette identite´ (5.111) valable pour toute fonction C∞
arbitraire f induit l’identite´ suivante,
∂χ(x, ξ)
∂x1
= Hp
(
χ(x, ξ)
)
, (5.112)
sur le voisinage ouvert convexe V0 du point (0, εn). On remarque ensuite d’apre`s
(5.103) et (5.108) que l’application x1 ∈ [a, b] 7→ γ(x1) est solution du proble`me
de Cauchy, {
γ′(x1) = Hp
(
γ(x1)
)
γ(0) = χ(0, εn).
(5.113)
On en de´duit que l’on peut e´tendre d’une manie`re unique l’application χ(x, ξ)
Fig. 3.3 –
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sur un voisinage ouvert V du segment I×{(0′; εn)}, convexe dans la direction x1
de sorte que l’identite´ (5.112) soit ve´rifie´e sur l’ensemble V et que,
∀x1 ∈ [a, b], χ(x1, 0′; εn) = γ(x1). (5.114)
Nous allons maintenant de´montrer que quitte a` re´duire le voisinage ouvert V du
segment I × {(0′; εn)}, cette application χ est un diffe´omorphisme global de V
sur χ(V ). On obtient tout d’abord en diffe´rentiant l’identite´ (5.112) que,
∂
∂x1
(∇χ(x, ξ)) =
 ( ∂∂ξ∇p)(χ(x, ξ))(
− ∂∂x∇p
)(
χ(x, ξ)
)
∇χ(x, ξ), (5.115)
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sur l’ensemble ouvert V . Si on note ensuite x1 7→ Rx′,ξ(x1, 0) la re´solvante de
l’e´quation diffe´rentielle line´aire,
Y ′(x1) =
 ( ∂∂ξ∇p)(χ(x, ξ))(
− ∂∂x∇p
)(
χ(x, ξ)
)
Y (x1), (5.116)
d’origine x1 = 0, on obtient que,
∇χ(x1, x′; ξ) = Rx′,ξ(x1, 0)∇χ(0, x′; ξ). (5.117)
Or, comme la diffe´rentielle dχ(0, x′; ξ) est inversible si (0, x′; ξ) ∈ V0 puisque χ
est une transformation symplectique sur l’ensemble V0 et que l’on peut quitte
a` re´duire le voisinage ouvert V du segment (5.104) en gardant sa proprie´te´ de
convexite´ dans la direction x1 supposer que,
(x1, x′; ξ) ∈ V =⇒ (0, x′; ξ) ∈ V0, (5.118)
on de´duit de (5.117) que la diffe´rentielle dχ(x1, x′; ξ) est inversible pour tout
(x1, x′; ξ) ∈ V d’inverse donne´ par,
dχ(0, x′; ξ)−1Rx′,ξ(0, x1).
Il s’ensuit que l’application χ est un diffe´omorphisme local sur l’ouvert V . Pour
montrer que χ est un diffe´omorphisme global de V sur χ(V ), il nous reste a`
montrer, quitte a` e´ventuellement re´duire ce voisinage ouvert V du segment,
I × {(0′; εn)},
dans R2n que l’application χ est injective sur l’ensemble V . En utilisant le fait que
l’application χ soit un diffe´omorphisme local sur l’ensemble V et la compacite´
du segment I × {(0′; εn)}, on peut trouver un voisinage ouvert V du segment
I×{(0′; εn)} de la forme apparaissant sur la figure ci-contre tel que l’application χ
soit injective sur les ensembles Vj si 1 ≤ j ≤ N et sur les ensembles Wl si
1 ≤ l ≤ N − 1, et que la proprie´te´ (5.118) reste ve´rifie´e. Les quantite´s δ1 et δ2
de´signent ici deux constantes strictement positives. Comme la fonction,
(u, v) 7→ |χ(u, 0′; εn)− χ(v, 0′; εn)|,
ne s’annule pas sur l’ensemble compact,{
u, v ∈ I : |u− v| ≥ δ1/2
}
,
puisque d’apre`s nos hypothe`ses et (5.114), l’application,
t ∈ I 7→ χ(t, 0′; εn) = γ(t) ∈ R2n,
est injective, on peut supposer que la quantite´,
c1 := inf{(u,0′;εn)∈V, (v,0′;εn)∈V :|u−v|≥δ1/2}
|χ(u, 0′; εn)− χ(v, 0′; εn)|, (5.119)
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soit strictement positive. Supposons qu’il existe des points (t, x′; ξ) ∈ V et
(s, y′; η) ∈ V tels que,
χ(t, x′; ξ) = χ(s, y′; η) et (t, x′; ξ) 6= (s, y′; η). (5.120)
L’injectivite´ de l’application χ sur les ensembles Vj pour 1 ≤ j ≤ N et Wl
pour 1 ≤ l ≤ N − 1 implique que les points (t, x′; ξ) et (s, y′; η) ne peuvent pas
appartenir a` un meˆme ensemble Vj ou Wl pour 1 ≤ j ≤ N et 1 ≤ l ≤ N − 1.
Il s’ensuit d’apre`s notre construction de l’ouvert V (cf. figure ci-contre) que
ne´cessairement,
|t− s| ≥ δ1/2 > 0. (5.121)
Conside´rons maintenant la quantite´,
c2 := sup
{(t,x˜′;ξ˜)∈V, |(x˜′,ξ˜)−(0′,εn)|≤δ2}
|χ(t, x˜′; ξ˜)− χ(t, 0′; εn)|. (5.122)
Si on choisit la constante δ2 > 0 suffisamment petite pour que,
c1 − 2c2 > 0, (5.123)
on obtient en utilisant (5.119), (5.120), (5.121), (5.122), (5.123), l’ine´galite´ tri-
angulaire et la forme de l’ouvert V donne´e par la figure ci-contre que,
0 = |χ(t, x′; ξ)− χ(s, y′; η)|
≥ |χ(t, 0′; εn)− χ(s, 0′; εn)| − |χ(t, x′; ξ)− χ(t, 0′; εn)|
−|χ(s, y′; η)− χ(s, 0′; εn)|
≥ c1 − 2c2 > 0,
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ce qui induit une contradiction. Ceci de´montre que l’application χ est injective
sur l’ensemble ouvert V et qu’elle re´alise donc un diffe´omorphisme global de
l’ensemble V sur son image χ(V ). Il s’agit maintenant ve´rifier que l’application χ
est une transformation symplectique. Notons,
χ−1 = (X1, ..., Xn,Ξ1, ...,Ξn). (5.124)
En de´rivant l’identite´ suivante par rapport a` la variable x1,
∀(x, ξ) ∈ V, χ−1 ◦ χ(x, ξ) = (x, ξ),
et en utilisant que l’identite´ (5.112) est ve´rifie´e sur l’ensemble ouvert V , on
obtient d’apre`s (5.124) que,
d(χ−1)
(
χ(x, ξ)
)
.
∂χ(x, ξ)
∂x1
=
(
dX1
(
χ(x, ξ)
)
, ..., dXn
(
χ(x, ξ)
)
, dΞ1
(
χ(x, ξ)
)
, ..., dΞn
(
χ(x, ξ)
))
.Hp
(
χ(x, ξ)
)
=
(
HpX1, ...,HpXn,HpΞ1, ...,HpΞn
)(
χ(x, ξ)
)
= (1, 0, ..., 0). (5.125)
On de´duit de (5.125) que,
HpX1 = 1, HpXj = 0 si j > 1 et HpΞk = 0 si 1 ≤ k ≤ n, (5.126)
sur l’ensemble ouvert χ(V ). Il suffit alors d’utiliser l’identite´ de Jacobi pour
de´montrer que les crochets de Poisson {Xj , Xl}, {Ξj , Xl}, {Ξj ,Ξl} sont constants
sur les orbites du champ hamiltonien Hp si 1 ≤ j, l ≤ n. En effet, e´tudions par
exemple le cas du crochet de Poisson {Xj , Xl}. Les autres crochets de Poisson se
traitent d’une manie`re identique. L’identite´ de Jacobi et (5.126) montrent que,
0 = {p, {Xj , Xl}}+ {Xj , {Xl, p}}+ {Xl, {p,Xj}}
= {p, {Xj , Xl}} = Hp
({Xj , Xl}), (5.127)
sur l’ensemble ouvert χ(V ). Cette identite´ (5.127) induit que le crochet de Poisson
{Xj , Xl} est constant le long des orbites du champ hamiltonien Hp. En utilisant
enfin que les relations,
{Xj , Xl} = 0, {Ξj , Xl} = δj,l, {Ξj ,Ξl} = 0, (5.128)
sont ve´rifie´es sur l’ensemble ouvert χ(V0) puisque d’apre`s (5.108), l’application χ
est une transformation symplectique de l’ensemble ouvert V0 sur l’ensemble ou-
vert χ(V0), les faits que les crochets de Poisson {Xj , Xl}, {Ξj , Xl}, {Ξj ,Ξl} pour
1 ≤ j, l ≤ n soient constants le long des orbites du champ hamiltonien Hp et que
les courbes x1 7→ χ(x1, x′; ξ) soient des orbites du champ hamiltonien Hp puisque
l’identite´ (5.112) est ve´rifie´e sur l’ouvert V , on en de´duit au regard de (5.118) que
les relations (5.128) sont ve´rifie´es sur l’ensemble χ(V ). Ceci de´montre que χ est
une transformation symplectique re´elle de l’ensemble ouvert V sur l’ouvert χ(V ).
Il nous reste encore pour terminer la de´monstration de cette proposition 5.6 a`
ve´rifier que l’identite´,
χ∗p = ξ1, (5.129)
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est ve´rifie´e sur l’ensemble ouvert V . Comme d’apre`s (5.103) et (5.108),
(χ∗p)(0, εn) = p
(
γ(0)
)
= 0,
cette identite´ (5.129) est une conse´quence des identite´s suivantes ve´rifie´es pour
toute fonction f re´gulie`re sur l’ensemble ouvert V et de la proprie´te´ de connexite´
de l’ensemble V ,
∂
∂x1
(χ∗f) = df
(
χ(x, ξ)
)
.
∂χ(x, ξ)
∂x1
= df
(
χ(x, ξ)
)
.Hp
(
χ(x, ξ)
)
= χ∗{p, f} = {χ∗p, χ∗f},
ou` on a utilise´ successivement pour obtenir les e´galite´s pre´ce´dentes que l’identite´
(5.112) est ve´rifie´e sur l’ensemble ouvert V et que χ est une transformation sym-
plectique sur l’ensemble V . Ceci termine la de´monstration de la proposition 5.6.

Le re´sultat suivant est une variante de la proposition 26.4.13 de [12].
Proposition 5.7. Conside´rons une fonction p ∈ C∞(R2n,C) ou` n ≥ 2, un inter-
valle compact I := [a, b] tel que a < b et t ∈ I 7→ γ(t) ∈ R2n une bicaracte´ristique
unidimensionnelle du symbole p i.e.,
∀t ∈ I, p(γ(t)) = 0 et γ′(t) = c(t)Hp(γ(t)) 6= 0, (5.130)
ou` c ∈ C∞(I,C). On suppose que l’application t ∈ I 7→ γ(t) ∈ R2n est injective.
On peut alors trouver une transformation symplectique re´elle χ d’un voisinage
ouvert V de l’ensemble, {
(x1, 0′; εn) : x1 ∈ I
} ⊂ R2n, (5.131)
ou` εn = (0, ..., 0, 1) ∈ Rn, sur un voisinage ouvert de l’ensemble γ(I) dans R2n
et une fonction a ∈ C∞0 (R2n,C) qui ne s’annule pas sur l’ensemble γ(I) telles
que,
∀x1 ∈ I, χ(x1, 0′; εn) = γ(x1) et χ∗(ap) = ξ1 + if(x, ξ′), (5.132)
sur l’ensemble ouvert V , ou` f de´signe une fonction C∞ a` valeurs re´elles et
inde´pendante de la variable ξ1.
Preuve. Le fait que l’application t ∈ I 7→ γ(t) ∈ R2n soit injective et que d’apre`s
(5.130), ∀t ∈ I, γ′(t) 6= 0, nous permet de trouver une fonction q ∈ C∞(R2n,C)
telle que,
∀t ∈ I, q(γ(t)) = c(t). (5.133)
Nous allons ve´rifier que les identite´s suivantes sont bien ve´rifie´es,
∀t ∈ I, γ′(t) = HRe(qp)
(
γ(t)
)
et dIm(qp)
(
γ(t)
)
= 0. (5.134)
En effet, constatons tout d’abord que d’apre`s (5.130) et (5.133), on a
γ′(t) = c(t)Hp
(
γ(t)
)
= q
(
γ(t)
)
Hp
(
γ(t)
)
=
(
Hqp − pHq
)(
γ(t)
)
= Hqp
(
γ(t)
)
, (5.135)
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puisque p
(
γ(t)
)
= 0 pour tout t ∈ I. En utilisant ensuite que γ(t) ∈ R2n et
γ′(t) ∈ R2n, on obtient que pour tout t ∈ I,
γ′(t) = HRe(qp)
(
γ(t)
)
et HIm(qp)
(
γ(t)
)
= 0,
i.e.,
dIm(qp)
(
γ(t)
)
= 0,
ce qui de´montre l’identite´ (5.134). On peut alors appliquer d’apre`s (5.130) et
(5.134) la proposition 5.6 a` la fonction Re(qp) pour trouver un voisinage ouvert V
de l’ensemble, {
(x1, 0′; εn) : x1 ∈ [a, b]
} ⊂ R2n,
et une transformation symplectique re´elle χ de l’ensemble ouvert V sur un voisi-
nage ouvert χ(V ) de l’ensemble γ(I) dans R2n tels que,
∀x1 ∈ I, χ(x1, 0′; εn) = γ(x1) et ∀(x, ξ) ∈ V, χ∗
(
Re(qp)
)
= ξ1. (5.136)
On de´duit de (5.136) que l’on peut trouver une fonction g ∈ C∞(R2n,R) telle
que,
χ∗(qp) = ξ1 + ig(x, ξ), (5.137)
sur l’ensemble ouvert V . Comme d’apre`s (5.130), p
(
γ(I)
)
= {0}, on obtient
d’apre`s (5.136) et (5.137) que,
g = 0 sur le segment I × {(0′; εn)}. (5.138)
En utilisant le fait que la transformation χ soit un diffe´omorphisme, on de´duit
aussi de (5.134), (5.136) et (5.137) que,
dg = 0 sur le segment I × {(0′; εn)}. (5.139)
On peut alors au regard de (5.138) appliquer le the´ore`me de pre´paration de
Malgrange (The´ore`me 7.5.6 dans [12]) au point (x˜0, 0′; εn) si x˜0 ∈ I pour trouver
une constante ε0 > 0 et des fonctions hx˜0(x, ξ), rx˜0(x, ξ
′) qui sont C∞ sur un
voisinage ouvert du point (x˜0, 0′; εn) dont la seconde est inde´pendante de la
variable ξ1 telles que,
ξ1 = hx˜0(x, ξ)
(
ξ1 + ig(x, ξ)
)
+ rx˜0(x, ξ
′), (5.140)
pour tout (x, ξ) ∈ Vx˜0 si,
Vx˜0 :=
{
(x, ξ) ∈ R2n : |x1 − x˜0| < ε0 et |(x′; ξ)− (0′; εn)| < ε0
}
. (5.141)
En utilisant la compacite´ du segment I × {(0′; εn)}, on peut extraire un sous-
recouvrement fini du recouvrement forme´ par les ouverts Vx˜0 pour tout x˜0 ∈ I,
⋃
x∈I
Vx, I × {(0′; εn)} ⊂
N⋃
j=1
Vx˜j , (5.142)
ou`,
Vx˜j :=
{
(x, ξ) ∈ R2n : |x1 − x˜j | < εj et |(x′; ξ)− (0′; εn)| < εj
}
.
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Conside´rons ensuite une partition de l’unite´ C∞ telle que,
χ1(x1) + ...+ χN (x1) = 1, (5.143)
si x1 appartient a` un voisinage ouvert du segment I contenu dans l’ensemble
ouvert,
N⋃
j=1
{x1 ∈ R : |x1 − x˜j | < εj}, (5.144)
et,
χj ∈ C∞0 (R,R), suppχj ⊂ {x1 ∈ R : |x1 − x˜j | < εj}. (5.145)
On en de´duit que quitte a` re´duire suffisamment le voisinage ouvert V du segment
I × {(0′; εn)} l’identite´,
ξ1 = h(x, ξ)
(
ξ1 + ig(x, ξ)
)
+ r(x, ξ′), (5.146)
est ve´rifie´e sur l’ensemble ouvert V si on pose,
h(x, ξ) :=
N∑
j=1
χj(x1)hx˜j (x, ξ) et r(x, ξ
′) :=
N∑
j=1
χj(x1)rx˜j (x, ξ
′). (5.147)
Nous allons maintenant de´montrer les identite´s suivantes,
h = 1 et dr = 0 sur le segment I × {(0′; εn)}. (5.148)
En effet, en diffe´rentiant l’identite´ (5.146), on obtient l’identite´,
dξ1 = h(x, ξ)(dξ1 + idg) + dh(x, ξ)(ξ1 + ig) + dr(x, ξ′), (5.149)
qui e´value´e sur le segment I × {(0′; εn)} montre d’apre`s (5.138) et (5.139) que,
dξ1 = h(x, ξ)dξ1 + dr(x, ξ′), (5.150)
sur le segment I × {(0′; εn)}. En invoquant l’inde´pendance de la fonction r par
rapport a` la variable ξ1, l’identite´ (5.150) induit l’identite´ (5.148). Nous allons
maintenant choisir de nouvelles coordonne´es symplectiques locales sur l’ensemble
ouvert V . Conside´rons tout d’abord les deux premie`res coordonne´es,
y1 := x1 et η1 := ξ1 − Rer(x, ξ′). (5.151)
Il reste a` choisir les coordonne´es restantes y2, ..., yn, η2, ..., ηn. Commenc¸ons par
constater que l’application x1 ∈ I 7→ (x1, 0′; εn) ∈ R2n est injective et qu’elle est
solution du proble`me de Cauchy suivant,{
Y ′(x1) = Hη1
(
Y (x1)
)
Y (0) = (0, εn),
(5.152)
puisque d’apre`s (5.148) et (5.151),
∀x1 ∈ I, Hη1(x1, 0′; εn) = (1, 0′; 0). (5.153)
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Un raisonnement identique a` celui utilise´ lors de la de´monstration de la proposi-
tion 5.6 a` partir de (5.113) montre que le flot ψ(x1, x′; ξ) de´fini comme solution
du proble`me de Cauchy,{
∂ψ(x1,x′;ξ)
∂x1
= Hη1
(
ψ(x1, x′; ξ)
)
ψ(0, x′; ξ) = (0, x′; ξ),
(5.154)
est un diffe´omorphisme global d’un voisinage ouvert du segment I×{(0′; εn)} sur
un autre voisinage ouvert du segment I×{(0′; εn)} qui laisse invariant point par
point ce segment I×{(0′; εn)}. En utilisant ce diffe´omorphisme ψ, on peut de´finir
des variables y2, ..., yn, η2, ..., ηn de´finies sur un voisinage ouvert du segment
I × {(0′; εn)} telles que,
y2 := x2, ..., yn := xn, η2 := ξ2, ..., ηn := ξn lorsque x1 = 0, (5.155)
en imposant a` ces variables y2, ..., yn, η2, ..., ηn d’eˆtre constantes le long des orbites
du champ hamiltonien Hη1 . Par construction, on obtient que,
{η1, y2} = ... = {η1, yn} = {η1, η2} = ... = {η1, ηn} = 0, (5.156)
sur un voisinage ouvert du segment I×{(0′; εn)}. D’autre part, on a aussi d’apre`s
(5.151) que,
{η1, y1} =
{
ξ1 − Rer(x, ξ′), x1
}
= 1, (5.157)
sur un voisinage ouvert du segment I × {(0′, εn)}. Comme l’identite´ de Jacobi
montre d’apre`s (5.156) que,
0 = {η1, {η2, y2}}+ {η2, {y2, η1}}+ {y2, {η1, η2}} = Hη1
({η2, y2}), (5.158)
il s’ensuit que le crochet de Poisson {η2, y2} est constant le long des courbes
inte´grales du champ hamiltonien Hη1 . Le meˆme raisonnement montre que c’est
le cas e´galement de tous les crochets de Poisson de deux variables choisies parmi
y1, ..., yn, η2, ..., ηn. On en de´duit en utilisant le fait que ψ soit le diffe´omorphisme
associe´ au proble`me de Cauchy (5.154) et d’apre`s la de´finition que nous avons
donne´e des variables y2,...,yn, η2,...,ηn que les relations,
{yj , yl} = 0, {ηj , ηl} = 0, {ηj , yl} = δj,l, (5.159)
pour 1 ≤ j, l ≤ n, qui sont ve´rifie´es pour x1 = 0 sur un voisinage ouvert du
point (0′, εn) d’apre`s (5.151), (5.155), (5.156) et (5.157), le sont e´galement sur
un voisinage ouvert du segment I×{(0′; εn)}. On obtient ainsi une transformation
symplectique re´elle associe´e a` ce changement de coordonne´es locales,
χ˜(y, η) = (x, ξ), (5.160)
d’un voisinage ouvert du segment I × {(0′; εn)} sur un autre voisinage ouvert
du segment I × {(0′; εn)} qui d’apre`s (5.151) laisse invariant point par point ce
segment I × {(0′; εn)} et, ve´rifie d’apre`s (5.146) et (5.151),
χ˜∗
[
h(x, ξ)
(
ξ1 + ig(x, ξ)
)]
= η1 + if(y, η), (5.161)
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sur un voisinage ouvert du segment I × {(0′; εn)} si,
f(y, η) := −Imr(χ˜(y, η)). (5.162)
En utilisant que la transformation symplectique χ˜ conserve les crochets de Pois-
son, on obtient d’apre`s (5.151) et (5.162) que,
∂f
∂η1
= {f, y1} = −{Imr(x, ξ′), x1} = 0, (5.163)
sur un voisinage ouvert du segment I × {(0′; εn)} puisque la fonction r est in-
de´pendante de la variable ξ1. On de´duit finalement de (5.162) et (5.163) que la
fonction f est a` valeurs re´elles et est inde´pendante de la variable η1, ce qui au
regard de (5.130), (5.133), (5.136), (5.137), (5.148) et (5.161) termine la de´mon-
stration de la proposition 5.7. 
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Chapitre 4
Etude du pseudo-spectre de
l’oscillateur harmonique non
auto-adjoint unidimensionnel.
Le quatrie`me chapitre de cette the`se propose une e´tude comple`te du pseudo-
spectre de l’oscillateur harmonique non auto-adjoint unidimensionnel. Il reprend
le contenu de l’article [22], A complete study of the pseudo-spectrum for the ro-
tated harmonic oscillator, qui a e´te´ accepte´ pour publication dans le Journal of
the London Mathematical Society et qui recouvre une e´tude comple`te des
ensembles pseudo-spectraux semi-classiques et des ensembles ε-pseudo-spectraux
classiques de l’oscillateur harmonique non auto-adjoint unidimensionnel. Cette
e´tude permet de donner une de´monstration de la conjecture de Boulton e´nonce´e
a` la section 1.2 du chapitre 1. Mentionnons que nous avons garde´ ici la structure
originelle de l’article [22], afin de permettre une lecture de ce texte inde´pendante
de celle des chapitres pre´ce´dents. Les nume´rotations et les notations adopte´es
sont de ce fait propres et internes a` cet article.
Re´sume´. On e´tudie dans cet article les ensembles pseudo-spectraux de l’oscil-
lateur harmonique non auto-adjoint unidimensionnel. Les ensembles pseudo-
spectraux d’un ope´rateur sont des sous-ensembles du plan complexe qui de´crivent
les re´gions ou` la re´solvante est grande en norme. L’e´tude de ces sous-ensembles
permet de comprendre la stabilite´ du spectre par rapport a` d’e´ventuelles per-
turbations de l’ope´rateur et le possible calcul de  valeurs propres aberrantes 
pouvant eˆtre tre`s e´loigne´es des valeurs spectrales par les algorithmes pour le cal-
cul nume´rique de valeurs propres. L’oscillateur harmonique non auto-adjoint est
l’exemple le plus simple d’hamiltonien quadratique classique non auto-adjoint.
Il a de´ja` fait l’objet de plusieurs e´tudes comme celles notamment de E.B.Davies
et de L.S.Boulton. Dans un de ces travaux, L.S.Boulton e´nonce une conjecture
concernant les ensembles pseudo-spectraux qui donne une description fine des
instabilite´s spectrales qui se de´veloppent pour les hautes e´nergies de cet ope´ra-
teur. On peut de´montrer cette conjecture a` partir d’un re´sultat de N.Dencker,
J.Sjo¨strand et M.Zworski qui donne une borne pour la norme de la re´solvante
de certains ope´rateurs pseudo-diffe´rentiels semi-classiques dans un cadre tre`s
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ge´ne´ral. Cet article propose une preuve plus e´le´mentaire de ce re´sultat qui utilise
seulement un de´coupage dans l’espace des fre´quences.
1. Introduction.
1.1. Divers faits concernant les ensembles pseudo-spectraux.
Depuis quelques anne´es, il y a eu un vif inte´reˆt porte´ a` l’e´tude de la notion de
pseudo-spectre pour les ope´rateurs non auto-adjoints. Commenc¸ons par rappeler
quelques faits classiques et connus sur cette notion. Le de´veloppement de ce su-
jet s’explique par le fait que dans un certain nombre de proble`mes d’inge´nierie
mathe´matique ou` interviennent naturellement des ope´rateurs non auto-adjoints,
on note de sensibles diffe´rences entre d’un coˆte´ les re´sultats the´oriques et les pre´-
dictions sugge´re´es par l’analyse spectrale de ces ope´rateurs, et d’un autre coˆte´
les re´sultats obtenus par simulation nume´rique. Ce constat originel laisse penser
que dans certains cas la connaissance seule du spectre d’un ope´rateur ne per-
met pas de comprendre suffisamment son action. C’est ainsi que pour supple´er
a` cet apparent manque d’information contenu dans le spectre de nouveaux sous-
ensembles du plan complexe appele´s pseudo-spectres ont e´te´ introduits. L’ide´e
sous-jacente a` la de´finition de ces nouveaux objets est qu’il s’ave`re inte´ressant d’e´-
tudier non seulement les points ou` la re´solvante d’un ope´rateur n’est pas de´finie
i.e. son spectre mais e´galement la` ou` elle est en norme de taille significative.
On se re´fe`re ici a` l’article L.N.Trefethen [27] pour la de´finition du ε-pseudo-
spectre σε(A) d’une matrice ou d’un ope´rateur A,
σε(A) :=
{
z ∈ C, ‖(zI −A)−1‖ ≥ 1
ε
}
.
On convient d’e´crire dans l’expression ci-dessus que ‖(zI − A)−1‖ = +∞ si le
point z appartient au spectre de l’ope´rateur A. On constate que les ε-pseudo-
spectres d’un ope´rateur sont des ensembles croissants au sens de l’inclusion par
rapport au parame`tre strictement positif ε et qu’ils contiennent tous le spectre
de l’ope´rateur. L’e´tude des ensembles ε-pseudo-spectraux d’un ope´rateur se re´-
duit donc d’apre`s la de´finition pre´ce´dente a` l’e´tude des lignes de niveau de la
norme de sa re´solvante. Il est inte´ressant de noter que cette e´tude des lignes de
niveau de la norme de la re´solvante d’un ope´rateur permet d’appre´cier sa stabil-
ite´ spectrale par rapport a` des perturbations. En effet, on peut donner une autre
description des ensembles ε-pseudo-spectraux d’un ope´rateur en terme du spec-
tre de perturbations de cet ope´rateur puisque pour toute matrice A ∈ Mn(C),
on a l’identite´,
σε(A) =
{
z ∈ C : il existe une matrice ∆A ∈Mn(C) ve´rifiant ‖∆A‖ ≤ ε
telle que z ∈ σ(A+∆A)},
si on note ci-dessus σ(A+∆A) pour de´signer le spectre de la matrice A+∆A.
Cette deuxie`me description montre qu’un nombre complexe z appartient au ε-
pseudo-spectre d’une matrice A si et seulement s’il appartient au spectre d’une
perturbation A + ∆A de taille ‖∆A‖ ≤ ε de cette matrice. On comprend avec
239
Pseudo-spectre de l’oscillateur harmonique non auto-adjoint unidimensionnel.
ce nouveau point de vue l’inte´reˆt d’e´tudier de tels sous-ensembles lorsque l’on
cherche par exemple a` de´terminer nume´riquement les valeurs propres d’un ope´ra-
teur. Pour mener a` bien un tel calcul, on commence par effectuer une discre´ti-
sation de cet ope´rateur. Cette discre´tisation et les ine´vitables erreurs d’arrondis
qui se produisent lors des calculs nume´riques vont ge´ne´rer des perturbations de
l’ope´rateur initial ce qui induit en fin de compte que les algorithmes pour le cal-
cul des valeurs propres vont de´terminer des valeurs propres d’une perturbation
de l’ope´rateur initial i.e. une valeur d’un ε-pseudo-spectre mais pas ne´cessaire-
ment une valeur spectrale. Dans le cas auto-adjoint, le spectre d’un ope´rateur
est stable sous de petites perturbations. Cette proprie´te´ de stabilite´ est une con-
se´quence du the´ore`me spectral qui induit que le ε-pseudo-spectre d’un ope´rateur
auto-adjoint A co¨ıncide exactement avec le ε-voisinage de son spectre σ(A),
σε(A) =
{
z ∈ C : d(z, σ(A)) ≤ ε},
ou` d
(
z, σ(A)
)
de´signe la distance entre le point z et l’ensemble σ(A). Cepen-
dant, cette proprie´te´ de stabilite´ n’est ge´ne´ralement plus du tout ve´rifie´e pour
les ope´rateurs non auto-adjoints. Le spectre de ces ope´rateurs peut alors eˆtre tre`s
instable sous de petites perturbations.
1.2. Quelques re´sultats sur l’oscillateur harmonique non auto-
adjoint.
L’oscillateur harmonique non auto-adjoint est de´fini comme l’ope´rateur,
Hc = − d
2
dx2
+ cx2,
ou` c de´signe un nombre complexe ve´rifiant Re c > 0 et Im c > 0. On suppose que
Hc ope`re sur L2(R) avec des conditions de Dirichlet aux bords. Plus pre´cise´ment,
l’ope´rateur Hc est de´fini comme la fermeture de l’ope´rateur m-sectoriel associe´
a` la forme quadratique m-sectorielle Qc via le the´ore`me de repre´sentation de
Friedrichs (cf. [15]),
Qc(f, g) =
∫ +∞
−∞
f ′(x)g′(x)dx+ c
∫ +∞
−∞
x2f(x)g(x)dx,
ou` f, g sont des e´le´ments de l’espace,
W 1,2(R) ∩
{
f ∈ L2(R) :
∫ +∞
−∞
x2|f(x)|2dx < +∞
}
.
Comme l’a de´montre´ L.S.Boulton dans [2], les sous-espaces C∞0 (R) et S(R) sont
des cœurs pour la forme quadratique de´finissant l’ope´rateur Hc dont le spectre
est compose´ uniquement de valeurs propres de multiplicite´ un,
σ(Hc) =
{
λn = c1/2(2n+ 1) : n ∈ N
}
.
Si n ∈ N et Hn de´signe le nie`me polynoˆme de Hermite,
Ψn(x) := c1/8Hn(c1/4x)e−c
1/2x2/2,
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est une fonction propre de Hc associe´e a` la valeur propre λn,
HcΨn = λnΨn.
Dans son article [2], L.S.Boulton de´montre tout d’abord que la norme de la
re´solvante tend vers l’infini le long des courbes de la forme η 7→ bη + cηp
(The´ore`me 3.3 dans [2]) ou` b et p sont des constantes strictement positives,
inde´pendantes de η ve´rifiant 1/3 < p < 3 i.e,∥∥(Hc − (bη + cηp))−1∥∥→ +∞ lorsque η → +∞. (1.2.1)
D’un autre coˆte´, il e´tablit que la re´solvante (Hc − z)−1 reste borne´e en norme
lorsque |z| → +∞ le long de certaines demi-droites paralle`les aux demi-droites
R+ ou cR+. Plus pre´cise´ment, il de´montre qu’il existe des constantes strictement
positives d et Md telles que,
sup
η∈R∗+, 0≤b≤d
∥∥(Hc − (η + ib))−1∥∥ ≤Md et
sup
η∈R∗+, 0≤b≤d
∥∥(Hc − c(η − ib))−1∥∥ ≤Md. (1.2.2)
Ces bornes permettent d’obtenir certaines informations concernant la forme
des ε-pseudo-spectres de l’ope´rateur Hc. En effet, au regard de ces re´sultats
L.S.Boulton montre que pour toute valeur suffisamment petite du parame`tre
strictement positif ε, le ε-pseudo-spectre de l’ope´rateur Hc est contenu dans
l’ensemble grise´ de la figure suivante ou` les valeurs propres de Hc sont note´es par
les symboles .
Fig. 4.1 –
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Plus pre´cise´ment, il e´tablit que pour tout 0 < δ < 1 et m ∈ N, il existe une
constante strictement positive ε0 telle que pour tout 0 < ε < ε0,
σε(Hc) ⊂
m⋃
n=0
{z ∈ C : |z − λn| < δ} ∪
[
λm+1 − δc1/2 + S(0, arg c)
]
, (1.2.3)
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ou`,
S(0, arg c) = {z ∈ C∗ : 0 ≤ arg z ≤ arg c} ∪ {0}.
Au regard de certaines simulations nume´riques re´alise´es par E.B.Davies dans [5],
L.S.Boulton a conjecture´ que l’indice p = 1/3 est re´ellement l’indice critique.
Plus pre´cise´ment, conside´rons des constantes 0 < p < 1/3, 0 < δ < 1 et m ∈ N.
Si bm,p et E sont des constantes strictement positives ve´rifiant,
bm,pE + cEp = λm et ∀η > E, arg zη < arg(c1/2),
ou` zη = bm,pη + cηp, on pose,
Ωm,p :=
{|zη|eiθ ∈ C : η ≥ E et arg zη ≤ θ ≤ arg(zηc/|c|)}.
La conjecture de Boulton s’e´nonce comme suit.
Conjecture de Boulton. Il existe ε0 > 0 tel que pour tout 0 < ε < ε0,
σε(Hc) ⊂
m⋃
n=0
{z ∈ C : |z − λm| < δ} ∪ Ωm,p.
Le but de cet article est de de´montrer ce re´sultat qui permet de pre´ciser quelle
est la forme des ε-pseudo-spectres de l’oscillateur harmonique non auto-adjoint.
Notons qu’au regard de (1.2.1), cette description est optimale. La de´monstration
que nous allons proposer dans les lignes qui vont suivre, utilise l’e´tude dans
un cadre semi-classique d’une autre notion de pseudo-spectre pour l’ope´rateur
−h2(∂x)2 + reiαx2, r > 0, 0 < α < pi, que nous allons maintenant de´finir.
2. Pseudo-spectre semi-classique.
2.1. De´finition du pseudo-spectre semi-classique et du pseudo-
spectre d’injectivite´ semi-classique.
Dans un cadre semi-classique, on de´finit deux notions d’ensembles pseudo-spec-
traux semi-classiques.
De´finition 1. Conside´rons (Ph)0<h≤1 une famille semi-classique d’ope´rateurs
sur L2(Rn) de´finis sur un domaine D. Pour tout µ ≥ 0, l’ensemble,
Λscµ (Ph) = {z ∈ C : ∀C > 0,∀h0 > 0,∃ 0 < h < h0, ‖(Ph − z)−1‖ ≥ Ch−µ},
est appele´ pseudo-spectre semi-classique d’indice µ de la famille (Ph)0<h≤1 (on
e´crit par convention ‖(Ph−z)−1‖ = +∞ si z appartient au spectre de l’ope´rateur
Ph). Le pseudo-spectre semi-classique d’indice infini est de´fini par,
Λsc∞(Ph) =
⋂
µ≥0
Λscµ (Ph).
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Au regard de cette de´finition, les points de l’ensemble comple´mentaire de Λscµ (Ph)
sont les points du plan complexe pour lesquels on a le controˆle suivant de la norme
de la re´solvante si h est suffisamment petit,
∃C > 0,∃h0 > 0,∀ 0 < h < h0, ‖(Ph − z)−1‖ < Ch−µ.
Il est e´galement inte´ressant d’introduire une autre notion qui est celle de pseudo-
spectre d’injectivite´ semi-classique.
De´finition 2. Conside´rons (Ph)0<h≤1 une famille semi-classique d’ope´rateurs
sur L2(Rn) de´finis sur un domaine D. Pour tout µ ≥ 0, l’ensemble,
λscµ (Ph) = {z ∈ C : ∀C > 0,∀h0 > 0,∃ 0 < h < h0,
∃u ∈ D, ‖u‖L2 = 1, ‖(Ph − z)u‖L2 ≤ Chµ},
est appele´ pseudo-spectre d’injectivite´ semi-classique d’indice µ de la famille
(Ph)0<h≤1. Le pseudo-spectre d’injectivite´ semi-classique d’indice infini est de´fini
par,
λsc∞(Ph) =
⋂
µ≥0
λscµ (Ph).
Le pseudo-spectre d’injectivite´ semi-classique d’indice µ est par de´finition l’ensem-
ble des points du plan complexe qui sont des  presque valeurs propres  avec une
de´croissance en O(hµ) lorsque h→ 0+. On remarque que les ensembles pseudo-
spectraux d’injectivite´ semi-classiques comme les ensembles pseudo-spectraux
semi-classiques sont de´croissants par rapport a` l’indice. L’absence de pseudo-
spectre d’injectivite´ semi-classique en un point donne´ est caracte´rise´e par l’ex-
istence d’un certain type d’estimation a priori. En effet, il n’y a pas de pseudo-
spectre d’injectivite´ semi-classique d’indice µ au point z si et seulement si on
a,
∃C > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ D,
‖(Ph − z)u‖L2 ≥ Chµ‖u‖L2 . (2.1.1)
On dit qu’il n’y a aucune perte de puissance de h, respectivement une perte d’au
plus hµ pour les points de l’ensemble comple´mentaire du pseudo-spectre d’injec-
tivite´ semi-classique d’indice 0, respectivement d’indice µ lorsque le parame`tre µ
est strictement positif. En toute ge´ne´ralite´, les inclusions suivantes sont ve´rifie´es,
∀µ ≥ 0, λscµ (Ph) ⊂ Λscµ (Ph). (2.1.2)
Pour obtenir l’e´galite´ entre ces sous-ensembles, on a besoin d’une proprie´te´ sup-
ple´mentaire de surjectivite´ concernant ces ope´rateurs qui est par exemple re´alise´e
lorsque ces ope´rateurs sont des ope´rateurs de Fredholm d’indice 0. On peut aussi
remarquer que si Ph− z est un ope´rateur ferme´ a` domaine dense et z 6∈ λscµ (P ∗h ),
l’estimation a priori (2.1.1) pour l’ope´rateur P ∗h − z implique la surjectivite´ de
l’ope´rateur Ph − z si h est suffisamment petit. Sous ces hypothe`ses, z ∈ Λscµ (Ph)
implique que z ∈ λscµ (Ph).
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En fait, si on suppose que Ph−z est un ope´rateur ferme´, l’absence de pseudo-
spectre d’injectivite´ semi-classique au point z pour l’ope´rateur Ph donne un con-
troˆle de la norme de l’inverse a` gauche,
(Ph − z)−1 : Im(Ph − z)→ D,
puisque l’estimation (2.1.1) induit que l’image Im(Ph − z) de l’ope´rateur Ph − z
est ferme´e dans L2(Rn). Les de´finitions pre´ce´dentes diffe´rent de celle donne´e
dans [7] pour un ope´rateur pseudo-diffe´rentiel semi-classique. En fait, on a choisi
des de´finitions d’ensembles pseudo-spectraux inspire´es par la remarque de [7]
p.388 puisque ces de´finitions de´pendent des proprie´te´s de l’ope´rateur plutoˆt que
de celle de son symbole.
Remarque. Le spectre d’un ope´rateur auto-adjoint est purement re´el. Cette pro-
prie´te´ est encore vraie pour le pseudo-spectre d’injectivite´ semi-classique d’une
famille semi-classique d’ope´rateurs auto-adjoints. En effet, si (Ph)0<h≤1 est une
famille semi-classique d’ope´rateurs auto-adjoints sur L2(Rn) de´finis sur un do-
maine D alors l’estimation a priori standard,
∀z ∈ C,∀u ∈ D, ‖Phu− zu‖L2 ≥ | Im z|‖u‖L2 ,
de´montre que pour tout µ ≥ 0, le pseudo-spectre d’injectivite´ semi-classique
d’indice µ de (Ph)0<h≤1 est contenu dans R.
Exemple. Le pseudo-spectre semi-classique d’indice infini de l’oscillateur har-
monique semi-classique,
−h2 d
2
dx2
+ x2,
est exactement R∗+ puisque son spectre est compose´ des valeurs propres de mul-
tiplicite´ un,
{h(2n+ 1) : n ∈ N},
et que l’on peut ve´rifier sur l’ensemble comple´mentaire de R∗+ dans C, les esti-
mations suivantes,
∀h > 0,∀u ∈ C∞0 (R),
∥∥− h2d2u
dx2
+ x2u
∥∥
L2(R) ≥ h‖u‖L2(R),
∀z 6∈ R+,∀h > 0,∀u ∈ C∞0 (R),∥∥− h2d2u
dx2
+ x2u− zu∥∥
L2(R) ≥ d(z,R+)‖u‖L2(R),
ou` d(z,R+) de´signe la distance entre le point z et l’ensemble R+. Concernant
l’oscillateur harmonique non auto-adjoint, la description de son spectre e´voque´e
pre´ce´demment implique que les deux notions de pseudo-spectre semi-classique
co¨ıncident. En effet, au regard de (2.1.2) il suffit de de´montrer les inclusions
suivantes,
∀µ ≥ 0, Λscµ
(− h2(∂x)2 + reiαx2) ⊂ λscµ (− h2(∂x)2 + reiαx2),
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si r > 0 et α ∈] − pi, 0[∪]0, pi[. Si z 6∈ λscµ
( − h2(∂x)2 + reiαx2), on peut trouver
d’apre`s (2.1.1) des constantes strictement positives C et h0 telles que,
∀ 0 < h < h0,∀u ∈ S(R),
∥∥(− h2(∂x)2 + reiαx2 − z)u∥∥L2 ≥ Chµ‖u‖L2 . (2.1.3)
Comme en utilisant le changement de variables y = h1/2x avec h > 0, on a
−(∂x)2 + reiαx2 = 1
h
(− h2(∂y)2 + reiαy2),
il re´sulte de cette identite´ que le spectre de l’oscillateur harmonique non auto-
adjoint semi-classique,
−h2(∂x)2 + reiαx2,
est compose´ uniquement des valeurs propres de multiplicite´ un,(− h2(∂x)2 + reiαx2)ϕn(x) = h(2n+ 1)r1/2eiα/2ϕn(x), n ∈ N,
ou`,
ϕn(x) = r1/8eiα/8Hn(r1/4eiα/4h−1/2x) exp(−2−1h−1r1/2eiα/2x2) ∈ S(R),
si Hn de´signe le nie`me polynoˆme de Hermite. Ce dernier fait induit au regard de
l’estimation (2.1.3) que z n’appartient pas au spectre de l’ope´rateur,
−h2(∂x)2 + reiαx2,
et que,
∀ 0 < h < h0,
∥∥(− h2(∂x)2 + reiαx2 − z)−1∥∥ ≤ C−1h−µ.
Ceci implique que z 6∈ Λscµ
( − h2(∂x)2 + reiαx2). L’inte´reˆt de travailler et d’e´-
tudier des notions de pseudo-spectre dans un cadre semi-classique se re´sume a`
une question de ge´ome´trie. En effet pour cet ope´rateur, la ge´ome´trie des ensem-
bles pseudo-spectraux semi-classiques est plus simple a` appre´hender et a` de´crire
que celle des ε-pseudo-spectres. Qui plus est, la connaissance de la ge´ome´trie des
ensembles pseudo-spectraux semi-classiques permet d’obtenir certaines informa-
tions sur la ge´ome´trie des ensembles ε-pseudo-spectraux.
2.2. Etude du pseudo-spectre semi-classique de l’oscillateur har-
monique non auto-adjoint.
2.2.1. Image nume´rique et pseudo-spectre. Conside´rons p(x, ξ) un hamil-
tonien classique de´fini sur R×R. La quantification de Weyl1 associe a` cet hamil-
tonien l’ope´rateur pw de´fini pour la fonction u(x) par,
(pwu)(x) =
∫
R2
e2ipi(x−y)ξp
(x+ y
2
, ξ
)
u(y)dydξ.
L’image nume´rique Σ(p) de l’hamiltonien p est alors de´fini comme l’ensemble
suivant,
Σ(p) = p(R× R).
1Le choix de cette normalisation de la quantification de Weyl diffe`re de celui des chapitres
pre´ce´dents. Il est propre a` tout ce chapitre 4.
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Pour α ∈ ]−pi, 0[ ∪ ]0, pi[ et r > 0, le symbole pα(x, hξ) = h2ξ2+reiαx2 de´finit en
quantification de Weyl l’oscillateur harmonique non auto-adjoint semi-classique,
pα(x, hξ)w = (hDx)2 + reiαx2,
ou` Dx de´signe l’ope´rateur2 ∂x/(2ipi). L’image nume´rique de ce symbole est don-
ne´e par,
{z ∈ C∗ : 0 ≤ arg z ≤ α} ∪ {0} si α > 0,
{z ∈ C∗ : α ≤ arg z ≤ 0} ∪ {0} si α < 0.
Le spectre de l’oscillateur harmonique non auto-adjoint semi-classique est com-
pose´ uniquement des valeurs propres suivantes,
{hr1/2eiα/2(2n+ 1) : n ∈ N}. (2.2.1)
On peut appliquer le the´ore`me 4.2 de´montre´ par L.Ho¨rmander dans [11] pour
prouver qu’il n’y a aucune perte de puissance de h pour les points de l’ensemble
comple´mentaire de l’image nume´rique. Plus pre´cise´ment, son re´sultat montre
que,
∀ε > 0,∃Cε > 0,∀z ∈ C, d
(
z,Σ(pα)
) ≥ ε, ∀ 0 < h ≤ 1,∀u ∈ C∞0 (R),
‖(hDx)2u+ reiαx2u− zu‖L2(R) ≥ Cε‖u‖L2(R).
En fait si z 6∈ Σ(pα), on peut en utilisant l’ellipticite´ de l’ope´rateur (pseudo)-
diffe´rentiel semi-classique pα(x, hξ)w−z construire une parame´trixe et trouver un
inverse pour cet ope´rateur qui soit borne´ en norme uniforme´ment en h pour h suff-
isamment petit. La situation est bien diffe´rente a` l’inte´rieur de l’image nume´rique.
En effet, le the´ore`me 1 de E.B.Davies dans [6] montre que l’inte´rieur de l’im-
age nume´rique est inclus dans le pseudo-spectre semi-classique d’indice infini de
l’ope´rateur,
pα(x, hξ)w = (hDx)2 + reiαx2.
Pour finir la description des ensembles pseudo-spectraux semi-classiques, nous
allons maintenant e´tudier dans les lignes qui vont suivre l’e´ventuelle existence
ou absence de pseudo-spectre semi-classique d’indice infini sur la frontie`re de
l’image nume´rique.
2.2.2. Etude a` la frontie`re de l’image nume´rique. La de´finition de la trans-
forme´e de Fourier que nous choisissons ici, est pour tout u ∈ S(R),
û(ξ) =
∫
R
u(x)e−2ipixξdx.
On utilisera aussi la notation F pour de´signer la transformation de Fourier. On
rappelle qu’avec cette normalisation, on a
∀u ∈ S(R), D̂xu(ξ) = ξû(ξ) et x̂u(ξ) = −Dξû(ξ).
2Cette nouvelle de´finition de l’ope´rateur Dx diffe´rente de l’ope´rateur i
−1∂x qu’il de´signait
dans les chapitres pre´ce´dents, est dicte´e par le choix particulier de la normalisation de la quan-
tification de Weyl propre a` ce chapitre 4.
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Dans la suite, la notation (u, v) de´signe le produit scalaire dans L2(R) des fonc-
tions u et v de L2(R). On commence par de´montrer qu’il n’y a pas de pseudo-
spectre semi-classique d’indice infini en 0.
• Etude de l’existence de pseudo-spectre semi-classique en 0. Comme pour tout
u ∈ S(R), r, h > 0 et α ∈]− pi, pi[, on a(
(hDx)2u+ reiαx2u, u
)
= ‖hDxu‖2L2(R) + reiα‖xu‖2L2(R),
il de´coule de l’ine´galite´ de Cauchy-Schwarz que,
2‖(hDx)2u+ reiαx2u‖L2(R)‖u‖L2(R) ≥ Re
(
(hDx)2u+ reiαx2u, u
)
+
Re
(
(hDx)2u+ reiαx2u, eiαu
)
= (1 + cosα)(‖hDxu‖2L2(R) + r‖xu‖2L2(R)).
En utilisant l’identite´ [hDx, ir1/2x] = hr1/2/(2pi)I et le fait que les ope´rateurs
hDx et ir1/2x soient respectivement auto-adjoint et anti-auto-adjoint, on obtient
que,
h
r1/2
2pi
‖u‖2L2(R) =
(
[hDx, ir1/2x]u, u
)
= 2Re
(
hDxu, ir
1/2xu
)
,
ou` [P,Q] de´signe le commutateur des ope´rateurs P et Q. On de´duit alors d’une
nouvelle utilisation de l’ine´galite´ de Cauchy-Schwarz que pour tout h > 0 et
u ∈ S(R),
‖hDxu‖2L2(R) + r‖xu‖2L2(R) ≥ 2r1/2‖hDxu‖L2(R)‖xu‖L2(R) ≥ h
r1/2
2pi
‖u‖2L2(R),
ce qui induit au regard de ce qui pre´ce`de que,
∀h > 0,∀u ∈ S(R), ‖(hDx)2u+ reiαx2u‖L2(R) ≥ (1 + cosα)
r1/2
4pi
h‖u‖L2(R).
En utilisant la description du spectre rappele´e en (2.2.1) et cette dernie`re esti-
mation, on en de´duit que 0 n’appartient pas au pseudo-spectre semi-classique
d’indice infini de l’oscillateur harmonique non auto-adjoint semi-classique si,
α ∈]− pi, pi[.
Conside´rons maintenant le cas ou` α appartient a` l’ensemble ] − pi, 0[ ∪ ]0, pi[ et
e´tudions s’il existe du pseudo-spectre semi-classique d’indice infini sur les demi-
droites R∗+ et eiαR∗+.
• Etude de l’existence de pseudo-spectre semi-classique sur R∗+ ∪ eiαR∗+. Nous
allons de´montrer dans ce paragraphe qu’il n’y a pas de pseudo-spectre semi-
classique d’indice infini pour l’oscillateur harmonique non auto-adjoint semi-
classique sur R∗+ ∪ eiαR∗+. Plus pre´cise´ment, nous allons montrer qu’il n’y a pas
de pseudo-spectre semi-classique d’indice 2/3 sur cet ensemble i.e. qu’il y a une
perte d’au plus h2/3 sur R∗+ ∪ eiαR∗+. Pour ce faire, on commence par de´montrer
le re´sultat du lemme suivant.
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Lemme. Conside´rons α ∈]−pi, 0[ ∪ ]0, pi[, r > 0 et V : R→ R une fonction C∞.
On a pour tout h > 0 et u ∈ S(R) l’estimation a priori suivante,
‖hDxu+ V u+ ir sinα x2u‖L2(R) ≥
(
8pi + (r| sinα|)−1)−1h 23 ‖u‖L2(R).
En particulier, il y a une perte d’au plus h2/3 en 0 pour l’ope´rateur semi-classique
hDx + V + ir sinα x2.
Preuve. On commence par e´tudier le cas ou` 0 < α < pi. Conside´rons u ∈ S(R),
X ∈ R et Λ un parame`tre strictement positif. On a,
(Dxu+ ΛV u+ iΛr sinα x2u, iH(x−X)u) = −
∫ +∞
X
Dxu(x)iu(x)dx
− i
∫ +∞
X
ΛV (x)|u(x)|2dx+ r sinα
∫ +∞
X
Λx2|u(x)|2dx,
si on note H la fonction de Heaviside. Comme
−
∫ +∞
X
∂xu(x)u(x)dx = |u(X)|2 +
∫ +∞
X
∂xu(x)u(x)dx,
|u(X)|2 = −2Re
(∫ +∞
X
∂xu(x)u(x)dx
)
,
il s’ensuit que,
2Re
(
Dxu+ ΛV u+ iΛr sinα x2u, iH(x−X)u
)
= |u(X)|2/(2pi)
+ 2r sinα
∫ +∞
X
Λx2|u(x)|2dx ≥ |u(X)|2/(2pi),
puisque 0 < α < pi. On en de´duit les estimations suivantes,
∀X ∈ R, |u(X)|2/(2pi) ≤ 2‖Dxu+ ΛV u+ iΛr sinα x2u‖L2(R)‖u‖L2(R),
‖u‖2L∞(R) ≤ 4pi‖Dxu+ ΛV u+ iΛr sinα x2u‖L2(R)‖u‖L2(R). (2.2.2)
En utilisant ensuite le de´coupage suivant de la norme L2 de u, on obtient que,
Λ1/3‖u‖2L2(R)
=
∫
{x∈R: Λ1/3≤x2Λ}
Λ1/3|u(x)|2dx+
∫
{x∈R: Λ1/3>x2Λ}
Λ1/3|u(x)|2dx
≤
∫
R
Λx2|u(x)|2dx+ Λ1/3‖u‖2L∞(R)m
({x ∈ R : Λ1/3 > x2Λ}), (2.2.3)
ou` m de´signe la mesure de Lebesgue sur R. Ensuite, comme [Dx, i] = 0 et que
les ope´rateurs Dx et i sont respectivement auto-adjoint et anti-auto-adjoint, on
obtient que,
Re(Dxu+ ΛV u+ iΛr sinα x2u, iu) = r sinα
∫
R
Λx2|u(x)|2dx. (2.2.4)
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Il s’ensuit en utilisant (2.2.2), (2.2.3), (2.2.4) et l’identite´,
Λ1/3m
({x ∈ R : Λ1/3 > x2Λ}) = 2,
que,
Λ1/3‖u‖2L2(R)
≤
∫
R
Λx2|u(x)|2dx+ 2‖u‖2L∞(R)
≤ 1
r sinα
Re(Dxu+ ΛV u+ iΛr sinα x2u, iu) + 2‖u‖2L∞(R)
≤ (8pi + (r sinα)−1)‖Dxu+ ΛV u+ iΛr sinα x2u‖L2(R)‖u‖L2(R),
ce qui permet d’obtenir l’estimation,
∀Λ > 0,∀u ∈ S(R), ‖Dxu+ ΛV u+ iΛr sinα x2u‖L2(R)
≥ (8pi + (r sinα)−1)−1Λ1/3‖u‖L2(R).
En conside´rant maintenant le parame`tre h = Λ−1 pour revenir a` un cadre semi-
classique, on obtient l’estimation a priori,
∀h > 0,∀u ∈ S(R), ‖hDxu+ V u+ ir sinα x2u‖L2(R)
≥ (8pi + (r| sinα|)−1)−1h2/3‖u‖L2(R).
Cette dernie`re estimation montre qu’il y a une perte d’au plus h2/3 en 0 pour
l’ope´rateur semi-classique hDx+V +ir sinα x2. Pour obtenir la meˆme estimation
dans le cas ou` −pi < α < 0, il suffit d’appliquer l’estimation que nous venons de
de´montrer a` la fonction uˇ de´finie par uˇ(x) = u(−x). 
Conside´rons η une constante strictement positive. Nous allons maintenant
de´montrer qu’il y a une perte d’au plus h2/3 en η pour l’ope´rateur semi-classique
(hDx)2 + reiαx2.
Proposition. Conside´rons α ∈] − pi, 0[ ∪ ]0, pi[, r > 0 et η ∈ R∗+ ∪ eiαR∗+. Il
existe alors des constantes strictement positives C et h0 telles que,
∀ 0 < h < h0,∀u ∈ S(R), ‖(hDx)2u+ reiαx2u− ηu‖L2(R) ≥ Ch2/3‖u‖L2(R).
Le re´sultat de cette proposition peut eˆtre vu comme une conse´quence du the´ore`me
1.4 de N.Dencker, J.Sjo¨strand et M.Zworski dans [7] qui donne sous des hy-
pothe`ses ge´ne´rales une borne pour la norme de la re´solvante de certains ope´ra-
teurs pseudo-diffe´rentiels semi-classiques en un point de la frontie`re de leurs
images nume´riques. Nous allons donner ici dans le cas particulier de l’oscillateur
harmonique non auto-adjoint unidimensionnel, une preuve de ce re´sultat qui
utilise seulement un de´coupage dans l’espace des fre´quences et des arguments
e´le´mentaires.
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Preuve. Commenc¸ons par e´tudier le cas ou` η appartient a` R∗+. Dans ce cas, on
peut en fait se contenter de de´montrer l’estimation a priori lorsque η est e´gal a` 1
puisqu’en conjuguant par une isome´trie, on obtient,
T−1η
[
(hDx)2 + reiαx2 − η
]
Tη = η
[
(hDx)2 + reiαx2/η2 − 1
]
,
si Tη de´signe l’isome´trie de L2(R) de´finie par,
Tηu(x) := η1/4u(η1/2x).
Conside´rons a une constante strictement positive ve´rifiant,
0 < a < min
(1
3
,
1
25/3
(
8pi + (r| sinα|)−1)−1/2), (2.2.5)
et χ une fonction C∞ sur R telle que χ(x) = 1 si x ≤ 0, χ(x) = 0 si x ≥ 1 et
χ′ ≤ 0 sur R. On de´finit pour tout Λ ≥ 1,
χ1
Λ(x) := χ
(
|x− Λ| − 2aΛ2/3 + aΛ1/2
2aΛ1/2
)
.
Cette fonction est C∞ sur R puisque pour tout k ∈ N∗,
lim
x→Λ
x>Λ
∂kxχ1
Λ(x) = lim
x→Λ
x<Λ
∂kxχ1
Λ(x) = 0.
En effet, on a ∂kxχ(−Λ1/6+2−1) = 0 puisque χ(k) = 0 sur ]−∞, 0] et Λ ≥ 1. On
conside`re ensuite,
χ−1Λ(x) = χ1Λ(−x).
On a les inclusions suivantes des supports,
suppχ1Λ ⊂ {x ∈ R : Λ− 2aΛ2/3 − aΛ1/2 ≤ x ≤ Λ + 2aΛ2/3 + aΛ1/2},
et,
suppχ−1Λ ⊂ {x ∈ R : −Λ− 2aΛ2/3 − aΛ1/2 ≤ x ≤ −Λ + 2aΛ2/3 + aΛ1/2}.
Comme d’un coˆte´, on a
0 ≤ χ1Λ ≤ 1, 0 ≤ χ−1Λ ≤ 1 et suppχ1Λ ∩ suppχ−1Λ = ∅,
puisque d’apre`s l’estimation (2.2.5), on a
∀Λ ≥ 1, 2aΛ2/3 + aΛ1/2 < Λ,
et que d’un autre coˆte´, χ1Λ = 1 sur l’ensemble,
{x ∈ R : Λ− 2aΛ2/3 + aΛ1/2 ≤ x ≤ Λ + 2aΛ2/3 − aΛ1/2},
qui contient le segment [Λ− aΛ2/3,Λ + aΛ2/3], et χ−1Λ = 1 sur l’ensemble,
{x ∈ R : −Λ− 2aΛ2/3 + aΛ1/2 ≤ x ≤ −Λ + 2aΛ2/3 − aΛ1/2},
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qui contient le segment [−Λ − aΛ2/3,−Λ + aΛ2/3], on obtient une partition de
l’unite´ C∞ de R,
∀Λ ≥ 1, χ∞Λ + χ0Λ + χ−1Λ + χ1Λ = 1,
en posant,
χ0
Λ(x) = 1l[−Λ,Λ](x)
(
1− χ1Λ(x)− χ−1Λ(x)
)
et
χ∞Λ(x) = 1lR\[−Λ,Λ](x)
(
1− χ1Λ(x)− χ−1Λ(x)
)
,
ou` 1lX de´signe la fonction indicatrice de l’ensemble X. La construction qui est la
noˆtre induit les proprie´te´s suivantes,
0 ≤ χ0Λ ≤ 1, 0 ≤ χ∞Λ ≤ 1,
suppχ0Λ ⊂ {x ∈ R : |x| ≤ Λ− 2aΛ2/3 + aΛ1/2},
et,
suppχ∞Λ ⊂ {x ∈ R : |x| ≥ Λ + 2aΛ2/3 − aΛ1/2}.
Dans les calculs qui vont suivre, on de´signe par specu le support de û. On com-
mence par e´tudier les re´gions ou` respectivement |ξ|  Λ et |ξ|  Λ. Conside´rons,
PΛ = D2x + re
iαΛ2x2 − Λ2,
et
A0
Λ = {ξ ∈ R : |ξ| ≤ Λ− 2aΛ2/3 + aΛ1/2}.
On a pour tout u ∈ S(R),
‖PΛu‖L2(R)‖u‖L2(R) ≥ Re(PΛu,−u) = Λ2‖u‖2L2(R) − ‖Dxu‖2L2(R)
− r cosα Λ2‖xu‖2L2(R). (2.2.6)
Comme Re
(
PΛu, i(sgnα)u
)
= r| sinα|Λ2‖xu‖2L2(R) si sgnα de´signe le signe de
α, on en de´duit que,
∀u ∈ S(R), Λ2‖xu‖2L2(R) ≤ (r| sinα|)−1‖PΛu‖L2(R)‖u‖L2(R). (2.2.7)
Il de´coule alors de (2.2.6) et (2.2.7) que pour tout u ∈ S(R) ve´rifiant,
specu ⊂ A0Λ,
(
1 + | cotanα|)‖PΛu‖L2(R)‖u‖L2(R) ≥ Λ2‖u‖2L2(R) − ‖Dxu‖2L2(R)
≥
∫
R
(Λ2 − ξ2)|û(ξ)|2dξ ≥ (Λ2 − (Λ− 2aΛ2/3 + aΛ1/2)2)‖u‖2L2(R).
Comme l’estimation (2.2.5) implique que,
∀Λ ≥ 1, Λ2 − (Λ− 2aΛ2/3 + aΛ1/2)2 =
(2aΛ2/3 − aΛ1/2)(2Λ− 2aΛ2/3 + aΛ1/2) ≥ aΛ5/3,
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on obtient pour tout u ∈ S(R) ve´rifiant specu ⊂ A0Λ et Λ ≥ 1 que,
‖PΛu‖L2(R) ≥ a(1 + | cotanα|)−1Λ5/3‖u‖L2(R). (2.2.8)
Concernant la seconde re´gion dans laquelle |ξ|  Λ, il suffit juste de changer le
multiplicateur −u en u pour obtenir une estimation similaire. En effet, consid-
e´rons,
A∞Λ = {ξ ∈ R : |ξ| ≥ Λ + 2aΛ2/3 − aΛ1/2}.
Comme
‖PΛu‖L2(R)‖u‖L2(R) ≥ Re(PΛu, u) = ‖Dxu‖2L2(R) − Λ2‖u‖2L2(R)
+ r cosα Λ2‖xu‖2L2(R), (2.2.9)
on de´duit de (2.2.7) et (2.2.9) que pour tout u ∈ S(R) ve´rifiant specu ⊂ A∞Λ,(
1 + | cotanα|)‖PΛu‖L2(R)‖u‖L2(R) ≥ ‖Dxu‖2L2(R) − Λ2‖u‖2L2(R)
≥
∫
R
(ξ2 − Λ2)|û(ξ)|2dξ ≥ ((Λ + 2aΛ2/3 − aΛ1/2)2 − Λ2)‖u‖2L2(R).
Comme l’estimation (2.2.5) implique que,
∀Λ ≥ 1, (Λ + 2aΛ2/3 − aΛ1/2)2 − Λ2 =
(2aΛ2/3 − aΛ1/2)(2Λ + 2aΛ2/3 − aΛ1/2) ≥ aΛ5/3,
on en de´duit que pour tout u ∈ S(R) ve´rifiant specu ⊂ A∞Λ et Λ ≥ 1,
‖PΛu‖L2(R) ≥ a(1 + | cotanα|)−1Λ5/3‖u‖L2(R). (2.2.10)
Nous avons maintenant besoin d’e´tudier les re´gions pour lesquelles ξ ∼ Λ et
ξ ∼ −Λ. Conside´rons la premie`re re´gion,
A1
Λ = {ξ ∈ R : Λ− 2aΛ2/3 − aΛ1/2 ≤ ξ ≤ Λ + 2aΛ2/3 + aΛ1/2},
et LΛ l’ope´rateur suivant,
LΛ = 2Λ(Dx − Λ) + reiαΛ2x2.
Pour tout u ∈ S(R) ve´rifiant specu ⊂ A1Λ, on a
‖(PΛ − LΛ)u‖L2(R) =
∥∥(ξ − Λ)2û(ξ)∥∥
L2(R)
≤ (2aΛ2/3 + aΛ1/2)2‖u‖L2(R). (2.2.11)
Il de´coule du lemme pre´ce´dent que,
‖LΛu‖L2(R) = Λ2‖2Λ−1Dxu− 2u+ reiαx2u‖L2(R)
≥ Λ4/322/3(8pi + (r| sinα|)−1)−1‖u‖L2(R). (2.2.12)
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On de´duit alors de (2.2.11) et (2.2.12) que pour tout Λ ≥ 1 et u ∈ S(R) ve´rifiant
specu ⊂ A1Λ,
‖PΛu‖L2(R) ≥ ‖LΛu‖L2(R) − ‖(PΛ − LΛ)u‖L2(R)
≥
(
Λ4/322/3
(
8pi + (r| sinα|)−1)−1 − (2aΛ2/3 + aΛ1/2)2)‖u‖L2(R).
Au regard du choix de la constante a en (2.2.5), on de´duit que pour tout Λ ≥ 1,
Λ4/322/3
(
8pi + (r| sinα|)−1)−1 − (2aΛ2/3 + aΛ1/2)2
=
(
Λ2/321/3
(
8pi + (r| sin(α)|)−1)−1/2 − 2aΛ2/3 − aΛ1/2)
×
(
Λ2/321/3
(
8pi + (r| sin(α)|)−1)−1/2 + 2aΛ2/3 + aΛ1/2)
≥ 2aΛ4/3
(
21/3
(
8pi + (r| sin(α)|)−1)−1/2 − 3a) ≥ 2a2Λ4/3. (2.2.13)
Il s’ensuit que,
∀Λ ≥ 1,∀u ∈ S(R), specu ⊂ A1Λ, ‖PΛu‖L2(R) ≥ 2a2Λ4/3‖u‖L2(R). (2.2.14)
D’une manie`re analogue pour la re´gion,
A−1Λ = {ξ ∈ R : −Λ− 2aΛ2/3 − aΛ1/2 ≤ ξ ≤ −Λ + 2aΛ2/3 + aΛ1/2},
on conside`re l’ope´rateur,
L˜Λ = −2Λ(Dx + Λ) + reiαΛ2x2.
On a pour tout u ∈ S(R) ve´rifiant specu ⊂ A−1Λ,
‖(PΛ − L˜Λ)u‖L2(R) =
∥∥(ξ + Λ)2û(ξ)∥∥
L2(R)
≤ (2aΛ2/3 + aΛ1/2)2‖u‖L2(R). (2.2.15)
En utilisant a` nouveau le lemme pre´ce´dent, on obtient que,
‖L˜Λu‖L2(R) = Λ2‖2Λ−1Dxu+ 2u− reiαx2u‖L2(R)
≥ Λ4/322/3(8pi + (r| sinα|)−1)−1‖u‖L2(R). (2.2.16)
Il de´coule alors de (2.2.15) et (2.2.16) que,
‖PΛu‖L2(R) ≥ ‖L˜Λu‖L2(R) − ‖(PΛ − L˜Λ)u‖L2(R)
≥
(
Λ4/322/3
(
8pi + (r| sinα|)−1)−1 − (2aΛ2/3 + aΛ1/2)2)‖u‖L2(R),
ce qui induit au regard de (2.2.13) l’estimation suivante,
∀Λ ≥ 1,∀u ∈ S(R), specu ⊂ A−1Λ, ‖PΛu‖L2(R) ≥ 2a2Λ4/3‖u‖L2(R). (2.2.17)
En utilisant notre partition de l’unite´, on peut maintenant combiner les esti-
mations pre´ce´dentes. En collectant les estimations (2.2.8), (2.2.10), (2.2.14) et
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(2.2.17), on en de´duit que pour tout u ∈ S(R),
∀Λ ≥ 1, Λ8/3‖u‖2L2(R)
= Λ8/3
∥∥(χ∞Λ(ξ) + χ0Λ(ξ) + χ−1Λ(ξ) + χ1Λ(ξ))û(ξ)∥∥2L2(R)
≤ 4Λ8/3(‖χ∞Λ(Dx)u‖2L2(R) + ‖χ0Λ(Dx)u‖2L2(R) + ‖χ−1Λ(Dx)u‖2L2(R)
+‖χ1Λ(Dx)u‖2L2(R)
)
≤ C
2
(∥∥PΛ(χ∞Λ(Dx)u)∥∥2L2(R) + ∥∥PΛ(χ0Λ(Dx)u)∥∥2L2(R)
+
∥∥PΛ(χ−1Λ(Dx)u)∥∥2L2(R) + ∥∥PΛ(χ1Λ(Dx)u)∥∥2L2(R)),
ou` C est une constante strictement positive inde´pendante de Λ et u. On a note´
par f(Dx) l’ope´rateur de multiplication par la fonction f(ξ) coˆte´ fre´quence.
∀Λ ≥ 1, Λ8/3‖u‖2L2(R)
≤ C
(
‖χ∞Λ(Dx)(PΛu)‖2L2(R) + ‖χ0Λ(Dx)(PΛu)‖2L2(R)
+‖χ−1Λ(Dx)(PΛu)‖2L2(R) + ‖χ1Λ(Dx)(PΛu)‖2L2(R)
+‖[PΛ, χ∞Λ(Dx)]u‖2L2(R) + ‖[PΛ, χ0Λ(Dx)]u‖2L2(R)
+‖[PΛ, χ−1Λ(Dx)]u‖2L2(R) + ‖[PΛ, χ1Λ(Dx)]u‖2L2(R)
)
≤ C
(
‖[PΛ, χ∞Λ(Dx)]u‖2L2(R) + ‖[PΛ, χ0Λ(Dx)]u‖2L2(R)
+‖[PΛ, χ−1Λ(Dx)]u‖2L2(R) + ‖[PΛ, χ1Λ(Dx)]u‖2L2(R) + ‖PΛu‖2L2(R)
)
.
Conside´rons f une fonction a` valeurs re´elles de l’espace C∞(R) telle que,
Df ∈ L∞(R) et D2f ∈ L∞(R).
On a besoin d’e´valuer le commutateur [PΛ, f(Dx)] = [reiαΛ2x2, f(Dx)]. Pour
u ∈ S(R), un calcul direct donne,
[reiαΛ2x2, f(Dx)]u = reiαΛ2F−1
(
(D2f)û+ 2(Df)Dξû
)
.
Il s’ensuit que,
‖[PΛ, f(Dx)]u‖2L2(R) = r2Λ4‖(D2f) û+ 2(Df) Dξû‖2L2(R)
≤ 2r2Λ4(‖D2f‖2L∞(R)‖u‖2L2(R) + 4‖Df‖2L∞(R)‖xu‖2L2(R)),
ce qui induit au regard de (2.2.7) que,
‖[PΛ, f(Dx)]u‖2L2(R) ≤ 2r2Λ4‖D2f‖2L∞(R)‖u‖2L2(R)
+ 8rΛ2| sinα|−1‖Df‖2L∞(R)‖PΛu‖L2(R)‖u‖L2(R).
Comme d’apre`s le choix de notre partition de l’unite´, on a
∀j ∈ J, ‖DχjΛ‖L∞(R) ≤ C1,jΛ−1/2 et ‖D2χjΛ‖L∞(R) ≤ C2,jΛ−1,
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si J = {0,−1, 1,∞}, ou` C1,j et C2,j sont des constantes strictement positives
inde´pendantes de Λ. On obtient pour tout j ∈ J ,
‖[PΛ, χjΛ(Dx)]u‖2L2(R)
≤ 2r2Λ2C22,j‖u‖2L2(R) +
8rΛ
| sinα|C
2
1,j‖PΛu‖L2(R)‖u‖L2(R)
≤ C˜1,jΛ2‖u‖2L2(R) + C˜2,j‖PΛu‖2L2(R),
ou` C˜1,j et C˜2,j sont des constantes strictement positives inde´pendantes de Λ et u.
Il s’ensuit qu’il existe des constantes strictement positives C1 et C2 telles que,
∀Λ ≥ 1,∀u ∈ S(R), Λ8/3‖u‖2L2(R) ≤ C1‖PΛu‖2L2(R) + C2Λ2‖u‖2L2(R).
Finalement, on obtient l’existence d’une constante strictement positive C˜ telle
que pour Λ0 assez grand, on ait
∀Λ ≥ Λ0,∀u ∈ S(R), ‖PΛu‖L2(R) ≥ C˜Λ4/3‖u‖L2(R).
En reformulant cette estimation dans un cadre semi-classique via le changement
de parame`tre h = Λ−1, on obtient que,
∃C > 0,∃h0 > 0,∀ 0 < h < h0,∀u ∈ S(R), ‖(hDx)2u+ reiαx2u− u‖L2(R)
≥ Ch2/3‖u‖L2(R).
Conside´rons maintenant le cas ou` η appartient a` eiαR∗+. En utilisant la trans-
formation de Fourier, cette e´tude pseudo-spectrale sur eiαR∗+ est essentiellement
la meˆme que celle sur R∗+. En effet, conside´rons u ∈ S(R) et η une constante
strictement positive, comme
‖(hDx)2u+ reiαx2u− eiαηu‖2L2(R)
= ‖(hξ)2û+ reiαD2ξ û− eiαηû‖2L2(R)
= r2‖D2ξ û− r−1ηû+ (hξ)2r−1e−iαû‖2L2(R)
=
r2
h
‖(hDx)2v + r−1e−iαx2v − r−1ηv‖2L2(R),
ou` v(x) = û(h−1x). On de´duit de l’e´tude sur R∗+ qu’il existe des constantes
strictement positives C et h0 telles que,
∀ 0 < h < h0, r
2
h
‖(hDx)2v + r−1e−iαx2v − r−1ηv‖2L2(R) ≥
r2
h
C2h4/3‖v‖2L2(R).
Comme ‖v‖L2(R) = h1/2‖u‖L2(R), on obtient que,
∀ 0 < h < h0,∀u ∈ S(R),
‖(hDx)2u+ reiαx2u− eiαηu‖L2(R) ≥ rCh2/3‖u‖L2(R),
ce qui termine la preuve de la proposition. 
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On a ainsi de´montre´ qu’il n’y a pas de pseudo-spectre semi-classique d’indice 2/3
en tout point de l’ensemble R∗+ ∪ eiαR∗+ pour l’ope´rateur semi-classique,
(hDx)2 + reiαx2,
lorsque α ∈] − pi, 0[ ∪ ]0, pi[ et r > 0. Ces re´sultats ache`vent la description
des ensembles pseudo-spectraux semi-classiques de l’oscillateur harmonique non
auto-adjoint semi-classique.
3. Forme des ensembles pseudo-spectraux.
Au regard de la description pre´ce´dente des ensembles pseudo-spectraux semi-
classiques, on peut de´montrer la conjecture de Boulton. Ce re´sultat est une con-
se´quence de l’absence de pseudo-spectre semi-classique d’indice 2/3 en tout point
de l’ensemble ∂Σ(pα)\{0} pour l’oscillateur harmonique non auto-adjoint. En ef-
fet, conside´rons l’ope´rateur semi-classique (hDx)2+c/(4pi2)x2 ou` c est un nombre
complexe ve´rifiant Re c > 0 et Im c > 0. Comme une conjugaison par l’isome´trie
Th ou` Th de´signe l’isome´trie de L2(R) de´finie par,
Thu(x) := h1/4u(h1/2x),
montre que,
∀ν > 0,∀h > 0, h−1((hDx)2 + c/(4pi2)x2 − ν) =
T−1h
(
D2x + c/(4pi
2)x2 − νh−1)Th,
on de´duit d’apre`s l’absence de pseudo-spectre semi-classique d’indice 2/3 en 1 et
en c pour cet ope´rateur qu’il existe des constantes strictement positives ν0 et C
telles que,
∀ν ≥ ν0,∀u ∈ S(R),
∥∥− d2
dx2
u+ cx2u− νu∥∥
L2(R) ≥ Cν1/3‖u‖L2(R),
∀ν ≥ ν0,∀u ∈ S(R),
∥∥− d2
dx2
u+ cx2u− νcu∥∥
L2(R) ≥ Cν1/3‖u‖L2(R).
Ces estimations a priori impliquent que si ν0 est choisi suffisamment grand, on
a pour tout z0 dans l’ensemble,{
z ∈ C : Re z ≥ ν0 et 0 ≤ Im z < C(Re z)1/3 − ε
} ∪
Sc
({
z ∈ C : Re z ≥ ν0 et 0 ≤ Im z < C(Re z)1/3 − ε
})
,
que z0 6∈ σ(Hc) et,
∀u ∈ S(R), ∥∥(− d2
dx2
+ cx2 − z0
)−1
u
∥∥
L2(R) <
1
ε
‖u‖L2(R),
si Sc de´signe la syme´trie axiale par rapport a` la droite ei arg c/2R. Il s’ensuit que,{
z ∈ C : Re z ≥ ν0 et 0 ≤ Im z < C(Re z)1/3 − ε
} ∪
Sc
({
z ∈ C : Re z ≥ ν0 et 0 ≤ Im z < C(Re z)1/3 − ε
}) ⊂ σε(Hc)c.
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Finalement, en utilisant cette dernie`re inclusion, (1.2.3) et le fait que la norme de
la re´solvante reste borne´e sur les sous-ensembles compacts inclus dans l’ensemble
re´solvant, on obtient le re´sultat conjecture´ par L.S.Boulton. Ce re´sultat est op-
timal au regard de (1.2.1). On a ainsi de´montre´ que l’indice p = 1/3 est l’indice
critique. Ces re´sultats permettent de de´crire la forme des ε-pseudo-spectres de
l’ope´rateurHc (ensemble grise´ sur la figure ci-contre) et donnent des informations
pre´cises sur les instabilite´s spectrales qui peuvent se ve´rifier nume´riquement.
Fig. 4.2 – Forme des ensembles ε-pseudo-spectraux.
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Pour illustrer ce fait, on peut essayer de de´terminer nume´riquement le spectre
et quelques lignes de niveau de la norme de la re´solvante pour une discre´tisation
de l’ope´rateur Hc. La simulation nume´rique suivante est re´alise´e sur la discre´ti-
sation matricielle, (
(HcΨi,Ψj)L2(R)
)
1≤i,j≤N ,
ou` c = eipi/4, N est un entier pris e´gal a` 100 et (Ψj)j∈N∗ de´signe la base hilberti-
enne de L2(R) forme´es par les fonctions de Hermite. Les points noirs apparaissant
sur la simulation nume´rique de´signent les valeurs propres calcule´es nume´rique-
ment. Cette simulation nume´rique corrobore les re´sultats d’estimation de norme
de la re´solvante obtenus dans cet article. En effet, on ve´rifie bien que les basses e´n-
ergies sont stables puisque l’on calcule bien pour ces e´nergies des valeurs proches
des valeurs the´oriques. Par contre, comme l’a montre´ notre e´tude, on constate
de tre`s fortes instabilite´s pour les hautes e´nergies qui conduisent au calcul de
 valeurs propres aberrantes  tre`s e´loigne´es de la droite eipi/8R ce qui est car-
acte´ristique du fait que la norme de la re´solvante explose loin du spectre de
l’ope´rateur. Notons pour finir que l’on peut trouver des simulations nume´riques
comparables dans [5].
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Fig. 4.3 – Calcul de quelques lignes de niveau
{
z ∈ C : ‖(zI−Hc)−1‖ = ε−1
}
de
la norme de la re´solvante de l’oscillateur harmonique non auto-adjoint Hc avec
c = eipi/4. La colonne de droite donne les valeurs correspondantes de log10 ε.
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Appendice : pre´cis de calcul
symbolique.
Nous allons rappeler dans cet appendice quelques re´sultats classiques de cal-
cul symbolique propres a` la quantification de Weyl et a` la quantification de Weyl
semi-classique dont nous usons dans les diffe´rents chapitres de cette the`se. Com-
menc¸ons par de´finir formellement la classe de fonctions,
S
(
m(x, ξ, h), ρ1(x, ξ, h)2dx2 + ρ2(x, ξ, h)2dξ2
)
,
comme l’ensemble des fonctions a(x, ξ, h) ∈ C∞(Rnx × Rnξ ) pour tout 0 < h ≤ 1
ou` n ∈ N∗, qui ve´rifient,
∀α, β ∈ Nn,
sup
(x,ξ)∈R2n,
0<h≤1
|∂αx ∂βξ a(x, ξ, h)|m(x, ξ, h)−1ρ1(x, ξ, h)−|α|ρ2(x, ξ, h)−|β| < +∞.
Une classe de symboles semi-classiques.
Nous utilisons dans ce manuscript les classes de symboles semi-classiques,
S(hN 〈X〉m, dx2 + dξ2),
ou` N ∈ N, m ∈ R, 〈X〉 := (1 + |X|2)1/2 pour X := x ∈ Rn ou X := (x, ξ) ∈ R2n
et,
S(h∞〈X〉m, dx2 + dξ2) :=
⋂
N∈N
S(hN 〈X〉m, dx2 + dξ2).
Un symbole semi-classique a(x, ξ, h) de la classe,
S(hN 〈X〉m, dx2 + dξ2),
de´finit en quantification de Weyl semi-classique l’ope´rateur pseudo-diffe´rentiel
a(x, hξ, h)w,
a(x, hξ, h)wu(x) =
1
(2pi)n
∫
R2n
ei(x−y).ξa
(x+ y
2
, hξ, h
)
u(y)dydξ.
Remarquons que l’ope´rateur pseudo-diffe´rentiel obtenu par la quantification de
Weyl semi-classique du symbole a(x, ξ, h) est l’ope´rateur pseudo-diffe´rentiel obtenu
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par la quantification de Weyl du symbole a(x, hξ, h) et que les e´quivalences suiv-
antes sont ve´rifie´es,
a(x, ξ, h) ∈ S(hN 〈x〉m, dx2 + dξ2)⇐⇒
a(x, hξ, h) ∈ S(hN 〈x〉m, dx2 + h2dξ2),
et,
a(x, ξ, h) ∈ S(hN 〈(x, ξ)〉m, dx2 + dξ2)⇐⇒
a(x, hξ, h) ∈ S(hN 〈(x, hξ)〉m, dx2 + h2dξ2),
si 0 < h ≤ 1. On note Opw(S), respectivement Opwh (S), l’ensemble des ope´ra-
teurs pseudo-diffe´rentiels obtenus par la quantification de Weyl, respectivement
la quantification de Weyl semi-classique d’un symbole de la classe S. La me´trique
riemannienne gh = dx2 + h2dξ2 est uniforme´ment σ tempe´re´e par rapport au
parame`tre 0 < h ≤ 1 puisque c’est une me´trique constante (voir la de´finition
18.5.1 dans [12]) et ve´rifie le principe d’incertitude,
gh ≤ gσh ,
puisque dans ce cas la me´trique duale gσh est e´gale a` la me´trique h
−2dx2+ dξ2 et
que,
sup
t6=0
gh(t)
gσh(t)
= h2 ≤ 1,
si 0 < h ≤ 1. On peut ve´rifier explicitement que les poids,
hN 〈x〉m et hN 〈(x, hξ)〉m,
sont uniforme´ment σ, gh tempe´re´s par rapport au parame`tre 0 < h ≤ 1 si
N ∈ N et m ∈ R (voir la de´finition 18.5.1 dans [12]) ce qui nous permet d’u-
tiliser pour cette classe de symbole les re´sultats de calcul symbolique propres
a` la quantification de Weyl comme le the´ore`me 18.5.4 de la section 18.5 dans
[12]. Ce the´ore`me 18.5.4 montre par exemple que l’ope´rateur pseudo-diffe´rentiel
p(x, ξ, h)w obtenu comme composition des deux ope´rateurs pseudo-diffe´rentiels
a1(x, hξ, h)w et a2(x, hξ, h)w ou`,
a1 ∈ S(hN1〈(x, ξ)〉m1 , dx2 + dξ2),
a2 ∈ S(hN2〈(x, ξ)〉m2 , dx2 + dξ2),
N1 ∈ N, N2 ∈ N, m1 ∈ R et m2 ∈ R ;
p(x, ξ, h)w := a1(x, hξ, h)wa2(x, hξ, h)w,
est de´fini en quantification de Weyl par le symbole,
p(x, ξ, h) = e
i
2
σ(Dx,Dξ;Dy ,Dη)a1(x, hξ, h)a2(y, hη, h)
∣∣
(x,ξ)=(y,η)
,
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qui appartient a` la classe S(hN1+N2〈(x, hξ)〉m1+m2 , dx2 + h2dξ2) et ve´rifie pour
tout N ∈ N,
p(x, ξ, h)−
∑
j<N
( i
2
σ(Dx, Dξ;Dy, Dη)
)j a1(x, hξ, h)a2(y, hη, h)
j!
∣∣∣
(x,ξ)=(y,η)
∈ S(hN+N1+N2〈(x, hξ)〉m1+m2 , dx2 + h2dξ2).
Si on conside`re a(x, ξ, h) le symbole de Weyl semi-classique de l’ope´rateur,
a1(x, hξ, h)wa2(x, hξ, h)w,
on en de´duit que,
a ∈ S(hN1+N2〈(x, ξ)〉m1+m2 , dx2 + dξ2),
puisque a(x, ξ, h) = p(x, h−1ξ, h) et que pour tout N ∈ N,
a(x, ξ, h)−
∑
j<N
( ih
2
σ(Dx, Dξ;Dy, Dη)
)j a1(x, ξ, h)a2(y, η, h)
j!
∣∣∣
(x,ξ)=(y,η)
∈ S(hN+N1+N2〈(x, ξ)〉m1+m2 , dx2 + dξ2).
On en de´duit par exemple que si,
a1(x, ξ, h) ∈ S(〈(x, ξ)〉m1 , dx2 + dξ2),
ou` m1 ∈ R et a2(x, ξ) ∈ C∞0 (R2n,C) alors l’ope´rateur a1(x, hξ, h)wa2(x, hξ)w
appartient a` la classe,
Opwh
(
S(〈(x, ξ)〉−∞, dx2 + dξ2)) := ⋂
m∈R
Opwh
(
S(〈(x, ξ)〉m, dx2 + dξ2)),
puisque a2(x, ξ) ∈ S(〈(x, ξ)〉m, dx2 + dξ2) pour tout m ∈ R. Remarquons e´gale-
ment par exemple que dans le cas ou` a2(x) ∈ C∞0 (Rn,C) l’ope´rateur,
a1(x, hξ, h)wa2(x),
appartient a` la classe d’ope´rateurs,
Opwh
(
S(〈(x, ξ)〉m1 , dx2 + dξ2)),
puisque a2(x) ∈ S(〈x〉m, dx2 + dξ2) pour tout m ∈ R.
Une classe de symboles non semi-classiques.
Nous utilisons e´galement dans ce manuscript la classe de symboles non semi-
classiques Sm pour m ∈ R qui de´signe l’ensemble des fonctions,
a(x, ξ) ∈ C∞(Rnx × Rnξ ),
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ve´rifiant,
∀α, β ∈ Nn, sup
(x,ξ)∈R2n
|∂αx ∂βξ a(x, ξ)|〈(x, ξ)〉−m+|α|+|β| < +∞,
ou` 〈(x, ξ)〉 := (1 + |x|2 + |ξ|2)1/2. Si on utilise les notations de la section 18.5 de
[12], la classe de symboles Sm correspond a` la classe de symboles,
S
(〈(x, ξ)〉m, 〈(x, ξ)〉−2(dx2 + dξ2)).
On peut ve´rifier aise´ment que la me´trique riemannienne,
gx,ξ := 〈(x, ξ)〉−2(dx2 + dξ2),
est σ tempe´re´e et qu’elle ve´rifie le principe d’incertitude,
gx,ξ ≤ gσx,ξ,
puisque dans ce cas la me´trique duale gσx,ξ est e´gale a` la me´trique,
gσx,ξ = 〈(x, ξ)〉2(dx2 + dξ2),
et que,
h(x, ξ)2 := sup
t6=0
gx,ξ(t)
gσx,ξ(t)
=
1
〈(x, ξ)〉4 .
On montre e´galement que le poids 〈(x, ξ)〉m est σ, g tempe´re´ sim ∈ R, ce qui nous
permet d’utiliser pour cette classe de symboles les re´sultats de calcul symbolique
propres a` la quantification de Weyl de la section 18.5 dans [12]. Le the´ore`me
18.5.4 montre par exemple que si a1 ∈ S2 et a2 ∈ S−2 alors l’ope´rateur,
a1(x, ξ)wa2(x, ξ)w,
ve´rifie,
a1(x, ξ)wa2(x, ξ)w −
(
a1(x, ξ)a2(x, ξ)
)w ∈ S−2.
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Conclusion et perspectives.
L’e´tude de l’instabilite´ spectrale des ope´rateurs non auto-adjoints est un do-
maine de recherche qui suscite depuis quelques anne´es beaucoup d’inte´reˆt. Les
travaux qui ont conduit a` la re´daction de cette the`se trouvent naturellement
leur place aux coˆte´s des contributions re´centes dans ce domaine de L.S.Boulton,
E.B.Davies, N.Dencker, M.Hager, J.Sjo¨strand, L.N.Trefethen, M.Zworski et d’au-
tres. Notre e´tude ge´ne´rale du pseudo-spectre des ope´rateurs diffe´rentiels quadra-
tiques elliptiques, qui constitue le sujet principal de cette the`se, propose une com-
pre´hension et une description pre´cise des phe´nome`nes de stabilite´ ou d’instabilite´
spectrale qui se produisent sous l’effet de petites perturbations dans cette classe
particulie`re d’ope´rateurs diffe´rentiels. Si les mode`les unidimensionnels comme
l’oscillateur harmonique non auto-adjoint e´taient essentiellement bien compris,
ce n’e´tait pas le cas avant notre e´tude, des ope´rateurs diffe´rentiels quadratiques
elliptiques en dimension supe´rieure dont l’e´tude est plus riche et plus complique´e.
Notre description presque comple`te des ensembles pseudo-spectraux nous a per-
mis d’e´tablir pour un ope´rateur diffe´rentiel quadratique elliptique en dimension
n ≥ 2, une condition ne´cessaire et suffisante simple sur son symbole de Weyl qui
est e´quivalente a` la proprie´te´ de normalite´ de cet ope´rateur et qui assure la stabil-
ite´ de son spectre par rapport a` de petites perturbations. Lorsque cette condition
est viole´e, notre e´tude microlocale fine nous a permis de pre´ciser la ge´ome´trie
des re´gions de l’ensemble re´solvant qui peuvent eˆtre tre`s lointaines du spectre, ou`
la re´solvante de ces ope´rateurs explose en norme. Notons que notre e´tude laisse
encore ouverte la question ge´ne´rale de l’absence de pseudo-spectre semi-classique
d’indice 1 sur les demi-droites qui composent la frontie`re de l’image nume´rique
des ope´rateurs diffe´rentiels quadratiques elliptiques non normaux en dimension
n ≥ 2. Nous ne proposons pour l’heure qu’une re´ponse partielle a` cette question.
Une direction de recherche qui pourrait eˆtre explore´e et permettrait de re´pondre
a` cette question, est l’e´tude de l’e´ventuelle de´croissance exponentielle en temps
de la norme du semi-groupe a` contractions,
‖etqw‖L(L2),
ge´ne´re´ par un ope´rateur diffe´rentiel quadratique elliptique qw lorsque la partie
re´elle de son symbole de Weyl Req est une forme quadratique ne´gative non iden-
tiquement nulle. Soulignons que l’hypothe`se d’ellipticite´ de la forme quadratique
q est bien suˆr essentielle et que ce re´sultat est clair dans le cas ou` la forme
quadratique Req est suppose´e de´finie ne´gative. On peut e´galement re´pondre par
l’affirmative a` cette question dans un certain nombre de cas particuliers mais une
re´ponse ge´ne´rale fait encore de´faut.
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Quelques notations.
A adhe´rence de l’ensemble A
A˚ inte´rieur de l’ensemble A
∂A frontie`re de l’ensemble A
Ac ensemble comple´mentaire dans le plan complexe
de l’ensemble A
d(z, F ) distance entre le point z et l’ensemble F
argz argument du nombre complexe non nul z
B(z, r) boule ouverte du plan complexe centre´e en z et
de rayon r
P T transpose´e de la matrice P
Vect(e1, ..., en) sous-espace vectoriel de E engendre´ par e1,...,en
S(Rn) espace de Schwartz
C∞0 (Rn,C) espace des fonctions a` valeurs complexes, C∞ a`
support compact sur Rn
C∞b (Rn,C) espace des fonctions a` valeurs complexes, C∞ et
borne´es sur Rn, ainsi que toutes leurs de´rive´es
L(H) espace des ope´rateurs line´aires borne´s sur H
σ(P ) spectre de l’ope´rateur P
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Quelques notations.
q(x, y) forme polaire associe´e a` la forme quadratique q(x)
σ forme symplectique canonique sur Rn × Rn :
σ
(
(x, ξ), (y, η)
)
= ξ · y − x · η, (x, ξ), (y, η) ∈ Rn × Rn
Hp champ hamiltonien associe´ au symbole p(x, ξ) :
Hp =
∂p
∂ξ
∂
∂x
− ∂p
∂x
∂
∂ξ
{p, q} crochet de Poisson des symboles p et q :
{p, q} = ∂p
∂ξ
∂q
∂x
− ∂p
∂x
∂q
∂ξ
a(x, ξ)w quantification de Weyl du symbole a(x, ξ) :
a(x, ξ)wu(x) =
1
(2pi)n
∫
R2n
ei(x−y).ξa
(x+ y
2
, ξ
)
u(y)dydξ
a(x,Dx) quantification standard du symbole a(x, ξ) :
a(x,Dx)u(x) =
1
(2pi)n
∫
Rn
eix.ξa(x, ξ)û(ξ)dξ
a]b symbole de Weyl de l’ope´rateur awbw
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