Introduction
The need to predict the auditor's opinion is primarily focused on taking care of the company. Based on the accurately predicted audit opinions it is possible to act preventively, but also to react on possible future sequences, which is the starting premise of this paper.
In today's modern business era, auditing becomes an ever more demanding task. Auditors meet some regulatory requirements, face new data analysis, transform the audit process, the balance between own activities, and, due to dynamic and changing environments, they are forced to expand the scope and purpose of the audit work, respecting new risks that are usually changing. The space for new challenges for using auditing methods is open as presented by the research of Dopuch, Holhausen and Leftwich (1987); or Kirskos (2012) and Kim and Upneja (2014) . The toughest task is to find a technique that will be able to timely, accurately and with the least waste of resources, respond to the challenge.
The papers' goal is to present one of the possible techniques for predicting the auditor's opinionmultivariate discriminant analysis, explaining the use of Mahalanobis distance, as well as Decision Trees.
The paper presents the assumptions of discriminatory analysis and problems in its implementation. Also, the paper shows the application of multivariate discriminative analysis itself in the process of auditing the financial statements of tobacco companies in the Republic of Serbia. The purpose of the investigation is to present the results which can be interpreted as a regular basis for further research and predicting outcomes. Also, on the basis of presented results, there is a possibility to choose the manner for future proceeding to mitigate the consequences and mistakes in business decisions and reduce them to a minimum.
Method
According to Tabachnick and Fidell (2007) , the application of multivariate discriminant methods began during the 30s of the last century as a statistical category. In time, it came to be used in economics as showed by Holdsworth, Tan and Chung (2008) or Zhou, Lu and Fujita (2015) ,and in the analysis of bankrupt corporations as showed by Altman (1968) Albashrawi (2016) or Amania and Fadlallab (2017) came to the same conclusions during the classification of potential accounting errors.
The techniques that make up this analysis can be divided into two groups: dependence and interdependence techniques. Using dependence techniques we can see the relationship between variables, where, on one side, we have dependent variables influenced by independent variables. Multiple regression and correlation, logit analysis, discriminant analysis, canonical analysis, and conjoint analysis belong to this group. In contrast, interdependence techniques are characterised as defining all phenomena observed in the same way to determine the pattern of behaviour of the variables, i.e., to determine which variables are similar to each other and which are not. The factor analysis, cluster analysis, correspondence analysis, multidimensional scaling, structural equations belong to this group. From all the above-mentioned dependence techniques, we highlight the application of discriminant analysis, because according to Sharma (1996) it "is the most stable method" from the group of dependence techniques. This technique allows for the identification of precisely those variables which contribute the most to separating groups and predicting the probability that the object belongs to one of these groups by a set of values for independent variables. According to Kovacic (1994) "the multivariate analysis method which deals with the separation of the different groups and the allocation of observations in predefined groups is called discriminant analysis."
It is very important to point out that there are set problems which will arise in case of assumptions be abandoned. With each statistical process, it is necessary to determine whether given parameters are statistically significant. With significance testing procedures, we define how many discriminant functions are required for further analysis and how many variables will turn up. Naturally, the question arises whether all the variables are necessary to perform the most optimal separation of groups or observation allocation. It is also required to consider whether these variables are qualitative or quantitative.
One way to determine the degree of contributions of a variable in group separation is to view the discriminant coefficient of the variable. Therefore, if the number of a specific variable is close to zero, then we can leave this variable out from the discriminant function. Apart from this method, according to Kovacic (1994) , this can also be approached from the standpoint of the "separation of two groups where on the basis of Fisher's discriminative approach a result obtained that the maximum value of Fisher's criterion is equal to the square of Mahalanobis distance between the two groups." If by leaving out particular variables, the new value of Mahalanobis distance is unchanged or is only slightly different from the previous, then we conclude that the omitted variables do not contribute to the separation of groups. However, just as we check how an existing variable is enclosed, we can also introduce an additional variable in addition to the previously included variables. This procedure is implemented using the Wilk's lambda.
In addition, since it is well-known that the discriminant analysis method is, in fact, a method of dependence, and we know that a dependent variable is of a qualitative type, the thing which is important to us is what if a qualitative variable included in an independent variable, or what if all independent variables are of that type. In these cases the application of the discriminative logistic analysis is suggested. If it happens that all independent variables are qualitative, or if there is a mixed case where some of the independent variables 
Management: Journal of Sustainable Business and Management Solutions in Emerging Economies

2018/23(3)
49 are qualitative, then it is not reasonable to assume the normalcy. In this case, Fisher's discriminative function gives poor classification results. Therefore, if a normal distribution may not be supposed, the use of discriminative logistic analysis is recommended.
Taking into account available techniques, we consider that is useful to use them to examine whether it is possible to determine the auditor's opinion.
Application of Multivariate Discriminative Analysis in the Process of Auditing the Financial Statements of Tobacco Companies in the Republic of Serbia
The tobacco industry is one of the older productions which, in addition to growing and processing tobacco, also manufactured tobacco products. In the Republic of Serbia, cigarettes are produced by:
• Niš Tobacco Industry -Philip Morris Company, (1.)
• Vranje Tobacco Industry -British American Tobacco, (2.)
• Japan Tobacco International, Senta, (3.)
• Coka Tobacco Industry (4.) and
Monus has not been included in this analysis as it is a small legal entity and thus is not required to conduct an audit of its financial statements.
The data used for this analysis refer to 2011, 2012 and 2013; they were officially published and are publicly available by the law the Republic of Serbia on the website of the Serbian Business Registers Agency.
The balance sheet positions analysed are: "Intangible Assets", "Supplies", "Receivables", "Capital" and "Liabilities".
Taking into account the five account balances from the balance sheets of the above-mentioned tobacco industries, by previous years (2013, 2012 and 2011), we will try to find out which of these positions affects the auditor's opinion the most. Table 1 : Data from the balance sheet (in 000 dinars) Note: The auditor's opinion has been replaced by numbers to make managing data easier. 1=positive (unqualified opinion); 5=qualified opinion
Source: Authors' calculation
In this paper, multivariate discriminant analysis is applied during the audit process, by using the auditor's opinion for grouping observations which are based on historical data. In the case of the tobacco industry in the Republic of Serbia, this is either "unqualified" or "qualified", while the variables used for separation of observations are positions from the balance sheets taken by the highest value. The discriminant function is a linear combination of variables, in this case, a linear combination conditioned by the data obtained from the balance sheet. Specifically, by using the specified data, the following results are obtained: Statistically significant variables are shown in bold; in fact, these are the variables that will contribute most to the discrimination between groups. It can be seen that for "Intangible Assets", "Supplies" and "Liabilities " Partial Lambda has the lowest values compared to the others. Also, the p-values are less than 0.05 which means that they really are statistically significant (there is a statistical significance for group separation and it is evident that the expected average of all independent variables is not equal). The F value of a certain variable indicates its statistical significance in the discrimination between groups. It is a measure of a variable's unique contribution in the process of predicting the belonging to a group or an object, where it can be observed that the highest value(s) is/are for "Supplies", "Intangible Assets" and "Liabilities".
Tolerance is the coefficient of determination between the dependent variable and the other variables included in the model. That is, therefore, a measure of redundancy of a given variable. If the Tolerance of some of the variables entered into the equation which describes the model is lower than the default tolerance which is 0.01, this means that the variable is 99% superfluous. In this example, this is not the case, given that they all have a Tolerance higher than 0.01.
The prediction of belonging to a group conducted with the help of the Mahalanobis distance. This distance is quite similar to the squared Euclidean distance of the respective case (object) from the centroids for each group. A classification is performed so that the object is assigned to a group according to Mahalanobis distance (object from centroid). In this example, there are two groups G_1:1 and G_2:5 where the first represents a case when the auditor's opinion will be unqualified, and the other instance will be a qualified opinion. For further analysis, we need to consider a correlation matrix which shows to what extent two individual variables are in correlation, i.e., which variables in their mutual relationship have a high, and which show a low correlation coefficient. The correlations between independent variables (with outliers which appeared in these correlations) are represented graphically in Figure 1 . 
The highest coefficient of correlation is found between the variables "Capital" and "Intangible assets", and immediately after that, between the "Supplies" and "Capital" as well as "Supplies" and "Intangible assets". Finding the correlation between each of these two variables helps us predict with greater certainty how the value of another variable will change if the first one changes. Contrary to this, the correlation for variables "Capital" and "Receivables" is negative.
Figure 1:Correlation of all variables
In case of the value analysis of the five balance sheet positions, we receive a statistically significant variable which poses the question for further data categorisation. The following Decision Tree is obtained by using these data: We can see that there are one major node and four child nodes. Depending on the number of Intangible Assets, the rectangles contain a "1" if the opinion is unqualified and a "5" if the opinion is qualified. Therefore, if Intangible Assets equal zero or are between 601 and 1806, then the opinion will be qualified, while in other cases it will be unqualified. What can also be noticed is that on the first node, within the given node, there are rectangles that represent a percentage of the groups of dependent variables. Colours separate groups related to different opinions, while the height of the rectangle notes how often a particular group occurs. Therefore, via these rectangles, each subsequent node ("answer node") points out to which group the observed object will belong in comparison to the observed independent variables.
The Decision Tree provides a geometric framework for organising decisions. Every Decision Tree provides us with an alternative to the next step. In addition to "Intangible Assets", the Decision Tree is used to present positions under "Supplies" and "Liabilities". The interpretation of the tree graph "Opinion" for Liabilities shows that there exists a total of six nodes, more precisely one root node and the other five nodes of the response. It means that all amounts larger than 279.154 and smaller than 423.179 (thousands of dinars), as well as higher than 1.060.225 and smaller than 1.411.948 (thousands of dinars), show a qualified audit opinion. All others will show an unqualified audit opinion.
The CHAID method (Chi-square Automatic Interaction Detector) was used for the previous three Decision Trees. Components used in this method can be continuous, sequential and nominal. The CHAID Tree is a Decision Tree built by dividing the subsets into two or more answer nodes, on many occasions, starting with the entire data set.
It is important to note that the CHAID is not the only method that can deliver results. There is also a possibility for using the C&RT (Classification and Regression Tree) method as presented in Huberty and Olejnik (2006) However, it should be noted that if some of the discriminatory analysis conditions is broken, then it cannot be applied, and some other techniques have to be used. These are the lack of multipolarity between independent variables, the presence of an independent multivariate normal distribution; the matrices of variance and covariance of independent variables between groups are equal and similar.
Results and Discussion
The primary conclusion arising from this paper is that there is a real basis for further and extensive research that will consider the use of multivariate discriminant analysis to predict the auditor's opinion regarding the business of a particular company.
Through the specific analysis and computer data processing, we concluded that the statistically most material positions in the balance sheet of the tobacco producing companies are "Intangible Assets", "Supplies" and "Liabilities". With further processing, we arrived at the discriminant function coefficients through which we obtained additional information about the significance of independent variables. Given that the discriminant analysis seeks to predict future developments through data clustering, a variable with greater discriminant abilities accompanied by a coefficient with higher values issupporting that.
With the help of centroids, representing the matrix discriminant scores for each group, we managed to, making use of the value of the "cutting score", predict what the character of the auditor's opinion will be in the analysed tobacco industry companies. The results showed that in a situation when the value of the obtained discriminant functions was below the "cutting score" the auditor's opinion was qualified and if the value was above them, it was unqualified.
Based on the received values and the presence of "concentration of tobacco market" as quoted in Vukovic, Mijic, Spahic (2015), the auditor's opinion from previous years is undisputed in predicting future outcomes, in addition to the values of significant balance sheet positions. In this manner predictions, with some speculations, can be made for the following year. But, would we be mistaken if we were to expect that all auditors' opinions for 2013 would be same in 2014?
We assessed that the results from the application of multivariate discriminant analysis could best be viewed by applying the results for the upcoming 2014 and on the balance sheet of the above-mentioned companies.
If we look at it from the company point of view, with the help of discriminant functions that have already been calculated by historical data, After calculating the value of the discriminant functions for each company, the resulting value is compared with the previously determined "cutting score". If the value for a specific company is below -1.178, then the opinion will be a qualified opinion and if it is above those values then the opinion will be unqualified.
The results are as follows:
Values of discriminant functions presented on a number line Therefore, the tobacco industry (2) and the tobacco industry (3) have a value of the function below -1.178, so they can expect a qualified opinion while the tobacco industry (1) and tobacco industry (4) have a value above -1.178 and can expect an unqualified opinion.
After the conducted audit for 2014, the results publicly disclosed during 2015 confirm the results predicted by discriminant analysis. According to the data from the website of the Serbian Business Register Agency, we had access to the audit reports of tobacco companies and confirmed that tobacco companies (2) and (3) acquired a qualified audit opinion, while the tobacco companies (1) and (4) Saif, Sarikhani and Brahimi (2012) . It is very important to be able to, by perfecting techniques and methods, predict the future outcome with particular precision. One of the answers to predicting outcomes and the manner of proceeding, so that the consequences and mistakes in decisions should be reduced, is the presented analysis where we use historical data to look for some consistency in behaviour, in order that we be able to see what we can expect.
In particular, the focus of this paper was the application of multivariate discriminant analysis as a method for data manipulation, the essence of which is the proper classification of observations. By relying on discriminant analysis, during the auditing process, we obtained some significant results. However, naturally, we cannot ignore the fact that it is hard to avoid deviation in this analysis so that every result and outcome should be taken with a grain of salt -seeking new, better and more applicable techniques.
The presented research, based on theoretical and mathematical support, using statistical software tools, managed to apply discriminant analysis on the data from the financial statements of the tobacco industry in the Republic of Serbia. The aim was to predict the success of a business in the future and what kind of opinion will be given by the auditor. Concretely, we used the following positions from the balance sheet for the predictors: "Intangible assets", "Supplies", "Receivables", "Capital" and "Liabilities". The application of discriminant analysis showed that major variables are "Intangible assets", "Supplies" and "Liabilities". Following these variables, we obtained certain results on which we were able to make the predictions. Also, the given variables were entered into the discriminatory function, so we calculated the values of the given function and precisely located the membership of a particular group. Groups of dependent variables were the opinions of the auditor. According to the data from the website of the Serbian Business Register Agency, we had access to the financial statements of tobacco companies through the officially published data. It should be noted here that the auditor's opinions varied between "positive (unqualified)" and "positive with distraction (qualified)", so the classification was established on the basis of that existing situation. The result of our preliminary investigation presented accurate and correct prediction and can be used for further complex investigations.
The presented results allow us to continue our research to make the discriminatory analysis as credible as possible. The study will be continued in a way that the number of cases in the smallest group will be superior to the number of independent variables. It means that we will have some variables that will lead to discriminatory analysis for more 
