Abstract. We study the scattering behavior of global solutions to stochastic nonlinear Schrödinger equations with linear multiplicative noise. In the case where the quadratic variation of the noise is globally finite and the nonlinearity is defocusing, we prove that the solutions scatter at infinity in the pseudo-conformal space and in the energy space respectively, including the energy-critical case. Moreover, in the case where the noise is large, non-conservative and has infinite quadratic variation, we show that the solutions scatter at infinity with high probability for all energy-subcritical exponents.
Introduction and main results
We are concerned with stochastic nonlinear Schrödinger equations with linear multiplicative noise and the long-time behaviour of their solutions. More precisely, we consider idX = ∆Xdt + λ|X| α−1 Xdt − iµ(t)Xdt + i XG k (t)dβ k (t),
(1.1)
Throughout this paper we assume that α > 1 and d ≥ 3. The choice λ = −1 (resp. λ = 1) corresponds to the defocusing (resp. focusing) case [44] . The last term is taken in the sense of Itô, β k are real-valued Brownian motions on a probability space (Ω, F , P) with normal (in particular right-continuous) filtration (F t ) t≥0 , G k (t)(x) := G k (t, x) = g k (t)φ k (x), g k are real valued predictable processes, g k ∈ L 2 loc (R + ; R) P-a.s., and φ k ∈ C ∞ (R d ; C). µ is assumed to be of the form µ(t, x) = 1 2 N k=1 |G k (t, x)| 2 , such that t → |X(t)| 2 2 is a continuous martingale. In a quantum mechanical interpretation, the β k are the output of the continuous measurement, and the probability measure
−1 |X(T, ω)| 2 2 P(dω) is the physical probability law of the events occurring in [0, T ], see [9] and references therein for more information. In particular, when Re G k = 0, 1 ≤ k ≤ N, the mass |X(t)| 2 2 is pathwisely conserved, thus the quantum system has a unitary evolution in a random environment. This case also arises from molecular aggregates with thermal fluctuations, we refer to [1, 2] and references therein.
The global well-posedness of (1.1) was first studied in [18, 19] for more general linear multiplicative noise in the conservative case for a restricted range of subcritical exponents. For the full range of mass-and energy-subcritical exponents, the global well-posedness is proved in the recent papers [4, 5] in both the conservative and non-conservative cases, based on the rescaling approach and Strichartz estimates for lower order perturbations of the Laplacian. Very recently, global well-posedness for (1.1) with quite general noise (i∆X(s) + µX(s) + λi|X(s)| α−1 X(s))ds
Here, the integral t 0 X(s)G k (s)dβ k (s) is taken in sense of Itô, and (1.2) is understood as an equation in H −1 (R d ).
As in [4, 5] , we need the following assumption to assure global well-posedness of (1.1) in the energy-subcritical case discussed below.
(H0) For each 1 ≤ k ≤ N, 0 < T < ∞, G k (t, x) = g k (t)φ k (x), g k are real valued predictable processes, g k ∈ L ∞ (Ω × [0, T ]) and φ k ∈ C ∞ (R d , C) such that for any muti-index γ, 1 ≤ |γ| ≤ 3, Moreover, if in addition λ = −1 and g k ∈ L ∞ (Ω; L 2 (R + )), 1 ≤ k ≤ N, then for any X 0 ∈ H 1 and any p ≥ 1,
The proof is similar to that in [4, 5] and it is postponed to the Appendix. In the defocusing energy-critical case, i.e., λ = −1, α = 1 + 4/(d − 2) + , the local wellposedness for (1.1) has been proved in [5] for all d ≥ 1, see also [19] for d ≤ 5. However, the global well-posedness is much more difficult and remains still open. One of the main difficulties is that several important quantities such as the Hamiltonian are no longer conserved in the stochastic case. In order to consider the scattering in the energy-critical case we a-priori assume that (H0') In the case λ = −1, α = 1 + 4/(d − 2), for every T > 0 and X 0 ∈ H 1 there exists a unique H 1 -solution X to (1.1) such that X ∈ L γ (0, T ; W 1,ρ ), P-a.s., for any Strichartz pair (ρ, γ). In addition, if X 0 ∈ Σ, then | · |X L γ (0,T ;L ρ ) < ∞, P-a.s.. We first study the scattering property of global solutions in the pseudo-conformal space. In this case, the temporal functions g k in (H0) are assumed to satisfy suitable integrability and to decay to zero with appropriate speed at infinity.
(H1) For each 1 ≤ k ≤ N, (ii). Let V (t, s), s, t ∈ [0, ∞), be the evolution operators corresponding to the random equation (1.23) below in the homogeneous case where F ≡ 0. Then, P-a.s. there exists X + ∈ Σ such that The next result is concerned with the scattering in the energy space. where ϕ * is as in (1.12) above. 4 (ii). Let V (t, s), s, t ∈ [0, ∞), be the evolution operators as in Theorem 1.3. Then, P-a.s., there exists X + ∈ H 1 such that
Remark 1.6. One may remove the technical condition α ≥ 2 in Theorem 1.5 by using delicate arguments as in the H 1 -critical stability result in [39] . In order to keep the simplicity of exposition, we will not treat this technical problem in this paper.
Our next result is concerned with the regularization effect of noise on scattering in the non-conservative case. We assume (H2) For each 1 ≤ k ≤ N, φ k ≡ v k are constants, inf t>0 g k (t) ≥ c 0 > 0, and Re φ j = 0 for some 1 ≤ j ≤ N. Without loss of generality we may assume that Re φ 1 = 0.
Assume (H0) and (H2). Let g k and v j being fixed, 1 ≤ k ≤ N, 2 ≤ j ≤ N, and A v 1 denote the event that the solution X to (1.1) exists globally and scatters at infinity in Σ (resp. H 1 ), namely, there exists a unique u + ∈ Σ (resp. u + ∈ H 1 ) such that
Then, we have
Remark 1.8. We emphazise that the scaling functions ϕ * and ϕ depend on the strength of the noise (measured by the quadratic variation). Remark 1.9. It is known that for α ∈ (1, 1 + 2/d], scattering fails for solutions to deterministic nonlinear Schrödinger equations (i.e., G k ≡ 0). Moreover, in the focusing case, it is well-known that solutions may blow-up in the case where α ∈ [1 + 4/d, 1 + 4/(d − 2)). Hence, Theorem 1.7 reveals a regularizing effect of the noise on scattering. See also [7] for a regularizing effect of noise on blow-up in the non-conservative case. Remark 1.10. It is interesting to consider the existence of wave operators and to raise the question whether, given any v + ∈ Σ (resp. H 1 ), there exists a unique solution to (1.1) such that the asymptotic behavior in Theorem 1.3 (resp. Theorem 1.5) holds? In the deterministic case, the standard proof is to solve the equation backward in time, that is, to first construct solutions on [T, ∞) for T sufficiently large, and then to extend the solution to all times. However, the situation is quite different in the stochastic case. Even if one can construct solutions path by path by using the deterministic strategy, it is unclear whether the resulting solution is {F t }-adapted.
Let us outline the proofs of Theorems 1.3-1.7. We rely on the rescaling approach recently developed in [4, 5] and on perturbative arguments. By the transformation
where ϕ is as (1.16), the original stochastic equation (1.1) is reduced to the random equation below
or equivalently,
Hence, the problem of scattering for (1.1) is reduced to that for the random equation (1.19) .
This point of view proved useful for a sharp pathwise analysis of stochastic solutions and it reveals the structure of the initial stochastic equation as well. Moreover, it is very robust and applicable to several problems. We refer to [3, 6] for the applications of the rescaling approach, combined with the theory of maximal monotone operators, to stochastic partial differential equations. See also [8] for optimal bilinear control problems and [47] for pathwise Strichartz and local smoothing estimates for general stochastic dispersive equations.
The key observation here is that, by (1.20) and (1.21), the global bound on the quadratic variation of the noise implies that on the lower order coefficients, which allows us to obtain the crucial global-in-time Strichartz estimates for the time-dependent operator A(t) in (1.19), see Theorem 5.1 and Corollary 5.3 below. It should be mentioned that, in the case where
, as studied in [4, 5] , we have sup t≥0 (|b(t)| + |c(t)|) = ∞, thus the global-in-time Strichartz estimates in this case are not expected to hold, only local-in-time Strichartz estimates are available, see [4, 5, 47] .
Heuristically, if g k ∈ L 2 (R + ), the rescaling function ϕ converges almost surely at infinity, therefore the solution to (1.19) should behave asymptotically like that to the equation
Thus, z * := e ϕ(∞) z satisfies the equation
which is actually the deterministic nonlinear Schrödinger equation. We shall mention that, the papers [14, 15, 17, 41, 46] treat the equation ∂ t u = i∆u−λi|u| α−1 u, which can be transformed to the equation above by reversing the time. Thus, similar arguments apply also to this equation. In particular, the solution z * scatters at infinity for appropriate α.
Rigorously, we will use perturbative arguments to prove scattering properties of the random solution z to (1.19) . For this purpose, we consider
where ϕ and ϕ * are as in (1.16) and (1.12), respectively. Then, it follows from (1.19) that
where A * (t) = −i(∆ + b * (t) · ∇ + c * (t)) with the coefficients
One important fact here is that the coefficients b * , c * are asymptotically small at large time, which suffices to yield global-in-time Strichartz estimates based on the work [35] , see Section 5 below.
Next, in order to compare the solutions z * to (1.23) and u to the deterministic nonlinear Schrödinger equation
with u(T ) = z * (T ) at large time T , we set v := z * − u, (1.27) and obtain
At this step, the proof of Theorems 1.3 and 1.5 is reduced to obtaining asymptotic estimates for the solution v to (1.28).
For the scattering in the pseudo-conformal space a key role is played by an a-priori estimate in the scale-invariant space
, which is proved in [45, 14] by the decay estimate of the L α+1 -norm of solutions from the pseudo-conformal conservation law or by inhomogeneous Strichartz estimates for the non-admissible pair (α + 1, q) [15, 37, 26] . However, due to the complicated nature of the evolution formula of the pseudo-conformal energy and the unavailability of Strichartz and local smoothing estimates for the non-admissible pair (α + 1, q), we proceed differently. We shall compare solutions at the level of the pseudo-conformal transformations. The method of pseudoconformal transformations has been applied successfully to prove scattering in the pseudoconformal space, see e.g. [14, 15, 45] . It has advantage that the scattering problem of the original solutions at infinity is reduced to the Cauchy problem of their pseudo-conformal transformations at the singular time 1, which in turn can be analysed by Strichartz estimates without relying on the decay estimates of the L α+1 -norm of solutions. Finally, the regularization effect of noise on scattering in Theorem 1.7 can be proved by the rescaling transformation as well. The key point here is that, after the rescaling transformation, one obtains an exponentially decaying term e (α−1)Re ϕ in front of the nonlinearity, which weakens the nonlinear effect and allows random solutions to scatter at infinity even in the case α ∈ (1, 1 + 2/d], λ = ±1, where deterministic solutions fail to scatter. From this perspective, the noise in the non-conservative case has a damping effect to the deterministic system. We also refer the interested reader to [42] for similar phenomena for deterministic damped fractional Schrödinger equations.
The remainder of this paper is organized as follows. Sections 2 and 3 are mainly devoted to the proof of Theorems 1.3 and 1.5. Section 4 is concerned with the proof of Theorem 1.7. Finally, Section 5 contains the global-in-time Strichartz and local smoothing estimates used in this paper. The proofs of some auxiliary results are postponed to the Appendix.
Scattering in the pseudo-conformal space
Recall that Σ = {v ∈ H 1 : | · |v(·) ∈ L 2 } is the pseudo-conformal space. Let v be the solution to (1.28) and consider its pseudo-conformal transformation
By straightforward computations, we have Similarly, let z * , u denote the pseudo-conformal transformations of z * and u, respectively. Then, we have (2.5) and
with u( T ) = z * ( T ). Note that, u depends on T and z * ( T ).
For the solution z * to (2.5), we first have the estimates on any bounded interval [0, T ] below, 0 < T < 1.
Lemma 2.1. Assume the conditions in Theorem 1.3 to hold. For each v(0) ∈ Σ and 0 < T < 1, there exists a unique
Proof. By direct computations, for any Strichartz pair (ρ, γ) and T ∈ (0, 1),
Thus, in view of (1.5), (1.6), Assumption (H0
Moreover, we compute that for any t ∈ [0, T ],
Now, for the estimate in the local smoothing space, we take the Strichartz pair (p, q) = (
s., applying the Strichartz estimates to (2.5) and using the Hölder inequality we obtain
Concerning the weighted norm, for each 1
and let x = 1 + |x| 2 . Arguing as above and using the fact that
(see Section 5 below) we get
Thus, taking ε small enough and then summing over k we obtain x j z * L q (0, T ;L p ) < ∞, a.s.. Hence, the proof is complete.
The following result, involving the pseudo-conformal energy, is crucial for the scattering behavior.
′ and (H1). Let X be the solution to (1.1) with X(0) = X 0 ∈ Σ. Define the pseudo-conformal energy
Then, we have P-a.s.
where a, σ k are continuous (F t )-adapted processes, satisfying that
k (s)ds to the weaker exponential integrability, which is actually sufficient for the almost surely global bound (2.16) (see (6.5) and (2.21) below) and for the pathwise estimates below as well.
Proof of Lemma 2.2. Let H(X), V (X)
, G(X) be the Hamiltonian, virial and momentum functions of X as in the proof of Theorem 1.2 in the Appendix below, respectively.
Note that, for the pseudo-conformal energy given by (2.14),
Similarly to [7, (4. 11)], we have
where
By the Itô formulas of V (X), H(X), G(X) in (6.3), (6.2) and (2.17), respectively,
with a 1 (r) as in (6.2) below and
with σ 1,k , σ 2,k , σ 3,k as in (6.2) 
. This implies (2.16) and so finishes the proof. As a consequence, we have the crucial global bound for the solution z * below.
Proof of Corollary 2.4. We consider the cases
Then, using (2.18) and the fact that
where the last step is due to (2.16). Since |∇ X(t)| 
We claim that the estimate (2.24) is sufficient to yield that for T close to 1,
To this end, we choose the Strichartz pair (p, q), 1 < θ ≤ ∞ and h as in the proof of Lemma 2.1. Similarly to (2.11), we have that for any t ∈ ( T , 1),
, where in the last step we also used that ε( T ) := |h| L θ ( T ,1) → 0 as T → 1 − (see also (2.36) below), due to (2.36). Taking T close to 1, using [8, Lemma A.1] and then letting
Moreover, similarly to (2.13), for each 1
Then, taking T close to 1 such that Cε( T ) ≤ 1/2 and letting t → 1
− we obtain
Thus, combining (2.26) and (2.27) together and using Strichartz estimates we prove (2.25), as claimed. Now, taking into account Lemma 2.1 and using Strichartz estimates to control the LS(0, 1)-norms we obtain (2.22) in the case where
The case α ∈ (1 + α(d), 1 + 4/d). In this case, let
Note that, by (2.23),
This yields that sup
As in the previous case, we claim that the estimate (2.25) also holds in the case where
To this end, we choose the Strichartz pair (p, q) = (α+1,
) and set q =
Applying Strichartz estimates to (1.23) and using Hölder's inequality and (2.29) we have for any t ∈ ( T , 1)
Then, taking T close to 1 such that ε ′ ( T ) = 1/(2C) and then letting t → 1 − , we obtain
Similarly, for the estimate in the weighted space, we get that for each 1 ≤ j ≤ d, similarly to (2.13), for any t ∈ ( T , 1),
Thus, similar arguments as above yield that
Now, we can use (2.30), (2.31) and Strichartz estimates to obtain (2.25) in the case where α ∈ (1 + α(d), 1 + 4/d), as claimed. Then, similar arguments as those below (2.27) yields (2.22) .
Therefore, the proof is complete.
It should be mentioned that, on the basis of Lemma 2.2, one can prove the scattering of X by using the Galilean operator and decay estimates as in [14, 39] . Moreover, exploring the global bound (2.22) and the equivalence of asymptotics of z * at time 1 and z * at infinity (see e.g. [14, Proposition 7.5.1]), one can also obtain the scattering (1.11). Precisely, almost surely there exists v + ∈ Σ such that
We remark that, though Proposition 7.5.1 in [14] treats the equation ∂ t u = i∆u − λi|u| α−1 u, similar arguments apply also to the solutions z * to (1.23) and z * to (2.5) considered here. In fact, define the dilation
), s ∈ [0, ∞), which implies the equivalence of asymptotics between z * and e it∆ z * .
However, in the H 1 case, one can not obtain the scattering behavior of z * directly from the uniform bound similar to (2.22) . Thus, we present a different proof for scattering to illustrate the idea of comparison, which applies also to the H 1 case. Moreover, it also gives the asymptotical estimates of the solutions z * to (2.5) and u to (2.6) (see (2.34) below) and so justifies the intuition mentioned in Section 1.
Proposition 2.5 below summarizes uniform estimates (independent of T ) for u used in this section.
, and for any Strichartz pair
is the local smoothing space defined in Section 5, and C is independent of T .
The proof is similar to that of Corollary 2.4, based on the pseudo-conformal energy and the global bound (2.22) of z * ( T ). For simplicity, it is postponed to the Appendix.
The next lemma contains the crucial global estimates and asymptotics of the solution v to equation (2.2). Lemma 2.6. Assume the conditions in Theorem 1.3 to hold. Let v be the solution to (2.2) with v( T ) = 0. Then, for any Strichartz pair (ρ, γ),
where C is independent of T . Moreover, P-a.s., as
Proof. The uniform bound (2.33) follows from (2.22) and (2.32), since v = z * − u. Regarding (2.34), the proof is based on perturbative arguments. Let p, q, θ, l be as in the proof of Lemma 2.1. First, we consider the estimates in the spaces L γ (0, 1; W 1,ρ ) and LS(0, 1), where (ρ, γ) is any Strichartz pair. Similarly to (2.11), since v( T ) = 0, by (2.2) we have P-a.s. for any t ∈ ( T , 1),
where C is independent of T and t, LS ′ ( T , t) is the dual space of LS( T , t). Taking into account (2.10) and that
, we have that 
(See Section 5 below.) Then, using (5.9) below (see also Remark 5.2) and the uniform bound (2.32) we get P-a.s.
where ε 2 ( T ) → 0 as T → 1 − . Thus, setting ε( T ) := ε 1 ( T ) ∨ ε 2 ( T ) and using (2.35), (2.36) and (2.39) we get
where C is independent of T and t, due to the uniform bounds (2.32) and (2.33).
Furthermore, for every 1 ≤ j ≤ d, by (2.2), ∂ j v satisfies the equation
where ∂ j v( T ) = 0, and
Then, similar to (2.35), we have P-a.s.
where C is independent of T and t, due to the global-in-time Strichartz estimates. In view of (2.37), (2.38) and (5.9) below, the first term on the right-hand side above is bounded by
which along with (2.36) and the uniform bounds (2.32) and (2.33) implies that P-a.s.
Thus, it follows from (2.40) and (2.41) that
where C is independent of T and t. Letting t → 1 − we get
where x j v( T ) = 0 and
Then, similar to (2.13),
where C is independent of T and t.
Thus, by virtue of the uniform bounds (2.32) and (2.33) we obtain
where C is independent of T .
Proof. We shall prove the estimates of z * in (2.46) and (2.47) from those of the pseudo-conformal transformation z * in (2.22) .
For this purpose, since (
where the last step is due to Corollary 2.4. Moreover, we compute that, if s := t/(1 − t),
Since (d/2 + 1)γ − dγ/ρ − 2 = γ and dγ/2 − dγ/ρ − 2 = 0, by Lemma 2.6, this implies that 
where the last step is due to the fact that −
]. Thus, we obtain (2.47) and complete the proof.
Proof of Theorem 1.7 (ii) (continued)
We reformulate equation (1.23) in the mild form In the case where α ∈ (1 + α(d), 1 + 4/(d − 2)), since V (·, t 2 )w(t 2 ) satisfies equation (2.50) with the final datum w(t 2 ) at time t 2 , using (2.52) and applying Corollary 5.3 (iii) with (p, q) = (α + 1,
) we obtain
where C is independent of t 1 , t 2 .
Moreover, since w(·) satisfies (1.23) with w(t 1 ) = 0, and ϕ * ∈ L ∞ (0, ∞; W 1,∞ ), a.s., applying Corollary 5.3 (ii) and Hölder's inequality we get that the right-hand side above is bounded by
and C is independent of t 1 , t 2 . Thus, in view of (2.46) and (2.47), we obtain that as t 1 , t 2 → ∞,
which implies that P-a.s. there exists X + ∈ H 1 such that 
). We only need to replace (2.53) by the estimate below
where the last step is due to the Sobolev imbedding W 1,
Thus, by virtue of (2.46) we obtain (2.54), thereby proving (1.13) in the energy-critical case where α = 1 + 4/(d − 2), and the proof is complete.
Scattering in the energy space
In this section, we use the Strichartz pairs (p 1 , p 1 ) :
) and define the spaces
and
. Then, 1/p
, and I × R d be an arbitrary spacetime slab. Then, for any f, g ∈ Y 1 (I),
Moreover, if in addition α ≥ 2, we have
Proof. By Lemma 2.6 in [39] we know that, if
, which along with the Sobolev imbedding W 1,
implies (3.1). Regarding (3.2), using Hölder's inequality, we have
Note that,
, and similar estimate holds also for g. We obtain
, which implies (3.2), thereby finishing the proof. Below, we prove the scattering by using the idea of comparison as in the proof of Lemma 2.6. For this purpose, we first prove the uniform global estimates (independent of T ) for the solution u to (1.26).
1 , there exists a unique global H 1 -solution u (depending on T ) to (1.26) such that u scatters at infinity in H 1 and for any 1 ≤ j ≤ d and any Strichartz pair (ρ, γ),
where LS(R + ) is the local smoothing space defined in Section 5, and C is independent of T .
Proof. We mainly consider the global well-posedness, scattering and global bound of u L γ (R;W 1,ρ ) . The global bound in the local smoothing space can be proved standardly by Strichartz estimates.
The crucial estimates used below are that, for α ∈ (1 + 4/d, 1 + 4/(d − 2)] and any Strichartz pair (ρ, γ), [14, 17, 41, 46] . Moreover, by virtue of (3.5) and (3.3), we have for any Strichartz pair (ρ, γ), P-a.s.,
Regarding the mass-critical case where α = 1 + 4/d, since u(T ) = z * (T ) ∈ H 1 ⊂ L 2 , it follows from [25] that there exists a unique global L 2 -solution to (1.26) . Moreover, by (3.6) and (3.3),
where C is independent of T . Then, we split R + into M j=0 (t j , t j+1 ) with t 0 = 0,
where ε is to be chosen later. By (3.8),
with C independent of T . Note that, the conservations of the Hamiltonian H(u(T )) = H(u(t)) and the mass |u(T )| , t ∈ R, together with (3.3) imply that, for 0 < C < ∞ independent of T , Then, applying Strichartz estimates to (1.26) and using Hölder's inequality we get that, if
Thus, taking ε small enough (independent of T ), summing over j and using the global bound (3.9) we obtain that
In particular, this yields the scattering of u in H 1 . Actually, by (1.26),
Similar to (3.11), we have as t 1 , t 2 → ∞, 
where C is uniformly bounded for T large enough, and for any Strichartz pair (ρ, γ),
We remark that, unlike in the pseudo-conformal case, the global estimate (3.3) dose not imply directly the global bound of z * (and also v) in the Strichartz space L γ (T, ∞; W 1,ρ ). Proceeding differently, we will prove (3.13) by using the comparison arguments which simultaneously gives (3.14) as well.
Proof. As mentioned in the proof of Theorem 1.3 (ii), global-in-time Strichartz estimates hold for the operator A * in (1.28), due to the fact that g k ∈ L 2 (R + ), P-a.s., 1 ≤ k ≤ N (see Section 5 below). Applying Corollary 5.3 to (1.28) we have for any 0 < T < t < ∞,
where C is independent of T and t, due to the global-in-time Strichartz estimates. Below, we estimate the four terms on the right-hand side of (3.15) respectively.
, using (1.3) we have (see Section 5 below) that P-a.s. for 0 ≤ |β| ≤ 2, 0 ≤ |γ| ≤ 1, 
Moreover, using the inequality |e x −1| ≤ e|x| for |x| ≤ 1 and the fact that ϕ * C([T,∞); (3.18) where C is independent of T , due to Proposition 3.4.
Regarding the fourth term on the right-hand side of (3.15), we first note that
Moreover, since ∇F (u) = F z (u)∇u+F z (u)∇u, where F z , F z are the usual complex derivatives, and similar equality holds for ∇F (u + v), we have
Then, using (3.19) , (3.20) and Lemma 3.1 we obtain (3.21) where C is independent of T and t. Thus, plugging (3.17), (3.18) and (3.21) into (3.15) we obtain
Below we shall prove the estimate
where C ′ is independent of T . For this purpose, we choose η, ε(T ) > 0 sufficiently small, such that
where the constants D 0 , D * (η) are as in (3.26) and (3.29) below respectively, independent of T .
For each T fixed, since u Y 1 (T,∞) ≤ C * < ∞, we can choose {t 1,j }
, and so sup
Now, let us consider the estimate on the time interval (T, t 1 ). By (3.22) and the fact that α ≥ 2,
where D 0 = 2C(≥ 1) is independent of T . Then, by the choice of η in (3.24),
This, via [8, Lemma A.1] and implies that for ε(T ) small enough such that 2D 0 ε(T )
Next we use the inductive arguments. Suppose that at the j-th step |v(
is increasing with j and is independent of T .
Then, similarly to (3.26), we have
. By the choice of η in (3.24) and the inductive assumption, we get
Using (3.24) and apply [8, Lemma A.1] again, we have that for ε(T ) even smaller such
Thus, letting
with C * (η) as in (3.25) above, we deduce from the condition (3.24) and inductive arguments that, for each 0 ≤ j ≤ M ≤ C * (η), the estimate (3.28) is valid and
provided ε(T ) satisfies the smallness condition in (3.24) above. Therefore, taking the sum or maximum over 0 ≤ j ≤ M and taking into account the uniform bound (3.25) we obtain (3.23), as claimed.
Finally, (3.13) and (3.14) follow from (3.16), (3.23) and Strichartz estimates. The proof is complete.
Proof of Theorem 1.5. (i). Note that, for any
where u is the solution to (1.26) with u(T ) = z * (T ). Since by Proposition 3.4, for each T fixed, u scatters at infinity, we have
Then, we get lim sup
Thus, by virtue of (3.14), we taking T to infinity to obtain that {e it∆ z * (t)} is a Cauchy sequence in the space H 1 , which implies the scattering of z * at infinity specified in (1.14). (ii). As in the proof of Theorem 1.3 (ii), Strichartz estimates and Lemma 3.1 imply that P-a.s.,
where Y 1 (t 1 , t 2 ) is the space defined in the previous proof of Lemma 3.5 and C is independent of t 1 , t 2 , due to the global-in-time Strichartz estimates for A * .
Note that, z * = e −ϕ * X = v + u. We have z * Y 1 (T,∞) < ∞ for T large enough, due to the global bounds (3.4) and (3.13).
Thus, it follows that |V (0, t 2 )z * (t 2 ) − V (0, t 1 )z * (t 1 )| H 1 → 0, as t 1 , t 2 → ∞, P-a.s., thereby yielding (1.15). Therefore, the proof is complete.
Proof of Theorem 1.7.
We first consider the scattering in the pseudo-conformal space. As in Section 2, let z be the pseudo-conformal transformation of the solution z to (1.19), i.e.,
where t ∈ [0, 1), x ∈ R d . We have
where h(t) is as in Section 2, i.e., h(t) = (1 − t)
, and
We show that, for Re v 1 large enough, z(= z v 1 ) exists on [0, 1] with high probability. For this purpose, set X
), and define Φ on
Then, similarly to (2.11), for any
, 1 < θ < ∞ is as in (2.11), and C is independent of σ and v 1 . Let M = 2C|X 0 | Σ and choose the stopping time
. Hence, similar arguments as in the proof of [5, Theorem 2.1] yield that there exists a unique
Thus, in order to show that z v 1 exists on [0, 1] with high probability, it suffices to prove that σ v 1 = 1 with high probability.
For this purpose, we consider
To this end, by the theorem on time change for continuous martingales (see e.g. [32, Section 3.4] ), there exists a Brownian motion
Moreover, the law of the iterated logarithm for Brownian motion (see e.g. [32, Section 2.9]) implies that lim t→∞ β k (t) − t = −∞, a.s.. Taking into account
which implies (4.7), as claimed.
For k = 1, since inf t≥0 g 1 (t) ≥ c 0 > 0, for any Re
. Then, by the law of the iterated logarithm, there exist c, t * > 0, such that for any t ≥ t * > 0 and any Re v 1 ≥ 1,
which implies that
Thus, using the dominated convergence theorem we have
as Re v 1 → ∞, P-a.s..
Moreover, P−a.s., for any 0 < s ≤ t * , we see that β 1 (
Taking into account
we apply the dominated convergence theorem to obtain that Thus, plugging (4.7) and (4.10) into (4.6) we get that a.s. for any t ≥ 0,
Then, in view of the definition of σ v 1 in (4.5), we obtain
which implies that z v 1 exists in the energy space H 1 on the interval [0, 1] with high probability if Re v 1 is sufficiently large. Now, we consider all random variables being evaluated at ω ∈ {σ v 1 = 1}. By (4.2), for all t ∈ [0, 1],
Then, by Cauchy's inequality,
which implies by Gronwall's inequality, because
In particular, z v 1 (1) ∈ Σ. Therefore, as in the proof of Theorem 1.3 (ii), by virtue of the equivalence between the asymptotics of z v 1 at time 1 and z v 1 at infinity, we conclude that the original solution z v 1 scatters at infinity in Σ, i.e., lim t→∞ |e it∆ z v 1 (t) − u + | Σ = 0 for some u + ∈ Σ. Thus,
where A v 1 denotes the event that the solution X to (1.1) exists globally and scatters at infinity in Σ. Taking into account (4.12) we obtain (1.17) in the pseudo-conformal space.
The noise effect on scattering in the energy space can be proved similarly. Taking into account (1.19) and that A(t) = −i∆, we set X 
where C is independent of τ and v 1 . Then, taking M = 2C|X 0 | H 1 and (4.13) and using similar arguments as in the previous case we see that there exists a unique
Note that, similar to (4.11), for any t > 0,
as Re v 1 → ∞, P-a.s., which along with (4.13) implies that
Below we consider ω ∈ {τ v 1 = ∞}. As in (4.3), for any t ∈ (0, ∞),
where C is independent of t and v 1 . In view of (4.14), choosing Re v 1 large enough, if necessary, and using [8, Lemma 6 .1] we obtain z v 1 L q (0,t;W 1.p ) ≤ C < ∞, with C independent of t and v 1 . Taking t → ∞ we get
Then, similar to (3.12), by virtue of (4.17) we have that for Re v 1 large enough,
thereby yielding that X scatters at infinity in H 1 . Therefore, for Re v 1 large enough,
which along with (4.15) implies (1.17) in the energy space H 1 . This completes the proof.
Strichartz and local smoothing estimates
In this section, we summarize the Strichartz and local smoothing estimates used in this paper, mainly based on the work [35] .
The local smoothing space is the completion of the Schwartz space with respect to the norm u
and the dual norm is u
, where {S k } is a dyadic partition of unity of frequency,
(Since the notation X stands for the solution to (1.1), in order to avoid confusions, we use the different notation LS, instead of X in [35] , for the local smoothing space.) Similarly, for every −∞ ≤ S < T ≤ ∞, we can also define A j , A <j on the time interval (S, T ), and LS(S, T ) denotes the local smoothing space defined on (S, T ).
We say that (p, q) is a Strichartz pair, if
We first present the Strichartz and local smoothing estimates essentially proved in [35] .
Theorem 5.1. Consider the equation
T ∈ (0, ∞) and any two Strichartz pairs (p k , q k ), k = 1, 2, we have the local-in-time Strichartz estimates, i.e.,
). (5.5) (ii) Assume in addition that (5.2) and (5.3) hold also for ∂ j b and
, (5.6) (iii). Assume in addition that κ ≤ ε ≪ 1. Then, we have the global-in-time Strichartz estimates, i.e., for any Strichartz pairs
Proof. (i). The proof is similar to that of [4, Lemma 4.1].
(ii). Estimate (5.6) can be proved similarly as in the proof of [5, Lemma 2.7] . In fact, for each 1 ≤ j ≤ d, v j := ∂ j u satisfies
with v j (0) = ∂ j u 0 . Then, applying (5.5) to (5.8) and using 
).
Thus, applying again (5.5) yields immediately (5.6).
(iii). Since for the Laplacian −∆ in dimension d ≥ 3 the associated bicharacteristic flow is not trapped and zero is not an eigenvalue or a resonance, we use [35, Theorem 1.22] and (5.9) to obtain that
Thus, taking ε small enough we prove (5.7).
Remark 5.2. Using characteristic functions we see that, the estimates (5.5)-(5.7) and (5.9) are also valid on (S, T ) for any −∞ ≤ S < T ≤ ∞ if the corresponding conditions hold on (S, T ). 
Then, for any 0 ≤ S < T ≤ ∞ and any two Strichartz pairs (p k , q k ), k = 1, 2, we have the global-in-time Strichartz estimates
), (5.13) where C is independent of S, T .
(ii). Assume in addition that, for every 1 ≤ j ≤ d, ∂ j b and ∂ j c also satisfy (5.11) and (5.12). Then, for any Strichartz pairs
), (5.14) where C is independent of S, T .
(iii). Assume the conditions in (i) (resp. (ii)) above to hold. Then, (5.13) (resp. (5.14)) also holds with u 0 replaced by the final datum u(T ).
Proof. (i). It suffices to prove the assertion for S = 0 and T = ∞. By (5.12), for any 
). (5.17) Moreover, for T 1 fixed and large enough, by (5.11) and (5.12),
which implies that (5.2)-(5.4) hold on [T 1 , ∞). Thus, using Theorem 5.1 (iii) we get
), (5.20) where in the last step we also used (5.17) with the Strichartz pair (p 1 , q 1 ) = (2, ∞), and C is independent of T 1 . Combining (5.17) and (5.20) we obtain (5.13).
(ii). The argument is similar to that in the proof of Theorem 5.1 (ii). with C T 1 independent of T , where in the last step we used (5.21) with (p 1 , q 1 ) = (2, ∞).
Therefore, putting together (5.21) and (5.22) we prove (5.13) with u 0 replaced by u(T ). The proof for ∂ j u is similar.
In the remainder of this section we verify the global-in-time Strichartz and local smoothing estimates used in Sections 2-4.
First, consider the global-in-time Strichartz and local smoothing estimates for the operator A * on [0, 1) in Section 2. We take ∂ jh b * (t, ξ) for an example to verify the conditions (5.10)-(5.12) under Assumptions (H0) and (H1), 1 ≤ j, h ≤ d.
By (1.24) and (2.3), (1.19) . Now, the local well-posedness for (1.1) follows from similar arguments as in the proof of [5, Proposition 2.5]. As regards the global well-posedness, applying Itô's formula we have P-a.s. for any t ∈ [0, τ * ), where τ * is the maximal existing time, that |X(t)| 
