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RE´SUME´
Les pare-feux jouent un roˆle crucial dans le renforcement de la politique de se´curite´ d’un
re´seau. Cependant, leur configuration, qui ne´cessite souvent l’intervention humaine, est une
source majeure de failles de se´curite´. Par conse´quent, des solutions automatise´es sont ne´ces-
saires afin de de´tecter les incohe´rences de configuration des pare-feux.
Dans ce me´moire, nous proposons des approches d’aide a` la configuration des pare-feux,
base´es sur des techniques formelles comme le model checking et la synthe`se de controˆleur.
La premie`re approche permet de ve´rifier par model checking la cohe´rence des pare-feux vis-
a`-vis d’un objectif de se´curite´ et de de´tecter, le cas e´che´ant, les incohe´rences. Elle permet
notamment de ve´rifier l’incohe´rence de croisement de chemins (i.e. si un paquet est rejete´ par
l’un des pare-feux en direction de sa destination, il ne pourra pas l’atteindre en empruntant
un autre chemin).
Nous e´tendons cette approche, en utilisant SMC-UPPAAL, afin d’e´tudier les performances
du re´seau en fonction des parame`tres de qualite´ de service tels que le de´lai d’acheminement
des paquets, le de´lai d’attente et le taux de perte. Cette extension permet, entre autres, de
calculer la probabilite´ qu’un paquet passant par un nœud malicieux soit accepte´, la probabilite´
qu’un nœud tombe en panne, les taux d’acceptation et de rejet de paquets.
En outre, nous proposons une approche formelle permettant de configurer formellement
les pare-feux prive´s sur un re´seau, conforme´ment a` un objectif de se´curite´ donne´, en utilisant
la technique de synthe`se de controˆleur imple´mente´e par l’outil UPPAAL-TIGA. Par ailleurs,
pour atte´nuer le proble`me d’explosion combinatoire inhe´rent au model checking et la syn-
the`se de controˆleur, les approches propose´es ici sont base´es sur des abstractions. Des e´tudes
expe´rimentales sont conduites pour de´montrer la performance de ces abstractions.
vABSTRACT
Firewalls play a crucial role in the enforcement of network security policies. However, their
configuration, which often requires human intervention, is a major source of security vulner-
abilities. Therefore, automated solutions are needed in order to detect firewall configuration
inconsistencies.
In this master thesis, we propose support approaches of firewall configuration based on
formal techniques such as model checking and controller synthesis. The first approach is used
to check the firewalls consistency by model checking with respect to a security objective and
to detect firewall configuration incoherencies such as cross path incoherence (i.e. if a packet
is rejected by a firewall towards its destination, it cannot reach it by taking a different path).
We extend this approach, using SMC UPPAAL to study the network performance accord-
ing to QoS parameters such as end-to-end time routing, latency and loss rate. This extension
allows, inter alia, the computation of the probability to accept a packet passing through a
malicious node, the probability that a node fails and packets acceptance or rejection rates.
In addition, we propose another approach to formally configure private firewalls on a
network, according to a given security policy, using the controller synthesis technique imple-
mented in the UPPAAL TIGA tool. Furthermore, to alleviate the problem of combinatorial
explosion inherent in model checking and controller synthesis, the approaches proposed here
are based on abstractions. Experimental studies were conducted to demonstrate the perfor-
mance of these abstractions.
vi
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1INTRODUCTION
La se´curite´ des re´seaux informatiques est devenue un enjeu majeur dans la socie´te´ mo-
derne. En effet, les re´seaux informatiques qui sont naturellement vulne´rables, ont acquis une
place importante dans toutes les activite´s entrepreneuriales et dans tous les secteurs de la
vie : les banques, les assurances, les hoˆpitaux, etc.
Durant la dernie`re de´cennie, nous avons assiste´ a` l’essor phe´nome´nal d’Internet, ce qui a
rendu notre monde nume´rique entie`rement connecte´ permettant ainsi d’acce´der a` la manne
d’information disponible sur les re´seaux. Cependant, cette ouverture vers l’exte´rieur a laisse´
les portes ouvertes a` ceux, qui trouvent un plaisir a` saccager les syste`mes informatiques, de
pe´ne´trer les re´seaux prive´s et y accomplir des actions malicieuses de destruction ou de vol
d’informations confidentielles. Par conse´quent, il est crucial de mettre en place des barrie`res
pour prote´ger les donne´es critiques circulant sur les re´seaux prive´s. Pour ce faire, plusieurs
solutions ont e´te´ de´ploye´es telles que : l’authentification, le cryptage, les logiciels anti-virus,
les syste`mes de de´tection d’intrusions (IDS), et les pare-feux.
La solution la plus largement adopte´e est les pare-feux. En fait, cet outil constitue la
pierre angulaire dans la se´curisation des connexions entre les re´seaux prive´s et les re´seaux
publics. Le roˆle principal des pare-feux est de controˆler le flux d’information au sein d’un
re´seau. Un pare-feu est caracte´rise´ par une configuration a` base de re`gles qui de´cident de
rejeter ou d’accepter les paquets circulant sur le re´seau en fonction de leurs attributs (par
exemple : source, destination, protocole, port).
L’efficacite´ des pare-feux de´pend de la cohe´rence de leur configuration. Cependant, la
configuration d’un pare-feu ne´cessite souvent une intervention humaine. Cette intervention
peut eˆtre a` l’origine des vulne´rabilite´s de se´curite´ majeures. En effet, la configuration des
pare-feux est une tre`s lourde taˆche qui se complique davantage avec la taille et la topologie
du re´seau. Par conse´quent, elle est sujette a` des anomalies qui peuvent entraver la mise
en œuvre d’une politique de se´curite´ globale d’un re´seau. Ces anomalies peuvent engendrer
des incohe´rences au sein d’un pare-feu ou des incohe´rences inter-pare-feux. Pour pallier ces
proble`mes, plusieurs travaux de recherche visent, en s’appuyant sur des techniques formelles, a`
fournir des approches d’aide a` la configuration de pare-feux. Ces travaux peuvent eˆtre classe´s
en deux cate´gories : i) la ve´rification de la cohe´rence des pare-feux, et ii) l’automatisation
de la configuration des pare-feux. L’objectif ge´ne´ral de notre travail est de proposer des
nouvelles approches formelles d’aide a` la configuration des pare-feux en tenant compte des
deux cate´gories cite´es ci-dessus. Nos contributions sont les suivantes :
• Une approche formelle base´e sur le model checking est propose´e. Elle permet de de´tecter
2les incohe´rences de configuration inter-pare-feux dans un re´seau informatique.
• Pour atte´nuer le proble`me d’explosion de l’espace d’e´tats inhe´rent au model checking,
deux abstractions sont propose´es et e´value´es en termes de complexite´ en temps et en
espace, par rapport a` la taille du re´seau et son taux de connectivite´.
• L’approche propose´e est e´tendue a` l’aspect probabiliste permettant ainsi d’e´tudier le
comportement quantitatif du re´seau en se basant sur des me´triques de qualite´ de service
tels que le de´lai d’acheminement des paquets de bout en bout, de´lai d’attente et le taux
de perte.
• Une deuxie`me approche formelle base´e sur la technique de synthe`se de controˆleur est
imple´mente´e. Elle permet de configurer automatiquement les pare-feux dans le re´seau.
• Afin de faire face au proble`me d’explosion combinatoire, deux abstractions de cette
dernie`re approche sont propose´es et e´value´es en termes de complexite´ en temps et en
espace, en fonction de la taille du re´seau et son taux de connectivite´.
La suite de ce me´moire est structure´e comme suit :
Le chapitre 1 est de´die´ aux techniques de mode´lisation et de ve´rification utilise´es dans le
cadre de ce me´moire, notamment la technique de model checking et de synthe`se de controˆleur.
Le chapitre 2 pre´sente les re´seaux informatiques, leurs diffe´rentes architectures, leurs
composants ainsi que leurs me´canismes de se´curisation les plus re´pandus : les IDS et les
pare-feux. Il s’inte´resse particulie`rement au proble`me de configuration des pare-feux. Il passe
en revue les diffe´rents types d’anomalies qui compromettent la configuration des pare-feux.
Il expose les principales techniques propose´es dans la litte´rature de de´tection d’anomalies et
de configuration automatique des pare-feux.
Le chapitre 3 montre comment mode´liser et ve´rifier par model checking, la cohe´rence des
pare-feux d’un re´seau, par rapport a` des objectifs de se´curite´. Il montre e´galement comment
e´valuer les performances du re´seau, comme par exemple, le de´lai d’acheminement des pa-
quets de bout en bout, le taux de perte de paquets et les de´lais d’attente. Nous allons y
pre´senter deux approches formelles permettant respectivement d’e´tudier l’aspect qualitatif et
quantitatif d’un re´seau informatique.
Le chapitre 4 est consacre´ a` la configuration automatique des pare-feux, en s’appuyant
sur la technique de synthe`se de controˆleur. Nous y de´crivons notre mode`le formel qui permet
de configurer les pare-feux en de´terminant les re`gles de filtrage de leurs listes de controˆle
d’acce`s.
Les principales contributions de ce me´moire ainsi que quelques perspectives de recherche
sont consigne´es dans la section conclusion. L’annexe reproduit notre article accepte´ pour
3pre´sentation a` la 19ie`me e´dition de IEEE Symposium on Computers and Communications.
Cet article est constitue´ exclusivement de la premie`re contribution e´nume´re´e ci-dessus.
4CHAPITRE 1
MECANISMES DE MODELISATION ET VERIFICATION
FORMELLES
1.1 Introduction
Le processus de conception des syste`mes passe essentiellement par trois e´tapes qui sont :
la conception, le de´veloppement, et la ve´rification. La dernie`re e´tape est tre`s importante car
elle permet de de´tecter les erreurs et de s’assurer du fonctionnement des syste`mes avant leurs
exploitations. En effet, elle permet la de´tection des erreurs a` faible couˆt. Les me´thodes for-
melles sont fortement recommande´es pour le de´veloppement des syste`mes logiciels a` se´curite´
critique.
Au cours de la dernie`re de´cennie, la recherche pousse´e dans le domaine des me´thodes
formelles a pris une place tre`s importante conduisant ainsi au de´veloppement de plusieurs
techniques de ve´rification tre`s puissantes. On distingue trois classes de techniques de ve´rifica-
tion : i)Les techniques base´es sur la preuve de the´ore`me (voir Cook, 1971; Dingel et Filkorn,
1995) qui utilisent un mode`le mathe´matique du syste`me. Le principe d’une telle technique
consiste a` de´terminer un ensemble d’axiomes (the´ore`me de base), et e´tudier la capacite´ du
mode`le mathe´matique (de´monstrateur) a` construire une preuve de the´ore`me. ii) Le model
checking (voir Baier et al., 2008) est la technique de ve´rification la plus utilise´e. Elle a e´te´ ap-
plique´e avec succe`s dans plusieurs domaines notamment le de´veloppement des protocoles de
communication. iii) La technique de synthe`se de controˆleur (voir Vincent, 2001) est la tech-
nique de ve´rification la plus utilise´e. Elle a e´te´ applique´e avec succe`s dans plusieurs domaines
notamment le de´veloppement des protocoles de communication. iii) La technique de synthe`se
de controˆleur Vincent (2001) consiste a` de´terminer un programme dont la synchronisation
avec un syste`me non totalement spe´cifie´, ve´rifie les proprie´te´s attendues du syste`me.
Ce chapitre porte sur une e´tude bibliographique sur le model checking et la synthe`se de
controˆleur. La section 1.2 de´crit la technique du model Checking, ses limites et ses extensions.
La section 1.3 pre´sente les formalismes de description de comportement les plus utilise´s en
entre´e des model checkers a` savoir les automates temporise´s, les automates temporise´s a`
couˆt et les automates temporise´s de jeux. La section 1.4 pre´sente les logiques temporelles
qui permettent de spe´cifier les proprie´te´s attendues d’un syste`me. La section 1.5 pre´sente la
technique de synthe`se de controˆleur alors que la dernie`re section 1.6 est de´die´e aux diffe´rents
outils de mode´lisation et de ve´rification formelles (model checkers).
51.2 Model checking
Cette section pre´sente la technique de model checking, ses limites et ses diffe´rentes exten-
sions.
1.2.1 De´finition du model checking
Le model checking (voir Baier et al., 2008; Clarke et al., 1999) est une technique formelle
qui permet de ve´rifier automatiquement le fonctionnement d’un syste`me. Il a en entre´e, d’une
part, un mode`le qui de´crit le comportement d’un syste`me et, d’autre part, un formalisme qui
spe´cifie les proprie´te´s attendues du syste`me. Il consiste a` explorer l’espace des e´tats du mo-
de`le et a` ve´rifier la conformite´ des e´volutions des e´tats vis-a`-vis des proprie´te´s attendues.
Il permet ainsi de de´tecter les erreurs de conception avant l’imple´mentation re´elle du sys-
te`me. Ainsi, le mode`le checking permet de ve´rifier formellement si un mode`le satisfait sa
spe´cification et fournir, le cas e´che´ant, un contre exemple. Parmi les mode`les de description
de comportement les plus utilise´s, les automates et leurs diverses extensions sont conside´re´s
dans ce me´moire. Les proprie´te´s attendues d’un syste`me sont ge´ne´ralement spe´cifie´es par des
formules de logiques temporelles (CTL, LTL, CTL*, TCTL, etc.). Ce me´moire s’inte´resse a`
la logique arborescente CTL et ses extensions temporise´es et probabilistes. La technique du
model checking a e´te´ largement applique´e dans plusieurs domaines. Son inte´reˆt a e´te´ particu-
lie`rement bien montre´ pour la ve´rification des protocoles de communication, les applications
multime´dia, et la se´curite´ informatique. Le mode`le checking a pour avantage de fournir un
contre exemple lorsqu’il de´tecte une violation de la proprie´te´ ce qui facilite la compre´hension
et la correction des erreurs.
Dans la litte´rature, plusieurs travaux montrent la polyvalence et l’apport inde´niable des
techniques de ve´rification dans la conception de syste`mes. En effet, a` l’aide de cette technique,
il a e´te´ prouve´ l’exactitude d’une varie´te´ de protocoles de logiciels (Model Checking de Clarke
et al. (voir Clarke et al., 1999)), notamment, des protocoles modernes d’e-commerce. Cette
technique a e´galement permis de de´tecter des bugs dans les syste`mes de re´servation en ligne
des compagnies ae´riennes. Elle a e´te´ utilise´e e´galement pour ve´rifier un module d’exe´cution
du controˆleur de la sonde spaciale ”Deep Space 1” en identifiant un de´faut de conception
majeur. Ce de´faut n’a pas e´te´ de´tecte´ pendant la phase de test et a cause´ un blocage lors
d’un vol expe´rimental de la sonde a` 96 millions de kilome`tres au-dessus de la Terre.
La ve´rification de tout syste`me en utilisant la technique de model checking passe par trois
e´tapes comme l’explique la Figure 1.1 :
• Mode´lisation : Cette e´tape consiste a` ge´ne´rer sous forme d’un mode`le, une abstraction
du syste`me. Ce mode`le doit eˆtre assez expressif pour pouvoir de´crire sans ambiguite´
6les spe´cificite´s du syste`me. Il doit e´galement s’appuyer sur une se´mantique rigoureuse
permettant l’exe´cution et la ve´rification, a` moindre couˆt, de proprie´te´s a` mode´liser. Il
s’agit de traduire le syste`me sous forme d’une structure de donne´es finie interpre´table
par un algorithme de model checking. Parmi ces structures de donne´es, on cite : les








Figure 1.1 Proce´dure du Model Checking.
• Spe´cification : Cette e´tape permet de traduire les requis (les proprie´te´s attendues)
d’un syste`me dans un formalisme formel. On distingue diffe´rents types de requis :
la suˆrete´, la vivacite´, l’accessibilite´, l’e´quite´ et l’absence de blocage, etc. Les logiques
temporelles sont les formalismes les plus utilise´s pour spe´cifier des proprie´te´s.
7• Ve´rification : Cette e´tape consiste a` mettre en œuvre un algorithme qui prend en
entre´e un mode`le (re´sultat de l’e´tape mode´lisation) et une spe´cification (re´sultat de
l’e´tape spe´cification). Le mode`le checker renvoie « vrai » si la spe´cification est ve´rifie´e
et fournit un contre exemple(trace d’erreur), le cas e´che´ant. La ve´rification d’un mode`le
se base sur l’exploration de l’espace d’e´tats et peut, donc, se heurter au proble`me
d’explosion combinatoire. Dans ce cas, un retour aux e´tapes pre´liminaires (mode´lisation
et ve´rification) est ne´cessaire pour modifier le mode`le et la spe´cification afin de re´duire
le mode`le et pallier ce proble`me majeur. Pour atte´nuer cette explosion combinatoire
d’e´tats, plusieurs techniques de ve´rification sont propose´es. La section suivante discute
ce proble`me et les solutions qui ont e´te´ propose´es pour y reme´dier.
1.2.2 Extensions du model checking
Le model-checking s’ave`re une technique efficace et rigoureuse de ve´rification automa-
tique de la spe´cification d’un syste`me. Depuis les anne´es 80, de nombreux outils ont e´te´
de´veloppe´s mettant en œuvre cette technique. Au de´part, restreint a` la ve´rification de pro-
prie´te´s qualitatives, le model checking s’est peu a` peu e´tendu afin de pouvoir exprimer les
aspects quantitatifs ne´cessaires a` l’e´valuation des performances des syste`mes a` savoir l’as-
pect temporise´ (voir Behrmann et al., 2000) et l’aspect probabiliste (voir Norman et al.,
2013; Basagiannis et al., 2011). Cette section pre´sente le model checking temporise´ qui prend
en conside´ration l’aspect temporise´ d’un syste`me et le model checking statistique qui traite
l’aspect probabiliste.
• Model checking temporise´ : Le model checking temporise´ (voir Be´rard et al., 2010)
est une extension du model checking classique. Cette nouvelle extension permet de
prendre en compte des caracte´ristiques temporelles durant le processus de ve´rification.
La technique du model checking temporise´ permet de ve´rifier des syste`mes temporise´s
tels que les syste`mes temps re´el ainsi que des proble`mes d’ordonnancement qui traitent
explicitement les dure´es des taˆches. Elle permet e´galement de ve´rifier des proprie´te´s qui
incluent de fac¸on explicite des contraintes temporelles, comme, par exemple : ”L’alarme
se de´clenche au plus trois secondes apre`s l’apparition d’un proble`me”. Par conse´quent,
elle prend en charge des logiques temporelles temporise´es (i.e. TCTL, TPTL) faisant
intervenir des horloges et des ope´rateurs pour les manipuler. L’approche du model che-
cking temporise´ a e´te´ imple´mente´e dans plusieurs outils comme UPPAAL (voir Behr-
mann et al., 2004), KRONOS (voir Yovine, 1997), HYTECH (voir Henzinger et al.,
1997), etc.
• Model checking statistique (Statistical Model checking : SMC) : Le mode`le
8checking statistique (voir David et al., 2011) est une extension du model checking clas-
sique base´e sur la simulation stochastique. Cette extension a e´te´ propose´e afin de pou-
voir exprimer l’aspect probabiliste ne´cessaire a` l’e´valuation des performances de certains
syste`mes. Le SMC est une approche de ve´rification automatique des proprie´te´s quan-
titatives a` aspect probabiliste (voir Norman et al., 2013; Basagiannis et al., 2011). La
ve´rification formelle du SMC est applique´e sur un sous-ensemble d’e´chantillons sous
forme des chemins d’exe´cution. Les e´chantillons sont de´finis selon la me´thode de Monte
Carlo (voir Robert et Casella, 2011). Cette me´thode consiste a` simuler le mode`le plu-
sieurs fois afin de cre´er un e´chantillon d’observation suffisant pour estimer la probabilite´
lie´e a` la proprie´te´ en question. Ensuite, par un simple comptage, le SMC estime, avec un
certain niveau de confiance, la probabilite´ de la satisfaction de la proprie´te´ envisage´e.
L’avantage de l’approche statistique re´side dans le fait que sa complexite´ croit propor-
tionnellement avec la taille du mode`le. En effet, elle ne stocke pas la totalite´ du graphe
d’e´tats lors de la ge´ne´ration d’un chemin (e´chantillon), elle stocke uniquement l’e´tat
actuel. Ceci re´duit conside´rablement l’utilisation de la me´moire. De plus, cette me´thode
est applicable a` tout processus stochastique et aucune hypothe`se de Markov (voir Ro-
ble`s et al., 2010) n’est ne´cessaire. Cette approche est imple´mente´e dans de nombreux
outils tels que COSMOS(voir Ballarini et al., 2011), PRISM (voir Kwiatkowska et al.,
2011), UPPAAL (voir Bulychev et al., 2012), et VESTA (voir AlTurki et Meseguer,
2011).
1.2.3 Explosion combinatoire
La principale limitation du model checking est le proble`me d’explosion combinatoire des
e´tats (voir Clarke et al., 2012). De nombreuses recherches ont e´te´ conduites pour trouver une
solution a` ce proble`me. Ce volet pre´sente quelques solutions (voir Gueffaz, 2012) :
• L’abstraction : Comme son nom l’indique, cette technique permet d’abstraire le mo-
de`le. L’abstraction du mode`le peut se faire en ignorant quelques e´tats du mode`le, ce
qui re´duit le nombre de transitions et par conse´quent la taille du mode`le. Cette me´-
thode d’abstraction est appele´e ”abstraction par restriction”. Il y a aussi l’abstraction
par ”fusion d’e´tats”. Cette me´thode consiste a` regrouper un ensemble d’e´tats ayant des
caracte´ristiques communes en un seul e´tat. Il est e´galement possible d’effectuer une sup-
pression de certaines variables. Cette me´thode est appele´e ”abstraction par variables”.
L’utilisation des automates observateurs constitue une autre me´thode d’abstraction
qui consiste a` utiliser un automate observateur pour restreindre le comportement de
l’automate sans toucher a` sa structure.
9• Diagrammes de de´cision binaires (Binary Decision Diagram : BDD)(voir
Bryand, 2013) : Les Diagrammes de de´cision binaires sont des structures de donne´es
qui repre´sentent des fonctions boole´ennes sous forme d’un graphe dirige´ acyclique. Ce
graphe permet d’e´valuer la valeur de ve´rite´ de la fonction boole´enne en se basant sur les
valeurs de ve´rite´ de ses variables. Les diagrammes de de´cision binaires sont tre`s utiles
dans la ve´rification formelle car ils permettent de repre´senter le comportement d’un
syste`me sous forme d’une formule ensembliste.
• Model checking symbolique (voir Batt et al., 2010) : Cette approche consiste
a` repre´senter symboliquement les e´tats d’un mode`le donne´ par des ensembles plutoˆt
qu’individuellement. Chaque ensemble est repre´sente´ ge´ne´ralement par un diagramme
binaire de de´cision. Le principe du model checking symbolique consiste a` calculer des
points fixes pour de´terminer l’ensemble d’e´tats accessibles ainsi que l’ensemble d’e´tats
satisfaisant une proprie´te´ donne´e. Pour calculer les points fixes, le model checking sym-
bolique de´termine l’ensemble d’e´tats pre´de´cesseurs et l’ensemble d’e´tats successeurs a`
un ensemble d’e´tats donne´. Il est plus adapte´ a` la ve´rification des proprie´te´s expri-
me´es en logique temporelle CTL (Computional Tree Logic) puisqu’il calcule l’ensemble
d’e´tats d’une fac¸on ite´rative.
• Ve´rification a` la vole´e : Le principe de cette me´thode consiste a` calculer l’ensemble
d’e´tats accessibles du syste`me et ve´rifier simultane´ment la spe´cification sur cet espace
d’e´tats. L’avantage de cette technique est qu’elle permet d’e´conomiser la me´moire de´die´e
pour la ve´rification en stockant uniquement les traces parcourues plutoˆt que la totalite´
du graphe a` explorer. Cette me´thode admet deux variantes de ve´rification : i) L’analyse
en avant qui consiste a` calculer ite´rativement les successeurs des e´tats initiaux et ve´rifier
si l’e´tat cible est calcule´ ou pas. ii) L’analyse en arrie`re qui consiste a` calculer les
pre´de´cesseurs des e´tats cibles et ve´rifier si un e´tat initial se trouve dans l’ensemble
calcule´.
• Mode`le checking borne´ (Bounded model checking : BMC) (voir Merz et al.,
2012) : Le mode`le checking borne´ est une solution propose´e pour atte´nuer le proble`me
d’explosion combinatoire. Le principe de fonctionnement du BMC consiste a` chercher,
dans l’espace d’e´tats du mode`le, une exe´cution de longueur k violant la proprie´te´ a`
ve´rifier. Autrement dit, BMC consiste a` chercher un contre-exemple de longueur k. Si
la recherche aboutit alors la proprie´te´ est non satisfaite et le BMC ge´ne`re le contre-
exemple, sinon il faut augmenter la borne k jusqu’a` trouver un contre-exemple sous la
forme d’une exe´cution borne´e de longueur k. Le model checking borne´ ne permet pas
de valider une proprie´te´ donne´e. Il permet plutoˆt de prouver qu’elle est non satisfaite
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en retournant un contre-exemple.
• Technique d’ordre partiel : Cette technique consiste a` re´duire la taille de l’espace
d’e´tats a` explorer par un algorithme de ve´rification. Cette re´duction est base´e sur l’ex-
ploitation des diffe´rents ordonnancements des e´ve´nements inde´pendants et concurrents
e´liminant ainsi des chemins d’exe´cutions redondants. Cette technique peut eˆtre consi-
de´re´e comme une abstraction par restriction.
1.3 Formalismes de mode´lisation
Parmi les formalismes de mode`lisation du model checking, nous nous inte´ressons, dans
ce me´moire, aux automates temporise´s ainsi qu’a` leurs extensions, notamment les automates
temporise´s probalistes et automates temporise´s de jeu.
1.3.1 Automates temporise´s (Timed Automata : TA)
Les automates temporise´s (voir Alur, 1999) ont e´te´ propose´s par R. Alur et D. Dill en
1991. Il s’agit d’automates classiques munis de variables re´elles positives ou nulles appele´es
horloges. Chaque automate posse`de un nombre fini d’e´tats appele´s locations et un ensemble
fini de transitions e´tiquete´es par des gardes ainsi que des actions de re´initialisation d’horloges.
Chaque location est associe´e a` une contrainte sur les horloges, appele´e invariant qui permet de
de´terminer la dure´e de se´jour dans un e´tat avant de franchir la transition suivante. Dans un
e´tat, une horloge e´volue de manie`re continue et synchrone avec le temps. Sa valeur repre´sente
le temps e´coule´ depuis sa dernie`re mise a` ze´ro. Un automate temporise´ admet deux types
de transitions : i) Une transition d’action qui consiste a` franchir une transition quand sa
garde est vraie. ii) Une transition de dure´e qui consiste a` se´journer dans le meˆme e´tat avec
l’e´volution continue d’horloges en respectant l’invariant.
A` titre illustratif, conside´rons l’automate temporise´ simple, de la Figure 1.2, compose´
d’une horloge x et deux e´tats e0 et e1. L’automate se´journe dans l’e´tat e0 jusqu’a` une unite´
de temps. Quand l’horloge x est e´gale a` 1, l’automate franchit instantane´ment la transition
dont la garde est satisfaite (x == 1) et re´initialise l’horloge x. Puisque qu’il n’y ait pas
d’invariant de´fini sur l’e´tat e1, l’automate peut y se´journer au moins jusqu’a` ce que la garde
de sa prochaine destination soit satisfaite (x >= 3). Autrement dit, l’automate doit se´journer











Figure 1.2 Exemple d’automate temporise´.
Formellement, un automate temporise´ A est de´fini par (voir Alur, 1999) :
A = (Q, q0, X,Σ, I, T ) ou` :
1. Q est un ensemble fini et non vide d’e´tats,
2. q0 ∈ Q est l’e´tat initial,
3. X est un ensemble fini d’horloges. Soit C(X) l’ensemble de contraintes d’horloges
appele´es invariants, et 2X l’ensemble de tous les sous ensembles de X,
4. Σ est un alphabet fini qui de´finit un ensemble d’actions,
5. I : Q→ C(X) est une application qui associe a` chaque e´tat un ensemble de contraintes
d’horloges de la forme x ∼ c ou` ∼∈ {<,≤,=,≥, >}, c est une constante et x ∈ X.
6. T ⊆ Q × C(X) × Σ × 2X × Q est un ensemble fini de transitions. Chaque e´le´ment
t =< q, φ, a, r, q′ >∈ T de´finit une transition de l’e´tat q vers l’e´tat q′ en spe´cifiant sa garde φ,
son action a, et le sous ensemble d’horloges r a` remettre a` ze´ro suite a` son franchissement.
1.3.2 Automates temporise´s a` couˆt (Priced Timed Automata : PTA)
Les automates temporise´s a` couˆt (voir Behrmann et al., 2005) sont une extension des au-
tomates temporise´s classiques. Elles permettent une repre´sentation plus efficace de l’aspect
quantitatif d’un syste`me temporise´. Les transitions et les e´tats d’un automate temporise´ a`
couˆt sont e´tiquete´s par des informations additionnelles qui repre´sentent, respectivement, le
couˆt de franchissement d’une transition et le couˆt par unite´ de temps de se´jour dans un e´tat
donne´. Ainsi, chaque exe´cution de l’automate a un couˆt global, qui est le prix accumule´ de
tout franchissement d’une transition et tout de´lai dans les e´tats le long du parcours. Ce mode`le
est particulie`rement pertinent pour la mode´lisation de la consommation des ressources des
syste`mes ”temps-re´el”. Ceci est fondamental dans le cadre des syste`mes embarque´s, qui sont
confronte´s a` plusieurs contraintes de ressources (la bande passante, la me´moire, la consom-
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mation d’e´nergie, etc.).
Conside´rons l’automate temporise´ a` couˆt A de la Figure 1.3. Les e´tats e0, e1, e2 et e3
sont e´tiquete´s par des couˆts qui repre´sentent le prix, par unite´ de temps, du se´jour dans la
location correspondante. Les transitions qui me`nent vers l’e´tat final e4 sont e´tiquete´es par des
couˆts qui correspondent respectivement aux prix de franchissement de ces deux transitions.
Une exe´cution possible dans A est E : (e0, 1) → (e1, 1) → (e2, 3) → (e4). Dans ce cas,
l’automate se´journe dans e0 une unite´ de temps. Le couˆt de se´jour dans cette location est
cinq par unite´ de temps. L’automate passe, ensuite, a` la location e1. Aucun couˆt n’est associe´
a` cette location ou au franchissement de la transition e0 → e1 . Ensuite, la transition e1 → e2
est franchie sans aucun couˆt additionnel. L’automate se´journe dans l’e´tat e2 trois unite´s de
temps. Le couˆt de se´jour dans cette location est dix par unite´ de temps, soit (10 × 3 = 30)
unite´s de temps. Enfin, l’automate arrive a` l’e´tat final e4 en franchissant la transition e2 → e4
avec un couˆt d’une unite´ de temps. Par conse´quent, le couˆt total associe´ a` l’exe´cution E est

























Figure 1.3 Exemple d’automate temporise´ a` couˆt.
Formellement, un automate temporise´ a` couˆt A est de´fini par (voir Behrmann et al.,
2005) :
A = (Q, q0, X,Σ, I, T, P ) ou` :
1. (Q, q0, X,Σ, I, T ) est un automate temporise´,
2. Soit N l’ensemble des entiers positifs, P : Q∪ T → N est une application qui associe a`
chaque location un couˆt de se´jour qui quantifie l’e´volution d’horloge a` cet e´tat, et a` chaque
transition, un couˆt de franchissement.
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1.3.3 Automates temporise´s de jeu (Timed Game Automata, TGA)
Dans les automates temporise´s, toutes les transitions franchissables peuvent se produire,
sans aucun controˆle, ni restriction supple´mentaire. Les automates temporise´s de jeu (voir
Cassez et al., 2005) permettent de distinguer deux classes de transitions : controˆlables et
non controˆlables. Le franchissement d’une transition controˆlable peut eˆtre fixe´, retarde´ ou
encore bloque´, si besoin est. Par contre, aucun controˆle n’est possible sur les transitions in-
controˆlables. Les automates temporise´s peuvent eˆtre conside´re´s comme e´tant des automates
temporise´s de jeu ou` toutes les transitions sont incontroˆlables. D’une fac¸on ge´ne´rale, les au-
tomates temporise´s de jeu permettent de formaliser des proble`mes de controˆle des syste`mes
temporise´s par un syste`me de transitions dont l’e´volution re´sulte de l’interaction de plusieurs
agents (ou joueurs). Les transitions controˆlables sont associe´es a` des conditions de de´clen-
chement appele´es aussi politiques ou strate´gies. Le controˆleur recherche´ est ainsi l’ensemble
de strate´gies pour un agent (ou une coalition d’agents) permettant de re´soudre le proble`me
de controˆle et satisfaire l’objectif de controˆle correspondant quel que soit le comportement
des autres agents. Le controˆleur peut eˆtre aussi de´fini comme un autre automate qui est
synchronise´ avec les transitions controˆlables de l’automate de jeu permettant d’y ajouter les
conditions de de´clenchement ne´cessaires afin de satisfaire l’objectif de controˆle. Ge´ne´rale-
ment, pour un syste`me temps re´el, les transitions controˆlables sont active´es par le controˆleur
et les transitions incontroˆlables, quant-a`-elles, sont active´es par l’environnement.
Formellement un automate temporise´ de jeu (jeu temporise´) est un 7-upletA = (Q, q0, X,Σ1,Σ2, I, T ),
ou` :
1. (Q, q0, X,Σ1 ∪ Σ2, I, T ) est un automate temporise´, et
2. Σ1 et Σ2 sont deux alphabets disjoints ,Σ1 repre´sente l’ensemble des actions incontroˆ-
lables et Σ2 repre´sente l’ensemble des actions controˆlables.
Conside´rons l’automate temporise´ de jeux de la Figure 1.4, ou` les actions incontroˆlables
(u1, u2, u3) sont repre´sente´es par des traits pointille´s et les actions controˆlables (c1, c2, c3, c4, c5)
sont repre´sente´es par des traits pleins. Dans cet exemple, il n’y a pas d’invariant sur l’e´tat
initial. L’automate peut alors de´cider de quitter l’e´tat initial a` tout moment. Si le controˆleur
veut atteindre l’e´tat ” GOAL”, il doit :
• a` partir de l’e´tat e0, exe´cuter l’action c1 avant que l’horloge x ne de´passe la valeur 1,
• a` partir de l’e´tat e1, exe´cuter l’action c2 si x atteint la valeur 2,
• a` partir de l’e´tat e2, effectuer l’action c3 , et a` partir de l’e´tat e3, choisir l’action c5, (il
doit e´viter l’action c4),
Nous venons de de´finir de fac¸on informelle une strate´gie de controˆle qui permet de forcer l’ac-
cessibilite´ de l’e´tat cible ”GOAL”. Si le controˆleur souhaite jouer l’action c1 lorsque l’horloge
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x est infe´rieure ou e´gale a` un, il peut franchir alors la transition correspondante uniquement
si l’environnement n’a pas effectue´ auparavant l’action u2 quand l’horloge x est strictement
infe´rieure a` un. Si le controˆleur choisit de quitter l’e´tat initial lorsque x vaut un et re´ussit a`
effectuer l’action c1, il arrive a` l’e´tat e1 avec x e´gale a` un. Dans ce cas, il peut se´journer dans
e1 jusqu’a` ce que l’horloge x soit supe´rieure ou e´gale a` deux. Par la suite, il peut proposer
l’action c2 qui me`ne vers l’e´tat cible ”GOAL”. Si l’environnent choisit a` l’e´tat initial un de´lai
plus court que le controˆleur tel que l’horloge x est strictement infe´rieure a` un ( x = 0.5 ),
alors l’action u1 sera exe´cute´e et le jeu atteindra l’e´tat e2 avec l’horloge x est a` ze´ro. Le






























Figure 1.4 Exemple d’automate temporise´ de jeu.
1.4 Formalisme de spe´cification
La section pre´ce´dente a pre´sente´ quelques me´canismes utilise´s pour mettre en oeuvre la
phase mode´lisation de l’approche de model checking. Dans cette section, nous nous inte´ressons
a` la phase spe´cification. Ge´ne´ralement, le model checking utilise une logique temporelle afin
de spe´cifier les proprie´te´s de´crivant les requis du syste`me e´tudie´. Une logique temporelle est
un langage de spe´cification qui permet d’exprimer des proprie´te´s faisant intervenir la notion
d’ordonnancement dans le temps. Une logique temporelle permet d’exprimer des proprie´te´s
de type ”apre`s une instruction i un e´ve´nement j se produira” en utilisant des ope´rateurs
temporels. On distingue principalement deux classes de logiques temporelles : i) les logiques
temporelles line´aires (Linear Temporal Logic : LTL) (voir Rozier, 2011; Vardi, 1996), et ii) les
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logiques temporelles arborescentes (Computation Tree Logic : CTL) (voir Kugler et al., 2005).
La logique temporelle line´aire permet de de´crire le comportement des syste`mes qui e´voluent
line´airement avec le temps. En effet, LTL permet d’exprimer des proprie´te´s portant sur une
se´quence d’e´tats donne´e appele´e exe´cution. Contrairement a` LTL qui traite line´airement une
seule trace d’exe´cution a` la fois, CTL permet d’analyser plusieurs e´tats futurs a` partir d’un
e´tat donne´ du syste`me en conside´rant plusieurs chemins d’exe´cution. Dans ce me´moire, nous
nous inte´ressons a` la logique temporelle CTL, e´tant la logique de base supporte´e par tous
les outils que nous avons utilise´s. Cette section pre´sente, tout d’abord CTL. Ensuite les
diffe´rentes classes des proprie´te´s temporelles sont discute´es.
1.4.1 La logique temporelle arborescente CTL
La logique temporelle arborescente (voir Kugler et al., 2005) permet d’exprimer des pro-
prie´te´s portant sur les arbres d’exe´cution qui repre´sentent l’e´volution du syste`me. Les formules
CTL sont exprime´es a` l’aide du formalisme suivant :
• Les propositions atomiques : p, q, . . ., true, false qui s’interpre`tent directement sur
un e´tat.
• Les connecteurs boole´ens : ¬ (ne´gation), ∧ (et logique), ∨ (ou logique),⇔ (e´quivalence),⇒
(implication).
• Les connecteurs temporels : EF p | EGp | E pU q | EX p | AF p | AGp | ApU q |
AX p avec E et A sont des quantificateurs de chemins.
La syntaxe d’une formule CTL est alors la suivante :
φ, ψ ::= p | q | ¬φ | ∧ψ | φ ∨ ψ | φ⇔ ψ | φ⇒ ψ | EF φ | EGφ | E φU ψ | EX φ | AF φ |
AGφ | AφU ψ | AX φ avec φ et ψ sont deux formules CTL.
Les formules CTL peuvent eˆtre interpre´te´es comme suit :
• EF φ : Il existe une se´quence d’e´tats (ope´rateur E) qui me`ne a` un e´tat ou` la proprie´te´
φ est ve´rifie´e (ope´rateur F ).
• AF φ : Pour toute se´quence d’e´tats (ope´rateur A), il existe un e´tat ou` la proprie´te´ φ
est ve´rifie´e (ope´rateur F ).
• EGφ : Il existe une se´quence d’e´tats (ope´rateur E) ou` la proprie´te´ φ est toujours ve´rifie´e
(ope´rateur G).
• AGφ : Pour toute se´quence d’e´tats (ope´rateur A), la proprie´te´ φ est toujours ve´rifie´e
(ope´rateur G).
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• AX φ : La proprie´te´ φ est ve´rifie´e sur tous les e´tats (ope´rateur A) imme´diatement
successeurs de l’e´tat courant (ope´rateur X).
• EX φ : Il existe une se´quence d’e´tats (ope´rateur E) ou` il existe un e´tat dont l’e´tat
successeur (ope´rateur X) satisfait la proprie´te´ φ.
• AφU ψ : Pour toute se´quence d’e´tats (ope´rateur A) la proprie´te´ φ est ve´rifie´e jusqu’a`
ce que la proprie´te´ ψ soit satisfaite.
• E φU ψ : Il existe une se´quence d’e´tats (ope´rateur E) sur laquelle la proprie´te´ φ est
ve´rifie´e jusqu’a` ce que la proprie´te´ ψ soit satisfaite.
Certaines formules CTL sont illustre´es par la Figure 1.5.
EFϕ AFϕ AGϕ EGϕ
Ve´rifieϕ Ve´rifie¬ϕ
Figure 1.5 Illustration de certaines formules CTL.
Formellement, CTL est interpre´te´e sur les e´tats d’un syste`me de transitions (qui caracte´-
rise les arbres issus de ces e´tats).
De´finition 1 (Syste`me de transitions e´tiquete´ S (voir Arnold, 1990)) : Un
syste`me de transitions S est un tuple (Q, q0, A,→, L) tel que :
• Q est un ensemble (fini) d’e´tats,
• q0 ∈ Q est l’e´tat initial,
• A est un alphabet (fini) d’actions,
• →⊆ Q× A×Q est la relation de transition de S. On note q a→ q′ si (q, a, q′) ∈→,
• L : Q→ 2AP ou` AP est un ensemble de propositions atomiques. L(q) donne l’ensemble
des propositions que satisfait l’e´tat q.
De´finition 2 (Chemin dans un syste`me de transitions) (voir Cassez, 2003) :
Un chemin dans un syste`me de transitions est une sequence d’e´tats σ = q0, q1, q2, ... telle que
(qi, qi+1) ∈→ pour tout i > 0.
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De´finition 3 (Se´mantique de CTL) (voir Cassez, 2003) : Soit q un e´tat de S. La
se´mantique de CTL est de´finie inductivement par :
• φ ∈ AP , q |= φ⇐⇒ p ∈ L(q),
• q |= φ ∨ φ′ ⇐⇒ q |= φ ou q |= φ′ ,
• q |= ¬φ⇐⇒ q 6|= φ,
• q |= AXφ⇐⇒ ∀ q′ tel que (q, q′) ∈→, q′ |= φ,
• q |= EXφ⇐⇒ ∃ q′ tel que (q, q′) ∈→, q′ |= φ,
• q |= AXφ⇐⇒ ∀σ un chemin tel que σ(0) = q,∃ j tel que σ(j) |= φ,
• q |= EFφ⇐⇒ ∃ un chemin σ tel que σ(0) = q et ∃ j tel que σ(j) |= φ,
• q |= AGφ⇐⇒ ∀σ un chemin tel que σ(0) = q,∀ j, σ(j) |= φ,
• q |= EGφ⇐⇒ ∃σ tel que σ(0) = q et ∀ j, σ(j) |= φ,
• q |= A(φU φ′) ⇐⇒ ∀σ tel que σ(0) = q,∃ j tel que σ(j) |= φ′ et ∀ k tel que k <
j, σ(k) |= φ,
• q |= E(φU φ′) ⇐⇒ ∃ une chemin σ tel que σ(0) = q,∃ j tel que σ(j) |= φ′ et ∀ k tel
que k < j, σ(k) |= φ.
1.4.2 Extensions de la logique temporelle CTL
La logique temporelle s’est peu a` peu e´tendue donnant naissance a` d’autres logiques
temporelles beaucoup plus expressives comme CTL*, TCTL, PWCTL. Dans ce volet, nous
mettons l’accent sur les logiques temporelles TCTL (Timed Computation Tree Logic) (voir
Alur et al., 1993) et PWCTL (Probabilistic Weighted Computation Tree Logic)(voir Bulychev
et al., 2011). Nous discutons uniquement ces deux logiques puisqu’elles sont supporte´es par
les outils que nous avons utilise´s dans ce travail, respectivement UPPAAL-TIGA et SMC-
UPPAAL.
• La logique TCTL (Timed Computation Tree Logic) (voir Alur et al., 1993) :
C’est une extension de la logique temporelle CTL qui permet d’exprimer des proprie´te´s
faisant intervenir des quantifications temporelles (i.g. des proprie´te´s de type ”un e´ve´ne-
ment i se produit en moins de quatre secondes avant qu’un autre e´ve´nement j ne soit
produit”). La syntaxe de la logique temporelle TCTL se base sur le formalisme de la
logique temporelle CTL en utilisant des propositions faisant intervenir des contraintes
sur les horloges : φ, ψ ::= p | ... | ¬φ | ∨ ∧ ψ | φ ∨ ψ | φ ⇔ ψ | φ ⇒ ψ | EFφ | EGφ |
E φU ψ | AφU ψ | EXφ | AF φ | AGφ | AX φ | x ∼ c | x − y ∼ c , ou` φ et ψ sont
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deux formules CTL, ∼∈ {<,>,≤,≥,=} et c ∈ N , x et y sont des horloges et p est une
proposition atomique.
Par exemple AG (erreur ⇒ AF (x ≤ 3 ∧ alarme) est une formule TCTL qui ve´rifie le
de´clenchement e´ventuel d’une alarme dans un de´lai infe´rieur a` trois unite´s de temps en
cas d’erreur.
• La logique PWCTL (Probabilistic Weighted Computation Tree Logic)(voir
Bulychev et al., 2011) : C’est une extension de la logique temporelle TCTL qui
permet d’exprimer des proprie´te´s lie´es a` la performance d’un syste`me, telles que la
probabilite´ de satisfaction d’un crite`re de performance (dure´e et couˆt). La syntaxe
d’une formule PWCTL est la suivante : φ ::= P (FC≤cφ) ∼ p | P (GC≤cψ) ∼ p ou`
C est une horloge, c ∈ N, ψ est une proprie´te´, ∼∈ {<,≤,=,≥, >}, p ∈ [0, 1], et P
est l’ope´rateur de probabilite´ permettant d’estimer la probabilite´ de satisfaction de la
proprie´te´ envisage´e.
1.4.3 Classifications des proprie´te´s temporelles
Il existe cinq grandes classes de proprie´te´s pouvant eˆtre exprime´es en logiques tempo-
relles (voir Parreaux, 2000) : i) Proprie´te´ de vivacite´, ii) Proprie´te´ de suˆrete´, iii) Proprie´te´
d’e´quite´, iv) Proprie´te´ d’atteignabilite´ et v) Proprie´te´ d’absence de blocage. Dans ce volet
nous pre´sentons ces diffe´rentes classes de proprie´te´s.
• Proprie´te´ de vivacite´ (liveness property) : Une proprie´te´ de vivacite´ permet d’ex-
primer qu’un e´tat ou un e´ve´nement va force´ment se produire dans le futur. Ce type de
proprie´te´ peut eˆtre exprime´ en logique LTL en utilisant l’ope´rateur F (e´ventuellement)
et l’ope´rateur U (jusqu’a`). Cette proprie´te´ peut eˆtre e´galement exprime´e en logique
CTL en utilisant l’ope´rateur AF.
Exemple : AF GOAL, cette proprie´te´ permet de ve´rifier que le processus va atteindre
fatalement son e´tat cible GOAL.
• Proprie´te´ de suˆrete´ (safety property) : Une proprie´te´ de suˆrete´ permet d’exprimer
que quelque chose de mouvais n’arrivera jamais. Cette proprie´te´ peut eˆtre exprime´e en
utilisant l’ope´rateur temporel G (toujours).
Exemple : AG NOT FAIL, cette proprie´te´ permet de ve´rifier que le processus ne tombe
jamais dans un e´tat d’e´chec.
• Proprie´te´ d’atteignabilite´ (Reachability) : Une proprie´te´ d’atteignabilite´ permet
d’exprimer qu’une certaine situation peut eˆtre atteinte. Cette proprie´te´ est mois forte
que la vivacite´ qui exprime qu’une certaine situation doit forcement eˆtre atteinte. La
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proprie´te´ d’atteignabilite´ peut eˆtre exprime´e en utilisant l’ope´rateur temporel EF. Pour
ve´rifier une proprie´te´ d’atteignabilite´, il suffit de parcourir tout le graphe d’e´tats et
s’arreˆter lorsqu’un tel e´tat est atteint ou tous les e´tats ont e´te´ explore´s.
Exemple : EF PANNE, cette proprie´te´ exprime que le processus peut tomber en panne.
• Proprie´te´ d’e´quite´ (Fairness) : Une proprie´te´ d’e´quite´ permet d’exprimer que quelque
chose de bon se re´pe`te infiniment. L’e´quite´ peut eˆtre exprime´e en utilisant la logique
temporelle LTL. Cependant, elle est non exprimable en utilisant la logique temporelle
CTL puisque CTL ne supporte pas des ope´rateurs de type A (FG p). En effet, dans
CTL, les ope´rateurs X, F, G et U doivent eˆtre pre´ce´de´s directement de A ou E.
• Absence de blocage (Deadlock freeness) : Une proprie´te´ d’absence de blocage
permet d’exprimer qu’un syste`me ne se bloque pas dans un e´tat ou` il ne peut plus
e´voluer (aucune transition vers un autre e´tat n’est possible). Une proprie´te´ d’absence
de blocage peut eˆtre exprime´e par la formule CTL : AG (EX true). Une autre me´thode
pour conclure quant a` l’absence de blocage est de ve´rifier que les e´tats de blocage ne
font pas partie de l’ensemble d’e´tats accessibles.
1.5 Synthe`se de controˆleur
Dans la premie`re partie de ce chapitre, nous avons pre´sente´ l’approche de model checking.
Dans cette section, nous pre´sentons une approche plus ge´ne´rale appele´e synthe`se de controˆleur
(voir Altisen et al., 2005; Vincent, 2001; Altisen, 2001). il a e´te´ e´voque´ que le model checking
est une me´thode de ve´rification qui intervient uniquement a` la fin du de´veloppement du
programme pour ve´rifier sa spe´cification. Ge´ne´ralement cette approche ve´rifie un mode`le
complet du syste`me incluant l’environnement a` controˆler. Ce syste`me e´volue sans influence
exte´rieure. La technique de synthe`se de controˆleur quant a` elle, fonctionne sur des syste`mes
ouverts non totalement spe´cifie´s. Le but de cette technique, pre´sente´e par la Figure 1.6, est
de trouver un controˆleur permettant de forcer le syste`me a` faire les choix ne´cessaires afin
de satisfaire une spe´cification donne´e. Plus pre´cise´ment, le controˆleur permet d’intervenir au
moment de la conception pour comple´ter le syste`me ouvert de sorte qu’il satisfasse ses requis
(les proprie´te´s attendues). Dans le cadre de la synthe`se de controˆleur, le proble`me de controˆle
se mode´lise ge´ne´ralement par des automates de jeu ou` les comportements de deux joueurs y
sont repre´sente´s : L’environnement qui exe´cutent ses actions conforme´ment aux interactions
du syste`me avec son environnement, et le controˆleur qui a la capacite´ d’e´tablir une strate´gie









Figure 1.6 Synthe`se de controˆleur.
1.6 Model chekers
Les techniques de ve´rification par model checking sont classe´es en deux principales cate´-
gories [40] :
• Les mode`les de ve´rification qualitatifs : Ce sont des outils de ve´rification de l’as-
pect qualitatif d’un syste`me donne´. Particulie`rement, ils abstraient toute information
quantitative sur les e´tats du syste`me tels que la dure´e de se´jour dans un e´tat donne´
et la dure´e qui se´pare un e´tat des autres. Il existe plusieurs mode`les de ve´rification a`
aspect qualitatif tels que NuSMV (voir Cimatti et al., 2002) , ASTRAL (voir Dang et
Kemmerer, 1997), et SPIN (voir Holzmann, 2004).
• Les mode`les de ve´rification quantitatifs : Ce sont des outils de ve´rification per-
mettant de quantifier l’aspect temps en utilisant des variables re´elles appele´es horloges.
Ils sont plus expressifs que les mode`les de ve´rification qualitatifs puisqu’ils permettent
de ve´rifier des proprie´te´s temporise´es. Il existe plusieurs mode`les de ve´rification a` aspect
quantitatif tels que UPPAAL (voir Behrmann et al., 2004), HYTECH (voir Henzinger
et al., 1997), KRONOS (voir Yovine, 1997).
1.6.1 Choix du model checker
Dans ce me´moire, une attention particulie`re a e´te´ porte´e aux mode`les de ve´rification
quantitatifs. Kim G et al. (voir Larsen et al., 1995) ont analyse´ les performances de trois
outils de ve´rification UPPAAL, HYTECH et KRONOS. Leur analyse a e´te´ base´e sur l’e´tude
du protocole d’exclusion mutuelle de Fisher. Ils ont montre´ que l’outil UPPAAL est plus
puissant que HYTECH et KRONOS. En effet, d’apre`s la Figure 1.7, UPPAAl supporte la
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ve´rification du mode`le e´tudie´ jusqu’a` huit processus contrairement a` HYTECH et KRONOS
qui e´chouent au bout de cinq et quatre processus, respectivement. Cette e´tude a montre´
e´galement que le temps mis par UPPAAl est conside´rablement re´duit par rapport aux deux
autres outils.
Figure 1.7 Comparaison des performance de UPPAAL, HYTECH et KRONOS (voir Larsen
et al., 1995).
Outre sa capacite´ a` traiter des syste`mes plus complexes, UPPAAL offre une interface
graphique tre`s conviviale qui facilite l’e´tape de mode´lisation. D’autre part, il offre un simula-
teur qui facilite la ve´rification du bon fonctionnement des automates de´crits, avant d’entamer
l’e´tape de ve´rification. Par ailleurs, UPPAAL offre une suite d’outils qui donnent plusieurs
possibilite´s de ve´rification telles que l’outil UPPAAL TIGA qui permet de mettre en oeuvre
la technique de synthe`se de controˆleur afin de forcer le syste`me a` satisfaire sa spe´cification,
et l’outil SMC UPPAAL qui permet de ve´rifier le comportement quantitatif d’un syste`me
en utilisant des calculs statistiques et des estimations de probabilite´. Cette diversite´ dans les
options de ve´rification offertes par le logiciel UPPAAL, permet d’e´tudier le comportement
d’un re´seau informatique selon plusieurs aspects (aspect qualitatif, probabiliste et correctif).
D’apre`s toutes les raisons cite´es ci-dessus, il est clair que UPPAAL est le model checker le
plus adapte´ a` nos objectifs. Dans la section suivante, nous pre´sentons UPPAAL, ainsi que




UPPAAL (voir Behrmann et al., 2004) est un outil de mode´lisation et de ve´rification de
syste`mes temps-re´el qui peuvent eˆtre repre´sente´s sous forme de processus non-de´terministes
et interactifs ayant une structure de controˆle finie et des horloges avec des valeurs re´elles. Un
mode`le d’un syste`me dans UPPAAL (voir Bengtsson et al., 1996) se compose d’un re´seau de
processus de´crits par des automates temporise´s e´tendus communiquant par des canaux ou des
structures de donne´es partage´es. La conception de l’outil UPPAAL est base´e sur l’architecture
Client/Serveur, comme le montre la Figure 1.8. Le serveur est repre´sente´ par la machine
UPPAAL de´veloppe´e en C++ et le client est repre´sente´ par l’interface GUI de´veloppe´e en
JAVATM. La communication entre la machine UPPAAL et son interface graphique est e´tablie













Figure 1.8 Architecture de UPPAAL (voir Bengtsson et al., 1996).
La machine UPPAL assure plusieurs fonctionnalite´s (voir Bengtsson et al., 1996) :
• atg2ta : C’est un compilateur qui traduit la repre´sentation graphique (.atg) d’un re´seau
d’automates temporise´s a` une repre´sentation textuelle (.ta).
• Hs2ta : Ce programme permet de transformer des automates hybrides line´aires, ou` la
vitesse d’horloges est de´finie par un intervalle, en re´seaux d’automates temporise´s.
• checkta : Etant donne´ une repre´sentation textuelle (.ta), ce programme permet
d’appliquer une ve´rification syntaxique de la description du syste`me.
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• verifyta : Ce programme est le noyau de ve´rification UPPAAL. Il permet de de´cider
si une spe´cification donne´e est satisfaite ou non et ge´ne´rer un contre exemple dans le
cas de violation de la spe´cification.
Syntaxe
Un mode`le UPPAAL est base´ sur les automates temporise´s. La description d’un mode`le
se compose de trois parties : i) les de´clarations globales et locales, ii) les mode`les d’automates,
et iii) la de´finition du syste`me. Ce volet pre´sente la syntaxe de UPPAAL.
• De´clarations : Les de´clarations peuvent eˆtre locales ou globales. UPPAAL permet
de de´clarer des horloges (type clock), des entiers borne´s (type int), des boole´ens (type
bool), des canaux de synchronisation (type chan), des tableaux, des structures de don-
ne´es (type struct), et de de´finir des types de donne´es (typedef).
• Locations : Un automate temporise´ est conside´re´ comme un graphe a` e´tats. Les loca-
tions repre´sentent les e´tats dans ce graphe. Elles se communiquent via les transitions.
Un identifiant optionnel peut eˆtre associe´ a` chaque location afin de l’identifier. Elles
peuvent eˆtre e´tiquete´es par des invariants. Un invariant peut eˆtre une expression com-
pose´e d’un ensemble de contraintes sur des horloges, une diffe´rence entre des horloges
ou des expressions boole´ennes ne faisant pas intervenir des horloges. UPPAAL distingue
trois types de locations :
– Location initiale : Chaque automate doit avoir une location initiale repre´sente´e
pas un double cercle.
– Location urgente : La location urgente ne permet pas de faire passer le temps quand
le processus s’y trouve. Se´mantiquement, une location urgente est e´quivalente a`
une location dont l’invariant est x <= 0 ou` x est une horloge remise a` ze´ro sur
toutes les transitions entrantes de la location en question.
– Location engage´e : La location engage´e ne permet pas l’e´coulement du temps
quand un processus s’y trouve. Elles sont utiles pour assurer l’atomicite´ de la
synchronisation entre trois processus ou plus. Elles sont plus prioritaires que les
locations urgentes.
• Transitions : Les locations sont connecte´es entre elles par les transitions (edges).
Ces dernie`res sont e´tiquete´es par des se´lections, des gardes, des synchronisations et des
mises a` jour des variables et des fonctions.
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– Se´lection : Cette option permet d’associer, d’une fac¸on inde´termine´e, a` une variable
donne´e une valeur dans un intervalle bien de´termine´. Les gardes, la synchronisation
et les mises a` jour peuvent eˆtre spe´cifie´es en fonction de la valeur se´lectionne´e.
– Garde : Une transition est franchie si et seulement si la garde spe´cifie´e est satisfaite.
Les gardes expriment des contraintes d’horloges ou de donne´es ne´cessaires pour
franchir une transition. Formellement, les gardes peuvent eˆtre spe´cifie´es comme
suit : Soient x et y sont deux horloges ou deux variables de donne´es. Une garde
est de la forme x r n ou (x− y) r n ou` r ∈ {≤,≥,=, >,<}, et n est une expression
entie`re.
– Synchronisation : Les diffe´rents automates dans un mode`le UPPAAL peuvent se
synchroniser via des canaux de synchronisation permettant l’envoi et la re´ception
d’un message. Deux transitions dans deux processus diffe´rents peuvent se syn-
chroniser si et seulement si les gardes des deux transitions sont satisfaites et elles
admettent deux e´tiquettes de synchronisation a1 ! (envoi) et a2 ? (re´ception) ou`
a1 et a2 repre´sentent le meˆme canal de synchronisation. Quand deux processus
se synchronisent, les deux transitions sont franchies au meˆme temps. Les mises a`
jour de la transition portant l’e´tiquette a1 ! se font avant celles de la transition
portant l’e´tiquette a1 ?. Il existe deux types de canaux de synchronisation : i) les
canaux de synchronisation binaires qui permettent de synchroniser deux proces-
sus via un seul canal de sychronisation a (au moyen de deux actions a! et a?) et
ii) les canaux de synchronisation de diffusion (broadcast) qui permettent de syn-
chroniser un processus avec plusieurs autres processus. Une transition avec une
e´tiquette de synchronisation a!, avec a est un canal broadcast, peut synchroniser
avec chaque transition ayant une e´tiquette de synchronisation a ? et dont les gardes
sont satisfaites.
– Mise a` jour : L’exe´cution de la mise a` jour sur une transition permet de changer
l’e´tat du syste`me. Une mise a` jour est une liste d’expressions se´pare´es par des
virgules et exe´cute´es dans un ordre se´quentiel. L’ope´rateur d’assignement est « =
».
Ve´rification UPPAAL
UPPAAL permet de ve´rifier des proprie´te´s d’accessibilite´, de suˆrete´, de vivacite´ et d’ab-
sence de blocage. Il utilise un sous ensemble e´tendu de la logique TCTL (Timed Computation
Tree Logic). Soient p et q deux propositions atomiques. Les proprie´te´s seront de´finies comme
suit :
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• L’atteignabilite´ : Elle peut eˆtre exprime´e par A <> p (tout les chemins d’exe´cution
possibles atteignent e´ventuellement un e´tat satisfaisant la proprie´te´ p).
• La surete´ : Elle peut eˆtre exprime´e par E[] p (il existe au moins un chemin dont tous
les e´tats satisfont la proprie´te´ p) ou par A[] p (tout e´tat accessible satisfait la proprie´te´
p).
• La vivacite´ : Elle peut eˆtre exprime´e par E <> p (Il existe au moins un chemin
d’exe´cution qui me`ne e´ventuellement a` un e´tat satisfaisant la proprie´te´ p) ou par q → p
( q toujours me`ne vers p : tout chemin qui de´bute par un e´tat qui satisfait q atteint
e´ventuellement un e´tat qui satisfait forcement p).
• L’absence de blocage : Elle est ve´rifie´e en utilisant la proposition ”deadlock”. Appli-
que´ sur un e´tat, deadlock retourne ”vrai” si et seulement si aucune e´volution du syste`me
n’est possible a` partir de cet e´tat. E <> deadlock est utilise´ pour ve´rifier s’il existe un
deadlock et A[]notdeadlock est utilise´ pour ve´rifier qu’il n’y a aucun deadlock dans le
syste`me.
UPPAAL offre a` l’utilisateur les options de ve´rification suivantes :
• Exploration (en profondeur, en largeur ou ale´atoire) : Cette option permet de
de´terminer dans quel ordre l’espace d’e´tat est explore´. L’exploration de l’espace d’e´tats
en largeur-d’abord est ge´ne´ralement l’option la plus efficace lorsqu’il s’agit d’explorer
la totalite´ de l’espace d’e´tats ou de ge´ne´rer des traces courtes ou rapides. L’exploration
de l’espace d’e´tats en profondeur-d’abord et l’exploration ale´atoire s’ave`rent des op-
tions plus efficaces que la recherche en largeur lorsqu’il est pre´vu de trouver un contre
exemple.
• Re´duction d’espace d’e´tats (aucune re´duction, re´duction agressive, re´duc-
tion conservative) : Lors de l’exploration de l’espace d’e´tats, UPPAAL essaye d’e´viter
le stockage de tous les e´tats dans la me´moire afin de garantir la terminaison de la ve´-
rification. Cette option permet de de´terminer la manie`re utilise´e par UPPAAL afin
d’e´viter de stocker des e´tats. L’option « Aucune re´duction » permet de conserver tous
les e´tats, la re´duction agressive permet d’e´viter de stocker plus d’un e´tat par cycle et
la re´duction conservatrice e´vite de stocker les e´tats engage´s.
• Repre´sentation de l’espace d’e´tats (DBM : Difference Bound Matrix, Struc-
ture de Donne´e Compacte, Sous-Approximation, Sur-Approximation) : Cette
option de´termine la fac¸on utlise´e pour pre´senter l’espace d’e´tats. Les DBM sont souvent
rapides, mais pour les mode`les ayant de nombreuses horloges, ils sont consommateurs
en termes de me´moire. La structure de donne´es compacte assure une repre´sentation plus
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compacte de l’espace d’e´tats. En particulier, pour les mode`les avec plusieurs horloges,
cette option permet de re´duire conside´rablement la consommation de me´moire mais
elle est plus lente que DBM. Pour les mode`les avec peu ou pas d’horloges, cette option
permet d’activer d’autres techniques d’e´conomie de me´moire au de´triment de la vitesse.
La sous-approximation utilise les tables de hachage pour repre´senter l’espace d’e´tats. Il
en re´sulte une sous-approximation dont le degre´ peut eˆtre re´gle´ en ajustant la taille de
la table de hachage qui peut eˆtre se´lectionne´e avec l’option « taille de la table ». La
sur-approximation utilise l’approximation des zones. Pour les mode`les sans horloges, ce
parame`tre n’a aucun effet. Quand une repre´sentation approximative est utilise´e, UP-
PAAL ne peut pas faire des conclusions de´terministes par rapport a` la repre´sentation
choisie.
1.6.3 UPPAAL TIGA
UPPAAL TIGA (voir Behrmann et al., 2007) est une extension de UPPAAL permettant
la conception des jeux temporise´s sous la forme d’un re´seau d’automates temporise´s de jeu.
Cette version de´rive´e de UPPAAL met en oeuvre le premier algorithme efficace de ve´rification
a` la vole´e pour ve´rifier des proprie´te´s d’atteignabilite´ et de suˆrete´ sur des mode`les de jeux.
L’algorithme propose´ par UPPAAL TIGA est une extension symbolique de l’algorithme de
ve´rification a` la vole´e propose´e par Liu et Smolka [54] pour les mode`les de ve´rification a`
temps line´aire des syste`mes a` e´tats finis. L’algorithme de ve´rification de UPPAAL TIGA a
une complexite´ line´aire en fonction de la taille des automates du mode`le a` ve´rifier.
UPPAAL TIGA applique la technique de la synthe`se de controˆleur [55] pre´sente´e dans
la Figure 1.8. Cette technique permet de forcer le comportement du syste`me afin de satis-
faire un objectif de controˆle donne´. Particulie`rement, cette approche consiste a` construire
un controˆleur C, de manie`re a` de´finir le comportement souhaite´ du syste`me. Ensuite, elle
consiste a` ve´rifier si le syste`me controˆle´ C(S) satisfait ou non l’objectif de controˆle. UPPAAL
TIGA prend en entre´e un mode`le compose´ d’un ensemble d’automates temporise´s de jeu et
une proprie´te´ exprime´e dans la logique temporelle TCTL. Il fournit en sortie un ensemble
strate´gies dites ”gagnantes” satisfaisant la proprie´te´ (le controˆleur).
La syntaxe de UPPAAL TIGA est presque similaire a` celle de UPPAAL. Toutefois, UP-
PAAL TIGA distingue entre deux types de transitions : i) les transitions controˆlables joue´s
par le controˆleur et ii) les transitions incontroˆlables joue´s par l’environnement. On distingue
deux objectifs de controˆle diffe´rents :
• Objectif d’accessibilite´ : Cet objectif de controˆle cherche la pre´sence d’une strate´gie
prouvant qu’un ensemble d’e´tats cibles du syste`me (goal states) est accessible quelles
que soient les actions prises par l’environnement.
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• Objectif de suˆrete´ : Cet objectif de controˆle cherche la pre´sence d’une strate´gie
prouvant qu’un ensemble donne´ de mauvais e´tats du syste`me (bad states) n’est jamais
accessible quelles que soient les actions prises par l’environnement.
Les objectifs de controˆle sont spe´cifie´s en utilisant la syntaxe suivante : control : P ou`
P est une proprie´te´ TCTL qui exprime soit la suˆrete´ (A[] p), soit la vivacite´ (A <> p ou
A[p1 U p2] ).
UPPAAL TIGA permet aussi de de´terminer les strate´gies gagnantes satisfaisant la pro-
prie´te´ dans une dure´e de temps bien de´termine´e en utilisant la syntaxe suivante : control
t∗ (u, g) : A[pU q] ou` seulement les chemins menant vers un e´tat gagnant dans une dure´e de
u−g sont accepte´s. Pour obtenir la meilleure strate´gie satisfaisant la proprie´te´ conside´re´e, on
peut commencer par u qui est le temps minimum ne´cessaire pour atteindre l’e´tat gagnant et
g = 0. Ensuite, on augmente g jusqu’a` ce qu’on atteint un g′ donnant une strate´gie gagnante
et g′ + 1 ne le fait pas.
Le noyau de ve´rification de UPPAAL TIGA est le programme ”verifytga”. Cette com-
mande permet de ge´ne´rer une strate´gie gagnante pour chaque condition de gain donne´e,
lorsqu’elle est utilise´e avec l’option −t0. Une contre-strate´gie pour l’environnement est don-
ne´e si aucune strate´gie n’existe. D’autres options supple´mentaires sont aussi disponibles, par
exemple : −c0 et −c1 pour controˆler la compacite´ de la strate´gie donne´e et −w1 pour ge´ne´rer
toutes les strate´gies gagnantes possibles satisfaisant une proprie´te´ conside´re´e.
1.6.4 SMC UPPAAL
SMC UPPAAL (voir Bulychev et al., 2012) est une nouvelle extension de UPPAAL qui
met en oeuvre un model checking statistique. Cet outil a e´te´ largement applique´ dans plusieurs
domaines de la recherche a` savoir le ge´nie logiciel, les syste`mes biologiques, les protocoles de
communication etc.
La grande utilisation de cet outil est due a` plusieurs raisons a` savoir : i) il est tre`s simple
a` mettre en œuvre, comprendre et utiliser, ii) il ne ne´cessite qu’un mode`le ope´rationnel du
syste`me qui peut eˆtre simule´ et ve´rifie´ avec peu d’efforts de mode´lisation et de spe´cification
supple´mentaires, iii) l’utilisation de la statistique permet de simuler des proble`mes inde´ci-
dables en appliquant des approximations.
Outre sa capacite´ a` ge´rer les syste`mes temporise´s, SMC UPPAAL offre la possibilite´ de
comparer deux probabilite´s sans les calculer. Par contre, les autres mode`les de ve´rification
statistiques classiques (voir Younes, 2005; Sen et al., 2005; Katoen et al., 2011) ne sont pas
capables de ge´rer les syste`mes temporise´s. UPPAAL TIGA est muni d’une large gamme
de fonctionnalite´s pour visualiser les re´sultats sous la forme de distributions de probabilite´,
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e´volution du nombre d’exe´cutions en temps borne´, calcul d’estimations, etc. Ces re´sultats
sont calcule´s en utilisant les techniques de simulation Monte Carlo (voir Robert et Casella,
2011) et les tests se´quentiels des hypothe`ses (voir Young et Young, 1998).
Le SMC a trois diffe´rences majeures par rapport a` UPPAAL classique : i) l’interface
utilisateur permet de spe´cifier des distributions de probabilite´, ii) les proprie´te´s a` ve´rifier sont
exprime´es en PWCTL et iii) le moteur offre un mode`le de ve´rification statistique capable
de supporter quatre types de proprie´te´s. Intuitivement, l’exploration du mode`le par SMC
UPPAAL est limite´e par une contrainte d’horloge, une borne sur le temps du mode`le ou bien
le nombre de transitions discre`tes (#). SMC UPPAAL introduit un nouveau ope´rateur de
probabilite´ note´ « Pr ». Les quatre types de proprie´te´s supporte´es par UPPAAL TIGA sont :
• Proprie´te´ quantitative (estimation de la probabilite´) : Cette proprie´te´ permet
d’estimer la probabilite´ qu’un e´ve´nement soit vrai. Pour ce faire, le SMC utilise un al-
gorithme d’approximation qui de´termine le nombre d’exe´cutions ne´cessaires en fonction
de la proprie´te´ envisage´e. Ensuite, il calcule une estimation de la probabilite´ p sur cet
ensemble d’exe´cutions, avec un taux de confiance 1−α, dans l’intervalle [p−ε, p+ε] ou`
ε est un parame`tre d’approximation et α est un parame`tre de confiance. Particulie`re-
ment, cet algorithme calcule le nombre d’exe´cutions qui satisfont la proprie´te´ et divise
par le nombre total d’exe´cutions. L’exemple suivant pre´sente une proprie´te´ quantitative
permettant de calculer la probabilite´ qu’un processus tombe en panne :
Pr[# <= 2000](<> proc.panne)
• Proprie´te´ qualitative (test d’hypothe`se) : Cette proprie´te´ ve´rifie si la probabilite´
d’une proprie´te´ est infe´rieure ou supe´rieure a` un seuil bien de´termine´. L’exemple sui-
vant pre´sente une proprie´te´ qualitative permettant de comparer la probabilite´ qu’un
processus tombe en panne a` un seuil bien de´fini (i.g. 0.5) :
Pr[# <= 2000](<> proc.panne) <= 0.5
• Comparaison des probabilite´s : Cette proprie´te´ compare deux probabilite´s indi-
rectement sans les estimer. L’exemple suivant permet de comparer les probabilite´s de
de´faillance de deux processus proc1 et proc2 :
Pr[# <= 2000](<> proc1.panne) <= Pr[# <= 2000](<> proc2.panne)
• Estimation d’une valeur : Cette proprie´te´ permet d’estimer la valeur d’une expres-
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sion en exe´cutant un certain nombre de simulations. L’exemple suivant permet d’estimer
le nombre maximal de pannes d’un processus. La taille de l’e´chantillon de simulation
est borne´e par la valeur 26000 et l’horloge x du syste`me est borne´e par la valeur 5000 :
E[x <= 5000; 26000](max : nb panne(proc))
1.7 Conclusion
Nous avons consacre´ ce chapitre aux techniques de ve´rification qui nous inte´ressent dans
le cadre de ce me´moire, a` savoir : le model checking et la synthe`se de controˆleur. Nous avons
pre´sente´ le principe du model checking, ses extensions aux aspects temporels et probabilistes,
ainsi qu’une revue de litte´rature des solutions propose´es pour contrecarrer le proble`me d’ex-
plosion combinatoire. Parmi les formalismes utilise´s par le model checking, nous avons retenu
et pre´sente´ les automates temporise´s, la logique temporelle TCTL ainsi que leur extension
a` l’aspect probabiliste. Nous avons ensuite introduit la technique de synthe`se de controˆleur
qui s’appuie sur les automates temporise´s de jeu. Finalement, nous avons de´crit les outils
de ve´rification par model checking ou synthe`se de controˆleur que nous utiliserons pour im-
ple´menter nos approches formelles d’aide a` la configuration des pare-feux (UPPAAL, et ses
deux extensions UPPAAL TIGA et SMC UPPAAL).
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CHAPITRE 2
SECURITE DES RESEAUX INFORMATIQUES
2.1 Introduction
La te´le´communication et les re´seaux sont devenus des moyens indispensables dans toutes
les activite´s entrepreneuriales et dans tous les secteurs de la vie moderne : les banques, les
assurances, les hoˆpitaux, etc. En de´pit des efforts des experts en se´curite´, les re´seaux infor-
matiques sont sujets a` des nombreuses attaques des pirates en tous genres. En effet, depuis
l’ave`nement d’Internet, on lit et entend pratiquement au quotidien des nouvelles a` propos
des lourdes pertes financie`res que les entreprises peuvent essuyer a` cause des de´faillances de
se´curite´ dans leurs syste`mes d’informations.
Durant les dernie`res de´cennies, plusieurs approches, outils et techniques ont e´te´ de´veloppe´s
pour ame´liorer la se´curisation des re´seaux informatiques, tels que les syste`mes de de´tection
d’intrusions (IDS) (voir Biermann et al., 2001) et les pare-feux (firewalls) (voir Cheswick
et al., 2003). Les IDS sont le syste`me d’alarme d’un re´seau. Ils permettent de de´tecter toute
activite´ inde´sirable et fournir les informations ne´cessaires aux administrateurs du re´seau
pour pre´venir les intrusions et pouvoir suivre l’attaquant au besoin. Les pare-feux, quant a`
eux, permettent d’inspecter et filtrer le trafic en s’appuyant sur une politique de se´curite´
donne´e. Les pare-feux ont e´te´ largement de´ploye´s pour se´curiser les re´seaux. Cependant, la
configuration de tels outils s’ave`re une tre`s lourde taˆche sujette a` nombreuses anomalies qui
peuvent entraver la mise en œuvre d’une politique de se´curite´ sur le re´seau.
Le reste de ce chapitre est organise´ comme suit : La section 2.2 expose quelques concepts
de base sur les re´seaux informatiques. La section 2.3 pre´sente les syste`mes de de´tection
d’intrusion (IDS) ainsi que leurs diffe´rents types. Nous y abordons e´galement les diffe´rentes
approches de de´tection d’intrusions. La section 2.4 est de´die´e a` la pre´sentation des pare-feux
ainsi que les diffe´rents types d’anomalies qui peuvent compromettre leur bon fonctionnement.
La section 2.5 explore quelques techniques de de´tection d’anomalies lie´es a` la mauvaise confi-
guration des pare-feux alors que la section 2.6 passe en revue quelques solutions propose´es
dans la litte´rature pour re´soudre les proble`mes de configuration de pare-feux.
2.2 Concepts de base
Dans cette section, quelques concepts de base lie´s a` la se´curite´ informatique sont pre´sente´s.
Nous donnons un aperc¸u sur l’architecture des re´seaux et les menaces informatiques qui leurs
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sont connexes. Enfin, nous explorons la notion de politiques de se´curite´.
2.2.1 Architecture d’un re´seau
Un re´seau informatique se compose d’un grand nombre d’e´quipements de diffe´rents types.
On distingue trois types d’e´le´ments re´seaux (voir Pujolle et Salvatori, 2010) :
• Les e´quipements terminaux ou syste`mes informatiques tels que les ordinateurs, les sta-
tions de travail, les serveurs, les pe´riphe´riques, etc.
• Les e´quipements d’interconnexion tels que les routeurs et les commutateurs.
• Les supports de communication tels que les caˆbles, les fibres optiques et les lignes de
transmission.
Un re´seau peut avoir plusieurs architectures appele´es topologies de´finissant les connexions
entre ses diffe´rents e´quipements. Il existe plusieurs topologies re´seaux BILLAMI et BENDAH-
MANE (2014). Dans ce volet, nous citons les topologies les plus utilise´es :
• Topologie anneau : Chaque hoˆte rec¸oit l’information circulant sur l’anneau et ve´rifie
si l’information lui est destine´e. Si c’est les cas, elle la recopie. L’inconve´nient d’une
telle topologie est le fait que tout le re´seau tombe en panne en cas de de´faillance de
l’un des routeurs dans le re´seau.
• Topologie E´toile : L’ensemble des stations de travail est connecte´ a` un point cen-
tral qui aiguille l’information vers son destinataire approprie´. L’avantage d’une telle
topologie est le fait que la panne d’un nœud ne perturbe pas le fonctionnement global
du re´seau. Cependant, l’e´quipement central (concentrateur ou commutateur) qui relie
tous les nœuds constitue un point unique de de´faillance. Cette technologie est souvent
utilise´e pour les re´seaux te´le´phoniques.
• Topologie maille´e : Cette topologie consiste a` connecter chaque station a` toutes
les autres en utilisant des liaisons point a` point. En effet, dans un re´seau a` N hoˆtes,
chaque hoˆte peut avoir de 1 a` N − 1 connexions point a` point vers plusieurs autres
hoˆtes. Par conse´quent, le nombre de liaisons ne´cessaires est N ∗ (N − 1). Ce nombre
croit conside´rablement avec la taille du re´seau.
Les e´quipements terminaux communiquent entre eux moyennant les adresses IP (Internet
protocol). Lors d’une communication entre deux machines, le protocole IP de´coupe chaque
message transmis en paquets inde´pendants. Ces paquets sont transmis se´pare´ment, ce qui
permet aux utilisateurs re´seau de partager les ressources re´seau via Internet en utilisant la
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commutation des paquets. L’en-teˆte d’un paquet IP comprend les informations utiles pour
la reconstitution du message et pour l’inspection et le filtrage des paquets par les pare-feux.
Ainsi, pour bien comprendre le principe de fonctionnement d’un pare-feu, il est important
d’eˆtre bien familiarise´ avec la structure d’un paquet IP.
La Figure 2.1 pre´sente l’enteˆte d’un paquet IP qui contient des champs de longueur fixe
ou variable. Chaque champ joue un roˆle bien spe´cifique. On s’inte´resse particulie`rement a`
l’adresse IP d’origine et l’adresse IP de destination qui indiquent respectivement la source et
la destination du paquet. On s’inte´resse e´galement au champ protocole qui indique le type
de protocole encapsule´ dans le paquet IP et au champ des donne´es dont les 8 premiers octets
contiennent les nume´ros de ports utilise´s pour TCP ou UDP.
TOTAL LENGTHTOSIHLVERS
IDENTIFICATION FLAGS FRAGMENT OFFSET
TTL PROTOCOL HEADER CHECKSUM
Adresse IP d’origine




Figure 2.1 Structure d’un paquet.
2.2.2 Menaces re´seau
De nos jours, les re´seaux informatiques sont de plus en plus grands, plus complexes et
leur architecture est de plus en plus distribue´e. Ils sont ainsi potentiellement vulne´rables aux
attaques exte´rieures. De ce fait, les efforts des experts re´seaux ont e´te´ multiplie´s pour assurer
les proprie´te´s fondamentales de la se´curite´ informatiques a` savoir :
• La confidentialite´ : Cette proprie´te´ assure que l’information n’est accessible que par
les sujets autorise´s.
• L’inte´grite´ : Cette proprie´te´ assure que toute information ne peut pas eˆtre modifie´e
ou de´truite de fac¸on non autorise´e.
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• La disponibilite´ : Cette proprie´te´ garantie que les donne´es sont disponibles sans de´lai
ou de´gradation, au moment ou` elles sont sollicite´es.
Afin de faire face aux attaques et mettre des dispositions pre´ventives base´es sur les pro-
prie´te´s pre´ce´dentes, il est ne´cessaire de connaˆıtre les principaux types d’attaques. Il existe
quatre cate´gories principales d’attaques (voir Whitman et Mattord, 2011) :
• Attaque d’acce`s : Cette attaque viole la proprie´te´ de confidentialite´. C’est le fait
qu’une personne non autorise´e essaye d’acce´der a` l’information circulant sur le re´seau.
• Attaque de modification : Cette attaque viole la proprie´te´ d’inte´grite´. C’est le fait
qu’une personne non autorise´e essaye de modifier l’information circulant sur le re´seau.
• Attaque par saturation (le de´ni de service) : Cette attaque viole la proprie´te´ de
disponibilite´. Les attaques par saturation consiste a` bloquer l’acce`s aux sites en rendant
indisponible le service.
• La re´pudiation : Cette attaque consiste a` pouvoir nier avoir rec¸u ou e´mis un message
en donnant de fausses informations.
2.2.3 Politique de se´curite´
Une politique de se´curite´ est un document qui e´tablit un ensemble de re`gles. Ces re`gles
refle`tent les actions et les objectifs qu’une entreprise s’est pose´s en matie`re de se´curite´. Un
pare-feu peut incarner une politique de se´curite´ sous forme de re`gles de filtrage. Ces re`gles sont
prescrites dans des listes appele´es les listes de controˆle d’acce`s ACLs. La mise en œuvre d’une
politique de se´curite´ de´pend de la philosophie de se´curite´ envisage´e par l’administrateur. Il
existe deux philosophies de se´curite´ (voir Nouali-Taboudjemat, 1999) :
• Tout ce qui n’est pas explicitement permis est interdit : Toutes les actions
autorise´es doivent eˆtre imple´mente´es explicitement au cas par cas. Toute action non
imple´mente´e sous forme d’une re`gle est automatiquement refuse´e.
• Tout ce qui n’est pas explicitement interdit est permis : Toutes les actions
interdites (dangereuses) doivent eˆtre de´crites explicitement au cas par cas. Toute action
non imple´mente´e sous forme d’une re`gle est automatiquement accepte´e.
Une politique de se´curite´ globale est un ensemble de politiques de se´curite´ inde´pendantes
mais cohe´rentes. Une politique de se´curite´ peut eˆtre trop permissive. Une telle politique suit
ge´ne´ralement la premie`re philosophie en spe´cifiant une liste assez large d’actions autorise´es.
Dans ce cas, cette politique risque de pre´senter une faiblesse de se´curite´ au niveau du syste`me
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qui l’incarne. Une politique de se´curite´ peut eˆtre, au contraire, trop restrictive. Une telle po-
litique suit ge´ne´ralement la deuxie`me philosophie en spe´cifiant une liste assez large d’actions
interdites. Dans ce cas, elle risque de devenir inapplicable a` cause des re`gles trop strictes.
2.3 Syste`mes de de´tection d’intrusions
Un syste`me de de´tection d’intrusions (Intrusion Detection System, IDS)(voir Biermann
et al., 2001) est un pe´riphe´rique destine´ a` analyser l’activite´ du re´seau afin de de´tecter toute
activite´ malveillante ou suspecte dans les plus brefs de´lais. Particulie`rement, les IDS ont
pour objectif d’analyser le syste`me ou le trafic re´seau contre des patrons d’attaques enregistre´s
dans leurs journaux internes. Ces patrons d’attaques sont utilise´s pour identifier d’e´ventuelles
violations et de de´clencher une alarme lorsqu’une violation est de´tecte´e.
Vu l’utilite´ des IDS sur le plan pratique, des e´tudes pousse´es ont e´te´ e´labore´es pour ame´-
liorer leur performance, conduisant ainsi a` diffe´rents types d’IDS (voir Me´ et Michel, 2001)
dont chacun est applicable dans un contexte d’application approprie´. Parmi les diffe´rents
types d’IDS, on cite les HIDS (Host based Intrusion De´tection Systems) qui de´cident en se
basant sur des informations trouve´es dans des machines hoˆtes et les NIDS (Network-Based
Intrusion De´tection Systems) qui de´cident en se basant sur des informations qui circulent
dans le re´seau. D’autres IDS plus avance´s permettent de pre´venir les intrusions en reconfi-
gurant dynamiquement les listes de controˆle d’acce`s (ACL) des routeurs et les politiques de
se´curite´ des pare-feux afin d’exclure les paquets suspects. Cette nouvelle ge´ne´ration d’IDS,
qui combine les fonctionnalite´s des IDS et des pare-feu, est appele´e ”Syste`me de pre´vention
d’Itrusions” (Intrusion Prevention Systems, IPS).
Dans ce qui suit, nous pre´sentons, en premier lieu, les deux grandes approches d’IDS
les plus utilise´es : l’approche par sce´narios et l’approche comportementale. Ensuite, nous
e´nume´rons les diffe´rents types d’IDS.
2.3.1 Approches de de´tection d’intrusions
La de´tection des intrusions par les IDS se base ge´ne´ralement sur deux approches diffe´rentes
(voir Mechri, 2007) :
• Approche par sce´narios : Cette approche utilise une base de donne´es de signatures
documentant toutes les signatures des motifs d’attaques connus. L’IDS analyse le trafic
re´seau, le compare avec les signatures qui se trouvent dans la base de donne´es et alerte
les administrateurs de se´curite´ avant que l’intrusion de´tecte´e ne se produise. L’ana-
lyse du trafic se fait en utilisant plusieurs me´canismes. Parmi lesquels, on peut citer
l’analyse de transition d’e´tats, re´seaux de neurones, reconnaissance de forme, etc. Cette
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approche est simple et facile a` imple´menter. Cependant, elle ne permet de de´tecter que
les attaques dont les signatures se trouvent dans la base de connaissance. Par conse´-
quent, Cette dernie`re doit eˆtre mise a` jour re´gulie`rement pour augmenter l’efficacite´ de
l’approche.
• Approche base´e sur le comportement : Cette approche consiste a` analyser le
comportement actuel du syste`me contre son profil habituel. Toute de´viation ou action
inhabituelle par rapport a` ce profil constitue un signe d’une activite´ malveillante. Ainsi,
une alerte est de´clenche´e afin de signaler la pre´sence d’un nouveau comportement sus-
pect. L’avantage d’une telle approche est qu’elle permet la de´tection d’un grand nombre
d’intrusions, ainsi que la de´tection de nouveaux types d’attaques. Cependant, cette ap-
proche peut engendrer beaucoup de fausses alertes car elle est tre`s sensible a` toute
de´viation par rapport au comportement habituel du syste`me. Les mode`les de de´tection
d’intrusions par approche comportementale utilisent ge´ne´ralement des mode`les statis-
tiques, tels que le mode`le statistique de´veloppe´ par Denning dans (voir Denning, 1987).
2.3.2 Types et emplacement des IDS
Plusieurs types de syste`mes de de´tection d’intrusions ont e´te´ de´veloppe´s depuis les anne´es
80. Chacun a ses propres fonctions, caracte´ristiques et champs d’application. L’emplacement
d’un IDS dans un re´seau de´pend fortement du type de protection qu’il offre. Ainsi, on peut
distinguer deux grands types d’IDS a` savoir :
• NIDS (Network-Based Intrusion Detection Systems) (voir Dagorn, 2006) : Ce
sont des IDS re´seau permettant d’analyser et d’interpre´ter le trafic de tout un re´seau
afin de repe´rer des signatures d’attaques de´ja` connues a` diffe´rents endroits sur le re´seau
ou des anomalies dans les enteˆtes des paquets IP. Toutefois, un NIDS doit toujours
disposer d’une bande passante suffisante pour l’analyse continuelle de l’ensemble de
paquets, et il doit eˆtre aussi bien positionne´ pour garantir son efficacite´. L’emplacement
d’un IDS re´seau avant un pare-feu permet de de´tecter des paquets malveillants conc¸us
pour outrepasser la politique de se´curite´ du pare-feu. Ceci permet de contourner les
attaques dans les plus brefs de´lais et d’empeˆcher tout dommage engendre´. Un IDS
re´seau peut aussi eˆtre place´ apre`s un pare-feu pour prote´ger un re´seau prive´ donne´ en
signalant uniquement les attaques qui tentent d’y entrer. L’emplacement d’un NIDS
apre`s un pare-feu permet, par exemple, d’empeˆcher des attaques porte´es par un client
d’un re´seau prive´ virtuel VPN (Virtual Private Network) contre un autre re´seau VPN
prote´ge´ par un NIDS. Il existe plusieurs exemples de NIDS a` savoir : NetRanger(voir
Gleichauf et Teal, 1996), NFR (voir Ranum, 2001), SNORT(voir Green et Roesch,
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2003), etc.
• HIDS (Host based Intrusion De´tection Systems) (voir Dagorn, 2006) : Ce sont
des IDS permettant d’examiner le fonctionnement d’une machine donne´e et signaler
tout comportement malveillant pouvant compromettre sa se´curite´. Ces IDS peuvent
utiliser plusieurs sources pour fournir des informations sur l’activite´ d’une machine
(i.g. les logs, les traces d’audit du syste`me d’exploitation). Les HIDS sont ge´ne´ralement
place´s sur les serveurs. Ils sont conside´re´s plus complets et plus efficaces que les NIDS
puisqu’ils imple´mentent un syste`me de protection pour chaque hoˆte du re´seau. En plus,
un HIDS permet de de´tecter des attaques sur un trafic chiffre´ ce qui n’est pas possible
avec un NIDS. Cependant, les HIDS sont tre`s consommateurs en termes de ressources
et sont plus vulne´rables aux attaques par de´nie de service. Un exemple de HIDS est
l’outil Trip-wire (voir Kim et Spafford, 1994).
2.4 Pare feu (firewall)
Les pare-feux (voir Cheswick et al., 2003) sont des me´canismes de se´curite´ efficaces pour
prote´ger un re´seau interne contre toute attaque exte´rieure. En effet, un pare feu est un
dispositif de se´curite´ conc¸u pour examiner constamment le trafic entrant et sortant sur le
re´seau. Il joue le roˆle d’une barrie`re de se´curite´ qui bloque ou laisse passer les paquets en
fonction des re`gles de se´curite´ e´tablies. De plus, un pare-feu permet de journaliser le tra-
fic re´seau en enregistrant les tentatives de connexions afin de pouvoir mieux l’analyser.
La mise en œuvre d’un pare-feu ne´cessite un certain nombre de choix faits par l’admi-
nistrateur re´seau : type du pare-feu, l’emplacement du pare-feu, la politique de se´curite´,
et le couˆt financier du pare-feu. Les pare-feux sont configure´s en utilisant des listes de
controˆle d’acce`s ACLs qui stipulent l’ensemble des re`gles de filtrage transcrivant le fonc-
tionnement souhaite´ par l’utilisateur. Ces re`gles peuvent accepter ou rejeter les paquets
selon les informations encapsule´es dans les enteˆtes des paquets IP. Par exemple, la re`gle
”access − list 101 permit TCP host 10.1.1.2 host 172.16.1.1 any 23” accepte tous les pa-
quets du protocole TCP dont l’adresse IP source est 10.1.1.2 et l’adresse IP destination
est 172.16.1.1 et utilisant l’importe quel port source et le port destination 23.
2.4.1 Types de pare-feux
Essentiellement, il existe trois cate´gories de pare-feux (voir Whitman et Mattord, 2011) :
• Pare-feu sans e´tat (stateless firewall) : Ce pare-feu applique un mode de filtrage
statique. Il permet d’inspecter les paquets qu’il rec¸oit pour valider les re`gles de la
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politique de se´curite´. Ces re`gles sont base´es sur l’en-teˆte du paquet IP (l’adresse IP
de source et de destination, le protocole, le port de source et de destination pour les
protocoles TCP et UDP). Il traite chaque paquet inde´pendamment des autres et de´cide,
en fonction des re`gles stipule´es par la politique de se´curite´, de bloquer ou laisser passer
le paquet. Cependant, ce type de pare-feu est incapable de de´tecter plusieurs attaques
potentielles telles que l’usurpation de l’adresse IP (IP Spoofing), et certaines attaques
par de´nie de service (DoS) qui ne´cessitent une solution dynamique en se basant sur
l’analyse du trafic sur le re´seau.
• Pare-feu a` e´tat (stateful firewall) : Ce pare-feu applique un mode de filtrage
dynamique. Il a e´te´ conc¸u pour reme´dier aux limites des pare-feux sans e´tat. En effet,
il inclut un me´canisme de reporting permettant d’e´tablir des rapports sur le trafic et
conserver les tentatives de connexions. Cette fonction permet de renforcer la capacite´
d’un pare-feu a` de´tecter les attaques. Ce pare-feu ope`re au niveau de la couche re´seau.
Par conse´quent, il est incapable d’œuvrer sur les failles logicielles au niveau de la couche
application.
• Pare-feu applicatif : Ce type de pare-feu incarne une politique de se´curite´ beaucoup
plus stricte qu’avec un pare-feu a` filtrage de paquets. Il ope`re au niveau de la couche
application. Ce pare-feu empeˆche tout trafic qui ne respecte pas les politiques de se´curite´
spe´cifie´es. Par exemple le pare-feu d’application de proxy permet d’accepter seulement
les applications dont le proxy est configure´ conforme´ment a` la politique de se´curite´.
2.4.2 Emplacement d’un pare-feu
L’emplacement d’un pare-feu (voir Fall, 2010) est l’une des taˆches importantes d’un ad-
ministrateur re´seau. Ce choix de´pend de la fonction du pare-feu. Ce dernier peut eˆtre place´
a` la frontie`re de sorte qu’il prote`ge le re´seau local de toutes les connexions venant d’Internet.





Figure 2.2 Emplacement d’un pare-feu a` la frontie`re.
Un pare-feu peut aussi eˆtre place´ a` l’inte´rieur d’un re´seau pour le diviser en plusieurs
sous-re´seaux et controˆler les diffe´rents acce`s entre eux. La disposition correspondante est





Figure 2.3 Emplacement d’un pare-feu au centre d’un re´seau.
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2.4.3 Fonctions d’un pare feu
Les fonctions du pare-feu les plus re´pondues sont (voir Tom, 2005) :
• Blocage de trafic entrant en fonction de l’origine et de la destination : Il
s’agit de controˆler le trafic entrant d’un re´seau et empeˆcher certains nœuds exte´rieurs
de se connecter a` un re´seau local.
• Blocage de trafic sortant en fonction de l’origine et de la destination : Il
s’agit de controˆler le trafic sortant d’un re´seau en direction d’internet, et notamment
e´viter que les utilisateurs acce`dent a` certains sites inapproprie´s.
• Blocage de trafic en fonction du contenu : Un pare-feu peut inspecter le contenu
du paquet IP en utilisant par exemple un scanner de virus inte´gre´. Il peut aussi inte´grer
un filtre pour empeˆcher les emails inde´sirables.
• E´tablir des rapports sur les trafics et l’activite´ du pare-feu : Un pare-feu doit
incorporer un me´canisme de reporting. Ce me´canisme permet d’e´tablir des rapports sur
son activite´ et les archiver dans un journal pour pouvoir l’examiner ulte´rieurement.
2.4.4 Anomalies des pare-feux
La configuration d’un pare-feu est une taˆche fondamentale pour assurer la se´curite´ des
infrastructures re´seau. Cependant, cette taˆche est complexe et sujette a` plusieurs anomalies.
Dans cette section, nous e´tudions les diffe´rents types d’anomalies de configuration de pare-
feux classifie´s comme suit (voir Yuan et al., 2006) :
• Violation de la politique de se´curite´ : La violation de la politique de se´curite´
consiste a` autoriser une action interdite ou rejeter une action permise contrairement
a` ce qui a e´te´ de´fini sur les listes de controˆle d’acce`s. Cette violation peut mettre en
cause la proprie´te´ de confidentialite´ (acce`s non autorise´) et la proprie´te´ de disponibilite´
(blocage non de´sire´).
• Incohe´rences intra-pare-feu : Les incohe´rences intra-pare-feu sont des re´ve´lateurs
d’une mauvaise configuration. La de´tection de ces incohe´rences est base´e uniquement
sur les fichiers de configuration d’un pare-feu. On distingue 3 types d’incohe´rences :
– Ombrage (shadowing) : Il s’agit de masquer l’effet d’une re`gle par une autre
qui la pre´ce`de. Par exemple :
R1 : accept udp any 192.168.1.0/24
R2 : deny udp 172.16.1.0/24 192.168.1.0/24
41
La re`gle R1 accepte tous les paquets suppose´s eˆtre refuse´s par la re`gle R2. Par
conse´quent, la re`gle R2 ne sera plus exe´cute´e. On dit que R2 est ombrage´e par R1.
– Ge´ne´ralisation : Il s’agit de de´finir une re`gle comme un sous ensemble d’une
autre ayant une de´cision diffe´rente. Par exemple :
R2 : deny udp 172.16.1.0/24 192.168.1.0/24
R3 : accept udp 172.16.1.0/24 any
La re`gle R2 exclut un sous ensemble de paquets suppose´s eˆtre accepte´s par la re`gle
R3. On dit que R3 est une ge´ne´ralisation de la re`gle R2.
– Corre´lation : On parle d’une corre´lation lorsque une re`gle se croise avec des
re`gles pre´ce´dentes mais elle de´finie une action diffe´rente. Par exemple :
R1 accept udp any 192.168.1.0/24
R4 deny udp 10.1.1.0/24 192.168.0.0/16
Les re`gles R1 et R4 se croisent en udp 10.1.1.0/24 192.168.0.0/24. C’est-a`-dire,
le paquet udp 10.1.1.0/24 192.168.0.0/24 appartient au domaine de de´cision des
deux re`gles R1 et R4. Cependant, ces deux re`gles ont des actions diffe´rentes. On
dit que R1 et R2 sont corollaires.
• Incohe´rence inter-pare-feux : Tous les pare-feux controˆlant la communication sur
un re´seau sont inde´pendamment configure´s. Cependant la se´curite´ de bout en bout
d’un re´seau (end-to-end security behavior) de´pend force´ment de la configuration de la
politique de se´curite´ globale de tous les pare-feux de´ploye´s sur le re´seau. Par exemple,
soient les deux pare-feux P1 et P2. P1 est en amont du flux et P2 en aval du flux.
P1 :
1. deny tcp any 10.0.0.0/8
2. accept tcp any any
3. deny udp any 192.168.0.0/16
P2 :
1. accept tcp any any
2. accept udp 172.16.0.0/16 192.168.0.0/16
La re`gle 2 du pare-feu P2 accepte tous les paquets dont l’adresse IP source est 172.16.0.0/16
et l’adresse IP destination est 192.168.0.0/16. Ces paquets sont de´ja` refuse´s par la re`gle
3 du pare-feu P1 en amont du flux. D’ou`, il y aura un proble`me de connectivite´ (c’est-
a`-dire les paquets en question ne peuvent pas atteindre leur destination).
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• Incohe´rences de croisement de chemin (Cross-path inconsistencies) : On
parle de ce type d’incohe´rences lorsque l’un des paquets en transit sur le re´seau est
rejete´ en empruntant un chemin et accepte´ en empruntant un autre. Par conse´quent,
un paquet ayant l’acce`s au re´seau peut eˆtre rejete´ en empruntant un autre chemin
a` cause d’un changement de routage et vis versa. Ce type d’incohe´rences est un cas
particulier de l’incohe´rence inter-pare-feux.
• Inefficacite´ : Un pare-feu est dit efficace lorsque sa configuration assure les intentions
de l’administrateur en mettant en œuvre un nombre minimum de re`gles. l’inefficacite´
d’une configuration d’un pare-feu se re´sume en deux aspects : la redondance et la
verbosite´.
– La redondance : La redondance est la pre´sence des re`gles pouvant eˆtre suppri-
me´es sans modifier la de´cision du pare-feu pour tous les paquets. La redondance
peut re´duire le nombre total des re`gles et par conse´quent la consommation de la
me´moire. Par exemple :
R5 accept tcp 10.0.0.0/8 any
R6 accept tcp 10.2.1.0/24 any
La re`gle R5 couvre tous les paquets qui correspondent a` la re`gle R6 en exerc¸ant
la meˆme action. On dit que R6 est une re`gle redondante.
– La verbosite´ : On parle de verbosite´ lorsqu’un ensemble de re`gles peut eˆtre re´duit
en un ensemble comprenant un nombre infe´rieur de re`gles. Par exemple, Les re`gles
R7, R8, R9 et R10 peuvent eˆtre remplace´es par la re`gle R11.
R7 deny udp 10.1.1.0/26 any
R8 deny udp 10.1.1.64/26 any
R9 deny udp 10.1.1.128/26 any
R10 deny udp 10.1.1.192/26 any
R11 deny udp 10.1.1.0/24 any
2.5 Techniques de de´tection d’anomalies
La de´tection des anomalies de configuration des pare-feux fait l’objet de nombreux travaux
de recherche. Dans cette section, nous pre´sentons un survol de ces travaux qui sont re´pertorie´s
principalement en deux grandes classes : i) les techniques de de´tection des anomalies intra-
pare-feu qui permettent de de´couvrir les erreurs de configuration de la politique de se´curite´ au
sein d’un pare-feu dans un contexte centralise´ et ii) les techniques de de´tection des anomalies
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inter-pare-feux qui permettent de de´tecter les incohe´rences entre les diffe´rentes re`gles de
filtrage d’un ensemble de pare-feux de´ploye´s dans un contexte distribue´.
2.5.1 Techniques de de´tection des anomalies intra-pare-feux :
Al-Shaer et al. ont propose´ dans (voir Al-Shaer et Hamed, 2004) l’un des premiers outils
de´die´s a` l’analyse des re`gles de filtrage au sein d’un pare-feu. Ils sont base´s sur la notion
des diagrammes de de´cision binaires (BDD) afin de mode´liser les re`gles d’un pare-feu. La
politique de se´curite´ d’un pare-feu est alors repre´sente´e par un diagramme appele´ ”arbre de
politique”. Comme montre la Figure 2.4, chaque nœud de cet arbre est un champ de filtrage
et les branches partant de chaque nœud sont e´tiquete´es par les valeurs possibles associe´es a`
chaque champ. Le parcours de l’arbre en profondeur permet une lecture rapide et claire des
re`gles de filtrage de la politique du pare-feu et facilite la de´tection d’e´ventuelles anomalies
(redondance, ge´ne´ralisation, corre´lation, etc.).
Figure 2.4 Arbre de politique de se´curite´ d’un pare-feu.
En se basant sur le meˆme principe, Yuan et al. ont propose´ dans (voir Yuan et al., 2006)
un outil de mode´lisation et d’analyse des pare-feux appele´ FIREMAN. Cet outil est capable
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d’analyser automatiquement et d’une fac¸on statique les re`gles d’un pare-feu en utilisant un
algorithme. Cet algorithme permet de parcourir la liste de controˆle d’acce`s du pare-feu re`gle
par re`gle et s’assurer que chaque nouvelle re`gle concerne des paquets non encore couverts.
Cette approche est base´e sur le model checking symbolique et utilise les diagrammes de
de´cision binaires (BDD) pour repre´senter et traiter les re`gles de pare-feu. L’efficacite´ de
l’approche a e´te´ valide´e par une e´tude expe´rimentale. En effet, elle permet de de´tecter des
anomalies dans un pare-feu a` 800 re`gles en moins de 3 secondes. Cet outil permet e´galement
de de´tecter des anomalies de configuration inter-pare-feux.
Dans (voir Kotenko et Polubelova, 2011), Kotenko et al. ont propose´ un algorithme pour
la ve´rification de la configuration des pare-feux qui permet aussi de de´tecter des incohe´rences
intra-pare-feux. Cette approche a e´te´ mise en œuvre en utilisant le model checker SPIN.
Khorchani et al. dans (voir Khorchani et al., 2012) ont sugge´re´ une logique permettant
de spe´cifier des mode`les d’anomalies de configuration. Cette logique est appele´e logique de
visibilite´ (visibility logic, VL). Pour ve´rifier la configuration des pare-feux, les auteurs ont
imple´mente´ un mode`le de ve´rification base´ sur la logique VL permettant de de´tecter des
mode`les d’anomalies intra-pare-feux. Ils ont prouve´ l’efficacite´ de leur approche en e´laborant
une e´tude expe´rimentale. L’avantage de cette approche re´side dans le fait qu’elle offre a`
l’utilisateur la possibilite´ de spe´cifier le mode`le d’anomalie qu’il cherche a` de´tecter.
Dans (voir Gawanmeh et Tahar, 2011), Gawanmeh et al. ont pre´sente´ un mode`le formel
base´ sur la me´thode de restriction de domaine afin d’analyser les re`gles intra-pare-feux.
L’approche est imple´mente´e en utilisant la technique Event-B (voir Abrial, 2010) qui est une
me´thode formelle pour la mode´lisation des ope´rations controˆle´es par des gardes. L’approche
propose´e permet de ve´rifier formellement la cohe´rence des re`gles de configuration au sein
d’un pare-feu. Ce travail offre la possibilite´ de caracte´riser la configuration des pare-feux a`
diffe´rents niveaux d’abstraction.
La contribution de Capretta et al. (voir Capretta et al., 2007) a e´te´ propose´e, e´gale-
ment, pour re´soudre le proble`me des conflits intra-pare-feux. Elle consiste a` de´velopper un
programme de de´tection de conflit et de prouver son exactitude en utilisant l’assistant de
preuve Coq. L’avantage de cette approche est qu’elle permet de de´tecter les anomalies de
configuration de pare-feux ayant un nombre tre`s large de re`gles.
Beaucoup d’autres travaux ont propose´ des techniques de de´tection d’anomalies intra-
pare-feux. Par exemple, la contribution (voir Eronen et Zitting, 2001) pre´sente un syste`me
expert permettant la ve´rification de la fonctionnalite´ des re`gles de filtrage par l’exe´cution
des requeˆtes. Dans (voir Mayer et al., 2000), les auteurs ont de´veloppe´ un outil d’analyse de
pare-feux permettant d’effectuer des requeˆtes approprie´es sur un ensemble de re`gles de filtrage
et de´couvrir d’e´ventuelles anomalies dans la politique avant ou apre`s qu’elle soit de´ploye´e.
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Cependant, l’utilisateur de cet outil ne´cessite une haute expertise pour pouvoir e´crire les
requeˆtes approprie´es.
L’outil Margrave (voir Nelson et al., 2010), a e´te´ aussi une contribution importante dans le
domaine. Cet outil permet a` un utilisateur d’e´crire des requeˆtes dans un langage du premier
ordre pour de´tecter des anomalies intra-pare-feux. Il permet d’identifier le comportement
de pare-feu par rapport a` des re`gles spe´cifiques, et le ve´rifier par rapport aux objectifs de
se´curite´.
Par ailleurs, Abbes et al. (voir Abbes et al., 2008) ont propose´ une me´thode pour de´tecter
la redondance des re`gles de filtrage au sein d’un pare-feu, ils ont classe´ les re`gles en fonction
de leurs champs de controˆle afin de de´terminer les re`gles redondantes.
Ben Youssef et al. (voir Ben Youssef et al., 2009) ont propose´ e´galement une me´thode pour
ve´rifier si un pare-feu re´agit correctement par rapport a` une politique de se´curite´ spe´cifie´e
dans un langage de´claratif de haut niveau.
2.5.2 Techniques de de´tection des anomalies inter-pare-feux
Contrairement a` la de´tection des anomalies intra-pare-feux, assez peu de travaux ont
aborde´ le proble`me de conflits inter-pare-feux. La majorite´ de ces travaux ont utilise´ la
technique de model checking.
El-Atawy et al. (voir El-Atawy et Samak, 2012) ont mode´lise´ un re´seau sous forme d’un
ensemble de politiques de se´curite´ qui re´gissent chaque e´le´ment du re´seau (i.g. les routeur, les
pare-feux, etc.). Le mode`le propose´ permet de ve´rifier les proprie´te´s envisage´es par rapport
a` la configuration courante en utilisant la technique de model checking base´e sur la logique
temporelle CTL. La ve´rification des proprie´te´s se fait par rapport a` chaque paquet indivi-
duellement en raisonnant sur le chemin emprunte´ par le paquet en question (de la source a`
la destination).
Un travail similaire a e´te´ pre´sente´ par Jeffrey et al. (voir Jeffrey et Samak, 2009). Ce
travail a propose´ un mode`le pour la configuration des re`gles de pare-feux dans un contexte
distribue´. Ils ont concentre´ leur analyse formelle sur deux proprie´te´s : i) l’atteignabilite´ (pour
chaque re`gle, il existe au moins un paquet qui la viole, donc un pare-feu qui contient des
re`gles inatteignables est pare-feu mal configure´, et ii) acyclicite´ (aucun paquet ne repasse
par un pare-feu qu’il a de´ja` visite´). Ils ont montre´ expe´rimentalement que l’utilisation des
solveurs de satisfiabilite´ SAT dans l’analyse des politiques de se´curite´ des pare-feux est plus
efficace que les BDD notamment lorsque la taille du proble`me augmente. En effet, le model
checking borne´ base´ sur les SAT est conside´re´ comme une bonne alternative a` la ve´rification
de mode`le base´e sur la BDD. Il est plus approprie´ pour trouver des bogues dans les syste`mes
infinis. Son ide´e de base consiste a` rechercher un contre-exemple sur les traces d’e´tats dont
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la longueur est borne´e par un certain entier k. Si aucun contre-exemple n’est trouve´ alors k
est augmente´e jusqu’a` ce qu’un contre-exemple soit trouve´ ou la limite de la me´moire de´die´e
pour la ve´rification soit atteinte.
Matousek et al. (voir Matousek et al., 2008), ont e´labore´ une analyse dynamique des
re´seaux avec des diffe´rentes topologies permettant de ve´rifier des proprie´te´s de se´curite´. Ils
ont utilise´ une logique du premier ordre pour repre´senter les e´le´ments de filtrage de paquets et
l’ensemble de re`gles de configuration dans le re´seau. Le model propose´ a fourni une analyse
dynamique et ge´ne´rale des proprie´te´s. Cependant, le travail manque une e´tude empirique
e´valuant l’efficacite´ de l’approche.
Aussi, Chaure a propose´ dans (voir Chaure, 2010) un outil base´ sur deux approches
permettant de de´tecter respectivement des anomalies de configuration inter-pare-feux et intra-
pare-feux. Cependant, il a fourni une e´tude empirique prouvant uniquement l’efficacite´ de son
approche de de´tection d’anomalies intra-pare-feux.
Halle´ et al. (voir Halle et al., 2013) ont pre´sente´ e´galement une approche permettant de
de´tecter des anomalies de configuration inter-pare-feux. Ils ont utilise´ le model checking LTL
pour spe´cifier et ve´rifier leur mode`le.
2.5.3 Discussion
Les techniques de de´tection d’anomalies de configuration de pare-feux ont e´te´ re´pertorie´es
selon le type d’anomalies auquel elles s’appliquent a` savoir : les techniques de configuration
intra-pare-feux et les techniques de configuration inter-pare-feux.
Nous avons remarque´ que la majorite´ des travaux, pre´sente´s dans la litte´rature, ont aborde´
le proble`me de la de´tection des incohe´rences intra-pare-feux. En fait, ils se sont place´s dans
un contexte centralise´ et ont propose´ des approches formelles pour de´tecter les conflits entre
les re`gles de filtrage au sein d’un pare-feu.
Certes, l’e´tude des incohe´rences intra-pare-feux permet d’ame´liorer la performance d’un
re´seau de communication. Cependant, dans les grands re´seaux, plusieurs pare-feux sont sou-
vent de´ploye´s ensemble pour mettre en œuvre une politique de se´curite´ globale. Le de´ploie-
ment d’un ensemble de pare-feux, dans un contexte distribue´, peut engendrer des incohe´rences
ayant des conse´quences graves sur le re´seau et ses utilisateurs. Toutefois, dans la litte´rature,
il y a peu de contributions qui ont fourni des e´valuations utiles permettant d’aider les admi-
nistrateurs de re´seau a` corriger les incohe´rences inter-pare-feux. La majorite´ de ces travaux
propose des solutions tre`s formelles et the´oriques avec un niveau d’abstraction tre`s e´leve´, et
ne permettent pas de combiner des diffe´rents aspects (i.g. qualitatif, quantitatif).
Dans ce contexte, notre travail vise a` contourner ces proble`mes. En fait, nous proposons,
dans la premie`re partie de ce me´moire, deux approches formelles comple´mentaires qui per-
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mettent de ve´rifier la cohe´rence des pare-feux vis-a`-vis d’un objectif de se´curite´ et d’e´valuer
la performance du re´seau en se basant sur les parame`tres de qualite´ de service (i.e. le de´-
lai d’acheminement de paquets de bout en bout, le taux de perte, le de´lai d’attente). Nous
proposons un mode`le base´ sur des contraintes re´elles. L’utilisation du mode`le checking UP-
PAAL a donne´ a` notre solution son aspect pratique. En fait, UPPAAL permet de suivre
clairement l’acheminement des paquets entre les diffe´rents nœuds du re´seau et d’avoir des in-
formations pertinentes sur le type et l’emplacement des incohe´rences inter-pare-feux a` l’aide
des contre-exemples.
2.6 Renforcement de la politique de se´curite´
Depuis quelques de´cennies, des nombreuses approches ont e´te´ propose´es afin de renforcer
la politique de se´curite´ dans les re´seaux. Dans la pre´sente section, nous passons en revue
quelques unes de ces approches.
2.6.1 Approche alge´brique
T.Mechri a propose´ dans (voir Mechri, 2007) une approche alge´brique base´e sur des me´-
thodes formelles pour la configuration automatique et la se´curisation des re´seaux informa-
tiques conforme´ment a` une politique de se´curite´ bien de´termine´e. Cette approche consiste a`
de´finir une nouvelle alge`bre de processus (Calculus for Monitored Network, CMN) pour mo-
de´liser le re´seau et une logique propositionnelle (LM) pour spe´cifier des politiques de se´curite´.
L’objectif est de de´finir un ope´rateur de renforcement note´ ⊗ permettant de ge´ne´rer, a` partir
d’un re´seau et une politique de se´curite´ donne´e, une autre version se´curitaire du re´seau. La














Figure 2.5 Approche alge´brique pour la se´curisation des re´seaux informatiques.
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Une version ame´liore´e de cet ope´rateur est obtenue par le de´veloppement d’une technique
de monitorage se´lectif permettant de controˆler l’insertion des moniteurs dans les composantes
du re´seau. Le nouvel ope´rateur de renforcement note´ ⊗s consiste a` ge´ne´rer automatiquement,
a` partir d’un re´seau R, une politique de se´curite´ M et un ensemble de composantes du re´seau
S, un nouveau re´seau R’ respectant M dans lequel les moniteurs sont place´s uniquement sur












Figure 2.6 Ope´rateur du monitorage se´lectif.
L’approche propose´e par Mechri est une approche rigoureuse. Cependant, le fait d’ajou-
ter un moniteur dans toutes les composantes du re´seau affecte certainement l’efficacite´ de
l’approche. En plus l’intervention humaine pour choisir les emplacements des moniteurs peut
engendrer des proble`mes.
Une approche similaire est propose´e par M.N.D. Fall dans (voir Fall, 2010). Elle consiste a`
mode´liser un re´seau informatique par un graphe e´tiquete´ par des pare-feux controˆlant le trafic
entre ses diffe´rentes entite´s. L’auteur a propose´ une logique propositionnelle pour spe´cifier
la politique de se´curite´. Il a fourni une extension du langage de spe´cification des pare-feux
(firewall language, FL) propose´ par Mechri. Le principe de renforcement de la politique de
se´curite´ est semblable a` celui pre´sente´ par T.Mechri (Figure 2.5). En effet, le but est de
de´finir un ope´rateur de renforcement permettant de ge´ne´rer une configuration se´curitaire et
optimale d’un re´seau. La valeur ajoute´e de ce travail, par rapport au travail T. Mechri, est
l’introduction de la notion du couˆt relatif a` la qualite´ de service d’un re´seau afin de de´terminer
le couˆt d’une configuration. Cependant, la de´finition du couˆt d’une configuration est base´e
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uniquement sur le nombre de re`gles dans un pare-feu. Cette de´finition est loin d’eˆtre pratique
et ne faisant pas intervenir concre`tement les couˆts mate´riels lie´s a` une configuration (i.g. le
couˆt de caˆblage, le couˆt de mise en œuvre, le couˆt de re´paration, etc.).
Les deux contributions pre´sente´es, ci-dessus, manquent une e´tude de cas re´el qui projette
leurs approches sur le plan pratique.
2.6.2 Autres approches
D’autres approches ont e´te´ propose´es afin de renforcer la se´curite´ sur les re´seaux infor-
matiques a` savoir :
• Firmato (voir Bartal et al., 1999) : Cet outil est base´ sur un mode`le entite´-relation
permettant la description des re´seaux. Les auteurs ont propose´ un langage appele´ MDL
(Model Definition Language) permettant la spe´cification des proprie´te´s de se´curite´.
Le principe de fonctionnement de Firmato repose sur la notion de roˆle qui pre´sente
la topologie du re´seau selon les fonctionnalite´s des hoˆtes qui la composent. L’outil
permet tout d’abord de de´finir la spe´cification de la politique de se´curite´ en MDL,
ensuite, il utilise un analyseur pour en ge´ne´rer un mode`le entite´-relation. Ce mode`le qui
de´finit la topologie du re´seau en tant qu’un roˆle, sera transforme´ automatiquement par
un compilateur en un ensemble de fichiers de configuration de pare-feux. Cependant,
l’algorithme propose´ ne s’appuie pas sur des techniques formelles de validation et la
spe´cification de politique de se´curite´ ne´cessite une bonne maˆıtrise du language MDL.
De plus, l’utilisation de la notion de roˆle dans la de´finition de la topologie du re´seau
implique une explosion du nombre de roˆles avec l’augmentation de la taille de topologie.
• Mirage (voir Garcia-Alfaro et al., 2011) : C’est un outil de gestion pour l’analyse et le
de´ploiement des politiques de se´curite´ sur les composantes de re´seaux (i.g. les pare-feux,
syste`mes de de´tection d’intrusion, les routeurs VPN, etc.). Cet outil est imple´mente´
en java. Il permet d’analyser et de raffiner les configurations de´ja` de´ploye´es sur les
composantes de re´seau. Mirage fournit une analyse intra-composants qui permet de
de´tecter et de corriger les incohe´rences au sein d’un seul composant et une analyse
inter-composants, pour de´tecter et corriger les incohe´rences entre les configurations
des diffe´rents composants de´ploye´s dans un contexte distribue´. Cependant cet outil ne
permet pas de ge´rer la mise a` jour des configurations de composants re´seau en se basant
sur les configurations souhaite´es et re´elles. De plus il se limite uniquement a` l’analyse
de pare-feux sans e´tat. Les auteurs dans (voir Garcia-Alfaro et al., 2013) ont propose´
une extension a` Mirage permettant de traiter les pare-feux a` e´tat.
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• Diagramme de de´cision d’un pare-feu (firewall decision diagram, FDD) : C’est une
approche propose´e par Gouda et al. dans (voir Gouda et Liu, 2004), permettant la
conception et l’ordonnancement des listes de controˆle d’acce`s dans un pare-feu. Cette
approche consiste a` mode´liser la liste de re`gles d’un pare-feu par un FDD. Ce FDD
sera ensuite re´duit et simplifie´ en utilisant un ensemble d’algorithmes de´die´s a` cet effet.
Le FDD re´duit est cohe´rent, complet et consistant. Un exemple de FDD est pre´sente´
par la Figure 2.7. Chaque nœud correspond a` un champ de controˆle et chaque branche
de´signe la valeur du champ correspond. Cette approche permet de renforcer la politique
de se´curite´ au sein d’un pare-feu.








Figure 2.7 Exemple de FDD.
• D’autres solutions ont e´te´ explore´es. Dans (voir Guttman, 1997), Guttman a propose´
une approche appele´e le filtrage des postures. Elle consiste a` ge´ne´rer des filtres de
paquets incarnant une politique de se´curite´ donne´e. L’auteur a introduit un nouveau
language base´ sur LISP pour de´finir une politique de filtrage. Cependant, cette contri-
bution n’assure pas une se´paration comple`te entre la politique de se´curite´ et la topologie
du re´seau, ceci rend difficile la re´utilisation de la politique de se´curite´ ainsi de´finie. En
outre, cette approche ne´cessite une intervention manuelle afin d’introduire des optimi-
sations a` la configuration ge´ne´re´e. Par ailleurs, elle ne semble pas se preˆter facilement
a` eˆtre utilise´e avec des pare-feux re´els puisque la configuration d’un pare-feu se fait
inde´pendamment des autres.
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Dans (voir Liu et Gouda, 2009), Liu et al. ont propose´ un langage structure´ SFQL
(Structured Query Language Firewall). Ce language ressemble au language SQL et
permet la spe´cification des requeˆtes dans les pare-feux. Le but de leur contribution est
de donner un the´ore`me permettant de guider le de´veloppement des algorithmes de´die´s
au traitement des requeˆtes dans les pare-feux.
Toujours, dans le but de renforcer la se´curite´ sur les pare-feux, Verma et al. (voir
Verma et Prakash, 2005) ont propose´ un outil appele´ FACE qui aide a` l’analyse et
a` la configuration des pare-feux distribue´s. FACE permet aux administrateurs re´seau
d’analyser et ge´ne´rer automatiquement des configurations pour tous les pare-feux du
re´seau en spe´cifiant la politique de filtrage et le mode`le de menace vise´.
2.6.3 Discussion
Plusieurs travaux ont e´te´ propose´s, dans la litte´rature, afin de renforcer la politique de
se´curite´ dans un re´seau de communication. Le but est de trouver une solution permettant de
de´tecter et de corriger les anomalies de configuration qui entravent une mise en œuvre efficace
et optimale d’une politique de se´curite´. Ci-dessus, nous avons passe´ en revue quelques unes
de ces solutions. Nous avons pre´sente´ les techniques qui ont e´te´ utilise´es par les diffe´rents
chercheurs dans le domaine ainsi que les avantages et les inconve´nients de chaque approche.
A` l’instar des travaux existants, nous abordons, dans la deuxie`me partie de ce me´moire,
une nouvelle approche d’aide a` la configuration des pare-feux permettant de forcer un re´seau
a` satisfaire un objectif de se´curite´ global. Dans ce cadre, un mode`le abstrait est imple´mente´ en
utilisant l’outil UPPAAL TIGA. Cet outil permet d’imple´menter un algorithme de ve´rification
a` la vole´e afin de synthe´tiser les strate´gies gagnantes permettant de renforcer la proprie´te´
envisage´e. Ces strate´gies gagnantes pre´sentent l’ensemble de re`gles de´finissant les ACLs des
pare-feux. Ce sont les re`gles ne´cessaires pour le controˆle du re´seau par rapport a` la politique
de se´curite´.
L’approche, que nous proposons dans ce contexte, n’a pas e´te´ propose´e auparavant. Les
anciens travaux permettent ge´ne´ralement de raffiner les re`gles d’une configuration de´ja` de´-
ploye´e sur le re´seau. Par contre, notre approche permet de synthe´tiser les re`gles ne´cessaires
et suffisantes pour assurer l’objectif de controˆle des pare-feux initialement non configure´s
de´ploye´s sur un re´seau de communication.
2.7 Conclusion
Dans ce chapitre, nous avons pre´sente´ un bref aperc¸u sur quelques concepts de base lie´s
a` la se´curite´ informatique. Les diffe´rentes topologies d’un re´seau informatique (i.g. anneau,
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bus, e´toile, maille´, etc.) ont e´te´ e´galement pre´sente´es. Apre`s avoir expose´ les menaces infor-
matiques, nous avons introduit la notion de politiques de se´curite´ dans les re´seaux.
Dans un deuxie`me volet, nous avons passe´ en revue deux principales techniques utilise´es
pour la se´curisation de re´seaux informatiques : i) les syste`mes de de´tection d’intrusions IDS
et ii) les pare-feux. E´tant l’objet de notre travail, nous avons explore´ les diffe´rents types et
fonctionnalite´s des pare-feux ainsi que leurs principales anomalies de configuration.
Un autre volet de ce chapitre a e´te´ consacre´ a` la discussion des diffe´rentes techniques de
de´tection d’anomalies de configuration ainsi que plusieurs solutions propose´es dans la litte´-
rature afin de corriger ces anomalies et renforcer automatiquement une politique de se´curite´
de´pourvue de toute incohe´rence. La discussion de ces diffe´rentes techniques nous a permis de
repe´rer les limites de chacune et nous a donne´ une base fertile pour lancer notre travail de
recherche. Dans les deux chapitres qui suivent, nous pre´sentons nos contributions.
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CHAPITRE 3
MODELISATION Et VERIFICATION FORMELLES D’UN RESEAU
INFORMATIQUE A PARE-FEUX
3.1 Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ les anomalies de configuration des pare-
feux distribue´s qui peuvent entraver la solution de se´curite´ envisage´e au sein d’un re´seau
informatique. Nous avons e´galement discute´ plusieurs travaux dans la litte´rature qui ont pris
en charge cette proble´matique.
Dans le chapitre pre´sent, nous proposons un mode`le formel permettant de ve´rifier qua-
litativement la consistance d’un re´seau a` pare-feux de bout en bout (end-to-end security
behavior) en de´couvrant les erreurs de configuration de la politique de se´curite´ globale du
re´seau. Notre approche formelle s’appuie sur la technique de model checking. Elle a e´te´ im-
ple´mente´e en utilisant l’outil de mode´lisation et de ve´rification UPPAAl.
Dans ce chapitre, nous proposons, e´galement, un deuxie`me mode`le formel permettant de
ve´rifier quantitativement le comportement d’un re´seau informatique en se basant sur des
parame`tres de QoS a` savoir, le de´lai d’acheminement des paquets de bout en bout, le de´lai
d’attente et le taux de perte. Cette deuxie`me approche est base´e sur le model checking
statistique et elle a e´te´ imple´mente´e en utilisant SMC UPPAAL.
Le reste du chapitre est organise´ comme suit : La section 3.2 donne une repre´sentation
graphique d’un re´seau informatique a` pare-feux. La section 3.3 pre´sente le mode`le qualitatif
qui permet de ve´rifier la cohe´rence des pare-feux. La section 3.4 est consacre´e a` la ve´rification
formelle de notre mode`le. Nous y pre´sentons e´galement une e´tude expe´rimentale permettant
d’e´tudier la performance de l’approche. La section 3.5 de´crit une nouvelle abstraction du
mode`le permettant d’atte´nuer le proble`me d’explosion combinatoire alors que la section 3.6
pre´sente l’extension quantitative de notre approche qualitative.
3.2 Repre´sentation graphique d’un re´seau a` pare-feux
Un re´seau informatique est constitue´ d’un ensemble de nœuds interconnecte´s. La commu-
nication entre les diffe´rents nœuds est controˆle´e par des pare-feux. Chaque pare-feu controˆle la
re´ception du nœud dont il est responsable et incarne une politique de se´curite´. Une politique
de se´curite´ d’un pare-feu est une liste de re`gles ordonne´es. Ces re`gles refle`tent les objectifs
et les mesures prises par un expert de se´curite´ afin d’assurer la se´curite´ sur un re´seau. La
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mise en œuvre d’une politique de se´curite´ de´pend de la philosophie de la se´curite´ adopte´e par
l’administrateur du re´seau. Nous rappelons qu’il existe deux diffe´rentes philosophies :
• Tout ce qui n’est pas explicitement autorise´ est interdit : toutes les actions autorise´es
doivent eˆtre mises en œuvre au cas par cas.
• Tout ce qui n’est pas explicitement interdit est autorise´ : toutes les actions interdites
doivent eˆtre de´crites au cas par cas.
Les re`gles de filtrage d’un pare-feu sont de´finies dans une liste spe´cifique appele´e liste de
controˆle d’acce`s (ACL). Chaque re`gle est de´finie comme suit :
rule :< Condition >⇒< Dcision >
ou` ”Condition” est une expression boole´enne qui associe a` chaque paquet une valeur boo-
le´enne (vrai ou faux) en se basant sur un ensemble de parame`tres de filtrage. Les parame`tres
de filtrage les plus couramment utilise´s sont : le type de protocole, l’adresse IP source, le
port source, adresse IP destination et le port destination. La de´cision d’une re`gle appartient
a` l’ensemble {accept, deny} de´pendamment de la valeur de ve´rite´ de la condition, ou` ”accept”
et ”deny” signifient respectivement que le paquet en question est accepte´ ou refuse´ par le
processus de filtrage.
Un re´seau a` pare-feux peut eˆtre spe´cifie´ a` l’aide d’un graphe e´tiquete´. Chaque e´tat, dans
le graphe, repre´sente un nœud ou e´ventuellement une abstraction d’un sous re´seau et chaque
areˆte est e´tiquete´e par un pare-feu qui controˆle le trafic entre ses deux extre´mite´s dans une
direction spe´cifique.
Formellement, un re´seau repre´sente´ par un graphe e´tiquete´ est de´fini par un tuple G =
(N,F,R,A, L), ou` :
• N = N0, N1, ..., Nn est un ensemble d’identificateurs de nœuds (n+ 1 est le nombre de
nœuds),
• F = F0, F1, ..., Fn est un ensemble d’identificateurs de pare-feux,
• A est une fonction partielle N×N → F , qui associe, a` tout couple de nœuds connecte´s,
un pare-feu,
• R = R0, R1, ..., Rk est un ensemble d’identificateurs de re`gles (k + 1 est le nombre de
re`gles),
• Soit 2R un ensemble de tous les sous-ensembles de R. L est une fonction F → 2R qui
associe a` un pare-feu un sous-ensemble de re`gles appartenant a` 2R.
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A` titre illustratif, la Figure 3.1 montre un exemple d’un re´seau a` pare-feux repre´sente´
par graphe e´tiquete´, ou` N = {N0, N1, N2, N3, N4}, F = {F0, F1, F2, F3, F4}, A et L sont
de´finies par :
• A(N1, N0) = A(N2, N0) = A(N3, N0) = F0,
• A(N0, N1) = A(N2, N1) = F1,
• A(N0, N2) = A(N1, N2) = F2,
• A(N0, N3) = A(N4, N3) = F3,
• A(N3, N4) = F4
• L(F0) = R1, R2
• L(F1) = R3, R4
• L(F2) = R2
• L(F3) = R1, R5






























Figure 3.1 Repre´sentation graphique d’un re´seau.
Chaque nœud Nj peut recevoir un paquet d’un autre nœud Ni si et seulement s’il existe
un arc reliant Ni et Nj. Le pare-feu Fj = A(Ni, Nj) accepte le paquet conside´re´ en se basant
sur sa liste de controˆle d’acce`s L(Fj). La de´cision d’un pare-feu suit la loi de ”first match”.
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En effet, la liste L(Fj) est explore´e en ordre de´croisant du haut vers le bas jusqu’a` atteindre
une re`gle acceptant le paquet. Dans le cas ou` il n’existe pas une re`gle de correspondance, le
paquet est rejete´.
En ge´ne´ral, les nœuds d’un re´seau sont connecte´s selon diffe´rentes topologies (anneau, bus,
e´toile et maille´e). Dans ce travail, nous avons opte´ pour la topologie maille´e puisqu’elle est
la plus utilise´e dans les grands re´seaux de communication tels qu’Internet. Nous conside´rons
que les nœuds d’un re´seau sont de deux types :
• Re´seau prive´ ou nœuds prive´s ou` seuls les personnes autorise´es peuvent acce´der au
re´seau (i.g. le re´seau domestique).
• Re´seau public ou nœuds de transit ou` il n’existe presque pas de restrictions sur l’acce`s
au re´seau (i.g. les fournisseurs de service Internet comme Bell).
Les nœuds prive´s peuvent ge´ne´rer et envoyer des paquets vers d’autres nœuds prive´s via
le re´seau public. Un re´seau maille´ est caracte´rise´ par sa taille qui repre´sente le nombre d’hoˆtes
interconnecte´es et son taux de connectivite´ de´fini par la formule suivante :
Taux de connectivit = nb liens/n ∗ (n− 1)
ou` nb liens est le nombre de connexions dans le re´seau et n est le nombre de nœuds dans
le re´seau.
3.3 Mode´lisation du comportement
Notre objectif consiste a` e´laborer une e´tude comportementale d’un re´seau informatique
a` pare-feux. Cette e´tude consiste a` mode´liser le re´seau par n automates e´tendus, ou` n est
le nombre de nœuds du re´seau. Ainsi, chaque nœud est repre´sente´ par un automate e´tendu
parame´tre´ par un nume´ro d’identification unique. Nous avons applique´ la technique de model
checking pour ve´rifier certaines proprie´te´s lie´es a` la cohe´rence des pare-feux distribue´s.
Nous rappelons qu’un un automate e´tendu est un syste`me de transitions dont les transi-
tions sont annote´es par des se´lections, des gardes, des signaux de synchronisation et des blocs
d’actions. Un e´tat est de´fini par les valeurs courantes de toutes les variables du syste`me ainsi
que les invariants sur les horloges de´finis sur cet e´tat. Une transition franchie a` partir d’un
e´tat, si sa garde est satisfaite. Le franchissement d’une transition implique l’exe´cution de son
bloc d’actions permettant ainsi de changer l’e´tat du syste`me. Deux transitions e´tiquete´es par
des signaux de synchronisation c! et c? sur un canal commun c doivent synchroniser.
Dans notre mode`le formel, nous avons utilise´ deux types d’automates : i) un automate
”Noeud ge´ne´rateur” de´die´ a` la spe´cification du re´seau et la ge´ne´ration des paquets, ii) un
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automate ”Noeud” permettant de mode´liser les nœuds du re´seau.
3.3.1 Automate ”Nœud ge´ne´rateur”
L’automate, pre´sente´ dans la Figure 3.2, permet de spe´cifier la topologie du re´seau en
se basant sur sa taille et son taux de connectivite´. La proce´dure define topology() cre´e
initialement un re´seau ayant une topologie en anneau en fonction de la taille du re´seau
(nombre de nœuds). Ensuite, en fonction du taux de connectivite´ du re´seau de´fini comme
une variable globale, cette proce´dure calcule et ajoute les connexions afin de concevoir la
topologie maille´e choisie.
La proce´dure define topology() permet e´galement de spe´cifier les re`gles de configuration
des diffe´rents pare-feux de´ploye´s sur le re´seau. Elle de´finit la fonction partielle A qui associe,




Figure 3.2 Automate ge´ne´rateur.
L’automate ”Nœud ge´ne´rateur” permet aussi de de´finir une liste exhaustive et fige´e conte-
nant tous les types de paquets non redondants pouvant eˆtre ge´ne´re´s en fixant les sources et
les destinations dans le re´seau a` controˆler. Cette liste est ge´ne´re´e a` l’aide de la fonction
generate packets(). La structure d’un paquet est repre´sente´e dans le tableau 3.1. Les at-
tributs ip src, ip dest, port et protocol sont des donne´es statiques relatives aux paquets en
transit et les attributs e´tat, NC, nœuds visite´s et nb v sont des donne´es dynamiques qui
changent en fonction du parcours de paquets dans le re´seau.
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Tableau 3.1 Structure d’un paquet.
Attributs Definition
int num paquet L’identifiant du paquet.
int ip src L’adresse IP source du paquet.
int ip dest L’adresse IP destination du paquet.
int protocol Le protocole (TCP ou UDP).
int port Le port (80 ou 25).
int etat
L’e´tat courant du paquet (0 a` l’e´tat initial, 1 si le
paquet est achemine´ vers la destination avec succe`s,
-1 si le paquet est rejete´ et -2 s’il est bloque´ dans un
nœud terminal).
int NC Le nœud courant du paquet.
int noeuds visites [nb nodes] La liste des nœuds visite´s par le paquet.
int nb v Le nombre des nœuds visite´s.
3.3.2 Automate ”Nœud”
L’automate, illustre´ par la Figure 3.3, mode´lise les nœuds du re´seau. Il est parame´tre´ par
un identifiant unique ”nid”. Ainsi, chaque nœud est repre´sente´ par un automate e´tendu. La
communication entre les automates est assure´e par les canaux de synchronisation m [nid] ?

















Figure 3.3 Automate Nœud.
Le trafic entre deux extre´mite´s dans une direction spe´cifique (source-destination) est
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controˆle´ par des transitions e´tiquete´es par des gardes. Ces gardes sont les re`gles des pare-
feux prescrites dans les ACLs et spe´cifie´es par la fonction L. La de´cision prise par un pare-feu
(accept ou deny) concernant un paquet donne´ est de´finie par une fonction base´e sur des condi-
tions (if/else). Notez que, nous pourrions e´galement repre´senter la de´cision des pare-feux a`
l’aide d’autres algorithmes tels que les diagrammes de de´cision (voir Liu, 2008).
Un paquet est envoye´ a` partir de son emplacement courant vers un de ses nœuds voisins
choisi, ale´atoirement, parmi ceux qui existent. L’automate responsable de cet envoi est celui
dont le nid est e´gal a` l’emplacement courant NC du paquet en transit.
Le paquet est envoye´ si et seulement si la fonction allow send() retourne ”true”. Cette
fonction permet d’envoyer le paquet a` sa prochaine destination si et seulement si : i) il n’a de´ja`
pas e´te´ rejete´ ou bloque´ dans un nœud terminal (un nœud qui n’admet aucune transition vers
un autre nœud), ii) il n’a pas encore atteint sa destination finale et iii) il y a une connexion
dans le re´seau entre son emplacement courant et sa prochaine destination.
Si la fonction allow send() est a` ”true”, la proce´dure update paquet() est appele´e pour
mettre a` jour le statut du paquet en fonction des re`gles du pare-feu qui controˆle le trafic entre
la position actuelle et la prochaine destination du paquet.
Si la fonction allow send() est a` ”false”, le paquet sera abandonne´ et la proce´dure Skip()
sera appele´e pour choisir le prochain paquet a` analyser parmi ceux qui i) n’ont pas e´te´ encore
rejete´s, ii) n’ont pas atteint leurs destinations finales et iii) ne sont pas bloque´s dans un nœud
terminal.
Si le traitement de tous les paquets est fini, skip() met end proc a` 1 et l’e´tat out sera
active´.
3.3.3 Exemple concret
La Figure 3.4 pre´sente un exemple d’un re´seau compose´ de nœuds publics (nœuds bleus)
et de nœuds prive´s (nœuds orange´s). Les liens entre les nœuds sont bidirectionnels. La com-
munication entre les nœuds est controˆle´e par des pare-feux pre´sente´s sur la figure par leurs
ACLs. Les listes de controˆle d’acce`s ACLs controˆlent la re´ception de chaque nœud. Elles
sont utilise´es, par exemple, pour restreindre certaines destinations. Ce re´seau est compose´ de
sept nœuds. Selon notre approche, il est alors mode´lise´ par sept automates. Ge´ne´ralement,
le nombre de paquets ge´ne´re´s par l’automate ge´ne´rateur est de´fini par la formule suivante :
nb paquets = nb private ∗ nb port ∗ nb protocol
ou` nb private est le nombre de nœuds prive´s, nb port est le nombre de ports et nb protocol












Figure 3.4 Exemple d’un re´seau
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Ce re´seau contient deux nœuds prive´s. Si on ne conside`re que les deux ports 80 et 25
et les deux protocoles UDP et TCP, alors le nombre de paquets ge´ne´re´s par l’automate
”Noeud gnrateur”, pour le mode`le du re´seau ci-dessus, est huit paquets. Ces huit paquets
(voir tableau 3.2) repre´sentent toutes les classes des paquets possibles et deux a` deux diffe´-
rents.
Tableau 3.2 Paquets ge´ne´re´s.
Attributs/paquets 0 1 2 3 4 5 6 7
Source 5 5 5 5 6 6 6 6
Destination 6 6 6 6 5 5 5 5
Port 80 80 25 25 80 80 25 25
Protocole TCP UDP TCP UDP TCP UDP TCP UDP
La Figure 3.5 pre´sente un exemple de simulation du re´seau ci-dessus, dans le simulateur
UPPAAL. Le simulateur affiche l’ensemble de paquets en transit ainsi que leurs donne´es
statiques et dynamiques. Par exemple, le paquet 0 a e´te´ directement rejete´ (e´tat=-1) par le
pare-feu responsable de sa destination 6. Le seul nœud visite´ par ce paquet est son nœud
source 5. Ainsi, le nombre de nœuds visite´s est 1.
Figure 3.5 Exemple de simulation du mode`le.
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3.4 Ve´rification formelle de la cohe´rence des pare-feux
Dans la section pre´ce´dente, nous avons pre´sente´ notre mode`le qui de´crit le fonctionne-
ment d’un re´seau informatique a` pare-feux. Le but de cette section est de ve´rifier et valider
le comportement du mode`le tout en de´tectant les erreurs de configuration distribue´es qui
peuvent entraver la se´curite´ du re´seau.
Pour ce faire, nous avons de´termine´ un ensemble de proprie´te´s permettant d’analyser
le comportement du re´seau. Les proprie´te´s ont e´te´ exprime´es en logique temporelle a` la
UPPAAL. Nous rappelons que A et E sont des quantificateurs de chemin, A[] p signifie que
tous les e´tats accessibles a` partir de l’e´tat actuel satisfont la proprie´te´ p (y compris l’e´tat
actuel) et E <> p signifie qu’il y a une e´volution conduisant a` un e´tat qui satisfait la proprie´te´
p.
Les proprie´te´s sont re´pertorie´es en 3 classes : i) les proprie´te´s assurant le bon fonctionne-
ment du mode`le, ii) la proprie´te´ de la cohe´rence de la politique de se´curite´ globale du re´seau
et iii) la proprie´te´ de croisement de chemins. Dans ce qui suit, nous analysons ces 3 classes
de proprie´te´s.
3.4.1 Proprie´te´s assurant le bon fonctionnement du mode`le
Ce groupe de proprie´te´s a e´te´ envisage´ pour valider le bon fonctionnement du mode`le.
Le tableau 3.3 pre´sente la syntaxe ainsi que les re´sultats de ve´rification du mode`le vis-a`-vis
de ces proprie´te´s. La proprie´te´ P1 montre que le mode`le ne comporte pas des deadlocks sauf
au cas ou` il a fini le traitement des paquets qu’il a ge´ne´re´s. La proprie´te´ P2 stipule que si
l’e´tat out est active´ alors tous les paquets sont traite´s avec suce´s (accepte´s, rejete´s ou bloque´s
dans un nœud terminal). L’activation de l’e´tat out annonce la fin d’exe´cution du mode`le. La
proprie´te´ P3 prouve la capacite´ du mode`le a` faire transiter les paquets qu’il ge´ne`re entre les
nœuds. Les proprie´te´s P4 et P5 quant a` elles, ve´rifient la capacite´ de mode`le a` utiliser les
listes de controˆle d’acce`s en vue de rejeter les paquets suspects et accepter ceux qui ont acce`s
selon les re`gles e´tablies. Les deux proprie´te´s P6 et P7 font preuve que le mode`le est capable
d’acheminer les paquets ge´ne´re´s a` leurs destinations.
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Tableau 3.3 Proprie´te´s ve´rifiant le bon fonctionnement du mode`le
Proprie´te´s Syntaxe Re´sultats





avant la terminaison du
traitement de tous les
paquets.
A[](deadlock imply end proc == true) Satisfaite
P2
L’e´tat ”out” est active´ alors
le mode`le a fini le traitement
des paquets.
A[](forall(i : int[0, nb p− 1])(end proc ==




Un paquet peut transiter
par un nœud interme´diaire.




Un paquet parmi les pa-
quets ge´ne´re´s peut eˆtre re-
jete´ par l’une des listes d’ac-
ce`s.




Un paquet parmi les pa-
quets ge´ne´re´s peut eˆtre ac-
cepte´ par l’une des listes
d’acce`s.




Un paquet peut se boquer
dans un nœud terminal.




Les paquets ge´ne´re´s peuvent
eˆtre achemine´s sans blocage
a` leurs destinations.
E <> (exists(i : int[0, nb p− 1])(packets[i].is−
accepted && packets[i].ip dest == packets[i].
NC))
Satisfaite
3.4.2 Cohe´rence de la politique de se´curite´ globale du re´seau
La cohe´rence de la politique de se´curite´ globale du re´seau est une proprie´te´ fondamentale
dans la spe´cification de notre mode`le. Cette proprie´te´ a e´te´ exprime´e en utilisant la syntaxe
suivante :
E <> exists(i : int[0, nb p− 1]) packets[i].isrejected imply node(ip dest).decision(i) == −1)
La satisfaction de cette proprie´te´ permet de montrer que si un paquet devrait eˆtre accepte´
par sa destination, il ne doit jamais eˆtre rejete´ par un nœud de transit sur un chemin qui
me`ne a` cette destination. Cette proprie´te´ permet de ve´rifier qu’il n’existe pas des re`gles en
aval du flux qui sont ombrage´es par d’autres en amont du flux.
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3.4.3 Proprie´te´ ve´rifiant l’incohe´rence de croisement de chemins
La proprie´te´ de croisement de chemins permet de ve´rifier qu’un paquet peut eˆtre soit
constamment rejete´ soit constamment accepte´. C’est a` dire, si un paquet est rejete´ par l’un
des pare-feux en direction de sa destination, il ne pourra pas l’atteindre en empruntant un
autre chemin. La ve´rification de cette proprie´te´ est faite en deux e´tapes :
1. La ve´rification qu’un paquet i donne´ est rejete´ en empruntant l’importe quel chemin.
La syntaxe d’une telle proprie´te´ est :
A <> (end proc == true&& packets[i].isrejected) ou` i < nb p
2. La ve´rification qu’un paquet i donne´ est accepte´ ou bloque´ dans un nœud terminal en
empruntant l’importe quel chemin. La syntaxe d’une telle proprie´te´ est :
A <> (end proc() == true&& (packets[i].isaccepted || packets[i].isblocked)) ou` i < nb p
La satisfaction de la proprie´te´ de croisement de chemins pour un paquet i donne´ engendre
la satisfaction de l’une des deux proprie´te´s, cite´es ci-dessus, et la non-satisfaction de l’autre.
Afin de montrer la capacite´ du mode`le a` de´tecter une telle incohe´rence, nous avons inte´gre´
cette anomalie dans la configuration des re`gles de filtrage. Le re´sultat prouve que le mode`le
est capable de de´tecter l’incohe´rence de croisement de chemins. La Figure 3.6 repre´sente




















Figure 3.6 Exemple de ve´rification de mode`le
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En effet, un paquet envoye´ par le nœud source 5 peut prendre des chemins diffe´rents pour
atteindre son nœud destination 6 (i.g. 5-1-0-6, 5-0-6, 5-1-2-3-6, etc.). La technique de model
checking permet d’explorer tous les chemins qui lient les deux nœuds 5 et 6 en ve´rifiant que
l’e´tat du paquet (accepte´ ou rejete´) est le meˆme quel que soit le chemin emprunte´.
3.4.4 Etude expe´rimentale de performance
Dans cette section, nous discutons la performance de notre approche. Nous rappelons que
notre mode`le de´crit chaque nœud dans le re´seau par un automate avec un seul e´tat et trois
arcs : i) le premier arc envoie les paquets, ii) le deuxie`me arc rec¸oit les paquets envoye´s par
les autres automates et iii) le troisie`me arc de´termine le prochain paquet a` traiter.
Les mesures ont e´te´ effectue´es en utilisant la version 4.0.13 de UPPAAl installe´e sur une
machine fedora19 (Core i5 RAM 8GO). Nous avons utilise´, en conjonction avec UPPAAl,
l’utilitaire memtime1.3 qui permet de de´terminer le temps de ve´rification et le taux d’utili-
sation de me´moire. Notre e´tude expe´rimentale a e´te´ re´alise´ uniquement pour la proprie´te´ de
croisement de chemins :
A <> (end proc == true && paquets[i].isrejected) o i est un identificateur d′un paquet
La Figure 3.7 et la Figure 3.8 de´crivent la performance du mode`le respectivement en
termes du temps de ve´rification et de la me´moire consomme´e.
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Figure 3.7 Temps de ve´rification de la proprie´te´ de croisement de chemins.
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Figure 3.8 Taux d’utilisation de la me´moire pour la proprie´te´ de croisement de chemins.
Ces deux figures montrent que le mode`le peut ve´rifier des re´seaux de 100 nœuds forte-
ment connecte´s (100% de connectivite´) en 200 s avec un taux d’utilisation de me´moire voisin
de 1GB. Notre mode`le peut e´galement ve´rifier des re´seaux de 200 nœuds avec un taux de
connectivite´ de 20% en seulement 700 s et en consommant environ 2, 5Go de me´moire. Ces
statistiques montrent la capacite´ du mode`le a` ge´rer des grands re´seaux avec un taux de
connectivite´ relativement e´leve´. Cependant, notre mode`le est limite´ par le proble`me d’explo-
sion combinatoire. En effet, au dela` de 200 nœuds, le mode`le n’est plus capable de ve´rifier la
proprie´te´ conside´re´e. Dans la section suivante, nous proposons une solution a` ce proble`me.
3.5 Comment atte´nuer le proble`me d’explosion combinatoire ?
Comme toute solution formelle base´e sur la technique de model checking, notre approche
se heurte au proble`me d’explosion combinatoire. Pour contourner ce proble`me, nous avons
limite´ l’e´tendu des parame`tres du mode`le tels que le nombre de nœuds clients, le nombre
de protocoles et le nombre de ports. Nous avons aussi ge´ne´re´ une liste statique comportant
tous les types de paquets possibles en pre´cisant les sources et les destinations dans le re´seau a`
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ve´rifier. Cette liste est utilise´e par tous les nœuds du mode`le. De meˆme, Nous avons conserve´,
dans une seule structure de donne´es, les informations de parcours lie´es a` chaque paquet au
lieu de les faire voyager d’un nœud a` un autre. Nous avons aussi mis en œuvre un automate
permettant de de´finir la topologie d’un re´seau d’une fac¸on statique pour e´viter de traiter
paralle`lement plusieurs exemplaires d’un meˆme re´seau. Finalement nous avons utilise´ l’option
”committed” pour les diffe´rentes locations des automates dans le mode`le.
Ces mesures et ces abstractions ont permis d’atte´nuer e´norme´ment le proble`me d’explosion
combinatoire donnant ainsi les re´sultats discute´s dans la section pre´ce´dente. Cependant, ce
proble`me persiste pour les grands re´seaux fortement connecte´s. Par conse´quent, une nouvelle
abstraction du mode`le est propose´e. La description et l’e´valuation de cette abstraction sont
pre´sente´es dans la section suivante.
3.5.1 Mode`le re´duit
Dans le nouveau mode`le, nous spe´cifions le re´seau avec un seul automate pre´sente´ dans
la figure 3.9. Cet automate ge`re l’e´volution des paquets d’un nœud a` un autre en abstrayant
les communications effectives des diffe´rents nœuds via les canaux de synchronisation.
La proce´dure configure network() permet de spe´cifier le re´seau a` ve´rifier et ge´ne`re une
liste exhaustive contenant tous les types de paquets non redondants. Cette proce´dure permet
e´galement de de´terminer les re`gles dans les ACLs des pare-feux implante´s sur le re´seau.
La prochaine destination d’un paquet en transit est choisie ale´atoirement en utilisant
l’option de se´lection. Une fois la prochaine destination de paquet est de´termine´e, la proce´dure
update packets() est appele´e pour mettre a` jour le statut du paquet en fonction de la de´cision











Figure 3.9 Automate re´seau.
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3.5.2 Etude de performance du mode`le re´duit
Nous e´tudions, maintenant, la performance du notre nouveau mode`le. La Figure 3.10
et la Figure 3.11 montrent la performance du mode`le, respectivement, en termes du temps
de ve´rification et de la quantite´ de me´moire consomme´e. Ces deux figures montrent que le
mode`le peut ve´rifier un re´seau de 150 nœuds fortement connecte´s (i.e. le taux de connectivite´
est a` 100 %) en uniquement 3 s avec un taux d’utilisation de me´moire de 4MB. De plus,
notre mode`le peut e´galement ve´rifier les re´seaux de 200 nœuds, avec un taux de connectivite´
de 80% en seulement 4 s et en consommant environ 7Mo de me´moire.
Figure 3.10 Temps de ve´rification de la proprie´te´ de croisement de chemins pour le mode`le
re´duit.
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Figure 3.11 Taux d’utilisation de la me´moire pour la proprie´te´ de croisement de chemin pour
le mode`le re´duit.
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En comparaison avec le premier mode`le, nous constatons une nette diminution dans le taux
de consommation de me´moire, ainsi que dans le temps de calcul ne´cessaire a` la ve´rification.
En effet, contrairement a` la premie`re spe´cification, ce nouveau mode`le peut ge´rer des re´seaux
compose´s de 500 nœuds avec un taux de connectivite´ de l’ordre de 20% dans un de´lai assez
re´duit et avec une utilisation de me´moire assez faible. Par ailleurs, ce mode`le peut atteindre
jusqu’a` 1800 nœuds avec un faible taux de connectivite´.
Contrairement a` la premie`re abstraction qui se base sur l’e´volution des nœuds, cette
deuxie`me abstraction se base sur l’e´volution des paquets. Ceci nous a permis de re´duire
le nombre d’automates de (n + 1) automates ou` (n est le nombre de nœuds) a` un seul
automate. Par conse´quent, le nombre d’entrelacements a e´te´ diminue´ de manie`re spectaculaire
au cours du processus de ve´rification. De ce fait, l’espace d’e´tats a e´te´ e´norme´ment re´duit
et le proble`me d’explosion combinatoire a e´te´ grandement atte´nue´. La seule limitation qui
confronte toujours notre spe´cification est une limite logicielle. En fait, UPPAAL ne peut
pas ge´rer des nombres entiers supe´rieurs a` 32767. Par conse´quent, UPPAAL est incapable
de ge´rer certaines topologies ou` le nombre de connexions entre les diffe´rents nœuds de´passe
cette limite.
3.6 Extension quantitative du mode`le
Dans cette section, nous e´tudions l’aspect quantitatif d’un re´seau informatique. Notre
inte´reˆt porte sur l’e´valuation de la performance du re´seau en se basant sur des me´triques
comme le de´lai d’acheminement des paquets de bout en bout, le de´lai d’attente et le taux de
perte. L’analyse de ces me´triques permet d’e´valuer et d’optimiser le re´seau tout en assurant
une meilleure qualite´ de service. Notre e´tude quantitative a e´te´ e´labore´e en utilisant SMC
UPPAAL. Nous pre´sentons tout d’abord, notre mode`le formel. Ensuite, nous analysons le
comportement du mode`le en spe´cifiant un ensemble de proprie´te´s quantitatives lie´es a` la
qualite´ de service du re´seau.
3.6.1 Parame`tres quantitatifs
Afin d’e´tudier le comportement quantitatif d’un re´seau informatique, le mode`le qualitatif
pre´sente´ pre´ce´demment a e´te´ e´tendu a` deux nouveaux aspects : i) l’aspect temporise´ qui fait
intervenir des contraintes de temps afin de quantifier, par exemple, les de´lais d’attente et les
de´lais d’acheminement de paquets et ii) l’aspect probabiliste qui fait intervenir les notions
de couˆt et de probabilite´ afin de quantifier par exemple le taux de perte de paquets et le
taux de pannes de nœuds. Par conse´quent, nous avons introduit l’ensemble de parame`tres
quantitatifs suivant :
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• Horloges : Les horloges ont e´te´ introduites afin de mesurer les de´lais se´parant les
diffe´rentes actions dans le mode`le. Elles e´voluent de manie`re continue et synchrone
avec le temps.
• Taux d’horloges : Les taux d’horloges ont e´te´ introduits pour mode´liser les couˆts
de se´jour dans les diffe´rents e´tats du mode`le. En effet, les taux d’horloges permettent
de quantifier l’e´volution d’horloges dans un e´tat. Ces taux peuvent eˆtre spe´cifie´s par
un entier positif. Lorsqu’un taux d’horloge est a` 0, ceci signifie que cette horloge est
stoppe´e jusqu’a` ce que le processus quitte l’e´tat correspondant.
• De´lais probabilistes : Les de´lais probabilistes permettent de synchroniser les dif-
fe´rents processus dans le mode`le. En fonction de son e´tat courant, chaque automate
choisit un de´lai de se´jour. Le processus de plus bref de´lai est choisi pour exe´cuter une
de ses prochaines transitions dont la garde est satisfaite. S’il y en a plusieurs proces-
sus dont les de´lais sont e´gaux, alors un parmi eux sera choisi, ale´atoirement, selon une
distribution uniforme. D’une manie`re ge´ne´rale, le choix du de´lai, par un processus, est
de´termine´ selon les re`gles suivantes :
– Si l’e´tat courant du processus admet un invariant borne´, alors le de´lai est pris
selon une distribution uniforme jusqu’a` la borne de´finie.
– Si l’invariant est absent, le de´lai est choisi selon une loi exponentielle en utilisant un
taux λ de´termine´e a` l’e´tat courant (λ est de´fini dans l’onglet intensite´ exponentielle
de l’interface de mode´lisation dans SMC UPPAAL). La probabilite´ de quitter l’e´tat
courant est alors : Pr(partir aprs t) = 1 − e−λt, ou` e = 2,718281828 ..., t est le
temps et λ est le taux exponentiel fixe´. La densite´ de probabilite´ de la distribution
exponentielle est λe−λt. Donc, λ de´signe intuitivement la densite´ de probabilite´ de
quitter a` l’instant ze´ro (de´lai nul). L’augmentation du taux λ, diminue le de´lai et
vice versa.
• Probabilite´s de franchissement : Les transitions, dans notre mode`le, peuvent eˆtre
associe´es a` ce qu’on appelle des probabilite´s de franchissement. Apre`s sa de´termination,
le processus de plus bref de´lai tente a` franchir une transition. Son choix est base´ sur les
deux re`gles suivantes :
– Si la transition a des branches probabilistes alors la probabilite´ de suivre une
branche i est de´termine´e par le rapport wi/W , ou` wi est le poids de la branche i





– Sinon, le processus choisit une transition selon une distribution uniforme, c’est-a`-
dire, il choisit, ale´atoirement, l’une des transitions dont les gardes sont satisfaites.
3.6.2 Mode`le quantitatif
Dans cette section, nous de´crivons notre mode`le formel de´die´ a` l’analyse du comporte-
ment quantitatif d’un re´seau informatique. Ce nouveau mode`le se compose de n automates
temporise´s probabilistes (PTA, Priced Timed Automata) ou` n est le nombre de nœuds dans
le re´seau. Chaque automate, appele´ aussi processus, est parame´tre´ par un identifiant unique
”nid”. Les automates se communiquent par une synchronisation binaire.
Nous rappelons que le trafic entre deux processus (nœuds) dans une direction spe´cifique
(source-destination) est controˆle´ par des transitions e´tiquete´es par des pare-feux. Les e´tats
peuvent eˆtre aussi annote´s par des taux d’horloges qui permettent de pre´ciser le taux d’e´vo-
lution du temps dans l’e´tat en question par rapport a` une horloge donne´e.
La Figure 3.12 de´crit l’automate mode´lisant un nœud du re´seau et le Tableau 3.4 pre´sente
le lexique de variables utilise´ dans notre mode`le. Si un automate est choisi comme le processus
de plus bref de´lai, la proce´dure ready to send() sera appele´e afin de ve´rifier si le processus
en question est preˆt a` envoyer l’un des paquets qui se trouvent dans sa liste d’attente.
Chaque nœud a une probabilite´ de de´fectuosite´ de´finie comme une variable globale. Cette
probabilite´ peut eˆtre calcule´e en fonction de plusieurs facteurs a` savoir l’aˆge du nœud, son
nombre de pannes, la quantite´ de donne´es qui y transite, etc. Selon cette probabilite´, le nœud
peut passer a` un e´tat de panne temporaire ou un e´tat ”pre´-envoi”.
Chaque nœud a un de´lai de re´tablissement pendant lequel il peut eˆtre re´pare´ s’il tombe
temporairement en panne. Si le de´lai de se´jour, dans un e´tat de panne temporaire, de´passe
le de´lai de re´tablissement ”delai retab” du nœud en question, l’automate franchit alors une
transition probabiliste. Cette transition permet de de´cider si l’automate conside´re´ doit passer
a` un e´tat de panne permanente ou bien un e´tat de remplacement ou` le nœud correspondant
est remplace´ par un autre nœud fonctionnel.
La de´cision prise a` ce niveau de´pend de la probabilite´ ”rep prob”qui pre´sente la probabilite´
de remplacement du nœud conside´re´. Cette probabilite´ peut eˆtre calcule´e en fonction de









































































Figure 3.12 Mode`le quantitatif du re´seau.
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Le passage du nœud a` un e´tat de panne permanente ou un e´tat de remplacement engendre
l’exe´cution de la fonction update topology() qui permet de supprimer le nœud en question
ainsi que toutes les connexions qui le relient avec les autres nœuds voisins.
Dans le cas ou` le nœud tombe en panne de´finitivement, la proce´dure delete all packets from queue()
sera appele´e pour supprimer tous les paquets se trouvant dans la liste d’attente du nœud en
question en mettant a` jour leur statut (les paquets sont de´sormais perdus).
Dans le cas ou` le nœud est a` un e´tat de remplacement alors la proce´dure replace node()
sera appele´e pour introduire un nouveau nœud dans la topologie du re´seau ayant les meˆme ca-
racte´ristiques que celui supprime´. Cette proce´dure e´tablit e´galement des nouvelles connexions
vers les autres nœuds voisins ayant les meˆmes caracte´ristiques que celles supprime´es aupara-
vant.
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Tableau 3.4 Lexique de variables.
TYPES Variables De´finitions
Horloges energy Quantifie le couˆt temporel dans le re´seau.
x
Quantifie le de´lai d’attente du paquet dans sa liste d’at-
tente.
t
Quantifie le de´lai de se´jour du nœud dans un e´tat de panne
temporaire.
Entiers Voisin De´signe le prochain nœud de transit choisi.
RECV Couˆt temporel relatif a` une action d’envoie dans le re´seau.
SEND
Couˆt temporel relatif a` une action de re´ception dans le re´-
seau.
REP
Couˆt temporel relatif a` une action de remplacement d’un
nœud de´fectueux par un autre nœud fonctionnel dans le
re´seau.
WAIT
Couˆt temporel relatif a` une action d’attente d’un paquet
dans le re´seau.
De´lai attente
De´signe le de´lai d’attente maximal d’un paquet dans sa liste
d’attente a` partir duquel le paquet en question sera perdu.
De´lai retab
De´signe de´lai de re´tablissement maximal pendant lequel un
nœud peut eˆtre re´pare´ s’il tombe en panne temporairement.
Max delay
De´signe le de´lai maximum du se´jour dans un e´tat de panne
temporaire apre`s le de´coulement du delai retab.
Tableaux Rep prob[ nb nodes]
De´signe les probabilite´s de remplacement de chaque nœud
dans le re´seau.
Defect prob[nb nodes]
De´signe les probabilite´s de de´fectuosite´ de chaque nœud
dans le re´seau.
Matrices Neighbor[nb nodes][nb voisins]
Contient les voisins de chaque nœud en se basant sur la
topologie di re´seau a` e´tudier.
Weight[nb nodes][ nb nodes]
De´signe les couˆts des diffe´rentes connexions directes dans
le re´seau a` e´tudier.
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Le passage par un e´tat de panne temporaire ou un e´tat de remplacement augmente, res-
pectivement, l’e´nergie cumulative du re´seau ”energy” par la valeur PANNE ou REP. PANNE
repre´sente le couˆt temporel relatif a` une situation de panne temporaire et REP repre´sente
le couˆt temporel relatif au remplacement d’un nœud. Le passage par un e´tat de panne per-
manente n’engendre aucun couˆt temporel (a` ce niveau le mode`le arreˆte l’horloge ”energy” :
energy = 0).
Si le nœud re´ussit de passer a` l’e´tat de pre´ envoi, l’automate correspondant franchit une
transition probabiliste lui permettant de choisir le prochain voisin. Les voisins de chaque
nœud sont enregistre´s dans une matrice ”neighbor”. La probabilite´ de choisir le prochain
nœud de transit est de´termine´e en fonction du couˆt associe´ a` la transition qui interconnecte
le nœud courant et le nœud choisi. Les couˆts de toutes les connexions sont de´finis dans la
matrice ”weight”. Ils peuvent eˆtre de´termine´s en fonction de plusieurs facteurs mate´riels (i.g.
le couˆt de caˆblage, de mise en œuvre, re´paration, etc.) et logiciels (i.g. la configuration du
pare-feu, nombre de re`gles dans les ACLs, etc.).
Apre`s avoir choisi le prochain nœud voisin, l’automate passe a` un e´tat d’attente ou` le de´lai
d’attente x est de´termine´ selon la loi exponentielle en utilisant un taux λ e´gal a` 1/rang + 1
ou` rang de´finit le rang du paquet dans la liste d’attente du nœud courant. Ainsi, le paquet,
dont le rang est le plus e´leve´, a le de´lai d’attente le plus grand.
Cependant, le temps de se´jour x dans l’e´tat ”wait” est controˆle´ par une variable du re´seau
appele´e ”delai attente” qui de´finit le temps d’attente maximale dans un e´tat ”wait”. En effet,
si le temps de se´jour x de´passe delai attente, il va y avoir les actions suivantes : i) Le paquet en
transit est perdu, ii) La proce´dure delete packet from queue() est appele´e pour supprimer
le paquet de la liste d’attente du nœud courant, iii) L’e´nergie commutative de syste`me est
augmente´e par la valeur WAIT qui repre´sente le couˆt temporel relatif a` l’action d’attente
correspondante et iv) La proce´dure skip() est appele´e pour choisir le prochain paquet a`
traiter.
Si, en contre partie, le temps du se´jour dans l’e´tat d’attente est infe´rieur strictement
au ”delai attente” de´fini par le syste`me, alors le mode`le exe´cute les actions suivantes : i)
Le paquet en question est envoye´ au nœud voisin choisi, ii) La proce´dure updatepacket()
est alors appele´e pour mettre a` jour le statut du paquet en question, iii) La proce´dure
delete packet from queue() est appele´e pour supprimer le paquet de la liste d’attente du
nœud expe´diteur, iv) La proce´dure add packet to queue() est appele´e pour ajouter le paquet
a` la liste d’attente du nœud re´cepteur, et v) L’e´nergie commutative de syste`me est augmente´e
par les valeurs SEND et RECV qui repre´sentent, respectivement, les couˆts temporels relatifs
a` l’action d’envoi et de re´ception dans le re´seau.
Notons que nous avons utilise´ l’automate, pre´sente´ dans la figure 3.2, afin de spe´cifier la
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topologie du re´seau a` e´tudier et de ge´ne´rer la listes de paquets circulant sur le re´seau.
3.6.3 Analyse des proprie´te´s quantitatives
Nous avons imple´mente´ et ve´rifie´ notre mode`le en utilisant le model checking statistique
SMC UPPAAl. En effet, SMC UPPAAL supporte les automates temporise´s probabilistes. Il
combine les fonctionnalite´s classiques du model checking et la technique de simulation (E´chan-
tillonnage de Monte Carlo) afin de soutenir l’analyse quantitative des syste`mes temporise´s et
limiter le proble`me d’explosion combinatoire.
L’e´chantillonnage est effectue´ en fonction de la distribution de probabilite´ de´finie par
les automates probabilistes. Les parame`tres de re´glage  (parame`tre d’approximation) et α
(le parame`tre de confiance) peuvent eˆtre utilise´s pour spe´cifier la confiance statistique du
re´sultat.
Dans cette section, nous pre´sentons et interpre´tons les proprie´te´s quantitatives que nous
avons spe´cifie´es afin d’e´tudier le comportement du re´seau. Ces proprie´te´s sont re´sume´es dans
le Tableau 3.6. Le parame`tre d’approximation  et le parame`tre de confiance (parame`tre des
faux ne´gatifs) α sont tous les deux mis a` 0.01 avec un taux de confiance (1- α ) de 99%. Nous
avons ve´rifie´ nos proprie´te´s sur un re´seau compose´ de 5 nœuds avec un taux de connectivite´
e´gale a` 100 %. Le tableau 3.5 re´sume la configuration du re´seau conside´re´.
Tableau 3.5 Parame`tres du re´seau a` e´tudier.
Parame`tres du re´seau Valeurs
Nombre de nœuds 5
Taux de connectivite´ (%) 100
Rep prob[ nb nodes] (%) 0, 1, 1, 50, 1
Defect prob[nb nodes] (%) 0, 1, 1, 50, 1
SEND (unite´ de temps) 30
RECV (unite´ de temps) 35
WAIT (unite´ de temps) 5
PANNE (unite´ de temps) 3
PANNE (REP (unite´ de temps) 3
De´lai attente (unite´ de temps) 10
De´lai retab(unite´ de temps) 20
Max delay (unite´ de temps) 10
Probabilite´ de connexions (weight[5][5]) weight = 6,6,6,6,6,6,6,6,...
Les proprie´te´s quantitatives que nous avons ve´rifie´es sont :
• La proprie´te´ P1 calcule la probabilite´ qu’un paquet passant par un nœud malicieux
soit accepte´. Cette proprie´te´ est tre`s inte´ressante puisqu’elle e´value la configuration
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du re´seau et permet de prendre des mesures pour sa reconfiguration si la probabilite´
calcule´e est supe´rieure a` un seuil bien de´termine´. Dans le re´seau de´crit ci-dessus, le
taux d’acceptation d’un paquet i passant par le nœud malicieux 3 est en moyenne 35%.
Cependant, une telle probabilite´ ne peut pas eˆtre significative sans la comparer a` un
taux fixe de´fini ge´ne´ralement par un expert.
• La proprie´te´ P2 permet de comparer la probabilite´ pre´ce´dente a` un seuil de´fini nor-
malement par l’administrateur re´seau (i.g. 50%). Le re´sultat expe´rimental montre que
dans le re´seau, le taux d’acceptation d’un paquet passant par le nœud malicieux 3 est
strictement infe´rieur a` 50% avec un taux de confiance de 99%. Cette probabilite´ est
en fait rassurante par rapport a` ce que nous avons de´fini comme seuil (50%). Ainsi le
re´seau e´tudie´ ne ne´cessite aucune reconfiguration e´ventuelle.
• La proprie´te´ P3 estime la probabilite´ qu’un nœud tombe en panne. Dans notre e´tude
de cas, le taux de de´fectuosite´ du nœud 3 est en moyenne 50%. Cette valeur correspond
bien a` notre configuration initiale.
• La proprie´te´ P4 ve´rifie la tole´rance du re´seau aux pannes. C’est a` dire, elle permet
de de´terminer la capacite´ du re´seau a` acheminer un paquet a` sa destination en cas
de panne au niveau d’un certain nombre de nœuds. les expe´rimentations montrent que
notre re´seau n’est pas tole´rant aux pannes. En effet, la panne des deux nœuds de transit
(nœud 1 et nœud 2) re´duit le taux d’acceptation de paquets a` 1%.
• La proprie´te´ P5 calcule le taux de perte des paquets dans le re´seau. Dans cette e´tude
de cas, cette probabilite´ est de 65% en moyenne. Cette probabilite´ parait tre`s e´leve´e
et re´ve`le une mal configuration du re´seau. Cependant, seul l’administrateur du re´seau
peut juger la signification d’une telle probabilite´ en la comparant avec un seuil qu’il
de´finit en se basant sur les donne´es du re´seau.
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Tableau 3.6 Proprie´te´s quantitatives
Proprie´te´s Syntaxe Re´sultats
P0 i < nb p
Pr[energy <= 5000](<> end proc && exists(j : int[0, nb nodes− 1])
(paquets[i].noeuds visites[j] == 3) && paquets[i].isaccepted)
[0.332512, 0.432506]
P2 i < nb p
Pr[energy <= 5000](<> end proc&&exists(j : int[0, nb nodes− 1])
paquets[i].noeuds visites[j] == 3&&paquets[i].isaccepted) >= 0.5
Pr(<> ...) <=
0.49
P3 i < nb nodes Pr[energy <= 5000](<> end proc&&ni.isdesabled)




P4 i < nb p













Pr[energy <= 5000](<> exists(i : int[0, nb p− 1])paquets[i].ip src
== 4 && (paquets[i].islost || paquets[i].isblocked)) [0.56013, 0.660073]
P8
Pr[energy <= 5000](<> forall(i : int[0, nb p− 1])paquets[i].isaccep−
ted)
[0.242346, 0.343354]
P9 Pr[energy <= 5000](<> forall(i : int[0, nb p− 1])paquets[i].rejected)[0.342606, 0.446064]
• La proprie´te´ P6 permet de comparer la probabilite´ pre´ce´dente a` un seuil de´fini par
l’administrateur sans avoir a` la calculer. Cette proprie´te´ permet de prendre des mesures
pour la re´paration du re´seau au cas ou` cette probabilite´ de´passe le seuil de´fini (i.e. 50%).
Dans notre e´tude de cas, Nous fixons le seuil a` 50%. Le taux de perte dans le re´seau est
strictement supe´rieur a` 50%. Cette valeur est inquie´tante et ne´cessite l’intervention de
l’administrateur du re´seau afin de re´gler les proble`mes techniques et re´duire les blocages
dans les nœuds terminaux.
• La proprie´te´ P7 permet de calculer le taux de perte d’une classe de paquets bien de´ter-
mine´e. Dans notre cas, cette proprie´te´ permet de calculer le taux de perte des paquets
qui proviennent du nœud source 4. Cette probabilite´ est de 60% en moyenne. Pour
cette probabilite´, aussi, seul l’administrateur peut de´cider si la situation requiert une
intervention humaine pour re´parer les proble`mes techniques, s’il y en a, ou de re´duire
les blocages dans les nœuds terminaux en mettant a` jour les tables de routage.
• Les proprie´te´s P8 et P9 permettent d’e´tudier respectivement, la permissivite´ et la res-
trictivite´ du re´seau analyse´. En effet, P8 calcule la probabilite´ d’acceptation de paquets
dans le re´seau et P9 calcule la probabilite´ du rejet des paquets dans le re´seau. Si la
probabilite´ d’acceptation (ou de rejet) de´passent un seuil de´fini par un expert, le re´-
seau est alors conside´re´ permissif (ou restrictif) et sa reconfiguration est requise afin de
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diminuer sa permissivite´ (ou sa restrictivite´).
3.7 Conclusion
Dans la premie`re partie de ce chapitre, nous avons propose´ une approche formelle qui
permet de ve´rifier qualitativement le comportement de bout en bout de la se´curite´ dans un
re´seau (end-to-end security behavior). Plus pre´cise´ment, cette approche permet de ve´rifier la
cohe´rence des pare-feux distribue´s en identifiant les anomalies inter-pare-feux, en particulier,
l’incohe´rence de croisement de chemins. L’approche propose´e est base´e sur la technique de
model checking et elle a e´te´ imple´mente´e en utilisant l’outil UPPAAL.
Afin d’atte´nuer le proble`me d’explosion combinatoire, deux abstractions ont e´te´ propose´es
et e´value´es afin d’e´tudier l’efficacite´ de l’approche en fonction de la complexite´ du temps et
d’espace. Dans la deuxie`me partie de ce chapitre, nous avons pre´sente´ une extension quan-
titative du mode`le qualitatif permettant d’optimiser le comportement du re´seau du bout en
bout en se basant sur les me´triques de qualite´ de service d’un re´seau tels que le de´lai d’ache-
minement des paquets de bout en bout, de´lai d’attente et le taux de perte. Cette extension
supporte deux nouveaux aspects : i) l’aspect temporise´ qui fait intervenir des contraintes de
temps et ii) l’aspect probabiliste qui fait intervenir les notions de couˆt et de probabilite´. Cette
deuxie`me approche s’appuie sur le model checking statistique et elle a e´te´ imple´mente´e en
utilisant l’outil SMC UPPAAL.
Dans le chapitre suivant, nous proposons une nouvelle approche permettant de configurer
automatiquement les pare-feux surveillant un re´seau prive´.
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CHAPITRE 4
CONFIGURATION FORMELLE D’UN RESEAU INFORMATIQUE
4.1 Introduction
La se´curite´ des re´seaux informatiques constitue un de´fi majeur dans notre socie´te´ moderne.
Dans le deuxie`me chapitre, nous avons pre´sente´ les me´canismes et dispositifs de se´curite´ les
plus de´ploye´s dans les re´seaux informatiques. Parmi ces dispositifs de se´curite´, nous nous
inte´ressons aux pare-feux et plus pre´cise´ment a` la configuration des pare-feux. Cette taˆche
tre`s complexe, est souvent source d’anomalies qui peuvent compromettre les objectifs de
se´curite´ d’un re´seau.
Dans le troisie`me chapitre, nous avons montre´ comment utiliser la technique de model
checking pour de´tecter les erreurs de configuration des pare-feux, vis-a`-vis d’une politique de
se´curite´ du re´seau.
Dans ce chapitre, nous proposons une approche formelle d’aide a` la configuration automa-
tique de pare-feux. E´tant donne´s, un re´seau et un objectif global de se´curite´, il s’agit d’utiliser
la synthe`se de controˆleur pour synthe´tiser des listes ACLs pour certains pare-feux, afin de
forcer le re´seau a` satisfaire l’objectif de se´curite´. La configuration ainsi synthe´tise´e pourrait
eˆtre, par la suite, ve´rifie´e formellement par l’approche de model checking pre´sente´e dans le
chapitre 3.
Pour ce faire, nous proposons de mode´liser le re´seau par un ensemble d’automates de jeux
ou` les actions controˆlables concernent le choix de re`gles de configuration des pare-feux. Nous
utilisons l’outil UPPAAL-TIGA pour synthe´tiser, si elles existent, des strate´gies gagnantes
permettant de renforcer la politique de se´curite´ du re´seau. Ces strate´gies sont analyse´es et
filtre´es automatiquement pour en extraire une configuration optimale des pare-feux du re´seau.
Ce chapitre est organise´ comme suit : la section 4.2 formalise le proble`me de synthe`se de
controˆleur. La section 4.3 pre´sente notre mode`le formel permettant de ve´rifier s’il est possible
de configurer les pare-feux de telle manie`re a` forcer les objectifs de se´curite´ d’un re´seau.
La section 4.4 de´crit la me´thodologie d’extraction des re`gles de configuration des pare-feux.
La section 4.5 analyse les performances de notre approche alors que la section 4.6 discute
les limites de notre approche puis propose une nouvelle abstraction au mode`le qui ame´liore
conside´rablement les performances.
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4.2 Formalisation du proble`me de renforcement d’une politique de se´curite´
E´tant donne´s, un re´seau compose´ d’un ensemble de nœuds controˆle´s par des pare-feux
et une politique de se´curite´ globale fixe´e par l’administrateur du re´seau, notre objectif est
de forcer la satisfaction de la politique de se´curite´, en renforc¸ant le controˆle au niveau des
pare-feux.
Afin de mettre en œuvre notre objectif, nous avons fixe´ les hypothe`ses suivantes :
• Hypothe`se 1 : Les pare-feux controˆlant les nœuds du re´seau public sont tous pre´con-
figure´s (ACLs sont de´finies auparavant).
• Hypothe`se 2 : Nous nous inte´ressons a` la configuration des pare-feux qui controˆlent
les nœuds du re´seau prive´.
• Hypothe`se 3 : Les listes de controˆle d’acce`s au niveau des nœuds du re´seau prive´ sont
suppose´es vides initialement.
Pour ve´rifier si un tel renforcement est possible, nous utilisons la technique de synthe`se
de controˆleur imple´mente´e dans l’outil UPPAAL-TIGA. La Figure 4.1 montre le sche´ma
fonctionnel de notre approche de renforcement. Les entre´es sont un re´seau R, de´fini par sa
taille t, son taux de connectivite´ c, ses nœuds prive´s et ses pare-feux, et une politique de















Le mode`le de renforcement est compose´ d’automates de jeu ou` le choix des re`gles, a`
appliquer au niveau des pare-feux prive´s, est controˆlable.
UPPAAL TIGA permet de´terminer s’il existe, au moins, une strate´gie pour choisir ces
re`gles de manie`re a` satisfaire l’objectif de se´curite´ P. Si une telle strate´gie gagnante existe,
85
UPPAAL-TIGA fournit, sous forme brute, toutes les strate´gies gagnantes. Ces strate´gies
gagnantes pre´sentent l’ensemble de re`gles de´finissant les ACLs des pare-feux prive´s. Ce sont
les re`gles ne´cessaires pour le controˆle du re´seau par rapport a` la politique de se´curite´ P.
Le output de UPPAAL TIGA est analyse´, en utilisant Matlab, afin d’extraire l’ensemble
de re`gles ne´cessaires et suffisantes pour le controˆle du re´seau qui re´sulte en une configuration
optimale des pare-feux du re´seau prive´.
4.3 Mode`le de renforcement
Notre mode`le de renforcement est une extension du mode`le qualitatif que nous avons
pre´sente´ dans la premie`re partie du chapitre 3. Il consiste en : i) un ensemble d’automates
de jeu, un automate de jeu par nœud, repre´sentant chacun le comportement d’un nœud
identifie´ par un nume´ro d’identification unique ”nid”, ii) un automate ”Noeud gnrateur” qui
a pour roˆle de cre´er les structures de donne´es qui caracte´risent le re´seau (i.e. la topologie,
les types de paquets en transit, les listes de controˆle d’acce`s des pare-feux publics), et iii)
un automate ”Proprit” qui permet de mode´liser l’objectif de controˆle. Il a pour roˆle de
transformer l’objectif de se´curite´ en un objectif d’accessibilite´.
4.3.1 Automate ”Nœud ge´ne´rateur”
L’automate ”Noeud gnrateur”, pre´sente´ dans la Figure 4.2, permet de ge´ne´rer, a` l’aide
de la fonction generate packets(), une liste exhaustive et fige´e contenant tous les types de
paquets deux a` deux diffe´rents pouvant eˆtre ge´ne´re´s en fixant les sources et les destinations




Figure 4.2 Automate ”Nœud ge´ne´rateur” dans le mode`le de renforcement.
De plus, cet automate permet de fixer la topologie du re´seau en fonction de sa taille et
son taux de connectivite´ en utilisant la proce´dure define topology(). Cette proce´dure cre´e
initialement un re´seau en anneau en fonction de la taille du re´seau (nombre de nœuds).
Ensuite, la proce´dure define topology() calcule et ajoute les connexions, conforme´ment au
taux de connectivite´ correspondant. La transition qui relie les deux e´tats de l’automate est
une transition incontroˆlable exe´cute´e par l’environnement.
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La proce´dure define topology() permet aussi de configurer les pare-feux publics en de´-
terminant les listes de controˆle d’acce`s correspondantes.
4.3.2 Automate ”Nœud”
Chaque nœud dans le re´seau est mode´lise´ par un automate de type ”Noeud” pre´sente´
dans la Figure 4.3. Cet automate de´crit les e´changes de paquets entre un nœud et ses voisins.
Un paquet est envoye´ a` partir de son nœud courant vers un nœud voisin, choisi ale´atoirement.
Cette action d’envoi est mode´lise´e par un arc non controˆlable. La re´ception d’un paquet en-
voye´ de´pend de la destination du paquet en question. Si la destination choisie fait partie de
l’ensemble de nœuds publics, la proce´dure public update() est appele´e pour mettre a` jour
l’e´tat du paquet en fonction de la de´cision des re`gles qui controˆlent le trafic entre l’emplace-
ment courant et la prochaine destination publique du paquet en question. Cette action est
incontroˆlable. Si la destination choisie fait partie de l’ensemble de nœuds prive´s, la proce´dure
private update() est appele´e pour mettre a` jour l’e´tat du paquet en fonction de la de´cision
des re`gles choisies par l’option ”select”. C’est a` ce niveau que le controˆleur a` le pouvoir de




















Figure 4.3 Automate Nœud.
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4.3.3 Automate ”Proprie´te´”
L’automate Proprit, pre´sente´ dans la Figure 4.4, spe´cifie l’objectif global de se´curite´ dans
un re´seau. Nous supposons que la politique de se´curite´ a` renforcer est de type deny qui permet
de rejeter un ensemble de paquets bien de´termine´. Par exemple, conside´rons l’objectif global
de se´curite´ suivant :
P : rejeter tous les paquets dont l′adresse IP source est 128.0.0.0
Dans ce cas, la fonction prop() prend en argument l’information 128.0.0.0, de´termine l’en-
semble de paquets vise´s puis ve´rifie s’ils satisfont la proprie´te´ (s’ils sont rejete´s). La transition








Figure 4.4 Automate ”Proprie´te´”.
4.4 Configuration formelle des pare-feux
Dans la section pre´ce´dente, nous avons de´crit notre mode`le qui permet de renforcer une
politique de se´curite´ sur un re´seau informatique. Dans cette section, nous montrons comment
utiliser ce mode`le pour configurer les pare-feux du re´seau prive´ conforme´ment a` un objectif
de se´curite´ global du re´seau.
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Pour forcer notre mode`le a` satisfaire l’objectif de controˆle global de´fini par l’automate
Proprie´te´, nous avons utilise´ la proprie´te´ suivante :
Control : A <> Proprie´te´.win
Notre mode`le stocke l’ensemble de re`gles qu’il a de´fini pour renforcer la politique de
se´curite´, dans une structure de donne´es appele´e ”rule”. Cette structure de donne´es est un
tableau de taille e´gale au nombre de paquets (chaque re`gle de´cide par rapport a` un paquet).
Cependant, ces re`gles correspondent a` l’ensemble de re`gles applique´es pour tous les paquets
qui sont vise´s ou non par la proprie´te´ fixe´e au de´part. En effet, un paquet qui est hors du
domaine de la proprie´te´ envisage´e peut eˆtre indiffe´remment accepte´ ou refuse´ par le pare-feu
de sa destination en lui appliquant une re`gle de type accept ou deny.
Par exemple, si la politique de se´curite´ du re´seau veut e´carter tous les paquets qui viennent
de la source 5, alors les re`gles associe´es a` cet ensemble de paquets dans le tableau ”rule” vont
eˆtre toutes de type deny quelle que soit la strate´gie. Par contre, la de´cision prise a` l’e´gard
d’un paquet qui vient par exemple de la source 4, en cas ou` il e´chappe du re´seau public,
peut eˆtre indiffe´remment accept ou deny et ne contrarie d’aucune fac¸on l’objectif de se´curite´
global du re´seau. Par conse´quent, l’ajout de cette re`gle dans la configuration du pare-feu
prive´ responsable n’a aucune importance et ne fait qu’alourdir le couˆt de la configuration du
pare-feu.
Notre but est de garder uniquement les re`gles ne´cessaires et suffisantes pour forcer le
re´seau a` satisfaire la proprie´te´. Pour ce faire, nous avons extrait toutes les strate´gies gagnantes
permettant de satisfaire la politique de se´curite´ en utilisant la ligne de commande verifytga
avec l’option de ve´rification -w1 et nous avons imple´mente´ un algorithme d’extraction des
re`gles en utilisant MATLAB. Cet algorithme permet i) d’analyser et de pre´senter sous forme
lisible l’ensemble de strate´gies gagnantes, ii) de re´duire le nombre de strate´gies en gardant
que les strate´gies non redondantes, et iii) de de´terminer les re`gles ne´cessaires et suffisantes a`
configurer sur les pare-feux prive´s.
La Figure 4.5 pre´sente la me´thodologie de l’algorithme d’extraction des re`gles.
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Figure 4.5 Me´thodologie de l’algorithme d’extraction des re`gles.
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L’utilisation de la commande en ligne verifytga avec l’option d’extraction -w1 extrait
toutes les strate´gies gagnantes possibles en explorant la totalite´ du graphe d’e´tats. L’outil
ge´ne`re, alors, un tre`s grand fichier contenant toutes les strate´gies gagnantes permettant de
satisfaire l’objectif de se´curite´ fixe´ ainsi que des informations redondantes sur la totalite´ de
l’espace d’e´tats (i.g. les valeurs de toutes les variables du syste`me a` chaque e´tat et pour
chaque processus). A` titre illustratif, la Figure 4.6 pre´sente une partie de ce fichier.
Figure 4.6 Output du ve´rificateur UPPAAL-TIGA
L’algorithme MATLAB, que nous avons imple´mente´, permet, tout d’abord, d’analyser
l’output du ve´rificateur en extrayant, dans un autre fichier, les informations pertinentes et non
redondantes des strate´gies gagnantes sous forme lisible. Chaque strate´gie est alors repre´sente´e
sous forme d’une combinaison de re`gles applique´es pour chaque paquet. La Figure 4.7 pre´sente
une partie du fichier ge´ne´re´ par MATLAB contenant l’ensemble de strate´gies gagnantes sous
forme concise et lisible.
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Figure 4.7 Fichier des strate´gies gagnantes.
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Les re`gles sont e´tablies en se basant sur trois diffe´rents types de de´cisions : i) la de´cision 
signifie que le paquet en question a e´te´ rejete´ par le re´seau public et le re´seau prive´ n’a aucun
controˆle dessus, ii) la de´cision deny implique que le paquet conside´re´ doit eˆtre rejete´ par
l’un des pare-feux du re´seau prive´, et iii) la de´cision accept implique que le paquet conside´re´
peut eˆtre accepte´ par l’un des pare-feux prive´s sans contrarier l’objectif de se´curite´ global du
re´seau.
Ensuite, l’algorithme re´duit le nombre de strate´gies en gardant que les strate´gies non
redondantes.
L’e´tape suivante consiste a` extraire l’ensemble Cp compose´ par les types de paquets sui-
vants : i) les paquets rejete´ par toutes les strate´gies (deny par tout), ii) les paquets accepte´s
par toutes les strate´gies (accept par tout), iii) les paquets accepte´s par certaines strate´gies
et ayant une de´cision  pour d’autres, iv) les paquets rejete´s par certaines strate´gies et ayant
une de´cision  pour d’autres, et v) les paquets dont la de´cision est  par tout (i.e. les paquets
qui sont rejete´s par le re´seau public). Par conse´quent, l’ensemble Cp regroupe l’ensemble de
paquets dont la de´cision prise par le re´seau prive´ est la meˆme quelle que soit la strate´gie adop-
te´e. Ensuite, l’algorithme analyse les strate´gies relatives a` ce groupe de paquets en extrayant
les re`gles ne´cessaires a` la satisfaction de la proprie´te´ du re´seau.
La dernie`re e´tape consiste a` de´terminer la configuration optimale (a` moindre couˆt) des
pare-feux du re´seau prive´. Cette configuration est de´termine´e en e´cartant toutes les re`gles
dont le controˆle s’exerce sur des paquets vise´s par la politique de se´curite´ et rejete´s par le
re´seau public (ceux ayant une de´cision  prise par toutes les strate´gies). L’ensemble de re`gles
ainsi de´fini repre´sente les re`gles ne´cessaires et suffisantes pour le renforcement de la politique
de se´curite´ souhaite´e.
La Figure 4.8 pre´sente une illustration de toute la proce´dure d’extraction des re`gles.
Les paquets 1, 2, 3, et 4 constituent le domaine de la politique de se´curite´ que nous voulons
renforcer. Ces paquets admettent une de´cision uniforme par toutes les strate´gies (i.e. un
paquet appartenant a` ce groupe ne peut pas eˆtre accepte´ par certaines strate´gies et rejete´
par d’autres).
Le paquet 5 fait partie du domaine de la politique de se´curite´. Cependant, ce paquet
est rejete´ par le re´seau public en empruntant l’importe quel chemin sur le re´seau vers sa
destination.
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Figure 4.8 Illustration de la proce´dure d’extraction des re`gles.
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Les deux paquets 6 et 7 sont tous les deux hors du domaine de la politique de se´curite´
parce qu’ils sont accepte´s par certaines strate´gies et rejete´s par d’autres. Ceci signifie que ces
paquets peuvent eˆtre indiffe´remment accepte´s ou rejete´s sans entraver l’objectif de se´curite´.
La de´termination des re`gles de configuration de pare-feux prive´s est alors base´e sur l’en-
semble de paquets (en vert) vise´s par la politique de se´curite´. La strate´gie S4 est la plus
restrictive puisqu’elle applique un deny sur tous les paquets. Par contre, la strate´gie S6 est la
plus optimale puisqu’elle n’exige aucune configuration supple´mentaire des pare-feux prive´s.
Il suffit d’analyser les chemins emprunte´s par les paquets en adoptant cette strate´gie et d’en
extraire de l’information pertinente afin de mettre a` jour les tables de routage dans le re´seau.
Apre`s le processus de renforcement et la configuration des pare-feux, le relancement du
processus de ve´rification, en utilisant le mode`le e´tabli dans le chapitre 3, permet de ve´rifier
la consistance de la configuration des pare-feux prive´s ainsi e´tablie.
4.5 Etude de performance du mode`le de renforcement
Dans cette section, nous discutons la performance de notre approche en termes du temps
de calcul et de la quantite´ de me´moire consomme´e.
Nous rappelons que notre mode`le est compose´ de n automates ou` n est le nombre de
nœuds dans le re´seau. Chaque automate a un seul e´tat et quatre arcs : i) le premier arc est
controˆlable et permet d’envoyer un paquet de son nœud courant a` un autre nœud voisin choisi
ale´atoirement (et e´ventuellement en fonction des informations disponibles dans les tables de
routage), ii) le deuxie`me arc est incontroˆlable et permet de recevoir les paquets envoye´s vers
un nœud destination public, iii) le troisie`me arc est controˆlable et permet de recevoir les
paquets envoye´s vers un nœud destination prive´. Le pare-feu responsable de cette destination
sera configure´ en ajoutant dans son ACL les re`gles ne´cessaires permettant de forcer le re´seau
a` satisfaire sa politique de se´curite´, et iv) le quatrie`me arc de´termine le prochain paquet a`
traiter. La politique de se´curite´ du re´seau est mode´lise´e par l’automate Proprie´te´.
L’e´tude expe´rimentale de la performance de notre approche a e´te´ re´alise´e afin d’analyser
les limites de l’approche par rapport a` la taille des re´seaux qu’elle peut traiter. Nous avons
de´termine´ le temps de calcul et la quantite´ de me´moire ne´cessaire pour ve´rifier la proprie´te´
suivante :
Control : A <> Proprie´te´.win
ou` Proprie´te´ de´finit la politique de se´curite´ du re´seau. Le temps de calcul et la me´moire
consomme´e ont e´te´ calcule´s en fonction du nombre de nœuds et la connectivite´ du re´seau
donne´. Les mesures ont e´te´ effectue´es en utilisant l’outil UPPAAl TIGA 0.17 installe´e sur
une machine fedora19 (Core i5 RAM 8GO). Nous avons utilise´, en conjonction avec UPPAAl
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TIGA, l’utilitaire memtime 1.3 qui permet de de´terminer le temps de ve´rification et le taux
d’utilisation de me´moire.
La Figure 4.9 et la Figure 4.10 de´crivent la performance mode`le, respectivement, en termes
de temps de ve´rification et la me´moire consomme´e, en fonction de la taille du re´seau (nombre
de nœuds et la connectivite´).
Figure 4.9 Temps de ve´rification de la proprie´te´ de renforcement.
96
Figure 4.10 Taux d’utilisation de la me´moire pour la proprie´te´ de renforcement.
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Les re´sultats expe´rimentaux montrent que le mode`le est limite´ par le proble`me d’explosion
combinatoire. En effet, les entrelacements entre les diffe´rents nœuds sont couple´s avec le choix
de re`gles a` chaque envoi d’un paquet vers un nœud prive´. Ceci a multiplie´ le nombre d’e´tats a`
explorer. Par conse´quent, notre mode`le peut uniquement renforcer la se´curite´ sur des re´seaux
de petites tailles. Par exemple, Il peut renforcer la se´curite´ des re´seaux compose´s de 3 nœuds
fortement connecte´s (100% de connectivite´) en 50 s avec un taux d’utilisation de me´moire
voisin de 0.5GB. Par ailleurs, le mode`le peut traiter des re´seaux a` 5 nœuds mais avec un
taux de connectivite´ mois e´leve´ (uniquement 60%).
Au maximum, notre mode`le peut traiter des re´seaux a` 15 nœuds avec un taux de connec-
tivite´ de 10% en 500 s et en consommant 2.5GB de me´moire. Ces valeurs sont relativement
e´leve´es par rapport a` la taille des re´seaux traite´s. Ceci montre que le proble`me d’explo-
sion combinatoire limite la capacite´ de l’approche a` ge´rer des grands re´seaux avec un taux
de connectivite´ relativement e´leve´. Dans la section suivante, nous pre´sentons une nouvelle
abstraction de notre approche faisant face a` ce proble`me majeur.
4.6 Comment atte´nuer le proble`me d’explosion combinatoire
L’e´tude de performance, de´crite dans la section pre´ce´dente, montre que notre approche
se heurte au proble`me d’explosion combinatoire. Pour contourner ce proble`me, nous avons
adopte´ les meˆmes abstractions pre´vues pour le mode`le de ve´rification qualitatif base´ sur
l’e´volution des nœuds pre´sente´ dans le chapitre 3. Par exemple, les valeurs correspondantes
aux diffe´rents parame`tres du mode`le (i.g. le nombre de nœuds clients, le nombre de protocoles
et le nombre de ports) ont e´te´ limite´s. La liste statique comportant tous les types de paquets
non redondants a e´te´ garde´e. Une structure de donne´es contenant les informations de parcours
lie´es a` chaque paquet, a e´te´ de meˆme utilise´e. Nous avons, e´galement, mis en œuvre un
automate permettant de de´finir la topologie d’un re´seau d’une fac¸on statique pour e´viter de
traiter en concurrence plusieurs exemplaires d’un meˆme re´seau.
Cependant, toutes ces mesures et ces abstractions ne sont plus suffisantes pour notre
mode`le de renforcement. En effet, le choix de re`gles a` chaque re´ception d’un paquet par un
nœud prive´, fait multiplier le nombre d’e´tats a` explorer. Par conse´quent, nous avons propose´
une autre mode`le base´ sur l’e´volution des paquets.
Contrairement a` la premie`re spe´cification, ce mode`le abstrait l’e´volution des nœuds en se
focalisant sur l’e´volution de l’e´tat des paquets d’un nœud a` un autre.
Dans cette nouvelle abstraction, nous spe´cifions un re´seau avec un seul automate repre´-












Figure 4.11 Automate ”Re´seau” pour le mode`le de renforcement
Cet automate joue le roˆle d’un controˆleur permettant, ainsi, de renforcer la politique de
se´curite´ envisage´e sur le re´seau. La proce´dure configure network() permet de spe´cifier la
topologie du re´seau dont nous voulons renforcer la se´curite´ et ge´ne`re une liste exhaustive
contenant tous les types de paquets non redondants. Cette proce´dure permet e´galement de
spe´cifier les listes de controˆle d’acce`s des pare-feux publics.
La prochaine destination du paquet est choisie ale´atoirement en utilisant l’option de se´lec-
tion. Le controˆleur choisit la re`gle a` appliquer au paquet au niveau du re´seau prive´ de fac¸on
a` satisfaire la politique de se´curite´ ge´ne´rale du re´seau. Ensuite, la proce´dure update packet()
est appele´e pour mettre a` jour le statut du paquet. Si la destination choisie est publique alors
le statut du paquet sera mis a` jour en fonction de la de´cision des re`gles du pare-feu respon-
sable. Si, par contre, la destination choisie est prive´e alors le statut du paquet en question
sera mis a` jour en fonction de la de´cision prise par le controˆleur accept ou deny .
La Figure 4.12 et la Figure 4.13 montrent la performance du deuxie`me mode`le, respecti-
vement, en termes du temps de ve´rification et utilisation de la me´moire.
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Figure 4.12 Temps de ve´rification pour le mode`le de renforcement re´duit.
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Figure 4.13 Taux d’utilisation de la me´moire pour le mode`le de renforcement re´duit.
Ces deux figures montrent que notre nouveau mode`le base´ sur l’e´volution des paquets peut
traiter des re´seaux compose´ de 100 nœuds fortement connecte´s (i.e. taux de connectivite´ a`
100%) en seulement 100 s avec un taux d’utilisation de me´moire d’environ de 300MB.
De plus, notre mode`le peut e´galement traiter des re´seaux de 150 nœuds fortement connec-
te´s (i.e. taux de connectivite´ a` 100%), en 700 s en consommant environ 0.7GB de me´moire.
Notre nouvelle approche peut aussi renforcer la se´curite´ des re´seaux de 200 nœuds avec
un taux de connectivite´ assez e´leve´ (80%). Elle peut aller jusqu’aux 300 nœuds mais avec un
taux de connectivite´ tre`s faible.
En comparaison avec le premier mode`le, nous constatons une nette diminution dans le taux
de consommation de me´moire, ainsi que dans le temps de calcul ne´cessaire a` la ve´rification
des re´seaux de petites tailles. En effet, nous remarquons que notre mode`le permet de traiter
des re´seaux compose´s de 30 nœuds fortement connecte´s dans un de´lai assez re´duit (quelques
secondes) avec un taux d’utilisation de me´moire tre`s faible.
L’abstraction de la communication entre les diffe´rents automates via les canaux de syn-
chronisation en re´duisant le nombre d’ automates dans le mode`le en un seul automate, a
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permis de diminuer le nombre d’entrelacements de manie`re significative au cours du proces-
sus de ve´rification. De ce fait, l’espace d’e´tats a e´te´ e´norme´ment re´duit et le proble`me de
l’explosion combinatoire a e´te´ grandement atte´nue´.
4.7 Conclusion
Dans ce chapitre, nous proposons un mode`le abstrait de´crivant un re´seau compose´ d’un
ensemble de nœuds controˆle´s par des pare-feux. Ce mode`le permet de ge´ne´rer une confi-
guration optimale des pare-feux prive´s satisfaisant la politique de se´curite´ envisage´e. Notre
solution formelle s’appuie sur la technique de synthe`se de controˆleur.
Dans la premie`re partie de ce chapitre, nous avons pre´sente´ notre mode`le de renforcement.
Ensuite, nous avons discute´ la me´thodologie d’extraction des re`gles en expliquant comment
peut-on utiliser le mode`le afin de de´terminer les re`gles ne´cessaires et suffisantes a` une confi-
guration optimale du re´seau.
Afin de discuter les limites de notre approche, nous avons e´labore´ une e´tude expe´rimentale
de performance. Cette e´tude a montre´ que notre approche se heurte au proble`me d’explosion
combinatoire en permettant uniquement de renforcer la se´curite´ des re´seaux de petites tailles.
Pour reme´dier a` ce proble`me majeur, nous avons propose´ une nouvelle abstraction base´e
sur l’e´volution des paquets. L’e´tude expe´rimentale de la performance de la nouvelle abstrac-
tion montre que cette dernie`re est beaucoup plus re´sistante au proble`me d’explosion combi-
natoire. En effet, elle permet de renforcer la se´curite´ sur des re´seaux compose´s de 200 nœuds
fortement connecte´s avec un temps de calcul et un taux de me´moire consomme´e raisonnables.
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CONCLUSION ET RECOMMANDATIONS
Dans le pre´sent me´moire, nous nous sommes inte´resse´s a` l’utilisation des me´thodes for-
melles comme cadre solide d’aide a` la configuration et a` la validation des re´seaux informa-
tiques. Un re´seau informatique est un ensemble d’e´quipements relie´s entre eux pour offrir des
services tre`s diversifie´s tels que la communication entre les diffe´rents utilisateurs du re´seau
et le partage des ressources.
L’un des de´fis majeurs des re´seaux informatiques est d’assurer la se´curite´ des donne´es.
Plusieurs dispositifs, tels que les IDS et les pare-feux, ont e´te´ mis en œuvre pour controˆler
les e´changes d’information et de´tecter les intrusions ou menaces susceptibles d’entraver la
se´curite´ des donne´es.
Parmi les me´canismes de se´curite´ les plus largement de´ploye´s, ce me´moire s’est inte´resse´
aux pare-feux et plus pre´cise´ment a` la conception d’approches formelles d’aide a` la configu-
ration de pare-feux. Dans cette perspective, trois approches formelles sont propose´es :
La premie`re approche permet d’analyser le comportement qualitatif d’un re´seau. Elle
s’appuie sur la technique de model checking de l’outil UPPAAL, pour ve´rifier formellement
la consistance d’un re´seau a` pare-feux de bout en bout (end-to-end security behavior) vis-
a`-vis d’un objectif de se´curite´ du re´seau. Elle permet aussi de de´tecter les incohe´rences de
configuration des pare-feux distribue´s, notamment, l’incohe´rence de croisement de chemins.
Pour atte´nuer le proble`me d’explosion combinatoire inhe´rent au model checking, nous avons
propose´ deux mode`les spe´cifiant le comportement d’un re´seau. Afin de valider l’impact de
ces abstractions sur les performances du processus de ve´rification, nous avons e´labore´ une
e´tude expe´rimentale qui montre en fonction de la taille et de la topologie du re´seau, le temps
et l’espace me´moire ne´cessaires a` la ve´rification des proprie´te´s. Les re´sultats expe´rimentaux
montrent un gain significatif en temps et en utilisation me´moire. En effet, la deuxie`me abs-
traction permettent de ve´rifier des re´seaux de plus grandes tailles que la premie`re. Elle permet
de ve´rifier des re´seaux de 300 nœuds fortement connecte´e et voire des re´seaux de 1800 nœuds
avec un faible taux de connectivite´. Cette contribution a e´te´ accepte´e pour pre´sentation a` la
19ie´me e´dition de ”IEEE Symposium On Computers and Communications” qui aura lieu du
23 au 26 juin 2014 a` Madeira, Portugal (voir Moussa et al., 2014).
La deuxie`me approche vise a` e´tudier le comportement quantitatif d’un re´seau (e´valuation
quantitative des performances du re´seau). Elle est base´e sur le model checking statistique et
est imple´mente´e en utilisant l’outil SMC UPPAAL. Nous avons propose´ un mode`le formel qui
permet d’inte´grer des parame`tres de QoS (i.e. le de´lai d’acheminement des paquets de bout
en bout, de´lai d’attente et le taux de perte). Par exemple, nous avons exprime´ des proprie´te´s
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qui ve´rifient la permissivite´ et la restrictivite´ des re´seaux et calculent le taux de perte de
paquets dans un re´seau.
La troisie`me approche permet d’automatiser la configuration des pare-feux en renforc¸ant
des politiques de se´curite´ sur le re´seau. Elle s’appuie sur la technique de synthe`se de controˆ-
leur imple´mente´e dans l’outil UPPAAL-TIGA. Elle consiste a` repre´senter un re´seau par un
ensemble d’automates de jeu ou` le choix de re`gles de pare-feux, a` appliquer aux paquets
en transit, peut eˆtre force´ de manie`re a` satisfaire un objectif de se´curite´ global du re´seau.
UPPAAL-TIGA permet de synthe´tiser les strate´gies suˆres permettant de renforcer la poli-
tique de se´curite´ du re´seau. Afin de faire face au proble`me d’explosion combinatoire, nous
avons e´galement propose´ deux abstractions et e´tudie´ leurs impacts sur les performances en
temps et en espace me´moire. Cette e´tude a montre´ que ce proble`me a e´te´ grandement at-
te´nue´ avec la deuxie`me abstraction qui permet de ve´rifier des re´seaux compose´s de jusqu’a`
200 nœuds fortement connecte´s avec un temps de calcul et un taux d’utilisation de me´moire
raisonnables.
Comme perspective, nous proposons d’ame´liorer les mode`les propose´s en prenant en consi-
de´ration des fonctions de routage permettant de guider l’acheminement des paquets dans le
re´seau. Une telle mesure permet d’automatiser la mise en œuvre des strate´gies de renforce-
ment qui sont ge´ne´re´es lors de l’application de la troisie`me approche. Un autre aspect, qu’il
serait inte´ressant de conside´rer, est la combinaison de nos approches avec celles qui traitent la
consistance des re`gles intra-pare-feux. Nous proposons e´galement d’appliquer nos approches
sur des e´tudes de cas re´els afin de ressortir l’aspect pratique de notre travail.
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