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The surface of a higher order topological insulator (HOTI) comprises a two-dimensional topolog-
ical insulator (TI) with broken inversion symmetry, whose mass is determined by the microscopic
details of the surface such as surface potentials and termination. It hosts a helical mode pinned to
selected hinges where the surface gap changes its sign. We study the effect of perturbations that
break time-reversal and particle-conservation on this helical mode, such as a Zeeman field and a
proximate superconductor. We find that in contrast to the helical modes of inversion symmetric
TIs, which are gapped by these couplings, the helical modes at the hinges can remain gapless and
spatially split. When this happens, the Zeeman field splits the helical mode into a chiral mode
surrounding the magnetized region; and a superconductor results in a helical Majorana mode sur-
rounding the superconducting region. The combination of the two might lead to the gapping of one
of the chiral Majorana modes, and leave a single one-dimensional chiral Majorana around the su-
perconducting island. We propose that the different topological states can be measured in electrical
transport.
Introduction.— Three dimensional time-reversal in-
variant higher-order topological insulators (HOTIs) have
been predicted to host protected helical modes in their
one dimensional hinges [1–12]. Promising candidates are
Bismuth [4] and strained SnTe [3, 13]. Together with
crystalline [13, 14], and weak topological insulators, HO-
TIs rely on crystalline symmetries of the bulk to pro-
tect their surface modes. In fact, HOTIs may be viewed
as topological crystalline insulators in which the surface
breaks the symmetry that protects the surface modes
[6, 7]. This leads to a (possibly small) mass gap mak-
ing the surface low-energy resemble a two-dimensional
topological insulator (TI) without inversion symmetry,
akin to a thin-film three-dimensional TI [15–18]. A sin-
gle helical mode can be localized at a hinge connecting
faces with a surface gap of opposite sign. In intrinsic
HOTIs, this domain wall is required to exist by the bulk
symmetry through global constraints on the mass func-
tion [3, 6, 9]. However, at a local level, the protection of
the helical mode relies only on time-reversal and charge
conservation symmetries. Therefore, the hinge mode will
not back-scatter in the presence of (for example) a sharp
turn.
In this work, we study the fate of the hinge modes
when subjected to perturbations that break time-reversal
or charge conservation through exposure to an external
magnetic field and proximity to a superconductor. We
find that while helical modes on the edges of inversion
symmetric two-dimensional TIs are gapped by these per-
turbations [19, 20, 25–28], it is generically not true for
helical modes in HOTIs. Instead, we find it is possible
that the helical mode remains gapless but spatially split.
The origin of this extended map of possibilities is two-
fold: First, the surface gap reflects the local breaking of
a bulk symmetry, which can be small and controlled by
surface perturbations and (or) orientations. The hinges
of the material realize a natural domain wall in the mass
FIG. 1. (a) A Zeeman field splits the hinge state into two spin-
momentum locked chiral modes, forming a quantum anoma-
lous Hall (QAH) region. For a strong enough field, two chiral
modes from different hinges overlap extending the QAH over
the entire region in between hinges. (b) Proposed Majorana
interferometer, as an extension to Refs. [19, 20]. A mag-
netic flux Φ0 is enclosed by a helical Majorana mode. The
interference will be evident by an electron current from the
superconductor to the ground, that ensures charge conserva-
tion. (c) When one chiral mode is gapped, the flux is encircled
by a single chiral Majorana mode. It realizes the junction pro-
posed in Refs.[21–24] where the conductance is quantized to
e2/2h.
function which may vary smoothly over a length scale
larger than the lattice constant. Second, the surface of
a HOTI is strongly spin split by Rashba spin-orbit cou-
pling, which implies a momentum mismatch between the
low-energy Dirac valleys. Such mismatch makes the Zee-
man field act mostly within each valley, crucial to guar-
antee the helical mode is split rather than gapped.
The helical fermionic mode can be split into two chiral
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2fermions by a Zeeman field: The area confined by these
modes becomes an effective surface-based Chern insula-
tor with the spin of the two chiral modes oppositely po-
larized; Alternatively, by a combination of Zeeman and
superconductivity it can be split into four chiral Majo-
rana modes: The area confined between them forms a
surface-based helical or chiral topological superconduc-
tor, the latter by letting two of the chiral Majoranas gap
each other, see Fig.1. These different scenarios can be
distinguished by charge transport. We extend the previ-
ously proposed Majorana interferometer on the surface a
three dimensional TI [19, 20] to the surface of HOTIs.
Model.— The surface model we consider originates
from the topology of a three dimensional bulk: If the
crystalline symmetry is preserved at the surface, the sur-
face gap vanishes and it realizes the anomalous Dirac
theory of a TCI with two surface Dirac cones (valleys)
[29–33]. Generally, these valleys will be separated in
momentum. The two valleys are gapped by a time-
reversal invariant mass, which can be interpreted as an
applied magnetic field with an opposite sign at each val-
ley [3, 6, 7]. Typically other surface and bulk states are
at higher energies, thus the surface is well described by a
continuum Dirac Hamiltonian. This is the case we con-
sider. WithH =Ψ†HΨ and Ψ=((c↑+, c↑−), (c↓+, c↓−))T
the fermionic operators carrying a spin index σz = ↑, ↓
and a valley index ρz = +,−, the Hamiltonian is given
by
H = vk · σρ0 + Bv · σρz. (1)
Here, k = (kx, ky, 0) and σ = (σx, σy, σz) represent the
surface momenta and the vector of spin matrices. The
two valleys have the same helicity and velocity v, but feel
an opposite effective field Bv = (vk
0
x, vk
0
y,m). Here k
0 is
the momentum separation with magnitude k0 between
the valleys and m the surface gap. H is symmetric under
time reversal T which interchanges the valleys, taking
the form T = iσyρxK , with K complex conjugation.
As for Weyl semimetals [34], the momentum separation
of the two valleys makes ρz an (approximate) constant
of motion, preserved by perturbations that vary slowly
on the scale of 1/k0. Inversion acts on Eq.(1) as P =
σzρz, thus the low-energy Hamiltonian explicitly breaks
it, except when k0 = 0. In this case Eq.(1) describes the
low-energy theory of an inversion symmetric TI close to
a phase transition [35–39] in a basis that mixes spin and
valley subspaces [40].
Hinge modes.— Eq.(1) allows for a single helical state
localized at one-dimensional domain walls where m(y)
changes sign. In a HOTI, this is expected to happen
where the surface changes orientation, its hinges. Here,
we analyze a single hinge located at y = 0 where m(0)=0
and m(+∞) > 0. With an eye to adding new mass
terms to the Dirac Hamiltonian, we consider a gener-
alized ansatz for the hinge mode wavefunctions [41],
ψ(y, kx) = PΩ(y)χ(kx)/N, Pχ(kx) = χ(kx), (2)
which satisfies the Schro¨dinger equation Hψ(y, kx) =
E(kx)ψ(y, kx). Here, N is a normalization constant, P a
projector that selects the eigenvectors of Ω(y) that decay
exponentially at |y| → ∞, and χ(kx) is an eigenstate of
the projected hinge Hamiltonian He=PHP . Substitut-
ing ky → −i∂y in Eq.(1), we find that Ω(y) satisfies
(−iΓ∂y + 1vM(y) + eA)Ω(y)=0, [Ω(y), He]=0, (3)
where we have collected the terms of the Hamiltonian
projected out by P into gapping terms, M(y) which
respect {M(y),Γ} = 0, and additional terms A satis-
fying [A,Γ] = 0. The former include the surface gap
m(y), as well as the Zeeman and superconducting terms
to be introduced below. Akin to an inplane magnetic
field on the surface of a 3D TI [42], terms collected
in A can be absorbed by a gauge transformation, pro-
vided they are simultaneously diagonalizable with M(y)
and ΓHe. This is the case for eA = k
0
yσyρz, the valley
momentum-separation perpendicular to the edge. In our
convention, P is fixed to select the positive eigenvalues
of iΓM(∞). Here, Γ = σy and M(y) =m(y)σzρz imply
that P = (1 + σxρz)/2 and He(kx) = v(kx+k
0
xρz)σxP ,
which includes only those terms that commute with the
projector. The effective Hamiltonian He(kx) admits two
nonzero eigenstates χs labelled by their chirality s=±1,
with energies Es(kx)=svkx+vk
0
x. They take the explicit
form χ− = ((0,−1), (0, 1))T , and χ+ = ((1, 0), (1, 0))T .
The edge orientation determines the spin quantization
axis, and the projector correlates the eigenvalues of the
valley and spin degrees of freedom of each mode. From
Eq.(3) Ω(y) is easily obtained,
Ω(y)=exp{−iΓ(eAy + 1v
∫ y
0
M(y′)dy′)}. (4)
If we consider m(y) = m tanh(y/y0), with m a positive
constant, and y0 determining the sharpness of the do-
main wall. Then the hinge modes acquire the simple
form ψs(y)=Ωs(y)χs with
Ωs(y) = exp{sik0yy}(sech y/y0)
my0
v . (5)
In the neighboring hinge, the sign of m is reversed, and
the projector P¯ =(1−σxρz)/2 ensures that the eigenval-
ues of ρz and σx are opposite to one another. The modes
at this hinge are ψ¯s(y) = Ω−s(y)(ρxχs).
Zeeman field.— We now consider applying an exter-
nal Zeeman field in the z-direction, either by a magnetic
field or by proximity to a ferromagnet. In the surface of
a HOTI the 2k0 distance between the Dirac cones implies
that a slowly varying Zeeman field will act diagonally in
the valley subspace, H + B · σ. The only Zeeman term
that can gap the hinge mode is Bzσz, perpendicular to
the surface. It commutes with the surface mass m(y),
3hence changing the magnitude of the effective mass of
each valley.
To find how the Zeeman field affects the hinge mode,
we apply the ansatz in Eqs.(2) to (4) with an effective
mass M(y) = m(y)σzρz + B
z(y)σz. Provided that far
away from the hinge m(y) remains non-zero but the mag-
netic gap vanishes. It is m(y) that defines the projec-
tor, and P remains unchanged. Rewriting iΓM(y) =
[σxρzm(y) + σxB
z(y)], we see that one valley feels a
local increase in the surface gap, while the other a de-
crease. Consequently, the point where the two chiral
modes are located is no longer the same, and become
separated in y: they are localized at the two y values
for which m(y) =±Bz(y). Assuming symmetry around
y = 0, we denote these values y = ±yZ , where the sign
is determined by σx. With the effective Hamiltonian un-
changed, the chirality is also determined by σx. Hence,
the chirality is locked to the y position, as expected for a
Chern insulator, see Fig.1(a). Interestingly, the spins of
the two counter-propagating chiral modes are polarized
in opposite directions. The modified shape of the wave-
functions can be calculated if the Zeeman mass function
is expressed by Bz(y) =Bzsech 2y/y′0, confined in a re-
gion around the hinge,
ΩZs (y) = Ωs(y) exp{sBz
y′0
v
arctan tanh
y
y′0
}, (6)
with Ωs(y) defined in Eq.(5). This shift will be notice-
able provided y0 is large enough. The vectors χs are not
changed by Bz.
Now we comment on Zeeman terms that scatter be-
tween Dirac cones and may gap the counter-propagating
modes, such as terms proportional to σzρx or σzρy.
These are expected to be weak since they involve scatter-
ing to states at an energy of the order of vk0, which we
assume larger than the Zeeman gap and the surface gap.
At the hinge these terms can gap the helical mode. How-
ever, this effect is suppressed by the spatial separation
between the two chiral modes. The inplane fields Bxσx
and Byσy result in a joint shift in the location of the two
valleys, but does not gap the hinge modes. This is partic-
ularly relevant when an external magnetic field induces
the Zeeman field on the hinge. When two surfaces meet
at an angle, an in-plane field is unavoidable.
Let us consider a Zeeman mass that extends over a re-
gion with two hinge modes, localized at y=±yh. Here,
two different situations may occur. For a weak field, the
helical modes of the two hinges will each split, and the
chiral states will be localized at y=±yh±yZ . As the Zee-
man mass gets stronger and yZ approaches yh, two of the
modes will get close to one another. With different val-
ues of ρzσx, associated with the two hinges and the rigid
locking of the spin σx to the velocity in the x-direction,
the spins of these counter-propagating modes will be anti-
parallel and have the same velocity. Once the two modes
have spatial overlap, the Zeeman field directed at the z-
direction will couple the oppositely polarized spins and
gap the two modes. The entire region between the hinges
becomes a quantum Hall anomalous state, bounded by
two chiral modes, each originating from a different hinge.
Superconductivity.— We now consider an additional
coupling of the region around one hinge to a supercon-
ductor, such that by proximity it induces pairing at the
surface. We find that both a helical and a chiral topologi-
cal superconducting phases are possible, the latter under
proximity with a single-band s-wave superconductor.
Superconductivity is introduced at the mean field level
by adding a particle-hole subspace τz. Following the con-
vention of Ref. [25], we write the Bogoliubov-de Gennes
(BdG) HamiltonianH =Φ†H¯Φ/2 with Φ†=(Ψ†,ΨTUT )
and UT = iσyρx. This Hamiltonian has built-in particle-
hole symmetry C = iτyUTK that anti-commutes with
H¯. In the Supplementary Information (SI) [40] we ex-
plicitly derive from coupling the surface Hamiltonian to
a superconductor the possible induced pairing terms and
their relative magnitudes. There are two singlet super-
conducting terms which emerge with comparable mag-
nitudes: ∆0 which pairs across valleys, and ∆ pairing
within a valley. For a single-band s-wave superconduc-
tor, we find ∆0≥∆, with the limiting condition ∆ = ∆0
satisfied when Cooper-pairs tunnel into both valleys in-
discernibly [40].
We now write the BdG Hamiltonian with both super-
conductivity and the valley-preserving Zeeman field,
H¯ = vk · στz + Bv · σρzτz + B · σ + (∆0 + ∆ρx)τx. (7)
Pairing is taken to affect a single hinge, assuming that
the neighboring ones are far away [43]. We now ask under
which circumstances the helical mode is split to form ei-
ther helical or chiral Majorana modes, rather than being
gapped. A necessary condition for a single gapless one-
dimensional Majorana mode (helical or chiral) to exist
is that there is a set of real and spatially uniform pa-
rameters Bv where the BdG Hamiltonian admits a zero
eigenvalue at k = 0. Clearly, this is the case when the
mass, Zeeman field and superconductivity all vanish. We
look, however, for other combinations. Noting that at
k = 0, ∆ρxτx commutes with all terms in the Hamilto-
nian, we are left to diagonalize the remaining terms. We
find that the needed combination is
∆2 = B2 +B2v + ∆
2
0 ± 2
√
(B · Bv)2 + (∆0B)2, (8)
and ∆, ∆0 and B are controlled externally. Let us focus
on some simplifying cases. With time-reversal symmetry
B=0, it follows that only when ∆2 > ∆20 there might be
real solutions for Bv. If k0 does not change in the region
around the hinge, a real-valued solution for m requires
∆2 > ∆20 + v
2k20. When this condition holds, the helical
fermion is split into two helical Majorana modes, rather
4than being gapped. This does not happen when the su-
perconductor is a single band s-wave superconductor, see
SI. Splitting the helical mode in a time-reversal symmet-
ric fashion requires the contacted superconductor to have
additional structure in its order parameter, in agreement
with Ref.[44].
With a nonzero Zeeman field, the situation is differ-
ent. If the edge modes are not gapped, we can have ei-
ther two or four solutions at different values of the mass,
corresponding to a possible split of the helical fermionic
mode into either two or four chiral Majorana states at
different positions. Eq.(8) can be satisfied in different
regimes. When the fields are collinear B · Bv = BBv,
Eq.8 implies that ∆2 > (∆0 ± B)2. The threshold for
∆ is reduced linearly with B and becomes more accessi-
ble. If it happens that k0 is significantly reduced around
the hinge, for example when global constraints impose a
domain wall in this term, then a Zeeman field of smaller
magnitude than the induced gap can push the system
through a topological phase transition into a chiral p+ ip
superconductor, with split hinge modes. If, on the other
hand, we consider the field perpendicular to the surface,
B · Bv = Bzm. Here it follows that a real-valued mass
function m implies that ∆2>(∆0 ±Bz)2 + v2k20.
Analogously to what we did in the previous section,
we derive the spatial profile of the wavefunctions with an
out-of-plane field, Bz, but also under the proximity of a
superconductor that induces both ∆ and ∆0 in compara-
ble magnitudes. To apply the ansatz in Eq.(2), we require
a hierarchy of energy scales: At y → ±∞ the largest en-
ergy scale is determined by Bv, and thus Bv determines
the projector P , and it remains unchanged from the un-
perturbed hinge mode. Both a magnetic field Bz(y) and
superconductivity with ∆(y) and ∆0(y) are added in a
region around the hinge. At the hinge there are two
oppositely propagating chiral fermionic modes (four chi-
ral Majorana modes) located at yh. The projected BdG
Hamiltonian preserves only terms which commute with
P . All other terms are exponentially suppressed by the
distance between hinges. The effective BdG Hamiltonian
reduces to H¯e = [vkxσxτz + vk
0
xσxρzτz + ∆0τx]P , which
has a gapped spectrum E(kx) = ±
√
v2(kx ± k0x)2 + ∆20.
However, there is another possibility: the four chiral Ma-
jorana modes can be spatially separated from one an-
other, in which case the matrix elements induced by k0x
and ∆0 become exponentially suppressed. Interestingly,
here ∆ plays the role Bz played previously. Under the
conditions discussed above we can solve for the bound
states of Eq.(7), assuming k0x = ∆0 = 0, and then in-
clude them perturbatively. All other terms mσzρzτz,
Bzσz and ∆ρxτx commute with each other, and the wave-
functions can be directly calculated with Eq.(2) taking
iΓM(y) = [σxρzm(y) + σxτzB
z(y) + σyρxτy∆(y)]. With
this, we find it convenient to label the four eigenstates of
the hinge BdG Hamiltonian χsl, where s is the eigenvalue
of the chirality operator σxτzχsl=sχsl, and l=±1 is an
additional quantum number σyρxτyχsl= lχsl, which dis-
tinguishes the Majorana modes. The effective mass term
has four distinct zeros ysl = yh+syZ + ly∆, which cor-
respond to spatial location of the four chiral Majorana
modes. The states χsl are explicitly given in terms of
χs by χsl=(χs,−slχ−s)T . An explicit form of Ω(y) can
be found in the limit where ∆(y) = ∆sech 2y/y′0, and is
given by
Ωsl(y)=Ωs(y) exp{(sBz+l∆)y
′
0
v
arctan tanh
y
y′0
}. (9)
We now look at the matrix elements of the momentum
shift k0x and gap ∆0 in the Hamiltonian H¯e. First, k
0
x
couples solutions of the same chirality but opposite l,
〈χsl|σxρzτz|χs′l′〉 ∝ δss′δl,−l′ . Here δ is the Kronecker
delta. This term will shift the energy of the Majorana
modes but not gap them. On the other hand, ∆0 intro-
duces a gap in the spectrum within one hinge, since the
matrix elements 〈χs,l|τx|χs′l′〉∝ δs′,−sδl′,−l couple oppo-
site chiralities and l, independently of its strength.
The Zeeman field Bz and paring ∆ act as tuning knobs
that determine the location of χsl. There are four distinct
and interesting scenarios. First, all χsl are at the same
y. The edge spectrum is fully gapped, with the fermionic
modes separated in momentum by 2k0. Second, all four
χsl are separated from one another. The Hamiltonian re-
duces to H¯eχsl = svkxχsl reflecting four topologically ro-
bust chiral Majorana modes. We can also consider bring-
ing two modes close together and let them interact. If
these states have the same chirality but different l, then
they will remain gapless but shifted in momentum. If
the states have opposite s and l, they are gapped by ∆0:
Two spatially separated chiral Majorana modes are left,
surrounding a surface-based p+ip topological supercon-
ductor. Lastly, in the case of time-reversal symmetry,
Bz = 0, the two helical Majorana modes of fixed l are
separated from each other surrounding a surface-based
helical topological superconductor.
Transport.— The split Majorana helical modes can
be probed by a generalization of the chiral-Majorana-
fermion interferometer proposed by Fu and Kane [19],
and by Akhmerov, Nilsson and Beenakker [20]. In that
interferometer the surface of a strong TI is gapped by
ferromagnets of opposite magnetization, separated by a
superconducting island. In our set-up, shown in Fig.1 (b)
we have two copies of this interferrometer, of two differ-
ent chiralities. When a voltage is applied between two
points on the hinge mode on two sides of a grounded su-
perconductor, current will flow in one of these chiralities.
The Majorana modes form a closed loop surrounding the
superconducting region, where we can pierce a magnetic
flux quanta Φ0 = h/2e. In analogy to Refs.[19, 20], the
Majorana modes acquire a phase, which will turn an in-
cident electron into a hole. In this case, the electron
current is converted into a hole current, and, by charge
conservation, creates an electric current of twice the in-
5cident current into the superconductor; When, alterna-
tively, two of the four chiral modes are gapped, the mag-
netic flux is enclosed by a single chiral Majorana mode,
and a vortex traps a single localized Majorana zero mode.
This device is analogous to the QAH-(p+ ip)-QAH jun-
tion proposed by Zhang et.al. in Refs. [21–24]. In the
absence of back-scattering, this device has a quantized
conductance of e2/2h, reflecting the fact that a chiral Ma-
jorana mode for each incident electron is fully reflected.
Conclusion.— We studied the conditions under
which hinge modes of higher-order TIs shift away from
the hinge, in contrast with the expected gapping. When
coupled to a Zeeman field the hinge mode can split into
two one-dimensional modes of opposite chirality, while an
additional superconductor may further split it into four
chiral Majorana one-dimensional modes. Our observa-
tions open the way for a generalization of the Majorana
interferometer, in which the basic properties of the neu-
tral Majorana modes find their way to charge transport.
Furthermore, our results highlight the possible manipu-
lation of hinge modes based on their coupling to ferro-
magnets and superconductors.
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7SUPPLEMENTARY INFORMATION FOR
”SPLITTING THE HINGE MODE OF HIGHER-ORDER TOPOLOGICAL INSULATORS”
This supplementary information is organized as follows: In Sec.A, we complete the discussion of the main text with
a tight-binding Hamiltonian where our results can be simulated numerically. The model we present corresponds to
a two-dimensional lattice model of an inversion-breaking topological insulator. We study the phase diagram of the
lattice model under two uniform perturbations: A Zeeman field and superconductivity, by varying the effective valley
field Bv. We explicitly add terms that gap the hinge spectrum and show that due to the splitting, the gap introduced
by these terms becomes exponentially suppressed. In Sec.B we study the splitting of the edge mode at a domain wall
by artificially including an inhomogeneous mass function that varies smoothly over a few lattice sites. We contrast it
with the gapping of the same edge state when the mass function has a sharp discontinuity, as it can be seen on the
opposite side of the sample. Around the smooth edge region, we add an island of a ferromagnet and a superconductor
to observe the split into either chiral fermion or helical Majorana modes. In Sec.C, we study the origin of the different
superconducting pairing terms considered in the main text under the proximity to an s-wave superconductor. We
find that for a single-band superconductor in the case where pairing does not distinguish between the two valleys,
the intra-valley and inter-valley pairing magnitudes satisfy ∆ = ∆0. We show that the condition ∆ > ∆0 can only
be satisfied by proximity to a superconductor with additional structure to its order parameter, we show an example
for a two-band s-wave superconductor that generates only ∆. In Sec.D we comment on the relevance of our result to
known HOTI materials, Bismuth and strained SnTe.
A. Lattice model of an homogeneous inversion breaking topological insulator
In the main text, we studied the effect of a proximate Zeeman field and superconducting pairing on the surface of a
three-dimensional higher-order topological insulator for a continuum Dirac Hamiltonian. Now, we construct a lattice
model with compatible low-energy physics by performing the substitution vk → ε sin k, where ε has units of energy,
and m→ (m− 2t+ t cos kx + t cos ky) for −t the hopping energy. We consider in all numerical calculations ε = t = 1.
The lattice model is given by
H =
∑
k
Ψ†kH(k)Ψk,
H(k) = ε (sin kxσx + sin kyσy) + v (k
x
0σxρz + k
y
0σyρz) + (m− 2t+ t cos kx + t cos ky)σzρz, (10)
acting on the basis vector Ψk = ((ck↑+, ck↑−), (ck↓+, ck↓−))T . Time-reversal symmetry acts as T = iσyρxK and has
an effective valley symmetry ρz, which here can be interpreted as an orbital degree of freedom. The terms vk
x
0 and
vky0 correspond to staggered spin-orbit coupling terms that act locally within an orbital. At each ρz sector, this
model can be seen as the tight-binding model for a Chern insulator. It is important to note that up to first neighbor
coupling, Eq.(10) is very general. Additional terms which do not commute with ρz can be added without qualitatively
changing our discussion: Upon a basis transformation, the valley can be again diagonalized such that the model above
is recovered with different parameters. We choose this basis since it renders our results very intuitive. However, the
reader might find useful to apply the unitary transformation
U˜ =
1
2
exp{ipiσzρy/4}(ρ+ + σzρ−), (11)
to transform the above model into a basis where time-reversal symmetry acts as T = iσyK . In this case, the valley
is given by the eigenstates of σzρx. Note that in this basis, the linearized Hamiltonian, expanded close to k ≈ 0,
becomes
U˜H(k ≈ 0)U˜†=vk · σρz +vk0 × σρy +mρx. (12)
Then, inversion P = ρx is recovered when k0 = 0, which enforces the two valleys to be degenerate and centered at a
time-reversal invariant point.
Let us now gain additional insight into this model by transforming it into real space. On a square lattice, the
Hamiltonian (10) is translated into
H =
∑
ij
Ψ†iHijΨj ,
8FIG. 2. Phase diagram for homogeneous systems with an applied constant magnetic field (Bz = 0.5, Bz0 = 0.1) (a,b); And
superconductivity (∆ = 0.5, ∆0 = 0.1) (c,d). Panels (b) and (d) show a representative band structure of each phase, calculated
with a ribbon geometry of 60 sites along y with ky0 = 0, m = (−1, 0, 1), and kx0 = k0 = 0.5 for (b) and kx0 = k0 = 0.2
for (d). (a,b) Zeeman field: The phase diagram has three distinct regions, delimited by a solid yellow line that indicates a
topological phase transition. Only the region 2 is topological: a quantum anomalous Hall state with chiral fermion modes at
its edges. The phase labelled by 3 is protected by the separation of the two valleys in momentum space. At higher energies
∼ vk0 the two chiral branches cross and will be gapped by Bz0 . This phase is protected by the approximate ρz symmetry.
(c,d) Superconductivity: Up to a certain k0 threshold, the phase diagram admits three distinct phases for varying m: trivial;
time-reversal invariant topological superconductor with helical Majorana modes; and a topological superconductor protected by
ρzτz which is broken by the pairing ∆0, resulting in gapped helical Majorana modes shifted in momentum. Their possible split
into spatially separated helical Majoranas, robust to time-reversal invariant perturbations, can be confirmed by the existence of
the topological regions adjacent to this phase. When k0 is large, this is no longer possible. The dashed line indicates a gapped
transition. The topological region (2) shrinks with increasing ∆0, disappearing exactly when ∆ = ∆0.
Hij =[(m− 2t)σzρz + v (kx0σxρz + ky0σyρz)]δRi,Rj +
1
2
∑
Ra
[tσzρz + iε(Ri − Rj) · σ] δRi−Rj ,Ra , (13)
where the fermionic creation operators Ψi = ((ci↑+, ci↑−), (ci↓+, ci↓−))T act on the lattice site i located at Ri, and Ra
correspond to the nearest neighbour vectors R1 = xˆ, R2 = −xˆ, R3 = yˆ and R4 = −yˆ. The valley ρz reflects a local
atomic orbital, which is not invariant under time-reversal. For example, it can represent |±〉 = |px±ipy〉 states, or any
pair of orbitals with nonvanishing angular momentum that get interchanged under T . The momentum separation
of the two orbitals, vk0, corresponds to an on-site potential, a spin-orbit coupling term with origin in crystal fields.
These terms are forbidden by inversion symmetry, but for a non-centrosymmetric system they are generally present.
Focusing on a single orbital/valley, these terms behave as an applied in-plane Zeeman field. Together with the mass,
we can say that each orbital is subjected to the effective field Bv = (vk
x
0 , vk
y
0 ,m− 2t).
Zeeman field
In the main text, we have considered the effect of a Zeeman field that acts diagonally in valley space, Bz. We have
shown that such term changes the position of the hinge mode, but does not lead to its gapping. In the numerical
calculations we now show, we consider in addition the effect of a Zeeman field that couples the valleys, Bz0 . With
inversion-breaking spin-orbit coupling, the effect of this term in the two-dimensional bulk can be neglected since the
two bands are separated by an energy gap, and cannot be coupled through elastic scattering. However, the helical
modes at the hinge/edge may be gapped by such term at crossings of where the two orbitals meet, which happens at
energies ∼ vk0. We study the competition between the two in the lattice model, by adding to Eq.(13) the local terms
HZ = B
zσz +B
z
0ρxσz. (14)
The resulting Hamiltonian with uniform parameters will allow for a Chern insulating phase, provided the gap of one
ρz sectors is inverted. Fixing B
z = 0.5, Bz0 = 0.1 and k
0
y = 0 we show in Fig.2 a phase diagram in function of m
and kx0 . We show the magnitude of the gap at half filling. It is clear that there is a topological phase delimited by
a parabolic region: In the absence of a Zeeman field, this region corresponds to a 2DTI phase with helical modes.
Adding a nonvanishing Bz shifts this parabola in an opposite fashion for each valley, thus creating two anomalous
9FIG. 3. Numerical calculation for an inhomogeneous ribbon, where the y-dependent model parameters are shown in (a): On
the left side the mass m(y) changes smoothly, while on the right side the mass changes abruptly (back line). Either a Zeeman
field Bz(y) or superconductivity pairing ∆(y) is added in the region around the smooth edge (red line, only ∆(y) is shown to
avoid cluttering). The gray dashed lines show the sum and difference of the mass and the dominant perturbation, which have
zeros at y1 and y2. These are the locations we expect the split modes to be. They delimit the QAH or the 2D topological
superconducting regions. We additionally include a sub-leading perturbation, either Bz0 or ∆0 with a constant amplitude and
equal to 0.1 across the entire ribbon. This is meant to compare its effect on the split modes on the smooth edge, with the
spatially coexisting modes on the sharp edge. (b) We show the y-resolved spectral weight A(y, ω, kx) for the ribbon geometry
with non-homogeneous parameters. Zeeman field (top row): The helical fermion on the left edge is split into two chiral modes
at y1 and y2. The gapping introduced by B
z
0 is exponentially suppressed, and the region between chiral modes comprises a
quantum anomalous Hall state. On the right edge, y3, the helical mode is gapped by B
z
0 at the crossing located at kx = 0 and
ω = 0.5. Superconductivity (bottom row): The helical fermion mode is split into two helical Majorana modes at y1 and y2,
unperturbed by the gapping term ∆0. At the right edge, ∆0 gaps the Majorana modes split in momentum.
quantum Hall way with opposite Chern number adjacent to the 2DTI phase. Note that the helical modes in this
2DTI phase (region 3) are not protected, and are coupled by the Bz0 term. The Chern insulating phases (region 2)
has chiral modes. It is a topological phase when ρz is an exact symmetry of the system. We present in panel (b) the
band structure of representative systems in the three different phases for a ribbon geometry.
Superconductivity
We now repeat the analysis above, this time including the two singlet superconducting terms considered in the
main text, but with a vanishing Zeeman field. ∆, which couples within an orbital; and ∆0 which couples the two
orbitals. To the real space Hamiltonian Eq.(13), we add the mean field pairing terms,
H∆ = ∆0(c
†
i↑+c
†
i↓− + c
†
i↑−c
†
i↓+) + ∆(c
†
i↑+c
†
i↓+ + c
†
i↑−c
†
i↓−) + h.c.. (15)
In the Nambu basis Φ† = (Ψ†,ΨTUT ) these pairing terms assume the simple form presented in the main text,
H∆ = ∆ρxτx + ∆0ρ0τx, (16)
where the Pauli matrices τi act in particle-hole subspace.
At this stage, we have not determined the origin of these coupling terms, and their amplitudes are simply set by hand.
We have argued in the main text the hinge mode will split provided ∆ > ∆0. In the numerical calculations, we consider
∆0 = 0.1 and ∆ = 0.5. We show in Fig.2(c) the phase diagram in function of both m and k
x
0 , while assuming k
y
0 = 0.
We find three distinct regions: A trivial region; a two-dimensional time-reversal symmetric topological insulator with
helical Majorana modes; and a region with two helical fermions, gapped by ∆0 and thus not topologically robust.
The dashed line indicates a gapped transition, where the gap vanishes when ∆0 = 0. In this limit ρzτz is an exact
symmetry of the Hamiltonian which would protect a topological phase bounded by the dashed line. The topological
regions (2) monotonically shrink with an increasing ∆0, disappearing for ∆ = ∆0.
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B. Numerical simulation of a inhomogeneous mass profile
The surface of a HOTI differs from a stand-alone two-dimensional topological insulator in the sense that a mass
domain wall emerges naturally. The surface gap depends crucially on details such as termination, orientation and
surface modifications to the electrochemical potential. There is a high degree of variation in these parameters, and
the hinge represents the location where it changes sign. Importantly, the length scale on which changes in surface
parameters happen are not necessarily bound to the lattice constant, in the same way they are in a bulk stand-alone
system. In contrast, in a two-dimensional bulk system, the bulk mass is an intrinsic parameter that we expect to
abruptly change at the edge.
In this section, we artificially include a slowly varying mass function over the two-dimensional tight-binding model
and compare it directly with a sharp edge. This is shown in Fig.3. In panel (a) we plot the mass profile m(y) in
black, smoothly varying on the left and sharply changing at the right edges, as well as the region where the main
perturbation, either Bz(y) or ∆(y) is added to the ribbon. The gray curves represent m(y)±Bz(y) or m(y)±∆(y),
which are the effective mass at each one of the two valleys sees. In the entire sample, we include a small amount of
either Bz0 or ∆0, the perturbation that couple the two valleys. The region between comprises either an anomalous
quantum Hall insulator or a 2D topological superconductor with helical modes. In panel (b) we show the y− and
kx−resolved density of states at the zeros of the effective mass. We find the helical edge mode, which is gapped in
the sharp edge, is either split into two chiral modes, localized at the lattice sites where m(y) = ±Bz(y) (top); or is
split into two helical Majorana modes (bottom).
In our numerical calculations, we have considered a ribbon of 120 sites along the y-direction and periodic boundaries
along x. The spectral weight is calculated following Ref.[45],
A(y, ω, kx) = − 1
pi
Im
∑
m
|ψm(kx, y)|2
ω − Em + iη , (17)
where ψkx,νm (y) is the m-th eigenstate of the ribbon Hamiltonian with energy Em, and η a small broadening taken to
be η = 0.01.
C. Proximity effect to an s-wave superconductor
In this section, we derive the magnitude of the superconducting terms by considering that the two dimensional,
unperturbed, Hamiltonian Eq.(13) is put in contact with a superconductor described by the Hamiltonian
Hsc =
∑
i
[∆sc]µµ′d
†
iµd
†
iµ′ + h.c., (18)
with µ a combined spin and orbital index of the fermionic modes in the superconductor. For the sake of simplic-
ity, we consider that the superconductor has only pairing energy but no kinetic energy. The Cooper pairs at the
superconductor can tunnel to the surface or two-dimensional topological insulator with a hopping amplitude of
Hcoup =
∑
µρ
λµρd
†
iµciρ, (19)
where ρ is the combined spin and orbital index of the fermionic modes in H . We consider both the coupling λ
and the pairing ∆sc to be strictly local, and thus their spatial indices can be omitted. The combined Hamiltonian
Hfull = H +Hsc +Hcoup can be written as a Bogoliubov-de Gennes (BdG) Hamiltonian, Hfull = Φ˜†H¯fullΦ˜, by
defining the Nambu basis vector Φ˜†i = (c
†
i , c
T
i UT , d
†
i , d
T
i U
sc
T ). Then, we can write
H¯full =
(
H¯ λ¯
λ¯T ∆¯sc
)
, H¯ =
(
H 0
0 −H
)
, ∆¯sc =
(
0 ∆sc
∆†sc 0
)
, λ¯ =
(
λ 0
0 −λ
)
. (20)
as in the main text, the bar indicates the BdG form. In this basis, the s-wave superconductor ∆ is simply a constant
multiplying the identity matrix in spin space. We find the proximity-induced superconductivity by integrating out
the superconductor’s degrees of freedom. For this, we consider the Schur’s complement
H¯eff = H¯ − λ¯T (∆¯−1)λ¯ = Hτz + ∆indτx (21)
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acting in the reduced surface space Φ†i = (c
†
i , c
T
i UT ). Because of the simplified form we have chosen for the super-
conductor and coupling (only pairing), the induced term is purely a pairing term, proportional to τx. Note that τy is
forbidden by chiral symmetry. The induced pairing is explicitly given by
∆ind = −λT∆−1sc λ. (22)
Now we look at the simplest case when ∆sc is a single band s-wave superconductor, and ∆sc ∝ σ0 proportional to
the identity matrix. A direct consequence of this is that ∆ind ∝ λTλ is necessarily a positive semi-definite matrix.
Following Ref.[44], a positive semi-definite ∆ind does not allow for a topologically nontrivial phase. Therefore the
condition imposed on the induced superconducting order parameter on the two-dimensional model will not overlap
with the splitting condition derived in the main text. Let us derive the induced pairing in this case. We assume that
the Cooper pairs can tunnel into both valleys/orbitals with an amplitude a and b, in a time-reversal invariant way.
Then
λT =
(
b 0 a 0
0 a 0 b
)
, (23)
which results in
∆ind =
1
∆0
(
a2 + b2
2
ρ0 + abρx +
a2 − b2
2
σzρz). (24)
It follows directly that the amplitude of the induced order parameter ∆0τx is always larger than the other two.
This implies in particular that ∆ > ∆0 is not possible. When a = b the two terms generated of equal amplitude
correspond to ∆ and ∆0. The third term implies spin and valley dependent coupling, and corresponds to a spin-triplet,
time-reversal invariant, order parameter. If we include it in the low energy theory,
H¯ = vk · στz + Bv · σρzτz + B · σ + (∆0 + ∆ρx + ∆tσzρz)τx. (25)
If the proximate superconductor has for example, it has two bands (pockets) related by time-reversal symmetry,
it is possible to satisfy the relation ∆ > ∆0. Let us consider that superconductivity pairs two pockets by forming
singlet states. Then we have,
∆sc ∝ µxσ0, λ ∝ 1, ⇒ ∆ind = ∆ρx. (26)
Here µz is a pocket index, and we considered the simplest coupling between the superconductor to the HOTI surface
λ (a 4× 4 identity matrix). ∆ρxτx is in this case the only induced order parameter, and ∆ > ∆0 is satisfied.
Let us finally comment on the application of the previous logic to the surface of a HOTI, rather than a stand-alone
two-dimensional system. The effective two-dimensional surface Hamiltonian can be found by a projection of the
three-dimensional bulk Hamiltonian, by a projector P , which we do not need to specify. The surface Hamiltonian is
given by PHP , and the surface states are both eigenstates of H and P . Applying the same procedure to the induced
pairing terms, we can generally write
H¯eff = PHPτz − P∆indP. (27)
Using the fact that a projector P must satisfy P = PT , it follows that P∆indP ∝ PTλT∆−1sc λPτx ∝ (λP )T (λP )τx,
which is also positive semi-definite, and thus it is subjected to no-go theorem of Ref.[44].
D. APPLICATION TO KNOWN MATERIALS
The effective field at each Bv is a result of surface details, particularly how the bulk crystalline symmetry is broken
at the surface. Let us comment on two important cases: When a HOTI is protected by inversion such as Bismuth [4],
Bv has a domain wall in all its components. The surface magnitude Bv is related to the Rashba energy, which can
be very large for heavy materials. When close to the hinge, not only m(y) but also vk0(y) becomes small, eventually
changing sign. Bv can reach magnitudes comparable to both the induced superconducting and Zeeman energies
(∼ 1meV with an applied field ∼ 1T for Bismuth[46]). Ultimately, splitting or gapping of the hinge modes depends
on a balance between these parameters and their spatial inhomogeneity. Note that the hinge states in Bismuth also
coexist with other surface states and the low-energy Hamiltonian is not optimal.
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Now we comment on SnTe, another HOTI candidate. Here the surface gap can be controlled by the amount of
strain that breaks the mirror symmetry [3]. The gap varies reaching as much as 60meV for 5% strain along the (110)
direction. In SnTe, on the other hand vk0 is very large and fairly independent of strain. While vk0 poses a strict
barrier to a split into one-dimensional Majorana modes and a topological superconductor is unlikely, SnTe is a very
good candidate to realize a surface-based anomalous quantum Hall insulator. With a very large g-factor ∼ 50 [47],
SnTe can invert the gap of one surface valley by combining a small amount of strain < 1% creating a gap ∼ 10meV
with a applied magnetic field of reasonable magnitude ∼ 10T.
