ABSTRACT. We study Maxwell's equations on a 4-manifold N with a medium that is nondissipative and has a linear and pointwise response. In this setting, the medium can be represented by a suitable 2 2 -tensor on the 4-manifold N . Moreover, in each cotangent space on N , the medium defines a Fresnel surface. Essentially, the Fresnel surface is a tensorial analogue of the dispersion equation that describes the response of the medium for signals in the geometric optics limit. For example, in isotropic medium the Fresnel surface is at each point a Lorentz light cone. In a recent paper, I. Lindell, A. Favaro and L. Bergamin introduced a condition that constrains the polarisation for plane waves. In this paper we show (under suitable assumptions) that a slight strengthening of this condition gives a pointwise characterisation of all medium tensors for which the Fresnel surface is the union of two distinct Lorentz null cones. This is for example the behaviour of uniaxial medium like calcite. Moreover, using the representation formulas from Lindell et al. we obtain a closed form representation formula that pointwise parameterises all medium tensors for which the Fresnel surface is the union of two distinct Lorentz null cones. Both the characterisation and the representation formula are tensorial and do not depend on local coordinates.
INTRODUCTION
We will study the pre-metric Maxwell's equations, where Maxwell's equations are written on a 4-manifold N and the electromagnetic medium is described by a suitable antisymmetric 2 2 -tensor κ on N that pointwise is determined by 36 real parameters. In each cotangent space on N , the electromagnetic medium determines a fourth order polynomial surface called the Fresnel surface that can be seen as a tensorial analogue of the dispersion equation. The Fresnel surface describes the response of the medium to signals in the geometric optics limit [OFR00, Rub02, HO03, PSW09, RRS11] . In this work we will assume that the medium is skewon-free. Then there are only 21 free parameters and such medium models non-dissipative medium. For example, under suitable assumptions the skewon-free assumption will imply that Poynting's theorem holds [HO03, Dah10] . On an orientable manifold one can show that invertible skewon-free 2 2 -tensors are in one-to-one correspondence with area metric. By an area metric, we here mean a 0 4 -tensor on N that defines a symmetric non-degenerate inner product for bivectors. Area metrics appear when studying the propagation of a photon in a vacuum with a first order correction from quantum electrodynamics [DH80, SWW10] . The Einstein field equations have also been generalised into equations where the unknown field is an area metric [PSW07] . For further examples, see [PSW09, SWW10] .
We know that in isotropic medium like vacuum, the Fresnel surface is a Lorentz null cone at each point in N . That is, Lorentz geometry describes the propagation of light in isotropic medium. Conversely, it was conjectured in 1999 by Y. Obukhov and F. Hehl [OH99, OFR00] that isotropic medium is the only (non-dissipative and axion-free) medium where the Fresnel surface is a Lorentz null cone. This was partially proven already in 1 [OFR00] . However, the full conjecture was only established in [FB11] by A. Favaro and L. Bergamin. For an alternative proof, see [Dah11a] and for further discussions and related results, see [OR02, HO03, LH04, Iti05] and Section 3.2 below.
Since the Fresnel surface is a 4th order polynomial surface, the Fresnel surface can also decompose into the union of two distinct Lorentz null cones. For example, this is the case in uniaxial medium like calcite (CaCO 3 ) [BW99, Section 15.3 ]. In such medium, the propagation properties of the medium does not only depend on direction, but also on the polarisation of the wave. In uniaxial medium, there are two eigenpolarisations and one null cone for each polarisation. In consequence, there is one Fermat's principle for each polarisation [PSW09] . This is the the source for the physical phenomenon of double refraction.
We know that uniaxial medium is an example of medium with two distinct null cones. A natural next task is to understand the structure of all medium tensors with this property. This is the main result in [Dah11b] , which gives the complete local description of all non-dissipative medium tensors for which the Fresnel surface is a double light cone (up to suitable assumptions). The importance of this result is that it shows that are three and only three medium classes with this behaviour. Moreover, the theorem gives explicit coordinate expressions for each medium class. The first medium class is a slight generalisation of uniaxial medium. The second class seems to be a new class of mediums. The last class seems to be unphysical; heuristic arguments and preliminary numerical tests suggest that Maxwell's equations are not hyperbolic in that class [Dah11b] . In the below, this result is summarised in Theorem 3.5.
The main contribution of this paper is Theorem 5.1. Under suitable assumptions, this theorem gives a tensorial characterisation (condition (ii) in Theorem 5.1) of all non-dissipative medium tensors for which the Fresnel surface is two distinct light cones. In a suitable limit, the condition also reduces to the closure condition κ 2 = −λ Id for a λ > 0 that characterises medium with a single light cone [HO03] . Moreover, in Theorem 5.1 we give a tensorial representation formula (equation (64) ) that parameterises all non-dissipative medium tensors with two distinct light cones. Both the characterisation and representation formula are pointwise results.
The background and motivation for Theorem 5.1 comes from a recent paper by I. Lindell, A. Favaro and L. Bergamin [LBF12] . In Section 4 we will briefly summarise some of the results from [LBF12] . In this paper, the authors introduces a second order polynomial condition on the medium tensor (equation (54) in the below). Equation (54) is derived from a constraint on polarisation of plane waves, and in [LBF12] it is shown that whenever condition (54) is satisfied (plus some additional assumptions), the Fresnel surface always factorises into two second order surfaces. In Section 4.3 we will further motivate that equation (54) is in fact a general factorisability condition for the Fresnel surface. At first this might seem unexpected since equation (54) was initially derived from a constraint on polarisation, yet it is able to constrain the behaviour of signal speed. However, the explanation is that for electromagnetic waves, polarisation and signal speed are not independent properties but tied together. In Theorem 5.1, condition (ii) is a slight strengthening of equation (54). Also, representation formula (64) in Theorem 5.1 is adapted from [LBF12] and constitute a subclass of generalised Q-medium introduced by I. Lindell and H. Wallén in [LW02] . A further technical discussion on Theorem 5.1 is given in the end of Section 5.
Some of the computations in the paper rely on computer algebra. For further information about the Mathematica notebooks for these computations, please see the author's homepage.
PRELIMINARIES
By a manifold N we mean a second countable topological Hausdorff space that is locally homeomorphic to R n with C ∞ -smooth transition maps. All objects are assumed to be smooth where defined. Let T N and T * N be the tangent and cotangent bundles, respectively. For k ≥ 1, let Ω k (N ) be antisymmetric tensor fields with k lower indices (that is, k-forms). Similarly, let Ω k (N ) be antisymmetric tensor fields with k upper indices. Moreover, let Ω 2 2 (N ) = Ω 2 (N ) ⊗ Ω 2 (N ). Let also C ∞ (N ) be the set of scalar functions (that is, 0 0 -tensors). The Einstein summing convention is used throughout. When writing tensors in local coordinates we assume that the components satisfy the same symmetries as the tensor.
Twisted tensors.
If N is not orientable we will also need twisted tensors [HO03, Section A.2.6]. We will denoted these by a tilde over the tensor space. For example, by Ω 2 (N ) we denote the space of twisted 2-forms. If G ∈ Ω 2 (N ) then in each coordinate chart (U, x i ), G is determined by a usual 2-form G| U ∈ Ω 2 (U ) and on overlapping charts (U, x i ) and ( U , x i ), forms G| U and G| U satisfy the transformation rule
where sgn : R → R is the sign function, sgn x = x/|x| for x = 0 and sgn x = 0 for x = 0. If locally
then equation (1) implies that components G ij and G ij transform as
When the chart is clear from context, we will simply write G = 1 2 G ij dx i ∧ dx j . Similarly, if κ ∈ Ω 2 2 (N ) then in each chart κ is represented by a κ| U ∈ Ω 2 2 (U ) and locally
for suitable components κ ij rs . Moreover, if κ ij rs and κ ij rs are components for κ in overlapping charts (U, x i ) and ( U , x i ) then we obtain the transformation rule
Compositions involving twisted tensors are computed in the natural way by composing local tensors. For example, if κ, η ∈ Ω 2 2 (N ) their composition defines an element κ • η ∈ Ω 2 2 (N ) and if κ, η and κ • η are written as in equation (4) 
A twisted p q -tensor density of weight w ∈ Z on N is defined in the same way, but with an additional sgn det ∂ x i ∂x j factor in the transformation rule as in equations (3) and (5).
The Levi-Civita permutation symbols are denoted by ε ijkl and ε ijkl . Even if these coincide as combinatorial functions so that ε ijkl = ε ijkl , they are also different as they globally define different objects on a manifold. Namely, if ε ijkl , ε ijkl and ε ijkl , ε ijkl are defined on overlapping coordinate charts (U, x i ) and ( U , x i ), respectively, then
That is, ε ijkl defines a 0 4 -tensor density of weight −1 on N and ε ijkl defines a 4 0 -tensor density of weight 1. For future reference, let us note that 
where d is the exterior derivative, F ∈ Ω 2 (N ), G ∈ Ω 2 (N ), J ∈ Ω 3 (N ) and κ ∈ Ω 2 2 (N ). Here, F, G, are called the electromagnetic field variables, J describes the electromagnetic sources, tensor κ models the electromagnetic medium and equation (12) is known as the constitutive equation. In local coordinates, equations (10)-(12) reduce to the usual Maxwell's equations. For a systematic treatment, see [Rub02, HO03] . 
Thus equation (12) models electromagnetic medium with a linear and pointwise response.
Suppose κ ∈ Ω 2 2 (N ) and suppose (U, x i ) is a chart. Then the local representation of κ in equation (4) defines a pointwise linear map Ω 2 (U ) → Ω 2 (U ). In U we can therefore represent κ by a smoothly varying 6 × 6 matrix. To do this, let O be the ordered set of index pairs {01, 02, 03, 23, 31, 12}, and if J ∈ O, let dx J = dx J 1 ∧ dx J 2 , where J 1 and J 2 are the individual indices for J. Say, if J = 31 then dx J = dx 3 ∧ dx 1 . Then a basis for Ω 2 (U ) is given by {dx J : J ∈ O}, that is,
This choice of basis follows [HO03, Section A.1.10]. By equation (4) it follows that
where
. Let b be the natural bijection b : O → {1, . . . , 6}. Then we identify coefficients {κ J I : I, J ∈ O} for κ with the smoothly varying 6 × 6 matrix P = (
Suppose P = (κ J I ) IJ and P = ( κ J I ) IJ are smoothly varying 6 × 6 matrices that represent tensor κ in overlapping charts (U, x i ) and ( U , x i ). Then equation (5) is equivalent with
and ∂ x J ∂x I is defined similarly by exchanging x and x. For matrices T = ( (5) is further equivalent with the matrix equation
In a chart (U, x i ), we define trace κ : U → R and det κ : U → R as the trace and determinant of the pointwise linear map Ω 2 (U ) → Ω 2 (U ). When P is as above it follows that trace κ = trace P and det κ = det P . When these definitions are extended into each chart on N equation (17) shows that trace κ ∈ C ∞ (N ) and det κ ∈ C ∞ (N ). Moreover, if κ is written as in equation (4), then
At a point p ∈ N we say that κ is invertible if (det κ)| p = 0. If Id is the identity tensor Id ∈ Ω 2 2 (N ), then writing Id as in equation (4) gives Id 
and pointwise, dim Z = 20, dim W = 15 and dim U = 1.
If we write a
3) κ ∈ U , then we say that (1) κ is the principal part, (2) κ is the skewon part, (3) κ is the axion part of κ [HO03] . For a proof of Proposition 2.1 as stated above, see [Dah11a] , and for further discussions, see [Rub02, HO03, Fav12] .
In Ω 2 2 (N ) there is a canonical isomorphism Ω 2 2 (N ) → Ω 2 2 (N ) known as the Poincaré isomorphism [Gre78, Fav12] . Let us first give a local definition. If κ ∈ Ω 2 2 (N ) on a 4-manifold N , we define κ as the element κ ∈ Ω 2 2 (N ) defined as
when κ and κ are written as in equation (4). Equations (7)- (8) imply that this assignment defines an element κ ∈ Ω 2 2 (N ). For κ ∈ Ω 2 2 (N ) we define κ in the same way and we also have a canonical isomorphism Ω 2 2 (N ) → Ω 2 2 (N ). The next proposition collects results for κ. In particular, part (i) states that κ can be interpreted as a formal adjoint of κ with respect to the wedge product for 2-forms. In consequence, the Poincaré isomorphism is closely related to the decomposition in Proposition 2.1. For example, κ ∈ Ω 2 2 (N ) has only a principal part if and only if κ = κ and trace κ = 0. For a further discussion, see [Fav12] . Proposition 2.2. Suppose N is a 4-manifold and κ ∈ Ω 2 2 (N ). 
for all u, v ∈ Ω 2 (N ), and the claim follows since the right hand side vanishes.
If ρ is a twisted scalar tensor density of weight 1 on a 4-manifold N and A, B ∈ Ω 2 (N ) then we define ρ A ⊗ B as the twisted tensor in Ω 2 2 (N ) defined as follows. If locally
when ρ A ⊗ B is written as in equation (4). That ρ A ⊗ B transforms as an element in Ω 2 2 (N ) follows by equation (7). Similarly when ρ is an untwisted scalar density we define ρ A ⊗ B ∈ Ω 2 2 (N ) by equation (21). For both twisted and untwisted ρ we have identities
In Section 4.2 and in the proof of Theorem 5.1 we will need the following lemma.
where ρ is a scalar tensor density of weight 1, A, B ∈ Ω 2 (N ) and f ∈ C ∞ (N ). Then
If κ is written as in equation (4) and A, B are written as above, then equation (26) states that
Proof. By restricting the analysis to p and introducing notation A I = A I 1 I 2 and B I = B I 1 I 2 , we obtain
Setting I = J and summing implies that I∈O ρA I B I = 0. Multiplying each equation in (27) by A I B J and ε IJ and summing I, J yields two scalar equations. Eliminating f from these equations gives
and the claim follows.
2.5. The Fresnel surface. Let κ ∈ Ω 2 2 (N ) on a 4-manifold N . If κ is locally given by equation (4) in coordinates {x i }, let
If { x i } are overlapping coordinates, then equations (5), (7) and (8) imply that components G ijkl 0 satisfy the transformation rule
Thus components G ijkl 0 define a twisted 4 0 -tensor density G 0 on N of weight 1. The Tamm-Rubilar tensor density [HO03, Rub02] is the symmetric part of G 0 and we denote this twisted tensor density by G . In coordinates,
, where parenthesis indicate that indices ijkl are symmetrised with scaling 1/4!.
The Fresnel surface at a point p ∈ N is defined as
By equation (29), the definition of F p (κ) does not depend on local coordinates. Let F (κ) = p∈N F p (κ) be the disjoint union of all Fresnel surfaces. The Fresnel surface F (κ) is a fundamental object when studying wave propagation in Maxwell's equations. Essentially, equation (30) is a tensorial analogue to the dispersion equation that describes wave propagation in the geometric optics limit. Thus F (κ) constrains possible wave speed(s) as a function of direction. In general the Fresnel surface F p (κ) is a fourth order polynomial surface in T * p (N ), so it can have multiple sheets and singular points [OH04] .
There are various ways to derive the Fresnel surface; by studying a propagating weak singularity [OFR00, Rub02, HO03], using a geometric optics [Iti09, Dah11a] , or as the characteristic polynomial of the full Maxwell's equations [SWW10] . The tensorial description of the Fresnel surface is due to Y. Obukhov, T. Fukui and G. Rubilar [OFR00] .
RESULTS FOR SKEWON-FREE MEDIUM
In this section we collect a number of results for twisted skewon-free tensors that we will need in the proof of Theorem 5.1.
The normal form theorem by Schuller et al.
The normal form theorem for skewonfree medium by F. Schuller, C. Witte and M. Wohlfarth [SWW10] shows that there exists 23 simple matrices such that any skewon-free medium can pointwise be transformed into one of these normal forms by a coordinate transformation plus, possibly, a conjugation by a Hodge operator. Next we formulate a slightly simplified version of this result that is sufficiently general for the proof of Theorem 5.1. Let us note that the original theorem in [SWW10] is formulated for area metrics. However, under mild assumptions these are essentially in one-to-one correspondence with skewon-free tensors in Ω 2 2 (N ). The below presentation is based on the reformulation in [Dah11c] .
. By linear algebra, it follows that around each p ∈ N there are coordinates such that at p, components (L j i ) ij is a matrix in Jordan normal form. Since there are only finitely many ways an n × n matrix can be decomposed into Jordan blocks, it follows that there are only a finite number of normal forms for L| p . It should be emphasised that the structure of the Jordan normal form is unstable under perturbations of the matrix. Hence, the normal form is in general only valid at one point. The normal form theorem in [SWW10] is essentially an analogous result for skewon-free elements κ in Ω 2 2 (N ). The difficulty in proving such a result is easy to understand. The matrix that represents κ at a point is a 6 × 6 matrix. By a linear transformation in R 6 , we can transform this into an Jordan normal form, but such a transformation, a priori has 36 degrees of freedom. On the other hand, for a coordinate transformation on N , the Jacobian only has 16 degrees of freedom. It is therefore not obvious that coordinate transformations have enough degrees of freedom to transform κ into a normal form. See equation (17). For a further discussion, see [SWW10, Dah11c] .
The below theorem summarises the normal form theorem in [SWW10] specialised to the setting that we need here. Let us make three comments. First, the below theorem is formulated for twisted κ ∈ Ω 2 2 (N ) instead of for area metrics in [SWW10] (which are ordinary tensors) or untwisted κ ∈ Ω 2 2 (N ) in [Dah11c] . Second, the theorem contains the technical assumption that κ is invertible and the Fresnel surface has no 2-dimensional subspace. This greatly simplifies the result since it implies that there are only 7 possible normal forms and one does not need any conjugations by Hodge operators. These assumptions will also appear in Theorem 5.1. For a further discussion of these assumptions, see end of Section 5. Third, the reason the normal form theorem is useful can be seen from Proposition 2.1. Namely, in arbitrary coordinates, a skewon-free κ ∈ Ω 2 2 (N ) depends on 21 parameters. However, from Theorem 3.1 we see that each normal form depends only on 2, 4 or 6 parameters. This reduction of parameters will make the computer algebra feasible in Theorem 5.1.
The division into metaclasses in [SWW10] is based on the Jordan block structure of the matrix representation of κ at a point. Since this structure is unstable under perturbations, it can be difficult to determine the metaclass both in the numerical case and the symbolic case [LZW97] . Then there exists coordinates {x i } 3 i=0 around p such that the 6 × 6 matrix (κ J I ) IJ that represents κ| p in these coordinates is one of the below matrices:
• Metaclass II:
In each matrix the parameters satisfy α 1 , α 2 , . . . ∈ R, β 1 , β 2 , . . . ∈ R \ {0} and sgn
Proof. Let (U, x i ) be coordinates around p, and let P = (κ J I ) IJ be the 6×6-matrix that represents κ at p in these coordinates. By treating U as a manifold with coordinates {x i } 3 i=0 , equation (4) defines a tensor κ ∈ Ω 2 2 (U ). Since κ is invertible at p and F p (κ) has no 2-dimensional subspace, the Jordan normal form of P can not have a Jordan block of dimension 2, . . . , 6 that corresponds to a real eigenvalue of P . For area metrics this is established in Lemma 5.1 in [SWW10] . (Or, for a translation to elements in Ω 2 2 (U ), see the proof of Theorem 2.1 in [Dah11b] .) In the terminology of [SWW10] and [Dah11b] this implies that κ| p is of Metaclasses I, . . ., VII. Hence Theorem 3.2 in [Dah11c] (the restatement of the normal form theorem in [SWW10] ) implies that around p, manifold U has a coordinate chart ( U , x i ) such that at p, we have
where T = ( ∂x J ∂ x I ) IJ is as in equation (16) and R is one of the 6 × 6 matrices in equations (31)-(37) for some parameters α 1 , α 2 , . . . ∈ R and β 1 , β 2 , . . . > 0. Since (U, x i ) is a chart in N it follows that ( U , x i ) is also a chart in N . Multiplying equation (38) by sgn det
and comparing with equation (17) shows that sgn det
IV, VI, VII, the claim follows. On the other hand, if sgn det
= −1 and R is in Metaclasses II, III, V, it remains to prove that we can change the signs of the 1-entries in the normal forms by an orientation preserving coordinate transformation. Let { x i } 3 i=0 be coordinates determined by x i = J i j x j for a suitable 4 × 4 matrix J = (J i j ) ij . For Metaclass III a suitable Jacobian is (J i j ) ij = diag(1, −1, −1, 1), and for Metaclass II and V a suitable Jacobian is
3.2. Non-birefringent medium. By a pseudo-Riemann metric on a manifold N we mean a symmetric 0 2 -tensor g that is non-degenerate. If N is not connected we also assume that g has constant signature. By a Lorentz metric we mean a pseudo-Riemann metric on a 4-manifold with signature (−+++) or (+−−−). Let ♯ be the isomorphisms ♯ : T * N → T N , so that if locally g = g ij dx i ⊗ dx j then ♯(α i dx i ) = α i g ij ∂ ∂x j . Using the ♯-isomorphism we extend g to covectors by setting g(ξ, η) = g(ξ ♯ , η ♯ ) when ξ, η ∈ T * p (N ). For a Lorentz metric g the light cone at a point p ∈ N is defined as
and analogously to the Fresnel surface we define N (g) = p∈N N p (g).
If g is a pseudo-Riemann metric on a 4-manifold N , then the Hodge star operator of g is defined as the * g ∈ Ω 2 2 (N ) such that if locally g = g ij dx i ⊗ dx j , and * g is written as in equation (4), then
where det g = det g ij and g ij is the ijth entry of (g ij ) −1 . Then * g has only a principal part. See for example, [HO03, Fav12] . Moreover, if g is a Lorentz metric and κ = * g , we have
Equation (40) is the motivation for defining N (g) as a subset of the cotangent bundle. Thus, in non-birefringent medium, the Fresnel surface F p (κ) has only a single sheet, and there is only one signal speed in each direction. In non-birefringent medium it follows that propagation speed can not depend on polarisation. On N = R 4 , a specific example of a nonbirefringent medium is κ = ǫ µ * g , where g is the Lorentz metric g = diag(− 1 Definition 3.4. Suppose N is a 4-manifold and κ ∈ Ω 2 2 (N ). If p ∈ N we say that the Fresnel surface F p (κ) decomposes into a double light cone if there exists Lorentz metrics g + and g − defined in a neighbourhood of p such that
and
If g, h are Lorentz metrics, then N p (g) ⊂ N p (h) implies that at p we have g = Ch for some C ∈ R \ {0}. See for example [Tou65] . Thus, if κ decomposes into a double light cone, then κ is not non-birefringent.
Under some assumptions, the next theorem gives the complete pointwise description of all medium tensors with a double light cone. The theorem generalises the result in [Dah11b] to twisted tensors. 
(iii) Metaclass IV. There are coordinates {x i } 3
i=0 around p such that the matrix (κ J I ) IJ that represents κ| p in these coordinates is given by equation (34) for some α 1 , α 2 , α 3 , α 4 ∈ R and β 1 , β 2 ∈ R \ {0} with
Conversely, if κ is defined by one of the above three possibilities, then the Fresnel surface of κ decomposes into a double light cone at p.
Proof. For κ ∈ Ω 2 2 (N ) the result is proven in [Dah11b, Theorem 2.1] (up to a permutation of coordinates in Metaclass I). The generalisation to κ ∈ Ω 2 2 (N ) follows by the same argument used to prove Theorem 3.1. The converse direction can be verified by computer algebra using the explicit Lorentz metrics given in [Dah11b] .
In Theorem 3.5, uniaxial medium is given by Metaclass I when α 1 = α 2 = α 3 = 0. The main conclusion of the theorem is that there are two (and only two) additional classes of medium where the Fresnel surface decomposes (Metaclasses II and IV). In all three classes, there are explicit formulas for the Lorentz metrics that factorise the Fresnel surface. For a further discussion of these metrics, see [Dah11b] .
In Theorem 5.1 we will show that under suitable assumptions every skewon-free medium with a double light cone can be written as in equation (43). This medium class is a special class of generalised Q-medium introduced by I. Lindell and H. Wallén in [LW02] . For further discussions of this medium class, see [LW04, Fav12, LBF12] . Proposition 3.6. Suppose N is a 4-manifold, g is a Lorentz metric, ρ is a twisted scalar density of weight 1, A ∈ Ω 2 (N ) and C 1 ∈ R \ {0} and C 2 ∈ R. Moreover, suppose κ ∈ Ω 2 2 (N ) is defined as
Then κ is skewon-free the following claims hold pointwise in N : (i) κ is non-birefringent if and only if
(ii) κ has a double light cone if and only if ρ = 0, A = 0 and
Proof. We restrict the analysis to a point p ∈ N , and let {x i } 3 i=0 be coordinates around p such that the Lorentz metric has components g = ± diag (−1, 1, 1, 1) at p. For claim (i), let us note that the axion component of κ does not influence the Fresnel polynomial. See for example [HO03] . Thus κ is non-birefringent when A = 0 or ρ = 0. For the converse direction, suppose κ is non-birefringent. Then Theorem 3.3 implies that (κ − 
where g ij = (g −1 ) ij and H ij = C 1 g ij − 2ρA ia g ab A bj (see [LW02, LBF12] ). Moreover,
where E ∈ R is an expression that depends on ρ, C 1 and A. We will not need the explicit expression for E. However, by computer algebra we see that the same E also appears in det H for matrix H = (H ij ) ij . Then equation (46) yields
If κ has a double light cone, claim (i) implies that A = 0 and ρ = 0. Moreover, by Proposition 1.5 in [Dah11b] and since polynomials have a unique factorisation into irreducible factors [CLO07, Theorem 5 in Section 3.5], we have det H < 0 and equation (47) implies inequality (44) for det κ. Conversely, if the inequalities in claim (ii) are satisfied, then equation (47) shows that det H < 0, so g and H both have Lorentz signature at p. To complete the proof we need to show that there is no constant C ∈ R\{0} such that g ij = CH ij . Since A = 0 and ρ = 0, this follows by inspecting equations g ii = CH ii for i = 0, . . . , 3.
DECOMPOSABLE MEDIA
In this section we first describe the class of decomposable medium introduced in [LBF12] . In particular, in Theorem 4.3 we describe the sufficient conditions derived in [LBF12] that imply that a medium is decomposable. In Theorem 5.1 these conditions will play a key role. In Section 4.3 we will describe some results that suggest that condition (i) in Theorem 4.3 is a general factorisability condition for the Fresnel polynomial. Following [LBF12] we restrict the analysis to R 4 so that we can work with plane waves. 4.1. Plane waves in R 4 . We say that a tensor T on R 4 is constant if there are global coordinates for R 4 where components for T are constant. If we assume that many tensors are constant, we assume that they are constant with respect to the same choice of coordinates. Below we also use notation Ω k (N, C) to denote the space of k-forms on a manifold N with possibly complex coefficients. Suppose κ ∈ Ω 2 2 (R 4 ) is constant and F, G ∈ Ω 2 (R 4 ) are defined as
where Φ is a function Φ : R 4 → R such that dΦ is constant and non-zero, X, Y ∈ Ω 2 (R 4 , C) are constant and not both zero. If F and G solve the sourceless Maxwell's equations we say that F and G is a plane wave. (ii) dΦ ∈ F (κ) and there exists a constant α ∈ Ω 1 (R 4 , C) such that dΦ ∧ α = 0, dΦ ∧ κ(dΦ ∧ α) = 0 and
Proof. Let ξ = dΦ. If F and G is a plane wave then ξ = 0 implies that
The first equation in equation (51) implies that there exists a constant 1-form α ∈ Ω 1 (R 4 , C) such that X = ξ ∧ α. It is clear that α and ξ ∧ α are both non-zero, since otherwise X = Y = 0. Combining the latter two equations in equation (51) Before the proof, let us note that by Lemma 2.3, the right hand side in equation (54) is non-zero if and only if A, B and ρ are all non-zero.
Proof. (Following [LBF12] .) Suppose condition (54) holds for some α, β, γ, ρ, A, B. Moreover, suppose F, G is an arbitrary plane wave for κ as in equation (48). To prove the claim we need to show that condition (53) holds. Proposition 4.1 implies that Y = κ(X) and
Let {x i } 3 i=0 be coordinates for R 4 where all the aforementioned tensors are constant. Then
Here, the first equality follows by condition (54) and (55), and the latter equality follows by a computation in coordinates. Since A and B are real, it follows that F (A) = 0 or F (B) = 0.
In Theorem 5.1 we will see that all the medium tensors in Theorem 3.5 are decomposable.
In particular, uniaxial medium is decomposable. The next proposition shows that isotropic medium determined by a Hodge star operator is never decomposable.
where C 1 ∈ R \ {0}, C 2 ∈ R and g is a constant indefinite pseudo-Riemann metric on R 4 . Then κ is not decomposable.
Proof. Let us first assume that g is a Lorentz metric and let {x i } 3 i=0 be coordinates such that g = k diag(−1, 1, 1, 1) for some k ∈ {−1, 1}. At 0 ∈ R 4 , it follows that
For a contradiction, suppose κ is decomposable. By Proposition 4.1 there exists a non-zero and constant A, B ∈ Ω 2 (R 4 ) such that
Let G is the subset G ⊂ F 0 (κ) \ {0} for which each coordinate belongs to {0, 1, √ 2, √ 3}. That is, one can think of G as a discretisation of F 0 (κ) in one quadrant of T * 0 (R 4 ). In total there are 19 such points, and for each ξ ∈ G, we can find two linearly independent α ∈ T * 0 (R 4 ) such conditions (57) holds, cf. [Dah11a] . Insisting that equation (56) holds for all such ξ and α gives 19 × 2 = 38 second order polynomial equations for variables in A and B. Computing a Gröbner basis for these equations and solving implies that either A = 0 or B = 0. See [CLO07] . Hence κ is not decomposable. When g has signature (− − ++) the claim follows by repeating the above argument. In [LBF12] , I. Lindell, L. Bergamin and A. Favaro showed that if κ is algebraically decomposable (plus some additional assumptions), then the Fresnel polynomial of κ always factorises into the product of two quadratic forms. In this section we summarise this result in Theorem 4.6. Moreover, we will see that for algebraically decomposable medium, the Fresnel polynomial seems to factorise even when the additional assumptions in Theorem 4.6 are not satisfied. These results suggest (but do not prove) that the definition of algebraically decomposable medium might be a sufficient condition for the Fresnel polynomial to factorise.
Let us first note that the class of algebraically decomposable media contains a number medium classes as special cases. If κ is purely skewon, then κ + κ = 0 and κ is algebraically decomposable. Also, if κ satisfies the mixed closure condition κ • κ = λ Id [LBF12, Fav12] , then κ is algebraically decomposable. If κ has no skewon part, then κ = κ and the definition of algebraically decomposable medium simplifies. Thus, if κ has no skewon part and if κ is a self-dual medium (so that α Id +βκ + γκ 2 = 0) [Lin08] , then κ is algebraically decomposable. In particular, skewon-free medium that satisfies the closure condition κ 2 = λ Id [HO03] is algebraically decomposable. Equation (54) that defines algebraically decomposable medium is a nonlinear equation in κ. Suppose {x i } 3 i=0 are coordinates for R 4 , P ∈ R 6×6 is the matrix P = (κ J I ) IJ that represents κ and A, B ∈ R 6 are the column vectors A = (A I ) I and B = (B I ) I that represent bivectors A and B with components as in Section 2.4. Then equation (54) reads
where A t is the matrix transpose and E ∈ R 6×6 is the matrix E = (ε IJ ) IJ . Numerically, E = 0 I I 0 , where 0 and I are the zero and identity 3×3 matrices. When γ = 0, equation (58) is structurally similar to an algebraic Riccati equation [GLR05] .
The next theorem summarises the factorisation result from [LBF12] , but restated in the present setting.
Theorem 4.6. If κ ∈ Ω 2 2 (R 4 ) is algebraically decomposable and α, β, γ, ρ, A, B in equation (54) satisfy one of the below conditions:
Then the Fresnel polynomial of κ factorises into the product of two quadratic forms.
Let us note that equation (59) Let us outline the argument in [LBF12] used to prove Theorem 4.6. Suppose Ω 2 2 (R 4 ) is algebraically decomposable. If assumption (i) holds, then by rescaling we may assume that
for some σ ∈ Ω 2 2 (R 4 ) with only a skewon part. This gives an explicit representation formula for all κ that satisfy condition (54) with γ = 0. Computing the Fresnel polynomial for κ shows that it factorises into two quadratic forms. On the other hand, when assumption (ii) holds, then Theorem 4.7 in the below shows that equation (54) transforms into η • η = λ Id for some λ = 0 by a transformation similar to completing the square. Thus, to understand the structure of algebraically decomposable medium that satisfy assumption (ii), we only need to understand the simpler equation η • η = λ Id with λ = 0. In [LBF12] the latter equation is solved (see also [Fav12] ) using two explicit representation formulas similar to equation (60). Using these representation formulas, the Fresnel polynomial can again be computed, and in both cases it factorises into a product of quadratic forms.
The next theorem from [LBF12] describes the transformation property of equation (54) used in the proof of Theorem 4.6. The proof is a direct computation using identities (22) 
Suppose κ is algebraically decomposable such that equation (54) holds with γ = 0 and β 2 − αγ = 0. Now we can not use Theorem 4.6 do decise whether the Fresnel polynomial factorises. However, by computer algebra we can find explicit examples of medium tensors with the above properties. Preliminary computer algebra experiments using such expressions suggest that the Fresnel polynomial always seems to factorise when the above assumptions are met. However, the factorisation seems be qualitatively different. Condition β 2 − αγ = 0 seems to imply a linear factor in the Fresnel polynomial. For example, the Fresnel polynomial can factorise into the product of irreducible 1st and 3rd order polynomials. On the other hand, suppose κ is algebraically decomposable such that equation (54) holds with γ = 0, β 2 − αγ = 0 and equation (59) has no real solution for D. Now we can neither use Theorem 4.6 do decise whether the Fresnel polynomial factorises, but we may again construct explicit examples of medium tensors with the above properties. Using these expressions, preliminary computer algebra experiments suggest that the Fresnel polynomial also seems to factorise in this case. In conclusion, these initial observations together with Theorem 4.6 suggest that the definition of algebraically decomposable medium could be a sufficient condition for the Fresnel polynomial to factorise.
Lastly, let us note that algebraic Riccati equations, and more generally, quadratic matrix equations, appear in a number of fields. In view of Theorem 4.6 and equation (58), it is, however, interesting to note that quadratic matrix equations appear in the study of polynomial factorisation in one variable [BG05] . Differential Riccati equations also appear in the problem of factoring linear partial differential operators of second and third order [GS04] . 
for some µ ∈ C ∞ (N ) and λ ∈ C ∞ (N ). Moreover, A, B, ρ = 0 and λ > 0 at p. (iii) Around p there is a locally defined Lorentz metric g, a locally defined non-zero twisted scalar density ρ of weight 1, an A ∈ Ω 2 (N ) that is non-zero at p, and constants C 1 ∈ R \ {0} and C 2 ∈ R such that at p,
and κ satisfies inequality (44) at p.
As described in the introduction, the above theorem is the main result of this paper. A discussion of the theorem is postponed to the end of this section.
In the Theorem 5.1 we will use the computer algebra technique of Gröbner bases [CLO07] to eliminate variables from polynomial equations. This technique was also used in [Dah11b] . Let C[u 1 , . . . , u N ] the ring of complex coefficient polynomials C N → C in variables u 1 , . . . , u N . For polynomials r 1 , . . . , r k ∈ C[u 1 , . . . , u N ], let
be the the ideal generated by r 1 , . . . , r k . Suppose V ⊂ C N is the solution set to polynomial equations p 1 = 0, . . . , p M = 0 where p i ∈ C[u 1 , . . . , u N ]. If I is the ideal generated by p 1 , . . . , p M , the elimination ideals are the ideals defined as
Thus, if (u 1 , . . . , u N ) ∈ V then by [CLO07, Proposition 9, Section 2.5] it follows that p(u k+1 , . . . , u N ) = 0 for any p ∈ I k , and I k contain polynomial consequences of the original equations that only depend on variables u k+1 , . . . , u N . Using Gröbner basis, one can explicitly compute I k [CLO07, Theorem 2 in Section 3.1]. In the below proof this has been done with the built-in Mathematica routine 'GroebnerBasis'. The same technique of eliminating variables was also a key part of the proof of Theorem 3.5 in [Dah11b] .
Proof. Let us first prove implication (i) ⇒ (ii)
. By [Dah11b, Proposition 1.3] condition (i) implies that F p (κ) has no two dimensional subspace. By Theorem 3.5 we only need to check three medium classes.
Metaclass I.
If κ| p is in Metaclass I, then κ can be written as in equation (31) 
where subdiagonal terms are determined by antisymmetry. For these parameters, computer algebra shows that equation (63) holds. On the other hand, if α 1 = α 2 , suitable parameters are
Bivector B is defined by the same formula as for A, but by replacing √ σ with − √ σ.
Metaclass II.
If κ| p is in Metaclass II, then κ can be written as in equation (32) with conditions on the parameters given by Theorem 3.5. Suitable parameters are ρ = β 1 /2, µ = −α 1 , λ = β 2 1 and
Metaclass IV. If κ| p is of Metaclass IV, then κ can be written as in equation (34) with conditions on the parameters given by Theorem 3.5. If α 1 = α 3 , then suitable parameters are
and B is defined as in Metaclass I. On the other hand, if α 1 = α 3 , then suitable parameters are ρ = For the converse implication (ii) ⇒ (i), suppose that κ satisfies the conditions in (ii). By Theorem 3.1 we may assume that there are coordinates {x i } 3 i=0 around p such that at p, tensor κ is given by one of the matrices in equations (31)-(37) for some parameters as in Theorem 3.1. Let us consider each of the seven cases separately.
Metaclass I.
If κ| p is in Metaclass I, then there are coordinates {x i } 3 i=0 around p such that κ is given by equation (31). By scaling A and B we may assume that ρ| p = 1. Moreover, writing out equation (63) and eliminating variables in A and B using a Gröbner basis (see above) yields equations that only involve λ, µ and the parameters in κ. The rest of the argument is divided into three subcases: Case 1. If β 1 = β 2 = β 3 the Gröbner basis equations imply that λ = β 2 1 and
It follows that α 1 , α 2 , α 3 can not be all distinct, and by a coordinate change, we may assume that α 2 = α 3 . If α 1 = α 2 = α 3 , equation (68) implies that µ = −α 1 . Then equation (31) implies that κ = −β 1 * g +α 1 Id at p, where g is the Hodge star operator for the locally defined Lorentz metric g = diag(−1, 1, 1, 1). Then equation (63) implies that ρ (A ⊗ B + B ⊗ A) = 0. Since this contradicts Lemma 2.3, we have α 1 = α 2 and κ has a double light cone at p by Theorem 3.5.
Case 2. If exactly two of β 1 , β 2 , β 3 coincide, then after a coordinate change we may assume that β 1 = β 2 = β 3 . Then the Gröbner basis equations imply that either λ = β 2 1 or λ = β 2 2 . If λ = β 2 1 , the Gröbner basis equations imply that α 1 = α 2 = α 3 and β 1 = β 2 = β 3 . We may therefore assume that λ = β 2 2 . Then the Gröbner basis equations imply that µ = −α 2 = −α 3 , and κ has a double light cone at p by Theorem 3.5.
Case 3. If all β 1 , β 2 , β 3 are all distinct, then the Gröbner basis equations imply that
These equations imply that we must have λ = β 2 i and µ = −α i for some i ∈ {1, 2, 3}. If i = 1 the Gröbner basis equations imply that α 1 = α 2 = α 3 and β 1 = β 2 . This contradicts the assumption that all β i are distinct. Similarly, i = 2 and i = 3 lead to contradictions, and Case 3 is not possible.
Metaclass II.
If κ| p is in Metaclass II, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (32). Writing out equation (63) and eliminating variables as in Metaclass I gives equations that only involve variables λ, µ and the variables in κ. Solving these equations give
and κ has a double light cone at p by Theorem 3.5.
Metaclass III.
If κ| p is in Metaclass III, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (33). Eliminating variables as in Metaclass I implies that β 1 = 0. Thus κ| p can not be in Metaclass III.
Metaclass IV.
If κ| p is in Metaclass IV, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (34). We have α 4 = 0 since otherwise
Moreover, since κ is invertible at p it follows that α 2 3 = α 2 4 . Writing out equation (63), eliminating variables as in Metaclass I, and solving implies that
Metaclass V.
If κ| p is in Metaclass V, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (35). We may assume that α 3 = 0, since otherwise
. Eliminating variables as in Metaclass I, and solving implies the contradiction λ + α 2 3 = 0. Since λ > 0 it follows that κ| p can not be in Metaclass V. Metaclass VI. If κ| p is in Metaclass VI, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (36). Eliminating variables as in Metaclass I implies that
Since λ > 0, it follows that κ| p can not be in Metaclass VI.
Metaclass VII.
If κ| p is in Metaclass VII, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (37). Eliminating variables as in Metaclass I and solving implies that
Since λ > 0, it follows that κ| p can not be in Metaclass VII. This completes the proof of implication (ii) ⇒ (i).
Implication (iii) ⇒ (i) is a restatement of Proposition 3.6. To prove implication (i) ⇒ (iii)
we proceed as in implication (i) ⇒ (ii) and by Theorem 3.5 we only need to check three medium classes. Also, by Proposition 3.6 we do not need to prove inequality (44) since it follows form the other conditions in (iii) when (i) holds.
Metaclass I.
If κ| p is in Metaclass I, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (31) with conditions on the parameters given by Theorem 3.5. Suppose (65) and g is the Lorentz metric g = g ij dx i ⊗ dx j with coefficients
On the other hand, suppose α 1 = α 2 . Let Ψ be one of the two roots to the quadratic equation
where D 3 is defined as in [Dah11b, Theorem 2.1 (i)]
Since sgn β 1 = sgn β 2 , the discriminant of equation (72) is strictly positive. Thus Ψ ∈ R \ {0} and sgn Ψ = sgn β 1 . Let Ξ ∈ R be defined as
Since α 1 = α 2 we see that Ψ = 
Metaclass II. If κ| p is in Metaclass II, there are coordinates {x i } 3 i=0 around p such that κ is given by equation (32) (67) and g is the Lorentz metric g = g ij dx i ⊗ dx j with coefficients (g ij ) ij = (diag(1, Ψ, Ψ, −1)) −1 .
On the other hand, suppose α 1 = α 3 . Let Ψ be one of the two roots to the quadratic equation
where (see [Dah11b,  
This completes the proof of implication (i) ⇒ (iii).
Let us first emphasise that the conditions in Theorem 5.1 are written analogously to the conditions in Theorem 3.3. In each theorem, condition (i) is the dynamical description of the medium, condition (ii) is a characterisation of the medium and condition (iii) is a general representation formula. Let us also emphasise that in suitable limits, condition (63) in Theorem 5.1 reduces to the closure condition κ 2 = −λ Id in Theorem 3.3, and representation formula (64) in Theorem 5.1 reduces to κ = f * g in Theorem 3.3. Let us also emphasise that in both theorems, all conditions are tensorial, and do not depend on coordinate expressions. A difference between the theorems is that Theorem 3.3 is a global result, while Theorem 5.1 is a pointwise result.
All the mediums in Theorem 5.1 satisfy the technical assumptions in Theorem 4.6 with either D = A or D = B when A and B are as in equation (63).
As described in the introduction, condition (ii) in Theorem 5.1 is a slight strengthening of the conditions derived in [LBF12] (see Theorem 4.3 in the above). Representation formula (64) in Theorem 5.1 is also adapted from [LBF12] . For constant medium tensors on R 4 , Theorem 5.1 implies that if κ is invertible, skewon-free and has a double light cone, then κ is algebraically decomposable, and hence decomposable by [LBF12] (see Theorem 4.3). In this setting, Theorem 5.1 explicitly shows that the behaviour of signal-speed imposes a constraint on the behaviour of polarisation. This can be seen as somewhat unexpected. However, the explanation is that polarisation and signal speeds are not independent for a propagating wave, but constrained by equation (52). For a further discussion, see [Dah11a] . It is also instructive to note that condition (63) is a second order polynomial constraint on the coefficients in κ, but the definition of a double light cone involves the Fresnel surface, which is a constraint involving third order polynomials of the coefficients in κ. The same phenomenon appears in equivalence (i) ⇔ (ii) in Theorem 3.3.
Part of condition (ii) is condition (a)
, that states that the Fresnel surface of κ contains no two dimensional subspace. Let us describe five results where this condition also appears. First, if the Fresnel surface of a κ ∈ Ω 2 2 (N ) can be written as F p (κ) = {ξ ∈ T * p (N ) : (g(ξ, ξ)) 2 = 0} for a pseudo-Riemann metric g, then condition (a) is satisfied if and only if g has signature (− − ++). This follows by a result of J. Montaldi [Mon07] . For example, if g = diag(−1, −1, 1, 1), then F p (κ) contains the 2-dimensional subspace span{ [Dah11b] ). Third, in matter dynamics systems, condition (a) can be motivated by the behaviour of energy [RRS11] . In the terminology of [RRS11] , condition (a) can be replaced by the stronger condition that κ is bihyperbolic. Fourth, condition (a) also appears in the study of the well posedness of Maxwell's equations as an initial value problem [SWW10] . Lastly, in the normal form representation of skewon-free medium tensors in [SWW10] , condition (a) simplifies the representation since the condition excludes all but the first 7 coordinate representations. See [SWW10] and Section 3.1 in the above.
When equivalence holds in Theorem 5.1, there does not seem to be a simple relation between parameters C 1 , C 2 , ρ, A, g in equation (64) Using a Gröbner basis argument one can show that the tensor κ defined by equation (31) when β 1 = β 2 = β 3 = 1, α 1 = 1 and α 2 = α 3 = 2 is invertible and has a double light cone. However, it can not be written as in equation (64) for an A such that A ∧ A = 0.
