유용한 모형들 : 모형 설정 및 통계적 추론
Introduction
There are two alternative ways of recording observations on an underlying stochastic process. More typical, conventional way is to collect information on the state of the underlying process at equal spaced intervals. The resulting observations form a set of time series observations. Depending on the interval length between any two consecutive observations, we have different frequencies in the time series data, daily, weekly, etc. Less frequently used is to collect information on the hitting time of the underlying process. Here, a hitting time is defined as the first time when the process hits a certain level which is pre fixed. Hitting time is often called first passage time.
Accordingly, when estimating an underlying stochastic process, it is conventional to use a set of time series observations. In this paper, we discuss an alternative way of estimating the process using a set of observations on the so called hitting times, and then compares the two approaches. More concretely, we develop some useful models for the hitting time under stochastic monotonicity assumption. Depending on whether the underlying shock process is governed by a Poisson process or a diffusion process, on whether each shock has a deterministic impact size or a random impact size, and on whether a "failure" is defined by a threshold crossing or by an intensity process, we develop some useful models for the failure times. We then explain how to utilize information contained in the hitting time to make inferences on the underlying model parameters. In this paper, the stochastic monotonicity means that the sample path of a stochastic process has monotone increasing Financial support from the Institute for Research in Finance and Economics of Seoul National University is gratefully acknowledged. †Corresponding author : Keunkwan Ryu, Department of Economics, Seoul National University, 1 Gwanak-ro, Gwanak-gu, Seoul 08826, Korea, Tel : +82-2-880-6397, Fax : +82-2-886-4231, E-mail : ryu@snu.ac.kr
Hitting Time of a Brownian Motion with a Non-Zero Drift
In this section, we introduce a hitting time distribution for a Brownian motion with a non-zero drift. Materials introduced in this section are only for illustration purpose, and also for motivating our main results in section 3. Let       ≥  be a Brownian motion with drift parameter  and diffusion parameter ,      , where      ≥  is a standard Brownian motion. Assume that     . As we only consider a Brownian motion with a non-zero drift, we assume without loss of generality   . Take    which has the same sign with . (It is important to assume that sign of  agrees with that of . Otherwise, we do not have finite moment for the hitting time.)
Define          , which is the hitting time, the stopping time or the first passage time of the process  . It is well known that the hitting time  has the following density, Under the assumption    and       is finite and is equal to . Also known is that             (see, for example, Cox and Miller, 1976) .
Of course, the Brownian motion       ≥  is not monotonically increasing. To derive a monotonically increasing process from       ≥  , let us define a so called "running maxima" process as         ≤  ≤       ≥ . Then, the hitting time of       ≥  and the hitting time of      ≥ agree.
Some New Failure Time Models based on Poisson Processes
In the previous section, we have briefly introduced a hitting time distribution derived from a Brownian motion with a positive drift or from its running maxima process. In this section, we derive a garden variety of new failure time models for "time till failure" which differ depending on whether a "failure" is defined by threshold level of cumulated Poisson shocks or ever increasing stochastic intensity as determined by a compound Poisson process, and on whether the shock sizes are modeled as deterministic or stochastic. Most previous failure time models used the former definition of failure, i.e. threshold crossing models (Cox, 1962; Cha and Finkelstein, 2009, 2012; Esary et al., 1973; Li and Shaked, 1995 etc.) So the introduction of new failure definition is one of our essential contributions on this field. We are not aware of any failure time model where a failure is determined by a stochastic hazard rate process as determined by an underlying diffusion process or its running maxima process.
Note that unlike a Poisson process, a simple Brownian motion is not quite suitable to be a model for a stochastic hazard rate process as it can take a negative value. Of course, we can model the stochastic hazard rate using a running maxima process or a geometric Brownian motion to make it always positive, in which case we cannot analytically solve for the resulting failure time distribution.
An advantage of using a compound Poisson process as a stochastic hazard rate is that it always allows us to derive an analytical solution for the failure time distribution whether we define a failure as a zero-one level-crossing event or define a failure through a stochastic hazard rate process.
Here, we model a "failure" through a doubly stochastic "Poisson environment." Let     ≥  be a Poisson process with intensity parameter . A realization of     ≥  can be equivalently represented through a sequence of the so called shock arrival times, say,   ,   ⋯ . Let   ,   , ⋯ be the corresponding impact sizes of those Poisson shocks which arrive at times   ,   , ⋯ . Given a realization of {  ,   , ⋯ } and {  ,   , ⋯ }, the conditional distribution of the failure 
Failure as a Zero-One threshold Crossing Event
Failure is determined by whether the cumulated shock level, say     ⋯      exceeds a threshold, say   , such that    if and only if      ⋯       where   denotes the number of Poisson shocks by time  and   , ⋯ ,     denote their impact sizes (see <Figure 1(a)>). (The process   can be thought of as a random wear of a system. Finkelstein (2007) call it as random virtual age.) We have
This kind of form on the survivor function is used in Esary, Marshall and Proschan (1973) , Epstein (1958) and Gaver (1963) . We would like to characterize the above formula for different assumptions on   ,   , ⋯ 
Failure through a Stochastic Hazard Rate Process
"Time to failure" is determined by a stochastic process such that, given realizations of      , ⋯ and      , ⋯ , the hazard rate for  at time  is      ⋯     (see <Figure 1(b)>).
We have
According to Ryu (1993) We would like to characterize the above formula for different assumptions on the random variable  .
(1) Deterministic Impact Size :       ⋯   (a constant) In the deterministic impact case, we have
which is the same distribution as originally derived in Ryu (1993) . The duration is alternatively characterized by its hazard rate function
which is increasing in . When   ∞ , that is, when each Poisson shock is fatal, we have
which is the survival function of an exponential distribution with a constant hazard rate of   .
(2) Random Impact Size :       ⋯ are i.i.d.     When  follows a Gamma distribution with parameters  and , we derive
Using this, we obtain
This distribution has the hazard rate
which is also increasing in . Two remarks are in order. First, the above formula for the survival function need modification as it does not hold for the case   (   appears in denominator.) By taking the limit of the survival function as  approaches 1, we derive
The corresponding hazard rate function is
which is still increasing in . Second, as a special case of this Gamma shock size, we can recover the previous case of deterministic shock size. For this purpose, let    denote the deterministic shock size. Let us impose the restriction    such that the expected shock size under the Gamma distribution      is equal to . Now, to cover the deterministic case, let  go to infinity such that the random shock size is equal to the deterministic one almost surely by the law of large numbers. Then, we have
Using the above results, we can recover the survival function and the hazard rate function corresponding to the deterministic shock size from a more general ones corresponding to the gamma shock size.
Estimation of Model Parameters
In this section, we first compare information contents per observation across the two alternative observation schemes within the Brownian motion context, and then discuss how to estimate the model parameters within the Poisson context.
Informational Equivalence of the Two Alternative Observation Schemes
Imagine that you observe an underlying Brownian motion with a non-zero drift according to the following two alternative observation schemes. First, along the time axis: set a time interval of fixed length, say   , and observe the process at each integer multiple of   , that is, observe the process at   ,   , ⋯ etc. Then, you use information on those independent increments of the process observed over the non-overlapping Some Useful Models for Failure Time Under Stochastic Monotonicity 5 intervals. Let us denote the value of   at     as   .
The second observation scheme is along the state axis : set a state interval of fixed length, say   , and observe the hitting time whenever the process hits the integer multiple of   , that is, record hitting times of levels   ,   , ⋯ etc. These hitting times are i.i.d. Let us denote the first passage time when the process hits level   as   .
Hereafter we are going to compute the Fisher Information Matrix arising from each of the two alternative observation schemes within the maximum likelihood estimation framework.
Suppose that we partition the unit time interval into   subintervals of length   . Let us denote the interval length as   ,      . Over the unit time interval, [0, 1], we observe the realization of the process   times in total. To observe a realization of   once, we expect to wait for        . We would like to set the relation between   and   such that the total expected time to observe   realizations of the hitting time is equal to 1, the length of the unit time interval : As   ∼     , its density function is given by
Let    and    be log likelihood function of a single observation on   and   , respectively :
, where  is random whereas   is fixed.
, where  is random whereas   is fixed.
(  and   are constants)
By taking partial derivatives of    and    with respect to the model parameters, we derive their score functions.
From the zero expected score (ZES) property (see, for example, Goldberger, 1991) , we have the following results :
Combined with the known values of   and    , the last formula also let us derive
By taking further derivatives, we derive
Using that the Fisher information is equal to negative of the expected value of the second derivatives and that
Finally, we obtain (Fisher information from a single observation on   ) = (Fisher information from a single observation on
Note that a single observation on   is exactly as much informative as that on   given that      , and that the maximum likelihood estimators of  and   are asymptotically independent regardless of the observation scheme.
By aggregating over a total of   observations, we finally derive (Fisher information from a total of   observation on   ) = (Fisher information from a total of   observation on
Note that the information on  is proportional to the total length of the observation window but independent of the total number of observations whereas that on   only depends on the total number of observations regardless of the length of the observation window.
To sum, in terms of information contents, the two alternative observation schemes are equivalent. Choice between the two alternative schemes is better guided by other criteria than the information contents. In the next sub-section, we would like to summarize a set of failure time densities as derived from the corresponding survival functions.
Collection of State Densities Based on Poisson Process
In this sub-section, we would like to derive the state densities based on Poisson shock processes. Once we have a density function, we can estimate the underlying model parameters using the density for observed state values within the maximum likelihood framework.
Note that
where   is the number of the Poisson shocks which have occurred by time . Thus, the general form for the state distribution is
where  is the shock arrival rate, and   , ⋯ ,   are random variables which indicate shock sizes for the  Poisson shocks. By differentiating the distribution function, we obtain the general form for the state density
where     ⋯     is the density that the sum of the  random shock sizes is equal to .
This general form is specialized as a specific assumption is made on the shock sizes    ⋯   .
( 
Collection of Failure Time Densities based on Poisson Processes
In section 3, we have derived a set of survival functions based on the compound Poisson processes. In this sub-section, we would like to derive the corresponding densities. Once we have a pair of density and survival functions, we can estimate the model parameters using the density for observed failure times and the survival function for right-censored failure times within the maximum likelihood framework.
(1) Failure as a threshold Crossing Event The general form for the survival function is
where  is a pre-fixed threshold level,  is the shock arrival rate, and    ⋯   are random variables which indicate shock sizes for the  Poisson shocks.
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The general form is specialized as a specific assumption is made on the shock sizes    ⋯   . Note that the above formula has a nice interpretation: to observe a failure exactly at time , we should have barely survived by time _ under a very dangerous situation that just an additional shock would have caused a "failure" (the corresponding probability within curled brackets) and then a single shock should have occurred exactly at time t with intensity . 
①

Applications
SMEs (small and medium-sized enterprises) are vulnerable to external shocks, in particular financial crunch due to chronic In this section, we apply the failure time model derived from the compound Poisson process to the death/survival of Korean SMEs just after the global financial crisis. We assume that the Poisson shock sizes are deterministic and that a certain proportion of the sample SMEs are non-fatal. When we fit a more general model with random shock sizes, the estimated model degenerates to the corresponding deterministic shock model. Model selection criteria such as AIC or BIC prefer a more parsimonious, deterministic shock model. The estimates of the random shock model are available upon requests. The sample firms are taken from TS2000 database, from year 2000 till year 2012, compiled by the Korean Association of Listed Companies. The sample firms are not listed in the Korean stock exchange KRX, but audited externally by an outside audit agency. We remove investment companies (i.e. financial investment pools by asset manager firms), the firms that have lasted more than 38 years by 2007, and the firms with seemingly erroneous identifier. In Korea, all corporations should be registered as a corporate body on National Tax Service and be assigned a corporate registration number with 10 digits. We remove about 20 firms with just 5 digits from our sample. We identify death time of a firm by following her asset records over time : the most recent time when the total asset is not recorded in TS2000 is regarded as the death time. Those firms with the asset value available for the last sample year of 2012 are treated as right-censored observations: they are still alive by the end of our sample observations.
We measure the duration T as the time interval measured in years from a given year, say year 2007, till the time of death. In the middle of 2007, the so called subprime mortgage crisis broke out in the U.S. and the Europe. Mata and Portugal (1994) study life distribution of new startups. They find that firm size and industry are the two major factors affecting life/death of newly established firms. Adding firm age to the firm size and the industry, we group the sample firms by age, asset size, and industry. Based on the Korean Standard Industry Classification (KSIC), we sample 7,410 SMEs from the manufacturing sector (KSIC Code 10-33), and separately sample 7,188 SMEs from the service sector (KSIC Code 45-99). The median age of the sample firms in year 2007 is 12 for each industry subgroup. In terms of age, firms are divided into "below the median age" and "above the median age." In terms of the total asset at the end of 2007, firms are divided into 5 subgroups based on four boundary points of 10 th , 20 th , 30 th and 70 th percentile asset values. Considering that smaller firms are more vulnerable even within the SMEs, we would like to study life/death patterns of those firms separately for 0~10 th percentile firms, 10 th~2 0 th percentile ones, and 20 th~3 0 th percentile ones. Those boundary asset values are 7.8, 9.0, 10.4, and 21.9 billion KRW for the manufacturing sector, and 7.6, 8.9, 10.5, and 28.3 billion KRW for the service sector. <Figure 2> shows the nonparametric Kaplan-Meier estimates of the survival function and the hazard rate function separately for the manufacturing sector and the service sector. We do not see any clear differences between the two sets of estimates. A common distinctive feature is that the hazard rate is estimated highest in year 2009, a year after the 2008 global financial crisis. See Kaplan and Meier (1958) and Gu et al. (2016) .
As an extension of the model, we allow for existence of the so called "stayers" in our model. A proportion  of the firms are "movers" (fatal) while the remaining proportion    are the so called "stayers" (non-fatal). Movers die according to the stochastic hazard model whereas the stayers never die. This kind of mover-stayer model is alternatively termed "split population model" in Schmidt and White (1989) . They study the duration of return to prison from release. They suppose that some fraction of the sample would never return to prison. So the hazard of the return would be relevant only for the remaining fraction.
Considering that our duration data is either interval-censored or right-censored (see Ryu, 1994 Ryu, , 1995 , and that our model in this application is a mover-stayer extension of the proposed duration model, we assign the following log-likelihood value :
The estimated parameters are the proportion of fatal (mover) firms , the average shock arrival number per a year for a fatal firm  and the unit shock size for a fatal firm .
<Table 1> shows the maximum likelihood estimate (MLE) for each subsample classified by age, asset size, and industry. <Table 1(a)> provides the estimation results for each of 2×5 subsamples for the manufacturing sector, and <Table 1(b)> for the service sector. We see that every parameter estimate turns out statistically significant with no exception.
<Figure 3> shows graphically how the estimates of ⋅ (average shock per year for a fatal firm), and ⋅⋅ (average shock per year) differ across the various subgroups of SMEs differing in (age, asset size, industry). Note that p, λ, and c are proportion of fatal firms, shock arrival rate per year for a fatal firm, and unit shock size given a shock, respectively.
The product ⋅ denotes the average shock size per year for a fatal firm. The estimates of the product, as shown in (c) and (d), again imply that the average shock size per year for a fatal firm is bigger for smaller sized firms among the smallsized SMEs. The same is true for the estimates of ⋅⋅, the average shock size per year for a typical firm.
For small firms, we can find the ⋅ and ⋅⋅ are estimated so that the service sector is obviously higher than manufacturing sector. From this, we can infer that service sector firms are more vulnerable to the external shock than manufacturing sector firms. The younger firms are more severe. This is a troublesome weakness of service sector with low value-added in Korea economy. And then, the large-sized firms turn out to be the rather high ⋅ and ⋅⋅ estimates. Usually, large firms are known to be highly creditworthy and robust to external shocks. However, large companies make investments injected by large capital. So they may be exposed to larger financing risks than small or medium firms. Our study suggests that even large corporations in Korea have suffered from considerable risks since the 2008 global financial crisis. Note : The maximum likelihood (ML) estimation has been used to obtain the estimates. Within parentheses are standard errors which are computed by the BHHH method. *, **, and *** denote statistical significance at 10%, 5%, and 1% significance levels. Ki Beom Binh․Keunkwan Ryu <Table 2> shows the estimates and the corresponding standard errors derived from delta-method for the products,  ⋅  and ⋅ ⋅ . All estimates are statistically significant without exceptions.
Concluding Remarks
In this paper, we review some hitting time distributions based on diffusion processes and newly develop some hitting time distributions based on compound Poisson processes. We then propose an alternative way of estimating an underlying stochastic process using a set of observations on the so called hitting times, and then compares the proposed approach with the conventional one of using a set of time series observations directly on the process.
The suggested approach of utilizing hitting time information has the following features or advantages compared with the conventional approach using state information at equal-spaced time points :
•It is at least complementary to the conventional approach.
•It offers the same amount of information per observation as the conventional approach.
•It is more suitable in some situations. For example, many traders in a typical stock market tend to focus their attention on the first time when the stock price of interest hits the level as specified in their limit orders or quotes. In the Korean stock market, there are price limits such that price of an individual stock is not allowed to move more than a certain pre-specified percentage over a single trading day. The percentage was narrower in the past, and then has been gradually widened. In analyzing those price movements which hit either upper bound or lower bound, the conventional approach faces data censoring problem whereas our new approach does not.
•In addition, stop-loss or stop-buy strategy is in fact a trading strategy based on hitting time.
•When estimating an underlying diffusion process, it offers an alternative approach to address the so called discretization bias plaguing the conventional approach.
•It is more compatible with an early warning system. For example, government, enterprises, and households (or individuals) would not observe or monitor an underlying process of interest, say, at the end of a period unless there pops up "something special." They would rather be willing to observe the process only when it is out of a certain "normal" range (when there happens "something special.") The enormous household debt is said to be a major risk factor for the Korean economy as a whole. This problem can be understood from this perspective.
•For some exotic options, their values depend on whether a certain underlying process hits a pre-fixed level. For example, see ELS or KIKO in the Korean OTC derivatives market.
Additionally, this paper has applied the suggested models to analyze life and death of the Korean SMEs (small and medium sized enterprises) after the global financial crisis. The results show that among the small SMEs (asset size belonging to the bottom 30 percent) the smaller firms are facing a higher risk of failure, and that failure risk is extremely high for young and small SMEs. The young and small firms face a high risk which is constant over time.
