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Abstract 
This thesis is concerned with Bayesian networks and their applications as inference 
mechanisms in conjunction with Geographic Information Systems. More specifically the 
problem that concerns us is the assessment of the risk of desertification of certain burned 
areas in Attica, Greece by combining data from various sources together with expert 
knowledge about the desertification process. 
The first chapters of the thesis are mainly concerned with reviewing the various evi- 
dence combining approaches. It is then showed how a Bayesian network is constructed 
to be used as the inference mechanism with a GIS and how uncertainty in the input data 
is incorporated in the network. 
The novelty if this work lies on the development of methodologies to handle both un- 
certainty in the input data as well as uncertainty in the inference. The latter is achieved 
by various methodologies which make a contribution to the unexplored area of estimat- 
ing the parameters, i. e. the conditional probabilities, used by the network to perform rea- 
soning. The first method presented uses an analytic formula which relates the variables 
of interest. The second methodology developed for estimating the parameters is based 
on obtaining the correspondence between the Bayesian and neural networks. It is proved 
that there is a correspondence between the two networks and formulae are derived which 
relate their parameters, i. e. the weights of the neural network with the conditional prob- 
abilities of the Bayesian network. This is of significant importance since the elements of 
the conditional probability matrix used by the Bayesian network can then be estimated 
easily given a trained neural network. As a result the Bayesian network will perform the 
same inference and produce the same results as the corresponding neural network, with 
the extra advantage that the Bayesian network offers the option of inputing data at any 
node as well as bidirectional flow of information. 
All the methodologies outlined above were successfully applied to the Bayesian net- 
work constructed for desertification assessment and the results were compared with the 
classification of experts using field data. 
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Chapter 1 
Introduction 
Fusion of information is the task of combining various pieces of data in order to draw con- 
clusions, regarding a particular hypothesis. This thesis is concerned with fusing informa- 
tion in a Geographic Information System for the purpose of risk assessment. An approach 
for combining evidence was adopted and various methodologies have been developed. 
What follows is an introduction to the problem posed followed by an outline of the main 
objectives of the work presented in this thesis. 
1.1 Motivation 
In this thesis we study the problem of assessing the risk of desertification of certain burned 
forest areas in Attica, Greece, by combining data from various sources together with ex- 
pert knowledge about the desertification processes. 
Desertification is land degradation in arid, semi-arid and dry sub-humid areas result- 
ing from various factors, including climatic variations and human activities. The Mediter- 
ranean region is characterized by extensive aridit)ý forest fires, overgrazing and improper 
land use. This combined with irregular but intensive precipitation can lead to land degra- 
dation. 
Two major factors that directly influence the degree of risk of desertification of a 
burned forest are its regeneration potential and the danger of soil erosion. Attica is an area 
of arid and semi-arid climate that suffers from repeated forest fires. The dominant forest 
species is Aleppo pine and a number of bushy species. Aleppo pine regenerates naturally 
after a forest fire due to the presence of mineral elements in the ash and the lack of com- 
petition for nutrients and water from other plant species, provided that the pine trees that 
were burned had left on the ground enough seeds of good quality. Maquis-type plants re- 
generate naturally after a forest fire by re-sprouting. The extent and rate of natural regen- 
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eration of a burned forest area, under Mediterranean conditions, depend on precipitation, 
surface geology, surface structure etc. We are actually interested in the relative ranking of 
burned forests within the same relatively small area of study, for the purpose of prioritiz- 
ing the reforestation resources of the country. For this purpose we would like to be able 
to combine information on the various sites and estimate the risk of desertification. 
1.2 Evidence combining methods 
Various approaches exists for combining evidence in order to draw conclusions. These in- 
clude Bayesian networks, probabilistic relaxation (which both fall under the category of 
probabilistic methods), Dempster-Shafer theory, fuzzy logic and neural networks. How- 
ever, the methods that are considered to be artificial intelligence techniques of evidence 
combination are Bayesian networks, the Dempster-Shafer theory of evidence and fuzzy 
logic. In the case of Bayesian networks, the combination of evidence is performed by us- 
ing Bayes rule to update the probability of a certain node (representing a variable of in- 
terest) given information on other nodes. Dempster-Shafer theory uses Dempster's com- 
bination rule to combine degrees of belief in certain hypothesis in the light of new evidence 
and fuzzy logic combines degrees of membership of variables to sets and gives as a result 
another degree of membership of the target to each of its possible sets (equivalent to the 
possible states of a node in the case of Bayesian networks). 
Although all of these methods can be seen as alternative approaches of combining un- 
certain information, each one has its own special features which can aid in the choice of 
the approach which is best suited for a particular problem. For the problem of desertifica- 
tion assessment, described in this thesis, we have chosen to use the Bayesian network as 
the method for performing the required uncertain reasoning. Our choice of the inference 
mechanism was based on the following characteristics that make these networks prefer- 
able as compared to the other approaches. Firstly, these networks are particularly appro- 
priate for cause-effect problems which is similar to the causal hierarchies that exist in hu- 
man knowledge. The problem that is addressed in this thesis is indeed a cause-effect prob- 
lem where the target is to calculate the probability of the effect given some information 
on the various factors that can be seen as causes. Therefore the Bayesian network is a tool 
which offers the opportunity to explicitly model the path of reasoning of an expert in or- 
der to be able to make expert judgements. 
As already mentioned above, another aim is to be able to estimate the probability of a 
certain area to be desertified according to the factors that characterize this area. Again the 
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Bayesian network is well suited for probability assignment. This is an advantage over 
both the Dempster-Shafer and fuzzy logic approaches. The former gives degrees of be- 
lief which are interpreted as probabilities of provability instead of probabilities of truth of 
a hypothesis. On the other hand fuzzy logic assigns degrees of membership to variables 
belonging to certain sets which cannot be interpreted as probabilities. 
1.3 Bayesian Networks 
A Bayesian network [ 11,10,12,2,8,31 is a powerful tool which can be used for the fusion 
of information coming from disparate sources with varying degrees of reliability. In these 
networks each node represents a variable the label of which is either given or has to be 
assessed and the relationships between the nodes are expressed in terms of conditional 
probabilities. Each variable can be labeled with a label from a corresponding finite set 
with a certain degree of confidence. The input data may concern any of the nodes and 
once they are fed into the right node, a mechanism is provided for the propagation of their 
information to all other nodes of the system. After the propagation is over, the network 
will provide the conditional probabilities of each label of each of the variables to occur 
given the pieces of evidence observed. 
So far Bayesian networks have been very widely applied in medical systems to per- 
form medical diagnosis [9,6]. Medicine is one area where categorical decisions are not 
sufficient but instead one has to reason under various sources of uncertainty. Other ap- 
plications involve forecasting [1,5], computer vision [4] etc. Bayesian networks are partic- 
ularly applicable to cause-effect problems i. e. problems that can easily be represented by 
cause-effect relationships between the variables of interest, as is the case in most medical 
problems and in the particular problem presented in this thesis. Their ability to perform 
bidirectional reasoning has also made them useful for troubleshooting system failures, in- 
cluding software and hardware problems as well as mechanical failures of cars and jet en- 
gines [7]. 
In this thesis we are applying a Bayesian network to perform inference in a Geographic 
Information System, an application which has been neglected by the Remote Sensing com- 
munity perhaps due to the complexity of the implementation or due to the lack of expe- 
rience in applying Artificial Intelligence techniques to geographical issues. 
1.4. SCOPE OF THIS WORK 
1.4 Scope of this work 
Motivated therefore by the need to combine data from various sources with varied de- 
grees of accuracy, we developed a Bayesian network to perform probabilistic reasoning. 
Despite growing research in Bayesian networks, a number of significant questions still 
remain. For example, how do we incorporate into the Bayesian network, the uncertainty 
of the sources of the input data. It is true that Bayesian networks handle uncertainty 
through their probabilistic nature but strictly speaking the conditional probabilities that 
quantify the network represent uncertainty in the expert rules. One of the objectives of 
this thesis is to provide a methodology for incorporating uncertainty in the input data. 
The second major contribution of the thesis is that it provides answers to another, yet 
unexplored, topic regarding the Bayesian network. That is, how do we obtain the condi- 
tional probabilities to be used by the network. It is often the case that in real world prob- 
lems, the collection of statistical data to derive these probabilities are not available. More 
often, these probabilities are subjectively assessed by an expert but then again the num- 
ber of required probabilities grows exponentially with the number of variables involved 
and therefore the assessment task can be difficult. Some techniques for reducing the num- 
ber of required parameters, do exist (Pearl [11] introduced the noisy-OR variable) but at 
the expense of certain assumptions which are only true in some cases. And even then, 
fewer parameters is not no parameters at all. Still, we would have to define those. One 
aim of this thesis is to provide solutions to these problems. Novel techniques are devel- 
oped and presented in this thesis for calculating the parameters to be used by the Bayesian 
network. The first method uses a physical model to derive the conditional probabilities 
to be used by the network. The second method developed for evaluating the parameters, 
also answers another question frequently posed. That is, are Bayesian networks and neu- 
ral networks related? Is there any connection between these two networks and if there is, 
is there a way of "'equating" these two models so that they perform the same inference? 
Answers to these questions are presented in this thesis, where a correspondence between 
Bayesian networks and neural networks is proved. This gives rise to mathematical for- 
mulae relating the parameters of the two models. 
The various methodologies developed in this thesis were successfully applied to the 
Bayesian network constructed for the assessment of desertification. 
1.5. LAYOUT OF THE THESIS 
1.5 Layout of the thesis 
We start in chapter 2 by reviewing several applications reported in the literature on multi- 
source information integration in the Geophysical Sciences. A distinction is made be- 
tween the various approaches according to the level of processing of the data to be used 
and according to the method adopted for performing the integration. 
In chapter 3 we present the theory behind the various approaches of combining infor- 
mation. This includes Bayesian networks, the Dempster-Shafer theory of evidence, prob- 
abilistic relaxation and fuzzy logic. 
Chapter 4 presents a comparative study where the evidence combining methods are 
applied to the same problem of assessing the risk of soil erosion. The methods are anal- 
ysed and compared in terms of parameter meaning, uncertainty handling, amount of in- 
formation needed to perform inference and applicability in real world situations. 
In chapter 5 we present a method of incorporating uncertainty in the input data. We 
present techniques to handle both data input as raw measured values as well as class 
memberships. We also discuss ways of dealing with vector and raster format data. In 
this chapter we also present the methodology of constructing the conditional probability 
matrix when a physical model is available (in this case Stehlik's equation of soil loss). We 
apply the methods developed to the Bayesian network constructed to assess the risk of 
desertification. We also compare our approach with the IF-THEN rule based inference. 
In chapter 6 we present the correspondence problem between the Bayesian network 
and the neural network. A methodology for obtaining the correspondence between the 
two models is presented. We prove that any singly connected Bayesian network can be 
represented by a neural network with no hidden layers assuming the required input units. 
This is achieved by using a linear approximation of the sigmoid transfer function. The 
mathematical formulae that relate the parameters of the two models are derived and the 
algorithm is successfully applied to derive the parameters of the Bayesian network con- 
structed for desertification assessment. 
In chapter 7 we propose a refinement on the linear approximation of the sigmoid func- 
tion discussed in chapter 6. The algorithm developed performs a least square error fit by 
taking into consideration the frequency of occurrence of the outputs whose difference is 
to be minimised. Results show that this method achieves even better correspondence be- 
tween the Bayesian and neural networks. 
Finally, we conclude in chapter 8 by clearly outlining the major contributions of this 
thesis and by suggesting possible directions of future research. 
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Chapter 2 
Fusion of information in 
Geophysical Sciences: A Review 
In this chapter we review various applications reported in the literature where various 
data were combined to increase classification results or to draw conclusions regarding 
classification problems. These applications are reviewed in the context of Geographic In- 
formation Systems where data from different sources are combined. 
2.1 Introduction 
The fusion of information from multiple sources has become a very popular approach for 
classification in the recent years. We attempt here to review and classify these methods as 
they have been applied to Geographic Information Systems and in particular to the clas- 
sification of remotely sensed data. 
The broadest classification one could make is the one based on the criterion of dis- 
tributed versus central approaches. In the distributed approaches, the data from each sen- 
sor are processed separately and the outcomes from all the sources are combined. This is 
equivalent to combining the results of different classifiers. The data from each sensor are 
processed anyway whatever approach one uses, but in the case we are talking about, the 
data from each source are processed fully so that each pixel acquires a label from the list of 
labels to be used in the final classification one tries to achieve. Subsequently, each source 
is given a different weight of significance and the results from each separate classification 
are combined into a final labelling scheme. Very few distributed systems have been found 
in the literature. Some of them are described in the following subsection. 
More often is preferred to combine data rather than conclusions drawn from individ- 
ual sources. The combined data could be raw (as for example in [2], [1]) or partly pro- 
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cessed (as for example [171, [191). Such systems are centralised systems where there is a 
central inference mechanism employed to do the classification on the basis of all the data 
received. 
Unfortunately, there is no way of telling which of the two approaches is better as there 
is no case reported in the literature where both approaches were used on the same problem 
and the same set of data, to be able to make the comparison. 
A second classification of evidence combining systems one may perform, is according 
to the inference mechanism they use. There are six categories of systems, according to 
whether they use knowledge rules, fuzzy logic, the Dempster-Shafer approach, Pearl"s 
inference networks, other probabilistic methods (like for example probabilistic relaxation 
labelling) or neural networks. 
In what follows we shall discuss mostly centralised systems which fall under the 
above six categories, as quite often some of these methods have been used on the same 
problem and the results have been compared. 
2.2 Distributed Systems 
In the distributed systems the data from each source are processed to produce preliminary 
classification of the elements to be classified. The preliminary label assignment usually 
carries with it a degree of uncertainty. Indeed, the labels can be assigned to the pixels 
with various levels of probability depending on the source used. These probabilities are 
subsequently combined in a heuristic way, basically multiplicative, which can easily be 
reduced to the linear combination rule. Some examples of such systems will be discussed 
below. 
Solberg et al [21] used satellite images and geographic information system (GIS) 
ground cover data for land-use classification. The study was mainly concerned with clas- 
sifying images obtained at different dates (multitemporal) by incorporating temporal in- 
formation in the form of probabilities of changes with respect to the pattern classes be- 
tween the acquisition of different sources. 
A fusion model developed taking into account firstly the two spectral data sources, 
Landsat Thematic Mapper and ERS-1 SAR images, without considering temporal infor- 
mation was written as: 
P (Cij : -- CI XS (z , j) , XL 
(i 
i 
A) PS (CS, ij ::::::::: CI XS (i, A) PL (CL, ij ýCI XL (z i j)) 
where A,,; 0, j) and XL (i denote a measurement from SAR and Landsat respectively 
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for a pixel (z, A, cs, ij was the classification of the pixel (z, 3) in the SAR image and CL, ij 
in the Landsat image. P(cij CIXS (Zi j) i XL (i, j*)) denotes the probability of assigning 
the pixel to class c given the measurements Xs (t, 3) and XL (ii A from the two different 
sources. The simplest fusion algorithm consisted of assigning each pixel to the class that 
maximized the above equation. GIS data were then introduced and reliability factors were 
assigned to each source. 
A more sophisticated version of equation 2.1 in logarithmic form is: 
log P(Cii =: CIXS (Zi A3 XL (ti j» = 
CeS log PS (CS, ii = CIXS(i3]» +CeL109PL(CLzj = CIXL(Z73»» +CeG6(C, CG, ij) (2.2) 
where aj, 0< ai < 1,1 GýS, L, GI are the reliability factors associated with the different 
sources, S, L7 G represent the sources SAR, Landsat and GIS respectively andCGij is the 
classification of the pixel (Z, j) from the GIS source. 6 (k, 1) =I if (k = 1) and zero oth- 
erwise. There is a direct correspondence between the linear combination rule mentioned 
later in section 2.3.5 and this expression. 
In the following step they extended the above equation to consider possibly differ- 
ent classes for the different sources so as to incorporate possible changes with respect to 
the pattern classes. A penalty function was added to equation 2.2 whenever the differ- 
ent sources did not agree on their choice of classes. No penalty was assigned when the 
sources assigned a pixel to the same class. The penalty function was associated with the 
a priori probability for an actual transition from one class to the other during the time be- 
tween the acquisition of the images from the two sources. If this probability was high, the 
associated penalty when the source specific classifiers chose the two different classes was 
low. 
The method was applied on a data set consisting of multitemporal satellite images 
(Landsat Thematic Mapper and SAR) and ground cover data from a topographic map. 
The aim was the classification into five classes: water, urban areas, forests and two classes 
of agricultural areas. For evaluating the performance of the multisource classifier, the 
single-source classification error rates were considered. Fusion of the Landsat Thematic 
Mapper image with the SAR image reduced the error rate from 33% based on SAR alone 
to 7%. By including GIS data in the model a further reduction of the error rate to 3.1% on 
average was obtained. Using the simple fusion model (without taking into account tran- 
sition probabilities) the average error rate was 7.2%. By using the extended fusion model 
with transition probabilities the error rate was reduced to 4.6%. 
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Benediktson et al [21, [1] used a statistical method to classify multisource remote sens- 
ing and geographic data. In this study four data sources were used in experiments: Land- 
sat MSS data and three forms of topographic data (elevation, slope and aspect). The data 
in each source are first classified into source-specific data classes. In this method reliabil- 
ity factors were associated with each source involved in the classification. The goal was to 
increase the influence of the 'more reliable' sources and decrease the influence of the 'less 
reliable' sources in order to improve classification accuracy. 
The information from the sources, taking into account reliability factors, was aggre- 
gated by a global membership function and the data could then be classified according to 
the maximum selection rule into a number of information classes. Thus if n data sources 
were used, the global membership function had the following form for the information 
class wj: 
Fj (X) =p (wj) 11 fp (wj 1 xi) lp (wj) l'i 
i=l 
where X [X Ii X2 i ... ' X'rj 
]T is the measurements vector for a pixel, p(wj) is the prior prob- 
ability of label wj, p(wjlxi) is a source-specific posterior probability and ai (i =I... n) 
are reliability factors selected in the interval [0,1]. If source z is totally unreliable (ai = 0) 
it will not have any influence on the equation above while if the source has the highest 
reliability then it will give a full contribution. The process of determining the reliability 
factors involves quantifying the reliabilities of the sources by some appropriate reliability 
measures and then the values of the reliability measures are associated with the reliability 
factors in the global membership function. 
Results showed that by combining all the sources with equal weights (reliability fac- 
tors) the overall accuracy was 56.0% which was 2.9% greater than the classification ac- 
curacy of the best single source (Landsat MSS). The best results were achieved when the 
Landsat source had full weight, the elevation source 80%, the aspect source 60% and the 
slope source 40%. 
The above rule is very similar to the linear combination rule of section 2.3.5 if the log- 
arithm of the membership function is considered. The basic differences are that here we 
combine partially drawn conclusions while in the example of section 2.3.5 as it will be seen 
later, we combine partially processed data and that the constant term, 0 say, in this case 
is class dependent, being equal to: 
ai) log P(wj) 
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and this, 3 may take negative values. 
Yet another variation of the approach was developed by Swain et al [231 who used a 
global membership function which combined remotely sensed data with other sources of 
data in geographic information systems. This approach included the definition of data 
classes which are defined by the data from independent sources. It then related the data 
classes to the information classes (i. e. user-defined classes) through a set of source-specific 
membership functions. The merging of information from the individual data sources 
was achieved through a set of global membership functions, depending on these source- 
specific membership functions upon which the actual classification decisions were based. 
The method was applied to an area in Australia were Landsat Multispectral Scanner 
data were used for classification. Visible bands 1 and 2 and infrared bands 3 and 4 were 
considered as two separate data sources. Results showed that the classification accuracy 
was higher by combining the two sources of visible and infrared bands than either of the 
two individual sources. 
An entirely novel distributed system was introduced by Mason et al [14] who devel- 
oped the MuSIP (MultiSensor Image Processing) project for the development of data fu- 
sion techniques for the exploitation of multisensor and multitemporal images. The used 
approach was region-based. That is, instead of trying to classify individual pixels, the 
images from the variety of sources were first segmented into regions and the fusion of 
information happened at the high level of region classification. As the regions of each in- 
dividual image were assigned labels from the final list of labels to be used, with varying 
probabilities, this system is a distributed system. 
The overall project objective was the development of a general purpose system for au- 
tomatic image processing, improved image interpretation and change detection. Forestry 
was chosen as the remote sensing application and one of the objectives was to detect 
changes occurring in forests, particularly those concerned with deforestation and af- 
forestation. 
The inputs to the high level data fusion (HLDF) are two "PUDs'. A PUD (Picture un- 
derstanding Database) is a database designed for storing 2D vector information (derived 
from segmenting images) and map information. Three types of spatial entities can be 
stored in PUD, namely regions, lines and points and for each there is also a top-level at- 
tribute index and classification index. For example, the region index contains all regions 
in the image, each region being labelled by a unique identifier. For each region, informa- 
tion is stored on its attributes (size, shape etc), its bounding frame and adjacent regions. 
A separate classification index holds possible classes for the region together with their as- 
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sociated probabilities. The output of HLDF is another PUD, which contains matching re- 
gions and an error PUD, containing regions that could not be matched. The way in which 
regions are matched involves a number of matching tests [121: 
Attribute matching. The attribute tests compare the numerical values of attributes. 
If the attribute is said to lie between given limits, then an interval test is used and 
intervals must overlap for a match. 
Label matching. This takes into account the existence of a hierarchy of classification 
labels. The labels will always agree down to some depth in the hierarchy and for a 
match this depth must be sufficiently detailed. 
e Relational matching. The two regions being tested for matching and their new 
neighbours are presented as graphs. The graphs of the two regions are then 
matched. 
Boundary matching. This computes a measure of the common boundary between 
two regions in different images. The boundaries are stored as polygonal approxi- 
mations and correspondence is assessed on the basis of the length of the boundaries 
of the two regions, orientation and midpoint of the regions. 
The attribute and label tests return a basic probability assignment (bpa) i. e. mass of belief. 
The relational and boundary tests return a confidence value which is converted into a bpa. 
The basic probability assignments are combined to give an overall belief function, using 
Dempster-Shafer combination rule (a detailed description of Dempster's rule is given in 
chapter 3). 
2.3 Centralised Systems 
Most of the systems for combining information with geographic relevance are centralised. 
We can further divide them into two major groups according to the way they incorporate 
knowledge. All systems incorporate knowledge, but there are implicit and explicit ways 
of incorporating it. For example, knowledge can be incorporated in the form of weights, 
thresholds, prior probabilities, conditional probabilities etc. These parameters can be in- 
put to the system assuming that they have been somehow estimated off 
line, or can be 
deduced by the system itself during some sort of training phase. The most celebrated ex- 
ample of systems with training phase and implicit knowledge are systems using neural 
2.3. CENTRALISED SYSTEMS 13 
networks (see for example [11], [21, [10]). Systems which incorporate knowledge explic- 
itly, are often referred to as knowledge-based or rule based systems (see for example [15], 
[22]). The central theme of such systems is that they use knowledge to search for a solution 
to a problem. For example, knowledge of the characteristics of various cover types (wa- 
ter, vegetation, soil etc) could be encoded into a system for classifying remotely sensed 
images. The system then applies this knowledge to the data at hand to come up with a 
classification label. Knowledge-based systems therefore separate knowledge required to 
solve a problem from the problem solving mechanism. The latter is responsible for decid- 
ing how facts and rules can be ordered and used to construct a solution while the former 
is usually stored in the form of rules and facts. 
In some of these systems production rules are used to assign the final labels while in 
others the rules are used at the early stages only and the final classification is done using 
another inference mechanism. In the subsections that follow we shall discuss the various 
systems according to the central inference mechanism they use for the final classification. 
2.3.1 Rule Based Inference 
Such systems are characterised by the incorporation of rules at the stage of combining the 
partially drawn conclusions from the various data sources. The disadvantage of using 
rules is the hard boundaries one necessarily has to use in deciding the various classes. One 
such system published in the literature is concerned with the classification of remotely 
sensed data into urban, woody vegetation, grassland and soil. It was developed by Srini- 
vasan and Richards [221 and contains heuristic rules, as well as relationship characteriza- 
tions (stored as facts) and a scheme to assess the line of reasoning. 
Relationship characterizations are stored as facts. For example a fact of the form 
"'grassland is a type of vegetation"' would allow the system to recognize that any tests that 
are indicative of vegetation are also indicative of the more specific cover type, grassland. 
The stage of quantifying the line of reasoning involves the classification of the various 
reasons for a cover type (label) into two categories: printafacie and contingent (support- 
ive). Prima facie reasons are logical but non-conclusive reasons for a cover type and form 
the strong reasons for a cover type. Contingent reasons by themselves cannot justify a sig- 
nificant belief in the pixel being labelled the particular cover type. A criterion is a prima 
facie reason. X is a criterion for Y implies success of X is a prima facie reason for the pixel 
to be labelled Y and failure of X is a prima facie reason for the pixel not to be labelled Y. 
For example, the comparative values in bands 4 and 7 may be taken as a criterion forwa- 
ter'. 
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An indication of the nature of the condition being tested by the rule for any given cover 
type is given (criterion, prima facie or contingent). For example a rule would look like: 
if band 7/ band 4<0.5 then in: waterý criterion I 
The rules only have to indicate the classes that may be 'in' (possible candidates for the 
classification label) or 'out". 
After all the rules have fired, the class labels are given endorsements based on the 
quality of reasons for and against a class label. The endorsement is mainly biased by the 
'4strong' reasons that confirm or deny the label. For example, if all the 'in, reasons for a 
class label are prima facie ones and there are no "out" reasons then the label gets an en- 
dorsement of definite. There are several endorsements possible from 'definitely not' to 
"definite'. This method has been used to classify an image of an outer suburb of Sydney 
using data from MSS bands 5 and 7 and Shuttle Imaging Radar (SIR-B) synthetic aperture 
radar. The results were compared with results from the maximum likelihood classifier 
and showed that the knowledge based scheme is comparable to its statistical counterpart. 
2.3.2 Applications based on Fuzzy Logic 
As we mentioned in the previous subsection, the major drawback of the rule-based sys- 
tems is the rigidity of the boundaries between the various categories. Fuzzy logic is de- 
signed to answer this criticism. Systems based on Fuzzy logic could be classified as rule- 
based systems as well, only that the rules are attempting to incorporate the uncertainty of 
the classes human reasoning creates. 
An example of such systems is the work of Binaghi and Rampini [3], where land-use 
observables and ancillary observables were aggregated in fuzzy production rules to de- 
duce by fuzzy inference the best fire risk judgements for each pixel in the studied area. 
Land-use observables were classified into five classes of land cover using Landsat The- 
matic Mapper (TM) image. Ancillary observables included elevation, slope, proximity to 
roads and rivers which are all factors that affect forest fires. 
Linguistic labels Low, Medium, High were introduced to describe these observables. 
For example the slope could be characterised as High. These linguistic labels were quan- 
tified with standard membership functions. Fire risk situations were considered with 
judgements ranging from "fire risk is definite, " to ""fire risk is excluded"'. These were ex- 
pressed in three classes. High Fire Hazard, Medium Fire Hazard and Low Fire Hazard. 
Linguistic terms Very High, High, Medium, Low, Very Low were associated with each 
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class. A set of rules describing manifest situations of low or high risk were elicited di- 
rectly by interviews with experts. 
The outputs of the multisource classification process were three images in which each 
pixel represented the degree of membership in the High, Medium and Low fire risk 
classes. 
The second example based on Fuzzy logic and which also used knowledge explicitly, 
was developed by Blonda et al [41 and it combined information from images obtained 
at different dates (multitemporal) for land-cover classification. In this study the system 
knowledge base consisted of a set of rules describing each class on each date. In construct- 
ing these rules the system used linguistic descriptors such as Low, High, Very Low and 
any logical combination of these predicates. These linguistic predicates were treated as 
membership functions for fuzzy sets defined on the image spectral values. This fuzzy 
system was applied for land-cover classification in Italy and the results were compared 
with the maximum likelihood approach. The results showed that the overall correct clas- 
sification for the fuzzy system was 91%, whereas for the maximum likelihood 86%. 
2.3.3 Applications based on the Dempster-Shafer Theory 
Srinivasan and Richards [22] developed another system for land-use classification where 
the central inference mechanism used was based on the Dempster-Shafer theory. The sys- 
tem incorporated explicit knowledge in the form of several knowledge bases, each relat- 
ing to a different source. These contain facts and rules specific to that source. Based on the 
data available to the source, the appropriate rules "fire' giving rise to the basic probability 
assignments (i. e. masses using the terminology of chapter 3) to various nodes in a prede- 
fined hierarchy of possible class labels. The control mechanism forward chains through 
each rule base going from data to possible labels. Dempster-Shafer theory is then used to 
provide a consistent set of beliefs over all available data sources. 
This evidential system was used to classify the pixels in the image of Sydney Harbor, 
into three primary features: water, cultural (man-made) and vegetation. Four Landsat 
Multispectral Scanner (MSS) images have been used from the bands 4,5,6 and 7. The re- 
sults were compared with the maximum likelihood classification. The knowledge-based 
method proved to have higher classification accuracy and considerable computational ad- 
vantage over the probabilistic approach. 
Kim and Swain [13] have used Dempster-Shafer's theory of evidence for multisource 
data classification. In this application Dempster "s rule of combination was applied to the 
problem of ground cover classification based on multispectral data in conjunction with 
2.3. CENTRALISED SYSTEMS 16 
digital elevation data. The decision was made according to the maximum plausibility rule 
and compared with the maximum posterior decision rule. 
The image covered a forestry site in Canada. Source 1 consisted of 4-band airborne 
multispectral scanner data in the visible region. Sources 2 and 3 were synthetic aperture 
radar imagery (SAR) in the shallow mode and steep mode, respectively The last source 
was a digital elevation model (DEM). Results showed that the maximum posterior clas- 
sification using all four data sources provided a small increase in overall accuracy, but it 
decreased the average accuracy by a considerable amount compared to the accuracy of 
source 1 alone. However, the method based on Dempster-Shafer increased both the over- 
all and the average classification accuracy 
Moon [16] used Dempster-Shafer to integrate four data sets: airborne Electro-magnetic 
(EM), airborne total field magnetic, ground EM and bedrock geology maps of the Farley 
Lake area of Manitoba, Canada. The purpose was to test two propositions: an iron ore 
deposit present and a base metal deposit present. Dempster's rule of combination was 
used to integrate these four data sets. Results of this study showed that the Dempster- 
Shafer approach clearly outlined the most probable exploration target area. 
Peddle and Franklin [17] applied Dempster-Shafer orthogonal combination of evi- 
dence for the classification of surface cover and frozen ground. It was shown that mul- 
tispectral SPOT HRV imagery and a dense grid DEM (Digital Elevation Model) can be 
used to classify permafrost occurrence using an implementation of the Dempster-Shafer 
approach to integrate and classify the diverse multisource data. 
In this application the MERCURYe evidential reasoning software was used to identify 
first the land cover by using spectral and geomorphometric data. The land cover labels 
were then combined with terrain aspect and a measure of equivalent latitude, which are 
all important factors in determining the distribution of permafrost. 
In the first experiment performed they used these three parameters as measured or ob- 
served in the field. The sample data were divided into independent training and test files. 
The training data were used to build the mass functions over the domain of each source; 
the test data were then classified by the MERCURY(D evidential reasoning programme. A 
classification accuracy of 85% was obtained for 122 test sites. This showed the percentage 
agreement between soil probe field identification of frozen ground and the classification 
of permafrost occurrence from field observation of land cover, equivalent latitude and ter- 
rain aspect. 
In the second experiment, the same three variables used in the field experiment were 
obtained from remote sensing data and used to classify permafrost. Aspect and equiv- 
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alent latitude were extracted directly from the remotely-sensed DEM and the land cover 
variable was obtained by evidential classification of SPOT HRV spectral response patterns 
(three multispectral bands) and geomorphometry (elevation, slope, aspect). The accu- 
racy of the resulting land cover classification was 86% agreement with ground data. The 
land cover labels were then re-entered into the MERCURY& evidential reasoning software 
with the new terrain aspect and equivalent latitude measures from DEM for the classifica- 
tion of permafrost. The result was 82% agreement with the soil probe field determination 
of frozen ground. 
2.3.4 Applications based on Bayesian Networks 
A quite different type of approach was used by Ducksbury [71 in order to classify urban re- 
gions versus non-urban in aerial photographs. He did not use multisource data but rather 
multiprocessor data. In fact all his data came from an aerial image which, however, was 
processed in various ways so that different measurements concerning the same pixel were 
deduced. The various measurements were subsequently combined using a Pearl Bayes 
Network. In particular, for the purpose of locating urban regions, a mesh was placed over 
an image and for each of the resulting windows the input to the system was a set of raw 
statistics. In the multilevel case there were two sets; one obtained from the full resolu- 
tion image (fine statistics) and the other obtained from the image at half resolution (coarse 
statistics). To compute the different statistics the image was divided into a set of windows 
of typically 16 x 16 pixels in size [6]. For each window the number of significant extrema 
was computed, the number of edges and a classification of the windows histogram using 
a chi-squared measure with a set of 4 predefined Gaussians. The first was done indepen- 
dently for rows and columns recording each significant change in direction of the gray 
level intensity. The last of the statistics was based on the fact that the variance of an urban 
region is typically different from that of the field. 
Now, these statistics were quantized into a number of levels and were used to produce 
a set of judgements for each window. For example, in the case of 
5 levels, the judgement 
(virtual evidence in Pearl's notation) is of the form (0.0,0.7,0.9,0.6.0.0), meaning that the 
data, for example the number of edges, are consistent with characterisation of the window 
as being of level 2 with 70 % confidence, level 3 with 
90% confidence and level 4 with 60% 
confidence. Note that it is not necessary for these percentages 
to sum up to 1 as they refer 
to judgements of data being consistent with a certain characterisation and not 
to beliefs 
that the corresponding window belongs to a certain class. 
These sets of judgements then 
are combined using a Pearl Bayes Network, 
into a belief of the window belonging to the 
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urban region. Results show that improvement is possible by using the multilevel Pearl 
Bayes Network where an additional set of statistics on a half (coarser) resolution version 
of the original image is computed. 
A second application using the same method was concerned with locating drivable 
regions for an autonomous land vehicle. 
2.3.5 Applications based on Probabilistic methods 
Richards et al [191 used supervised relaxation labeling for incorporating information from 
ancillary data sources into an existing classification carried out by Hoffer et al [181. This 
classification was produced from multispectral Skylab imagery and shows the distribu- 
tion of a range of tree species in the area of Colorado Rockies. For simplicity, the classifi- 
cation involved only two labels: spruce fir and other. Richards et al used elevation as the 
sole ancillary data variable since it was believed to be the most significant for improving 
classification accuracy over that obtained from spectral data alone. An elevation map and 
a map showing distribution of spruce fir with elevation were used to obtain the Oi (A) for 
each pixel in the image (0i (A) denotes the probability that pixel Z is labelled A which was 
obtained by an ancillary source). The initial Pi (A), (the probability that pixel z in the image 
possesses label A obtained using the initial sources) were chosen as 0.99 for the label for 
a particular pixel indicated by the classifier as the most likely and 0.01 for the least likely 
label. The conditional probabilities Pij (A I A') (this expresses the likelihood that pixel i is 
labelled A given that pixel j is labelled A') were computed from the original classification. 
The final labeling achieved after 80 iterations for various degrees of supervision by the el- 
evation data showed to improve classification accuracy from 68% to 80%. Maps produced 
show spruce fir pixels to be distributed over a more restricted range of elevations than was 
the case for the classification based upon spectral data alone. 
Frank [8] combined Landsat Thematic Mapper data with topographic and topocli- 
matic variables to map dominant vegetation communities in the Colorado Rocky Moun- 
tain Front Range. The thematic spectral bands were transformed into five band ratios and 
normalized difference variables to characterize the spectral patterns of vegetation com- 
munity cover types. Slope, elevation, aspect and relief measures were also obtained to 
examine topographic effects on vegetation distributions. A topoclimatic index was cre- 
ated from a Digital Elevation Model to distinguish between favorable habitats for wind- 
blown and snow-covered communities. Slope-Aspect index was used to characterize pre- 
vailing wind effects on soil, moisture and subsequent vegetation distributions. All these 
variables obtained were combined linearly to provide a discriminant score for an obser- 
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vation, for each dominant community. Then using discriminant scores each observation 
was assigned to the dominant community using the posterior probability: the probabil- 
ity that an observation with a discriminant score of D belonged to dominant vegetation 
community group G was estimated by the conditional probability and the observation 
was assigned to the group which produced the largest conditional probability. 
Middelkoop and Janssen [15] developed a method of knowledge-based classification 
based on temporal relationships between classes. In this study spectral image informa- 
tion, information stored in a geographic information system and knowledge about crop 
rotation by means of state transition matrices were combined in a Bayesian maximum like- 
lihood classification. The study involved acquisition of knowledge about the temporal re- 
lationships between classes from the available data and experts and representation of the 
knowledge. 
The method used classification based on maximum likelihood, i. e., 
P(Wilx) = P(Xlwi)p(wi)/E[P(Xlwj)p(wj)l 
i 
where P (Wi I X) is the a posteriori probability that class Wi occurs, given the observation 
vector X, P(XjWj) is the probability that observation X will occur, given class Wi and 
P(Wj) is the a priori probability for class Wi. In this study the P(Wj) was substituted by 
P (Wi, t I Wj, t- 1) i. e. the probability of class Wi occurring at time t given class Wj occurring 
at time t-1, which were read from the transition matrix created by overlaying ground 
cover maps of successive years or interviews with experts. Results of this method applied 
in the Netherlands showed that the overall classification accuracy increased by 4% to 20%, 
depending on the spectral separation of classes, when compared with the result based on 
only spectral information. Spectral separation of classes had an effect on the overall clas- 
sification accuracy, since when there was good spectral separation between the classes, 
there was little improvement from adding ancillary data and knowledge. 
One could classify under the heading of probabilistic methods, methods which use the 
linear combination rule of partially processed data. One such example is an application 
concerned with forest fire hazard mapping developed by Chuvieco and Congalton [5]. In 
this study digitally processed TM data were integrated with other layers of geographic in- 
formation to derive a forest fire hazard map. The variables in this model included the basic 
factors that affect forest fires, namely: vegetation species classified according to fuel class, 
elevation, slope, aspect and proximity to roads and trails, campsites or housing. Each one 
of these variables was considered as a different layer of information for the integrated 
2.3. CENTRALISED SYSTEMS 20 
analysis. Standard supervised classification techniques had been applied to the TM im- 
agery for vegetation mapping. From the topographic data (elevation, slope, aspect) used, 
slope was considered as the critical factor since steep slopes increase the rate of spread of 
the fire. For the integration of the five layers of information mentioned above, it was as- 
sumed that some of those layers have a higher influence on fire hazard than others and 
were ranked in the following order; vegetation, slope, aspect, proximity to roads and ele- 
vation. The approach included several steps; first each data layer was weighted according 
to its impact on increasing the fire hazard. Second, each data layer was then divided into 
different levels which are assigned a coefficient of 0,1 and 2 based on the ranking of high, 
medium and low fire hazard respectively. The final formula index was expressed as: 
H=1+ 100v + 30s + 10a + 5r + 2e 
where v, s, a, r and e are the coefficients applied to vegetation, slope, aspect, roads and 
elevation groups respectively with weights 100,30,10,5 and 2. The constant value of I 
was added to the equation to avoid the pixel having zero values since a hazard index of 
zero was reserved for water and urban land which were dropped from the model. Values 
higher than 255 were reduced to 255 for maintaining the output image in an 8-bit range. 
Notice that if the values of the parameters v, s, a, r and e are appropriately scaled and the 
exponential is taken of both sides of the above equation, one could interpret the factors 
appearing on the right hand side of the equation as conditional probabilities of a certain 
label to arise given the data from each source. (Compare with equation 2.2). 
Those areas with the highest hazard were compared with the actual area disturbed by 
a forest fire. More than 22% of the pixels with high hazard values in the whole study area 
were burned by the fire while only 3.74 of those with low hazard values were burned. 
Grunblatt et al [9] used a GIS together with simple ecosystem models for desertifica- 
tion assessment and mapping in Kenya. In this study five desertification indicators were 
selected for investigation: water erosion, wind erosion, vegetation degradation, range uti- 
lization and human settlement. After deriving the status i. e. state or condition of these 
indicators by assigning values, the desertification hazard was calculated as a summation 
of the various indicator class values. 
Sader et al [20] used a GIS rule-based model to identify forest wetlands in Maine. An 
additive model was developed for this study. The model consisted of four hierarchical 
layers: each layer incorporated the GIS data and was arbitrarily assigned a weight based 
on its presumed contribution to identify wetlands. Each pixel was analyzed at each layer 
in the model. The weights assigned to themes and attributes in the GIS model produced 
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a numerical value that indicated the potential for a forest wetland to exist at any location. 
A lower weight was given to a GIS layer which was thought to be correlated with other 
variables in the database. 
2.3.6 Applications based on Neural Networks 
Harston and Schumacher [111 used neural network technology to fuse spectral signatures 
with topographic information in order to improve image classification. This is an exam- 
ple re knowledge was used implicitly. The type of neural network used was the three 
layer feedforward perceptron with one hidden layer. The delta rule was used to train the 
output layer and backpropagation to train the hidden layer. Several experiments involv- 
ing neural networks were performed. In one of them, a neural network was trained to 
classify Landsat Multispectral images of Black hills. Four bands 4,5,6 and 7 were used to 
obtain a classification into four classes: urban, farm, range and forest based on the spectral 
signatures. The file of georeferenced ground truth classification was used as the training 
criterion. 
A second neural network was trained with the four bands of Thematic Mapper data 
and topographical data of altitude or elevation. The topographical input map contained 
10 levels of elevation. These images were georeferenced to each other and the ground 
truth file was used for training. The first network was referred to as the spectral signa- 
ture network and the second network as the fusion network. By training each network 
with different samples twice, two spectral signature networks and two fusion networks 
were obtained. Results showed that both spectral signature networks learned 65.7% of the 
training sets whereas the first fusion network learned 73.7% and the second fusion learned 
75.8%. This showed that the fusion of altitude information with spectral signature im- 
proved learning. All this means, of course, is that the elevation information is relevant to 
the four classes. However, it is also obvious that spectral and elevation information is not 
enough to discriminate fully between these classes, otherwise 100% accuracy would have 
been achieved for the training set, unless, of course, the networks were not trained long 
enough. Two of the networks, one spectral and one fusion, were tested with other data 
taken from multispectral images. The spectral signature network classified these novel 
data points with 52% accuracy and the fusion network correctly classified 60% of them. 
Another application based on neural networks with implicit knowledge was devel- 
oped by Benediktsson et al [21, in order to compare it with the probabilistic method of 
combining information discussed in a previous subsection. 
In this study four data sources were used: Landsat Multispectral Scanner data (4 data 
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channels), elevation data (one data channel), slope data (one data channel) and aspect data 
(one data channel). The area used for classification was a mountainous area in Colorado 
which had ten ground cover classes. The delta rule and the generalized delta rule were 
used to train the networks. Each channel was represented by 8 input neurons i. e. a total of 
56 input neurons (for all 7 channels). The number of output neurons was 10, the same as 
the number of output classes. Results showed that the generalized delta rule has great po- 
tential as a pattern recognition method for multisource, remotely sensed data. It showed 
to be superior to the statistical method used on the same data, in terms of classification 
accuracy of the training data. However, the generalized delta rule proved to be compu- 
tationally complex since when the sample size was large, the learning time could be very 
long. The statistical algorithms used though, outperformed the neural networks in clas- 
sifying test data. Carefully modelled density functions made the statistical approach less 
likely than neural network models to missclassify samples not seen during training. 
2.4 Conclusions 
The applications described in this chapter showed that the incorporation of additional in- 
formation into the classification process increases classification accuracy. The two main 
sources of information were: multispectral images from different satellite sensors and to- 
pographic data such as elevation, slope and aspect. All methods presented seem to per- 
form better compared to single-source classifications. The Dempster-Shafer and fuzzy 
logic methods seem the most popular methods for fusion of multi-source data. Neural 
network approaches offer the advantage of being non parametric and as a result noth- 
ing about the statistical distribution of the data needs to be known. This is an advantage 
over the statistical methods which require modelling of the data which is a difficult task in 
the case of no knowledge of the distribution functions. Another advantage of neural net- 
works is that they do not have the problem of determining the significance of the sources, 
as is the case with statistical approaches. However, neural networks rely on the training 
patterns and bear a higher risk over the statistical approaches to missclassify samples not 
seen during training. Various probabilistic methods developed fall largely into the cate- 
gory of the linear combination rule used in the distributed systems and they are largely 
heuristic. Pearl Bayes networks offer a sound mathematical footing, but they have been 
grossly neglected by the Remote Sensing community mainly due to the complexity of their 
implementation. The advantages and disadvantages of the various methods is the theme 
of chapter 4, after we present the theory behind these methods in chapter I 
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Chapter 3 
Evidence Combining Approaches 
In this chapter we present the theory behind various methods of evidential reasoning, i. e. 
the process of drawing plausible conclusions from uncertain clues and incomplete infor- 
mation. These processes are found in almost every field in artificial intelligence: from di- 
agnosis and forecasting to image interpretation, speech recognition and language under- 
standing. 
3.1 Introduction 
Various methods exist for establishing the certainty of a conclusion given some premises. 
Amongst the most popular are Bayesian networks, the Dempster-Shafer theory of evi- 
dence, probabilistic relaxation and fuzzy logic. All these approaches involve the use of 
some model which either gives us the probabilities of the truth of a hypothesis given ev- 
idence in Bayesian networks and relaxation labeling or membership functions in fuzzy 
logic or degrees of belief in Dempster-Shafer. This is the way each of the methods han- 
dles uncertainty. Neural networks have also been successful for combining evidence and 
they can perform well as classifiers [7,1]. However, their performance is based on a large 
number of training samples and even then their performance is dependent on having rep- 
resentative training samples. Moreover, the parameters of the neural networks i. e. the 
weights, as well as the outputs obtained have no meaningful interpretation, in the sense 
that Bayesian networks use conditional probabilities or fuzzy logic uses degrees of mem- 
bership. Therefore, neural networks are not considered in this chapter as they do not rep- 
resent uncertainty in the same sense as the other methods. The mapping between neural 
networks and Bayesian networks is covered in a subsequent chapter where the advan- 
tages of the training capabilities that a neural network has to offer are combined with the 
numerous advantages of the Bayesian network to create a system for risk assessment. 
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In section 3.2 we discuss the Bayesian approach to combining information. We con- 
sider propagation of evidence in two types of Bayesian networks, tree-structured and 
singly connected. These are described in sections 3.2.1 and 3.2.2 respectively. Section 3.3 
describes the Dempster-Shafer method of integrating data and section 3.4 gives a descrip- 
tion of Probabilistic Label Relaxation and in particular the method of Supervised Relax- 
ation Labeling. In section 3.5 we describe fuzzy logic as a method of combining informa- 
tion with section 3.5.1 describing the various rules of inference. Finally, our conclusions 
are given in section 3.6. 
3.2 Bayesian Networks 
This section describes the use of Bayesian Networks in combining information. Belief or 
Bayesian Networks are directed acyclic graphs in which the nodes represent multi-valued 
variables, comprising a collection of mutually exclusive hypotheses, (for example identity 
of an organism with possible values orgl, org2, org3) [14], [9], [5]. The arcs signify direct 
dependencies between linked variables and the strength of these dependencies are quan- 
tified by conditional probabilities. A network of this sort can be used not only for storing 
factual knowledge but also as a computational architecture for reasoning about knowl- 
edge. Sections 3.2.1 and 3.2.2 describe the task of fusing and propagating the impacts of 
new information through the networks in such a way that, when equilibrium is reached, 
each proposition will be assigned a measure of belief consistent with the axioms of prob- 
ability theory. 
3.2.1 Propagation in tree-structured Bayesian Networks 
We shall consider first tree-structured Bayesian Networks i. e. those in which every node, 
except the one called the "root"'. has only one incoming link from its parent node. 
Such 
causal links are shown in figure 3-1: 
Each directed link X -ý Y is quantified by a fixed conditional probability matrix 
M, 
in which the (%, j) entry is given by: 
Zý A 
my, lXi = P(Yjlxi) = MY = yjlX = Xi) 
so that the matrix M is 
P(YIIXJ P(Y21XI) ... 
P(YnlXl) 
M= 
(P(yl*1,1*7n) 
P(Y21XTn) 
... 
P(YnlXm)) 
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Figure 3.1: Causal tree showing incoming and outgoing messages at node X 
where xi is a value the variable X can take, yj is a value the variable Y can take and 
P (yZ- I xj) is the conditional probability for node Y to take the value yj given that node X has 
value xj. Sometimes the indices of variables will be omitted to indicate a generic value. 
Also, when the argument of a function is indicated by a capital letter, it implies a vector the 
components of which are the values of the function for each possible value of the variable. 
For example, BEL(X) is a vector with elements BEL(xi), and A (Y) is a vector with elements 
(Yi) - 
Let us denote with BEL(x) the overall belief accorded to proposition X=x by all ev- 
idence so far received. Thus 
A 
BEL(x) = P(xle) (3.2) 
where e represents all incoming evidence which may be of two types: specific evidence 
and virtual evidence. Specific evidence corresponds to direct observations that affect 
the belief in some variables in the network. Virtual evidence corresponds to judgements 
based on undisclosed observations which affect the belief in some variables in the net- 
work. Such evidence is modelled by dummy nodes, representing the undisclosed obser- 
vations, connected by unquantified (dummy) links to the variables affected by the obser- 
vations. These links will carry only one-way information, from the evidence to the vari- 
ables affected by it, but not vice-versa. 
The belief in the various values of X depends on two distinct sets of evidence: e\, i- 
dence from the subtree rooted at X, i. e nodes Y and Z in 3.1, and evidence from the rest 
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of the tree, i. e. nodes U, V and W in the same figure. Denote these sets of evidences by eA 
and e+ respectively. x 
Consider now a typical node X having m children YI, Y2,..., Y,, and one parent U. The 
belief distribution of a variable X can be computed if three types of parameters are made 
available: 
(a). The current strength of the causal support 7rx (u), contributed by the parent of A, 
7rX(U) =- P(Ule+) x (3.3) 
where P (u I e+ ) is the probability of node U to take value u given all the information x 
contained in the subtree which is formed if we omit the tree rooted at X from the 
main tree. The7r messages contributed by the various parents are shown in 3.1- 
(b). The current strength of the diagnostic support Ay. (x), contributed by the 'th child jj 
of X, 
P(eý, Ix) yi (3.4) 
where P(eý, Ix) is the probability of evidence contained in the tree rooted at node Yj 
Yj given the value x of node X. The A messages contributed to the parents by the 
various children are shown in 3.1. 
(c). The fixed conditional probability matrix P(x I u) that relates the variable X to its im- 
mediate parent U. 
Using these parameters, local belief updating can be accomplished in three steps: 
o Step 1: Belief updating 
When node X is activated to update its parameters it simultaneously inspects the 
7rx (U) message communicated by its parent and the messages 
Ay, (x), Aj, 2 (X),... com- 
municated by each of its children. Using this input it updates 
its belief measure to 
BEL(xi) = a, \(xi)7r(xi) (3.5) 
where 
P (Xi I Uj) 7rX (Uj) (3-6) 
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A (Xi) = 11 Xyj (Xi) 
i 
(3.7) 
and a is a normalizing constant rendering Ej BEL(xi) =I where the summation 
is over all possible values x of node X. 
Step 2: Bottom-up propagation 
Using the A messages received, node X computes a new message, AV (U) which is 
sent to its parent U: 
Ax (uj) A (xi) P (xi I uj) (3.8) 
where the summation is over all possible values x of node X. 
Step 3: Top-down propagation 
X computes new 7r messages to be sent to each of its children. The new y 7r (X) mes- 
sage that X sends to its jth child Yj is computed by 
7ryj (Xi) Ce7(Xi) 
11 
I\yk 
(Xi) 
k5ýj 
or equivalently 
7ryj (xi) = aBEL(xi)IAIj (xi) 
(3-9) 
The above equation is used whenever there is only one child and therefore the product 
in (3.9) is not defined. 
Consider an example. Assume that we have three possible classes to classify pixels in 
an image, namely, A, B and C. Suppose that the variables (i. e. the nodes) represent pixels, 
X and Y say. This can be represented by the causal link X -ý Y. Each variable has three 
values. Node X, for example has valuesX1, X2 andX3. one for each possible label. To 
represent the fact that adjacent pixels are expected to have the same label, we may use the 
3x3 conditional probability matrix: 
P(Yjlxi) 
0.80 if xi = yj, i, j=1,2,3 
0.1 if xi :A yj, i, j=1,2,3 
This matrix is the M matrix defined above. Now, let us assume that based on the ev- 
idence so far our belief in node X amounts to ; -, (-V) = BEL(X) = (0-8,0.1,0.1), i. e. -v%, e 
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are 80 per cent confident that X belongs to class A and so forth. Node Y is an anticipa- 
tory node (i. e. a node that has not been instantiated yet) with A (Y) = (1,1,1) since for 
such nodes BEL (yi) should equal 7r (yi) for every i. This yields A (X) =Ay (X) = (I ý 1,1) 
and BEL(X) =7r (X) - The7r(Y) can be calculated from (3.6) (using -7T, -(X) = 7r(X) and 
P (yj I xi) = 0.8 if i= J), yielding 
0.8 0.1 0.1 0.8 
(Y) 0.1 0.8 0.1 0.1 
0.1 0.1 0.8 0.1 
so7r(Y) = (0.66,0.17,0.17)=BEL(Y). 
Now assume that a virtual evidence Z, affecting pixel Y, arrives represented by 
A (Y) = Az (Y) = (0 - 8,0.6,0.5). Node Y updates its belief, using (3.5), to 
BEL(Y) = aA(Y), 7r(Y) = a(0.8,0.6,0.5)(0-66,0.17,0.17) 
= (0.738,0.142,0.120) 
(3-10) 
and computes a new message, Ay (X) for X, by using (3.8) 
0.8 0.1 0.1 ' 0.8 ' ' 0.75 ' 
0.1 0.8 0.1 0.6 = 0.61 
A-1 0.1 0.8, 0.5, 4 0.54 , 
The belief vector of node Y in (3.10) indicates that by receiving a virtual evidence 
which favours the pixel Y being labelled A, its belief in belonging to class A increases from 
0.66 to 0.738. 
Now, upon receiving the Ay(X) message, X sets A (X) = Ay(X) and recomputes its 
belief to 
BEL(X) = aA(X)7r(X) a(0.75,0.61,0.54)(0-8,0.1,0.1) 
= (0.84,0.085,0.075) 
(3.11) 
Assume now that a new virtual evidence, E, arrives that gives twice as much proba- 
bility that node X belongs to class A. This evidence is linked directly to X and posts the 
message AE(X) ý (0.5,0.25,0.25) on the link. This 
AE(-V) combines with A, - (X), using 
(3.7) to yield 
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'\(X) --=::: I\E(X)AY(X) = (0-5,0.25,0.25)(0.75,0.61,0.54) = (0-375,0.15.0.135) 
BEL(X) = aA(X)7(X) 
a(0.375,0.1510.135)(0-8,0.1,0.1) 
(0.91,0.05,0.04) 
(3.12) 
and generates the message 7ry(X) == aAE(X)7r(X) =- a(0.5,0.25,0.25)(0.8,0.1,0.1) = 
a(0.4,0.025,0.025) to Y. Upon receiving7ry(X), processor Y updates its causal support 
7r(Y) to read: 
' 0.8 0.1 0.1 ' 0.4 " 
7r(Y) = ce' 0.1 0.8 0.1 0.025 
, 0.1 0.1 0.8 0.025 
where a' is a normalizing constant. So7r(Y) = (0.722,0.139,0.139) and BEL(Y) be- 
comes 
BEL(Y) = aA(Y)7(Y) = a(0.8,0.6,0.5)(0-722,0.139,0.139) 
= (0-79,0.11,0.10) 
(3-13) 
Again this belief vector shows an increase in the belief of pixel Y belonging to class 
A which was caused by the increase in the belief of pixel X to belong to class A (3.12) 
caused by the virtual evidence E favouring the A class for pixel X. Some properties of 
the updating scheme are: 
(a). The local computations required by the updating scheme are efficient in both storage 
and time. For an m-ary tree (i. e. tree with m children) with n values per node, each 
processor should store n2+ mn + 2n values and execute n2+ mn + 2n multiplications 
per update. 
(b). New information diffuses through the network in a single pass. Instabilities and 
indefinite relaxations have been eliminated by maintaining a two parameter system 
(7 and A) to decouple causal support from diagnostic support. 
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3.2.2 Propagation in singly connected networks 
The tree structure presented above requires only one variable to be considered as the cause 
of another given variable. However this representation is rather limited since it forces us 
to form a single node from all causes sharing a common consequence. 
Figure 3.2: The parents and children of a typical node X in a polytree 
In this section the propagation scheme is extended to graph structures which permit a 
node to have multiple parents. For the time being we restrict ourselves to graphs that are 
singly connected, namely, one undirected path at most exists between any two nodes. 
The propagation rules for these polytrees are similar to those used with trees. Consider 
a typical node X having m children YI, Y2,..., Y,, and n parents U1, U2,..., U,, as shown in 
figure 3.2. 
Let e- be the evidence conveyed to X through its children Yj, 1,.., m and e+ be xx 
the evidence conveyed to X though its parents Uk, k=n. Define 
ex = fe Y... ' ey xx . l 
and 
(3-14) 
e+ = feulx) (3-15) x ... I eux 
I 
where eXj, j stands 
for evidence contained in the subgraph Gxj, j 
defined by the link X 
Yj and e(+Ix stands for the evidence contained in the subgraph G' x defined by the link ui 
Uj -+ X, as shown in figure 3.3. 
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Gu 
xy 
Gu x 
G xy. 
Figure 3.3: Subgraphs defined by several links 
The belief distribution of variable X can be computed if three types of parameters are 
made available: 
(a). The current strength of the causal support 7r, contributed by each incoming link 
Ui 
-> 
-7rx (uz-j) P (uij I e+ X) for i=1,2, *.., n (3-16) ui 
j. =1,2,..., Ki 
where the first index of uij indicates which parent, the second index indicates which 
value of that particular parent variable and Ki is the total number of possible values 
of parent Uj. 
(b). The current strength of the diagnostic support A, contributed by each outgoing link 
Yj: 
, 
Xyj (x-) = P(e-y Ixi) %xj (3.17) 
(c). The fixed conditional probability matrix P(xjujj,... iUnjn) that tells us how proba- 
ble value x is, given that its parents have valuesUlil i U2j2I *--i Unin respectively. 
The steps of propagation of belief are as follows: 
o Step 1: Belief updating 
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When node X is activated it inspects both the7rx (uij) messages communicated by 
its parents and the Ay, (x), J=1, ---, m messages communicated by each of its chil- 
dren. By using these it updates its belief to 
BEL(xi) = aA(xi)7r(xi) (3-18) 
where 
Ki K,, 
Ir Gri) - 
1: 
,**1: [P Gri IU ljj 7 ... i Unjn 7rX 
(Umj,, (3.19) 
jl=l j, =l m 
where each summation ranges over all these possible values for each parent. 
Ä (xi) = 11 Aýi. (x%) (3.20) 
i 
and a is a normalizing constant rendering E,, BEL(x) == 1 
Step 2: Bottom-up propagation 
Using these messages, X computes a new A message to be sent to its parents Ui: 
Ax (Uij) =0E 
m K, Ki-i Ki+l K,, 
... U(i-l)'i-,, Uij, U(i+l)ii+l,... iUnin)IIIFX(Ukik)I A(x. ) E [P(x, luljl, 
in=l kOi 
(3.21) 
where A (x,,, ) is given by (3.20) and the summation is over all possible values of all 
parents except parent Uj, for which we compute the A message for its uij value. 
Step 3: Top-down propagation 
Each node computes the new7r messages to be sent to each of its children. The mes- 
sage that X sends to its A child Yj is given by 
Ki K,, 
7T), 
J' 
(Xi) JU131'..., Unj,, ) XX (Uiji)] Ce 
11 
/\Yk 
(Xi) [P(x- (3-22) 
kýýj jj=j j, =l 
or equivalently 
7TIJ (rj) - aBEL(x?. )11\1,, (xi) 
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The disadvantage of having multiple parents is that it increases the complexity since 
the summation of the equation above ranges over all value combinations of the parent 
variables, a number which is exponential in n. 
3.3 Dempster-Shafer Approach 
Another approach used for combining information is Dempster-Shafer(D-S) [11], [31, [131, 
[141, [121, [10], [6], [161. which has the advantage of allowing partially specified models in 
contrast to the Bayesian approach which requires a complete probabilistic model before 
reasoning can commence. Rather than completing the model, the D-S theory sidesteps the 
missing specifications and computes probabilities of provability rather than computing 
probabilities of truths. 
Assume for example [111, that we wish to examine the likely class membership of a 
pixel based on the available data obtained, firstly from a single source of data. From that 
data we form some impression of the likely labeling of the pixel. We quantify our impres- 
sions by assigning a measure of "'mass"' or mass of evidence to each of the likely labeling 
propositions for that pixel. However we also allow for our uncertainty in what the pixel's 
label might be. For example we may be unsure of the data available to us and therefore be 
unwilling to commit ourselves that the pixel does indeed belong to the set of classes under 
consideration with the mass distribution (i. e. degrees of support for the various labeling 
possibilities) that we have chosen. Total information available from a source consists of 
the supports to the various labels plus the number which expresses our uncertainty on 
whether the set of labels is appropriate or not. Therefore the numerical mass measures 
indicate proportions of evidence. By representing complete knowledge as unity, the sum 
of all labeling possibilities (including uncertainty), as expressed by their masses, is 1 and 
all the masses will be in the range 0 to 1. 
Consider an example similar to the one used for the Bayesian approach. Suppose the 
image classification involves labeling pixels as belonging to classes A, B or C and that we 
are also a little uncertain about the labeling process (or the data) and we commit ourselves 
to labeling the pixel with about 80% confidence. This is equivalent to saying that we are 
20% uncertain about the labeling. From a classifier we establish that the relative likeli- 
hoods of the available labels are in the proportions 2: 1: 1. Then the distribution of the unit 
interval of evidential mass over the three possibilities, using theory of evidence symbol- 
ism, is 
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(< A, B, C, 0 >) =<0.4,0.2,0.2,0.2 
where 0 represents the "frame of discernment", which is a set of propositions or hypothe- 
ses about the exclusive and exhaustive possibilities in the domain under consideration, 
and m(O) is the uncertainty we have about the choice of our set of hypotheses. Any mass 
assigned to 0 represents uncertainty. 
We now define support and plausibility for each of the labeling propositions. Support 
for a proposition A is defined as the sum of all mass assigned to the proposition. Plausi- 
bility of a proposition A is defined as one minus support assigned to any propositions in 
contradiction to proposition A, i. e. 
S (A) = 1: m(X) (3.23) 
XcA 
P(A) =I- S(--, A) (3.24) 
In other words support is the minimum amount of evidence or the smallest likelihood 
that a pixel will have label A. Plausibility is interpreted as the highest possible degree of 
evidential support in favour of the pixel being labelled A. The interval between S(A) and 
P(A) is the evidential interval and the "true"' likelihood lies somewhere in this interval. 
To illustrate support and plausibility consider the distribution of evidential mass be- 
low: 
A, B, AVB, C, 0 >) =< 0.35,0.15,0.05,0.310.15 > (3.25) 
The symbol AVB represents the mixed class for which we are unable to resolve be- 
tween A and B. From these masses we shall calculate the support for each possible class 
as follows: S(A) = m(A) = 0.35 since, by (3.23), the only subset of A is itself. Similarly, 
S(B) = m(B) = 0.15 and S(C) = m(C) = 0.3. Now, S(A V B) = m(A) + m(B) + m(A V 
B) = 0.55 since by (3.23) the subsets of AVB are A, B, AVB and thus we sum up the 
corresponding masses. The plausibility P(A) of A is equal to 0.55 since by (3.24) is equal 
to one minus the support against A, i. e. support for B and C in this example. So this gives 
P (A) =I- (S (B) +S (C)) =0-55. Similarly for P (B), P 
(C) , and P 
(A V B). 
Suppose now that we have available a second multi-spectral sensor. Suppose we have 
assigned a mass distribution to its recommendations concerning class membership of the 
pixel. Denote t the new mass function. In order now to 
bring the evidence from the two 
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sources together to get a joint recommendation on the pixel's label we use Dempster's 
orthogonal sum (or rule of combination). This gives us the aggregated mass that can be 
assigned to the labeling proposition X: 
'Mnew(X) =k1: m(Y)t(Z) (3.26) 
Ynz=x 
where 
k-1 -1- m(Y)t(Z) (3.27) 
Ynz=o 
To illustrate this consider the mass function m of one source to be as in (3.25) above. 
Suppose that the second source has a mass function t, which is expressed as 
A, B, C, 0 >) =< 0.20,0.45,0.30,0.05 (3.28) 
By using (3.27) and (3.28) the new mass distribution, which is obtained from both 
sources, is computed to be 
Mnew(< A, B, AV B7 C7 0 >) =< 0.28210.36510.33110.006,0.017 > (3.29) 
We now demonstrate how we derived the combined mass for proposition A. We first 
evaluate (3.26). This gives 
Tnnew(A) =k1: rn(Y)t(Z) 
Ynz=A 
= k[m(A)t(A) + m(A V B)t(A) + m(O)t(A) + m(A)t(O)] 
= k(O. 1275) 
To determine k we use (3.27) as follows 
k-1 E m(Y)t(Z) 
Ynz=o 
[m(A)t(B) + m(A)t(C) + m(B)t(C) + m(A V B)t(C) + m(C)t(A) + m(C)t(B)] 
= 0.4525 
This gives k- 1/0.4525 - 2.21 and thus m(A) gives the value 0.282 in (3.29) above. 
The new masses for the remaining propositions are found similarly 
In the D-S method of combination of evidences there are several decision rules to use 
in deciding the preferred label among a range of options. These decision rules are: 
3.4. PROBABILISTIC RELAXATION LABELLING 39 
(a). maximum support rule, in which the labeling proposition with the highest support 
is chosen; 
(b). maximum plausibility rule, in which the labeling proposition with the highest plau- 
sibility is chosen; 
(c). an absolute rule, in which the proposition whose support exceeds all other plausi- 
bilities is chosen; 
(d). a maximum support and plausibility rule, in which the label chosen has both the 
highest support and plausibility. 
3.4 Probabilistic Relaxation Labelling 
Another technique used for combining information in order to improve classification ac- 
curacy is probabilistic label relaxation which is a post-classification technique [151. 
The basis of the relaxation procedure lies in having available a set of probabilities for 
each pixel in an image that describes the relative likelihoods of each of the possible class 
labels being the relevant one for that pixel. This set of probabilities for each pixel is then 
modified by reference to the local neighborhood function about the pixel according to an 
updating rule in the following manner: 
Let Pi (A), AcA be the probability that pixel Z in an image possesses label A (i. e. be- 
longs to class A) and A is the set of all labels that could be attached to the pixel. These are 
updated iteratively according to 
P k+l pk k pk (/\) Qk AEA (3.30) (A) (A) Qi (A 
AcA 
where k is the iteration count; the denominator is a normalizing expression and 
Qk (A) is 
a neighborhood function defined as 
Qk(A)=I: d I: pj(, \IAf)pk(, \f) ijij 
AlcA 
(3.31) 
This expression describes the support from the neighboring pixels 
for the labeling of 
pixel i as A. Pj (A) is the probability that the Jth neighboring pixel 
is currently labelled A', 
dj is a weighting constant (subject to Ej dj =: 1) and 
Pij (A/A') is a conditional probability 
that expresses the likelihood that pixel i is 
labelled A given that pixel j is labelled A'. 
Commencing with a set of P, (A) determined from a classification, the algorithm 
is ap- 
plied iteratively until there are no changes 
in Pi (A) with further iterations. 
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The relaxation procedure described above can be modified to allow multiple sources 
of ancillary data to bias the outcome of the iterative process. This is called supervised 
relaxation labelling. 
For the supervised relaxation labeling process a second set of probabilities for each 
pixel is taken into account which may have been derived from other available (ancillary) 
data besides the spectral data used to determine the Pi (A) mentioned above. Call these 
probabilities Oi (A), A C- A. 
The modification involves examining the set of probabilities for each pixel in the image 
at each iteration. If the currently favored label on the pixel is also strongly supported by 
the ancillary data (as expressed by the Oi (A)), then its probability is strengthened prior to 
moving to the next iteration. If the favored label is not strongly supported by the ancillary 
data, then its probability is weakened before proceeding. 
This is implemented by defining 
oi (A) -1+ O[Noi (A) - l] (3.32) 
where N is the total number of possible labels and 0 is a weighing constant to be deter- 
mined. At the (k + I)th iteration (3.32) is used to modify the label estimates according 
to 
P k+l = pý +I pk 
+I +i (3.33) 
pEA 
If either, 3 =0 or Oi (A) = N-', the last of which implies that the ancillary data source 
has no preference for any label for the ith pixel, then pk+l(A)+ = pk+l(A), i. e. the ancil- ii 
lary data has no influence on the progress of the relaxation. 
In principle, relaxation methods seek to develop semantic consistency among a collec- 
tion of observations by means of an iterative process. Supervision adds a 
further degree of 
control to the relaxation process allowing it to be influenced 
by an additional information 
source. 
However, the iterative nature of the relaxation makes it computationally expensive un- 
less the number of iterations is controlled. 
3.5 Fuzzy Logic Approach 
Fuzzy logic is the logic of approximate reasoning i. e. the inference of a possibly 
imprecise 
conclusion from a set of possibly 
imprecise premises. People are very familiar with ap- 
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proximate reasoning since it is the most common type of reasoning done in the real world 
and it is the basis of many heuristic rules. In the context of image classification, the in- 
herent variability or vagueness of real categories causes uneliminable forms of pattern 
indeterminacy. In this way classes are imprecise in nature. Many geographical concepts 
related to land-use classes may not be defined precisely and no clearly specified criteria 
exist to distinguish between them. For example, land with sparse grass can be classified 
into either grassland or soil. Seasonal variations also result in imprecision. The fuzzy logic 
approach provides knowledge structures and inference mechanisms which can model un- 
certain information and human reasoning capabilities [2]. Approximate reasoning tech- 
niques based on fuzzy production rules can be applied to integrate data. 
In fuzzy sets an object may belong partially to a set. The degree of membership in a 
fuzzy set is measured by the membership function or compatibility function [17] defined 
as 
PH 
In this notation X represents the universe of discourse, H represents a fuzzy subset 
of it and x an element of the universe of discourse X whose degree of membership to H 
is expressed by AH(x). The membership function maps all elements of X into the real 
numbers defined in the interval from 0 to I inclusive. That is: 
P 
where 0 means no membership and 1 means full membership in the set H. A particular 
value of the membership function is called a grade of membership. 
Support of H is the set of points in X for which/1 HW is greaterthan 0. A fuzzy sin- 
gleton is a fuzzy set whose support is a single point in X [181. If H is a singleton whose 
support is the point x we write 
P/X 
where p is the grade of membership of x in H. 
The "T" symbol is used to separate the 
grade of membership from the value. A 
fuzzy set H may be viewed as the union of its 
constituent singletons. If H has a finite support 
fXI, X2, ... i Xnj then we can write 
tLllxi U*-U PnIXn (3.34) 
in which pi, z=1, .... n 
is the grade of membership of xi in H[ 191. 
The membership function can also be viewed as the possibility of a value 
to belong to 
a set where possibility is the 
degree to which somethlng is feasible [81 [201. 
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3.5.1 Fuzzy Rules 
To illustrate fuzzy rules, consider a problem of pattern recognition. The task is to identify 
targets which could belong to three classes namely missile, fighter and airliner [4]. Sup- 
pose we obtain the image from a laser TV system at long range and it contains uncertainty 
due to target motion, noise and so forth. There is also uncertainty in the primitive fuzzy 
sets for missile, fighter and airliner. The membership grades are assigned based on the 
knowledge of a typical missile, fighter and airliner configurations. Suppose we have for 
imagel the membership grades in the classes missile (M), fighter (F) and airliner (A) as 
0.4,0.3 and 0.2 respectively. A fuzzy rule is given in the form 
if E then H 
where E is the observed image and H is the fuzzy set union, i. e. 
if imagel then target (0.4/M u 0.3/F u 0.2/A) 
where target is the object whose identity has to be decided and the expression in paren- 
thesis tells us the membership of the object to any of the three possible classes of interest. 
This could also be expressed in the form 
if imagel then targetl 
where 
targetl = OA/M U 0.3/F U 0-2/A 
Suppose we make another observation of the target using image2 and we deduce that 
the grades of membership of the target are 0.2,0.6,0.3 in the classes missile, fighter and 
airliner respectively. This corresponds to the rule 
if image2 then target2 
where 
target2 = 0.2/M U 0.6/F U 0.3/A 
The total information that has been deduced concerning the target is: 
TARGET = targetl U target2 
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Thus 
TARGET = 0.4/M U 0.3/F u 0.2/A u 0.2/M u 0.6/F u 0.3/A 
TARGET = 0.4/M U 0.6/F U 0.3/A 
where only the maximum membership grade of each element is retained in the TARGET 
fuzzy set, as expressed by the definition of fuzzy set union AUB in which: 
[LAUB (X) - max (PA (X), IIB (X» 
for all xEX. 
In general if we have N rules 
if El then H, 
if EN then HN 
where all the Hi bear on some common result H, then the union of the hypotheses deter- 
mines the membership grade of H, i. e. 
pH = max(tLH, , PH21 -7 PHN) 
which is called the truth value of H. 
Suppose now that we have two items of evidence per rule 
if Ell and E12 then H, 
if EN, and EN2 then HN 
Then pg is given by 
PH - Tna., r(mzn(PEll , 
PE12)) min(PEN1 , PEN2)) 
Some rules of inference in fuzzy systems are the following 
4P Entailment principle 
X is F 
FcG 
XisG 
by this notation we mean that given the premises stated above the line we can infer 
the statement below the line. "X is F" is a fuzzy proposition, for example "A is very 
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close to 6" where "VERY CLOSE to 6'-is a fuzzy set and X could be defined as 15.9,6, 
6.11. For each value in this set there is a different grade of membership in the "'VERY 
CLOSE to 6"' set. "F c G" means F is a subset of G and this is true if and only if 
I-IF W PG W for any x. To illustrate the above rule consider in the above example 
the set G being the set of real numbers ""CLOSE to 6"'. Now, the fuzzy set VERY 
CLOSE is a subset of the fuzzy set CLOSE since for a particular point x, its grade of 
membership to the set CLOSE is higher than to the set VERY CLOSE. Therefore we 
deduce that "X is CLOSE to 6". 
dispositional entailment 
Usually (X is F) 
FcG 
Usually (X is G) 
The proposition "Usually (X is F)" is called a disposition and that is a proposition 
which is usually true. "Usually" is a fuzzy quantifier like "Most", "Many". 
Compositional rule 
XisF 
(X, Y) is R 
Y is FoR 
where R is a binary relation over the binary variable (X, Y) and o is the composition 
operator in which 
AFoR(y) = supxmZn(PF(4 PR(X7 Y)) (3-35) 
where sup is short for supremum which is the least upper bound. Generally is the 
same as the max function. Difference arises when there is no max value. An exam- 
ple of this rule could be "X is SMALL", as the first proposition and "X and Y are AP- 
PROXIMATELY EQUAU in which case SMALL is the fuzzy set F in the rule above 
and the relation R is "'APPROXIMATELY EQUAL: ". 
Generalised modus ponens 
X is F 
Y is G if X is H 
Y is Fo (H'ED G) 
where H' is a fuzzy negation of H, and (@ is the bounded sum defined by 
ILH'ü)G (X, Y) = min (1, (1 - IIH (X) + fIG (Y») (3.36) 
To illustrate the above rule consider an example in which the first proposition is "A is 
VERY TALL"' and the second proposition is "Y is SHORT if X is TALL" where VERY 
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TALL, TALL and SHORT are fuzzy sets in the universe of heights U= f4,5,6,6.5, 
71. These fuzzy sets are defined as 
VERY TALL = 0-6/6 U 1/6.5 U 1/7 
H= TALL = 0.2/5 U 0.7/6 U 1/6.5 U 1/7 
G= SHORT = 1/4 U 0.2/5 
The proposition "'Y is G if X is H"' will define a fuzzy set where the membership 
function of each element (x, y) is defined by (3.36) above, i. e. 
PH'(DG(5,4) = mZn(l, (I-PH(5)+PG(4))) 
= min(l, (I - 0.2 + 1)) =I 
IIH'@G(5,5) - min(l, (I-AH(5)+AG(5))) 
- min(l, (I - 0.2 + 0.2)) -I 
PHI(DG(6,4) = min(l, (I-pH(6)+PG(4))) 
= min(l, (I - 0.7 + 1)) =I 
PHI(DG(6,5) min(l, (I-PH(6)+/-LG(5))) 
min(l, (I - 0.7 + 0-2)) = 0.5 
AHIEDG(6.5,4) = mM(l. (1 - pH(6.5) + PG(4))) 
= min(l, (I -1+ 1)) =I 
IIH'(DG(6.5,5) = mM(l, (I - pH(6.5) + PG(5))) 
= min(l, (I -1+0.2)) = 0.2 
ILHIE)G(7.4) = 7nzn(l, (1 - PHU) + IIG(4))) 
= mzn(l. (I -I+ 1)) =I 
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/-IH'EDG(7,5) = mzn(l, (l-/-IH(7)+/-LG(5))) 
= min(l, (I -I+0.2)) = 0.2 
So this fuzzy set H' (D G is defined as 
1/(5,4) U 1/(5,5) U 1/(6,4) U 0-5/(6,5) U 1/(6-5,4) U 0.2/(6-5,5) U 1/(7,4) U 0.2/(7,5) 
Now the membership function of each element in the set Fo (H' ED G) is given by 
(3-35) above. For example the grade of membership of 4 in this new fuzzy set is 
I-LFoIll(DG)(4) - sup[mzn(PF(4), p(H'E)G)(4,4)), min(/-LF(5), p(H'(DG)(5,4)), 
min(PF(6), I-z(H'& G)(6,4)), min(PF(6.5), /-t(H'ED G)(6-5,4)), 
m%n (P F (7), p (H' E) G) (7,4)) 
= sup[O, 0,0.5,1,1] =I 
The grades of membership for the remaining elements are found similarly. 
3.6 Conclusions 
In this chapter, four different methods of combining evidence have been reviewed, 
namely: Pearl Bayes Networks, the Dempster-Shafer theory of evidence, Probabilistic Re- 
laxation Labeling and Fuzzy Logic approach. 
All these methods can handle uncertainty: Bayesian networks and probabilistic re- 
laxation labelling are both probabilistic approaches which handle uncertainties through 
probabilities of truth of a hypothesis given evidence. Dempster-Shafer handles uncer- 
tainty by assigning degrees of belief which show how close the evidence is to forcing the 
truth of the hypothesis. Finally fuzzy logic handles uncertainty through the assignment 
of membership values of a variable belonging to the different classes. The advantages and 
disadvantages of each method, as well as an application of the methods to the same prob- 
lem, is the theme of the following chapter. 
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Chapter 4 
A comparative study of evidence 
combining methods 
In this chapter we present a comparison between three evidence combining approaches: 
a probabilistic method (in this case a Bayesian network [6,5,2,7,4]), the Dempster-Shafer 
theory of evidence [8,3,4] and fuzzy logic [9,10,11. These methods are the most popu- 
lar approaches for handling uncertainty and have been applied in various domains for 
combining information in the presence of uncertainty. 
4.1 Introduction 
In this chapter we concentrate on applying the above three methods to the same problem 
i. e. predicting the risk of soil erosion given information on the various factors that are 
known to influence this risk. Expert knowledge, as well as data on various sites in Attica, 
Greece have been provided. The erosion risk assessment discussed in this chapter forms 
part of the main task of desertification assessment which is the main theme of this thesis 
and is presented in subsequent chapters. Several issues are addressed concerning the var- 
ious drawbacks of each method, regarding information complexity, assumptions needed 
and applicability in real world problem solving. 
In the following sections we present each one of the methods as applied to the prob- 
lem of erosion assessment. Section 4.5 gives a comparison of the three methods and we 
conclude in section 4.6. 
4.2 The Bayesian network approach 
In this section we show a Bayesian network that was constructed to perform inference on 
the risk of erosion of various sites. 
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Erodibility of a soil (i. e soil loss) depends mainly on the following factors: the rock 
type, the slope of the site and soil depth. A distinction is made between permeable and im- 
permeable rocks. Soils on permeable rocks are less sensitive to erosion than impermeable 
ones. The steeper the slope, the higher the risk of erosion. Finally, deep soils, due to their 
larger water storage capacity are less sensitive to erosion than shallow soils. Rain is also a 
factor that influences soil erosion. However, the test sites are relatively close together and 
therefore receive the same amount of rain with the same characteristics (intensity and dis- 
tribution pattern). Assuming, therefore constant climatic conditions throughout the sites, 
and because we are interested in the relative ranking of sites with respect to risk of soil ero- 
sion, we constructed the following Bayesian network to perform inference, by retaining 
only those factors that were likely to vary from one site to the other. 
R Rock Type (permeable, semi-permeable, impermeable) 
S Slope (gentle, middle, steep) 
SD Soil Depth (bare, shallow, deep) 
E Erosion (low, medium, high) 
Figure 4.1: Bayesian network constructed to assess risk of erosion 
The nodes represent the variables of interest and arcs are drawn from causes to effects. 
Each of the three variables can belong to any of the three classes as given in figure 4.1. 
In order to complete the network we needed to define some probability distributions. In 
particular we needed the prior probabilities for the root nodes (i. e. nodes with no par- 
ents) and the conditional probabilities relating erosion to each possible combination of its 
causes (parents). These probabilities have been quantified by the rules provided by the 
experts due to lack of statistical data. For the prior probabilities we assumed equal prob- 
abilities in all possible states of each variable i. e. probabilities of the slope being gentle, 
middle or steep are all equal to 1/3. 
We quantified the network using expert rules. These rules are given in table 4.1. The 
entries L, Al and H in the table correspond to low, mediurn and high risk of erosion given 
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Gentle Middle 
-1 
0" Steep 
B S- D F-B S D B S D 
permeable L L L L M L H M L 
semi-permeable M M L H H M H M M 
impermeable H M L H H M H H H 
Table 4-1: Rules on erosion given combinations of inputs 
the combination of evidence indicated by the rows and columns representing the three 
variables (B, S and D correspond to the classes of soil depth, bare, shallow and deep re- 
spectively). The entries of this table were then quantified with probabilities and tuned 
using 39 training sites where the expert's classification was known. 
The way inference was performed was by entering input at the root nodes in the form 
of binary vectors, with I at the corresponding state indicated by the evidence. The propa- 
gation of evidence was performed using Pearl's propagation algorithm which was exten- 
sively described in chapter 3. 
Out of the 39 training sites, the network agreed with the experts on 37 sites. No further 
training was possible. Results on the 14 test sites, show that 13 were classified in agree- 
ment with the expert. Table 4.2 shows the results of the 14 sites. The second colunm shows 
the probabilities of the risk of erosion given evidence on each site. The final classification 
label was based on the maximum probability. The expert"s opinion is given on the last 
column where L, M and H stand form low, medium and high risk of erosion. The "' x" in 
the last column indicates the site with a disagreement with the expert. 
4.3 The Dempster-Shafer approach 
In this section we show how we applied the Dempster-Shafer theory of evidence to the 
problem of erosion. 
As mentioned previously in chapter 3, in Dempster-Shafer theory we have a so called 
frame of discernment, 0, which comprises a set of mutually exclusive and exhaustive hy- 
potheses. In this particular problem, 0 consists of the three possible erosion risk classes 
namely low, medium and high. The Dempster-Shafer theory uses a number, the mass, 
in the range [0,11 to indicate belief in a hypothesis given a piece of evidence. This num- 
ber indicates the degree to which evidence supports the hypothesis and is called the basic 
probability number (BPN) or mass of belief according to the definition given in chapter 
3. A BPN can be assigned to any subset of 0 not just the singletons i. e. low, medium and 
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Bayesian Net Output Expert Output 
Site BEL(E) E class 
Tlavriol (0.25,0.35,0.40) H 
Tlavrio2 (0.35,0.40,0.25) m 
Tpaterasl (0.85,0.10,0.05) L 
Tpateras2 (0.60,0.30,0.10) L 
Tpateras3 (0.40,0.45,0.15) m 
Tpateras4 (0.60,0.30,0.10) L 
Tpateras5 (0.40,0.45,0.15) m 
Tpateras6 (0.40,0.45,0.15) m 
Tpendelil-l (0.25,0.35,0.40) H 
Tpendelil-2 (0.10,0.20,0.70) H 
Tpendelil-3 (0.25,0.35,0.40) H 
Tpendeli2-1 (0.10,0.20,0.70) Lx 
Tharnavasl (0.35,0.40,0.25) m 
Tharnavas2 (0.35,0.40,0.25) m 
Table 4.2: Results of erosion of the 14 test sites using the Bayesian network approach 
high. For instance, an evidence may suggest with confidence a, that erosion is either low 
or medium without being able to separate the confidence in each one. We would therefore 
assign the BPN a to the set ýL, MI which contains the two hypotheses "erosion is low" 
and "erosion is medium". However, as we will see later on, this is not the case with our 
problem since each evidence suggests with a certain confidence one singleton hypothesis 
only. The sum of BPNs over all hypotheses must be 1. 
In our particular application we have three pieces of evidence for each site (the three 
root nodes indicated in the Bayesian network of the previous section). Each of these three 
pieces of evidence will either support a hypothesis to a certain degree, in which case this 
degree is the BPN assigned to that evidence, or the evidence will disconfirm the hypoth- 
esis to a certain degree (i. e. confirm the complement set of the hypothesis to the same de- 
gree) or thirdly it will not suggest anything about any hypothesis, in which case this BPN 
is 0. This zero means lack of belief instead of disbelief contrary to probabilistic methods. 
If the numbers assigned to all possible hypotheses do not sum up to 1, then the remaining 
belief, up to 1, is assigned to the set 0. 
In order to assign the confidence (BPN) with which each evidence suggests a particu- 
lar hypothesis we used the table of rules of erosion given previously by 4.1. From the first 
row of the table we can see that evidence that the rock is permeable, suggests that erosion 
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is low with confidence 6/9 (taking the number of L entries in the row), erosion is medi u in 
with confidence 2/9 and high with confidence 1/9. Similarly we obtain the confidences in 
each class for each state of each variable. The set 0 is assigned the remaining probability 
up to 1, in each case, which, assuming no uncertainty, is equal to 0. However, we used the 
39 training sites to tune these parameters. If from the data we observed that a permeable 
rock type, for example, did not contribute to erosion with the same strength as the other 
factors or if we assumed that there was some uncertainty involved with the variable, we 
multiplied the vector of confidences in L, M, and H, i. e. (6/9,2/9,1/9) in the case of per- 
meable rocks, by a factor which indicated our certainty of the evidence. Effectively, this 
factor was the free parameter which we used to tune the parameters given the training 
data on the 39 sites. If, for example, we were only 90% confident for the rock type vari- 
able we multiplied the vector of confidence by 0.9 and therefore the left over probability 
i. e. 0.1 was assigned to 0, indicating our uncertainty. 
For the three pieces of evidence, we had to assign a BPN to each class resulting from 
each of the three states. This gave a total of 27 BPN to be assigned. After assigning this 
number for all pieces of evidence on a certain site, we combine them using Dempster's 
combination rule [8] explained previously in chapter 3. 
The final classification labeling was based on the maximum support rule, in which the 
label with the highest support (i. e. belief) is chosen. Results on the 39 training sites show 
agreement with the experts opinion on 28 sites. We were unable to tune the free param- 
eters further to obtain better training. Out of the 14 test sites, 8 agreed with the expert's 
classification. Results on the 14 sites are shown in table 4.3 where the vectors in the second 
column show the belief in low, medium, high erosion and to the frame of discernment 0. 
Again the "x" indicates the sites that disagree with the expert. 
4.4 Fuzzy Logic approach 
We now present the method of fuzzy reasoning as applied to the previous problem where 
we are concerned in estimating the impact of various items of evidence on erosion. 
As already noted in chapter 3, we would need to define the membership 
functions 
according to which an evidence variable is represented 
by a degree of membership in each 
of its possible classes. In the case of our application, we 
have two fuzzy variables; slope 
and soil depth. The third variable, rock permeability 
is not considered a fuzzy variable 
since the labels permeable and impermeable can 
be considered as non-fuzzy Each of the 
two fuzzy variables can have three possible classes and therefore we needed to 
define six 
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Dempster-Shafer Output Expert Output 
Site Bel(L, M, H, 0) E class 
Tlavriol (0.11,0.41/ 0.48,0.00 H 
Tlavrio2 ) (0-03,0.16,0.81,0.00 mx 
Tpaterasl (0-58,0.31,0.11,0.00) L 
Tpateras2 (0.24,0.32,0.44,0.00) Lx 
Tpateras3 (0.43,0.44,0.13,0.00) m 
Tpateras4 (0.24,0.32,0.44,0.00) Lx 
Tpateras5 (0.43,0.44,0.13,0.00) m 
Tpateras6 (0.43,0.44,0.13,0.00) m 
Tpendelil-1 (0.11,0.41,0.48,0.00) H 
Tpendelil-2 (0.05,0.39,0.56,0.00) H 
Tpendelil-3 (0.11,0.41,0.48,0.00) H 
Tpendeli2-1 (0.18,0.13,0.69,0.00) Lx 
Tharnavasl (0.03,0.16,0.81,0.00) mx 
Tbarnavas2 (0-03,0.16,0.81,0.00) mx 
Table 4.3: Results of erosion of the 14 test sites using the Dempster-Shafer approach 
membership functions as described below. 
According to experts, each of the two fuzzy variables, slope and soil depth is classified 
according to the percentage slope and to the measurements in centimeters respectively. 
Slope is classified into the corresponding classes: 
o Gentle 0-20% 
Middle 20-40% 
Steep 40% and above 
Soil depth is classified into: 
o Bare 0-5cm 
* Shallow 5-30cm 
Deep 30cm and above 
Starting with the slope variable we would need to construct a membership function 
for its classes gentle, 7nzddl(, and stcep. We have constructed the following membership 
functions: 
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1S< 20 
40-S Agentle (S) 72u- 20 <S< 40 
0 40 <S 
sS< 
20 2-G 
Amiddle (S) 1 20 <S< 40 
70-S 40 <S< 70 30 
0S< 20 
Asteep(S) S-20 20 <S< 40 2T-- 
1 40 <S 
The fact that a 40% slope has a zero degree of membership into the set of gentle slopes, 
seemed reasonable even though the above functions could be defined differently. 
The membership functions of soil depth were defined as follows: 
1 SD <5 
Abare(SD) 30 - SD 5< SD < 30 27-- 
0 30 < SD 
SD SD <5 
Pshallow(SD) 5< SD < 30 
50 SD 30 < SD<50 NY- 
0 SD <5 
Pdeep (S) SD -55< SD < 30 25 
1 30 < SD 
The third variable, rock permeability was non-fuzzy so we assigned 1 to the class the 
evidence belonged to and 0 to the other classes. From table 4.1 and using the definitions 
of logical AND and logical OR i. e. m i7i and m a. r respectively we defined the membership 
function for each of the classes of erosion: 
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pi, w(E) 
(Aperm (R) A Agent (S) A Pbare (SD)) V (Pperm (R) /ý Pgent (S) A Pshal (SD)) 
V (Pperm (R) A Pgent (S) A Pdeep (SD)) V (Pperm (R) A Pmid (S) A Pbare (SD)) 
V (Pperm (R) A Pmid (S) A I-Ideep (SD)) V (Pperm (R) A PsteeP (S) A Pdeep (SD)) 
V (/isemi (R) A Pgent (S) A I-Ideep (SD)) V Glimperm (R) A Pgent (S) A Ildeep (SD)) 
(4.1) 
where A and V represent the logical AND and OR (mZn and max) respectively. The sub- 
scripts denote the class of the variables which have been truncated and the letters in the 
brackets indicate the variables. 
In a similar fashion to equation 4.1 we derivePmedium(E) andPhigh(E). 
Since we did not have available the actual measurements of the fuzzy variables we 
simply take the mean of the class indicated by the evidence and calculate its grade of mem- 
bership to each of the possible classes, using the membership function defined previously. 
We then combined these membership values using equation 4.1 to derive the degree of 
membership to each of the erosion classes. We assigned the final classification label ac- 
cording to the class where the variable has the highest degree of membership. 
When tested on a total of 53 sites, since we did not use the 39 training sites to tune any 
parameters (there were no parameters to be tuned), the method resulted 50 sites agreeing 
with the expert's classification. The results on the 14 sites, out of which 13 agreed with the 
expert, are shown in table 4.4 where the second column gives the degree of membership 
of each site into the classes low, medium and high risk of erosion. The "x "' indicates the 
site with a disagreement. 
4.5 Comparison of the methods 
We have presented in this chapter how three methods of combining evidence have 
been applied to the same problem. All of the three methods can represent uncertainty: 
Bayesian networks represent uncertainty in the form of probabilities, the Dempster-Shafer 
theory in the form of degrees of belief and in fuzzy logic uncertainty is expressed in de- 
grees of membership. First consideration in the comparison is the information complex- 
ity involved in performing inference using the methods described above. By information 
complexity we mean the amount of information needed in order to 
define each model. 
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Fuzzy Logic Output Expert Output 
Site p(E) class 
Tlavriol (0-50,0.50,1-00) H 
Tlavrio2 (0.50,1.00,0.50) m 
Tpaterasl (1.00,0.50,0.00) L 
Tpateras2 (1.00,0.50,0.00) L 
Tpateras3 (0.50,1.00,0.50) m 
Tpateras4 (1.00,0.50,0.00) L 
Tpateras5 (0.50,1.00,0.50) m 
Tpateras6 (0.50,1.00,0.50) m 
Tpendelil-l (0.50,0.50,1.00) H 
Tpendelil-2 (0.00,0.50,1.00) H 
Tpendelil-3 (0.50,0.50,1.00) H 
Tpendeli2-1 (0.00,0.50,1-00) L X-1 
Tharnavasl (0.50,1.00,0.50) m 
Tharnavas2 (0.50,1.00,0.50) m 
Table 4.4: Results of erosion of the 14 test sites using fuzzy reasoning 
4.5.1 Information complexity of Bayesian networks 
Starting with Bayesian networks we had to define the prior probabilities of the root nodes. 
In this case due to lack of data, equal probabilities were assumed. We also had to construct 
the conditional probability matrix which related, in this particular application, the erosion 
to its three causes. This matrix contained 81 conditional probabilities. However, we only 
needed to define 54 elements since the last column of the matrix, giving the conditional 
probabilities of erosion being high given all possible parent combinations, is simply given 
by subtracting from 1 the two elements in the first two columns. In general, for M n-valued 
root nodes (causes) and a single n-valued child (effect) we need n'(n - 1) conditional 
probabilities to define in order to perform inference and m(n - 1) prior probabilities for 
the root nodesi. 
Advantages of Bayesian networks: 
They can be particularly appealing to cause-effect problems due to the graphical 
representation of the network and due to the causal hierarchies that exist in human 
knowledge. 
They assign probabilities to hypotheses given the evidence and therefore the final 
'Again the prior probability in the nth state is calculated using the previous n-I probabilities. 
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classification is assigned confidence values. 
Once the structure of the network is fixed and it has been quantified, the inference 
is bidirectional and input can be given to any node. For example we can calculate 
the probability of a disease given its causes or by establishing the disease we can 
estimate the probability of the causes. 
Disadvantages of Bayesian networks: 
Increasing the number of parent variables of a node or increasing their possible 
states, the number of conditional probabilities that need specifying increases expo- 
nentially. 
Elicitation of even a tractable number of probabilities can be a problem in case there 
is lack of statistical data. The number of required probability functions, however, 
can be reduced at the expense of certain assumptions which are difficult to meet in 
practice. 
4.5.2 Information complexity of Dempster-Shaf er theory 
In the Dempster-Shafer approach developed for this problem, we defined all non-zero 
BPNs (basic Probability numbers) to all singleton hypotheses. We had three evidence vari- 
ables each one requiring the assignment of three numbers for each of its three possible 
states. We therefore had to define 27 BPNs- In the general case, assuming that the frame 
of discernment, 0 consisted of n mutually exclusive and exhaustive hypotheses, then there 
are 2n possible subsets of this set. In the worst case, each evidence will cause an assign- 
ment of (2 n- 2) BPNs 2. Assuming again m pieces of evidence we would need to assign CP_ - 
2). However, as in our case, this number can be significantly reduced if we as- 
sign non-zero BPNs to only a few hypotheses, the singletons for example, and therefore 
implicitly assign zero to all other hypotheses. 
Advantages of Dempster-Shafer theory: 
One can assign degrees of belief to a subset of hypotheses instead of singletons 
which is particularly appealing in certain problems, for example medical diagno- 
sis. An evidence may suggest a certain class of infections but may not distinguish 
amongst the infections. 
2 Amongst the 2" subsets is the 0 which is always assigned a BPN zero and 0 which is assigned any re- 
maining degrees of belief so that all the BPN add up to I 
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* Information complexity can be very low if the assumptions mentioned are met. 
Disadvantages of Dempster-Shafer theory: 
" The estimation of the BPNs i. e. the degrees of belief can be problematic, since usu- 
ally these numbers are quantified by experts, who may have different opinions on 
the probability of the effect occurring given a combination of the causes instead of 
a single cause independently. 
" The combination of the degrees of belief of each evidence using Dempster's rule may 
not have the favorable outcome on the hypothesis even if each of the pieces of evi- 
dence, independently suggests the "correct"' conclusion. Using the training data to 
tune these numbers can be problematic since one cannot easily measure the impact 
of the change on the belief of the hypothesis before combining all the evidence to- 
gether. 
* Increasing the number of hypotheses in 0, the number of BPNs that need defining 
increases exponentially (in the worst case). 
4.5.3 Information complexity of fuzzy logic 
As far as fuzzy logic is concerned, we needed to define six membership functions for each 
class of each of the two fuzzy variables. In general, if we have m n-valued fuzzy variables 
we would need to construct mn membership functions. 
Advantages of fuzzy logic: 
" Fuzzy reasoning is particularly attractive to problems involving lexical imprecision. 
" It requires low information complexity expressed in the membership functions 
needed. 
Assigning degree of membership to various classes can be intuitively appealing in- 
stead of categorically stating that a variable either belongs or does not belong to a 
class. 
Disadvantages of fuzzy logic: 
e No definitions exist on how to construct the membership functions. 
e Flexibility of choosing the operators for combining the evidence can also be a draw- 
back since there is no guidance in deciding the operators suitable for a problem. 
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4.5.4 Bayesian Networks versus Dempster-Shafer theory 
Whereas Bayesian networks compute probabilities of truth, Dempster-Shafer computes 
probability of provability. In other words, Dempster-Shafer estimates how close the ev- 
idence is to forcing the truth of the hypothesis instead of estimating how close the hy- 
pothesis is to being true. As Pearl has noted in [61 '"In the Bayesian approach a proposition 
is believable when it is provably probable; in the Dempster-Shafer approach, when it is probably 
provable". 
Another important difference in the two models is that the Bayesian network needs 
a complete probabilistic model to perform inference (i. e. prior and conditional probabil- 
ities) whereas Dempster-Shafer accepts an incomplete model when these parameters are 
missing. As far as the information complexity is concerned, the Bayesian network param- 
eters can easily be tuned using training data since the conditional probability matrices 
give the conditional probabilities of a node given all possible combinations of its causes. 
Therefore by adjusting the probabilities, one can predict the outcome and thus achieve 
the desired result. In contrast, Dempster-Shafer assesses the support on the hypothesis 
of each piece of evidence independently and may not lead to a favorable outcome when 
combined. 
However, the fact that the lack of prior knowledge, in Bayesian networks is interpreted 
as equal probabilities whereas in Dempster-Shafer is interpreted as a zero degree of be- 
lief, can lead to criticism against the Bayesian approach. Equal probabilities, from the 
Dempster-Shafer point of view means more knowledge than there actually is. 
4.5.5 Bayesian Networks versus Fuzzy Logic 
Bayesian networks compute probabilities of certain hypotheses being true, whereas fuzzy 
logic computes degrees of membership to classes which are not interpreted as probabil- 
ities. In fuzzy logic therefore we do not have confidence in our conclusions. However, 
results on our application described in the previous sections of this chapter show that 
by 
choosing the final classification label in fuzzy logic as the class in which the variable 
has 
the highest degree of membership, we obtain the same results as the Bayesian network 
case where we choose the class with the highest probability value. 
Thus, in contrast with 
Dempster-Shafer, the Bayesian network approach seem to agree with results obtained us- 
ing fuzzy logic since both these methods employ expert rules in the same way; i. e. classi- 
fying the hypothesis given all possible combinations of the causes. 
However, the flexibility in choosing operators used to combine the evidence in fuzzy 
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logic is a drawback compared to the Bayesian network where evidence combination is 
based on the laws of probability theory. 
4.6 Conclusion 
In this chapter we have applied three uncertainty calculi, namely Bayesian networks, 
Dempster-Shafer theory and fuzzy logic to the problem of assessing the risk of erosion 
of certain areas in Attica, Greece. We have compared each method based on the amount 
of information needed to perform inference and on the way each method handles uncer- 
tainty. 
Results, as well as the theory behind each method, suggest that the Bayesian networks 
are best suited for cause-effect problems and for applications where probabilities can eas- 
ily be obtained. It is a powerful tool for performing uncertain reasoning and it is based 
on a sound mathematical foundation. 
Dempster-Shafer theory seems to be more appropriate for problems where probabil- 
ities are more thought of as being distributed to sets than to single items, i. e. singleton 
hypothesis. This utilizes one of the main advantages of Dempster-Shafer, namely that of 
being able to assign degrees of belief to sets of hypotheses in case one is not able to dis- 
tinguish which single hypothesis in that set the evidence supports. 
Fuzzy logic is best suited for applications involving lexical imprecision i. e. where vari- 
ables are fuzzy in nature. Although fuzzy logic can have a small amount of information 
required to construct the membership functions, no guidance exists on how these func- 
tions are constructed. 
Results on the application described in this chapter, have shown that both Bayesian 
networks and fuzzy logic have a good agreement with the expert's final classification. 
This was mainly due to the fact that these methods were more suited according to the 
criteria of applicability suggested above. 
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Chapter 5 
A Bayesian network for decision 
making with GIS 
In this chapter we show how a Pearl Bayes network of inference can be used with a Ge- 
ographic Information System in order to combine information from different sources of 
data for the purpose of classification. Data may be of different resolution and accuracy. 
We show how this uncertainty in the input data is incorporated in the network and de- 
velop also a method to construct the conditional probability matrices used by the network. 
We demonstrate our approach within the framework of the problem of assessing the risk 
of desertification of some burned forests in the Mediterranean region. 
5.1 Introduction 
In Geographic Information Systems (GIS) most of the time the data represented by the 
various layers are of diverse origins with varied degrees of accuracy. These data usually 
have to be combined for the inference of some conclusions expressed in the form of la- 
bellings. The straightforward combination of information coming from the various layers 
often used for convenience (e. g. see [6,3,17]), not only fails to take into consideration the 
reliability of each source of information, it also ignores the fact that the rules of combining 
the information themselves may be unreliable. Thus, inspite of the uncertain rules and the 
uncertain data, the output of such a GIS is a hard labeling with no indication given as to 
how reliable this classification is. 
This is because most GIS perform reasoning with simplistic inference mechanisms in 
the form of IF-THEN rules. In rule-based reasoning, one has to know for certain that 
an assertion is true or false in order to draw a conclusion. Although the truth of certain 
premises may be suggestive of the truth of a conclusion, it may not imply it conclusively. It 
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is evident that performing inference in any real world domain always requires some sim- 
plifications to be made. It is necessary therefore to bear in mind that conclusions drawn 
even from absolutely correct data may not always be correct. 
In this chapter we present a Bayesian network for probabilistic reasoning with a GIS 
for the purpose of assessing the risk of desertification after a forest fire. The reason we 
chose this particular type of network, is because it allows the modelling of both types of 
uncertainty in the reasoning process, namely the uncertainty in the reasoning rules (mod- 
elled with the help of the conditional probability matrices involved in the network) and 
the uncertainty in the data (modelled by the probability with which a certain input pa- 
rameter belongs to a certain class). 
So far Bayesian networks have been very widely applied in medical systems to per- 
form medical diagnosis [15,9]. Medicine is one area where categorical decisions are not 
sufficient but instead one has to reason under various sources of uncertainty. Other ap- 
plications involve forecasting [1,71, computer vision [5] etc. Bayesian networks are par- 
ticularly applicable to cause-effect problems i. e. problems that can easily be represented 
by cause-effect relationships between the variables of interest, as is the case in most med- 
ical problems and in the particular application presented in this thesis. Their ability to 
perform bidirectional reasoning has also made them useful for troubleshooting system 
failures, including software and hardware problems as well as mechanical failures of cars 
and jet engines [10]. The use of Bayesian networks in Geography, however, has been very 
limited with a few notable exceptions (e. g. [41, [8]). 
In section 5.2 we shall present the particular problem we have to solve and also de- 
scribe the Bayesian network constructed for solving this problem. In section 5.3 we shall 
discuss how to model the uncertainty in the data assuming a certain type of error in the 
corresponding measurements and how to incorporate the uncertainty of the data into the 
network. In section 5.4 we shall discuss ways of deriving the conditional probability ma- 
trices needed by the Bayesian network. In section 5.5 we present some results of applying 
the theory developed in the previous sections to a set of real data concerning an area of 
study in Greece for which the expert's classification is available from ground inspection. 
We also compare our method with the IF-THEN rule based inference method. We con- 
clude in section 5.6. 
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5.2 Problem Formulation 
The purpose of this work was to assess the risk of desertification of certain burned forest 
areas in Greece, by combining data from various sources together with expert knowledge 
about the desertification processes. 
Desertification is land degradation in arid, semi-arid and dry sub-humid areas result- 
ing from various factors, including climatic variations and human activities. The Mediter- 
ranean region is characterised by extensive aridity, forest fires, overgrazing and improper 
land use. This, combined with irregular but intensive precipitation can lead to land degra- 
dation. 
Two major factors that directly influence the degree of risk of desertification of a 
burned forest are its regeneration potential and the danger of soil erosion. Attica is an area 
of arid and semi-arid climate that suffers from repeated forest fires. The dominant forest 
species is Aleppo pine and a number of bushy species. Aleppo pine regenerates naturally 
after a forest fire due to the presence of mineral elements in the ash and the lack of compe- 
tition for nutrients and water from other plant species, provided that the pine trees that 
were burned had left on the ground enough seeds of good quality. Maquis-type plants 
regenerate naturally after a forest fire by re-sprouting. The extent and rate of natural re- 
generation of a burned forest area, under Mediterranean conditions, depend on precipita- 
tion, surface geology, surface structure etc. This area of study in Greece is not thought of 
containing microclimates in it. We are actually interested in the relative ranking of burned 
forests within the same relatively small area of study, for the purpose of prioritising the 
reforestation resources of the country. Thus, over the whole area one can easily assume 
constant climatic conditions. Therefore, from all the factors that are known to influence 
the forest regeneration and soil erosion only those which are expected to vary from one 
site to the other are considered, namely soil depth, ground slope, rock permeability, as- 
pect and animal grazing. What follows is a description of the network constructed to 
tackle this problem. 
The constructed network is shown in figure 5.1 alongside the labels (states) each node 
can take. Due to the nature of the problem we have designed the network so that the vari- 
ables are discrete. The main reason for this is that some of the variables in the network 
cannot be represented by real values (i. e. rock type) and due to the restrictions involved 
in having a network with both discrete and continuous variables, we have decided to have 
only discrete valued nodes. The number of possible classes of each variable is also shown 
in figure 5.1. 
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The arcs between the nodes show causal dependencies and are quantified by condi- 
tional probability matrices which reflect the rules the experts use when making similar 
decisions. The exact values of their elements are chosen using training data. In order to 
specify a Bayesian network we need to assign prior probabilities to all root nodes and con- 
ditional probabilities for all labels of all non-root nodes given all possible combinations 
of labels of their parents i. e. direct predecessors. When no prior knowledge is available, 
equal probabilities are assigned to all possible states of the root nodes. 
R Rock Type (permeable, semi-permeable, impermeable) 
S Slope (gentle, middle, steep) 
SD: Soil Depth (bare, shallow, deep) 
A Aspect (south, west/east, north) 
AG Animal Grazing (slightly, moderately, heavily grazed) 
E Erosion (low, medium, high) 
RP: Regeneration Potential (low, medium, high) 
D Desertification (no/slight, low, medium, high, very high) 
Figure 5.1: The Bayesian network constructed 
The network we have is not singly connected, because there exists more than one path 
between two nodes (SD and D). In order to handle the loop we used the method of condi- 
tioning(reasoning by assumptions) which is based on the ability to change the connectiv- 
ity of a network and render it singly connected by instantiating a selected group of vari- 
ables [18,161. 
5.3 Coping with Uncertain Data 
If there was no uncertainty in the data, the input data concerning a node should 
be in the 
form of hard labeling [ 16,15 J. For example the input to a node 
S of our example network 
could be of the form (1,0,0) implying that S is 
labelled gentle with probability I and both 
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other labels are rejected (they have probability zero). In practice, however, data are never 
certain, even when they are given to us as hard classifications. We shall examine below 
the various forms of input data and how uncertainty in them can be handled. Then we 
shall discuss how the parameters of such process may be assessed in a GIS. 
5.3.1 Data expressed as a continuous-valued variable 
Quite often a variable in a problem is a real valued function that can be measured directly. 
This is the case for example of soil depth or aspect. Such data are stored in raster form 
in the corresponding GIS layer. In the case of continuous variables the way to incorpo- 
rate uncertainty is relatively straight forward. In this section, we shall show how, if we 
have a model of the error distribution in the measuring process, this error can be taken 
into consideration when we define the uncertainty in the data. For simplicity we shall 
demonstrate our approach assuming Gaussian error distribution. 
Assume that we are given a measurement for one of the input nodes of the network 
of figure 5.1. If we assume that the input measurement, has an error which is normally 
distributed with mean, p, and variance o, 2, then the probability of the input variable be- 
longing to class i i. e. Ci, given the measurement p is given by: 
P(Cilp) - 
Ki (5-1) 
K 
where 
I Ui (x_11)2 
Ki -I e--2,7- 
dx (5.2) 
and 
imax (X _, U) 
2 
m,,, 
K e--2,1 dx (5.3) 
Ný2,7rcr in 
The 1i and ui denote the lower and upper limit of class i respectively and mM and max 
denote the minimum and maximum values that the measured variable can take. 
After some manipulation we get: 
Ki 
I 
erf 
Ui - tL erf 
( 
vf2-cr 
(5.4) 
2 
and 
K erf 
(max - erf 
(min - p) (5-5) 
2 vý_2o, V2-o, 
where erf (r) is the error function defined by: 
crf W2X e- 
t2 
dt (5-6) 
V/, 7-r 
in 
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5.3.2 Data expressed as class labels 
The formula derived above is appropriate if we are given the value of the measured vari- 
able directly. This, however is not usually the case. Quite often the measured variables 
are quantised grossly and all we are given is a class label of the object stored in vector or 
raster format. Even when the input data are of discrete nature, there is always some un- 
certainty associated with them because often this discretization is achieved by measuring 
a variable that can take continuous values and grossly discretizing it into a few ranges 
that define the corresponding classes, without taking into consideration the error of the 
measurement. 
In the absence of any information, all we can assume is that the measured variable 
could equally likely have been any of the values in the range of values that characterise 
the particular class. In other words, in terms of the notation introduced above, all we can 
say is that p has a uniform probability density function in the range (Ii, ui). Then we can 
calculate the probability of the object to belong to any class Cj as follows: 
ui 
P(Ci Ili <p< ui) = 
f, P (Cj I p) P (p) dp (5.7) 
The above formula can be easily derived as follows: 
P(Ci Ili < /-t < ui) = 
P(li <p< uilcj)p(cj) 
P(li <p< ui) 
P (Cj) flu' P (y I Cj) dp 
fUiP (p) dp ii 
Assuming that p is uniformly distributed over the range [1j, uj], the integral in the denom- 
inator is equal to I and the equation becomes: 
u 
P(Cj Ili <p< ui) P(Cj) P(CjIp)P(p)1P(Cj)dp 
ui 
P (Cj I p) P (p) dp 
which gives equation 5.7. Now substituting equation 5.1 into this equation and assuming 
a uniformly distributed p as before we can obtain the probability of the variable to be in 
class j, i. e. Cj, given that the measuring process indicated class j, i. e. Cj', by: 
P (Ci I Cil) -IfKj dp (5.8) Ui - li K 
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Thus, the probability of a variable to belong to class i instead of being taken as equal 
to 1 (after the evidence), is set to: 
P (Ci I Cil) -1 
ui Ki dp 
ui - li 
fli 
K 
(5.9) 
An exact solution to the above integral is difficult to be obtained. Therefore, standard 
numerical integration techniques have been employed in order to obtain a satisfactory ap- 
proximate solution. 
5.3.3 Data not obviously related to a continuous-valued variable 
Some of the data pertaining to a problem may not be easily associated with a measurable 
continuous variable. Such data are for example, rock type and human influence and they 
are stored in vector format. Although not obvious, both these data, in spite of the fact 
that they are expressed by linguistic descriptors, they can still be quantified. For example, 
there are models now being developed that attempt to quantify human influence by the 
number of cattle heads in the region, or by the distance from the nearest road or town, the 
population density, etc. If such a model is available, the uncertainty in this variable can 
be expressed by one of the methods described in section 5.3.1 and 5.3.2. 
Rock type on the other hand cannot really be mapped on the real axis. However, the 
property of rock type that is relevant to a particular problem may be. For example, if what 
enters into the reasoning process is not directly the rock type, but the property of rocks in 
terms of their water permeability, then this is a measurable quantity that can be mapped 
on the real axis. Rock permeability ranges from 10 -' m/ sec for pebble beds down to 10 -" 
m/sec for granites [2]. The three classes of permeability are roughly characterised by the 
following ranges of this value: 
o impermeable: 10-12M/S-10-8M/S 
o semi-permeable: 10-8M/S_10-5M/S 
o permeable: 10-'m/s-10-'m/s 
One can envisage that now we have mapped this property of the rocks on the real axis, 
we can apply the method of section 5.3.1 to define the uncertainty associated with it. In 
this particular case however, the range of values is so large that uncertainty in the mea- 
surement is probably of secondary relevance. The most significant uncertainty probably 
stems from the intrinsic variability of the properties of the particular rocks, rather than 
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the measuring process. For example, hard limestones could be characterised by perme- 
abilities anywhere between 10-4 and 10`0 depending on the amount of solution features 
they contain. This uncertainty should be the one we model in this case rather than the un- 
certainty in the measuring process. 
5.3.4 Application to the constructed network 
Most of the networks considered deal with either continuous or discrete variables. This is 
because of the restriction that continuous parents must have continuous children. In the 
case of our network, we would like to have as continuous variables only the input (data) 
nodes but not the intermediary ones, since some of these variables cannot take continuous 
values. Therefore, we formed a network with only discrete variables. To accommodate 
for input variables of continuous nature, we can imagine that our network has an extra 
layer of input nodes each linked to one of the existing root nodes. These new parent nodes 
will now form the new set of roots in the modified Bayesian network. These parents will 
represent the input as obtained using the GIS input data with a possible error. So the new 
set of root variables will consist of nodes R, S, SY, A' and A6' 4re the () represents 
the given input. 
Figure 5.2: A Bayesian network to incorporate the uncertain data 
Each one of these roots will be linked with the corresponding variable which will rep- 
resent the actual variable i. e. the variable after the incorporation of uncertainty or error in 
the measuring process. These variables consist of the nodes R, S, SD, A and P'G. As it 
can be seen from figure 5.2 we added 5 extra nodes and 5 more arcs. We therefore need 
to construct 5 more conditional probability matrices, one for each arc. Each of these ma- 
trices will be of dimension 3x3. An example of an entry in the second matrix, which 
relates the actual slope with the one given, would be: P(S = steepiSf = steep) which is 
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the probability of slope being steep given that the measuring process indicated steep. 
Assume for example, that we are given by the source that slope is steep. We then in- 
put at node S' a vector (0,0,1) with 1 at the position indicated by the data. The belief that 
slope is indeed steep, i. e. BEL(S - steep), will be the probability of slope being steep, 
given that the measuring process indicated steep i. e. P(S = steepIS, = steep), i. e. the 
corresponding entry of the conditional probability matrix relating S to S. This is the ac- 
tual value that will get propagated downwards. This value is given by equation 5.9. 
This trick is needed because in a classical Bayesian network with hard classification 
input, confidence in the input data can be altered by the evidence propagation procedure. 
In our case we want to avoid that. As long as we realize it, we can input our data directly 
to the unprimed parent nodes in the form of soft classification which is not to be altered 
during the reasoning process. So figure 5.2 is only a conceptual structure, and in practice 
instead of changing the network structure, we modify the beliefs of the input nodes of the 
original network, so that the belief will be set according to the error estimation. 
Another general issue is the way we choose the uncertainty level. For the case of con- 
tinuous valued variables we tried to refer everything to one number. For example, we 
choose the a of the variable coming from the most reliable source in such a way that the 
confidences in each class were almost hard. Then we chose the standard deviations of 
the error of the less reliable variables to be multiples of the previous value appropriately 
scaled to take into account the fact that the variables are measured by different units in dif- 
ferent scales. These multiplication factors were chosen according to linguistic expressions 
of opinion by experts, in the form "'I say that soil depth is twice as unreliable as aspect" 
and also by tuning the network to agree with the experts" opinion in the assessment of 
some training sites. 
For each region we have the DEM data with 20mx 20m resolution. From these we 
calculate the aspect and slope. Aspect is expressed as the angle between the normal to the 
ridge and the north direction. This is expressed in positive degrees form 0 to 360 measured 
clockwise from the north. Aspect is therefore represented by a circle starting clockwise 
from the north and completing 360 degrees, as: 
e North: 0'-45' 
West: 45'-135' 
South: 135'-225' 
o East: 225'-315' 
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e North: 315'-3601 
Due to the nature of these boundaries (non continuous), we created for our network, 
the following classes together with the limits which apply only to half the circle as follows: 
9 South: 180'-225' 
9 West/East: 225'-315' 
9 North: 315'-360' 
Any measurements, I-L, that fall below 180 degrees, are taken as 360-P. 
Slope is calculated by the tangent of the given slope angle times 100 i. e. tanO x 100 
where 0 is the slope angle calculated from the DEM data. The three classes of slope are: 
o Gentle: 0%-20% 
o Middle: 20%-40% 
o Steep: 40%-oo 
The GIS data regarding both variables are available in the form of measurements. For 
each measurement, p, of each of the variables we have associated with it a standard devi- 
ation o,. Since the two variables (namely slope and aspect) were obtained from the most ac- 
curate source, we assign a o, which will indicate high confidence in the data. Therefore we 
set o, =2 for slope and set a o, for aspect which is equivalent to that of slope, appropriately 
scaled to correspond to the range of values of aspect. Therefore 0' of aspect is estimated to 
be 9. Since the measurement is given, we apply equation 5.1. This will give the probabil- 
ity of each class of each variable given the measurement, i. e. P(Cj 1P) which is effectively 
the belief in that class, i. e. BEL(Ci). This is shown diagrammatically by figures 5.3a to 
5.3c. 
Figure 5.3a represents the belief in the variable, slope say, before the uncertainty i. e. 
BEL (S'). It is represented by the belief vector (0,1,0) with I at the position being indi- 
cated by the measurement. TheT, and T2 are the bounds of the class indicated. Now, we 
assume that this input measurement has an error which is normally distributed with mean 
p=measurement and variance o, 2 as shown in figure 5.3b. This is the Gaussian which we 
integrate in equations 5.2 and 5.3 to obtain equation 5.1. Equation 5.1 will give the belief in 
each class of the adtial variable, i. e. BEL (S), which is shown diagrammatically by figure 
5.3c. 
5.3. COPING WITH UNCERTAIN DATA 73 
1.0 
T2 
mmsurement 
(a) 
1.0 
measurement (17(; ) 
(c) 
(b) 
Figure 5.3: Belief distribution of slope assuming (a) no uncertainty and (c) 
uncertainty according to the probability density function (b) 
For the other two variables soil depth (SD) and rock type (R), the GIS data indicated 
the particular class to which each variable belonged. 
Soil depth, measured in centimeters (cm), is divided into the following three classes 
according to experts: 
o Bare: Ocm-5cm 
fo Shallow: 5cm-30cm 
do Deep: 30cm-oo 
The GIS data indicate the class that each pixel belongs to and therefore we apply equa- 
tion 5.8 to calculate the belief in SD after the incorporation of uncertainty. We choose a 
p r2 
measurcment (%) 
TI T2 
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or = 2.5 for this variable which is twice the a taken for slope and aspect, scaled accord- 
ingly. This is due to the fact that soil depth is less accurate than the slope and aspect which 
are obtained from DEM data. The fact that we set a o, twice as that of slope and aspect is 
justified a posteriori by the training data (i. e. the sites whose desertification risk is known) 
which are used to tune the parameters of the network. 
The possible rock types for our problem were: 
9 Hard Limestones 
o Mica Schists 
" Metamorphic 
" Calcareous tertiary deposits 
" Siliceous tertiary deposits 
" Colluvium 
Out of these types, mica schists and metamorphic rocks, are definitely considered 
as impermeable, whereas hard limestones, colluvium and tertiary deposits are on the 
bo rder between permeable and semi-permeable. In the first case we set the belief of rock 
permeability to (0,0,1) with 1 at the impermeable state and in the second case we set the 
belief of rock permeability to (0 - 50,0.50,0) with equal probability in the given rock 
being 
permeable and semi-permeable. 
5.4 Coping with Uncertainty in the Rules 
The propagation of information in the network relies on the conditional probabilities con- 
cerning the nodes that are related to each other by explicit causal relations. In this chapter 
we also present a novel methodology for constructing the conditional probability matrices 
for use by the Bayesian network to perform the inference. A conditional probability ma- 
trix such as P (A I B, C) can be represented by a table with one entry for each possible com- 
bination of the states of the variables A, B and C. However, when the number of parents 
is large or/and when the number of possible states of the participating variables is large, 
then direct elicitation of such a table is difficult because the required data grows expo- 
nentially with the number of variables involved. There have been nevertheless proposed 
some approximation techniques of this conditional probability P(AIB, C) from pairwise 
relations such as P(, 41B) and P(AýC) [13,121. The most common model of this type is 
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disjunctive interaction (the "noisy OR-gate"') [16]. The basic theory behind this is that any 
member of a set of conditions is likely to cause a certain event and this likelihood does not 
diminish when several of these conditions exist simultaneously. However disjunctive in- 
teraction is based on some assumptions which are only true in some cases. Other methods 
of estimating the conditional probability matrices are ad hoc based on expert rules [11,8]. 
For the network of the size presented here these conditional probabilities are expressed 
by a3x3x3x3 matrix, the elements of which have to be specified. For example, one 
element of the conditional probability matrix relating erosZon to its parent variables i. e. 
rock permeability, slope and soil depth would give the conditional probability of erosion 
to be in a particular state given the states of each of the three influencing variables. There 
is no mention in the literature how the elements of this matrix can be specified in practice. 
There are some geophysical phenomena, however, for which either an analytic model 
exists in the form of an equation that has been deduced from careful consideration of the 
underlying physical processes, or an equation has been defined in an empirical way to ex- 
press quantitatively observations and expertise built up over the years. We shall demon- 
strate here how the elements of the conditional probability matrix can be defined when 
such an equation is available. We shall also discuss what can be done when no such equa- 
tion is available. 
5.4.1 When an analytic equation relating causes to effects is available 
We will demonstrate here a way to specify the independent elements of the conditional 
probability matrix of erosion which will take into account not only the relationship be- 
tween a child node and its parents but also the importance that each of the parent vari- 
ables beares on the child. This is possible because an analytic formula exists that expresses 
quantitatively the relationship between erosion and the factors that affect it. The formula 
used here is the one proposed by Stehlik [14] and is very similar to the Universal Soil Loss 
Equation (USLE) and is as follows: 
mean annual soil loss -D-R-P-S-L-0 (5-10) 
where D is the climatic factor which in our case is assumed to be constant over the whole 
study area, R is the petrological factor and assesses the rock type according to the per- 
meability of its weathered debris and P expresses the erodibility of the soil. P is related 
to soil depth which is inversely related to erosion. Deep soils, for example, due to their 
larger water storage capacity, are less sensitive to erosion than shallow soils. The way we 
incorporate soil depth into this erodibility factor is to assume that for a constant type of 
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soil in the study area, soil depth and soil erodibility are related using a linear function. We 
can assume this linear function since we are only interested in a specific, small range of 
soil depth in which a more or less linear relationship between the two may be assumed. 
(As long as the range of the independent variable is small, any non linear function can be 
approximated by a linear one. ). In this way we derive a function that will give us P given 
the depth of the soil. S and L are the slope steepness and length factor respectively. The 
length factor may be assumed constant over all the sites. S is given by: 
0.24 + 0-106s + 0.0028s 
where s is the slope in per cent. 
0 in equation 5.10 is the vegetation cover which is dependent upon the percentage 
cover. In our case 0 is constant since the area of interest is burned and therefore there is 
no vegetation cover. 
Thus for our problem this formula is simplified as follows: 
mean annual soil loss =f (S, R, P) =a-R-S-P 
where oz is a constant and P represents erodibility of the soil which is a function of soil 
depth. In order to estimate the constant a we will need to estimate D, L and 0 from equa- 
tion 5.10. We know that D is expressed in terms of the mean annual precipitation, r, using 
the equation: 
D=0.0014r - 0.38 
In our study area we know r to be constant to 437mm and therefore we estimate D=0.2 3. 
0 is constant equal to 4 since this corresponds to 0 percentage cover and L is constant 
equal to 1 which corresponds to 20m length of slope. We therefore derive a=0.92. 
Each one of these variables f, R, S and P has three possible states or classes corre- 
sponding to the three classes of each one of the variables E, R, 
S and SD in the network. 
Assume that we denote the lower and upper boundaries of a certain class of a node 
by 
subscripts I and 2. 
Now assume that we want to estimate the conditional probability of erosion 
belonging 
to a certain class given the classes of the variables that 
it depends on. This conditional 
probability clearly can be estimated by evaluating the 
following formula: 
,12 
fZ fý12 '; p it (f (S, R, P) - Ei) u (E2 f (S. R, P» dS dR dP (5.11) P(c1r, s, sd) . (R2- RJ(S2 - SI) (P2 - pl) 
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where small letters for the variables mean their actual assigned class labels and u is a heav- 
iside function which is equal to 1 when its argument is positive and 0 otherwise. 
The above formula seems pretty straight forward and in principle one can calculate the 
integrals analytically and derive an expression which for given values of the class bound- 
aries will yield the value of the conditional probability. However, in practice the analytic 
calculation of the triple integral is prohibitively complicated for the general case due to the 
great number of possible cases one has to consider. Thus, we estimated the above proba- 
bilities by the Monte Carlo method: For each possible combination of classes of the argu- 
ments of the conditional probability we drew 40000 samples uniformly distributed over 
the volume [RI, R21/ [Si, S21 and [Pi, P2]. The number of samples that make the integrand 
in the numerator in equation 5.11 non-zero divided by the total number of samples drawn 
is an estimate of the conditional probability. Table 5.1 gives the entries of this matrix cal- 
culated as described above. Each entry gives the conditional probability of erosion being 
in one of the states low, medium and high (L, M, H respectively) given the states of the 
three variables as shown in the first three columns. 
We follow the same procedure for all possible combinations of states of E and its par- 
ents in order to complete the whole conditional probability matrix. 
5.4.2 When no analytic formula is available between causes and effects 
When no analytic formula exists between causes and effects, one has to deduce the ele- 
ments of the conditional probability matrix using training data and expert rules expressed 
in vague linguistic terms. This is the case for assessing the regeneration potential of a for- 
est and its risk of desertification. 
No quantitative formula exists that relates the regeneration potential to its contribut- 
ing factors. One can easily reason and derive one such formula but to our knowledge there 
are no detailed studies done which would allow us to calculate, for example, the constants 
that will appear in it. This situation is similar regarding the dependence of the 
factor of 
desertification on the regeneration potential and erosion. Thus, for the calculation of the 
elements of these matrices appropriate numbers 
had to be chosen to reflect the rules fol- 
lowed by the experts, namely: 
The more soil, the more seeds and more nutrition the 
higher the po 
tential of a forest to regenerate naturally. 
(b). The way the land surface area is oriented towards the sun affects the amount of radi- 
ation it receives. South facing aspects 
due to the higher amounts of heat they receive 
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from the sun, tend to be drier. On such slopes natural vegetation is usually sparser 
compared to vegetation on north-facing aspects. 
(c). The more animals that graze the land, the lower the potential to regenerate. 
(d). The higher the erosion, the higher the desertification risk. 
(e). The lower the potential of an area to regenerate, the higher the risk of desertification. 
We are also given that this factor influences desertification more than erosion. 
The above general rules were used to give some initial values to the elements of the 
conditional probability matrix, interpreting that high means 80% confidence, low means 
20% confidence and so on. Then these values were tuned using training sites for which 
the experts' (hard) classification was available. It must be noted that ideally this tuning 
should be done using historical data where the state of a number of sites is compared with 
the state predicted byiiie experts some years earlier and statistics are performed. How- 
ever, in view of the lack of such data one can only tune the parameters in such a way that 
the systems' assessment agrees with that of the expert in as many sites as possible. 
5.5 Experimental Results 
In this section we will present the results of the network when applied on 53 sites using 
GIS data. We have implemented Pearl's propagation algorithm in C. We then compare 
our method with the results obtained using the GIS data with reasoning in the form of 
IF-THEN rules i. e. ignoring the uncertainty. In each case we compare the results with the 
expert's classification which was based on field data. 
5.5.1 Reasoning using the Bayesian network 
The inference mechanism described above could be applied either at pixel or, preferably, 
at region level. The latter would obviously make the algorithm faster. At whatever level it 
is applied, it is necessary for the entity that has to be classified to have uniform attributes. 
For example, our method could not be applied to a region consisting partly from south 
looking slopes and partly from west looking slopes. In that case fuzzy logic would have 
been more appropriate, as fuzzy logic deals with partial membership to various classes. 
Thus, to apply our inference mechanism to the region level, some preprocessing is needed: 
As each layer of the GIS has different tessellation of the land into polygons, a composite 
tessellation must first be created by considering a union of all polygons in all layers. This 
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I Erosion 
Rock Type Slope I Soil Depth L M H 
bare 0.28 0.53 0.19 
gentle shallow 0.39 0.57 0.04 
deep 0.58 0.42 0.00 
bare 0.00 0.00 1.00 
permeable middle shallow 0.00 0.07 0.93 
deep 0.00 0.34 0.66 
bare 0.00 0.00 1.00 
steep shallow 0.00 0.00 1.00 
deep 0.00 0.00 1.00 
gentle bare 0.21 0.43 0.36 
gentle shallow 0.29 0.54 0.17 
deep 0.45 0.55 0.00 
bare 0.00 0.00 1.00 
semi-permeable middle shallow 0.00 0.01 0.99 
deep 0.00 0.14 0.86 
bare 0.00 0.00 1.00 
steep shallow 0.00 0.00 1.00 
deep 0.00 0.00 1.00 
bare 0.15 0.33 0.52 
gentle shallow 0.21 0.42 0.37 
deep 0.33 0.59 0.08 
bare 0.00 0.00 1.00 
impermeable middle shallow 0.00 0.00 1.00 
deep 0.00 0.02 0.98 
bare 0.00 0.00 1.00 
steep shallow 0.00 0.00 1.00 
deep 0.00 0.00 1.00 
Table 5.1: Conditional probability matrix for erosion. 
way each small polygon created will have a unique set of attribute classes or measure- 
ments which can be fed into our system to assess its risk of desertification. In our case, 
part of the data, i. e. aspect and slope, were given in raster format. Thus, the smallest 
"polygon" we had was a single pixel and that is why we had to apply our system at a 
pixel level. 
The final classification of a site was performed by averaging the corresponding prob- 
abilities of the site pixels. 
There are 5 possible desertification classes: 
* Class I: Sites without any risk of desertification after a forest fire 
e Class 2: Sites with a low risk of desertification 
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" Class 3: Sites with a moderate risk of desertification 
" Class 4: Sites with a high risk of desertification 
" Class 5: Sites with a very high risk of desertification 
All sites have been classified by an expert using ground data. 
Out of the 53 available sites, 39 sites were used for training and 14 sites were used 
for testing the final system. Table 5.2 shows the results of the 39 sites using GIS data with 
uncertainty. Table 5.3 shows the results of the 14 test sites using GIS data with uncertainty. 
Using GIS data the system agreed with the expert on 28 out of the 39 training sites, with 
the majority of the misclassified sites falling into the adjacent classes. Out of the 14 test 
sites, 8 agreed with the expert. The sites that were correctly classified are indicated by a 
"V" in the last column of the tables. We have also tested the system on the 53 sites using 
GIS data with no uncertainty. In this case, for slope and aspect we calculated the mean 
slope and aspect of each site and classified it by inputting 100% probability to the class it 
fell in. For the rest of the variables we gave again 100% probability to the class indicated. 
When tested with these certain input, the system agreed with the expert on 28 out of the 
53 sites. 
5.5.2 Rule-based reasoning 
We compare our results with those obtained when reasoning without uncertainty, but sim- 
ply performing inference using IF-THEN rules. 
An example of such a rule is: 
IF slope is steep 
AND rock-type is permeable 
AND soil-depth is shallow 
THEN risk-of-erosion is high 
So for each pixel in each site we test to see if the premises of a rule are satisfied 
in or- 
der to draw a conclusion. We then classify the site according to the classification of the 
majority of the pixels. 
For the raster data available for slope and aspect we simply classify them according 
to which class range the measurement falls. The rest of the 
data were already in classes. 
Out of the total of 53 sites 18 (14/39+4/14) agreed with the expert's classification. 
Results 
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on the 39 sites are shown again in table 5.2. The classification of the 14 sites is shown in 
table 5.3. In both tables agreement with the experts is indicated with a "'9" in the last col- 
umn. 
The lower accuracy observed when reasoning with IF-THEN rules lies in the fact that 
hard labellings were used thus ignoring the degree of uncertainty in the GIS data. This 
should not be the case since the degree of belief in the input is significant for determining 
the output. Although the classification of the input may suggest the class to which the out- 
put belongs, when we have degrees of beliefs attached to these input variables we may 
end up with a different output classification. This is why probabilistic reasoning with a 
Bayesian network gives better results. By including uncertainty only in the inference (i. e. 
using Bayesian network with certain data) still we have better results than by ignoring 
any sort of uncertainty and applying rule-based inference. However the best results are 
obtained by incorporating uncertainty in the data as well as in the inference. 
Another notable advantage of the Bayesian network over the traditional IF-THEN in- 
ference is that we can include in the structure of the network variables which later on 
can leave uninstantiated in case of lack of information. For example, in the network cre- 
ated for this particular application we have included the variable animal grazing which 
although affects the potential of an area to regenerate, there were no data available for in- 
put from the GIS. So when performing the propagation one can leave this variable unin- 
stantiated, as in our case. If we later on receive some information regarding this variable 
we can simply input it in the network. In contrast, in IF-THEN reasoning any variables 
on which we do not have information are omitted from the rules. Therefore any future 
available information on this variable will require altering the rule base and constructing 
new rules to account for the new variable. 
5.6 Discussion and Conclusions 
In this chapter we have shown how a Bayesian network was constructed for the purpose 
of fusing information in a GIS . The information includes data of different reso- 
lution and accuracy. It was therefore necessary for the system to be able to reason with 
uncertainty. 
We have presented techniques to handle data input as raw measured values or as class 
memberships. We also discussed ways of dealing with data in vector or raster form. 
The designed system was tested on 53 sites using the GIS data assuming uncertainty 
with promising results. The majority of the misclassified sites were not given a completely 
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wrong classification but rather a classification into a neighbouring class. This is expected 
due to the discrepancy between field and GIS data. Results also show that reasoning with 
uncertainty using a Pearl Bayes network performed significantly better than rule-based 
reasoning of the IF-THEN form. Results of the Bayesian network with certain data also 
performs better than rule-based reasoning since it still applies some uncertainty in the in- 
ference. However, results showed that the incorporation of uncertainty in the data is also 
essential in order to get satisfactory results. This proves the fact that the confidence with 
which a label is assigned is significant in deriving the correct conclusion. The incorpora- 
tion of uncertainty also provides the additional information on how probable the alterna- 
tive labels are. 
To summarise, we believe that the major contributions of this chapter are: 
It showed how artificial intelligence techniques can successfully be applied to geo- 
graphical issues. More specifically, how a Bayesian network can be used as a tool 
for performing probabilistic reasoning in a GIS. 
It presented a technique for introducing uncertainty not only in the knowledge pro- 
vided but in the input data as well, which in most cases are obtained from various 
sources with varied degrees of reliability. 
It presented a novel methodology for obtaining the parameters to be used by the 
system in case a formula exists relating the connected variables. We believe that this 
is particularly useful since the quantification of the Bayesian network, still remains 
a largely unexplored area. 
The following chapter will be mainly concerned with other methodologies to estimate 
the parameters of the Bayesian network with the help of the training capabilities of a neu- 
ral network. 
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Chapter 6 
Obtaining the correspondence 
between Bayesian and Neural 
Networks 
In this chapter we study the problem of obtaining a correspondence between Bayesian 
and neural networks. It is shown how such a correspondence is established by obtaining 
a mathematical function which relates the parameters of the two models. We thus demon- 
strate an efficient way to derive the elements of the conditional probability matrix to be 
used by the Bayesian network constructed for risk assessment given the corresponding 
neural network trained for this task. 
6.1 Introduction 
There have been many studies on neural networks which proved that any continuous 
mapping can be represented by a neural network of a suitable architecture. Funahashi [4] 
proved a theorem which guarantees the approximate realization of any continuous map- 
ping by a three layer (one hidden layer) network whose output functions for input and 
output layers are linear. In Geva and Sitte [51 it is shown how to construct a multi-layer 
perceptron for approximating continuous functions. It is also shown how to determine 
the number of hidden units required. Nabhan and Zomaya [71 propose an algorithm 
which dynamically configures the structure of the feedforward multilayer neural network 
for function approximation. The algorithm applies a generate-and-test procedure that 
evaluates the learning performance of the structure and modifies it 
by adding or deleting 
neurons/layers. In Longstaff and Cross [61 it is shown that any pattern recognition task 
with any number of classes can be solved by a multi-layer perceptron using only two 
hid- 
den layers. However there has not been any study in the published literature which pro- 
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vides an analytic way of obtaining the weights and thresholds of a neural network given 
the function to be implemented. 
This chapter is concerned with finding a mathematical function which relates the 
parameters used by a neural network with the parameters of the output function of a 
Bayesian network [9,8]. In other words we obtain a correspondence between the two 
models by finding the relationship between the conditional probability matrix elements 
of a Bayesian network and the weights of the corresponding neural network. Effectively a 
closed-form solution is obtained for determining the free parameters of a neural network 
which optimally approximates (in the least square error sense) a given Bayesian network. 
The advantage of our method is that no training is required in order to obtain the weights 
of the neural network and moreover we theoretically prove that there exists a correspon- 
dence between the two networks. 
Another important contribution of the mathematical function obtained is that we can 
inversely determine the conditional probability matrix elements of the Bayesian network 
given the weights obtained by training the neural network with sufficient training pat- 
terns. As it has already been noted in the previous chapters, the quantification of a 
Bayesian network is still considered a drawback of the method, with the majority of the 
cases relying on subjective assessment of probabilities by the experts. This task however, 
is particularly demanding as the numbers required increase exponentially with the num- 
ber of participating variables. In the previous chapter we proposed a method of estimat- 
ing the elements of the conditional probability matrix for the case when an analytic for- 
mula which relates the variables used in the matrix is available. Here, we propose another 
method which does not assume any such formula. Instead, we only need to have enough 
training patterns in order to train a 2-layer neural network to implement a linear function. 
The major contribution of this work is that it combines the training capabilities of the 
neural network with the numerous advantages offered by the Bayesian network. It is in- 
deed true that although neural networks can be easily trained and prove to be fast classi- 
fiers, they are poorly understood in terms of functioning and parameter meaning. On the 
other hand, Bayesian networks can handle uncertainty in a domain of interest through 
probabilities and once the structure of the network is fixed and the network quantified 
the network can perform bidirectional reasoning. By bidirectional reasoning we mean 
both diagnostic (i. e. from observing the effect predict the causes) and causal reasoning 
(i. e. from evidence on the causes to predict the possible effects). 
In section 6.2 we give an overview of our approach that justifies the choice we make 
concerning the neural network decision function. In section 6.3 we present the formu- 
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lation of the problem. Sections 6.3.1 and 6.3.2 give a description of a Bayesian network 
and the associated neural network respectively. In section 6.4 we present the correspon- 
dence between the models by considering first in 6.4.1 a special case of a Bayesian network 
and in 6.4.2 a general case network. Experimental results on simulated data are shown in 
section 6.5. Section 6.6 demonstrates how to obtain a correspondence in singly connected 
networks with intermediary variables. An application to the problem of assessing the risk 
of desertification of burned forests in Attica, Greece is presented in section 6.7 and finally 
in section 6.8 we give a summary together with some conclusions. 
6.2 Motivation 
In this section we underline some of the key points behind the method described in the 
subsequent sections and generally give some justifications for the choices of the functions 
to be approximated. 
The output of a Pearl-Bayes network consists of a linear superposition of the confi- 
dences in the values of the conditioning variables and multiplicative products of them, 
all weighted with the appropriate combinations of the elements of the conditional proba- 
bility matrix. One can linearize this function in terms of all the variables by creating extra 
input nodes in the network, one for each non-linear combination of the confidences of the 
conditioning variables that appear in the output function. Thus, a function of the form 
f (x, y) =a1x+ a2 Y+ a3 XY can be thought of as linear in terms of x, y and z where z =- xy. 
The output of a perceptron on the other hand is given by the linear superposition of all 
the input variables to the output node, fed into a decision function, usually a sigmoid. 
The use of a sigmoid, however, is not necessary. One can use instead, the identity func- 
tion as a decision function. Then there is a direct correspondence between the linearized 
Pearl-Bayes network and the perceptron architecture, and one can easily work out the re- 
lationship between the weights of the neural network and the elements of the conditional 
probability matrix of the Pearl-Bayes network. 
Once we have established such a correspondence, it is easy to consider that we can 
use a set of training data to train the perceptron with the identity decision function and 
from the correspondence between the two networks infer the elements of the conditional 
probability matrix of the Bayesian network. 
This idea however, although simple in its conception, does not work in practice. In a 
Bayesian network we handle uncertainty in the inference rules through the probabilities 
given in the conditional probability matrix. The inference rules are usually supplied by an 
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expert and have the form "IF-AND-THEN.. ". The experts very seldomly put confidences 
in the verdict of a rule and if they do, this is not quantitative. The only way to judge the 
validity of a rule is to make a historical study of input data and output results to compare 
the resultant classification with what actually happened in reality. Such an example is a 
rule about erosion, which is an issue addressed in the application section of this chapter: 
"IF slope is steep AND rocks are permeable AND the soil depth is bare THEN the risk of 
erosion is high". To check how good this rule is, we must do statistics on a set of regions 
an expert classified as running high risk of erosion, say, a few years ago and compare this 
prediction with what is the state of those regions today. This cannot be easily done and 
thus we have to handle the situation in a different way. 
It is clear that the classification an expert does with the help of a set of rules he/she uses 
is really a hard classification. Thus, it is best represented by a sigmoid function which is 
a function that allows a softened up hard classification. Motivated, therefore by the need 
to handle the expert rules, in our particular application, we had to use as an output func- 
tion of the neural network implemented, a sigmoid rather than the identity function. This 
means that is is not easy to find the correspondence between the conditional probability 
matrix of the Bayesian network and the weights of the perceptron. 
What follows is a detailed description of how we obtained the correspondence demon- 
strated, for simplicity but without loss of generality, on simple network structures. 
6.3 Problem Formulation 
In this section we present the two models. We describe a small Bayesian network con- 
sisting of three two valued variables and then present the neural network constructed to 
represent this Bayesian network. 
6.3.1 Bayesian Network 
Assume that we have a Bayesian network with 3 two-valued variables labelled X, Y and 
Z shown in figure 6.1. Let us call the two possible values of each variable 
low and hzgh. 
Figure 6.1: A Bayesian network with two-valued variables 
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Assume that the conditional probability matrix M, which relates Z to X and Y, is 
given by: 
Ml I -Ml 
M2 I -M2 
M3 I -M3 
M4 I -M4 
The elements of this matrix are the values of P(Z I X, Y) that correspond to the follow- 
ing cases: 
P(Z = lowIx = low, Y= low) P(Z = highjX = low, Y = low) 
m 
P(Z= lowlX =low, Y= hzgh) P(Z= highlX =low, Y= hzgh) 
P(Z = lowIX = high, Y = low) P(Z = highIX = high, Y = low) 
P(Z = lowIX = high, Y= high) P(Z = highIX = high, Y = high) 
Then the beliefs in the first and second state of Z are equal to: 
BEL(Z = low) = mjAC + M2AD + M3BC + M4BD (6-1) 
and 
BEL(Z = high) = (I - ml)AC + 
(I- Tn2)AD + (1 - 7n3)BC + (1 - T-n4)BD 
where we denote A and B the elements of the belief vector of X (i. e. BEL(X = low) =A 
and BEL(X = high) = B) and C and D the elements of the belief vector of Y. 
Consider the belief in the first state of node Z only, i. e. BEL (Z = low). By setting 
A and D=1-C, equation (6.1) becomes: 
BEL(Z - low) ý 
(Tn1 
- M2 - M3 + M4)AC + (M2 - M4)A+(Tn3 - M4)C +M4 (6.2) 
It can be proved from equation 6.2 (see Appendix A), that the Bayesian output is 
bounded in the region defined by the variables A and C which range from 0 to 1 since 
they represent probabilities. 
Furthermore it can be shown (see Appendix A) and seen from the graph of figure 6.2 
that the function achieves its minimum and maximum values (Mtn and max respectively) 
at two of the four corners of the square defined by the A and C coordinates. These four 
corners do in fact represent the four independent entries of the conditional probability 
matrix i. e. M1, M2,, M3 and M4- We can therefore find the bounds of the Bayesian output 
function by obtaining simply the mtn and max values of the matrix elements set: m I, m2. 
m3 and M4. The significance of obtaining these bounds is justified in section 6.4. 
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6.3.2 Neural Network constructed 
Assume now that we have a neural network consisting of two input units labelled X, and 
Y1, two units in the hidden layer (E and F) and one unit in the output layer (ZI) as shown 
in figure 6.3. 
Figure 6.3: A neural network constructed 
This neural network has been chosen to model the Bayesian network of figure 6.1. 
Each root is represented by one unit in the input layer (since the second is a complement 
in the case of two-valued variables). The units X, and Yj in the neural network represent 
the first states of nodes X and Y in the Bayesian network, Z, represents the first state of 
Z. Thus, the input values A and C are fed into units X, and Yj respectively. The units E 
and F do not correspond to any node in the Bayesian network. 
The output of unit Z, is found using the following procedure: First units E and F will 
perform a weighted sum of their input values which will be given by: 
SE::::::::: AWXlE + CWYIE 
Xpris. Plot 
4 
N 
0 
0 
(6-3) 
Figure 6.2: The Bayesian output as a function of its inputs 
y Aý plot 1 Plot 2 
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and 
SF = AWXIF + CWYlF (6.4) 
where the notation Wij means the weight of the connection from i to 1'. After these sums 
are computed a function is used to compute the output of the units. This is given by: 
and 
fE 
1 
(6-5) 
+ e-SE-tl 
fF =1 (6.6) 
1+ e-SF-t2 
where tj andt2are some thresholds. 
Now, fEand fFwill be the input values to Z, and the weighted sum of Z, will be 
given by: 
SZ1 - fEWEZI + fFWFZ1 
WEZI 
+ e, -SE-tl 
Finally, the output of unit Z, is given by: 
fz, = 
I 
WFZ1 
+ e-SF-t2 
I e- 
SZ, -t3 
wheret3 is again a threshold parameter. 
(6.7) 
(6.8) 
The objective is to determine the weights and thresholds in terms of the conditional 
probability matrix elements so that the Bayesian network and the neural network give 
the same output. 
6.4 Obtaining the correspondence 
We first find the correspondence of a special case Bayesian network in which the output 
function is linear in X, and Yj and then consider the general case of the quadratic Bayesian 
output function, as the one given by equation 6.2. 
6.4.1 Linear output case 
Assume that the Bayesian network was constructed in such a way so that the output func- 
tion was a linear combination of A and C i. e. of the form f (A, C) = aA + 3C + ^ý. For 
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this network to be linear we need the coefficient of the term AC in equation 6.2 to be zero. 
In other words we require the following restriction on the conditional probability matrix 
elements: 
MI M2 + M3 - M4 
So the resulting Bayesian output function becomes: 
(6-9) 
fB 
--:: 
(Tn2 
- M4)A+(Tn3 - rn4)C + M4 (6-10) 
It is well known ([2,11) that a neural network with no hidden layer is capable of im- 
plementing the above linear function. So the neural network architecture presented in 
figure 6.3 reduces to the one of figure 6.4. 
Therefore the neural network output function reduces to one with the same number 
of degrees of freedom (i. e. we are free to choose values for Wx, zl, Wyýz, and t) as the 
Bayesian output function (where we can choose the values Of M2, M3 and m4) due to the 
restriction of linearity. So the problem reduces to finding a way so that the neural network 
output: 
fN =1+I 
e-x 
where x= Wx, z, A+ Wy, z, C+t behaves like the Bayesian network output, i. e. linearly, at 
least in the specified range [min, max] (see section 6.3-1) of the Bayesian network output. 
A lot of research in the past has been directed towards approximating the discriminant 
function that separates the two classes Z= low and Z= high in the feature space. The 
optimal discriminant function between two classes is that which minimizes the Bayesian 
classification error [3]. It is known that a multilayer perceptron can approximate this dis- 
criminant function by piecewise linear segments [6]. The Pearl-Bayes network however, 
is usually used for probabilistic reasoning and fusion of information coming from uncer- 
tain sources. The purpose of using it is not only to assign a class to the output variable, 
but also to have a reliable estimate of the confidence with which this class is assigned. If 
Figure 6.4: A neural network with no hidden layer for approximating the linear function 
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we were only interested in the two networks (the neural and the Bayesian) to get the hard 
classification error right, we would have to try to match their behavior as closely as pos- 
sible near the threshold value (i. e. near the value Sz, + t3= 0 which is the discriminant 
function). As we are interested, however, in the overall agreement between the two net- 
works, we must choose a criterion of correspondence that reflects this requirement. 
This can be achieved by fitting a line to the sigmoid y= 1/(1 + e-) where y ranges 
from min to max and x= WX, z, A+ Wy, z, C+t. We can find the parameters s and 6 of 
this line Y= sx +6 by minimizing the function: 
I xmax 12 
xy m in + e--" - 
(sx + 6)] dx (6-12) 
where the integral ranges from the corresponding xmin and xmax values arising by sub- 
stituting y with min and max respectively, in y= 1/(1 + e-fl. 
The above function is minimized by equating its derivatives, with respect to s and 6, 
to 0 and solving the system for s and 6, i. e. 
Of af 
as =01N= 
This gives: 
8=(6 xmin In(l + e-"") -6 ln(e-'m") xmm -6 xmM In(I + -'m") 
(6.13) 
+6 ln(e-"")xmtn + 12 dilog(l + e-x"x) + 12 ln(e-x"x) In(I + -x"x) - 
6 (ln(e -xmax))2 +6 (In (e -xmin ))2 - 12 dilog (I +e 
-xmin 
12 ln(e -xmin) In(l + -xmin) +6 xmax ln(l + -x"x) - 
-6 ln(e-"")xmax -6 xmax In(I + e-x"') +6 
ln(e-xm")xmax 
3 xmax 2 xmin - xmax 
3+ xmzn 3-3 xmin 2 xmax 
xmM 
3-4 
xmznl In(l + -x"x) -3 xmM 
2 
xmax -2 xmin 
2 In(I +e -x, in 
+3 xmax 2 xmzn +6 dilog (I + e-x, 
in)xmzn -6 dilog(l + -x, ax )xmin + 
I 2 xmZn xmax In(I + -xmax) -2 xmin xmax In(i + -xmin) - xmax 
(6-14) 
+6 dtlog(l + C- xmin )xmax -6 dtlog (I 
+ -xmax )xmax +2 xmax2 + e-xmax) + In(l 
+4 xmax 2 In(I + x7nax + xmi, n) 
(xmtn 2-2 xmax xmin + xmax 2) 
(6.15) 
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where dilog(x) is the dilogarithmic function defined by: 
1 ln(t) 
dt di 1 og (x) = 
11 
1 -t 
A complete derivation of the above formulae is given in Appendix B. 
By substituting the values of s, 6 and x- Wx, z, A+ Wy, z, C+t we reduce the neural 
network output to a linear function in terms of A and C: 
fN ý s(Wxlz, A+Wylz, C+t)+6 
= sWxlz, A+sWylz, C+st+6 (6.16) 
We want the above output, fN, to be equal to the Bayesian Output fB of equation 6.10 for 
all values of input variables A and C. Therefore, we equate coefficients of the two expres- 
sions to get: 
M2 Tn4 wxlzl 
- 
wylzl M3 Tn4 
t 
M4 
(6-17) 
6.4.2 Generalised case 
Assume now that the conditional probability matrix is such that the restriction of linearity, 
given by equation 6.9, does not hold. In fact, the Bayesian network output is a function 
with four degrees of freedom given by: 
fB - (MI - M2 - M3 + Tn4)AC +(Tn2 - 7n4)A+(M3 -M4)C +M4 (6-18) 
We therefore have a quadratic function in terms of A and C in which case the simple 
perceptron with no hidden layers is not suitable to implement. However, an architecture 
with one hidden layer as the one shown in figure 6.3 would result in a neural output func- 
tion with nine degrees of freedom compared with the Bayesian output function of four 
degrees. This difference in the number of degrees of freedom is a serious drawback when 
a direct correspondence has to be obtained. This problem, however, can be overcome by 
reducing it to the previous case of no hidden layer. For this reason we introduce the cross 
product term AC as a new feature along with A and C. This new feature will be calcu- 
lated by a special processor. We therefore end up with the Bayesian output being a linear 
function in terms of AC, -4 and C which can easily 
be implemented with a neural network 
of the same architecture as before, as shown in figure 6.5 where the additional unit in the 
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Figure 6.5: The new product input node is introduced 
input layer, labelled P, represents the product of the values A and C of the input units X, 
and Y, respectively. 
This way the neural network output has the same number of degrees of freedom as 
the Bayesian output i. e. four. By following the same method as the one adopted in the 
previous section we can determine the line that best fits the sigmoid in the given range 
indicated by the conditional probability matrix elements. We derive similarly the param- 
eters of the line and by substituting the corresponding x we get the neural output to be: 
fN = s(WpzAC+Wx, z, A+Wylz, C+t)+6 
sWpz, AC + sWx, zA + sWyýz, C + st +6 (6-19) 
Given this function we can obtain a direct correspondence with the Bayesian output 
of equation 6.18. By equating the coefficients, we obtain the following weights: 
wpzý 
wxl Zi 
wy, Z, = 
t 
6.5 Experimental Results 
7n, - M2 M3 + M4 
M2 - M4 
8 
M3 - M4 
M4 
(6.20) 
In this section we show some experimental results using simulated data. We demonstrate 
the use of this method for obtaining the weights of the neural network given the condi- 
tional probability matrix elements of Bayesian network. 
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Linear Case General Case 
After Training I Derived After Training I Deýiýve 
wxlzl -0.240 -0.244 1.239 1.292 
wy, zI -0.707 -0.732 -0.674 -0.646 
wpz, N/A N/A -1.456 -1.508 
t -0.378 -0.375 -0.397 -0.438 
RMS error 0.002 0.002 0.004 0.005 
Table 6.1: Weights obtained after training and using the proposed method 
for the linear and general case with their associated errors. 
6.5.1 Numerical Examples 
For the trivial case of a linear Bayesian output function we constructed a conditional prob- 
ability matrix satisfying the restriction ml+ M4 ý M2 + M3where the independent ele- 
ments TnlTn2, M3 and M4 correspond to the elements of the first colun-Ln. The matrix M 
constructed is shown below. 
0.20 0.80 
0.35 0.65 m 
0.25 0.75 
0.40 0.60 
In order to derive the line that best fits the sigmoid output we obtained the bounds 
of the Bayesian output which are 0.2 and 0.4 for its min and max values respectively. By 
applying equations 6.14 and 6.15 we obtain the equation of the line: y=0.205x + 0.477. 
Substituting the values of mi and s and 6 into equation 6.17 we obtain the weights 
shown in column three of table 6.1. The root mean square error (RMS error), given in the 
last row of table 6.1, is derived by obtaining the square root of the quadratic difference be- 
tween the desired output and the output obtained by the network summed over a number 
of patterns and divided by this number. 
For comparison we constructed a fully connected feed forward neural network with 
no hidden layer to obtain the weights given after training. By running the Bayesian net- 
work with input data for X, and Y, (see figure 6.4) ranging from 0 to 1 with steps of 0.1, 
we generated 121 training patterns in order to train the neural network constructed. The 
weights obtained are shown in the second column of table 6.1. As it can be seen from this 
table the RMS error estimated using the results after training is equal to the error obtained 
using our algorithm. The very low error gives an indication of the efficiency of the algo- 
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rithm. 
For the generalized case we used a matrix which is not restricted as to give a linear 
output. The matrix M used is shown below: 
0.20 0.80 
0.70 0.30 M 
0.25 0.75 
0.40 0.60 
We obtained a line that best fits the sigmoid in the new given range [0.2,0.7]. This line 
is given by equation y=0.232x+0.502. The resulted weights are shown in the last column 
of table 6.1. The neural network constructed, shown in figure 6.5, was trained using 121 
training patterns using as activation values for the input nodes the various values of A 
and C in the whole range [0,1] and the product of these, AC. Weights derived are shown 
in the fourth column. The difference in the error, as indicated by the last two entries of the 
last row of table 6.1 will be eliminated by the method of approximation developed in the 
following chapter. 
6.6 Correspondence in singly connected networks with interme- 
diary nodes 
In this section we describe how to obtain correspondence in singly connected Bayesian 
networks where the input nodes are connected to the output nodes through some inter- 
mediary nodesi. 
Assume that we introduce two intermediary variables E and F as shown in figure 6.6a. 
Usually the intermediary nodes are introduced in a Bayesian network in the first place 
to aid with the construction of conditional probability matrices. It is more often the case 
that rules connecting directly input to output may not be available by the experts but in- 
stead rules are only provided between the nodes of interest and some other intermediary 
nodes whose state at any point in time is usually of less interest. Moreover even if rules 
did exist which connected input to output then the conditional probability matrix between 
them could be of high dimensionality with further difficulties in deriving its elements. If 
we now follow our suggested method of obtaining the correspondence, the number of 
degrees of freedom of the Bayesian network will be different than that of the suggested 
neural network. 
'Singly connected is a Bayesian network with only one path between any two nodes 
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(a) (b) 
Figure 6.6: A Bayesian network (a) with intermediary nodes and (b) with- 
out intermediary nodes 
The method to overcome the above problem is to reduce the singly connected net- 
work of figure 6.6a to the network of figure 6.6b and apply the method of correspon- 
dence as before. In order to do this we need to calculate the conditional probability ma- 
trix P(G I A, B, C, D) which will now define the new reduced network. This probability can 
be found in terms of the conditional probabilities P (E I A, B), P (F I C, D) and P (G I E, F) 
which now define the existing network. This formula is given by: 
P(GIA, B, C, D) =ZZ P(GIEj, Fi)P(Ej JA, B)P(Fi IC, D) 
ji 
where the sums range over all the states of the variables E and F. The proof of the above 
formula follows easily from the laws of conditional probabilities (or equivalently from the 
network's propagation equations [9]). 
We have now created a conditional probability matrix which will be used in the net- 
work shown in figure 6.6b but performs effectively the same inference given the same data 
as the one of figure 6.6a since the information of the intermediary nodes is incorporated 
in the un ified matrix P (G I A, B, C, D) - 
Some of the key points presented in this section are: 
* We reduce the architecture of a singly connected network with intermediary nodes 
to one with direct links from input to output. 
We can now apply the method as presented in the previous sections using the matrix 
elements of the iiiiified matrix to derive the corresponding weights. 
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We succeed in having the same number of degrees of freedom as the neural network 
by reducing the Bayesian network to the simpler architecture described above and 
thus obtaining exact correspondence. 
6.7 Application to a Geographic Information System 
In this section we present an application of the method presented in this chapter for ob- 
taining the matrix elements of the conditional probability matrix of the Bayesian network 
from the weights obtained after sufficient training of the corresponding neural network. 
As an application we consider, as in the previous chapter, the problem of assessing the 
degree of risk of desertification of burned forest areas in the Mediterranean region, given 
some information (evidence) on the factors that influence desertification. 
R Rock Type (permeable, semi-permeable, impermeable) 
S Slope (gentle, middle, steep) 
SD: Soil Depth (bare, shallow, deep) 
A Aspect (south, west/east, north) 
AG Animal Grazing (slightly, moderately, heavily grazed) 
E: Erosion (low, medium, high) 
RP: Regeneration Potential (low, medium, high) 
D: Desertification (no/slight, low, medium, high, very high) 
Figure 6.7: Bayesian network constructed 
As already discussed previously, we have created the Bayesian network, shown again 
in figure 6.7, which shows the variables and their possible states. We demonstrate in 
this section how we derive the three conditional probability matrices P(EIR, S. SD), 
P (RP I SD, A, A6 ) and P (D I E, RP) using the proposed algorithm. Since we have the ex- 
pert's opinion on all the variables in the Bayesian network, we can consider the above 
network as consisting of three subgraphs as shown in figure 6.8. 
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(a) 
SD A PIG 
rRPý 
RP (D 
(b) (c) 
Figure 6.8: The Bayesian network divided into three subgraphs 
We then construct the corresponding neural network for each of these three networks 
and train it, each one with its own training data provided. 
6.7.1 Obtaining the conditional probability matrix 
We now demonstrate how we obtain the erosion matrix. As described in previous sec- 
tions, we construct a single layer neural network shown in figure 6.9 which consists of 26 
input and two output nodes. The two output nodes return the confidences of a region be- 
ing in the two independent states of erosion, low and medium. This network corresponds 
to the Bayesian network of figure 6.8a. The 26 input nodes are determined as follows: 
For each independent state of each parent variable, we assign one input unit in the corre- 
sponding neural network representing the confidence in that state. This gives a total of 6 
inputs for the 3,3-valued parent variables namely R, S and SD. The remaining 20 input 
units are all the possible product combinations of these 6 confidences, excluding products 
of confidences in states of the same variable. For example, assume we denote the confi- 
dence in the first state of variable R by Ri and similarly R2, SI, S2, SD, and SD2where 
subscripts indicate the state and capital letters indicate the variable of the network in fig- 
ure 6.8a. Then we have in the input layer of the corresponding neural network the units 
representing: Ri, R2,, S,, S2, SDj, SD2, Ri Si, RI S2, RISD,,.. ., R2S2SD2. These units are 
in total 26. The confidence with which the output node belongs to class high can be in- 
ferred from the outputs in nodes El and E2 i. e. the confidences with which it belongs to 
the classes low and nteditwi. 
The neural network structure that corresponds to the Bayesian network of figure 6.8b 
is identical to the one described above. However the neural network that corresponds to 
figure 6.8c (i. e. the de,,; ertt*f 1'cation variable which is five-valued) has four output units 
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I RMS 
F State 1 State 2 State 3 State 4 Average 
Erosion 0.019 0.012 N/A N/A 0.0155 
Output 
-Regeneration 
0.015 0.014 N/A N/A 0.0145 
Desertification 0.033 0.026 0.028 0.037 0.0310 
Table 6.2: The RMS errors calculated over the 39 training sites, for each state 
of each variable 
one for each one of its independent states and 8 input units (all product combinations of 
the 2 independent states of the variables E and RP) 
Figure 6.9: A neural network which corresponds to the Bayesian network of figure 6.8a 
We use the data, provided by experts, for the risk of erosion for 39 sites, as training 
patterns. We then use the weights of the trained network to work out the elements of the 
conditional probability matrix of the erosion variable. We repeat the process for the cal- 
culation of the elements of the two other matrices needed for the Bayesian network. We 
then use these values of the matrix elements with the Bayesian network to classify both 
the training sites and 14 other sites that had not been used for training. 
Table 6.2 shows the root-mean square (RMS) error for each output, for each of the vari- 
ables i. e. the quadratic difference between the neural network output and the Bayesian 
network output over all 39 training patterns. Their average RMS error shown in the last 
column is computed using the individual RMS errors for each output. 
Table 6.3 shows the results of the risk of erosion, regeneration potential and desertification 
obtained using the Bayesian network with derived conditional probability matrices. The 
results are for the 39 sites used for training and each column gives the belief in the risk of 
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each of the variables. The class with the highest probability is assigned as the final classi- 
fication label. The " ý/"` in each column indicates agreement with the expert. Out of the 39 
sites 37 sites agreed on the risk of erosion, 38 agreed for the risk of regeneration potential 
and 35 agreed on the desertification risk. 
Table 6.4 shows the results obtained by the Bayesian network for the three variables 
on 14 test sites which were not used for the derivation of the conditional probability ma- 
trix. Again the is to indicate agreement with experts. Out of 14 sites 12 agreed on the 
erosion, 11 agreed on regeneration potential and 11 agreed on desertification risk. 
6.8 Summary and Conclusions 
We have presented in this chapter a method of obtaining a direct correspondence between 
the parameters of a Bayesian network and the parameters of an associated neural network. 
In particular we derived the matrix elements of the conditional probability matrix to be 
used in a Bayesian network constructed to combine GIS data for assessing the risk of de- 
sertification of burned forest areas in the Mediterranean region. 
The method of introducing new features representing the cross product term in the in- 
put, allowed the two networks to have the same degrees of freedom. The method applies 
to any singly connected Bayesian network where input is represented by the root nodes 
(i. e. nodes with no parents) and the output by the leaf nodes (i. e. nodes with no children). 
This method guarantees exact correspondence. It is also extended to any number of in- 
puts. The total number of nodes in the input layer of the neural network constructed to 
represent a Bayesian network consisting of M nodes each with Ni (for %=1... M) states 
is fj A' 1 Ni - 1. The additional features are 
fj MI Ni - (I - M) out of the total number i= i= 
of nodes. This indicates that the number of new features in the neural network increases 
exponentially with the addition of further nodes in the Bayesian network. 
However, the 
required neural network would, otherwise, need the additional units to 
be added in the 
hidden layer if the method of introducing new features was not adopted. Moreover, by re- 
ducing any N-th order function to a linear function we automatically 
have a structure for 
the neural network i. e. a simple two layered perceptron, which will guarantee 
to model 
the function. Otherwise a suitable number of hidden layers and of hidden units in these 
layers would have to be obtained. 
The proposed algorithm of deriving the conditional probability matrix elements, 
when applied to a Bayesian network designed 
for risk assessment, proved successful with 
increased accuracy compared to previously attempted methods of 
deriving the matrix el- 
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1 Site 1 BEL(E) 1 BEL(RP) 1 BEL(D) 
lavriol (0.12,0.26,0.62) (0.10,0.26,0.64) (0- 11,0.13,0.42,0.22,0.12) 
lavrio2 (0.41,0.46,0.13) (0-18,0.13,0.69) (0.15,0.25,0.36,0.10,0.14) 
lavrio3 (0.41,0.46,0.13) V/ (0.17,0.14,0.69) (0.15,0.25,0.36,0.10,0.14) 
lavrio4 (0-63,0.26,0.11) (0.12,0.13,0.75) (0.17,0,31,0.25,0.10,0.17) 
lavrio5 (0.63,0.26,0.11) (0.62,0.26,0.12) (0.10,0.18,0.42,0.12,0.18) 
lavrio6 (0.63,0.26,0.11) (0.17,0.14,0.69) (0.16,0.30,0.27,0.10,0.17) 
paterasl (0.49,0.38,0.13) (0.63,0.26,0.11) (0- 10,0.16,0.46,0.12,0.16) 
pateras2 (0.49,0.38,0.13) (0.63,0.26,0.11) (0.10,0.16,0.46,0.12,0.16) 
pateras3 (0.49,0.38,0.13) (0.63,0.26,0.11) (0.10,0.16,0.46,0.12,0.16) 
pateras4 (0.49,0.38,0.13) (0-63,0.26,0.11) %/ (0-10,0.16,0.46,0.12,0.16) 
pateras5 (0.74,0.17,0.09) (0.05,0.14,0.81) (0.18,0.35,0.18,0.11,0.18) 
pateras6 (0.49,0.38,0.13) (0-63,0.26,0.11) V/ (0-10,0.16,0.46,0.12,0.16) 
pateras7 (0.26,0.64,0.10) (0.15,0.39,0.46) (0.12,0.19,0.39,0.16,0.14) 
pateras8 (0.26,0.64,0.10) (0.18,0.13,0.69) (0.14,0.22,0.42,0.09,0.13) 
pateras9 (0.26,0.64,0.10) (0.15,0.44,0.41) (0.12,0.19,0.39,0.17,0.13) 
pateras10 (0.74,0.17,0.09) (0.05,0.14,0.81) (0.18,0.35,0.18,0.11,0.18) 
paterasll (0.74,0.17,0.09) (0.17,0.14,0.69) (0.17,0.33,0.23,0.10,0.17) 
pateras12 (0.88,0.12,0.00) V/ (0.18,0.13,0.69) (0.18,0.37,0.17,0.09,0.19) 
pateras13 (0.88,0.12,0.00) V/ (0.17,0.14,0.69) (0.18,0.37,0.17,0.09,0.19) 
pateras14 (0.26,0.64,0.10) (0.18,0.13,0.69) (0.14,0.22,0.42,0.09,0.13) 
pateras15 (0.26,0.64,0.10) (0.12,0.13,0.75) (0.14,0.23,0.40,0.10,0.13) 
pateras16 (0.26,0.64,0.10) (0.12,0.13,0.75) (0.14,0.23,0.40,0.10,0.13) 
pendelil-1 (0.41,0.46,0.13» (0.05,0.14,0.81) (0.16,0.27,0.32,0.11,0.14) 
pendelil-2 (0-12,0.26,0.62) (0.12,0.13,0.75) (0-12,0.13,0.47,0.18,0.10) 
pendelil-3 (0-12,0.26,0.62) (0-15,0.39,0.46) (0.09,0.12,0.38,0.26,0.15) 
pendelil-4 (0-41,0.46,0.13) (0.18,0.13,0.69) (0-15,0.25,0.36,0.10,0.14) 
pendelil-5 (0-41,0.46,0.13) (0-05,0.14,0.81) (0.16,0.27,0.32,0.11,0.14) 
pendelil-6 (0.41,0.46,0.13) (0-18,0.13,0.69) V/ (0.15,0.25,0.36,0.10,0.14) 
pendelil-7 (0.12,0.26,0.62) V/ (0.15,0.39,0.46) (0.09,0.12,0.38,0.26,0.15) 
pende112-1 (0.12,0.26,0.62) (0-18,0.13,0.69) (0-11,0.13,0.48,0.18,0.10) 
pende112-2 (0.41,0.46,0.13) (0.18,0.13,0.69) (0.15,0.25,0.36,0.10,0.14) 
pendeli2-3 (0.12,0.26,0.62) (0.10,0.26,0.64) (0.11,0.13,0.42,0.22,0.12) 
pendeli2-4 (0.12,0.26,0.62) (0.10,0.26,0.64) (0.11,0.13,0.42,0.22,0.12) 
barnavasl (0-12,0.26,0.62) (0-15,0.39,0.46) (0.09,0.12,0.38,0.26,0.15) 
barnavas2 (0-12,0.26,0.62) V/ (0-18,0.13,0.69) (0.11,0.13,0.48,0.18,0.10) 
barnavas3 (0-12,0.26,0.62) (0-15,0.39,0.46) (0.09,0.12,0.38,0.26,0.15) 
barnavas4 (0.12,0.26,0.62) (0.18,0.13,0.69) (0.11,0.13,0.48,0.18,0.10) 
barnavas5 , (0.12,0.26,0.62) ý/ - 
(0-18,0.13,0.69) / (0.11,0.13,0.48,0.18,0.10) ý, / 
barnavas6 1 (0.41,0.46,0.13) 
ýt (0.17,0.14,0.69) / (0.15,0.25,0.36,0.10,0.14) 1 
Table 6-3: Results of erosion, regeneration potential and desertification of 
the 39 training sites using the matrices derived 
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1 Site 1 BEL(E)_ 1 BEL(RP) 1 BEL(D) 
Tlavriol (0 12,0.26,0.62) ý, / (0.17,0.18,0.65) (0- 11,0.13,0.46,0.19,0.11) 'ý/ 
Tlavrio2 (0.41,0.46,0.13) / (0.12,0.24,0.64) 
: 
1 
(0.14,0.25,0.33,0.13,0.15) - 
Tpaterasl (0.88,0.12,0.00) ý, / (0.12,0.24,0.64) / (0.17,0.36,0.14,0.12,0.21) ý/ 
Tpateras2 (0.74,0.17,0.09) V/ (0.18,0.13,0.69) (0.17,0.33,0.23,0.10,0.17) 
Tpateras3 (0.26,0.64,0.10) ý/ (0.17,0.18,0.65) (0.13,0.21,0.42,0.11,0.13) 
Tpateras4 (0.74,0.17,0.09) X/ (0.12,0.24,0.64) ý, / (0.16,0.32,0.20,0.13,0.19) \, / 
Tpateras5 (0.26,0.64,0.10) (0.17,0.18,0.65) (0.13,0.21,0.42,0.11,0.13) 
Tpateras6 (0.26,0.64,0.10) (0.16,0.26,0.58) (0.13,0.20,0.41,0.13,0.13) 
Tpendelil-1 (0-12,0.26,0.62» (0.17,0.18,0.65) (0.11,0.13,0.46,0.19,0.11) 
Tpendelil-2 (0-36,0.40,0.24) (0.16,0.26,0.58) (0.13,0.21,0.36,0.15,0.15) 
Tpendelil-3 (0.12,0.26,0.62) %/ (0-16,0.26,0.58) (0.10,0.12,0.43,0.22,0.13) 
Tpendeli2-1 1 (0.29,0.31,0.40) (0.67,0.29,0.04) V/ 1 (0.07,0.11,0.50,0.15,0.17) 
Tharnavasl (0.41,0.46,0.13) (0.12,0.24,0.64) (0.14 0.25,0.33,0.13,0.111) : : ýI 
Tbarnavas2 (0.41,0.46,0.13) 
_ 
f(0.12,0.24,0.64) 
5) (0.14,0.25,0.33,0.13,0.15) 
Table 6.4: Results of erosion, regeneration potential and desertification of 
the 14 test sites using the matrices derived 
ements. This proves the applicability of the method, whereas the low root mean square 
error (measuring the difference between the two network outputs) proves the validity of 
the method. 
In the following chapter we propose a method to obtain an even lower root mean 
square error, by taking into consideration the probability of occurrence of each output 
whose difference is to be minimised. 
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Chapter 7 
Refining the correspondence between 
Bayesian and Neural Networks 
In the previous chapter we demonstrated how we can obtain a correspondence between 
the Bayesian and the neural networks by deriving a closed-form solution so that the out- 
puts of the two networks are similar in the least square error sense, not only when deter- 
mining the discriminant function, but for the full range of their outputs. In this chapter 
we refine the approach by taking into consideration the probability density functions of 
the independent variables of the problem when we compute the least square error ap- 
proximation. Our methodology is again demonstrated with the help of the same data 
concerning the problem of risk of desertification in Attica, Greece where the root mean 
square error obtained is further reduced compared to our method presented in the previ- 
ous chapter. 
7.1 Introduction 
We have presented in the previous chapter a detailed study between the correspondence 
of a neural network and a Pearl-Bayes network. In that work we were motivated by the 
need to combine the training capabilities of a neural network with the powerful reason- 
ing mechanism of a Bayesian network: The established correspondence between the two 
network types would allow the use of a neural network to elicit the conditional proba- 
bility matrices that are needed by the Bayesian network. The correspondence was then 
obtained by approximating the sigmoid decision function in the least square error sense 
by the Bayesian decision function over the (bound) range of possible input values to the 
sigmoid. 
In this chapter we generalize upon the above work by noting that the input variable 
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to the sigmoid is not an independent variable. It rather depends in a non-linear way on 
the true input variables and therefore, the square error of the approximation that we min- 
imize, should be minimized not over all possible values of the input variable to the sig- 
moid, but over all possible values of the independent input variables. 
In section 7.2 we present an algorithm to generalize our previous work and achieve a 
better correspondence between the two types of network. An application to the problem 
of assessing the risk of desertification of burned forests in Attica, Greece is presented in 
section 7.3 where we show our results in terms of the root mean square error. Finally in 
section 7.4 we present our conclusions. 
7.2 A closer look at the approximation of the sigmoid decision 
function 
Consider the square error function introduced in the previous chapter and given again 
below: 
xmax 2 
+x- 
(sx + 6)] dx (7.1) 
This function is over all possible values of the input variable x of the sigmoid, ignor- 
ing the fact that x is not really our independent variable. To illustrate this consider the 
simple Bayesian network introduced before and shovAagain in figure 7.1a, together with 
the corresponding neural network shown by figure 7.1b. 
(a) (b) 
Figure 7.1: (a) A Bayesian network with (b) the corresponding neural net- 
work 
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The input units XI, Y, and P, of the neural network of figure 7.1b, have values A, C 
and AC respectively which are effectively the first states (the independent ones) of nodes 
X and Y together with their product (see chapter 6). Therefore the x in the square error 
function shown by equation (7.1), is actually a function of A and C. These are our inde- 
pendent variables and ideally we would like to minimise the square difference between 
the output of the Bayesian and the neural networks over all combinations of values of A 
and C. If we call the square difference in the two outputs F(A, C), then clearly, the error 
function we want to minimize is given by: 
Jo, Jo, F (A, C)dAdC (7.2) 
where 
F (A, C) E=ýý [I -- (sx(A, C) + 6)] (7-3) 1+ e-x(A, C) 
and x (A, C) =- Wpz, AC + Wx, z, A+ Wyl z, C+t, with Wxj zl,, Wyl Z, and Wpz, as the 
weights on the links connecting input units X1, Y, and P to output Z, respectively, and t 
as the threshold. 
Upon changing variables of integration from (A, C) to (A, x), we obtain: 
0 ,r 
11 1X2(A) 
F(x) 
O(A, 0-dxdA 
(7.4) 
0 xi(A) a (A, x) 
where x (A) andX2(A) are the limits of x, and the Jacobean is given by: 
0 (A, C) 
-1 (7.5) a (A, x) Wpz, A+ Wy, Z, 
It turns out that the analytic calculation of this integral is not possible. A more conve- 
nient form then for its numerical evaluation turns out to be: 
xma A2(X) dg(A, fF (x) 
C) 
dAdx = 
1, x 
xmin 
IA, 
(x) X) 
where A, (. x) and A2(x) are the limits of A which are functions of x. 
We define 
a(A. C) 
dA = P(x) 
IA, 
1 (. r) 
0 (A, X 
lAý 
(x) 
I 
Wpz, A+ Wy, Z, 
dA 
(7.6) 
(7.7) 
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The total error function then is given by: 
xmax 1 
P(x) 
_X - 
(sx + 6)] dx 
xrnin 1+e 
(7.8) 
In this expression p(x) plays the role of the importance of each error according to the 
/I number"" of combinations of values A and C that can give rise to the particular x value. 
Thus, when we choose the approximating linear function by minimizing the error, more 
importance will be given to errors that are expected to arise more frequently than less fre- 
quent errors. To illustrate this point, assume that we have a Bayesian network as in figure 
7.1a, whose output function (i. e. the belief equation in the independent state of node Z) 
is given by: 
fB : -- (Tnl - M2 - M3 + Tn4)AC + (M2 - m4)A + 
(M3 
- m4)C + M4 (7.9) 
where the independent entries of the matrix are m, = 0.2, M2 = 0.7, M3 = 0.25 and 
M4 = 0.4. Figure 7.2 shows a plot of the output values of the Bayesian network against 
the inputs A and C which represent the axes. Each band of grey represents a particular 
range of output values. 
Figure 7.2: Contours of constant values Of fB (given by eq. 7.9) as functions 
of the independent variables A and C 
For example, the black band starting on the top right corner gives all the A-C combina- 
tions which give an output between 0.2 and 0.3. Continuing with steps of 0.1 we reach the 
bottom left corner which has an output value of 0.7. From this plot we can clearly see that 
some outputs (and hence some x's due to the one-to-one mapping) are given by a greater 
number of combinations of values of As and Cs. 
The integral of equation 7.7 can easily be calculated analytically, but special care 
should be taken for its limits. Figure 7.3 shows diagrammatically the area of integration. 
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xl(A)=x-WpzA-W. 
1. lA-Wy, -t=O I jý, 
p 
4 
x 
P3 
p2 
p1 
A 
-Wxlz, A-t=O 
Figure 7.3: The integral over the shaded area represents the term p(x) 
The relative orientation of the limiting lines x1 (A) =0 and X2 (A) =0 depends on the 
weights of the neural network. Thus, the exact shape of the area over which we have to 
integrate depends on the relative location along the x axis of points PI, P2, P3 and P4. In 
general there are 24 possible sequences by which these points may appear along the x axis 
and each of them would correspond to a different formula for p(x). Even if p(x) was given 
in its closed form, integral 7.8 (or its first derivatives with respect to s and 6) could not be 
calculated analytically. So, as one has to resort to numerical methods anyway, instead of 
giving the analytic evaluation of integral (7.7) we thought, it would be more instructive 
and more relevant to the general case, to use a numeric approach from the beginning. 
In the following two subsections, we shall describe how equation 7.8 should be used 
for the case when one knows the weights of the neural network and wants to derive the 
elements of the conditional probability matrix of the Bayesian network, and for the case 
when one knows the elements of the conditional probability matrix and wants to derive 
the weights of the neural network. 
From equation 7.8 one can derive equations for s and 6 which are as follows (see Ap- 
pendix Q: 
S3-6S2 
S, (7.10) 
and 
01 
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Sls5-s3S2 
2 Sl S4 - Sý2 
where 
si 
xmax Ix 
m in 
x2 p(x)dx 
S2 
xmax Ein 
xp(x)dx 
S3 
xmax E Xp(Xý 
` dx 
in x 1+e 
S4 
xmax lxmin 
p(x)dx 
S5 = 
xmax 
:l 
Xx) 
dx (7.12) 
xmin 
1+ -x 
7.2.1 From the Neural network to the Bayesian network 
When the weights of the neural network are known from the training phase, it is not diffi- 
cult to calculate the integrals that appear in the expressions for s and 6 given by equations 
7.10 and 7.11. First we have to calculate p(x) from equation 7.7. The integrand of (7.7) is ef- 
fectively the ratio (AAAC) / (AAAx) where AA, AC and Ax are elementary ranges of the 
values of the corresponding variables. To compute this numerically, we need to sample 
the area (A, C) with a regular grid and count how many sample points are inside rect- 
angle AAAx given that there is 1, say, sample point inside rectangle AAAC. As AA is 
common to both, we only need to use sample points along the C axis and from the defi- 
nition of x in terms of A, C and the (known) neural network weights, count the number 
of sample points we have inside each interval Ax, as a function of A. This then has to be 
integrated over A to calculate (7.7). This integration is done by sampling the A axis and 
for each range AA access and accumulate the corresponding values of the integrand. 
The above process is equivalent of saying that to compute p(x) we consider a regular 
grid of points in the (A, C) space, for each point we calculate the value of x and then count 
how many (A, C) points are mapped in the interval Ax. 
The integrals that appear in formulae (7-12) are then calculated numerically using the 
trapezium rule and the tabulated values of p(x). As some of the integrands are expo- 
nential functions, the trapezium rule may not be adequate for their calculation. Thus, 
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the whole process is performed twice, the second time with the grid of points chosen in 
the (A, C) space, twice as dense as the first time. The result is assumed correct only if all 
the corresponding integrals calculated in both steps agree with each other within a pre- 
specified accuracy. 
If one has high confidence in the training data as being representative of the true 
classes that the network will be called to identify in the testing phase, and one does not rely 
on the generalization capabilities of the network, then the accuracy of the approximation 
can be further improved: instead of minimizing the error uniformly over the whole (A, C) 
space, we weigh the values of x by function p(x) that reflects the frequency by which val- 
ues of the (A, C) pair actually are expected to appear in practice. This is not difficult to 
be achieved: After the network has been trained and its weights are fixed, we calculate 
the histogram of x values by using the (A, C) values of the training patterns themselves, 
rather than pairs of values chosen on a regular grid. 
Thus, in this case a modified version of equation (7.7) is implicitly used: 
A2 (X) 
p(x) = 
IA 
1 (x) 
I 
Wpz, A+ Wyz, 
j (A, x) dA (7.13) 
where ý (A, x) is the prior probability density function of the data we are dealing with, 
expressed in terms of (A, x) and derived from the corresponding function g (A, C), say, 
that applies in the (A, C) space. This option allows us to reduce the error of our classifier 
by exploiting prior knowledge concerning our problem. 
7.2.2 From the Bayesian network to the Neural network 
When the weights of the neural network are not known, the calculation of p(x) is not 
straightforward. One needs to calculate first the histograms of the output values fB Of 
the Bayesian network as given by equation (7.9) by considering a regular sampling grid 
in the (A, C) space. The histogram of the p(x) values then can be derived from them, as- 
suming that the Bayesian and the neural outputs should be the same. Thus, we use the 
equation x- lnfB - 1n (I - N. This histogram is corrected to have bins of equal width by 
interpolation and then it is used in the numerical calculation of the integrals that appear 
in (7.12). 
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RMS 
State 1 State 2 State 3 State 4 Average 
Erosion 
- 
0.015 0.012 N/A N/A 0.0135 
Output egeneration R 0.010 0.009 N/A N/A 0.0095 
Desertification 0.022 0.023 0.011 0.021 0.0192 
Table 7.1: The RMS error resulting by calculating p (x) using the pattern file. 
7.3 Application to a Geographic Information System 
We will demonstrate in this section, the validity of our method by applying it to the same 
problem of risk assessment, previously described in chapter 6, and comparing the root 
mean square errors. 
We used the same neural networks which were constructed using the previous de- 
tailed description presented in chapter 6. In this case, however, we use equations (7.10) to 
(7.12) to derive the parameters of the line and thus take into account the p(x) introduced 
in this chapter, i. e. the probability of occurrence of each x. As we have observed from the 
test sites, the 39 training patterns seemed representative of the true classes that the net- 
work would need to identify. Therefore we derived the p(x) of equation 7.7 by calculating 
the frequency with which each output occurs when tested on the training patterns. The 
conditional probability matrix elements that were obtained for the three variables namely 
E, RP and D gave rise to the results shown by table 7.1. This table shows the root-mean 
square (RMS) error for each output, for each of the variables i. e. the quadratic difference 
between the neural network output and the Bayesian network output over all 39 train- 
ing patterns. Their average RMS error shown in the last column is computed using the 
individual RMS errors for each output. 
For comparison we present in tables 7.2 and 7.3 the results we obtain if the set of train- 
ing data is not considered representative, and the results of the original method where we 
ignore the distribution of the independent variables, respectively. 
Table 7.2 was derived by fitting a line to the sigmoid function after taking into consid- 
eration the frequency of occurrence of each output when we uniformly generate random 
inputs in the (0,1) space. Table 7.3 was derived by fitting the line without taking into con- 
sideration the frequency of occurrence of each output (i. e. setting p(x)=1) but Mstead, by 
using the original method presented in chapter 6, where we tried to minimize the error 
equally amongst all outputs within a specified range. 
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RMS 
State 1 State 2 State 3 State 4 Average 
Erosion 0.039 0.019 N/A N/A 0.0290 
output Regeneration 0.029 0.014 N/A N/A 0.0215 
Desertification 0.043 0.042 0.035 0.024 0.0360 
Table 7.2: The RMS error resulting by calculating p(x) using uniformly dis- 
tributed random inputs. 
RMS I 
State 1- 7St-ate 2 I State 3 State 4 Av 
Erosion 0.019 0.012 N/A N/A 0.0155 
Output Regeneration 0.015 0.014 N/A N/A 0.0145 
Desertification 0.033 0.026 0.028 0.037 0.0310 
Table 7.3: The RMS error resulting without taking into account p(x) but in- 
stead with the original method of chapter 6 
As we can see from the tables, the method of uniformly distributed random inputs has 
the highest error (see table 7.2) whereas the method of obtaining p (x) using the pattern file 
outputs (see table 7.1) has the lowest error. This is as expected since the probability distri- 
bution of each output as derived using the pattern file, is closer to the "'true"" probability 
distribution, assuming that we consider as "true" the distribution which best models the 
training data. 
Moreover, the method of uniform random inputs has even higher error compared with 
the original method of not taking into consideration p(x) (see table 7.3). In the latter, the 
line fit was performed equally to all points by taking the minimum and maximum output 
obtained by testing the neural network with the pattern file. Therefore the higher error 
is expected since the method of uniform random inputs may have given greater impor- 
tance to certain values of x than to some others which may actually appear more often in 
the training pattern set. Thus when we calculate the RMS over all training patterns, the 
overall error is less if we actually neglect frequency of occurrence altogether rather than 
assign weights of importance according to uniformly generated inputs. Therefore if we 
assume that the training set is a good representation of the patterns that will later on be 
encountered for classification, and the aim is to minimize the error over all training pat- 
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terns, then we should use the training patterns to find the frequency of occurrence of each 
x. Note that the conditional probability matrices needed for the Bayesian network could 
not have been elicited directly from the 39 training data sets because these data sets were 
not representing all possible combinations of input and output values in sufficient num- 
bers for statistics to be performed. 
Therefore, since we consider the training data to be representative of the ""true"' pat- 
terns which the Bayesian network will be called to classify, we choose the current method 
which gives the lowest RMS error. 
7.4 Summary and Conclusions 
We have presented in this chapter a novel method for eliciting the conditional probabil- 
ity matrices needed for a Bayesian network with the help of a neural network. Our work 
presented in the previous chapter demonstrated how we can obtain a correspondence be- 
tween the two networks by deriving a closed-form solution so that the outputs of the two 
networks are similar in the least square error sense, not only when determining the dis- 
criminant function, but for the full range of their outputs. In this chapter we refined the 
approach by taking into consideration the probability density functions of the indepen- 
dent variables of the problem when we computed the least square error approximation. 
Our methodology was demonstrated with the help of some real data concerning the prob- 
lem of risk of desertification assessment for some burned forests in Attica, Greece. 
The lower RMS error compared to the one obtained in chapter 6 proves that the work 
presented in this chapter offers an improvement to the correspondence obtained between 
the Bayesian and neural networks. 
To summarize the results: 
The current method (of taking into consideration the probability density function of 
the input variables according to the training data set) as well as the original method 
of chapter 6 (of not taking into account any probability density function of the in- 
put variables) produce better results in terms of RMS error and therefore produce a 
Bayesian network which will best fit the training data. Both methods take into ac- 
count the training data but in different ways; the first one by counting the number 
of occurrence of each output obtained when tested on the data, the other method 
by taking the minimum and the maximum output (which occurred when the neu- 
ral network was tested on the data) and fitting a line so that the error is minimized 
equally amongst all outputs. 
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The method of using a uniform probability density function for the training data 
neglects the information given by the data set, thus produces the highest RMS error 
over all training patterns. 
Chapter 8 
Conclusions 
The motivation of the work presented in this thesis was to assess the risk of desertification 
of certain burned areas in Attica, Greece in order to prioritize the reforestation resources of 
the country. We have developed a Bayesian network to perform inference by combining 
data mainly obtained from a Geographical Information System (GIS). 
Novel methodologies regarding uncertainty in the input data and derivation of pa- 
rameters of the network were developed. The correspondence between Bayesian and neu- 
ral networks was also addressed. 
In this final chapter, we give an outline of the thesis as well as the main contributions 
and suggest possible directions of future research. 
8.1 Overview and major contributions of this work 
We started in the introduction by presenting the motivation and scope of this work. The 
various objectives as well as the major contributions of the thesis were outlined. 
In chapter 2 we reviewed the various applications that exist in literature on fusion of 
information in the geographic context. A distinction was made between distributed and 
centralised systems. The latter combine partly processed or raw data in order to draw 
a conclusion, whereas the former process data fully so that the final label is acquired and 
then the conclusions are combined. In the case of centralised systems a further distinction 
was made according to which evidence combining approach the system used. The review 
showed that the incorporation of additional information into the classification process in- 
creases classification accuracy. The Dempster-Shafer and fuzzy logic methods seem the 
most popular methods for fusion of multi-source data. Although Bayesian networks are 
based on a sound mathematical theory, they have been grossly neglected by the Remote 
Sensing community mainly due to the complexity of their implementation. 
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The theory behind the various methods of combining data was presented in chap- 
ter 3. The methods included Bayesian networks [4,3,51, Dempster-Shafer theory of evi- 
dence [7,11, probabilistic relaxation [6] and fuzzy logic [8,9]. We have seen all four meth- 
ods as handling uncertainty: Bayesian networks and probabilistic relaxation through 
probabilities of truth of a hypothesis given evidence, Dempster-Shafer by the assignment 
of degrees of belief and finally fuzzy logic through the assignment of membership val- 
ues of a variable to belong to the different classes. The disadvantage of the other methods 
compared to the Bayesian network approach is that the rules of combination of evidence 
do not result in decisions and their associated probabilities directly. As this is one of the re- 
quirements for the final decision making system, the Bayesian network approach appears 
to provide a more appropriate framework for our purposes. 
The purpose of chapter 4 was to investigate in greater depth three uncertainty calculi: 
one probabilistic (namely the Bayesian network), Dempster-Shafer theory and fuzzy logic. 
For the comparative study, we applied all methods to the same problem of assessing the 
risk of erosion of certain areas in Attica, Greece. Each method was compared in terms 
of the amount of information required to perform inference and in terms of the way each 
one handled uncertainty. The advantages and disadvantages of each method were consid- 
ered. Dempster-Shafer theory seemed to be more appropriate for problems where prob- 
abilities are more thought of as being distributed to sets than to single items, i. e. single- 
ton hypothesis. Fuzzy logic seemed to be best suited for applications where variables are 
fuzzy in nature. Although fuzzy logic can have a small amount of information required to 
construct the membership functions, no guidance exists on how these functions are con- 
structed which is one of the weak points of the approach. The results of this study also 
showed that Bayesian networks are particularly suitable for cause-effect problems due to 
the intuitively appealing structure of the network. They also have the advantage of being 
based on a sound mathematical foundation for combining evidence. 
In chapter 5 we have shown how a Bayesian network was constructed for the purpose 
of assessing the risk of desertification by fusing information in a Geographic Information 
System. The information included data of different resolution and accuracy. The neces- 
sity for developing a method to introduce uncertainty in the input data became clear. 
We 
have therefore developed and presented techniques to handle data input as raw measured 
values or as class memberships. We also discussed ways of 
dealing with data in vector or 
raster form. 
The second objective of the thesis was to develop ways of evaluating the parameters to 
be used by the Bayesian network i. e. the conditional probabilities of the non-root nodes. 
A 
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novel methodology was introduced in chapter 5 to achieve this aim. The algorithm used a 
physical model (Stehlik"s equation of soil loss [2]) to construct the conditional probability 
matrix of the erosion variable to be used by the network. 
The above methodologies of the uncertainty in the input as well as the physical model 
to obtain the parameters, were tested on 53 sites for the desertification risk assessment. 
The Bayesian network approach of combining data was also compared to the traditional 
rule-based reasoning of the IF-THEN form which is often used to perform reasoning in a 
Geographic Information System. Results as well as the theory behind each method prove 
that the Bayesian network performs better in the presence of uncertaintyý which is the case 
of most real world applications. Out of a total of 53 sites, 36 agreed with the expert using 
the Bayesian network with uncertain data to perform inference. When we tested the sys- 
tem with data assuming no uncertainty (i. e. assuming only uncertainty in the inference) it 
agreed with the experts in 28 out of the 53 sites. Rule-based inference, which does not take 
into account any sort of uncertainty, agreed with the expert in only 18 out of the 53 sites. 
These results prove that probabilistic reasoning performs better than rule-based inference 
and above all, that the incorporation of uncertainty in the data improves the results even 
further. This demonstrates that it is essential to include uncertainty both in the inference 
as well as the data, when dealing with uncertain domains. 
In chapter 6, we proved that there is a correspondence between Bayesian and neu- 
ral networks. We have derived mathematical expressions that relate the parameters of 
the Bayesian network (i. e. the conditional probabilities) with the parameters of the neu- 
ral network (i. e. the weights). The method of introducing new features representing the 
cross product terms had a significant importance since the two networks were reduced 
to having the same number of degrees of freedom and thus an exact correspondence was 
achieved. Moreover, by reducing any N-th order function to a linear function we auto- 
matically have a structure for the neural network i. e. a simple two layered perceptron, 
which will guarantee to model the function. Otherwise a suitable number of hidden lay- 
ers and of hidden units in these layers would have to be obtained. The correspondence 
extends to any singly connected network with input variables represented by the root 
nodes. The correspondence developed in this chapter was applied for obtaining the con- 
ditional probabilities to be used by the Bayesian network for desertification assessment. 
This was achieved by training a two-layered neural network with a set of real data and 
obtaining the weights which were then used to derive the conditional probabilities of the 
corresponding Bayesian network. Results on a set of test sites proved that the method 
is indeed applicable and successful in real world problems, whereas the 
low error (root 
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mean square error) obtained by comparing the outputs of the two networks proves the 
validity of the correspondence. 
The purpose of chapter 7 was to refine the previous method of obtaining a correspon- 
dence. This was achieved by performing a least square error fit which took into considera- 
tion the frequency of occurrence of each output whose difference is to be minimised. Thus 
we achieved an even lower error, by developing a method that forced the more frequently 
occurriyý outputs to have more significance when performing the fit. 
8.2 Future Directions 
It is hoped that this thesis provides a clear presentation of the steps taken towards devel- 
oping a Bayesian network for Geographic Information processing. Although success has 
been demonstrated both in handling uncertainty as well as providing methodologies for 
efficient estimation of the parameters of the Bayesian network, there are still some inter- 
esting prospects for future research. 
In chapter 5, due to the nature of the data, we have applied our system at pixel level. 
We then derived a classification for the region by averaging the corresponding belief vec- 
tors of the pixels comprising a specific region. Although this method performed well in 
our case, it should be noted that averaging could sometimes lead to misleading results, 
due to some possibly misclassified pixels in the region, that could affect the averaging pro- 
cess. For example, assume that a small sample of a region consists of pixels which have 
been classified as having a high risk of desertification. Assume that inside this region there 
is a pixel which is assigned a low risk. It is true that adjacent pixels should more or less 
have the same classification (depending on the resolution) so there is a great possibility 
that this is a n-Lisclassified pixel. We could therefore improve our classification by creating 
another Bayesian network which would take as input the classifications (i. e. the deserti- 
fication outputs) of the neighbouring pixels in order to arrive to a conclusion of a pixel in 
question. The conditional probability matrices connecting the neighbouring pixels with 
the current pixel, will incorporate the information of how likely is for a pixel to a have 
a particular label given the labels of the adjacent pixels. The number of neighbours that 
should be consulted could depend on the resolution i. e. on how large area a pixel is cov- 
ering. 
Also in chapter 5, we had as free parameters the variance of each source of data which 
indicated our uncertainty in the measurement. However, a more efficient and accurate 
way would be compute the variance by taking several measurements of the same source, 
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regarding the same pixel. This was not possible in our case since these measurements 
needed to infer the statistics were not available. However, it should be noted that if we 
were able to compute the variance associated for each source we could possibly achieve 
even better results. 
Finally, the elements of the conditional probability matrix were inferred basically by 
training on some sites classified by the expert. However, the rules really should express 
the uncertainty in the expert's assessment, and this can only be done using historical data. 
For example, ideally we should have the field data (in order to eliminate inaccuracies 
creeping in from the GIS data) and the predictions of the experts some years ago. Then 
check what happened to these sites so many years later and thus deduce the probabilities 
of the various predictions. This way the uncertainty in the rules would be inferred. As 
for the other form of uncertaintyý namely that in the data, we modelled it here as Gaus- 
sian error in the measurements. However, it is often that this error is not really due to the 
measurement, but due to the undersampling of the terrain (i. e. the scale of each source of 
the GIS data). In the future this uncertainty will have to be modelled. 
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Appendix A 
Obtaining the bounds of the 
Bayesian output function 
In this section we will prove that the Bayesian output function given by: 
(Ml 
- M2 - M3 + M4)AC +(M2 - M4)A+(M3 - M4)C + M4 
is bounded and attains its maximum and minimum values at the corners of the unit square 
defined by the variables A and C which both range from 0 to 1. The four corners are indeed 
the four independent elements of the conditional probability matrix i. e. 7-nl,, M2, M3 and 
M4 - 
We will start the proof by showing that the maximum and minimum does not lie inside 
the permitted region. 
For notational simplicity assume a general notation of the function as: 
f =aAC+OA+-yC+o 
Obtaining the first partial derivatives we have: 
49f 
= aC+O aA 
09f = aA+-ý 
09C 
(A. 1) 
For optimum we equate these to 0 and obtain (A, C) = (- 1, - 
2) which is the stationary 
point. 
Now we have to determine the nature of the stationary point. Taking second deriva- 
tives we get: 
a2f 
a2A 
124 
125 
a2f 
a2C 
a2 f 02 f 
aCo9A (9At9C 
The Hessian matrix of f is defined by: 
&2 6f 
, 92A 
a2f 
49CaA 
a2f 
(9A49C 
a2 
494 
which gives: 
H=(° a 
\a 0 
Using the evaluated eigenvalues of this matrix evaluated we can determine the nature 
of the stationary point (see [21). For eigenvalues we have: 
JAI - HI 
A0ý=: 
\2 _ Ce2 
-aA 
which gives A, = +a andA 2= -a. Since one eigenvalue is positive and the other one 
negative for any point, then the stationary point is neither a maximum nor a minimum. 
Therefore the function does not have a maximum or minimum in the interior of the per- 
mitted region and since it is a continuous function, it therefore attains its maximum and 
minimum on the boundary of the region (see [1]) i. e. on the lines A=0, A=1, C=0 or 
C=1. 
Along the boundary defined by A=0 the function f looks like: 
-yc + V) 
and therefore the maximum and minimum are attained at the extreme values of C i. e. 0 or 
I according to the values of -y and 0 and similarly for the other lines defining the permitted 
region. For global maximum and minimum we choose the corner with the highest and 
lowest values respectively. We therefore proved that on the boundary, the maximum and 
minimum values lie on the corners of the unit square. These corners i. e. (A = 0, C= 0), 
(A = 0, C= 1), (A = 1, C= 0) and (A = 1, C= 1) represent the conditional probability 
matrix elements M4., 7713,, 711.2 and mi respectively. 
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So for obtaining the extrema we simply choose the maximum and minimum values of 
the conditional probability matrix. 
The above proof extends to any number of parent nodes in the Bayesian network. For 
example, in the case of three parents representing input nodes with a single child (all of 
which are two-valued), the conditional probability matrix will have 8 independent entries 
and these will be represented by the corners of the unit cube defining the permitted region. 
The maximum and minimum value will be given by the corresponding maximum and 
minimum value of the independent elements of the matrix. 
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Appendix B 
Local linear approximation 
sigmoid function 
of the 
This part of the thesis gives the derivation of the formulae determining the parameters of 
the line that approximates in the least square error sense the sigmoid function over a finite 
range. The function that has to be minimized is: 
xmax 2 
xmin +e x- 
(sx + 6)] dx (B. 1) 
af ix xmax 0 ([1/(l + e-x) _ (SX + ö)]2 )dx 
as min (98 
f xmax 
xmin 
2[1/(l + e-x) - (sx + 6)](-x)dx 
2 lxrnax [SX2 + 6X 
x 
-X 
]dx 
xmin 
1+e 
2 lxmax [SX2 + äx _ 
xex ]dx 
xmin ex +1 
(B. 2) 
Using integration by parts for the third term in the integrand we obtain: 
Of x3+ 6X2 
xmax lxmax 
-2 S- -- xln(1 + ex) +2 
In(1 + ex)dx 
as 
xmin xmin 
x3+ 6X2 
xmax lxmax e-x +1 
,r =2s--- 
xln(c' )1 +2 ln(-)dx -x x 2e xmin xmin e 
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x3x2 e-x + 
xmax xmax 
-2183 +6 2- xln(- -X 
xmin 
+2 
Jxmin ln[(e-x + 1) + x]dx 
x3x2 
-x +x21 
xmax 
+ -xmax) -2183 +6 2- xln(e 
xmin 
+ 2dZlog(l 
-xmin) 
x2] 
xmax 
-2dZIog(l +e +2 - 2 
xmin 
= 
af 6 xmax 
2-2 
xmax In(l +e -xmax) +2 
sxmax 
3-2. 
sxmin 
3 
xMM 
(98 33 
+2 xmin In(l +e -xmin) - xmaX2 + xm%n 
2-2 dtlog(l +e -xmin) + 
+2 d%log(l + e-"") 
where dilog(x) is the dilogarithmic function defined by: 
di log (x) =- 
x ln(t) dt 1,1 
-t 
Similarly we obtain: 
Of xmax 0 
(ýl/(l + e-x) - (sx + 6)] 
2 )dx 
lxmin 
OS 
J xmax 
xmin 
2(1/(l + C-X) - (sx 
2 
xmax lsx +6-1 ]dx 
Jxmin 
I+ e-x 
xmax ex 2 
Ein 
lsx +6-x+ I]dx 
xmax 
=+ 6x - ln(1 + x) 
[21 
xmin 
x2 e-x + 
xmax 
sT+6x-ln x 2C xmin 
(B. 3) 
= 
129 
19f 
-2 5 xmin - sxmtn 
2+26 xmax + sxmax 2- 2xmax 
096 
+2 In(I + -xmzn) +2 xmin -2 In(I + -xmax) (B. 4) 
Equating equations B. 3 and BA to zero and solving the system for s and 6 we obtain: 
S=(6 min In(I + e-"') -6 ln(e-"')m%n -6 mM In(l + e-"') 
+6 ln(e-"')mZn + 12 dilog (I + e-"') + 12 ln(e-"') In(I +e -max) _ 
-"')) 
2 
+6 
( 
-min) 
2 
12 dilog (1 +e-, in -6 (In(e In(e 
*)_ 
- 12 ln(e-"') In(l + e-"') +6 max In(l + -max) _ 
6 ln(e-"')max -6 max In(I + e-"') +6 In(e -min )max 
( 3maX2 min - maX3 + min 
3- 3min 2 max ) (B. 5) 
mM 
3-4 
m%n' In(l + e-"') -3 min2 max -2 m%n 
2 In(I +e -min)+ 
3 max 2 mM +6 dilog(l + e-m")mzn -6 dilog(l + e-"x)mtn + 
2 min max In(I + -max) -2 min max In(l + e-min) - max' 
+6 dilog(l + e-"')max -6 dilog(l + e-max)max +2 max 
2 In(I + -max) + 
+4 maX2 In(l + e-, in) 
)/( (-max + m%n) (mM 
2-2 
max min + max 
2) ) (B. 6) 
Appendix C 
Improved approximation 
sigmoid function 
of the 
This part of the thesis gives the derivation of the formulae determining the parameters of 
the line that approximates in the least square error sense the sigmoid function over a finite 
range. The function that has to be minimized, taking into consideration the probability 
density function of the independent variables, is given by: 
xmax 
Xx) 
-X - 
(sx +2 dx 
xmin 1+e 
(C. 1) 
Taking the derivatives with respect to the parameters of the line and equating them to 
zero gives: 
af xmax a (P(X)[l/(l + C-X) _ (sX + 6)]2 )dx as 
fxmin 
198 
f xmax 
Xmin 
2p(x)[II(I + e-x) - (sx + 6)](-x)dx 
f xmax 
P(X) [sx 
2+ 6x -x ]dx =0 
xmin 
I+ e-x 
xmax xmax xmax 
x 
S P(X)X2 dx +6 p(x)xdx 
Im 
in 
fxmin IT. 
m in 
0 
0 
xp (x) dx =0 1+ e-x 
(C. 2) 
Introducing S1, S2 and S3 as: 
UtII (I'l, 
x2 p(x)dx 
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xmax 
S2 xp(x)dx 
Jxmin 
S-3 
xmax x 
-X p(x)dx 
Jxmin 
+e 
(C. 3) 
we obtain: 
SSI + 6S2 S3 (C. 4) 
Similarly, differentiating with respect to 6 and equating to zero we obtain: 
af xmax a (P(X)[I/(l + e-x) _ (, SX + 6)]2 )dx =0 a6 
Jxmin 
198 
1 xmax 
xmin 
2p(x)[11(l + e-x) - (sx + 6)](-I)dx =0 
f xmax 
P(X)[sx +6-I ]dx 
xmin I+ e-x 
s 
xmax 
p(x)xdx +, 
xmax 
p(x)dx - 
xmax P(X) dx I'min Imin Jxmin 
1+ e- X 
(C-5) 
Introducing S4 and S5 as: 
xmax 
S4 p(x)dx 
Jxmin 
S5 
xmax 1 
-x p(x)dx 
(C. 6) lxmzn 
1+ e- 
we obtain: 
SS2 + 6S4 S5 (C. 7) 
Solving equations (C. 4) and (C. 7) we obtain: 
S3 - 6S2 (C-8) 
Si 
132 
and 
SlS5-S3S2 
2 Sl S4 
- Sý2 
(C. 9) 
The integrals SI, S2, S3, S4and S5are then solved numerically to derive the values of 
the parameters of the line, s and 6. 
