Parameter Estimation in Finite Mixture Models by Regularized Optimal
  Transport: A Unified Framework for Hard and Soft Clustering by Dessein, Arnaud et al.
ar
X
iv
:1
71
1.
04
36
6v
1 
 [c
s.L
G]
  1
2 N
ov
 20
17
Parameter Estimation in Finite Mixture Models by
Regularized Optimal Transport: A Unified Framework for
Hard and Soft Clustering
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Abstract
In this short paper, we formulate parameter estimation for finite mixture models in
the context of discrete optimal transportation with convex regularization. The proposed
framework unifies hard and soft clustering methods for general mixture models. It also
generalizes the celebrated k-means and expectation-maximization algorithms in relation to
associated Bregman divergences when applied to exponential family mixture models.
Keywords: Finite mixture model, parameter estimation, hard clustering, soft clustering,
k-means, expectation-maximization, optimal transportation, convex regularization, expo-
nential family, Bregman divergence.
1 Introduction
Nowadays, finite mixture models are ubiquitous in the realms of statistics, information theory,
machine learning, data mining and signal processing [57]. A famous instance of such models is
the Gaussian mixture model which has been employed successfully in a wide variety of fields
such as biomedicine, multimedia, computer vision, music information retrieval, image and audio
processing.
A non exhaustive list of applications includes video modeling [36], image segmentation [17],
image similarity [34], image retrieval [64], image annotation [16], background subtraction [79],
texture classification [49], facial color and identity modeling [56], human skin modeling [77], med-
ical image categorization [37], brain imaging analysis [38], myoelectric control [43], audio source
separation [11], speech recognition [65], speaker verification [66], language determination [74],
voice conversion [73], singer identification [58], speech vs music discrimination [69], musical genre
classification [76], musical instrument recognition [30], musical mood detection [54]. Other ex-
amples of distributions and applications involve the Laplacian mixture model for image and
video retrieval [3], the Weibull mixture model for satellite reliability [18], the Poisson mixture
model for document classification and word clustering [50], the multinomial mixture model for
text clustering [67], the Bernoulli mixture model for text classification [46], the categorical mix-
ture model for anomaly detection in dynamic rating data [39], the binomial mixture model for
bird abundance estimation in avian ecology [48], the exponential mixture model for failure vs
immunity analysis in populations [33], the Wishart mixture model for price volatility analy-
sis in finance [40] or the Rayleigh mixture model for plaque characterization in intravascular
ultrasound [70].
In this context, two well-known unsupervised learning methods are prevalent for data par-
titioning and parameter estimation from a set of observations, namely k-means (KM) [53] and
expectation-maximization (EM) [24]. More generally, these two celebrated algorithms are in-
stances of so-called hard and soft clustering methods. The present paper unifies hard and
soft clustering seen as parameter estimation in finite mixture models by regularized optimal
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transport. When applied to exponential family mixture models, which encompass all the above-
mentioned distributions, our proposed framework generalizes both KM and EM in relation to
associated Bregman divergences.
1.1 Background
Broadly speaking, hard and soft clustering methods divide a series of n observations (xi)ni=1
from a space X into k subsets (Xj)kj=1 called clusters. Typically, some memberships piij of the
different observations xi to the respective subsets Xj are computed so as to reflect the belonging
of each point to each cluster. In general, the clusters Xj are attributed weights ωj according
to the proportion of points that are assigned to them. The clusters Xj are also represented by
individual models ξj that can be thought of as prototypes for the different clusters. A generic
scheme to optimize all variables in such a model is to update the memberships piij , weights ωj
and models ξj in turn until convergence [62]. The difference between hard and soft clustering
then lies in the computation of memberships piij for the assignment of points to the clusters. On
the one hand, in hard clustering such as KM, the memberships piij ∈ {0, 1} are binary so that
each point xi belongs to exactly one cluster Xj . The clustering thus produces a true partition
of the data since the clusters are mutually disjoint. On the other hand, in soft clustering such
as EM, the memberships piij ∈ [0, 1] are relaxed so that each point xi is given a certain degree
of likeliness to belong to the respective clusters Xj . Hence, the obtained clusters can all overlap,
although it is always possible to obtain a true partition by selecting the cluster with highest
membership per point. Such a soft strategy is meant to be more robust than a hard one so as to
prevent from errors to occur and propagate when there is possible ambiguity in the assignment,
though both approaches can be competitive in practice depending on the dataset.
1.2 Related Work
k-Means with Bregman Divergences The classical KM seeks to minimize the average
squared Euclidean distance of points to their respective cluster center [53]. The standard Lloyd’s
algorithm is an iterative relocation scheme. A tailored initialization of the clusters with guaran-
teed performance bounds has also been proposed, resulting in a so-called KM++ algorithm [5].
In parallel, KM has been extended to Bregman divergences [6]. The minimization procedure
alternates assignment step and centroid step until convergence:. monotonically decreases the
loss function and terminates in a finite number of steps at a partition that is locally optimal.
In particular, Lloyd’s algorithm [53], the Linde-Buzo-Gray algorithm [51], and the information-
theoretic clustering algorithm [26] are special cases of Bregman KM for the squared Euclidean
distance, the Itakura-Saito divergence and the Kullback-Leibler divergence, respectively. Lastly,
KM++ has also been extended to Bregman divergences [1]. This corresponds to greedily seed
the centroids by randomly selected observations, where the initial sampling distribution is uni-
form and is updated with probabilities that are proportional to the Bregman divergence to the
nearest center that has already been chosen.
Expectation-Maximization in Exponential Family Mixture Models Broadly speaking,
EM is a parameter estimation method that infers the parameters and weights of the k Gaussian
components by trying to reach the maximum likelihood (ML) of the observations. In general,
EM is initialized using the estimated solutions from KM++, where the k initial parameters are
obtained by Maximum Likelihood in each separate cluster and the weights are proportional to
the number of assigned points. The likelihood of the data is non-decreasing at each iteration.
Further, if there exists at least one local maximum for the likelihood function, then the algorithm
will converge to a local maximum of the likelihood. The framework has then been generalized
to exponential families in [6].
Relations between Hard and Soft Clustering or Estimation It is well-known that KM
can be interpreted as a limit case of EM for isotropic Gaussian mixtures with σ → 0. [47]
casted further light on the hard/soft relationship using an information-theoretic analysis of
hard KM and soft EM assignments in clustering. We note that the Bregman hard clustering
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algorithm [6] is a limiting case of the above soft clustering algorithm. In the limit, the posterior
probabilities in the E-step take values in {0, 1} and hence, the E and M steps of the soft clustering
algorithm reduce to the assignment and re-estimation steps of the hard clustering algorithm.
KM can be used as initialization for a EM, or in more evolved hard clustering algorithms such
as k-MLE [61]. While k-MLE decreases monotonically the complete likelihood until it converges
to a local minimum after a finite number of steps, EM monotonically decreases the expected
complete likelihood and requires necessarily a prescribed stopping criterion. Because k-MLE uses
hard membership of observations, it fits the doubly stochastic process of sampling mixtures.
Statistical Inference by Minimizing Information Divergences There is a growing lit-
erature on statistical inference by minimizing discrepancy measures between observed data
and model, so as to obtain more robust estimators and tests while maintaining sufficient ef-
ficiency [8, 9, 15, 27–29, 59, 63]. Most of these works have focused on information divergences,
with known relation between MLE and KL, Bregman for exponential families, Csiszár diver-
gences or curved exponential families.
Comparison of Exponential Family Mixture Models by Optimal Transport Optimal
Transport (OT) defines a family of distance between distributions. It consists in estimating a
map transferring a source distribution onto a target one that minimizes a given cost of displace-
ment. The OT distance (also known as the Wasserstein distance or the Earth Mover distance)
has been shown to produce state of the art results for the comparison of GMMs [19, 68] and
generalized to exponential families in [78].
Clustering with Optimal Transport Using the concept of Wasserstein barycenters [2, 13,
22], there exists many clustering algorithms based on Optimal Transport [23, 41, 42, 44, 45, 55].
A recent generalization of KM++ with Optimal Transport cost has also been proposed in [72].
Regularized Optimal Transport The OT problem, that can be solved with linear program-
ming, has a prohibitive computational cost for large scale problems. For this reason, Regularized
Optimal Transport (ROT) models have received a lot of attention in Machine Learning and
Imaging [10,20]. Indeed, considering entropic regularization and quadratic costs allows the fast
computation of ROT maps and costs [71]. As shown in [25], ROT turns out to be equivalent
to a matrix nearness problem with respect to Bregman divergences, leading to unexplored links
between ROT and Bregman clustering methods [6]
Statistical Inference by Minimizing Optimal Transport Up to our knowledge, excepting
the theoretical contributions of [7], the problem of statistical inference by minimizing optimal
transport distances has been little studied. Numerical algorithms have been proposed in Ma-
chine Learning through Boltzmann Machines [12, 60]. As the parameter estimation problem is
non convex (and potentially non differentiable), Boltzmann machines fail at obtaining good pa-
rameterizations for large scale problems. Hence, instead of estimating parameters of prior laws,
Generative Adversarial Networks (GAN) [35] aims at designing generators that can provide sam-
ples that respect the data distribution. GAN lead to processes that can be efficiently optimized
and the use of OT distance is currently extensively studied in this context [4, 14, 31, 32].
Excepting these algorithms based on Deep Learning, OT has never been used for distance
between data and distribution in “traditional” algorithms such as KM, or EM. In this paper,
we fill in this gap and study numerical algorithms considering statistical inference based on
Regularized Optimal Transport (ROT).
1.3 Contributions
Our main contributions can be summarized as follows. We revisit parameter estimation in finite
mixture models from the point of view of the entropic regularization of optimal transport. We
introduce a general λ-mixture model where λ ≥ 0 is a parameter. This model offers a unified
framework for k− means, EM and Maximum Likelihood that are respectively recovered with
λ = 0, 1 and +∞.
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2 Parameter Estimation in Finite Mixture Models by Regularized
Optimal Transport
2.1 Notations and Assumptions
Let P = {Pξ}ξ∈Ξ be a parametric statistical model on a measurable space (X ,A). The finite
mixture model with a fixed number of k components from P is the parametric statistical model
M = {Pω,Ξ}ω∈Σk,Ξ∈Ξk on (X ,A) whose probability measures can be expressed as follows:
Pω,Ξ =
k∑
j=1
ωjPξj , (1)
where ω = (ωj)kj=1 ∈ Σk and Ξ = (ξj)
k
j=1 ∈ Ξ
k are the weights and parameters of the different
components.
We focus on a dominated and homogeneous model P . In other words, all distributions from
P admit probability densities pξ with respect to some common σ-finite measure µ, and these
densities share the same support. Hence, we can consider the log-likelihood of the observa-
tions on this common support. This also extends naturally to probability densities pω,Ξ for all
distributions from M, expressed on X as follows:
pω,Ξ(x) =
k∑
j=1
ωjpξj (x) . (2)
In the sequel, we relabel the common support of all densities as X for simplicity.
Let (Xi)ni=1 be i.i.d. random variables that are distributed according to an unknown proba-
bility measure fromM. The problem of estimation is to infer the weights sω ∈ Σk and parameters
sΞ ∈ Ξk of the underlying distribution, called true distribution, on the basis of sample observa-
tions X = (xi)ni=1 ∈ X
n.
2.2 General Problem
We view the dataset X = (xi)ni=1 ∈ X
n as an empirical distribution pυ on X made of the sum
of Dirac masses located at points xi with some arbitrary weights υ = (υi)ni=1 ∈ Σn chosen by
the user:
pυ(x) =
n∑
i=1
υiδxi(x) . (3)
The weights are typically taken uniform equal to 1/n, though non-uniform weights υi can also
be used to put more or less emphasis on the respective observations xi in the estimation process.
From the perspective of optimal transport, we consider the transportation between the distri-
bution pυ that is observed and the distribution pω,Ξ to fit. Introducing a cost matrix γ ∈ Rn×k
between pairwise components and a convex and differentiable potential φ with penalty λ ≥ 0
on transport plans, the regularized optimal transport between the two distributions reads:
d(pυ, pω,Ξ) = inf
pi∈Π(υ,ω)
〈pi,γ〉+ λφ(pi) , (4)
where the transport polytope is defined by:
Π(υ,ω) = {pi ∈ Rn×k+ : pi1k = υ, pi
⊤1n = ω} . (5)
The general problem for a fixed cost matrix γ:
min
ω,Ξ
d(pυ, pω,Ξ)
is known as the Minimum Kantorovitch Estimator problem [7].
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A natural choice for the cost matrix is based on the log-likelihood of the observations being
drawn from the different components with adequate weights:
γij = − log(ωjpξj (xi)) . (6)
Intuitively, the more plausible observation i is with respect to component j, the less it costs to
transport the underlying mass.
The estimation of the mixture model then amounts to finding the weights and parameters
that minimize the total transportation cost d(pυ, pω,Ξ), that is:
inf
ω∈Σk
Ξ∈Ξk
inf
pi∈Π(υ,ω)
−
n∑
i=1
k∑
j=1
piij log(ωjpξj (xi)) + λφ(pi) . (7)
In theory, there is no guarantee without any further assumptions that the outer infimum is
actually attained, nor that it is unique if so. In practice, we thus rather seek an algorithm that
decreases the objective sufficiently so that the estimated weights pΞ and parameters pω are as
close as possible to the true weights sω and parameters sΞ if not optimal.
2.3 Relaxed Formulations
An intuitive strategy to solve the general problem (7) is to perform an alternate optimization on
the different variables ω,Ξ,pi. For fixed weights ω and parameters Ξ, updating the transport
plan pi requires solving a full ROT problem, which gets costly as the optimization is repeated
through the alternate updates. Nonetheless, the weights ω are then easily updated by exploiting
the problem structure.
Indeed, we clearly have a redundancy in the constraints between variables ω and pi. From
the constraints pi ∈ Rn×k+ and pi
⊤1n = ω, we must have ω ∈ Σk. Hence, the general problem (7)
can be rewritten as follows:
inf
Ξ∈Ξk
inf
pi∈Π(υ)
−
n∑
i=1
k∑
j=1
piij log
((
n∑
l=1
pilj
)
pξj (xi)
)
+ λφ(pi) , (8)
where the relaxed transport polytope is defined by:
Π(υ) = {pi ∈ Rn×k+ : pi1k = υ} . (9)
This intermediary formulation has the advantage that the projections on the relaxed trans-
port polytope Π(υ) are much easier to compute than the projections on the transport polytope
Π(υ,ω) in full ROT problems. Nevertheless, the cost γij now depends on the transport plan
piij . Therefore, existing ROT solvers cannot be applied anymore since the linear term in the
transport plan is coupled with a logarithmic term. To circumvent this issue, we rely on the fol-
lowing relaxed formulation inspired by problems (7) and (8), where the constraints on weights
ω and transport plans pi are not coupled anymore.
inf
ω∈Σk
Ξ∈Ξk
inf
pi∈Π(υ)
−
n∑
i=1
k∑
j=1
piij log(ωjpξj (xi)) + λφ(pi) . (10)
Interestingly, this relaxation is actually equivalent to the general problems (7) and (8). In-
deed, for fixed parameters Ξ and transport plan pi, the Lagrangian optimality conditions for
weights ω give
∑n
i=1 piij = ωj .
2.4 Alternate Optimization
Problem (10) is non convex in (ω,Ξ,pi). Nevertheless, assuming that ωj and pξj (xi) are always
positive for all i and j, the non convex coupling term piij log(ωjpξj (xi)) is differentiable so that
alternate optimization scheme will converge [75] to a critical point of (10).
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Transport plan. For fixed weights ω ∈ Σk and parameters Ξ ∈ Ξk, the transport plan
pi ∈ Π(υ) can be updated by solving a relaxed ROT problem:
min
pi∈Π(υ)
−
n∑
i=1
k∑
j=1
piij log(ωjpξj (xi)) + λφ(pi) . (11)
Following the ROT framework of [25], this is equivalent to a Bregman projection:
min
pi∈Π(υ)
Bφ(pi‖∇φ∗(log(ωjpξj (xi)/λ))) , (12)
where φ∗ is the Legendre transform of φ and
Bφ(x‖y) = φ(x) − φ(y)− 〈x− y,∇φ(y)〉 , (13)
is the Bregman divergence associated to φ. We detail this step in the next subsections for
particular instances of φ and λ.
Weights. For fixed parameters ξ ∈ Ξk and transport plan pi ∈ Π(υ), we are now left out with
the maximization of a concave objective:
max
ω∈Σk
n∑
i=1
k∑
j=1
piij log(ωj) . (14)
From optimality conditions, the solution is actually attained at ω = pi⊤1n, i.e.
ωj =
n∑
i=1
piij . (15)
Parameters. For fixed weights ω ∈ Σk and transport plan pi ∈ Π(υ), all weights can be
factored out the logarithm and the updates of parameters Ξ ∈ Ξk do not depend on the weights
anymore:
sup
Ξ∈Ξk
n∑
i=1
k∑
j=1
piij log(pξj (xi)) . (16)
This is akin to maximum likelihood estimation of the parameters, since we seek the maximization
of a weighted log-likelihood function. From a computational viewpoint, all parameters ξj ∈ Ξ
can be updated in parallel independently of one another. In Section 3, we will detail this step
for the exponential family mixture model.
2.5 Case of No Regularization
When λ = 0, the step (11) simplifies as follows:
inf
pi∈Π(υ)
−
n∑
i=1
k∑
j=1
piij log(ωjpξj (xi)) . (17)
The minimum with respect to pi is obtained as follows. For each 1 ≤ i ≤ n, let us define the
index subset:
Jω,Ξ[i] = {1 ≤ j ≤ k : − log(ωjpξj (xi)) ≤ − log(ωlpξl(xi)), ∀1 ≤ l ≤ k} . (18)
Hence, introducing:
Bω,Ξ = {pi : piij ≥ 0,
∑
j
piij = υi, piij > 0 iff j ∈ Jω,Ξ[i]} , (19)
any pi ∈ Bω,Ξ is solution of (17) for fixed Ξ and ω. Notice that in general, Jω,Ξ[i] will be
a singleton, so that the data point xi will contribute to the estimation of a single component
pξj (x). This corresponds to a hard clustering of data points xi in a single component j.
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2.6 Case of Entropic Regularization
Let us now consider the entropic regularization φ(pi) =
∑
ij piij(log(piij) − 1) that satisfies
∇φ∗(pi) = (∇φ)−1(pi) = (exp(pii,j))i,j . In this case the Regularized Optimal Transport (4) is
known as the Sinkhorn distance [20]. The optimum of (11) for fixed Ξ and ω is given by the
Bregman projection
pi∗ = min
pi∈Π(υ)
Bφ(pi‖p˜i), with p˜iij = exp(log(ωjpξj (xi))/λ) = [ωjpξj (xi)]
1/λ
, (20)
which can be computed as:
pi∗ij = υi
(ωjpξj (xi))
1/λ∑k
l=1(ωlpξl(xi))
1/λ
. (21)
In the specific case λ = 1, this corresponds to a “soft clustering” of data points xi with resect
to all components j. Taking λ ∈ [0; 1] then interpolates between hard and soft clustering.
Remark 1 (Convergence of alternate optimization). In order to guarantee the convergence of
the process, we first have to chose a parameterization ensuring that pξj (xi) > 0. The remaining
issue then comes from possible zero weights ωj. In the case of no regularization, it may happen
that no data xi contributes to a cluster j during the hard clustering step (19), i.e. ∃j, such that∑
i piij = 0. In this case, one would find ωj = 0 in the weight update step (15). The cluster j can
then simply be removed from the process. Such issue will not appear with entropic regularization
as soon as the weights are initialized with non zero values. Indeed, in this case, for all j, there
will aways exists i such that pi∗ij > 0 in the transport plan update (21) corresponding to a soft
clustering.
Remark 2 (Partly separable regularizers). The algorithm can be efficiently implemented for any
convex regularizer φ(pi) that is separable with respect to the first dimension of pi (i.e. φ(pi) =∑
i φ(pii), with pii = {piij}
k
j=1). As the constraint pi ∈ Π(υ) implies that pii1k = vi, the problem
can be solved in parallel for each i:
inf
pii1k=vi
−
k∑
j=1
piij log(ωjpξj (xi)) + λφ(pii) . (22)
3 Application to Exponential Family Mixture Models
In addition to the entropic regularization φ, we consider here the exponential family in natural
parametrization:
pθ(x) = exp(x⊤θ − ψ(θ)) , (23)
where ψ is convex and differentiable, θ is a natural parameter with a bijection between η and
θ given by ξ = ∇ψ(θ). We now detail how solving the step (16) in this specific case. One has:
n∑
i=1
k∑
j=1
log(pξj (xi))piij =
n∑
i=1
k∑
j=1
log(exp(xTi θj − ψ(θj)))piij =
n∑
i=1
k∑
j=1
(
xTi θj − ψ(θj)
)
piij ,
=
k∑
j=1
(
n∑
i=1
xTi θjpiij −
n∑
i=1
ψ(θj)piij
)
=
k∑
j=1
(
n∑
i=1
xTi θjpiij − ωjψ(θj)
)
=
k∑
j=1
ωj
(
n∑
i=1
xTi θj
piij
ωj
− ψ(θj)
)
=
k∑
j=1
ωj
(
xˆTj θj − ψ(θj)
)
,
where xˆj =
∑n
i=1
piij
ωj
xi is a weighted mean of data points xi, since
∑n
i=1 piij = ωj . Hence xˆj
lies in the convex hull of data points xi, so that there exists θˆj such that xˆj = ∇ψ(θˆj).
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We then have:
k∑
j=1
ωj
(
xˆTj θj − ψ(θj)
)
=
k∑
j=1
ωj
(
xˆTj θj − ψ(θj) + xˆ
T
j θˆj − xˆ
T
j θˆj + ψ(θˆj)− ψ(θˆj)
)
=
k∑
j=1
ωj
(
ψ(θˆj)− ψ(θj)− xˆTj (θˆj − θj) + xˆ
T
j θˆj − ψ(θˆj)
)
=
k∑
j=1
ωj
(
−Bψ(θj , θˆj) + xˆTj θˆj − ψ(θˆj)
)
,
where we considered Bψ, the Bregman divergence associated to ψ.
For fixed pi andω, the maximum on θj is simply obtained as θj = θˆj = (∇ψ)−1
(∑n
i=1
piij
ωj
xi
)
,
so that ξj =
∑n
i=1
piij
ωj
xi.
Algorithm 1 Parameter estimation algorithm for Exponential Family Mixture Models
Set x and ξ
repeat
Expectation:
pi∗ij = υi
(ωjpξj (xi))
1/λ∑k
l=1(ωlpξl(xi))
1/λ
Weight update:
ωj =
n∑
i=1
piij
Maximization:
ξj =
n∑
i=1
piij
ωj
xi
until convergence
For λ → 0, we can consider any pi of the form (19). As already mentioned in Section 2.5,
for each data i, the value maxj(ωjpξj (xi)) is generally reached for a single component j so that
λ→ 0 corresponds to a k−means algorithm. For λ→ +∞, it is similar to a maximum likelihood:
the entropy is minimum so that ωj = 1/k and all components have the same contribution within
the obtained parameterization. For λ = 1, we recover the Expectation-Maximization algorithm
known as Bregman soft clustering [6].
4 Conclusion
In this paper we have reformulated the parameter estimation problem in finite mixture models
from the point of view of Regularized Optimal Transport. Considering entropic regularization
with Sinkhorn distance, we are able to recover standard algorithms such as Maximum Likelihood,
Expectation-Minimization or k−means as specific instances of our general model.
In future works, we would like to investigate different regularizers φ as studied in [25], model
selection, AIC or BIC. Our perspectives also concern the modeling of more general cost penalizing
data likelihood, as well as the study of different parameterizations such as q-exponential families.
This would be of interest for measuring differently the likelihood of data for classification in
supervised learning. Other perspectives finally include hierarchical clustering, total Bregman
divergences [52] and relations to ground metric learning [21].
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