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This thesis deals with analysis, forecasting and decision making in liberalised
electricity markets. Particular focus is on wind power, its interaction with the
market and the daily decision making of wind power generators. Among re-
cently emerged renewable energy generation technologies, wind power has
become the global leader in terms of installed capacity and advancement. This
makes wind power an ideal candidate to analyse the impact of growing renew-
able energy generation capacity on the electricity markets. Furthermore, its
present status of a significant supplier of electricity makes derivation of practi-
cally applicable tools for decision making highly relevant.
The main characteristics of wind power differ fundamentally from those of
conventional thermal power. Its effective generation capacity varies over time
and is directly dependent on the weather. This dependency makes future pro-
duction uncertain and difficult to contract even on a day-to-day basis. Conse-
quently decisions about market bids for next-day delivery are based on pro-
duction forecasts which are bound to come with some uncertainty. Naturally
markets that experience large scale integration of wind power are affected by
these different characteristics. The thesis presents analyses of how this impact
is realised in markets significantly penetrated by wind power. Due to its repre-
sentation by forecasts in the supply curve, such predictions are used to describe
their non-linear influence on the market prices.
Methods adequately accounting for this effect in models for day-ahead fore-
casting of the prices are also presented in the thesis. Prompted by the volatile
behaviour of electricity markets, considerable focus has been on time-varying
and robust parameter estimates. The models derived are all based on well
know methods from the statistical literature.
  
The stochastic production of wind turbines prompts the need for alternative
methods for optimally bidding wind power to day-ahead markets. Such bid-
ding strategies are formulated in this thesis, which utilise the information pro-
vided by the market models. Bids that maximise expected revenues are found
and the possibility of risk averse behaviour is discussed.

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Denne afhandling beskæftiger sig med analyse, prognoser og beslutningstagn-
ing i el markeder. Særlig fokus er sæt på vindkraft, dens samspil medmarkedet
og vindkraftproducentens daglige beslutningstagning. Ud af de nyere kilder
for vedvarende energi, vindkraft har påtaget sig en førerrolle som den mest
avancerede og udbredte teknologi. Dette gør vindkraft til en ideal kandidat
til at analysere hvilken effekt voksende el generation med vedvarende kilder
har på el markeder. Endvidere, vindkraftens nuværende status som en betyd-
ningsfuld leverandør af elektricitet gør udviklingen af værktøjer til den daglige
beslutningstagning meget relevant.
Vindkraftens karaktertræk adskiller sig fundamentalt fra disse for termiske
kraftværker. Dens effektive generationskapacitet varierer over tid og afhænger
af vejret direkte. Dette gør fremtidig produktion forbundet med usikkerhed
og besværliggør handel selv på næste-dags basis. Som følge heraf må beslut-
ninger vedrørende indmelding på marked for levering næste dag tages på
grund af prognoser som i sagens natur er usikre. Markeder som i høj grad
er penetreret af vindkraft bliver naturligvis påvirket af dette. Afhandlingen
præsenterer analyser af hvordan denne effekt bliver realiseret i markeder med
stor andel vindstrøm in dens produktionsportefølje. Grundet dens repræsen-
tation i udbudskurven af prognoser, bliver sådanne forudsigelser brugt for at
beskrive deres ikke-lineære påvirkning på markedspriserne.
Metoder for at tage højde for denne effekt på tilstrækkelig vis i modeller for
forudsigelse af næste dags priser er også præsenteret i afhandlingen. Markedets
varierende opførsel har gjort at adaptiv og robust parameter estimering har
fået stor fokus. Modellerne er alle baseret på velkendte metoder fra den statis-
tiske litteratur.
         
Vindmøllernes stokastiske produktionsevne skaber behøv for alternativemetoder
til at byde strøm ind på markedet optimalt. Sådanne indmeldingsstrategier er
formuleret i denne afhandling, som gør nytte af den information prognose-
modellerne leverer. Bud der maksimerer den forventede indtjening bliver fun-
det samt at muligheden for risikoavers adfærd bliver drøftet.
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Part I
Summary Report

CHAPTER 1
	

	
For decades, electricity has been one of the most important building blocks
of our society. Not only is it likely maintain this status but has an outlook to
become even more important in the near and distant future. The globally in-
creasing focus on curbing carbon emissions has fuelled large investments in
research aimed at replacing all kinds of devices burning fossil fuel with simi-
lar ones relying on electricity. In parallel, electricity generation plants relying
on renewable fuel sources have received increased attention. In particular, the
wind power industry has bloomed and taken a leading role among the recently
emerged renewable energy sources. Other plant types such as solar, geother-
mal and tidal power are evolving fast though.
Almost simultaneously, the electricity industry has been revolutionised and the
deregulated electricity market has emerged as the future platform for the trade
of this commodity. Despite being a relatively recent invention, these markets
are typically designed for conventional power generators in full control of their
production. This naturally poses problems for generation plants relying on re-
cently emerged technology which fundamentally differs from those previously
existing.
& ' 
1.1 Thesis Objective
The main differences between the renewable energy sources like those previ-
ously mentioned and conventional power plants are owed to the characteristics
of the fuel. Directly relying on nature for fuel supply causes the effective gener-
ation capacity of these plants to vary over time in a manner best characterised
as stochastic. Thus contracting exact amount for future delivery can be prob-
lematic. With the fuel available however, these plants can generate electricity at
virtually no cost and are not subject to the same constraints as the conventional
ones.
These differences naturally call for different approaches to various aspects of
their operation in general. Among those things is their participation in the
market which is what eventually ensures the investor’s payback. This thesis
addresses some aspect of the interaction between wind power and electricity
markets. The effect of its presence on the market is analysed and tools for
assisting its participation in the market are presented. The latter involves anal-
ysis and development of tools for optimally bidding wind power to the market
and also derivation of models that can provide the forecasts to be used in the
decision making. More precisely the objectives of the thesis are as follows:
• To analyse and improve understanding of how electricity prices are in-
fluenced by large scale wind power integration.
• To analyse proposed bidding strategies for wind power producers, de-
velop them further and understandwhich forecasts are required for adopt-
ing such strategies in practise.
• To utilise the interaction betweenwind power production and the market
along with other known impact factors to construct models that are ca-
pable of issuing accurate forecasts of the day-ahead and real-time market
prices.
The focus is thus on challenges that directly relate to the daily operation of a
wind power producer. No attention is however paid to the long-term man-
agement challenges such producers face, e.g. pricing of financially settled con-
tracts for risk management and pricing of long-term delivery contracts.
Due to the stochastic generation of wind turbines, their operators must rely
on forecasts for trading on a day-ahead basis. The production forecasts there-
fore represent the wind power in the supply curve and not the actual pro-
duction. This motivated that, in contrast to previous analysis of the relation-
ship between wind power production and day-ahead prices (Morthorst, 2003,
Moesgaard andMorthorst, 2008), the one presented in this thesis considers pro-
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duction forecasts instead of actual production. In addition, by accounting the
non-linear aspects of the analysed relationship through non-parametric mod-
els, the impact of wind power on the prices is shown to be more substantial
than previously demonstrated.
These effects become an additional source of variation for the prices which al-
ready are known to exhibit features such as non-stationarity, multiple seasonal
cycles, mean-reverting spikes, positive skewness and high kurtosis (Conejo
et al., 2005, Panagiotelis and Smith, 2008, Kosater and Mosler, 2006). A com-
mon methodology for modelling the expected prices has therefore been the
well known ARIMA model, fitted in terms of the logarithmically transformed
prices (Conejo et al., 2005, Nogales et al., 2002, Weron, 2006). More in line with
Karakatsani and Bunn (2008), the model presented in this thesis is estimated
on the original scale of the prices. Correspondingly, forecasts are issued on the
same scale. Recursive and robust parameter estimation are instead used to ac-
commodate the varying dynamics of the prices. Similar transformations and
parametric assumptions are also the literature’s prevailing approach to density
models for the prices (Panagiotelis and Smith, 2008,Higgs, 2009). Conversely, a
semi-parametric density forecast method is presented in this thesis which also
deals with untransformed data.
Alternatives to contracting the expected wind power production in the day-
aheadmarket have received increased intention in the literature in recent years.
The bidding strategy presented here builds on the work of Bremnes (2004), Pin-
son et al. (2007) and aims at maximising expected hourly revenues. Modifica-
tions are made to account for practical constraints and on the contrary to many
previous studies, (e.g. Pinson et al., 2007, Matevosyan and Söder, 2006, who
base their results on constant expectations for the market), trading is simu-
lated based on actual forecasts for the cost of imbalances. The derivation of the
model used to generate these forecasts is presented in the thesis as well. Sim-
ilar to Olsson and Söder (2008), efforts are made to accommodate the regime
switching behaviour of the imbalance costs in the modelling process.
The models presented are all developed with practical applicability in mind.
Results are therefore in all cases derived by mimicking the real-life circum-
stances. The models used for analysis and forecasting are all statistical ones,
built on established and well known models from the statistical literature. The
characteristics of the subject has prompted focus on adaptive and robust pa-
rameter estimation along with other models that are able to capture varying
dynamics. Most of the work presented in this thesis is done using data from
the Western Danish grid area which comprises Jutland, Funen and the islands
west of Størebælt. Papers B, C and D contain results for other areas though, in
part or exclusively.
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1.2 Thesis Outline
The thesis is divided into two parts. The first part contains a summary report
which is meant to give a fairly non-technical overview of the main results of
the thesis and provide background information on the problems dealt with and
their empirical context. The second part comprises 8 research papers prepared
during the project period. The contents of each paper is summarised briefly in
the following:
Paper A was published in Energy Economics in 2010. The paper presents an
analysis of the impact of wind power production forecasts on the day-
ahead market prices in Western Denmark.
Paper B was published in the proceeding of the 33rd IAEEConference in 2010.
In this paper the analysis from Paper A is extended to the Eastern Dan-
ish grid area and variations in the relationship throughout the year are
examined.
Paper C is an invited paper submitted to IEEE Power and Energy Society’s
General Meeting 2012. This paper presents an analysis similar to the one
of Papers A and B using data fromWestern Denmark and Germany. Also
the impact of German wind power production on domestic and cross-
border power flows in Austria is analysed.
Paper D is a paper submitted to Wind Energy which presents a bidding strat-
egy for a wind power producer based on production forecasts and pre-
dictions for the market outcome. The paper describes a 10 month long
case study where participation in the market is simulated.
Paper E is a technical report published at DTU Informatics. In this report a
general risk averse bidding strategy for wind power producers is pre-
sented. In addition, formulations suited for practical use are given along
with a small case study used to exemplify the resulting bidding behaviour.
Paper F is a paper submitted to IEEE transactions on Sustainable Energy. It
describes a model for the expected day-ahead electricity price which ac-
counts for the impact of wind power predictions. The model is intended
for forecasting of next day’s prices and corresponding results are pre-
sented.
Paper G has been submitted to European Journal of Operational Research.
The paper describes a model for predictive densities for the day-ahead
electricity prices in Western Denmark. The model is built as an extension
to themodel from Paper F and is also intended for day-ahead forecasting.
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Paper H is an article submitted to Energy Economics. It presents models for
day-aheadprediction in the Danish real-time electricity market using the-
ory from the exponential smoothing literature.
The remainder of the summary report is constructed as follows: Chapter 2 out-
lines the functions of liberalised electricity markets in general and the Nordic
context of this thesis in particular. An introduction to the data set used for
most model derivations is also presented in this chapter. Chapter 3 addresses
the interaction between wind power and the market, both in terms of impact
on prices and the bidding decision. The models for prediction are presented in
Chapter 4 and finally concluding remarks and future perspectives are listed in
Chapter 5.
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The electricity industry has undergone drastic reforms during the past two
decades. The model of vertically integrated utilities has been abandoned and
the potentially competitive functions of generation and retail separated from
the natural monopolies of transmission and distribution.
The Chilean Chicago boys of the Pinochet cabinet are commonly credited for
being the first to introduce the concepts of privatisation and deregulation to
the electricity market in the early 1980’s. In Europe, the transition towards
deregulated electricity markets was initiated by the Thatcher government in
the United Kingdom in 1990. The Nordic power exchange, Nord Pool, was
opened in Norway in 1992 and gradually expanded its operations to the other
Scandinavian countries throughout the decade. Following UK’s example a
number of other Commonwealth countries began deregulation of the electric-
ity sector, most notably Australia in 1994 and New Zealand in 1998. Deregu-
lation of markets in USA started in the northeastern states and in the state of
California during the late 1990’s followed by restructuring of markets in other
parts of the union. Since then, market deregulation policies have been adopted
in numerous countries. Today, a deregulated electricity markets have been es-
tablished in most European countries and in many places in the Americas and
Asia.
This worldwide unbundling of the electricity sector’s vertical monopoly struc-
ture is generally praised as a successful one. The main benefits of this new
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structure are commonly claimed to be increased transparency, lower prices
and increased efficiency. None of these benefits are undisputed though. De-
spite that in principle an open auction should increase the transparency of any
market, the complex pricing models and bid structure work towards the oppo-
site. Indeed declining net prices (i.e. excluding taxes) were observed during
the years around the millennium and it seems natural to accredit the deregu-
lation process as the single most comprehensive change in the system for this
reversed trend. However, these reductions were however neither felt by do-
mestic consumers nor small andmedium sized industrial ones due to increased
taxation (Euorostat, 2007,Weron, 2006, Bunn, 2004). As of 2004 electricity prices
have shown an increasing trend, including or excluding taxes (Euorostat, 2007,
Eurostat, 2012). Whether this is a result of the market reform is unclear though
given the development in the global economy in this period.
Critics on the other hand argue that incentives for new investment in gener-
ation and transmission capacity have been severely reduced. Among other
examples, the massive blackout of 2003 in the north-eastern USA is used to
support this claim. Furthermore, the California energy crisis of 2000-2001 is
often used to exemplify the flaws of the deregulated markets.
During this period of market transition, most market operators have made nu-
merous changes of the market framework intended to strengthen competition
and ensuring an efficient market. Today the model of a liberalised electricity
market seems to have converged to a design capable of serving its purpose.
This chapter describes the general structure of modern electricity market and
some of the major design variations. After a general introduction, a more de-
tailed description of the Nordic Power Market is given as it serves as the con-
text of all the empirical work done in this thesis.
2.1 Market Structure
Although the particularities of market design and institution roles vary be-
tween individualmarkets, the general framework remains similar among those
who have adopted this new policy. In the following, the aim is to give an
overview of the main existing structural variations of deregulated electricity
markets.
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2.1.1 Organisation
The backbone of a deregulated electricity market is typically the spot market
(referred to as the forward market in some regions1). On these markets, elec-
tricity is traded for delivery within near future periods of fixed length, usu-
ally an hour or half an hour. Gate-closure is sometime between noon on the
day before delivery and few hours before realisation. The market is organised
by an independent operator which is responsible for collecting bids, calculat-
ing market clearing prices and determining the corresponding production and
consumption schedules.
The transmission systems are generally considered natural monopolies. Hence,
they have been put in the hands of system operators (SOs), formed for the pur-
pose of managing the grid as state owned enterprises or thoroughly regulated
private organisations. The responsibilities of the SO varies between countries
to some extent. The European Transmission System Operators (TSOs) focus on
operation and maintenance of the grid within their countries and connections
to their neighbours only. The American Regional Transmission Organisations
(RTOs) and Independent System Operators (ISOs) on the other hand have the
additional function of being a market operator.
The SOs are responsible for maintaining constant balance between supply and
demand, which is crucial for the operation of the system. For that purpose a
real-time market is often organised by the SO even though other markets are
operated by another organiser. The purpose of the real-time market is to settle
deviations from previously entered contracts. Trading on these markets is of-
ten discouraged by a market structure unfavourable for speculation or gaming
and other regulatory interventions. Many US market operators allocate capac-
ity for the real-time market together with the clearing of the spot market by
co-optimisation (Conejo et al., 2010). Just as for the spot market, the real-time
market is referred to in different ways. Imbalance market and regulation mar-
ket are two common ones and for those who favour the term forward market
for the spot market think of the real-time market as the spot market.
In some areas an intermediate market is operated, allowing for adjustment of
the contracts entered into on the spot market after its gate-closure. Finally,
so-called over-the-counter (OTC) contracts are common. OTC contracts are
agreements of electricity purchase and sale with delivery periods ranging from
days or weeks up to years and settled according to a predetermined price or a
pricing formula. Settlement of these contracts is done through a clearinghouse
instead of on the market.
1Many, especially economists, argue that since the contracts traded on the markets here termed
spot markets are for future delivery, they are indeed forward contracts as defined in the financial
terminology.
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Figure 2.1: Price determination in a power pool (left) and in a power ex-
change (right). The plots are reconstructed version of similar plots
in Weron (2006).
2.1.2 A Pool or an Exchange?
Electricity markets can be divided in two categories: power pools and power
exchanges (Weron, 2006). The main differences between the two lies in i) the
participation obligations of the generators and ii) the handling of the consump-
tion.
A power pool is only meant to facilitate competition among generators. They
submit their bids to the market as the price they request for their production
and the corresponding volume. These bids are then cleared against the ex-
pected demand, i.e. the supply curve is vertical. Generators are obliged to
participate in the pool so no transactions can be made outside the pool.
In contrast, participation in a power exchange is voluntary. The exchange auc-
tion is two-sided so bids are submitted by both generators and consumers.
The role of the power exchange is to match the resulting supply and demand
curves and announce the market clearing price along with the corresponding
schedules for production and consumption.
The difference between the two price determination procedures is illustrated in
Figure 2.1. Whereas expected load appears as a vertical demand curve for the
one-sided auction, an actual demand curve is used in the two-sided auction.
Hence, the market clearing price and the turnover volume are interdependent.
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2.1.3 Price determination and Settlement
The most commonly applied model for price determination on the spot mar-
ket is a bid-based security-constrained economic dispatch with either zonal or
nodal prices. In other words, the price for a given delivery period is set as the
intersection between the aggregated supply and demand curves while ensur-
ing that transmission- and operation security constraints are respected.
The zonal or nodal prices are the result of finite transmission capacity. Al-
though the principle behind the two is essentially the same when it comes
to the price determination procedure, the finer spatial resolution of the nodal
prices ensures that the physical constraints of the system are respected. On
the other hand, the more coarse resolution of the zonal pricing scheme allows
for the separation of the SO and the market operator as is commonly done in
Europe. Since transmission capacity between zones and between nodes is lim-
ited, situations can occur where merit order dispatch prompts this capacity to
be exceeded. This is handled by defining separate prices on either side of the
congested line. In a nodal pricing system, also known as locational marginal
pricing (LMP), each node can have a unique price. In a zonal pricing system
however, prices can only differ at the zone level. Consequently, congested
nodes are subsidised by uncongested ones in some situations.
Prices are generally determined as the highest accepted bid within the delivery
period. In some markets though, e.g. the APX exchange in the UK and the
Elbas market at Nord Pool, discriminatory or pay-as-bid settlement has been
adopted.
Because bids on the regulation markets are activated in real-time, prices on
these markets are determined ex post. Although some market operators (e.g.
PJM (Ott, 2003)) calculate and broadcast an indicatory ex ante price during op-
eration. Price- and settlement resolution can vary from being equal to that of
the previously settled markets (e.g. APX UK) to having resolution of 5 min-
utes in both prices and settlement. Moreover, some market operators (e.g.
Energinet.dk in Denmark) operate a real-time market with a price resolution
equal to that of the spot market while imbalances are settled with higher reso-
lution.
The single most notable difference among the pricing mechanism on the real-
time markets is whether a single-price system is adopted or a two-price one.
In a single price system, the same price is valid for all imbalances regardless of
whether they are surpluses or deficits. So producers that produce more than
their contracted volume sell their extra generation to those short of their con-
tracts at a price directly resulting from the net imbalance of the system. In a
two-price system, production deficits and surpluses are priced separately. In
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other words, those overproducing sell their extra production to the market op-
erator at one price and those who are not able to produce their full contracted
volume buy their shortfall at another price.
2.2 The Nordic Power Market
Since the context of the entire empirical work done for the thesis is the two
Danish price areas of the Nord Pool power exchange, the specific market de-
sign of Nord Pool is listed in the following.
Despite the name, Nord Pool is a power exchange and is the first of its kind
to facilitate power trading across national borders. Following a new energy
legislation in 1991 the Norwegian TSO, Statnett SF, began operating a domestic
day-head spot market in the same year. Two years later the market operating
activities were demerged into a subsidiary, Statnett Marked A/S, fully owned
by Statnett SF. Cross-border trading began in 1996 following Svenska Kraft-
nät’s acquisition of 50% of the shares in Statnett Marked A/S. Simultaneously,
Statnett Marked A/S became Nord Pool ASA. The joint operation of a power
exchange allowed both countries to continue their efforts towards a deregu-
lated electricity sector. Since the opening of the market, Statnett’s market had
been plagued by price volatility, arising from it relying fully on hydroelectric
power. Meanwhile, the oligopolistic structure of the Swedish power sector
had prevented liberalisation (Carlsson, 1999). Nord Pool’s day-ahead market,
Elspot, then gradually expanded to encompass Finland in 1998, Western Den-
mark in 1999, Eastern Denmark in 2000 and Estonia in 2010. In addition, the
German transmission grid area operated by Vattenfall was also a part of Nord
Pool’s markets during the years 2005-2009.
Besides operating Elspot, Nord Pool engaged in various other activities. In
1997 trading of financial forward contracts was launched along with a clearing
service for these contracts. Other financial derivatives such as futures, options
and Contracts for Difference (CfD) were later introduced in this market. A
bilateral market for intra-day trading of power, Elbas, was opened in Sweden
and Finland in 1999. Later it opened for trading in Eastern Denmark in 2004,
followed by an opening in Western Denmark in 2007 and in Norway in 2009.
Finally, Nord Pool ASA was involved in numerous consulting assignments.
Following the licensing of Nord Pool ASA as a regulated exchange and clear-
inghouse in 2002, all activities except the financial market were demerged into
subsidiaries. The clearinghouse and the consulting business remained fully
owned by Nord Pool ASA through Nord Pool Clearing ASA and Nord Pool
Consulting ASA respectively. Physical exchange activities were established
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under the name Nord Pool Spot ASA, which ownership was equally divided
amongst Nord Pool ASA and the four Nordic TSOs.
TodayNord Pool ASA and its two fully owned subsidiaries have been acquired
by NASDAQ OMX while Nord Pool’s share in Nord Pool Spot ASA have been
acquired by Statnett SF and Svenska Kraftnät - with equal shares. Currently,
Nord Pool Spot ASA is therefore jointly owned by Statnett SF and Svenska
Kraftnät with 30% each, and Energinet.dk and Fingrid Oy with 20% each (the
Danish and the Finnish TSOs respectively). Nord Pool’s market share is one
of the highest in the world and has been increasing over the last three years
despite fluctuating demand. With a 70% market share in 2008 it rose to 72%,
74% and 75% in 2009, 2010 and 2011 respectively (Nord Pool Spot AS, 2010,
2011, 2012).
2.2.1 Elspot
Elspot is a day-ahead market with gate-closure at noon on the day before de-
livery. Prices are determined by a bid-based security-constrained economic
dispatch with zonal prices and a resolution of one hour. A map of the current
zonal structure is shown in Figure 2.2. The market region comprises 13 price
areas; 5 in Norway, 4 in Sweden, 2 in Denmark and 1 in Finland and Estonia.
The price areas are bordered by bottlenecks in the transmission grid and, in the
context of price determination, with internal transmission capacity practically
infinite.
The Elspot system price is determined as the intersection between the aggre-
gated supply and demand curves for the entire region in the same manner
as illustrated in the right plot of Figure 2.1. This price is the one at which
physical exchange is settled during hours where transmission across the grid
bottlenecks does not reach their capacity. In addition, the system price serves
as a reference price for almost all financial derivatives linked to Nord Pool.
Only the CfDs have a partial reference in other prices. Two or more area prices
are defined when the unconstrained merit order dispatch prompts scheduled
transmission across price area borders to reach its capacity. The determination
of an area price is illustrated in Figure 2.3. The procedure is essentially the
same as for the system price but only based on the bids from the particular
area while the full utilisation of the connections to the surrounding areas is re-
garded as price independent bids. Hence the parallel shift in the supply and
demand curves in Figure 2.3.
Bids at Elspot can be placed as hourly ones or as block bids comprising multi-
ple consecutive hours. Both bid types state a price and volume which can be
defined in multiple intervals. The difference between the two is that whereas
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Figure 2.2: A map of Scandinavia sketching the price zone borders of Nord
Pool. Source:    	
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the hourly bid is accepted if the specified price is lower than or equal to that of
the marginal producer, the block bid is only accepted if the resulting average
clearing price for the hours that constitute the block is higher than the bid price.
The block bids are primarily used by producers that need to account for start-
up and shut-down costs or physical constraints such as minimum running time
in their bidding.
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Figure 2.3: Determination of area prices at Nord Pool. The plots are a recon-
struction of similar plots presented at .
2.2.2 Elbas
Elbas is opened for trading once the Elspot prices have been published and
has gate-closure 1 hour prior to delivery. Elbas is a bid-ask market where bids
for either purchase or sale of electricity are placed. The bids are prioritised
according to price and submission time and are settled at the bid price. The
acceptance of a bid across price areas is subject to capacity availability which is
published along with the spot prices.
Compared to Elspot the traded volumes at Elbas are quite low or less than 1%
of the total volume exchanged annually on Nord Pool’s markets (Nord Pool
Spot AS, 2010, 2011, 2012). For this reason Elbas is not considered as a potential
forum for power exchange in the bidding strategy later described. Thus, no
discussion about it is included in the remainder of this thesis although research
on optimal participation in such markets exists (see, e.g., Conejo et al., 2010).
2.2.3 The Real-Time Market
In order to maintain grid stability, the Nordic TSOs each manage a real-time
market in their countries. The three general imbalance scenarios that can occur
are illustrated in Figure 2.4. The terms that have been adopted for these sce-
narios are based on the necessary counteraction for a generator. Thus a down-
regulation hour is an hour of positive system imbalance or production sur-
plus forcing producers to reduce their production. Contrarily, an up-regulation
hour is an hour of production deficit requiring increased generation in the sys-
tem. In principle, imbalances could be negated by the opposite actions of the
consumers, but to date demand regulation on a notable scale has yet to leave
(/ %   1

Production Production
level
Reduce 
Production
Increase
Level
Consumption
Consumption
Increase
Reduce
Production
Production
Consumption Consumption Consumption
needed
Up regulation
needed
No regulation needed Down regulation
Production
Consumption
Figure 2.4: Possible scenarios of physical regulation need.
the drawing board.
Unless transmission lines across price zones are congested, it is the overall im-
balance of the Nordic power system as a whole that determines whether an
hour is defined as an up- or down-regulation hour. Accordingly, bids for reg-
ulation are accepted across area borders if possible. Should transmission ca-
pacity across area borders be exceeded, area specific regulation prices become
effective. In these cases, it is the area’s net imbalance that constitutes the defi-
nition of the regulation scenario.
Bids for regulating power are accepted until 45 minutes before the hour. The
bids should state a price and a volume between 10 MW and 50 MW, to be
available within 15 minutes from acceptance.
The pricing procedure for regulating power was harmonised for the whole
Nordic region in 2009. Since then, generator imbalances and consumer im-
balances are prices with different schemes. For the retailers a single price is
defined at which all imbalances are settled. In contrast, two prices are de-
fined on the suppliers’ market. The producers short of their contracts buy their
deficits at the up-regulation price while those overproducing sell their surplus
at the down-regulation price. The hourly prices are determined as the most
expensive regulation bid accepted within that hour for regulation in the active
direction. Note that in this context the most expensive down regulation bid is
the one with the lowest price.
For the producers, the regulation prices are bounded by the Elspot prices such
that the up-regulation price can never deceed it and the down-regulation price
can never exceed it. Furthermore, imbalances that negate the total system im-
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balance are not penalised. This implies that at any given time, either the up-
regulation or the down-regulation price is equal to the spot price.
An illustrative example of a supply curve for regulating power is shown in
Figure 2.5. Bids for up-regulation (red) are accepted in ascending order from 0
and are simply bids for production. The down-regulation bids (green) on the
other hand are accepted in descending order from 0 and can be viewed as bids
for purchase of energy from generators that are scheduled for production. If a
bid is accepted, the producer fulfils its contract by outsourcing the production
to another producer instead of generating the power itself.
In order to further exemplify the pricing of regulating power, let the three hor-
izontal lines in Figure 2.5 represent spot prices of hours for which the supply
curve is valid. During the hour where π(S)A is effective, both the up-and the
down-regulation prices become that of the accepted bid furthest away from
0 if the system imbalance takes the corresponding sign. If however the spot
price is π(S)B , the up-regulation price remains equal to the spot price if only the
first two bids are activated. Only with the activation of the third bid the up-
regulation price takes a different value than the spot price. Similarly, if the spot
price is π(S)C , the down-regulation price remains equal to the spot price until
the 5th bid for decreased production is accepted.
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2.3 Empirical Data & Context
We round off the discussion on electricitymarkets by putting themarket design
into mathematical context and summarise the rationale behind the modelling
choices made. The variable definitions presented in this section will be used in
the analysis and the model derivations presented in the chapters that follow. A
more detailed discussion of the various aspects of the information contained in
this section is given in the papers devoted to the corresponding topic.
2.3.1 Definition of Market Variables
First let π(S)t , π
(↑)
t and π
(↓)
t denote the spot-, the up- and the down-regulation
prices, respectively. Furthermore, define the up- and down-regulation penal-
ties (ψ(↑/↓)) as
ψ
(↑)
t = π
(↑)
t − π(S)t
ψ
(↓)
t = π
(S)
t − π(↓)t .
(2.1)
The market design in the Nordic region implies that the following conditions
are fulfilled at all times:
π
(↑)
t ≥ π(S)t ⇒ ψ(↑)t ≥ 0 ∀t (2.2)
π
(↓)
t ≤ π(S)t ⇒ ψ(↓)t ≥ 0 ∀t (2.3)
π
(↑)
t = π
(S)
t ⇒ ψ(↑)t = 0 if π(↓)t < π(S)t ∀t (2.4)
π
(↓)
t = π
(S)
t ⇒ ψ(↓)t = 0 if π(↑)t > π(S)t ∀t. (2.5)
From this it can be seen that any electricity generator not capable of providing
regulating powermaximises its earnings by selling all its production at the spot
price. In other words, such a producer’s involvement in the real-time market
can only reduce revenues thus justifying the penalty naming.
Conditions (2.2) & (2.3) are the result of the real-time prices being bounded
by the spot price. The latter two conditions, (2.4) & (2.5), are however due
to that only producers that contribute to the overall imbalance are penalised.
This pricing scheme introduces regime switching behaviour in the regulation
prices, controlled by the net imbalance of the system and the available regula-
tion power. More precisely, π(↑)t shares dynamics with the spot price during
hours of production surplus and during deficit hours when the naturally de-
termined up-regulation price does not exceed π(S)t . Likewise the dynamics of
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t are only unique during hours of net production surplus and a naturally
determined down-regulation price lower than the spot price. For the penal-
ties, ψ(↑/↓)t , these regimes are also present as the prices switch between being a
constant zero and having dynamics on their own.
By definition, the regulation prices in each direction have two dynamical regimes.
Taking into account the interdependence between how realisations from each
regime can occur, the real-time prices can be thought of as a two-dimensional
variablewith dynamics switching between three regimes. A variable I(ψ)t , here-
after termed the imbalance sign, distinguishing between these regimes is de-
fined as
I(ψ)t = sgn{(π(↑)t − π(S)t ) + (π(↓)t − π(S)t )} = sgn{ψ(↑)t − ψ(↓)t }
=
⎧⎪⎨⎪⎩
1 during up-regulation hours
0 during hours of no regulation penalty
−1 during down-regulation hours.
(2.6)
The imbalance sign describes which supply function defines the price or the
penalty.
From a modelling perspective, the appeal of having the three regimes is that
it allows models to be derived conditional to which supply the corresponding
prices stem from. This is done by deriving models for expectations or densi-
ties which are conditional to I(ψ)t . Such models are more focused on capturing
the dynamics of each regime. Afterwards, the forecasts for each regime can
be mixed through modelling of the imbalance sign in order to obtain uncondi-
tional forecasts for the real-time market.
I should be noted that for the system operator, the states of the real-timemarket
are not necessarily the same as for the producer. The TSO operates in higher
temporal resolution with the actual physical balance of the system, which can
change signs within an hour and is seldom precisely zero.
2.3.2 The Data
All empirical results presented in the thesis are derived using data from the
two Danish price areas of Elspot. The areas are separated by the Størebælt
channel and until recently there was no physical connection between the areas.
In November 2010 however a 500 MW HVDC link connected the two areas.
Apart from this connection the Western area (DK-1) is connected to Germany,
Norway and Sweden. The Eastern area (DK-2) is connected to Germany and
Sweden.
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Figure 2.6: Time series plot of the spot prices in DK-1 from November 1st,
2008, until December 31st, 2011.
Model development is mainly done using data from DK-1 area and then ex-
tended to DK-2 when necessary. Thus, the data from DK-1 is used here to
exemplify the main features of the prices. Observations similar to those listed
here have been made for DK-2 though.
2.3.3 Spot Prices
Figure 2.6 presents time series plots of the spot prices in DK-1 for the period
from November 1st, 2008, until December 31st, 2011. In order to better illus-
trate the average behaviour the prices are both plotted on a scale spanning their
full range during the period and on a truncated scale.
Just like any other market in the world, the Elspot market was affected by the
economic crisis in 2008. This resulted in a excessively volatile prices in the
autumn of 2008. This period was followed by a one of relative tranquillity
owing it, in part at least, to the decreasing fuel prices that fell dramatically on
the world markets during this period. By the fall of 2009 the prices began to
exhibit behaviour more similar to what was observed before the bank crisis in
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Figure 2.7: The spot prices in DK-1 duringMarch 2009 (left) and January 2010
(right).
2008.
The prices seem to feature the characteristics commonly observed for such se-
ries like non-stationarity, heteroskedasticity andmean reverting spikes (Karakat-
sani and Bunn, 2008, Conejo et al., 2005, Panagiotelis and Smith, 2008, Kosater
and Mosler, 2006). From Figure 2.7, which shows the time series for March
2009 and January 2010, daily and weekly seasonal patterns are also apparent.
These seasonalities are mainly driven by the same feature of the load and how
if affects the physical operation of the Nordic grid.
Whereas the intra-day and intra-week seasonal cycles of the prices are mainly
explained by a single cause, variations in long-term behaviour are the accumu-
lation of several things. For one, industrial demand for electricity goes hand in
hand with the global and national economic development. Being a fair share
in total demand, economic ups and downs will therefore impact the demand
side of the electricity market substantially. On the other hand, operation costs
for the various generation plants are highly dependent on fuel prices which
are known to be quite volatile. In addition, the demand for electricity varies
throughout the year, as well as the stock of hydro power. Thus, both the supply
and demand have an annual seasonal cycle too. Being heavily weather depen-
dent, this cycle intuitively seems less stable than the shorter ones. Determining
that is however difficult due to the complexity of the long-term dynamics of
electricity prices.
2.3.4 The Regulation Market
Table 2.1 lists the frequency of each imbalance sign during the period from
November 1st, 2008, until December 31st, 2011. The regulation prices are quite
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Figure 2.8: The spot-and regulation prices in DK-1 from November 1st, 2008,
until December 31st, 2011.
often equal to the spot prices and, thus, share dynamics to considerable ex-
tent. During the hours where the prices differ however, the regulation prices
have a more spikier behaviour. That is, excessive price spikes are both more
frequent and more extensive than observed for the spot prices. This is shown
in Figure 2.8 where the spot-and regulation prices are compared. Although the
up-regulation prices up to 7447 DKK/MWh and down-regulation pries as low
as −1700 DKK/MWh are observed during the period, the range of the y-axis
is limited to −1000 and 2500 DKK/MWh in order to better illustrate the mean
behaviour. This corresponds to that around 0.03% of each price series have a
value beyond the scale of the plot.
These relatively frequent and excessive price spikes are mainly owed to the
Table 2.1: Frequency of imbalance signs from November 1st, 2008, until De-
cember 31st, 2011.
Direction: ↓ ∼ ↑
Frequency [%]: 39.00 29.30 31.70
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Figure 2.9: Time series plot of ψ(↓)t (top) and ψ
(↑)
t from November 1st 2008
until December 31st 2011. The plots y-axes are truncated at 300
DKK/MWh leaving 2% of the penalties outside the scale of the
plot in each case.
limited supply of regulation services in both directions. During up-regulation
hours, the supply is limited to the generation capacity that is not dispatched on
the spot market and capable of delivering power within 15 minutes notice. For
down-regulation, the supply curve comprises dispatched producers that are
able to regulate their production within the same 15 minute notice. Compared
to the supply function of Elspot, the short delivery notice and the physical lim-
itations of the transmission grid yield a considerably steeper supply functions
for regulating power. This high frequency of price spikes is naturally evident
in the regulation penalties as well, which are plotted for the same period in
Figure 2.9. Only penalties larger than 0 are plotted and the y-axes are trun-
cated at 300 DKK/MWh in order to demonstrate the evolution of the average
penalty during the period. The plots reveal that similar to the spot prices, the
regulation penalties are non-stationary and heteroskedastic.
Due to its discrete definition, little information can be deducted from plotting
the observations against time. However, there seems to be little reason to as-
sume the probabilities of each imbalance sign to be stationary. Table 2.2 lists the
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empirical frequencies of each imbalance scenario according to calendar years.
Between the three full years of data, the frequency of both down-regulation
hours and hours of no regulation penalties varies substantially. For these years,
the share of up-regulation hours is more uniform. During the last two months
of 2008 however, the frequency of up-regulation hours was much higher sug-
gesting that the probabilities of up-regulation can vary within shorter periods.
In Paper H the varying probabilities of each state of I(ψ)t are further demon-
strated by using exponential smoothing. The exponentially smoothed averages
of each state frequency are compared to identical tracking of a trinomial series,
simulated using the period’s empirical probabilities. For the sign probabilities
being (close to) constant, their smoothed average should be similar to what is
seen in the bottom panel of Figure 2.10. That is however far from being the re-
ality as can be seen in the top panel of the same figure. The actual probabilities
drift considerably more from their long-term averages.
Table 2.2: Frequency of imbalance signs by year.
Sign Frequency [%]
Period ↓ ∼ ↑
2008 36.77 27.20 36.02
2009 42.00 26.97 31.03
2010 35.87 31.58 32.56
2011 39.49 29.71 30.80
2008-2011 39.00 29.30 31.70
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Figure 2.10: An exponential smoothed average of the observed I(ψ)t sequence
(top panel) and a simulated sequence (bottom panel) using λ =
0.99 (left panel) and λ = 0.999 (right panel).
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Another notable and recent development in the electricity sector is the rapid
growth of generation by renewable sources. Fuelled by concerns for global
warming and, to some degree, the desire to be less reliant on fuel imports from
the Middle East, western countries have invested heavily in generation capac-
ity of this sort. Among the recently emerged renewable sources for electricity
generation, most of today’s generation capacity is in wind turbines. Like other
plants of its kind, generation capacity in the form of wind turbines is expen-
sive per MW installed. Once installed however, they can produce energy at
virtually no cost due to the absence of fuel expenses.
Both renewable energy generators in general and wind power producers in
particular face the challenge of being non-dispatchable production. That is,
since neither electricity nor the fuel for this type of generators is storable, the
generation capacity varies constantly and is uncertain even for the very near
future. Consequently, the power generated by these plants was in many cases
managed centrally and outside themarket through prioritisation schemes. With
increasing share of renewables in the production portfolio however, producers
are increasingly urged to sell their generation at the market.
By taking their production to the market, producers of wind energy become
Balance Responsible Parties (BRPs). This entails that they have to settle de-
viations from their contracts on the real-time market and absorb the poten-
tially associated cost. Being non-dispatchable the producers have to rely on
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production forecasts for bidding on the market. Inevitably, such forecasts are
not completely accurate, making it difficult to maintain balance between day-
ahead contracts and realised production. This incites the wind power producer
to seek other methods than precisely determining the volume for minimising
imbalance costs.
In the general market perspective, the stochastic generation capacity of wind
power turbines introduces new features to a supply curve that previously com-
prised conventional generators only. In addition, owing it to the non-existent
marginal cost, the effect of these new features on the clearing price is quite
strong.
In this chapter the interaction between the market and wind power producers
is discussed from two perspectives. First the characteristics of a supply curve
for a market penetrated by wind power are described along with the corre-
sponding impact on the clearing prices. Further on, the bidding decision of a
wind power producer in analysed.
3.1 Market Impact
An important first step in an analysis of the interaction between wind power
production and any market is to determine how wind power should be rep-
resented. On the day-ahead market wind power is sold according to produc-
tion forecasts, typically the expected production. Consequently, it is actually
these forecasts that enter the supply curve and not the actual production. A
collection of the production forecasts from individual producers are therefore
the most appropriate form of wind power for inclusion in a day-ahead market
analysis such as the one that follows. The wind power predictions used for
the work of this thesis are an aggregation of 5 predictions each covering pro-
duction in distinct parts of the DK-1 price area. These forecasts of course do
not fully represent the expected production bid from all market participants in
the area. Nonetheless, they share dependence on weather forecasts and thus
provide a more accurate information on the amount of wind power that enters
the supply curve than measurements.
The real-time prices are the result of, among other things, the difference be-
tween the bid wind power production and the realised one. Still assuming that
the bids are well approximated by the forecast production, the expected value
of this difference is 0 on a day-ahead basis. Then as time passes new infor-
mation becomes available yielding a non-zero expected imbalance. Since the
purpose of the real-time market analysis is solely to facilitate price forecasting
on a day-ahead basis, it is limited to the information available at the forecasting
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Figure 3.1: Electricity supply curve under different levels of expected wind
power production.
time or the expected production.
3.1.1 Wind Power at the Spot Market
How the presence of wind power affects market clearing prices is the subject of
Papers A & B. Its low marginal cost places wind power among the producers
who receive the highest priority in the dispatching order. This, along with the
stochastic availability, causes wind power to appear as a stochastic threshold
in the supply function (Giabardo et al., 2010). This is illustrated in Figure 3.1
where a fictive example of a supply curve for theNordic region is plotted under
three different levels of expected (bid) wind production. The figure shows how
wind power horizontally shifts the entire supply curve through its position on
the very left of it.
How much the clearing prices are affected by this shift is determined by the
shape of the remainder of the supply curve. Because of how steeply increas-
ing the supply curve generally is at the high volume end and how inelastic the
demand is, small shifts in the supply can cause huge differences in price. This
results in a stronger relationship between wind power and prices during high
consumption hours. This also means that two power systems similarly pene-
trated by wind power do not necessarily have to experience the impact on the
prices to be equally extensive since it also depends on the steepness of the rest
of the supply curve.
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Figure 3.2: Average area spot price in DK-1 as a function of forecast wind
power penetration and time of day.
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Figure 3.3: Average area spot price in DK-2 as a function of forecast wind
power penetration and time of day.
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This can be seen by comparing Figures 3.2 & 3.3 where the average spot price
is plotted against the forecast hourly wind power penetration and the hour of
the day for the two Danish price areas. These plots are presented in Paper B
and are based on data for the period November 1st, 2008, until January 31st,
2010. In DK-1 around 25% of the annual consumption is generated by wind
turbines. In the DK-2 on the other hand, wind power’s share in the yearly de-
mand is roughly half of that. So certainly DK-1 experiences higher wind power
penetration and thus lower prices. For the range of wind power penetration
shared by the two plots however, the impact is stronger in DK-2. That is, al-
though the same type of impact is detected for both areas the prices in DK-2
are more affected by the same penetration level. This feature is illustrated fur-
ther in Figure 3.4. The figure shows the average spot prices in the two areas as
a function of the hourly forecast wind power penetration during the daytime
hours (07:00 - 19:00) and the evening and night hours (19:00 - 07:00) separately.
From there it is clear that the prices in DK-2 decline faster with increased wind
power penetration than they do in DK-1 during the daytime hours. A potential
explanation for this effect is the more direct access to inexpensive hydro power
DK-1 has through its interconnection with Norway which yields a less steep
supply curve.
Although it might be trivial to some readers, it is important to realise that it is
the installed wind power capacity that determines its potential to impact the
supply and thereby the prices. Meanwhile, it is the actual available capacity at
each time that determines how much of this potential is realised. This is im-
portant because the annual generation of a wind turbine is only a fraction of its
nominal capacity. Its ability to affect the prices is therefore much greater than
that of a dispatchable generator with the same marginal costs and the same an-
nual generation. More precisely, increasing the share of wind power in the an-
nual generation by a single percent yields an elevated potential shift of the sup-
ply curve by one over the capacity factor of the newly installed turbines. Then,
when capacity is dispersed over a relatively small area (e.g. Denmark), tem-
poral correlation in production will cause this potential to be realised. Without
harmonised growth in export potentials and wind power capacity, prices will
increasingly exhibit regime switching and weather dependent behaviour as ar-
gued by Meibom (2007).
3.1.2 The Real-Time Market
The interaction between the regulation prices and wind power is more com-
plex than for the spot prices since it affects both the supply and the demand
side of the market. The regulation prices are the result of deviations from pro-
duction and consumption schedules and how they are counterbalanced. Since
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Figure 3.4: Electricity supply curve under different levels of expected wind
power production.
the wind power production is subject to considerable uncertainty at the time of
market clearing, deviations from the schedule are inevitable. These deviations
then become demand for regulating power. Assuming all producers to bid
their expected production, found by a well tuned model independent of other
producer’s model, these deviations should negate each other to a large extent
with a sufficient number of producers. Given the limited number of weather
forecast suppliers (which provide an essential input for the production fore-
casts) however, assuming the deviations to completely negate each other is in
all likelihood unrealistic. Thus, one would expect the presence of wind power
to impact the demand for regulating power. Other factors, also supporting this
hypothesis are the limited number of producers and forecast service providers
and that wind power forecasts are generally known to have a mean-dependent
and asymmetric distribution (Lange, 2005). On the contrary, the shift in the
supply curve and the inelastic load prompt many producers not to be sched-
uled for production during hours of high wind power production. Some of
these producers have highly flexible generation plants which then are able to
provide regulating services at a lower price thanwould be possible if they were
dispatched on the spot market. In summary; both sides of the real-time auction
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Figure 3.5: Average frequency of each imbalance sign (left) and average im-
balance penalty (right) plotted against forecast wind power pene-
tration.
are affected by the presence of wind power in the system.
As discussed in more detail in Papers B & H, a time-invariant analysis indi-
cates a significant relation between the forecast hourly wind power penetration
and some real-time market variables. More precisely, wind power penetration
seems to affect both I(ψ)t and ψ
(↓)
t while the impact on ψ
(↑)
t seem insignificant.
This is illustrated in Figure 3.5 where, to the left, the average frequency of each
imbalance sign is plotted against the forecast wind power penetration in the
left plot. To the right the average regulation penalties are plotted against the
same penetration forecasts. In both cases the plots are constructed by segment-
ing the data into 10 equally populated bins according to the penetration level
and calculating the corresponding average.
Despite that the left plot in Figure 3.5 indicates a significant impact of the fore-
cast wind power penetration on I(ψ)t , its inclusion in a model for the imbalance
sign yields no improvement in forecasting skill. The effect observed in the plot
is therefore most likely a result of coinciding seasonal pattern(s) and long-term
variation in dynamics.
3.2 Market Participation
Just like any other commodity producer, a wind power producer’s main in-
terest is to maximise the financial yield of his investment. In general, profit
measures for companies and investments have a time-resolution varying from
several months to years. These measures are the milestones towards the ulti-
mate goal of earning back the initial investment plus an acceptable profit mar-
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gin. In the meantime, the investor manages the risk he is exposed to by enter-
ing into financial contracts which reduce both his potential earnings and losses
and thereby stabilise the cash flow within the contract period. How much sta-
bilising effect is obtained depends on the ratio between actual production and
the hedged volume.
The pricing of these contracts is usually done based on long-term average of the
prices and is not addressed in this thesis. In light of the results presented in the
previous section, generator companies mostly or solely relying on wind power
should take caution when entering such contracts. Since there is a negative
dependency between the prices and the wind power production, a fixed vol-
ume contract will not cover the full production during hours when the contract
generates positive cash flow. On the other hand, the same contract is likely to
encompass more than the generated volume when the contract generates neg-
ative cash flow for the producer.
Even though stability has been ensured to a certain degreewith financial deriva-
tives, the revenues from the production are still paramount to most if not all
generator companies. As earlier said, it is the quarterly and annual revenues
that are of interest for the company’s stakeholders. Hence, the ones responsi-
ble for the operation aim to maximise these revenues. On a non-leap year, the
operator’s objective is therefore to maximise the sum of 8760 hourly revenues
in 365 decisions. At each decision time, limited information is available for
the future which is all in the form of forecasts. A generator with dispatchable
production unit is able to utilise these forecasts to arbitrage in time through
minimisation of opportunity costs for different hours. For these producers, the
long-term revenue optimisation is a matter of a sequence of interdependent
decisions.
Since neither the fuel nor the final product can be stored, inter-hour opportu-
nity cost optimisation for wind power producers is trivially solved. With no
possibility for arbitrage, optimising long-term revenues directly corresponds
to optimising the individual hourly revenues separately.
For a mathematical formalisation, let R denote the yearly revenue of a power
producer during a year starting at time t = 1, generating electricity by wind
turbines only. Furthermore let W˜t be the amount of wind power bid/sold on
the spot market in hour t and let ρt(W˜t) be the corresponding hourly revenue
so that
R=
8760
∑
t=1
ρt(W˜t). (3.1)
Then the absence of arbitrage possibilities entails that at any decision time s, s ∈
{−12,12, . . . ,8724} the bid W˜t for hour t, occurring on the upcoming day, that
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optimises the expected annual revenue is the one that maximises the expected
revenue of hour t:
W˜∗t = argmax
W˜t
E[R|χs] = argmax
W˜t
E[ρt(W˜t)|χs] (3.2)
where χs is the information available at time s.
3.2.1 Expected Revenue Maximisation
Assuming that a wind power producer is not active in the Elbas market, its
hourly revenue can be written as
ρt(W˜t) = π
(S)
t W˜t + C
(↑/↓)
t (3.3)
where
C(↑/↓)t = ψ
(↓)
t max{Wt − W˜t,0}+ ψ(↑)t min{Wt − W˜t,0} (3.4)
is the hourly cost of imbalances or the cost of settling the difference between
the submitted bid and the actual production, Wt.
In Paper D, Nord Pool’s market design is shown to prompt that for a producer
of wind power, who is a price taker, assuming the producer to maximising
expected hourly revenues equivalent to minimising the expected hourly cost
of imbalances. This yields the optimal bid to be found as
W˜∗t = F−1Wt
(
E[ψ
(↓)
t |χs]
E[ψ
(↓)
t |χs] +E[ψ(↑)t |χs]
)
(3.5)
where FWt(·) is the cumulative density function (CDF) of the wind power pro-
duction during hour t.
Being an expectation optimisation, the bid found by Eq. (3.5) is completely risk
neutral. This yields an optimal bid that is either close to 0 or nominal capacity
when E[ψ(↑)t |χs] >> E[ψ(↓)t |χs] or vice versa. In practise however, such bid-
ding behaviour is frowned upon by the TSO which requires bids that reflect
the expected production for their scheduling. This issue is addressed in pa-
per D by constraining the bid such that it does not deviate more than a certain
percentage from the expected production. A side effect of this constraining is
reduced revenue risk through the smaller probability of large differences be-
tween bid and actual production.
The assumption of the producer being a price taker is necessary for the bid in
Eq. (3.5) to be optimal. Being a price taker entails that the producer does not
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affect the clearing price with its actions - neither the spot price nor the regula-
tion prices. Although this might at first sight seem contradicting to the results
presented in the previous section, it is not necessarily the case. The impact
of wind power forecasts on the market demonstrated previously is the result
of considering all wind power producers in the system collectively. Thus, the
wind power production considered there comprises that of multiple individ-
ual generators of different capacity. Should the majority of the wind power
producers maintain the policy of bidding their expected production to themar-
ket, a relatively small producer could deviate from that bid without affecting
the price. If however the majority of producers were to adopt this strategy the
price taker assumption might become problematic. Similarly if a single large
producer was to do the same this assumption is presumably unrealistic. What
the effect on the prices would be is hard to anticipate and impossible to anal-
yse. Given the relatively small deviation band around the expected production
that is likely to be accepted by the TSO, this impact might not be severe.
The risk, in terms of revenue, is not addressed explicitly in paper D though.
The potential of a large loss during an hour of relatively small deviation from
contracted volume, which is penalised extraordinary hard, remains unaccounted
for. Even though such events did not occur in the 10month long case study pre-
sented in the paper, the fact that the regulation prices are capped at 37500DKK/MWh
(≈ 5000AC/MWh) (Energinet.dk, 2008) and suggest that such considerations
might be relevant.
3.2.2 Risk Averse Bidding
In paper E a formulation of the optimal bidding problem with risk aversion is
derived and discussed. Similar to Morales et al. (2010), risk is measured as Con-
ditional Value-at-Risk (CVaR) (Rockafellar and Uryasev, 2000, 2002, Schultz
and Tiedemann, 2006) and thus the objective function becomes
W˜∗t = argmax
W˜t
E [Xt] + λCVaRα [Xt] (3.6)
where Xt can either be the hourly revenue ρt or the hourly (non-positive) im-
balance costs C(↑/↓)t . Attitude towards risk is parameterised by λ, 0 ≤ λ ≤ 1
and increases with higher risk-aversion. The CVaR at the α level is found as
CVaRα (X) = ηα − 1
α
E [max{(ηα − X) ,0}] (3.7)
where ηα = F−1X (α) or the α-Value-at-Risk (VaRα).
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The inclusion of the CVaR-term prompts that optimisation in terms of C(↑/↓)t
and ρt no longer yields the same bid. This is because up- and down-regulation
costs are generally more likely to be equally represented in the (α · 100)% least
favorable imbalance costs than in the worst case revenues for a given hour. In
context of the hourly revenue, being subject to up-regulation always reduces
ρt (since involves purchase of energy). Being subject to down-regulation on
the other hand increases the revenue as long as the down regulation price re-
mains positive. Therefore, production surpluses will be increasingly favoured
with higher λ and with ρt as an objective value. Alternatively with C
(↑/↓)
t as an
objective variable, deviations of equal magnitude and penalty have the same
effect regardless of direction. Thus an increased weight on CVaR
[
C(↑/↓)t
]
will
cause the bid to approach the expected production for the hour. The asymmet-
ric imbalance cost expectation and the existing probability of negative down-
regulation prices will prevent the bids from being exactly 0 or the expected
production though, even if only the CVaR-term would be optimised. Conse-
quently, λ can be chosen such that the imbalance cost optimisation trivially
fulfils the TSO’s requirement of bids reflecting expected production.
The choice between the two objective variables of the mean-CVaR strategy is
in the end a matter of preference. Optimisation in terms of ρt can be regarded
as the more conservative approach of the two since its CVaR term aims at min-
imising the probability of negative revenue at all times. With C(↑/↓)t as an objec-
tive variable on the other hand the goal is only to minimise the deviation from
the highest possible income. Therefore, if the producer has already entered fi-
nancial contracts to stabilise his long-term risk, C(↑/↓)t is a more appropriate
choice. With no involvement in the financial market and with a generation
portfolio solely consisting of wind turbines, choosing ρt as an objective might
become an attractive choice. Although one has to bear in mind that the sub-
additive property of CVaR prevents any goals for long-term revenue/risk from
being set through the adaptation of this strategy. That is since the properties of
the CVaR imply that
CVaR
[
N
∑
i=1
Xi
]
≤
N
∑
i=1
CVaR [Xi] (3.8)
then
CVaR[R] ≤
8760
∑
t=1
CVaR
[
ρt(W˜t)
]
. (3.9)
Thus there is not a direct linkage between hourly risk attitude and the actual
long-term revenue risk.
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3.2.3 Bidding of a Price Maker
In paper E it is suggested that for a single large producer the price taker as-
sumption could be abandoned by discretising the decision space and subse-
quently solve a maxmax problem using decision dependent scenarios or sce-
nario probabilities. The maxmax problem can be written as
W˜∗t = argmax
w∈W
Cw (w;α,λ)
Cw (w;α,λ) =maxE [Xt|Sw] + λCVaRα [Xt|Sw]
(3.10)
where Sw is a set of wind production-market scenarios that are valid for a
certain range of W˜t.
Solving the problem given by Eq. 3.10 requires quite elaborate scenario gen-
eration framework which has to account for the interdependence between the
producer’s bidding and themarket outcome and eventually the cleared load as
well. In addition solving the problem is quite expensive computationally but is
possible to parallelise. Although no empirical work was done on this problem,
some thoughts on the scenario generation framework are presented in paper E.
CHAPTER 4
  
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If the bidding strategies discussed in the previous chapter are to be adopted
in practise, forecasts for wind power production and the market prices are re-
quired. Predictive densities for wind power production are necessary for all
strategies along with expected values for constraining. The optimal quantile
strategy also calls for expected imbalance penalties while adding the CVaR
term calls for probabilistic price forecasts as well for scenario generation. In
that context, optimisation in terms of the imbalance costs requires density fore-
casts of the regulation penalty. Choosing the revenue as an objective value
requires probabilistic forecasts of the spot price as well.
Here the focus is on the price forecasts only. Wind power production forecast
stemming from WPPT1 have been made available for the case studies of the
bidding strategies. A description of the ideas behind the models for the point
forecasts and the probabilistic ones can be found in Nielsen et al. (2002) and
Møller et al. (2008), respectively.
Given the intended application, the forecasts from the market models devel-
oped need to be available before gate-closure of the spot market. Thus, all
search for explanatory variables is limited to information available before noon
on the day before delivery. Correspondingly, all the forecasts analysed are
based on information that is available at 11:00 am on the day prior to reali-
sation. The forecasts are issued for all hours of the upcoming day and then
1The Wind Power Prediction Tool, see    	 for further information
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no predictions are made until 11:00 am the following day when the forecast-
ing procedure is repeated. This implies that forecasts for each hour of the day
have a distinct lead-time while it is identical for the same period of different
days. That is, forecasts for the first hour of the day always have a lead-time
of 13 hours while it is 14 hours at all times for the second hour of the day and
so forth. For the spot market future information about the prices is available
though and used. This prediction scheme is referred to as day-ahead forecasts
in the remainder of this chapter and in the papers that address the forecasts.
A detailed description of the models developed is given in Papers F - H. In the
following a brief summary and discussion of these models and the data used
for their development is given.
4.1 Forecasts of the Spot Price
For the spot prices a model that describes their average behaviour was con-
structed as well as a one for their density. In addition to be required for some
of the bidding strategies, the spot price forecasts provide important input to
models for subsequent markets. On a more general note, accurate spot price
forecasts are vital for many of the decisions many electricity producers and
system operators have to be make.
4.1.1 Point Forecasts
Paper F describes a two-step model for the expected spot price on a day-ahead
basis. In the first step, the spot price for hour t, π(S)t , is estimated as a function
of the forecast load (L̂t) and wind power production (Ŵt) for the same hour or
π
(S)
t = f (L̂t,Ŵt) + εt (4.1)
where f (·) is approximated by second order polynomials estimated at 242 dis-
tinct predetermined fitting points and εt is an error term with finite variance.
Estimation of the polynomials’ parameters is done by locally weighted regres-
sion (Cleveland and Devlin, 1988) where weights are assigned by a tri-cube
kernel. Moreover, the parameters estimation is done recursively with an expo-
nential forgetting factor, as shown in Nielsen et al. (2000), and robustified by
applying the Huber influence function (Huber, 1981). Once the estimation is
completed each day an intermediate forecast for next day’s spot prices, π˜(S)t ,
is found by bi-linear interpolation between the fitting points surrounding the
actual values of L̂t and Ŵt.
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The prediction error arising from π˜(S)t :
εt = π
(S)
t − π˜(S)t . (4.2)
remains auto-correlated. Also some seasonal patterns persist despite the main
source of seasonalities, the load, has been accounted for. The source of these
features are multiple. Besides the obvious reason of the model being a statisti-
cal one, they are partly caused by the difference between the forecasts for the
area’s total load and wind power production and the actual bid. Also other
factors such as pricing of hydro power, heating demand and interconnection
capacity play an important role.
The second step is meant to account for the dynamics of εt. For this purpose,
models from two different model classes were tried out which yielded two
close to equally performing models. One is a double seasonal AR model of
order with daily and weekly seasonal cycles. The regression parameters are
estimated recursively with exponential forgetting (see e.g. Madsen, 2008, Ch.
11) and under a robust criteria (Huber, 1981). Furthermore, separate regression
parameters are found for each lead-time, k. The model can be written as
εt+k = z
T
t (k)βt(k) + vt+k (4.3)
where vt is a new noise term, centred and with finite variance and
zt(k) = [ 1, ε t−1, εt−2, εt+k−24, εt+k−48, εt+k−168]T (4.4)
βt(k) = [ β0,t,k, β1,t,k, . . . , β6,t,k]
T . (4.5)
The second model for εt is an additive seasonal Holt-Winters model (Winters,
1960, Taylor, 2003, Hyndman et al., 2008). Unlike the AR model, this one only
includes a daily seasonal term. Similar to the AR model however, updating is
done under a robust criteria following Gelper et al. (2010):
ε̂t+k|t = μt + Dt+k−24 (4.6)
where
μt = μt−1 + αμg(vt,τ) (4.7)
Dt = Dt−24 + αDg(vt,τ). (4.8)
The function g(·, ·) is the Huber influence function (Huber, 1981) and τ is its
cutoff value.
Whereas the ARmodel performsmarginally better than theHolt-Winters model,
the latter has the appeal that it is less affected by missing data since only the
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model update prevented and not the prediction as in the ARmodel’s case. This
makes the choice between them for practical implementation mostly a matter
of preference.
After updating of and forecasting by the two models, the expected spot price
is found as
π̂
(S)
t = π˜
(S)
t + ε̂t (4.9)
4.1.2 Density Forecasts
A model that generates predictive densities for the spot prices is presented in
paper G. The model depicts the density of vt as defined by Eq. 4.3 in the pre-
vious section with the expected spot price and the forecast load as explanatory
variables. Between the 5% and the 95% quantiles, the density is described by a
series of Quantile Regression (QR)models (Koenker and Basset, 1978, Koenker,
2005) using the time-adaptive QR framework presented by Møller et al. (2008).
This model is subsequently combined with a model for the distribution tails
where they are assumed to be exponentially distributed. The rate parameter
of each exponential distribution is updated every time a new observation be-
comes available without discounting of older observations.
The QR model has the same form for all quantiles τ:
Qvt,t(τ) = F
−1
vt,t(τ) =
K
∑
i=1
bi(π̂
(S)
t )βi,t(τ) + L̂tγt(τ) + et. (4.10)
where F−1vt,t(·) is the inverse CDF of vt and bi are natural cubic B-spline basis
functions with no interception term. Furthermore, K is the number of knots
used for the spline fitting, βi,t(τ) and γt(τ) are regression parameters specific
to each τ and et is an error term, centred and with finite variance.
Two new variables, one for each tail, are defined for modelling the tail:
z(l)t =max{Q̂vt,t(0.05)− vt,0}
z(u)t =max{vt − Q̂vt,t(0.95),0}.
(4.11)
Both variable are assumed to be exponentially distributed,
z(l)t ∼ Exp(λ(l)t )
z(u)t ∼ Exp(λ(u)t )
(4.12)
with rate parameters λ(l)t and λ
(u)
t for which a maximum likelihood estimate is
obtained based on all previous observations of z(l)t and z
(u)
t .
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4.2 Prediction in the Regulation Market
Prompted by the derivation of the bidding strategy in Paper D, a description
of the regulation market in terms of the imbalance penalties is sought. Two
models that combined describe the expected imbalance penalty are derived.
Although some steps towards a probabilistic description of the penalties were
taken in Paper E, a thoroughly tested model was not derived. Paper H de-
scribes the models used for estimating the expected imbalance penalties which
are used for providing inputs to the bidding strategy presented in Paper D.
Using the variable definitions from Section 2.3 and by applying the law of total
expectation, the expected imbalance penalties can be written as
E
[
ψ
(↑)
t
∣∣χs]= P [I(ψ)t = 1∣∣χs] ·E [ψ(↑)t ∣∣ψ(↑)t > 0,χs] (4.13)
E
[
ψ
(↓)
t
∣∣χs]= P [I(ψ)t = −1∣∣χs] ·E [ψ(↓)t ∣∣ψ(↓)t > 0,χs] (4.14)
This allows for the problem to be partitioned into estimation of the probabil-
ities of regulation in each direction, hereafter termed the imbalance sign, and
forecasting of the penalties conditioned on they being different from zero.
The aim of dividing the problem up like this is to accommodate the regime
switching behaviour of the regulation penalties. This can be especially use-
ful when the use of external explanatory variables is considered since certain
circumstances could for instance otherwise result in either a zero penalty or
extremely high penalty and, thus, mitigating the observed effect of that vari-
able. For applications where only the expected penalty is required on the other
hand, estimating a model on the full series (including the zeros) could perform
similarly if no helpful explanatory variables are found.
4.2.1 The Imbalance Sign
The pricing scheme of the regulation market makes deliberate imbalances irra-
tional. Thus it is fair to assume that demand for regulative power mainly arises
from unforeseen events (e.g. plant or gridmalfunctions) and the forecasting er-
ror for load and wind power production. The latter stems from models which
are commonly tuned to have to have prediction errors symmetric and centred
at zero. Models of processes with constantly varying dynamics are however
bound to forecasts that in the short term are biased. In some ways the model
for the imbalance sign tracks theses biases, along with other short-term incon-
sistencies in planning, and translates them into probabilities for regulation in
each direction.
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Figure 4.1: The proportion of lagged hours sharing imbalance sign with the
current one is plotted for down- and up-regulation (left and right
respectively)
What mainly impacts the imbalance sign is thus events taking place after the
spot market is cleared. This prompts that variableswith significant explanatory
power are not available and correlation between day-ahead lags is small. The
latter is demonstrated in Figure 4.1, where the proportion of lagged hours shar-
ing imbalance sign with the current one is plotted for up- and down-regulation.
Put mathematically the figure shows
1
N
N
∑
t=1
1(I(ψ)t = I
(ψ)
t−k), k = 1, . . . ,37. (4.15)
Results are shown for each year of the data period individually and combined
for the whole period. Whereas the persistence between adjacent hours is quite
high, the proportions decline rather quickly and become close to the overall
probabilities on the day-ahead lags.
A Holt-Winters model with a daily seasonal cycle is used to estimate the prob-
abilities of each state of I(ψ)t . By defining
I
(↑/↓)
t =
[
I(↑/↓)t,1 , I
(↑/↓)
t,2 , I
(↑/↓)
t,3
]
=
[
1{π(↓)t < π(S)t }, 1{π(S)t = π(↓)t = π(↑)t } 1{π(↑)t > π(S)t }
] (4.16)
for which it holds that
3
∑
i=1
I(↑/↓)i,t = 1,
the model’s prediction equation is defined as
Î
(↑/↓)
t+k|t = μt + Dt+k−24 (4.17)
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where
μt = μt−1 + αμet (4.18)
Dt = Dt−24 + αDet (4.19)
(4.20)
where in turn
et = I
(↑/↓)
t − I(↑/↓)t|t−1 . (4.21)
The smoothing parameters are estimated by maximum likelihood estimation
and proper state probabilities are obtained by the inverse logit transformation
or
P̂t+k|t
(
I(ψ)t+k = −1
)
= P̂t+k|t
(
I(↑/↓)t+k,1 = 1
)
=
exp
(
Î(↑/↓)t+k|t,1
)
1+ exp
(
∑i∈{1,3} Î
(↑/↓)
t+k|t,i
)
P̂t+k|t
(
I(ψ)t+k = 1
)
= P̂t+k|t
(
I(↑/↓)t+k,3 = 1
)
=
exp
(
Î(↑/↓)t+k|t,3
)
1+ exp
(
∑i∈{1,3} Î
(↑/↓)
t+k|t,i
)
P̂t+k|t
(
I(ψ)t+k = 0
)
= P̂t+k|t
(
I(↑/↓)t+k,2 = 1
)
=
1
1+ exp
(
∑i∈{1,3} Î
(ψ)
t,i
)
= 1−
(
P̂
(
I(ψ)t+k = −1
)
+ P̂
(
I(ψ)t+k = 1
))
.
(4.22)
A more detailed description of the estimation process is given in Paper H.
4.2.2 The Imbalance Penalty
The models for the penalties are focused exclusively on observations when the
penalties are actually realised. The models are therefore conditioned on the
penalties being different from zero. Thus let
ψ̂
(↓)
t|>0 = E
[
ψ
(↓)
t |ψ(↓)t > 0,χs
]
ψ̂
(↑)
t|>0 = E
[
ψ
(↑)
t |ψ(↑)t > 0,χs
] (4.23)
and let ψ(↓)t|>0 and ψ
(↑)
t|>0 be the corresponding observations, defined as
ψ
(↓)
t|>0 =
{
ψ
(↓)
t if I
(ψ)
t =−1
Undefined Otherwise
ψ
(↑)
t|>0 =
{
ψ
(↑)
t if I
(ψ)
t = 1
Undefined Otherwise
(4.24)
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In paper H, the regulation penalty series are shown to have a diurnal seasonal
cycle and also to include frequent spikes, some of the quite extreme. The sever-
ity of some of these spikes makes that estimation on the whole data set would
yield parameters that solely focus on the residuals from these observations.
Removing some of them is therefore necessary to obtain a description of the
expected penalty. On the other hand, these spikes are a reality of the market
and thus it is desirable to have them represented in the estimation set to some
extent. Therefore in an effort to systematise the discarding of observations, the
following procedure for removal of observations was adopted:
• Fit a robust RLS models on the form
ψ̂
(↑/↓)
t+k|t =φ0,t + φ1,t
Ŵt+k|t
L̂t+k|t
+ φ2,tπ̂
(S)
t+k|t
+ ∑
i∈Shr
αi,t sin
(
2πi · hr(t + k)
24
)
+ ∑
i∈Chr
βi,t cos
(
2πi · hr(t + k)
24
)
+ ∑
i∈Swd
γi,t sin
(
2πi · wd(t + k)
7
)
+ ∑
i∈Cwd
δi,t cos
(
2πi · wd(t + k)
7
)
(4.25)
for the penalties in each direction where Ŵt+k|t, L̂t+k|t and π̂
(S)
t+k|t are the
forecastwind power production, load and spot price as before. Moreover,
hr(t) and wd(t) are integers taking their values according to the hour of
the day and day of the week. The model is estimated using the full data
set for various pairs of forgetting factor and cut-off value.
• Calculate the contribution of each individual observation to the RMSE
• Exclude the observations that contributemore than 0.5% to the total RMSE.
The model in Eq. (4.25) was chosen as one that could easily include double
seasonality, multiple external variables and yet involved a limited number of
parameters to vary. The elements of Shr, Chr, Swd and Cwd were found as
the ones optimising the AIC criteria of the time-invariant version of Eq. (4.25)
which yielded:
Shr Chr Swd Cwd
Down {1} {2} ∼ {2,3}
Up {2,3} {1} {1,2} {2}
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The choice of the 0.5% limit is somewhat arbitrary but one important feature
of having this limit is that it is the lowest one that discarded observations are
not parameter specific. The resulting number of discarded observations is 85
for the up-regulation penalties and 29 for ψ(↓)t|>0.
The models proposed for the penalties are Holt-Winters models both condi-
tional to the forecast spot price. In addition, the model for the up-regulation
penalty is also conditioned upon the forecast load and the model for the down-
regulation penalties on the forecast wind power penetration. The models can
be seen as a series of Holt-Winters models like the one in Eqs. (4.7) and (4.8),
describing the average penalty around fitting points in [π̂(S)t , L̂] or [π̂
(S)
t ,Ŵ/L̂].
Like for the sign model, estimation procedure and performance is listed in Pa-
per H along with relevant conclusions and comments.
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In order to understand the potential consequences of continuing growth in
electricity generation by wind turbines, it is important to fully understand
how current installations affect the system. The objective of this thesis has
partly been to provide analysis that can improve this understanding. Through
this analysis, it has been shown that the intuitively expected impact of wind
power production on the prices does indeed exist. The hourly resolution of the
analysis permits to conclude on the future market environment on numerous
aspects. Given the geographical coverage of Denmark, spatial correlation in
wind power generation will remain high. Hours of intermediate penetration
levels will therefore become less frequent with increasing generation capacity.
Instead there will be a tendency towards two different and weather dependent
regimes in the hourly production mix. When the wind is blowing, wind tur-
bines will be able to generate enough power to supply all demand and even
much more. In still air on the other hand, production will be almost entirely
thermal based. These weather depended regimes will then be transferred di-
rectly to the prices (Meibom, 2007).
An obvious effect of these prices regimes with current market structure is that
earnings from the wind power producers will be severely reduced. This will in
turn call for increased expenditures on subsidies and other support for the in-
dustry should the current production targets be met. The weather dependent
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price regimes created by the increased wind power capacity will also incite
those investing in other forms of generation capacity to emphasise flexibility
rather than efficiency (Meibom, 2007). It is even plausible that either markets
or ways of directly compensating flexibility and flexible capacity will emerge.
One can even go so far to say that the establishment of such mechanism is
paramount should the current market design of day-ahead settlement be re-
tained during the foreseeable expansion of wind power capacity.
Great expansion of wind power generation capacity will also prompt an in-
creasing number of hours of surplus energy in the system. This extra energy
will then have to be either consumed, exported or shed. The two last options
however do not contribute towards reaching the goal of having 50% of the
consumption supplied for by wind energy by 2025 (Ea Energy Analyses, 2007).
The most appealing option is therefore to consume this extra energy domesti-
cally. This calls for a tremendous flexibility on the consumption side however.
Considerable efforts are currently being made for developing solution able to
provide this flexibility and it is likely that such efforts will receive increased
attention in coming years.
Increased flexibility on both sides of the supply and demand equation are
therefore essential to accomplish, should the current production targets remain
within reach. Because given the political effort required for obtaining the alter-
native solution of vastly expanded market area, and the corresponding invest-
ment in transmission capacity, it has to be seen as quite probable that much
of the varying production has to be met by increased flexibility within current
physical framework.
Regardless of what the future will entail for electricity markets, operational
tools for a more efficient management of wind turbines will continue to de-
velop. This thesis explores and provides a range of such tools that can con-
tribute to better decision making of wind power producers.
The papers that address forecasting in the electricity market provide an ap-
pealing alternative to models working with logarithmically transformed data
(e.g. Conejo et al., 2005, Panagiotelis and Smith, 2008, Higgs, 2009). This way
inverse transformations are avoided along with the commonly associated loss
of forecast quality. The result in paper F are a testimony of that price forecasts
can be improved considerably by accounting for the non-linear effect of wind
power on the prices where present. In paper G, the merits of the flexibility pro-
vided by the non-parametric approach to density modelling transpires through
reliable predictions. There an appealing alternative to the conventional para-
metric models (Panagiotelis and Smith, 2008, Higgs, 2009) is given.
All together, the models presented seem to serve their purpose well in terms
of practical applicability and quality. Like in any research however the results
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obtained have prompted several new questions and ideas that would be inter-
esting to pursuit.
In the present market environment, properly exploring the relevance of con-
ventional risk management in the short-term is an interesting topic. An anal-
ysis of how such efforts relate to the long-term risk would be interesting to
conduct, e.g. by studying the effect of the chosen VaR-quantile α and risk at-
titude parameter λ on the long-term revenues. This applies for both the hour-
by-hour formulation presented in this thesis as well as approach of consider-
ing the daily risk as suggested by Morales et al. (2010). These analyses could
potentially be accompanied by a derivation of a strategy that considers risk
on different time scales simultaneously. Alternatives to the CVaR, focused on
avoiding the utmost extreme losses would also be interesting to explore.
For any type of risk management in the day-ahead trading, models capturing
the high penalty hours are important to obtain. Such models could come as
density models, as spike forecasting models or a mixture of the two. Obtain-
ing such models is however a challenging task since information on influential
factors is unavailable at the prediction time. An interesting possibility would
be to construct a model for joint predictive densities for the penalties and e.g.
the demand and wind power imbalances. Such densities could subsequently
serve as a basis for scenario generation.
The oligopolistic structure of electricity markets in general and the foreseeable
development in the generation mix make the concept of market power an in-
teresting research topic. How markets will be affected by strategic bidding
behaviour of large producers will be interesting to follow. Both in terms of the
effectiveness of the strategies adopted and also in context of market develop-
ment.
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On the Market Impact of Wind Energy Forecasts
Tryggvi Jónsson1,2 Pierre Pinson2 Henrik Madsen2
Abstract
This paper presents an analysis of how day-ahead electricity spot
prices are affected by day-ahead wind power forecasts. Demon-
stration of this relationship is given as a test case for the Western
Danish price area of the Nord Pool’s Elspot market. Impact on
the average price behaviour is investigated as well as that on the
distributional properties of the price. By using a non-parametric
regression model to assess the effects of wind power forecasts
on the average behaviour, the non-linearities and time variations
in the relationship are captured well and the effects are shown
to be quite substantial. Furthermore, by evaluating the distribu-
tional properties of the spot prices under different scenarios, the
impact of the wind power forecasts on the price distribution is
proved to be considerable. The conditional price distribution is
moreover shown to be non-Gaussian. This implies that forecast-
ing models for electricity spot prices for which parameters are
estimated by a least squares techniques will not have Gaussian
residuals. Hence the widespread assumption of Gaussian resid-
uals from electricity spot price models is shown to be inadequate
for these model types. The revealed effects are likely to be ob-
servable and qualitatively similar in other day-ahead electricity
markets significantly penetrated by wind power.
1 Introduction
Since the beginning of the nineties, electricity markets around the world have
undergone drastic reforms, resulting in a more deregulated structure. The
backbone of these changes has been the adoption of wholesale electricity mar-
kets, in which producers and distributors bid for purchase and sale of electric-
ity. Commonly, these bids are placed through a central clearing mechanism
which determines a spot price at which electricity is traded. However due to
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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the complex nature of the commodity in question, the dynamics of these spot
prices are only partially understood, making them difficult to accurately fore-
cast. Nevertheless, understanding of the price dynamics (and the resulting in-
creased predictability) is paramount for all market participants and regulators,
for the purpose of planning, trading, risk management or alternatively market
design (see e.g. Daneshi and Daneshi, 2008).
The complex nature of spot prices arises from numerous causes. First of all,
anti-gaming policies along with the instantaneous nature of electricity and re-
strictions on its transmission make arbitrage over time and space nearly impos-
sible (Boogert and Dupont, 2005, Sewalt and de Jong, 2003). Secondly, demand
for electricity, seen from a short-term perspective, is highly inelastic and has
distinctive and complex characteristics in the first two moments, (see e.g. Tay-
lor andMcSharry, 2007 or Panagiotelis and Smith, 2008 and references therein).
Thirdly, the electricity supply function is discontinuous, convex and steeply in-
creasing at the high demand end (Nord Pool Spot AS, 2006a, Karakatsani and
Bunn, 2008). In parallel, the presence of non-dispatchable renewable energy
sources causes frequent variations in the shape of the supply function, due
to their low marginal costs and potential prioritisation (Giabardo and Zugno,
2008). In addition, market design is generally complex and frequently chang-
ing support schemes for some plant technologies often lead to modifications of
the market design as well. Finally, the oligopolistic structure in many markets
has given rise to a debate about to what extent market power is exercised. Al-
though controversial, evidence of market power being put to force has been
documented on many major electricity markets (see e.g. Eggertsson, 2003,
Schwarz et al., 2007, Christensen et al., 2007 and also Karakatsani and Bunn,
2008 for other sources). A main objective of the present paper is to demon-
strate that wind power forecasts have an impact on the market, and to describe
how they quantitatively affect prices on the electricity market.
The combination of all the factors listed above results in a price behaviour un-
like what is observed for most other traded commodities as the price time-
series often exhibits periodicity, inter- and intra-day correlations, trends, mean
reverting spikes, positive skewness and heavy tails (see e.g. Conejo et al.,
2005, Panagiotelis and Smith, 2008, Kosater and Mosler, 2006, for empirical
evidence of this). Furthermore, the increased emphasis on renewable energy
sources around the world has made the dynamics of spot prices even more
complex. The price characteristics have becomemore extreme andmade prices
even harder to predict - partly due to the very volatile nature of many of these
energy sources.
Several papers have been dedicated to describing the short-term dynamics of
electricity spot prices, either by (i) relying solely on previous values, i.e. in
a univariate time-series modelling framework (Huisman et al., 2006, Conejo
( '  ,+
et al., 2005, Cuaresma et al., 2004), (ii) by accounting for the price’s response
to demand, fuel prices or weather conditions (Vehviläinen and Pyykkönen,
2005, Ruibal and Mazumdar, 2008, Mandal et al., 2006, Nogales and Conejo,
2006), or (iii) by using regime-switching approaches (Kosater andMosler, 2006,
González et al., 2005). However as correctly stated by Karakatsani and Bunn
(2008), the models presented in those papers have a number of limitations.
Firstly, fuel prices and weather conditions only affect the supply function in-
directly and their influence on the elements of the supply function is highly
non-linear. Therefore, those factors ought to be supplemented by, or trans-
formed into, information that more directly affects the supply function and the
behaviour of market participants in general, as suggested by Karakatsani and
Bunn (2008) and Longstaff and Wang (2004). Secondly, most research works
have been focused on daily averages or baseload/peakload averages which
conceal to some or full extent the distinct intra-day variations of the prices. Re-
cently, higher frequency analysis have appeared though (e.g. Huisman et al.,
2006, Longstaff and Wang, 2004, Karakatsani and Bunn, 2008).
Operationally, energy produced by non-dispatchable energy sources is com-
monly bid into the markets using forecasts of the future production. In the
case of wind power, production forecasting is a major and rapidly growing re-
search field and has been the topic of countless papers (see e.g Giebel et al.,
2003, Costa et al., 2008, for a state of the art review). Some efforts have been
made to optimise the bidding of wind energy into deregulated electricity mar-
kets based on these forecasts, and in some cases on information about their
situation-dependent uncertainty as well (Pinson et al., 2007, Matevosyan and
Söder, 2006, Bathurst et al., 2002). These studies however have all regarded
wind power as a price taker, and therefore not considered its potential effects
on prices. Although this approach is suitable when concentrating on individual
wind power generators, wind power as awhole is in fact a pricemaker as origi-
nally suggested by Skytte (1999) andMorthorst (2003), due to its extremely low
marginal cost. In areas where wind power has a significant share in the gen-
eration portfolio, the most substantial short-term changes in the global sup-
ply function arise from variations in wind power generation. As shown by
Giabardo et al. (2010), estimated future wind power generation1 appears as a
stochastic threshold in the supply function. The present paper presents an anal-
ysis of how electricity spot prices, for the case of the Western Danish price area
(DK-1) of Nord Pool’s Elspot market, are affected bywind power forecasts. The
analysis puts emphasis on the effects of such forecasts on the mean behaviour
of the prices, on the intra-day variations of these effects, as well as on the cor-
responding impact on the distributional characteristics of day-ahead electricity
prices. Some studies have been presented on the effects of actual power gen-
erated by wind turbines on the spot prices in the area (Skytte, 1999, Morthorst,
1And thereby wind power capacity due to the low marginal costs and sometimes prioritisation
of wind power
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2003, Moesgaard and Morthorst, 2008, Enevoldson et al., 2006) and they have
shown this effect to exist — as also expected by economical arguments. How-
ever, these studies have been bounded to linear effects on the mean behaviour
and have therefore neither captured the full extent of this impact nor any of the
distributional effects. Furthermore, as the analysis are carried out on the actual
measured power output they only show the presence of a relation between
wind power generation and spot prices, rather than proving wind power to be
a price maker on the market. Consequently, the resulting models can not be
used for forecasting.
Showing wind power as a price maker in a short-term perspective, implies
raising the question: “What will the electricity spot prices be, if it is believed that
the wind will/will not blow?” As an answer to this question, the relationship be-
tween wind power forecasts and spot prices is shown not only to exist, but also
to be highly non-linear and time dependent. Furthermore, it is demonstrated
that the correlation between demand and wind power forecasts should not be
neglected since it is in fact the ratio between the forecasted wind power gen-
eration and the forecasted load that has the strongest association with the spot
prices. In parallel, this proportional contribution of wind power to the supply
is shown to have substantial influence on the distribution of the spot prices as
well.
For the demonstration of these effects, a non-parametric regression model is
employed. The relationship between forecasted wind power production and
electricity spot prices is estimated for every hour of the day. This dependency
is estimated by assuming that the relationship can be locally described with a
second order polynomial. For estimation, a least squares criteria is employed
allowing for themean effect of forecastedwind power penetration on the prices
to be extracted. Despite the facts listed about the (non-Gaussian) properties of
the conditional spot price distribution, this approach serves well for estimating
themean behaviour of the spot prices, partially due to the non-linear properties
of the model and the large amount of data used as input to analysis. Employ-
ing such a criteria for the non-parametric regression model prevents however
from any inference on the effects of wind power forecasts on distributional
properties of spot prices to be made. Therefore, the evaluation of these effects
is performed by directly analysing the first four moments of the price distribu-
tions under different scenarios of the ratio between forecastedwind power and
forecasted load. The wind power forecasts used are generated by WPPT2 (see
Nielsen et al., 2002), a wind power forecasting tool that has been successfully
used in Denmark over the past years and was used for bidding aid by almost
every wind turbine owner in DK-1 during the period in question.
The remainder of the paper is structured as follows: Section 2 describes the
2The Wind Power Prediction Tool
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market structure at Elspot and the data set used as input to the analysis. Sec-
tion 3 provides a brief introduction to the mathematical approach to the mod-
elling. In Section 4, an analysis of how the mean behaviour of the spot prices is
affected by wind power forecasts is given, while the impact of these forecasts
on the price distribution is the topic of Section 5. Finally, concluding remarks
are given in Section 6 along with some general discussion.
2 Nord Pool’s Elspot
2.1 Market Setting
The analysis presented in this paper is done on data from the Western Danish
price area (DK-1) of Nord Pool’s Elspot market. Elspot is a day-ahead physical
delivery market for electricity. It is currently operating in the entire Scandi-
navia (Denmark, Finland, Norway and Sweden) and in the so called Kontek
area, located in Northeastern Germany.
At Elspot, spot prices are set by a market equilibrium model, where supply
and demand curves of all market participants are matched on a day-ahead
basis. Gate closure is at noon each day for the period midnight to midnight in
the following day and prices are published later in the day with a resolution
of one hour. The one hour prices are calculated by matching the collaborative
supply and demand curves, calculated from the bids and ask prices placed
by the market participants (see Nord Pool Spot AS, 2006a,b, for details). This
price, found from bids from all market participants, defines the system price
from which the area prices are defined.
Due to transmission constraints, the region covered by Elspot is divided into
several price areas. Physical constraints on transmission define the outer bounds
of each price area, implying that transmission capacity within an area can be
regarded as unlimited. The area spot prices are calculated in the same manner
as the system price, but only considering the bids within the area along with
possible utilisation of the transmission lines to surrounding areas (see Nord
Pool Spot AS, 2006b, for details). The area prices, which determine at what
price physical trading is done within an area, can therefore differ quite consid-
erably between areas. If none of the interconnections between areas are fully
utilised, the system price is valid in the whole region. However, this is seldom
the case and therefore is modelling of the area spot prices appropriate when
short term dynamics and forecasting are considered.
The DK-1 price area consists of Jutland, Funen and the islands west of the Great
Belt. The area is an interesting context for investigation of electricity spot prices
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as it can be said to represent the future of liberalised electricity markets. This is
because it has relatively large connections to its surrounding areas, and is heav-
ily penetrated by an inexpensive, non-dispatchable energy source, i.e. wind
power. In fact, DK-1 is currently the grid area in the world that has the largest
share of wind power in its generation portfolio, with more than 20% of its an-
nual consumption generated by wind turbines.
2.2 The Data
The data, which the analysis here presented is carried out on, covers the period
from January 4th 2006 to October 31st 2007. It consists of hourly area spot
prices along with hourly consumption measurements for the area3 and wind
power forecasts (in MW) with a temporal resolution of 15 minutes, made at
07:00 on the day before delivery for lead times up to 48 hours. The forecasts
are made using WPPT (see Nielsen et al., 2002).
If the analysis is to be true to the criteria of analysing future electricity prices,
both measures entering the wind power-load ratio have to be forecasts instead
of actual measurements. When load forecasts are made using state of the art
load forecasting models (e.g. Taylor and McSharry, 2007), the relationship be-
tween the actual load and the predicted load can be described as
Lt = L̂t + εt where εt ∼ N(0,σ2) (1)
where Lt is the actual load, L̂t is the predicted load and σ2 is the finite variance
of the residuals, ε t. Hence, by adding a Gaussian noise with the appropriate
variance to the load measurements, a time series that has the characteristics of
an actual load forecast series is obtained. The standard deviation of the noise
is chosen as 2% of the average load for the period, since it reflects the perfor-
mance of state of the art load forecastingmodels (see e.g. Taylor andMcSharry,
2007). The use of simulated load forecasts gives rise to some deviations from
the real-life situation though. First of all, the residuals of actual load forecasts
are bound to have some autocorrelation in the lags up to the prediction hori-
zon. This is not reflected in the simulated residuals. However, for forecasts
of such a degree of accuracy as load forecasts are in general, the small predic-
tion error is reflected by a small residual autocorrelation as well. The influence
of the missing autocorrelation structure is therefore only marginal. Secondly,
since both load forecasts and wind power predictions are typically based on
weather forecasts, some correlation between the errors of the two might be
observed in practise. This is however not the case when simulated forecasts
are used since the computer generated noise, added to the load forecasts, is
3Available at 
   			
 and at 
   
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not correlated to the real error of the wind power predictions. The error of
the wind-load forecasting ratio will therefore have characteristics that differ
slightly from what would be observed if both were actual forecasts. Neverthe-
less, the mean of the errors will still be zero in both cases and other effects are
minor. These potential dissimilarities from the practical situation are ignored
in the analysis to follow due to their small impact on the results.
Hourly wind energy forecasts in MWh also have to be derived. This is done by
linearly interpolating between each two adjacent forecasts in every hour and
taking the result as the production in MWh for that 15 minute period. These
interpolations are then summed up for each hour. So in mathematical terms,
an hourly forecast is obtained by
V̂(h)t =
5
∑
i=2
0.25 ·
⎛⎝ V̂(q)t,q(i−1) + V̂(q)t,q(i)
2
⎞⎠ (2)
where V̂(h)t (hereafter noted as V̂t) is the hourly wind energy forecast for hour
t, and V̂(q)t,q(i) is the 15 minute wind power forecast for quarter i within hour t.
In order to account for the correlation between demand and wind power fore-
casts, the wind power penetration level, V̂(p)t , is defined as
V̂(p)t =
V̂t
L̂t
, (3)
Finally, it should be emphasised that no extreme events are excluded from the
data set.
3 Non-parametric regression modelling of day-ahead
electricity prices
The relationship between, area spot price and wind power generation is far
from being linear. It is therefore essential for obtaining a proper estimate of
the effects of wind power forecasts on the area spot price to account for these
non-linearities. The problem of estimating a complex non-linear relationship
between variables is however not a trivial one. But by assuming that the re-
lationship is locally linear or locally describable by a low order polynomial
the problem is much more convenient to deal with. One could locally solve a
weighted least squares problem as described in detail for the general case in
(Cleveland and Devlin, 1988, Nielsen et al., 2000, Madsen and Holst, 2000).
.0      	
Let a model for the spot prices at time t, Pt, be defined as
Pt = θ(xt) + εt, (4)
where θ(·) is a vector of coefficient functions and εt is a noise term. Further-
more, xt is a vector of explanatory variables. In this case those variables are
some direct or derived form of a wind power forecast, V̂t, and an hour of the
day indicator, kt.
The functions θ(·) are estimated at a number of distinct points by approxi-
mating the functions using polynomials and fitting the resulting linear model
locally to each of these fitting points. More specifically, let U =
[
V̂U kU
]T
denote a particular fitting point, chosen from a set of m total fitting points, and
let p2(U) be a column vector of terms in the corresponding 2nd-order polyno-
mial, i.e.
p2(U) =
[
1 V̂U kU V̂2U V̂UkU k
2
U
]T
. (5)
Furthermore, let φU =
[
φU,1 . . . φU,7
]T denote the coefficient vector at U .
Now the linear model
PU = p2(U)
TφU + εU (6)
can be used to describe the spot price in the close vicinity ofU and can be fitted
locally using weighted least squares (WLS), i.e.
φ̂(U) = argmin
φU
N
∑
i=1
wU(xi)
(
Pi − xTi φU
)2
(7)
wherexi = p2(Ui) and for which a unique closed-form solution exists provided
that the matrix with rows xi corresponding to non-zero weights has a full rank.
The weights are assigned as
wU(xi) = W
( ||xi − x||2
h(x)
)
(8)
where W(·) is a decreasing weight function taking non-negative arguments.
Furthermore, h(x) is the bandwidth used for the particular fitting point, i.e.
the maximum euclidean distance between a fitting point and an observation
resulting in a non-zero weight being assigned in Eq. (7). This implies that a
small bandwidth will result in a very flexible model with low bias and high
variance while applying a large bandwidth yields a more rigid model having
higher bias but lower variance. For readers familiar to exponential smoothing,
applying a small bandwidth corresponds to having a low level of smoothing
in the model. The bandwidth can therefore be said to be a scalar controlling
2 #9   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  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the rate at which the weight of an observation, in the estimation, decreases
with distance from the fitting point. From this it follows that the argument
which W(·) takes is the relative distance between the fitting point and the other
point falling within the bandwidth. Following Cleveland and Devlin (1988)
and Nielsen et al. (2000), a tri-cube kernel is chosen as a weight function so
W(u) =
{
(1− u3)3 u ∈ [0,1)
0 u ∈ [1,∞) . (9)
Turning back to the global view on themodel, it can be seen that for an arbitrary
chosenU , out of a set of m fitting points, there can be found a parameter vector
φU . From these, the elements of θ(xt) are estimated as
θ̂(xt) = θ̂(p2(U = xt)) = p
T
2 (U)φ̂(U) (10)
where φ̂(U) is the WLS estimate of φU .
The bandwidth, h(x) is chosen so that at any given time 30%of all observations
fulfil ||xi − x||2 ≤ h(x). In other words, the bandwidth is varied according to
the local density of the data by letting h(x) be equal to the distance of the qth-
nearest xi to x, where q is 30% of the total number of observations (see e.g.
Cleveland and Devlin, 1988, for details). The choice of the criteria that 30% of
the observations should fall within the bandwidth is made since it was desired
to obtain as local estimates as possible and 30% was the smallest bandwidth
that resulted in a full rank design matrix at all times. This criteria is applied for
estimation in all m = 242 fitting points.
Despite what has been stated previously in this paper regarding the condi-
tional distribution of the spot prices, using this sort of least squares technique is
deemed suitable for this analysis. This is because the model is only used for as-
sessing the average dependency between the variables and for such estimates,
Gaussian estimators are generally known to be the best ones for most types
of data. Furthermore, the non-Gaussianity of the residuals is reduced by the
model’s non-linearity. This aside, as will be demonstrated later on in the paper
(Figure 5), despite the prices not being normally distributed, their distribution
has a bell shaped form, making the Gaussian assumption not completely inap-
propriate. In addition, the analysis is carried out on a very extensive data set
containing hourly observations for 22 consecutive months. Therefore, will the
impact of each individual extreme only be minimal. Hence, the use of robust
least squares or similar techniques is not necessary.
How the method is applied in the analysis to follow can be summarised as
follows. First the data is scaled so all variables are between [−1,1]. Then a grid
of m = 24× 24 equidistant fitting points is defined. For each of these fitting
points, Umi , the following steps are taken:
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1. Calculate the euclidean distances between every observation and the fit-
ting point of interest. Applying the bandwidth principle previously de-
scribed, these distances are normalised by that corresponding to the qth-
nearest neighbour, where q is set to 30%, and thereby form the input to
Eq. (9).
2. Compute the estimate Φˆ(Umi) of the local polynomial coefficients at the
fitting point Umi by solving Eq. (7).
3. Obtain the local estimate of the spot price at Umi from Eq. (10) with
p2(Umi) as the polynomial for the particular fitting point as described
by Eq. (5).
The mean spot price for any point U can be obtained by bilinear interpolation
from the local estimates calculated at each fitting point. This finally yields a
smooth trend surface like those shown and commented on in the following.
4 General trend: the effect of forecasts on the mean
price
On a day-ahead basis, the area spot price is subject to a considerable uncer-
tainty. It can therefore rightfully be stated that the future spot price has some
unknown distribution and the model presented in the previous section can be
used, if applied correctly, to provide information about the mean in this distri-
bution.
In Figure 1 the average spot price in DK-1 is estimated as a function of both
the time of the day and the forecasted wind energy production measured in
MWh per hour. From the figure, it is quite obvious that forecasts of large wind
power production in a given hour will, on average, result in a lower spot price
in that hour, since when going along the wind power-axis, in the increasing
direction, the mean price decreases. During the night, the average price varies
from around 30AC/MWh for a forecasted low wind power production down
to around 18AC/MWh for the hours with forecasted large wind power produc-
tion. During the day, this difference between the two extremes in forecasted
quantities of wind power produced is somewhat larger as the prices go from
around 50− 55AC/MWh down to around 30AC/MWh. Due to the infrequent
occurrence of the installed wind power capacity being fully utilised, the wind
power-axis only reaches 1500 MWh which is somewhat lower than the full
utilisation4. Observations above the 1500 MWh limit are nevertheless used for
4Installed wind generation capacity in DK-1 was around 2400 MW during the considered pe-
riod.
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Figure 1: The dependence of the spot prices on forecasted wind power pro-
duction and its variation throughout the day
estimation when it is relevant.
What is also very interesting is that the daily price raise, during the hours of
the day where consumption reaches its daily peak, evens out as wind power
production in the system increases. The reason for this is that the virtually nil
marginal cost of the wind turbines shifts the supply curve to the right when
more wind power is produced and therefore it takes more consumption to
reach the steep end of it. In other words, the increased production of the tur-
bines means that less cost efficient plants otherwise covering the base load, will
be covering the peaks only. This in turn prevents the even less cost efficient
generators from being utilised during the hours when demand peaks.
As stated earlier, the demand for electricity varies severely throughout the day
and the week. The same quantity of wind power, measured in MWh, can there-
fore have quite different effects on the price depending on the time of the day
and the week. More specifically, electricity demand is generally lower during
the evening and the night and therefore will a large volume of wind power
produced in these hours make up for a larger share of the total demand than
the same quantity would do during the day. This in turn will cause the equi-
librium point of the supply and demand curves to be placed lower during the
evening and the night than it would during the day. In order to eliminate these
effects, to some extent at least, the wind power forecasts can be included as
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Figure 2: The dependence of the spot prices on forecasted wind power pene-
tration and its variation throughout the day
the proportional contribution to the total supply instead of its absolute contri-
bution. In other words, by substituting the forecasted wind power production,
V̂t, with the forecastedwind power penetration defined in Eq. (3), V̂
(p)
t , a better
prediction of the price equilibrium is gained from the wind power forecasts.
There are certainly other ways of deriving a number representing the interac-
tion between wind power predictions and load forecasts. For instance, the dif-
ference between the forecasts could be considered instead of the ratio between
the two. Although the relationship will then appear differently, simulations
indicate that the extent of the impact will be approximately the same. It is also
intuitively appealing to work with values that are between 0 and 1. Therefore,
further analysis is only presented on V̂(p)t as it is defined in Eq. (3).
In Figure 2 a smooth estimate of the spot price, as a function of the time of the
day and forecasted wind power penetration, is given. The figure shows the
same type of effects as described before. However, the effects are more dra-
matic than seen in Figure 1 since the same actual production now has different
effects depending on what time of the day and the week5 the production oc-
curs. The average spot price is again considerably lower at times where wind
power production has been predicted to be large. The difference between the
5Due to the weekly variation in the load
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two extremes in forecasted production is roughly the same during night hours,
while the difference has increased during the day. During the day, the av-
erage spot price is around 55− 60AC/MWh when nothing of the demand is
supplied by wind power. The average prices then rapidly diminishes with a
small increase in wind power penetration, and after a short stand still as the
penetration approaches 20%, the sharp decline continues up to around 40%
predicted penetration, for which the average spot price is around 35AC/MWh.
When the forecasted wind penetration has reached 40%, a decrease in average
price per penetration percent becomes more subtle and as the forecasted wind
power penetration reaches 80%, the average spot price has declined to around
22− 25AC/MWh.
Some general information about the characteristics of the supply function can
also be deduced from the figure. The rather sharp gradient changes in the
average price in the lower penetration end of the plot are a clear indication
of the discontinuity of the supply function. Wind power quickly pushes the
steepest end of the supply curve to the right side of the equilibrium point,
and thereby out of the generation portfolio for that hour, explaining the sharp
decline in the average price. After stabilising itself, the average price decreases
rapidly again when another threshold is pushed out of the equilibrium. The
final subtle decline, and the night time behaviour can also be explained by
considering the shape of the underlying supply function, since the equilibrium
point has then reached the flatter part of the supply function where cheaper
energy sources such as Norwegian hydro power and wind power are placed.
Even though it is clear from Figure 2 that forecasted wind power does in fact
influence the spot prices, it is hard to point out how big the actual effects are.
In Figures 3 and 4 the extent of the effects are better illustrated. In Figure 3 the
average spot price is shown for predicted wind power penetration on certain
intervals in the period which the data set spans. It shows how the average spot
price generally decreases as the share of wind power in the system increases.
In Figure 4, the impact of forecasted wind power penetration is formulated in
terms of reduction in price compared to no wind being present in the system.
For doing this, the assumption is made that wind power penetration under
4%, corresponding to a production of approximately 80 MWh per hour, has
very little or no effects on the spot prices. Observations falling on this interval
are taken as a reference point and represents the situation when no wind power
is predicted to enter the system. Comparing the average spot price for the ref-
erence group, which is AC44.43, to that of the remaining observations, where the
average is AC36.68, shows that the spot prices drop on average by 17.5% when
the forecasted wind power penetration exceeds 4%. In Figure 4, the penetra-
tion levels above 4% have been divided into intervals of 6-10% and the bars
represent how much lower on average, the price is during periods of the given
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Figure 3: Average spot price, categorised by intervals of forecasted wind
power penetration, in DK-1 in the period January 4th 2006 - October
31st 2007
penetration interval, compared to the reference "no wind" situation. The plot
clearly illustrates that the spot prices tend to decrease as the forecasted wind
power penetration increases.
The extent and the characteristics of the effects that have been shown to exist
here indicate that properly accounting for them will be of serious help when
electricity spot prices are to be forecasted in an area penetrated by wind power
to some or large extent. These effects are consistent with what intuitively
would be expected and would provide a forecasting model with vital infor-
mation about the current shape of the supply function and thereby a good in-
dication about the equilibrium point. However although the existence of these
effects is undisputed, it can be debated whether they are for the good or worse,
now when the share of wind power stands to be increased all over the world.
Less expensive electricity might sound appealing for many at first, especially
put in context with marginal bidding. On the other hand, this results in less
contribution to the enormous initial investments of power plants of any kind.
This will in turn reduce investors’ interest in investing in new plants. Further-
more, lower electricity prices pose a threat to the existence of flexible power
plants that produce electricity at high marginal costs. These plants however
contribute heavily to a much needed stability in the energy supply.
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Figure 4: Reduction in average spot price, compared to the "no wind" situ-
ation, for different levels of forecasted wind power penetration in
DK-1 in the period January 4th 2006 - October 31st 2007
5 Effects of wind power forecasts on price distribu-
tional properties
Having established that forecasted wind power penetration certainly affects
the mean spot price in DK-1, the question remains whether it affects the distri-
bution of the prices as well. Equipped with more comprehensive knowledge
about the relationship between price volatility and one or more of its funda-
mental causes (in this case wind power forecasts), one may better explain and
hereby estimate future volatility levels while conditioning it upon these causes,
e.g. in a non-parametric fashion. For carrying out the distribution analysis, the
data set is divided into bins, according to forecasted wind power penetration,
so that approximately 2500-3000 observations belong to each segment. Then
the properties of the price distribution are estimated within each bin.
In Figure 5, histograms of the electricity prices are shown for different levels
of forecasted wind power penetration. The figure illustrates, what already has
been established, that the mean price shifts towards zero as forecasted wind
power penetration increases. Furthermore, the positive skewness of the price
distribution is quite evident from the figure aswell as the fact that the heavy tail
diminishes with increased forecasted wind power penetration. This translates
./      	
0
5
10
Price [EUR]
Pr
op
or
tio
n 
[%
]
 
 
 
 
0 50 1000
5
10
0 50 100 0 50 100
0−5%
5−10%
10−16%
16−25%
25−40%
40−100%
0 20 40 60 80 100 1200
2
4
6
8
10
Price [EUR]
Pr
op
or
tio
n 
[%
]
 
 
Figure 5: Distribution of prices for different intervals of forecasted wind
power penetration
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to the statement that the probability of extremely high prices is much lower
when the wind power penetration is predicted to be high.
The difference in distribution properties is summarised in Table 1. The first
two lines in the table show the shift of mean, already discussed, and reduc-
tion in standard deviation, indicating less volatility of the prices. Lines 3 and 4
show how the skewness and kurtosis of the distributions change for the differ-
ent levels of penetration. Despite the fact that no obvious pattern is detectable
in lines 3 and 4, they represent quite dissimilar distributions. Taking the pen-
etration intervals from left to right in the table, the first distribution is rather
skewed and with high kurtosis, due to the heavy tail seen in Figure 5. Then
as the wind power penetration increases in the 2nd and 3rd intervals, the tail
becomes not as heavy, while the mean does not shift all that much, explaining
the decrease in both skewness and kurtosis. When the penetration reaches the
level of the 4th interval, the mean has shifted more while the rather high prices
still occur. Hence, the increase in skewness and kurtosis. For predicted wind
power penetration between 25-40% these extreme price situations no longer
occur, reflected in a decrease both in skewness and kurtosis. This threshold ef-
fect is yet another non-linear effect introduced in the market by wind power or
wind power forecasts. Finally, for the highest forecasted penetration interval,
the frequency of very low prices increases substantially, explaining the reduc-
tion of skewness and increase in kurtosis. So to summarise, going from a low
wind power penetration to high, generally leads to a lower skewness due to the
diminishing frequency of very high prices along with the increased probability
of very low prices.
Another thing that catches the eye in Figure 5 is the relatively high proportion
of prices equal to zero in the histogram representing the highest penetration
interval. Over 2% of the times when wind penetration is above 40%, electricity
spot prices are 0AC/MWh. Although ill-detectable from the figure, this situa-
tion rarely occurs for the 25 - 40% penetration interval, while it does not occur
for the lower levels of penetration. For the four lower ones, the minimum price
does however approach zero as the forecasted penetration increases. The oc-
Table 1: Properties of the spot price distribution for different scenarios of
forecasted wind power penetration
0-5% 5-10% 10-16% 16-25% 25-40% 40-100%
Mean 42.98 41.13 40.26 38.10 33.24 26.02
Std. Dev. 16.95 15.32 14.18 13.08 11.35 11.23
Skewness 0.82 0.48 0.39 0.63 0.32 0.29
Kurtosis 4.41 3.39 3.40 4.05 3.04 4.09
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currence of the spot price being 0AC/MWh will result in a negative cash flow
for producers subject to imbalance costs in that hour. In other words, it will
pay off, even for producers with no marginal production costs, not to produce
electricity. This further supports what was stated at the end of previous sec-
tion about the down side of increased wind power penetration under current
market conditions.
From a modelling perspective, the dissimilarity of the spot price distribution
between different levels of forecasted wind power penetration strongly indi-
cates that estimating prediction intervals conditioned on the wind power pre-
dictions is worth the effort. It is quite obvious that the spot prices are not Gaus-
sian distributed and therefore it must be deemed highly unlikely that models
constructed with least squares techniques will have Gaussian residuals. Pre-
diction intervals for such models should therefore be estimated using other
techniques. In fact the distributions are so far from parameterised distributions
that it seems reasonable to conclude that non-parametric approaches, like for
instance quantile regression (Møller et al., 2008), will return the most reliable
prediction intervals.
6 Conclusions and Discussion
The analysis presented in this paper demonstrates the dramatic impact of pre-
dicted wind power penetration in the system on not only the level of the spot
prices but also their distributional characteristics. The spot price is, on av-
erage, shown to decrease with increased predicted wind power penetration,
while intra-day price variations diminish to some extent. As all this happens
in a non-linear manner, the use of the non-parametric regression model for
the analysis proves to be very beneficial. Furthermore, wind power forecasts
are shown to cause threshold effect in the price behaviour, with e.g. the ap-
pearance of zero prices, or the removal of extreme prices. They could there-
fore contribute to an understanding of some of the non-linearities and regime-
switching behaviour in the prices. The results of this paper therefore support
some of the conclusions of Karakatsani and Bunn (2008) such that aspects of
plant dynamics should be considered when models of the short-term dynam-
ics of electricity spot prices are to be derived. It would therefore be interesting
to derive a forecasting model for these prices that accounts for the impact of
forecasted wind-to-load ratio (see e.g. Jónsson, 2008). When developing such
an approach, accounting for the uncovered non-linearities in the relationship
between forecasted wind power penetration and day-ahead electricity prices
will be essential.
The findings of this paper confirm what previous studies of the impact of
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wind power on electricity spot prices have shown, that wind power has a non-
negligible impact on day-ahead electricity prices. Here however, based on the
claim that it is instead the predicted wind power penetration that should be
seen as an explanatory variable, the impact is shown to be more substantial
than previously recorded (Enevoldson et al., 2006, Moesgaard and Morthorst,
2008). The corresponding relationship moreover turns out to be highly non-
linear, and the distributional characteristics of prices are also affected. The re-
sults also show that a simple assumption like Gaussianity commonly made
for the estimation of prediction intervals of electricity prices (e.g. Nogales and
Conejo, 2006) does not hold. The fact that the spot prices themselves are so far
from being Normally distributed will certainly be reflected in the residual dis-
tribution of a forecasting model, which parameters are estimated with a least
squares criteria. Furthermore, as the price distribution has also been shown to
be dependent on an external signal, prediction intervals should be generated
accounting for this relation, thus yielding conditional prediction intervals. The
analysis therefore indicates that estimating the uncertainty conditioned on an
explanatory variable, e.g. wind power forecasts, in a non-parametric fashion
could increase the resolution of probabilistic forecasts of electricity spot prices.
In this paper, the scope has been the Western Danish price area (DK-1) at Nord
Pool. This price area may be seen as representative of the future deregulated
electricity with significant penetration of renewable energy generation. Al-
though the share of wind power in DK-1 is larger than anywhere else in the
world, it is very plausible that the effects, revealed here, can also be detected
in other market areas as well, penetrated by wind power to some extent —
for instance in Spain or Germany. Similar causes would have similar effects,
the principal ones being varying availability of the fuel and extremely low
marginal costs.
The severe impact of wind power forecasts on all behaviour of the electric-
ity prices is also interesting to consider in the context of market design and
with the long-term development of the production portfolio in Denmark in
mind — where the intention is to increase the share of wind power genera-
tion up to 50% of the electricity consumption by 2025 (Ea Energy Analyses,
2007). With the current market structure of marginal bidding, the frequency
of hours where the spot price is zero is bound to increase along with grow-
ing wind power penetration in the system in a similar manner as has been
demonstrated here. This will further enhance the stochastic threshold effect
demonstrated here, and thereby increase price volatility and cause it to have
alternating weather dependent patterns (Meibom, 2007). This aside, higher
risk premium will be required on investments in all sorts of new energy gener-
ation capacity and investment in conventional power generation capacity will
be more focused on flexibility than efficiency since those plants will have to
rely more on the increased demand on the balance markets as a source of in-
/-      	
come (Meibom, 2007). The impact of wind power on the price making at the
electricity markets should therefore be given careful thought when the pos-
sibility of increasing the share of wind power, and non-dispatchable energy
sources in general, in the generation portfolio is discussed. Especially, the fact
that wind power penetration has some non-linear effects on the prices should
be taken into consideration, as it implies that current market situation can not
be scaled directly for analysing the future circumstances. In the context of mar-
ket design, it will also be interesting to monitor the market’s response to other
renewable sources reaching the status of making up for a significant share of
the energy supply. Those sources in all likelihood being solar or wave energy
in the medium term. Whether this will level out the effect of increased wind
power or magnify them will play an important role in future development of
the market structure.
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On the market impact of wind power (forecasts) -
An overview of the effects of large-scale integration
of wind power on the electricity market
Tryggvi Jónsson1,2 Marco Zugno2 Pierre Pinson2 Henrik Madsen2
Abstract
Large-scale integration of wind power, and non-dispatchable re-
newable generation units in general, implies substantial changes
in the dynamics of deregulated electricity markets. The vary-
ing production capacity of such plants alongwith their extremely
low marginal costs introduces greater volatility of the prices and
increases the demand for flexible generation units for regulation
and frequency control. The paper illustrates the magnitude and
the characteristics of the effects wind power has on the electricity
spot prices and on the penalties associated with producers’ im-
balances when its share in the generation portfolio is substantial.
Trough statistical analysis the relationship between prices and
forecasted wind power production is shown to be highly non-
linear and to exhibit strong seasonal behavior. Finally, the paper
touches upon how the sign of the regulation need, i.e. whether
production surpluses or deficits will be penalized, can be mod-
eled accounting for the non-linearities imposed on the prices by
large-scale integration of wind power in a power system.
Notation and Abbreviations
Although variables and abbreviations are introduced as the paper progresses,
its notation is summarized here for the sake of clarity.
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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Symbol Description Unit
W Wind Power Production MWh
π Price DKK/MWh
ψ Regulation Penalty DKK/MWh
ρ Revenue DKK
G Total production in the system(area) MWh
L Total consumption in the system(area) MWh
χ Available information −
PTU Programme time unit h
Superscript Description
(↑)/(↓) Up/Down (regulation)
(S) Spot (Price)
Subscript Description
t PTU t
k Lead Time from t
Accent Description̂ Forecast˜ Bid
1 Introduction
The debate on global warming caused by emission of greenhouse gases has
increased the focus on the utilization of renewable energy sources around the
world. With a prominent share in the total emission of carbon dioxide world
wide, electricity generation has been of great interest in that prospective, re-
sulting in ambitious targets for reducing emissions in many countries. This
paper discusses the impact of large-scale integration of one of these sources,
wind power, on deregulated electricity markets. The impact is shown to be
nonlinear, time-varying on different scales and of such extent that it should
not be neglected when future plans for the integration of renewable energy are
made. In addition, ways of utilizing these effects for more efficient trading of
wind power through forecasting are discussed. The results presented here are
obtained using data from the two Danish grid areas of the Nordic power ex-
change for a period of 25 consecutive months starting in January 2008. Despite
being case specific, the results shown here are likely to hold for other power
exchanges of similar structure.
The transition of electricity markets towards a more deregulated structure be-
gan in the early nineteen nineties for the purpose of increasing transparency
and efficiency in the electricity sector and has been ongoing ever since. These
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  3(
markets can provide an excellent platform for producers of renewable energy
to sell their production as transactions are based on very short time periods.
Even so, the fact that many of these markets were constituted before the emer-
gence of renewable energy sources has lead to some aspects of these markets
such as relatively long time between gate-closure and delivery, being unfavor-
able for producers of such energy. The reason lies in the fundamental difference
between conventional power generation and power production by renewable
energy sources that the former can be scheduled in advance while the latter
depends entirely upon the forces of nature. This characteristic of renewable
energy, the resulting low marginal costs and potential prioritization, causes
frequent variations in the shape of the supply function (Giabardo et al., 2010).
One of the aims of this paper is to map these variations by directly estimate
prices as a function of forecasted wind power production.
The backbone of many of these markets are day-ahead spot markets with gate-
closure around noon on the day before delivery. Selling energy on a day-ahead
basis implies that wind energy producers have to rely on forecasts of their
future production with the same lead time (see e.g. Giebel et al., 2003, Costa
et al., 2008, for a state of the are review). Naturally, those forecasts are subject
to errors which consequently become an integrated part of the supply curve.
Hence, the analysis presented in this paper is done using forecasts of wind
power production instead of actual measured production. Furthermore, fol-
lowing the suggestions of Jónsson et al. (2010), it is the proportion of the total
demand supplied bywind power, termedwind power penetration, that is used
for assessing this relation. By doing so, the impact of seasonal variation in the
demand is excluded from the relationship. Subsequently, using conditional
parametric methods, the relationship between day-ahead spot prices is shown
to have the aforementioned characteristics.
In addition, the relationship between the forecasted wind power penetration
and the active regulation direction on the real-time imbalance market in the
two areas is investigated. As the discrete formulation of the problem prevents
the samemethods as for the spot price to be used, this relationship is estimated
by segmenting the data by the wind power penetration and calculate the pro-
portion of active regulation in each direction within each bin. Subsequently,
hypothesis testing is used in order to confirm that the means are truly differ-
ent from each other. Finally, thoughts on how the results of this paper can be
utilized for improved trading of wind power are discussed and model formu-
lations presented.
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2 The Nordic Power Market
The Nordic power exchange, Nord Pool1, operates markets for trading both
physical as well as financial power contracts. The physical markets are or-
ganized by Nord Pool Spot ASA, a company jointly owned by the transmis-
sion system operators (TSOs) in Denmark, Finland, Norway, Sweden and the
mother company Nord Pool ASA, each with a 20% share. Besides these coun-
tries, the markets operate in Northeastern Germany2 and since recently, in Es-
tonia as well.
The physical markets are two, Elspot and Elbas. Elspot is a day ahead spot
market on which hourly contracts for next day delivery are traded with a gate
closure at noon. After collecting bids for purchase and sale of energy, the sys-
tem price is derived by matching the aggregated supply and demand curves
for the whole region. The system price is calculated without regard to trans-
mission limitations and is the reference for nearly all financial contracts. Fur-
thermore, it is the price at which physical contracts are settled if transmission
capacity is sufficient throughout the market region. However, due to limited
transmission capacity across the nations’ borders and within some member
countries, the region is split up in several price areas. Each area price is found
in the same manner as the system price merely considering bids from that area
while viewing the production deficits or surpluses of the neighboring areas as
price independent bids for purchase or sale. In the event of transmission capac-
ity being fully utilized somewhere in the region, physical contracts are settled
at the corresponding area prices.
Elbas is an intraday market where bilateral contracts are traded in real time up
to one hour prior to delivery. Transactions between parties in different areas
are subject to the availability of transmission capacity. Unfortunately, Elbas
suffers from illiquidity as only 0.3% of the volume traded each year at Nord
Pool is sold on Elbas.
The TSO in each country is responsible for frequency control in their area(s).
For that purpose they operate a real-time balance market or regulation market
at which producers and retailers have to settle deviations from their contracts.
Here producers with flexible generation units state how much they are willing
to increase or decrease their production in a given hour within 15 minutes no-
tice and at what cost. The TSO then accepts bids in real time based on their
monitoring of the system’s frequency. The regulation price for a given hour
is defined as the most expensive regulation power activated during that hour.
Further functional details of these markets differ slightly between the countries
1
   ,    
2The area is commonly referred to as KONTEK
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and in order to stick with relevant matters, only the Danish market is outlined.
In Denmark, regulation prices are constrained by the spot price in such a man-
ner that nothing can be gained by deliberately being out of balance. This im-
plies that the price for up regulation is at lowest equal to the spot price whereas
the down regulation price can never exceed the spot price. Furthermore, indi-
vidual imbalances that counterbalance the system’s net imbalance go unpenal-
ized which entails that only one of the two regulation prices is different from
the spot price at any given time.
Denmark comprises two price areas bordered by the Great Belt channel which
separates the islands of Zealand and Funen. The area west of the channel is
called DK-1 while the eastern part is referred to as DK-2. Denmark has been
a leading nation in the integration of wind power and currently around 18 %
of its annual electricity production is produced by wind turbines3. In DK-1
this share is much higher though as ca. 25% of the area’s annual power con-
sumption is supplied bywind power. On the contrary the same figure for DK-2
is 12%. Other energy sources with significant share in the generation mix are
coal plants with around 50% share, natural gas with approximately 20% and
waste-to-energy plants with 5% for both areas combined.
3 The Data
Since wind power is a non-dispatchable energy source, producers rely on fore-
casts of future production when trading on a day-ahead basis. Consequently,
wind power enters the supply curve in the form of a forecast which naturally
will deviate from the actual production. For this reason, impact of wind power
on any market dynamics should be viewed upon in terms of the forecasts ac-
tually entering the supply curve instead of actual production measurements.
It can be debated whether other market fundamentals, known at the time of
price calculation, should enter such an analysis as forecast or as observations.
However in order to allow for any inference on whether or not the inclusion of
wind power in a forecasting model for the market is legitimate, only informa-
tion available before gate-closure is used in the following. Hence, the results
presented are solely based on forecasts available at the time of bidding unless
otherwise specified.
The data used in the analysis consist of hourly observations of prices in the two
Danish areas for the period from the beginning of 2008 and through January
2010. These observations have been made publicly available by Energinet.dk4,
3Source: 
   
4
   	
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the Danish TSO, through their website. Furthermore, publicly available load
forecasts for the same period were obtained from Nord Pool Spot’s website.
Finally, predictions of wind power production are acquired from a commercial
wind power forecasting model, WPPT5 (Nielsen et al., 2002). Both forecasting
series are for their totals within each area, with a temporal resolution of 1 hour
and issued at 10 o’clock on the day before their realization.
4 Wind Power’s Impact on the Market
Jónsson et al. (2010) suggests that the impact of wind power on the market
should be analyzed with reference to the proportional contribution of wind
power to the total consumption. By doing so, the correlation among prices
and demand can be eliminated and thus will the analysis only reveal the direct
impact of wind power on themarket. We therefore define the (forecasted)wind
power penetration at any given hour t as
Ŵt|t−k
L̂t|t−k
where Wt is the wind power production during that hour, Lt is the consump-
tion at during the same period and k is the time between gate-closure and ac-
tual delivery.
4.1 Impact on Day-Ahead Prices
As in Jónsson et al. (2010), the relationship between wind power penetration
and spot prices are assessed with the aid of a conditional parametric model.
Themathematical formulation of themodel was originally introduced byCleve-
land and Devlin (1988), but in order to make the paper self-contained a short
formulation specifically for the problem at hand follows.
Let a model for the spot prices at time t, π(S)t , be defined as
π
(S)
t = θ(xt) + εt, (1)
where θ(·) is a vector of coefficient functions and εt is a noise term. Further-
more, xt is a vector of explanatory variables. In this case those variables are the
forecasted wind power penetration, ζ̂t, and an hour of the day indicator, κt.
5www.enfor.dk
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The functions θ(·) are estimated at a number of distinct points by approxi-
mating the functions using polynomials and fitting the resulting linear model
locally to each of these fitting points. More specifically, let U =
[
ζ̂U κU
]T
denote a particular fitting point, chosen from a set of m total fitting points, and
let p2(U) be a column vector of terms in the corresponding 2nd-order polyno-
mial, i.e.
p2(U) =
[
1 ζ̂U κU ζ̂2U ζ̂UκU κ
2
U
]T
. (2)
In addition, let φU =
[
φU,1 . . . φU,7
]T denote the coefficient vector at U .
Now the linear model
π
(S)
U = p2(U)
TφU + εU (3)
can be used to describe the spot price in the close vicinity ofU and can be fitted
locally using weighted least squares (WLS), i.e.
φ̂(U) = argmin
φU
N
∑
i=1
vU(xi)
(
π
(S)
i − xTi φU
)2
(4)
wherexi =p2(Ui) and for which a unique closed-form solution exists provided
that the matrix with rows xi corresponding to non-zero weights has a full rank.
The weights are assigned as
vU(xi) = V
( ||xi − x||2
h(x)
)
(5)
where V(·) is a decreasing weight function taking non-negative arguments.
Furthermore, h(x) is the bandwidth used for the particular fitting point, i.e.
the maximum euclidean distance between a fitting point and an observation re-
sulting in a non-zero weight being assigned in Eq. (4). This implies that a small
bandwidth will result in a very flexible model with low bias and high variance
while applying a large bandwidth yields a more rigid model with higher bias
but lower variance. For readers familiar to exponential smoothing, applying a
small bandwidth corresponds to having a low level of smoothing in the model.
The bandwidth can therefore be said to be a scalar controlling the rate at which
the weight of an observation in the estimation process, decreases with distance
from the fitting point. This implies that the argument which V(·) takes is the
relative distance between the fitting point and the other point falling within the
bandwidth. Following Cleveland and Devlin (1988) and Nielsen et al. (2000), a
tri-cube kernel is chosen as a weight function so
V(u) =
{
(1− u3)3 u ∈ [0,1)
0 u ∈ [1,∞) . (6)
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Figure 1: Surface plots of the average spot price in DK-1 as a function of wind
power penetration and its variation throughout the day
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Figure 2: Surface plots of the average spot price in DK-2 as a function of wind
power penetration and its variation throughout the day
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Turning back to the global view on themodel, it can be seen that for an arbitrary
chosenU , out of a set of m fitting points, there can be found a parameter vector
φU . From these, the elements of θ(xt) are estimated as
θ̂(xt) = θ̂(p2(U = xt)) = p
T
2 (U)φ̂(U) (7)
where φ̂(U) is the WLS estimate of φU .
The bandwidth, h(x) is chosen so that at any given time 30%of all observations
fulfil ||xi − x||2 ≤ h(x). In other words, the bandwidth is varied according to
the local density of the data by letting h(x) be equal to the distance of the qth-
nearest xi to x, where q is 30% of the total number of observations (see e.g.
Cleveland and Devlin, 1988, for details). This criteria is applied for estimation
in all m = 242 fitting points.
How the method is applied in the analysis to follow can be summarized as
follows. First the data is scaled so all variables are between [−1,1]. Then a grid
of m = 24× 24 equidistant fitting points is defined. For each of these fitting
points, Umi , the following steps are taken:
1. Calculate the euclidean distances between every observation and the fit-
ting point of interest. Applying the bandwidth principle previously de-
scribed, these distances are normalized by that corresponding to the qth-
nearest neighbor, where q is set to 30%, and thereby form the input to
Eq. (6).
2. Compute the estimate Φˆ(Umi) of the local polynomial coefficients at the
fitting point Umi by solving Eq. (4).
3. Obtain the local estimate of the spot price atUmi fromEq. (7)with p2(Umi)
as the polynomial for the particular fitting point as described by Eq. (2).
The mean spot price for any point U can be obtained by bilinear interpolation
from the local estimates calculated at each fitting point. This finally yields a
smooth trend surface like those shown and commented on in the following.
Figures 1 and 2 show a surface plot of the average behavior of the spot prices
as a function of wind power penetration and time of the day in DK-1 and DK-2
respectively. The same is shown as contour plots in Figure 3. Although wind
power’s contribution to the supply seems the have a somewhat less effect dur-
ing the night in DK-1, the impact of wind power is quite evident throughout
the whole day. Conversely for DK-2, the impact of wind power seems to be
primarily bounded to the day and the evening. The plots show how the in-
creased wind power penetration gradually excludes the less cost-efficient en-
ergy sources. The varying gradient is a result of the discontinuity of the supply
function and its steepness for high values. Moreover, the plots exhibit quite
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Figure 3: Contour plot of the average spot price in DK-1 (left) and DK-2
(right) as a function of wind power penetration and time of day
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Figure 4: Contour plot of the average spot price in DK-1 in 2008 (left) and
2009 (right) as a function of wind power penetration and time of
day
clearly the intra-day variation of the prices with two peaks in the morning and
the early evening. However, it is interesting that for DK-1 this daily seasonality
diminishes to some extend with increased penetration of wind power.
In Figures 4 and 5, the same relationship as before is plotted for 2008 and 2009
separately. Whereas the high fuel prices of 2008 are evident from the higher
overall level of the left hand side figures, the behavioral pattern is otherwise
quite consistent between the two years for both areas. Apart from the level
shift, the high prices of 2008 also boosts the intra-day variation in the prices.
This is a consequence of the large share of the load supplied by hydro- and
wind power during night. Hence making the prices less dependent on the
prices of fossil fuels during night than they are during the day where demand
peaks.
The prices at Nord Pool are generally dominated by the water level in the hy-
dro power reservoirs in North. This level has a strong yearly seasonal pattern
which should be reflected in the impact of other sources as well. We therefore
estimate the impact of wind power penetration for each quarter of the year
separately, resulting in the plot displayed in Figures 6 and 7. In order to avoid
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Figure 5: Contour plot of the average spot price in DK-2 in 2008 (left) and
2009 (right) as a function of wind power penetration and time of
day
effects from the different price level between years, only data from 2009 are
used for the construction of these plots. The general pattern in the relation-
ship remains the same between the quarters although changes in the price level
are evident. However, it seems as the impact of wind power is more substan-
tial during periods where there water reserve is low (2nd quarter). The cause
of this is most likely that the lowest end of the supply curve is almost entirely
made up of wind power during those periods. Hence magnifying its impact.
To summarize, the stochastic threshold in the supply curve, resulting from the
presence of wind power (Giabardo et al., 2010), is quite evident from the plots
presented. Above all, it is shown that the relationship between share of wind
power in the generation portfolio and the spot prices is both existent and highly
nonlinear. An interesting feature of this relation is that the daily seasonality
of the prices vanishes to a certain degree during hours of high wind power
penetration. Furthermore, the long-term variation in the link between the two
suggests that recursivity or seasonality with long cycles should be used if the
results are to be used as a basis for forecasting models.
4.2 Impact on the Imbalance Sign
As explained in Zugno et al. (2010), knowledge about the real-time regulation
market is extremely beneficial when placing a bid for wind power produc-
tion. If it exists, information about the impact of wind power on any aspects
of the regulation market could play an important role in obtaining such fore-
casts. This prompts us to investigate whether, and subsequently to what extent,
the anything can be told about the regulation direction from forecasts of wind
power penetration.
What formally determineswhether a given PTU t is defined as an up regulation
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Figure 6: Contour plot of the average spot price in DK-1 as a function of wind
power penetration and time of day, estimated for each quarter of the
year
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Figure 7: Contour plot of the average spot price in DK-2 as a function of wind
power penetration and time of day, estimated for each quarter of the
year
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hour or a down regulation hour is
sign
{(
G˜t − Gt
)
−
(
L˜t − Lt
)}
(8)
where Gt is the total volume produced in the area, Lt is the total demand and
the accent ·˜ signals the volume traded for the same quantities. Eq. (8) takes the
value −1 during production surplus hours or down regulation hours, while
it becomes 1 during hours of production deficit, that is during up regulation
hours. The market’s regulative framework implies that the maximum poten-
tial revenue for any given hour is received by either producing exactly the
contracted quantity of electricity or by counterbalancing the system’s imbal-
ance with one’s own. From a trading perspective we are therefore interested
in placing our bids in such a manner that they fall on the “correct side” of the
system imbalance and not necessarily precisely bidding the produced quantity.
Hence a more relevant formulation of Eq. (8) for this purpose is to formulate it
in terms of the regulation penalty, ψ(↑/↓), as
sign
{(
π
(↑)
t − π(S)t
)
+
(
π(↓) − π(S)t
)}
= sign
{
ψ
(↑)
t + ψ
(↓)
}
. (9)
where π(S)t is the spot price at time t, π
(↑)
t is the up regulation price and π
(↓)
t is
the down regulation price. Furthermore the regulation penalties are defined as
ψ
(↓)
t = π
(↓)
t − π(S)t ≤ 0 and ψ(↑)t = π(↑)t − π(S)t ≥ 0 (10)
for which it should hold that only one is different from zero at any given time.
In harmony with Eq. (8), Eq. (9) should take the value −1 during down reg-
ulation hours and the value 1 during up regulation hours. What differs how-
ever between the two is that the latter only becomes different from zero during
hours when imbalances can prompt a penalty or put differently reduced rev-
enue.
We now define two indicator variables, one for each direction of regulation, as
I(↑)t =
{
1 if π(↑) > π(S)
0 otherwise
, I(↓)t =
{
1 if π(↓) < π(S)
0 otherwise
. (11)
Now the data is segmented into 20 equally sized bins according to the fore-
casted wind power penetration. That is the first bin will include observations
from hours for which wind power penetration is below the 5% sample quantile,
the second one will contain observations for which Ŵ/L̂ is between the 5% and
10% sample quantile, etc. In Figure 8, the averages of I(↑/↓) within each bin are
plotted against the median penetration within the same bin for each area. The
y-axis of the plots therefore translates to the proportion of hours within each
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Figure 8: Proportion of regulation hours in each direction under different lev-
els of wind power penetration for DK-1 (left) and DK-2 (right)
bin that have a particular imbalance sign. In order to verify that the bin means
are truly different from each other, hypothesis testing is used. More specifically,
the null hypothesis that the mean of a single bin is equal to that of any other
bin is tested against the alternative hypothesis that the means are different. In
this case testing of the means of two bernoulli variables is appropriate.
The plots reveal, what is also strongly supported by hypothesis testing, that
there is a considerable difference between those proportions among the bins.
The increased proportion of down regulation hours for hours with wind power
penetration above the sample median is quite interesting. The production is
obviously bounded by the installed capacity and thus the errors as well. The
high share of down regulation can then be interpreted as the producers’ re-
luctance to bid close to their nominal capacity out of fear of having close to
one sided risk. Alternatively, this increase could be caused by the forecasting
models’ incapability to accurately forecast production close to full production.
What contradicts the latter is though for how low production this increase be-
comes observable. Nevertheless, the explanation for this is most likely a mix-
ture of both. For the same reasons, the higher share of up regulation hours for
the absolutely lower penetration level in DK-1 is peculiar. The expectance of
very low production should leave one the very little probability of under pro-
ducing. Consequently proportions near the opposite is what intuitively would
be expected. This aside, the lines’ strong negative correlation is also of interest.
It implies that the increase or decrease in the shares are mainly at the cost of the
opposite regulation direction while the proportion of hours with no regulation
penalty is less affected.
The values plotted are obtained by a static splitting of the data and therefore
would any long-term time variation of the relation plotted not be revealed. As
will be demonstrated later on in the paper, this variation is present in the im-
balance sign. Its presence can however only act as a diminishing factor on the
+ 7 =   7     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relationship as it is an additional source of noise in the data set. Thus estimat-
ing the relation adaptively could only increase the difference between bins and
never reduce it.
In order to assess the daily variation in the relationship between imbalance
sign andwind power penetration the same procedure is repeated, now for each
hour of the day separately. The result is shown in Figures 9 and 10 for DK-1
and DK-2 respectively. Doing so reveals that the relation is strongest during
the daytime hours which coincides nicely with what was observed for the spot
price. Apart from that, what has been said earlier generally holds for each hour.
The difference between hours is so large though that thewithin-day seasonality
of this effect should somehow be accounted for in a forecasting model.
5 Briefly on the Bidding Decision
One possible utilization of the effects demonstrated in the previous section is
to use them for short-term forecasting of the market dynamics. These forecasts
in turn can contribute to better decision making when wind power is sold on
deregulated electricity markets with benefits for both the individual producer
as well as the system as a whole. The details of how trading of wind power
can be improved and the resulting benefits are described in (Zugno et al., 2010,
Pinson et al., 2007, and references therein). Nevertheless, for the sake self-
containment, the formulation of the decisionmaking problemwill be discussed
briefly here.
Recall the definition of the regulation penalty from Eq. (10). One self’s imbal-
ance cost for a given PTU can then be found as
ρ
(↑/↓)
t =
⎧⎨⎩ψ
(↓)
t
(
Wt − W˜t
)
if
(
Wt − W˜t
)
> 0
ψ
(↑)
t
(
Wt − W˜t
)
if
(
Wt − W˜t
)
< 0
(12)
When trading wind power the ultimate goal must always be to maximize rev-
enue while paying some regard to the risk implied by the volume sold in the
process. The revenue of one PTU t can be calculated in terms of ψ(↑/↓)t and
Wt assuming a wind power producer does not consider the Elbas market as a
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Figure 9: Proportion of regulation hours in each direction under different lev-
els of wind power penetration in DK-1 estimated for each hour of
the day separately. Following the convention from Figure 8, green
is used for down regulation and black for up regulation.
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Figure 10: Proportion of regulation hours in each direction under different
levels of wind power penetration in DK-2 estimated for each hour
of the day separately. Following the convention from Figure 8,
green is used for down regulation and black for up regulation.
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realistic option for trading as
ρt = π
(S)
t Wt + ψ
(↓)
t max
{
Wt − W˜t,0
}
+ ψ
(↑)
t min
{
Wt − W˜t,0
}
= π
(S)
t Wt + ψ
(↓)
t
(
Wt − W˜t
)
I
{
Wt > W˜t
}
+ ψ
(↑)
t
(
Wt − W˜t
)
I
{
Wt < W˜t
}
.
(13)
When a bid is placed, none of the prices are known and at least in the case
of wind power, neither are the produced volumes. These quantities therefore
need to be regarded by the trader as stochastic variables and he must decide
on the decision variable W˜, by maximizing his expected revenue depending on
the stochastic variables π(S)t , Wt ,π
(↑/↓)
t /ψ
(↑/↓)
t or the expectations for those,
which in turn depend on the information available at the bidding time, χt. The
expectation of Eq. (13) can be expressed as
E [ρt|χt] = E
[
π
(S)
t |χt
]
E
[
Wt
∣∣∣χt]
+P
[
π
(↓)
t < π
(S)
t
∣∣∣χt]E [ψ(↓)t ∣∣∣π(↓)t < π(S)t , χt]
·E
[(
Wt − W˜t
)
I
{
Wt > W˜t
}∣∣∣χt]
+P
[
π
(↑)
t > π
(S)
t
∣∣∣χt]E [ψ(↑)t ∣∣∣π(↑)t > π(S)t , χt]
·E
[(
Wt − W˜t
)
I
{
Wt < W˜t
}∣∣∣χt]
(14)
assuming
E
[
π
(S)
t
∣∣∣W˜]= E [π(S)t ] and E [π(↑/↓)t ∣∣∣W˜t]= E [π(↑/↓)t ] ,
i.e. that the individual wind power producer neither influences the spot price
nor the regulation price by his actions. It should be emphasized that there is
a difference between the results of the previous chapter, where wind power in
the system as a whole is considered, and the impact of the actions of a single
producer.
At this point it is important to realize that the highest achievable revenue for a
wind power producer is obtained by receiving the spot price for all produced
power6. Hence maximizing the revenue is exactly the same as minimizing the
6Because wind turbines can not provide regulation power. For plants that have the possibility
of selling regulating power this might not hold.
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imbalance costs. The maximum revenue is thereby found by minimizing the
contribution of the last two terms in Eq. (13).
Hence, the objective is to minimize the total imbalance costs, ρ(↑/↓)t , from Eq.
(12). Now define
ψ̂
(↓)
k|t = P[ψ
(↓)
t+k < 0|χt]E[E[ψ
(↓)
t+k|ψ
(↓)
t+k < 0]|χt]
ψ̂
(↑)
k|t = P[ψ
(↑)
t+k > 0|χT]E[E[ψ
(↑)
t+k|ψ
(↑)
t+k > 0]|χt]
and assume that in addition to the forecasts defined above, probabilistic fore-
casts for the wind power generation are available. Making the price taker as-
sumptions previously discussed, E[ρ(↑/↓)t |χt] can be written as
E
[
ρ
(↑/↓)
k |χt
]
= ψ̂
(↓)
k|t E
[(
Wk − W˜k
)
I
{
Wk − W˜k > 0
}∣∣∣χt]
+ ψ̂
(↑)
k E
[(
Wk − W˜k
)
I
{
Wk − W˜k < 0
}∣∣∣χt]
= ψ̂
(↓)
k|t
∫ ∞
−∞
(
y − W˜k
)
I
{
Wk − W˜k > 0
}
fk(y)dy
+ ψ̂
(↑)
k|t
∫ ∞
−∞
(
y − W˜k
)
I
{
Wk − W˜k < 0
}
fk(y)dy
= ψ̂
(↓)
k|t
∫ W(max)
W˜k
(
y − W˜k
)
fk(y)dy + ψ̂
(↑)
k|t
·
∫ W˜k
0
(
y − W˜k
)
fk(y)dy
(15)
where W(max) is the wind power generation capacity. As each term in this
equation is ≤ 0 the minimum expected imbalance costs can be found as the
solution to
δE
[
ρ
(↑/↓)
k |χt
]
δW˜k
= −ψ̂(↑)k|t
∫ W˜k
0
fk(y)dy− ψ̂(↓)k|t
∫ W(max)
W˜k
fk(y)dy
= −ψ̂(↑)k|t (Fk(W˜k)− Fk(0)︸ ︷︷ ︸
=0
)− ψ̂(↓)k|t (Fk(W(max))︸ ︷︷ ︸
=1
−Fk(W˜k))
= Fk(W˜k)(ψ̂
(↓)
k|t − ψ̂
(↑)
k|t )− ψ̂
(↓)
k|t
(16)
where Fk(W˜k) is the CDF of Wk|χt. Solving Eq. (16) yields
Fk(W˜k) =
|ψ̂(↓)k|t |
|ψ̂(↓)k|t |+ ψ̂
(↑)
k|t
(17)
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and therefore the optimal bid is found as the
|ψ̂(↓)k|t |
|ψ̂(↓)k|t |+ψ̂
(↑)
k|t
-quantile of Fk(W˜k).
In conclusion, forecasts of the regulation market are of main interest, alongside
wind power forecast, when optimizing the bid of wind power into a day-ahead
market. This is of course given the regulative framework as it is on Nord Pool.
6 Other Aspects of Power Market Forecasting
There are several ways of formulating a forecasting model for ψ(↑/↓), required
for solution of the trading decision problem. The market’s structure implies
that the regulation prices, π(↑/↓), essentially comprise two processes each. One
set of dynamics are detected during hours of active regulation while the prices
are identical to the spot prices at other times. For this reason, it is decided
to first estimate the probabilities of regulation in each direction and subse-
quently forecast the penalty itself, conditioned upon active regulation in the
corresponding direction. Forecasting the penalties themselves instead of the
prices and subsequently subtract the spot price has the obvious advantage that
the penalties are bounded by zero in one direction. In the following, some ideas
about how to model the probabilities of active regulation in each direction are
presented.
The imbalance sign, Eq. (9), exhibits like every other power market data series
seasonal behavior and alternating drift patterns. This can be demonstrated by
viewing the values in Table 1 together with the plots in Figure 11. The table
states the proportions of each possible outcome of (9) during parts of and the
whole data period. If the probabilities of each regulation scenario were static,
an exponentially smoothed tracking of them would result in a figure like the
one on the left in Figure 11. The figure illustrates tracking of a series simulated
from the proportions of 2009. Reality however is that the imbalance sign is a
non-stationary process and therefore does an exponentially smoothed tracking
of the proportions for 2009 result in the plot on the right. The proportions,
which can be interpreted as the unconditional probabilities of regulation in
each direction, vary quite severely throughout the year making a static model
inappropriate. Furthermore, by zooming in on the plot also reveals a seasonal
pattern as is illustrated in Figure 12.
A pragmatic approach to modeling series with the characteristics described
above is the Holt-Winters method (Winters, 1960). In its standard form, it is
suitable for series with one seasonal pattern. However it is extended to account
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Figure 11: Simulated static imbalance sign probabilities (left) and actual
tracked probabilities (right)
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Figure 12: Exponentially smoothed tracking of the unconditional imbalance
sign probabilities in July 2009
for double-seasonality in Taylor (2003). Now let us define
I(ψ)t =
(
I{ψ(↓) < 0}, I{ψ(↓) = ψ(↑) = 0}, I{ψ(↑) > 0} )
for which it holds that
3
∑
i=1
I(ψ)i,t = 1.
Then the probabilities of regulation in each direction occurring can be tracked
by simple exponential smoothing, using forgetting factor λ (0< λ < 1), by
Î(ψ)t = (1− λ)I(ψ)t + λ Î(ψ)t
from which the k-step ahead estimate for sign probabilities can be found as
Î(ψ)t+k|t = Î
(ψ)
t
Table 1: Proportion of regulation hours during 2008, 2009 and for the whole
data period for both Danish price areas
DK-1 DK-2
Period ↓ ∼ ↑ ↓ ∼ ↑
2008 35.00 30.48 34.50 44.66 24.08 31.25
2009 42.00 26.97 31.02 41.17 27.38 31.43
2008-10 38.66 29.19 32.13 43.36 25.37 31.26
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and a response type prediction can subsequently be found as
E[sgn{ψ(↑) + ψ(↓)}] =max{ Î(ψ)t }.
Given the properties of λ it is automatically ensured that I(ψ)t will sum to 1 at
all times. Hence, the probabilities are obtained directly from the estimate.
The probabilities can be decomposed into a mean, trend and one or more sea-
sonal components by writing the tracking of them as a Holt-Winters model.
After trials of with the inclusion of different model components a Holt-Winters
model including a mean term and two seasonal terms with daily and weekly
seasonalities is derived. The additive form of Holt-Winters model is prefer-
able due to the zeros in the observations and the resulting risk of some model
components taking a value close to zero. The model can therefore be written as
μt = αμ(I
(ψ)
t − (dt−s1 + wt−s2)) + (1− αμ)μt−1 (18)
dt = αD(I
(ψ)
t − (μt + wt−s2)) + (1− αD)dt−s1 (19)
wt = αW(I
(ψ)
t − (μt + dt−s1)) + (1− αW)wt−s2 (20)
where μt is the mean term, dt and wt represent the within-day andwithin-week
seasonalities while the αs are smoothing coefficients.
A forecast for lead time k can be found from the estimated components as
Î(ψ)t+k|t = μt + h
(k)
t + dt+k−s1 + wt+k−s2. (21)
Since the updating of the different components of the model is done with dif-
ferent frequencies, the output’s property of its elements automatically sum to
1 is lost. Whereas the response forecast is still found as
E[sgn{ψ(↑) + ψ(↓)}] =max{ Î(ψ)t },
the sign probabilities are now found by applying the (inverse) multinomial
logit transformation. Hence by choosing the “no regulation penalty” scenario
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 6  (((
as a reference, the sign probabilities are found as:
P
(
sgn{ψ(↑) − ψ(↓)} = −1
)
=
exp
(
Î(ψ)t,1
)
1+ exp
(
∑i∈{1,3} Î
(ψ)
t,i
)
P
(
sgn{ψ(↑) − ψ(↓)} = 1
)
=
exp
(
Î(ψ)t,3
)
1+ exp
(
∑i∈{1,3} Î
(ψ)
t,i
)
P
(
sgn{ψ(↑) − ψ(↓)} = 0
)
=
1
1+ exp
(
∑i∈{1,3} Î
(ψ)
t,i
)
= 1−
(
P
(
sgn{ψ(↑) − ψ(↓)} = −1
)
+ P
(
sgn{ψ(↑) − ψ(↓)}= 1
))
.
By writing Eq. (18)-(20) in their error-correction form
μt = μt−1 + αμ(I
(ψ)
t − dt−s1 − wt−s2 − μt−1) = μt−1 + αμεt (22)
dt = dt−s1 + αD(I
(ψ)
t − μt − wt−s2 − dt−s1) = dt−s1 + αDεt (23)
wt = wt−s2 + αW(I
(ψ)
t − μt − dt−s1 − wt−s2) = wt−s2 + αWεt (24)
where εt is the prediction error for k = 1.
Using the error-correction form allows for theHolt-Winters model to bewritten
on the state space form as (Hyndman et al., 2002)
Xt =AXt−1 +Bεt (25)
Yt =CtXt +Dεt (26)
where
Xt =
⎛⎝ μ1,t μ1,t−1 d1,t . . . d1,t−s1 w1,t . . . w1,t−s2μ2,t μ2,t−1 d2,t . . . d2,t−s1 w2,t . . . w2,t−s2
μ3,t μ3,t−1 d3,t . . . d3,t−s1 w3,t . . . w3,t−s2
⎞⎠T ,
and A,B,Ct,D are matrices of appropriate size containing the matrix formu-
lation of Eq. (22) - (24).
On the state space formulation, the k-step ahead prediction is obtained by
Î(ψ)t+k|t = Ŷt+k|t =C
(k)Xt (27)
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where C(k) is a slightly modified version of C for k > 1 while C(1) = C . Once
Î(ψ)t+k|t is obtained response and probability forecasts are found by the same con-
vention as outlined above.
Writing the model on a state space form has the advantage that it can be ex-
tended to include features such as external variables and time-varying parame-
ters. In that context, the sum of the Holt-Winters components would constitute
a time-varying mean to which external variables would add extra information.
7 Conclusions and Discussion
The findings of this paper confirm the findings of previous studies of the im-
pact of wind power on electricity spot prices (Moesgaard and Morthorst, 2008,
Enevoldson et al., 2006, Jónsson et al., 2010), that wind power has a non-negligible
impact on day-ahead electricity prices. Moreover, wind power is shown to in-
fluence the active regulation direction as well. All effects are shown to be both
non-linear and time-varying. Thus should models aimed at capturing such in-
fluences be chosen accordingly. With the current market structure, knowledge
about the impact of wind power on the market can be used to improve fore-
casts of the market dynamics and thereby contribute to better decision making
for all market participants. Especially will better understanding of the market
improve the competitiveness of emerging and established renewable energy
sources since it allows them to be more strategic in their bidding, resulting in
less imbalance costs for them and less stability issues for the grid operators
(Zugno et al., 2010).
This paper’s scope has been the two Danish price areas at Nord Pool. Despite
that these areas have a relatively large share of wind power in their total in-
stalled capacity, the results presented here are likely to hold for other areas
where wind power has the ability to shift the supply curve. The current struc-
ture of Nord Pool leaves producers only with one realistic option of settling
their imbalances, namely the real-time market. This is most likely the cause for
the substantial influence the forecasted wind power penetration has on the ac-
tive regulation direction since producers do not have the possibility of correct
their day-ahead contracts by other means. It would therefore be interesting to
carry out similar study on a market with more a liquid intraday market and
yet with wind power production on a similar scale. In addition, the impact of
wind power on higher order moments of the market variable has been left un-
touched in this paper. Study of these aspect would nevertheless be interesting
and relevant as it could help explain some of the volatility in the system.
The substantial impact of wind power forecasts on all behavior of the electricity
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 ((2
prices is also interesting to consider in the context of market design and with
the long-term development of the production portfolio in Denmark in mind -
where the intention is to increase the share of wind power generation up to
50% of the electricity consumption by 2025 (Ea Energy Analyses, 2007). With
the currentmarket structure of marginal bidding, the frequency of hours where
the spot price is zero or negative is bound to increase along with growing wind
power penetration in the system in a similar manner as has been demonstrated
here. This will further enhance the stochastic threshold effect mentioned, re-
sulting in increased price volatility and cause it to have alternating weather
dependent patterns (Meibom, 2007). This aside, higher risk premium will be
required on investments in all sorts of new energy generation capacity. Mean-
while investment in conventional power generation capacity will be more fo-
cused on flexibility rather than efficiency since those plants will have to rely
more on the increased demand on the balance markets as a source of income
(Meibom, 2007). The impact of wind power on the price making at the elec-
tricity markets should therefore be given careful thought when the possibility
of increasing the share of wind power, and non-dispatchable energy sources
in general, in the generation portfolio is discussed. Especially, the fact that
wind power penetration has some non-linear effects on the prices should be
taken into consideration, as it implies that current market situation can not be
scaled directly for analyzing the future circumstances. In the context of mar-
ket design, it will also be interesting to monitor the market’s response to the
emergence of other renewable sources. Whether this will level out the effect of
increased wind power or magnify them will play an important role in future
development of the market structure.
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Statistical Analysis of the Impact of Wind Power on
Market Quantities and Power Flows
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Henrik Madsen2
Abstract
In view of the increasing penetration of wind power in a num-
ber of power systems and markets worldwide, we discuss some
of the impacts that wind energy may have on market quanti-
ties and cross-border power flows. These impacts are uncovered
through statistical analyses of actual market and flow data in Eu-
rope. Due to the dimensionality and nonlinearity of these effects,
the necessary concepts of dimension reduction using Principal
Component Analysis (PCA), as well as nonlinear regression are
described. Example application results are given for European
cross-border flows, as well as for the impact of load and wind
power forecasts on Danish and German electricity markets.
1 Introduction
Wind power capacities are rapidly expanding in a number of countries, maybe
most noticeably in Europe, the US and China. This is facilitated by direct and
indirect incentives, for instance in the form of feed-in tariffs or of prioritization
in electricity pools. Both variability and limited predictability of that renew-
able energy source will yield a radical shift in the paradigms of power systems
management. The parallel development of other forms of renewable energy
e.g. solar and wave, may contribute to dampen or inversely magnify the un-
desirable effects of wind power on the physical operation of power systems as
well as market characteristics. A recent status of the deployment of renewable
energy capacities worldwide is available in Renewable Energy Policy Network
(2011).
Electricity network and markets were designed based on a long history of
dealing with various forms of dispatchable generation, for which the concepts
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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of unit commitment, economic dispatch, contingency analysis made sense in
view of the technical characteristics of the physical units. The increasing pene-
tration of wind power challenges these practices, owing to its impact on mar-
ket quantities and cross-border flows. As an illustrative example, the impact
of wind power predictability is now regularly accounted for in network ex-
pansion and future offshore grid studies Trötscher and Korpås (2011), Tande
el.al. (2008). It is of utmost importance to properly characterize and model the
effects of wind on markets and power flows before we may be able to project
ourselves in the future with scenarios of substantial renewable energy penetra-
tion. For the example of Denmark, the objective is to have 50% of the electricity
consumption met by wind energy by 2025 Ea Energy Analyses (2007). This has
triggered a number of technical and economical analyses focused on market
value, investment and power flows, as in Lindbo (2007) for instance. Note that
game-changers may also appear, most likely in the form of various forms of
demand-side management Strbac (2008).
Both meteorological and economical effects are at the roots of this impact: (i)
wind power generation over a region is directly influenced by the geographical
coverage of weather systems, while (ii) wind energy has a direct consequence
on market quantities due to the so-called merit-order effect which places wind
at the very left of the market supply curves. Complex network effects then add
on to yield the final power flows. In view of the complexity brought in by all
these combined aspects, system studies of the effect of wind on market quan-
tities and power flows may necessitate relying on crude simplifications and on
simulations. Recent examples of these detailed system studies partly based on
simulations include Gerber et al. (2012) for the case of the UK system in 2020
and Hagspiel (2012) concentrating on the Swiss power system at the horizon
2030. Toy model simulations can actually highlight some of the effects of wind
on electricity markets, as in Giabardo et al. (2010). Simplified system and toy
models may however mask some of the effects that are aimed at being uncov-
ered. This is the reason why inversely, statistical ex-post analyses of some of
the key variables can already give a fair picture, without looking at a complete
modeling of all meteorological, market and network effects. Example statis-
tical analyses of market quantities were for instance performed in Morthorst
(2003), Jónsson et al. (2010) and Gelabert et al. (2011) for the case of the Danish
and Spanish electricity markets, respectively.
In this paper, we review the methodological aspects necessary for the statisti-
cal analysis of the impact of wind power on market quantities and power flows
(Section 2). Especially, we insist on the nonlinear nature of this impact, and on
its potential nonstationarity. In parallel, owing to the potentially large dimen-
sions of datasets to be analysed, we also discuss dimension reduction (based
on Principal Component Analysis) that may prove necessary when looking at
power flows over the whole electricity network of a region. Subsequently, an
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example application to the case of the Nord Pool (Western Denmark control
zone - DK1) and EEX (Germany) markets considered in Section 3. Similarly in
Section 4, we look at the case of power flows related to the Austrian control
block, and of cross-border power flows over the whole ENTSO-E (European
Network of Transmission System Operators for Electricity) system. The paper
finally ends in Section 5 with conclusions, implications of the findings, as well
as perspectives for future work.
2 Methodological aspects
In this Section we review some statistical modeling concepts necessary for the
various applications covered in the following, that is, the impact of wind on
both market quantities and power flows. These concepts include nonlinear
regression based on local polynomial models, as well as PCA for dimension
reduction.
2.1 Nonlinear regression with local polynomial models
Whatever the variables of interest, the set of observations consists of time-series
of measurements. We denote by {yt}, t = 1, . . . ,T, the observed time-series for
the response variable, and by xt = [x1t . . . xit . . . xmt ] the vector of m explanatory
variables at time t. In a practical setup, the response variable may be the day-
ahead electricity price or the overall system balance of a TSO’s network, and
generated wind power the explanatory variable for instance.
The relationship between explanatory and response variables is written in the
form of a general regression model,
yt = θ(xt) + t, t = 1, . . . ,T. (1)
The noise term {t}, i = 1, . . . ,T, is a sequence of independent and identically
distributed (i.i.d.) random variables with unknown distribution F. It is as-
sumed that F has a zeromean and a finite variance σ2 . In general, it is assumed
that both x- and y-values can be normalized. Therefore, they are all contained
in the unit interval, while t ∈ [−1,1], ∀t.
Based on the concept of local polynomial regression, it is assumed that θ may
be locally approximated by k-order polynomials. Most common instances of
local polynomial regression include kernel smoothing (k = 0) and local linear
regression (k = 1). Note that in practice, the curse of dimensionality imposes
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that the dimension of x has to be low, say less than 3 (for a discussion on that
issue, see (Hastie and Tibshirani, 1990, pp. 83-84)).
θ is approximated at a number of fitting points, chosen based on a rule of
thumb or after consideration of the data distribution. Let us focus on a single
fitting point x˜ = [x˜1, . . . , x˜m] only. The k-order local polynomial approximation
zt of the vector of explanatory variables xt is given by:
zt = pk (xt). (2)
For instance if k = 1, p1(xt) = [1 xt].
In parallel, write θ the vector of local coefficients at x˜, so that locally at x˜ one
obtains the following linear model
yt = zt θ, t = 1, . . . ,T, (3)
which is then fitted by minimizing a weighted loss of the form
θˆ = argmin
θ
T
∑
t=1
wtρ(yt − zt θ) (4)
with the wt weights assigned by a Kernel function, i.e.
wt = K(xt, x˜) = ∏
i
ω
(
|xit − x˜i|i
hi
)
. (5)
In the above, |.|i denotes a chosen distance on the i-th dimension of x (typically
the Euclidean distance), and h = [h1 . . . hm] is the bandwidth for that particular
fitting point x˜. As an example, ω can be defined as a tricube function,
ω(v) =
{
(1− v3)3, v ∈ [0,1]
0 , v > 1 , (6)
as introduced and discussed in e.g. Cleveland and Devlin (1988). This type
of estimation procedure may also be made adaptive in order to account for
smooth temporal changes in the regression, if aiming at accounting for seasonal
variations in the effects of interest for instance. The weights in Eq. (4) would
then include a time decay, e.g. in the form of exponential forgetting, in order to
gradually discount older observations.
For the fitting of these local linear models, the type of regression will decide
upon the loss function to be minimized. In the case where the mean effect is
to be modelled, they are to be fitted using weighted least-squares. ρ then takes
the form of a quadratic loss function, such that
ρ() = 2/2. (7)
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If aiming to perform quantile regression instead, for a given nominal propor-
tion τ, τ ∈ [0,1], one chooses an asymmetric piecewise linear loss function ρτ
as
ρτ() =
{
(τ − 1),  < 0
τ ,  > 0 . (8)
For an overview of the theory and application of quantile regression, we refer
to Koenker (2005).
Finally when the local coefficients are calculated at all fitting points, the com-
plete coefficient functions θˆ(x) can be obtained by linear or spline interpolation
of the local coefficients. This will be illustrated in the example applications be-
low.
2.2 Generalization to higher dimensions using Principal Com-
ponent Analysis (PCA)
The case of a single response variable was considered so far only. This setup
may be suitable if looking at the impact of one or more variables (say, wind
and load) on day-ahead market prices. If concentrating however on the effect
of wind power on a set of variables over a network e.g. power flows, the di-
mension n of the response variable will be greater than 1, and potentially very
large. The model of Eq. (1) therefore needs to be generalized as
yt = θ(xt) + t, t = 1, . . . ,T, (9)
where yt = [y1t . . . y
n
t ] is now a multivariate response.
In order to ease the estimation of the coefficient functions θ, a first necessary
step consists in reducing the dimension of the problem. This is done here in a
PCA framework, by summarizing the information from the n-dimensional re-
sponse in a q-dimensional basis of Principal Components (PCs), q << n. These
PCs are chosen so that they maximize their ability to explain the variance of
the original multivariate response. For an overview of PCA, of the properties
of the PCs, and more generally of multivariate data analysis, we refer to Lattin
et al. (2003). A more applied introduction focused on atmospheric sciences can
be found in Wilks (2006). In the power systems literature, PCA for dimension
reduction was for instance employed in Burke and O’Malley (2011) for study-
ing spatially distributed wind power generation in Ireland.
Before to apply the PCA itself, the multivariate response is first centred and
normalized. The benefits of such preprocessing are discussed in Wilks (2006).
(-&      !
Subsequently, finding the PCs for the multivariate response y is performed by
diagonalizing the covariance matrix of the data,
Ry =
1
T
T
∑
t=1
ytyt . (10)
After diagonalizing, the PCs are obtained as the eigenvectors of Ry with the
largest corresponding eigenvalues. The number of PCs to be selected is de-
cided upon through graphical and/or numerical methods Lattin et al. (2003).
The ratio of the sum of the selected eigenvalues over that for all eigenvalues
gives the share of the variance in the response data explained by these PCs. In
the following we will use the average eigenvalue method for PC selection, as
in Zugno et al. (2011). We denote by y˜j, j = 1, . . . ,q the obtained PCs (q << n).
All observed values yt for the response variables can consequently be written
as a linear combination of the PCs,
yt =
q
∑
j=1
α
j
ty˜j + νt, ∀t, (11)
with an additional random noise νt originating from the unexplained variance
in the data. A projection operator P can then be introduced, permitting to
project the original response into the space spanned by the PCs,
P = [y˜1 . . . y˜q]. (12)
P allows projecting standardized response values yt in the basis defined by the
principal components, since Eq. (11) can be rewritten as
yt = Pαt + νt, ∀t, (13)
with αt = [α1t . . . α
q
t ].
Finally by combining the models of Eqs. (9) and (11), one obtains
yt =
q
∑
j=1
θ(xt)y˜j + εt, t = 1, . . . ,T, (14)
where the noise εt combines the original noise from the regression model with
the additional one coming from the PCA decomposition. In other words in the
basis formed by the PCs, the coefficients αt are replaced by coefficient func-
tions of the explanatory variables x similar to that of Eq. (1). These coefficient
functions can be estimated in the same fashion as in Section 2.1.
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3 Application to electricity market quantities
A first and highly relevant application to the methodology presented for un-
covering the nonlinear effect of wind power on some response variable consists
in looking at the effect of wind power on prices in electricity markets. This ef-
fect was first looked at in Morthorst (2003), which attempted to find a linear
relationship between observed wind power generation and prices in the Nord
Pool day-ahead market in Western Denmark. Since then, Jónsson et al. (2010)
argued that (i) the relationship of interest is actually between day-ahead prices
and the predicted values for load andwind power, while (ii) such a relationship
is most surely nonlinear. These aspects are discussed below, after introducing
the set of available data.
3.1 Available data
For this study of the impact of wind power on electricity market quantities,
focus is given to two markets highly penetrated by wind energy, namely the
Nord Pool and EEX ones. More precisely, the Western Denmark area of the
Nord Pool (often referred to as DK1) is looked at since corresponding to the
control zone with the highest wind power penetration (more than 20% of the
energy consumption met by wind energy). Long records of market quantities
(day-ahead and imbalance prices, imbalance sign, etc.) are available for those
markets.
In parallel in both cases, relevant forecast and measured data are freely avail-
able at the websites of the corresponding network operators. Energinet.dk is
the TSO in Denmark. In Germany, only the wind information at the control
zones of RWE, Eon and Vattenfall is considered, since accounting for most of
the wind capacities. Overall, the data include day-aheadwind power forecasts,
as well as measured wind power generation and load. We simulate the avail-
ability of load forecasts by adding noise to the measurements, with a variance
consistent to reported accuracy of load forecasts for a country today (between
2 and 4%Mean Average Percent Error - MAPE).
Overall, the data for the Danish test case cover a period from the 1st of January
2008 to the 13th February 2008, while those for Germany are for the two years
of 2006-2007.
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Nord Pool, Western Den-
mark area (DK1) - 1.1.2008 to
13.2.2010
EEX - 1.1.2006 to 31.12.2007
Figure 1: The relationship between predicted wind power penetration and
the day-ahead market prices in the Nord Pool and EEX day-ahead
markets.
3.2 Sample results focused on day-ahead prices
We follow the argument of Jónsson et al. (2010) such that the predicted values
for the load and the wind power generation are those that impact the day-
ahead prices in these electricity markets. This argument is directly motivated
by their clearing mechanism based on bids that are in turn based on predic-
tions.
We first work with a single explanatory variable only, the predictedwind power
penetration, defined as the ratio of wind power and load forecasts. It repre-
sents the foreseen share of wind in the day-ahead electricity mix at the time of
market clearing and for each time unit over the following day. The response
variable is the corresponding day-ahead price for every time unit. The scatter
plots representing the empirical relationship between these explanatory and
response variables in the Nord Pool and EEX markets are gathered in Fig. 1.
Local polynomial regression is employed for characterizing the evolution of
day-ahead prices as a function of predicted wind power penetration. On the
one hand, the least-square fitting gives themean trend, while on the other hand
quantile regression with nominal proportions τ = 0.05 and τ = 0.95 yields pre-
diction intervals with a 90% nominal coverage rate. Note that for this response
variable the data are log-transformed before fitting the regressionmodels, even
though the results are presented in the original space of the variable. We use 30
fitting points, with a nearest-neighbour bandwidths covering local neighbor-
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Figure 2: The relationship between predicted wind power generation, pre-
dicted load, and the day-ahead market prices in the Nord Pool day-
ahead market, Western Denmark area (DK1), 1.1.2008 to 13.2.2010.
hoods corresponding to 10% of the data.
Themean trend is qualitatively similar for bothmarkets, with day-aheadprices
decreasing with increasing predicted wind power penetration, even though
there may be some quantitative differences. Maybe the most important one is
that the day-ahead price appears to tend more rapidly towards 0 in the EEX
market, already at around 35% predicted wind power generation, while it is
only the case in Denmark when this explanatory variable gets closer to 100%
penetration. The bands given by quantile regression also illustrate how the
price variability and convergence towards 0 differ for the two markets.
To further detail the dependence between day-ahead prices and predicted load
and wind power generation, the local polynomial regression approach is up-
graded so that both predicted variables are simultaneously seen as explanatory
ones (m = 2). We use 20 fitting points for each variable (leading to a total of
400 fitting points), with a nearest-neighbour bandwidths covering local neigh-
borhoods corresponding to 20% of the data. The resulting smooth surface is
depicted in Fig. 2 for DK1 and for least-square regression only. It confirms
the joint role of predicted load and wind power: the former induces an up-
ward pressure on prices, while the latter pushes them back down, the impact
of wind being greater at lower load values.
Similar analysis may be performed for other market quantities and other mar-
kets, with focus on the various moments of their distributions. The uncovered
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dependencies may then be used as additional knowledge for the building of
relevant forecast methodologies of market quantities. Example recent works in
that direction include Jónsson et al. (2011) focusing on the prediction of day-
ahead prices accounting for wind power predictions, and Jónsson et al. (2011)
looking at the specific case of imbalance sign characterization and prediction.
4 Application to power flows
A second relevant application of the statistical approaches described in the
present paper relates to the analysis of power flows within and over one or
more control zones. The results we gather and discuss in the following are
based on some of the data and work of Klöckl and Pinson (2009) for the anal-
ysis of power flows related to the Austrian control block, and of Zugno et al.
(2011) for the analysis of cross-border power flows over the whole ENTSO-E
system. For confidentiality reasons, some of the results may not be detailed.
4.1 Example focus on the Austrian control block
The underlying motivation of the work performed in Klöckl and Pinson (2009)
was to perform an ex-post analysis of available power flow data within Aus-
tria, as well as of cross-border power flows, in relation with some of the pub-
licly available data from EEX and the German TSOs. These data basically are
the same than those considered in Section 3.2, i.e. wind power forecasts, wind
power and load measurements, as well as all market quantities. They cover
the period of 2006-2007. A basic question to be answered is how much the Ger-
man wind power and market influence the power flows experienced by the
Austrian TSO.
The Austrian control block is operated by the TSOAPG (Austrian Power Grid),
for an installed generation capacity of more than 19 GW (12 GW in hydro
power units), while the maximum load is less than 10 GW. This control zone is
physically linked to six different control blocks and a total of nine control zones.
Two independent analyses were performed focused on (i) all the cross-border
flows, and (ii) the power flows over 23 400kV-systems throughout Austria, in
order to uncover the impact of Germanwind andmarket quantities on all these
power flows. Dimension reduction was necessary in the latter case: most of the
variance in the power flows of the 23 400kV-systems could be explained with
4 PCs only.
Let us give here a set of results focusing on the impact of predictedwind power
penetration in Germany and of day-ahead prices in the EEX market on the
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Predicted wind power pene-
tration in Germany
EEX day-ahead prices
Figure 3: The impact of predicted wind power penetration in Germany and
the EEX day-ahead prices on the APG net balance over 2006-2007.
APG net balance. This contrasts with the more detailed analysis of individual
cross-border and 400kV-systems power flows which can be found in Klöckl
and Pinson (2009). The APG net balance is calculated as the sum of all power
export minus the sum of all import at a given time. It is expressed here in MW.
Fig. 3 gathers the scatter plots for that analysis, while depicting the regression
curves for the mean effect (least-square regression), as well as 90% prediction
intervals defined by the quantile regression curves with nominal proportions
of 0.05 and 0.95.
The plots in Fig. 3 reveals that the Austrian control block tends to export more
as the EEX price gets higher, but also to import more as the predicted wind
power penetration in Germany is greater. Actually the mean trend is that Aus-
tria only imports when there is almost no wind power penetration in Germany.
One also observes that obviously these are trends only, with large intervals
around this mean trend, showing that other effects are to be accounted for. For
instance, it may be crucial to account for daily and seasonal variations in the
power flow patterns. This is illustrated by Fig. 4 which depicts the mean im-
pact of predicted wind power penetration in Germany on the total balance of
the APG control block, also as a function of the time of the day. It shows how
Austria has a typical cycle of importing at night and exporting during the day,
when there is no or almost no wind power penetration in Germany. As this
wind power penetration increases, even though there still are variations over
the day, the Austrian control block tends be in an import situation at any hour
of the day. In general, we have observed that it is highly beneficial to account
for potential diurnal and seasonal variations in our analysis of power flows.
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Figure 4: The impact of predictedwind power penetration in Germany on the
APG net balance over 2006-2007, as function of the time of the day.
Figure 5: The impact of predicted wind power penetration in Germany on
cross-border power flows between DK1 and Norway over 2006-
2008.
4.2 General results related to ENTSO-E system
The type of study performed for the Austrian control block was generalized to
the whole ENTSO-E system. The dataset there consists of hourly cross-border
power flows between 34 European and bordering extra-European countries,
over a 3 year period covering 2006 to 2008. After quality check, the study is
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restricted to 68 cross-border interconnections. The overall question studied is
similar to the above section, i.e. related to the impact of German wind andmar-
ket quantities on the whole set of European cross-border flows. The analysis
performed is fully covered by Zugno et al. (2011).
For this dataset, 8 PCs were deemed enough to represent the overall dynamics
of the cross-border power flows over the ENTSO-E system, explaining 82% of
the original variance in the data. Local polynomial models were then used on
the PCs, conditioned by the predicted wind power penetration in Germany,
EEX day-ahead prices, as well as the time of the day.
Out of the extensive analysis covered, let us show an illustrative example re-
sults in Fig. 5, which depicts the impact of predicted wind power penetration
in Germany on cross-border power flows between DK1 andNorway over 2006-
2008. As wind power penetration is predicted to be greater in Germany, the sit-
uation switches from DK1 importing power from Norway to exporting. Con-
sistent behaviour was observed at the interconnection between DK1 and Ger-
many. This is in line with intuitive economic reasoning, such that an hydro-
dominated control zone like the Norwegian one tend to withhold production
when energy prices are low due to significant wind power penetration, and
inversely increase production when prices are high. This result is in fact sim-
ilar to that of Fig. 4 for the case of Norway. A noticeable difference though is
that Austria is directly interconnected to the German network, while it is not
the case of Norway. Overall in view of the work of Zugno et al. (2011), the
data available today permits to quantify how much German wind and mar-
ket quantities impact cross-border flows over the whole ENTSO-E system. The
identified PCs may be seen as modes of propagation of power flows, which
are more of less stimulated depending on various explanatory variables. This
analysis may be refined in the future by also accounting for wind and market-
related variables in other countries as well.
5 Conclusions
The effect of wind power generation on electricity markets and power flows
is recognized but not always understood and quantified. Owing to the po-
tential complexity of modelling all meteorological, economical and network
aspects involved, we suggest that an interesting alternative to full system stud-
ies consists in performing statistical ex-post analyses of the datasets available at
market and network operators. When acknowledging the potentially nonlin-
ear and nonstationary impact of wind power on these quantities, the regression
techniques (and related estimation concepts) come fairly natural. Also the is-
sue of the dimensionality of the dataset involved may be dealt with based on
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statistical dimension reduction techniques e.g. the PCA approach employed
here.
It is not possible to cover in a single paper all the analyses that could be per-
formed based on the datasets available. We have therefore pointed at further
reading for more extensive studies. Overall, it appears that load and wind
power forecast have a significant impact on today’s market quantities. This
impact can be characterized as nonlinear and nonstationary, and quantified
through appropriate statistical regression techniques. Similarly, these vari-
ables, or the market price used as a proxy, highly influence power flows within
and between control zones. This effect was evidenced andmodeled for the case
of the APG control block, as well as for the all interconnectors of the ENTSO-
E system. Note that the impact of forecast errors should also be thoroughly
studied, as they are known to induce unscheduled power exchanges.
Here only the effect of some explanatory variables e.g. predicted wind power
generation, on market quantities and power flows was considered. Interest-
ingly, the time dimension could also be accounted for in a straightforwardman-
ner by generalizing the methodological concepts presented in a time-varying
regression framework. This would then permit to (i) assess the way uncov-
ered effects evolved over the past years, for instance as a function of installed
wind capacities, and (ii) tentatively predict what the future effects of more sub-
stantial renewable energy penetration levels on electricity markets and power
flows may be. Obviously, these predictions would be based on stationarity as-
sumptions, which would be veryweak in view of the non-negligible changes to
be expected in market and power systems operations in the foreseeable future.
Such a statistical approach should be considered as part of, or jointly with,
other system studies. They can provide valuable insight to TSOs and policy
makers, while allowing market participants to refine their forecasting and par-
ticipation strategies. Note that importantly, it is the spatio-temporal dynamics
of all types of renewable energy sources that should be seen as explanatory
variables in the future, in view of the future plans for deployment of renew-
able energy capacities.
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Trading wind energy based on probabilistic
forecasts both of wind generation and of market
quantities
Marco Zugno2 Tryggvi Jónssonl1,2 Pierre Pinson2
Abstract
Wind power is not easily predictable and non-dispatchable. Nev-
ertheless, wind power producers are increasingly urged to partic-
ipate in electricity market auctions in the same manner as con-
ventional power producers. The aim of this paper is to pro-
pose an operational strategy for trading wind energy in liber-
alised electricity markets and to assess its performance. At first
the so-called optimal quantile strategy is revisited. It is proved
that without market power, i.e. under the price-taker assump-
tion, this strategy maximises expected market revenues. Fore-
casts of wind power production, of day-ahead and real-timemar-
ket prices and of the system imbalance are inputs to this strat-
egy. Subsequently, constraining of the bid that maximises the ex-
pected revenues is proposed as a way to overcome the strategy’s
disregard of practical limitations and, at the same time, of risk.
Two constraining techniques are introduced: constraining in the
decision space and in the probability space. Finally, the trade of
a wind power producer is simulated in a test-case for the Eastern
Danish (DK-2) price area of the Nordic Power Exchange (Nord
Pool) during a 10 month period in 2008. The results of the test-
case show the financial benefits of the aforementioned strategy
as well as the consequent interaction with the electricity market.
This study will support a demonstration in the framework of the
EU project ANEMOS.plus.
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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Nomenclature
Main symbols:
ρk Wind power producer revenues at trading period k
Wk Wind power production at trading period k
πk Market price at trading period k
Ck Negative wind power producer revenues due to imbalance at
trading period k
ψk Unit regulation costs for positive and negative imbalances at
trading period k
W(max) Installed wind power capacity
rk Quantile of wind power distribution at trading period k
Pk Probability of imbalance direction at trading period k
av Parameter determining the width of the bound to the optimal
bid in the decision space
ap Parameter determining the width of the bound to the optimal
bid in the probability space
Superscripts:
(S) Referring to the day-ahead market
(↑/↓) Referring to the real-time market
(↑) Referring to up-regulation in the real-time market
(↓) Referring to down-regulation in the real-time market
∗ Optimal˜ Contracted at the day-ahead market̂ Forecast
1 Introduction
In liberalised electricity markets, competition stands as the fundamental mech-
anism ensuring the efficient operation of the system. Competition is imple-
mented through the establishment of a market (or multiple markets operating
under different rules and gate-closures) where energy is traded. Bids for sale
and purchase are collected by the market operators, which are responsible for
optimally scheduling the dispatch of energy and allocating sufficient power re-
serve. The backbone of most liberalised electricity markets are the day-ahead
markets, often referred to as spot markets (in Europe) or forward markets (in the
U.S.), on which most of the trading takes place. Typically these markets offer a
platform for trading energy to be delivered/withdrawnwithin a certain period
during the upcoming day. The minimum period length is referred to as trading
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period in this paper; every contract covers one or more trading periods.
Although most renewables are not easily predictable and non-dispatchable,
renewable power producers are increasingly urged to participate in electric-
ity markets in the same manner as producers of conventional energy. Here
we specifically concentrate on wind energy, which has been the most rapidly
growing renewable energy source over the last decade. Our developments
and conclusions could however be similarly applied for other types of non-
dispatchable renewables e.g. solar energy.
Wind power generation is the typical example of a stochastic and non-dispatchable
renewable energy source. Although the possibility of curtailing power exists,
it is not economically sound as long as the electricity price (including potential
subsidies) remains positive. As a result, trading wind energy in a day-ahead
electricity market requires forecasts of wind power production, which can be
performed only with limited accuracy, as discussed in Madsen et al. (2005).
Reviews of the state of the art of wind power forecasting methods and oper-
ational tools can be found in Giebel et al. (2003), Costa et al. (2008), Monteiro
et al. (2009), while Botterud et al. (2010) discusses their application in electricity
markets.
Differences between contracted and actual energy production (e.g. due to fore-
casting errors) have to be settled on the intra-day and/or the real-time mar-
kets. Due to shorter lead-time from gate closure to delivery, these markets
might reduce the revenues of producers that cause imbalance, as more flexible
market players are called to equilibrate the system – generally at higher costs.
Joint operation of wind and hydro power has recently emerged as a way to
reduce imbalance costs among other benefits, see for instance Angarita et al.
(2009) or Montero and Perez (2009). However, this solution is only conceiv-
able for market participants having both energy sources in their portfolio. For
other producers, the most practical option for imbalance settlement is to rely
on the market. Although it is sometimes possible to adjust contracts through
existing intra-day markets, the volumes exchanged there are generally low, as
illustrated by Weber (2010) for the main European electricity markets. Pro-
ducers are therefore most often forced to rely on the real-time market, where
bids for regulation are activated by the TSO close to real-time, and producers
are charged for their imbalances, which are determined post-delivery. Hence,
the only way for them to reduce imbalance costs is to bid optimally into the
day-ahead market, so that the risk of facing losses on the real-time market is
minimised. This bid is optimised conditioned upon the information available
at the time of contracting, both in terms of future wind power production and
market prices.
The penalties faced by electricity producers in the real-time market are gener-
ally asymmetric, in some cases even single sided, i.e. they are only to be paid
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by the producers that increase the overall imbalance with their own. This in-
cites market participants whose portfolio includes a stochastic component to
be more strategic in their approach to bidding, see Skytte (1999). Indeed it can
be analytically shown that under these conditions the optimal day-ahead mar-
ket bid for a wind energy producer is a certain quantile of the distribution of
wind power generation, see for instance Bremnes (2004), Linnet (2005), Pin-
son et al. (2007). This optimal quantile is a dynamic function of the day-ahead
and the imbalance prices, which are not known a priori. Market experience
shows that such optimal bids might significantly differ from the point forecasts
of wind power production (consisting of the conditional expectation for each
lead time). In practice, however, point forecasts are still commonly used when
contracting wind power in the day-ahead market. A more theoretical discus-
sion about quantile forecasts being optimal bids in electricity markets can be
found in Gneiting (2011).
The existing literature has already described and analysed a number of strate-
gies for tradingwind power in the day-aheadmarket, with different approaches
with regards to the uncertainty in production and in market prices. As a ba-
sic approach, some authors consider that traditional point forecasts of wind
power generation may be used for analysing the value of wind energy in elec-
tricity markets, e.g. Angarita-Márquez et al. (2007), Barthelmie et al. (2008),
Chang et al. (2009). Furthermore, Bathurst et al. (2002)models wind generation
uncertainty through Markov probability tables and chooses, in a discrete deci-
sion space, the bid that minimises the expected costs. Alternatively, Galloway
et al. (2006) suggests the construction of a utility cost function to model the
financial risk of wind power producers participating in the market, using per-
sistence forecasting of wind power and average values as price forecasts. The
stochastic optimisation algorithm described in Matevosyan and Söder (2006)
uses scenarios of wind power production as input along with historical imbal-
ance prices. Besides, Pinson et al. (2007) makes use of probabilistic forecasts
of wind power and yearly or quarterly average values of imbalance prices in
order to determine the optimal quantile bid, in a fashion resembling that of
Bremnes (2004). The same strategy is implemented in Gibescu et al. (2008), us-
ing probabilistic forecasts and measured data for wind speed and yearly aver-
ages as estimates of the day-ahead and real-time prices. Finally, Morales et al.
(2010) proposes a linear programming technique for optimising the trade of
wind energy in day-ahead, intra-day and real-time markets. The uncertainty
in both wind power production and market prices is modelled through simple
ARIMA/ARMAmodels. All these works and strategies either only account for
uncertainty in wind power generation but disregard uncertainty in the market
quantities, or include both but make use of simple forecasting methods.
In this work, we revisit the quantile strategy described in Bremnes (2004) and
Pinson et al. (2007) and generalise it by considering stochastic rather than de-
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terministic market prices. State-of-the-art probabilistic forecasts both of wind
power generation and of market quantities are considered as input. These mar-
ket quantities include the regulation sign, which can be down-regulation, up-
regulation or no regulation, as well as the unit regulation costs. This strategy
is formulated in Section 2 as a stochastic optimisation problem, which aims at
the maximisation of the expected revenues (or utility) of the market partici-
pant. This approach is hereafter referred to as Expected Utility Maximisation
(EUM). Having the maximisation of the expected value of the revenues as the
objective, such an approach directly relates to a long-term optimisation of the
market performance of the wind power producer. It is also shown through an
example that, due to the uncertainties involved and potentially large forecast
errors, such a strategy may occasionally lead to severe losses from a single con-
tract. For instance this might occur when the regulation sign forecast wrongly
assigns a high probability to an imbalance direction that is not realised. It is
proposed in Section 3 to constrain the EUM bid in terms of deviations from the
point forecasts, either in the quantity space or in the probability space. The two
constraining methods are proposed with two different ranges of the allowed
interval in the decision space. The motivation for this constraining is twofold.
From a practical perspective, constraining the bid is beneficial, because system
operators are reluctant to allow large deviations from the point forecasts. This
is because efficient system planning requires market bids to closely reflect the
actual delivery of energy. Moreover, since point forecasts have been used as
operational bids since wind energy started to be traded on electricity markets,
such point forecasts act as anchors in the mind of the operators. From a differ-
ent point of view, this work shows that by setting a constraint on the allowed
deviation from the point forecast, the trader can reduce the impact of forecast-
ing errors and increase its risk-aversion. Next, in Section 4, the participation
of a wind power portfolio in the Nord Pool market (Eastern Denmark price
area) over a period of 10 months in 2008 is considered in order to evaluate the
actual performance of the aforementioned trading strategies. To our knowl-
edge a test-case of such length, combining state-of-the-art forecasts of wind
power production, day-ahead and imbalance prices, as well as observed wind
production and market data, has never been performed. The results of the ex-
ercise show the possibility for wind power producers to significantly reduce
their imbalance costs and control the risk of dramatic losses.
The contribution of this paper to the state-of-the-art on the subject is threefold.
First of all, the derivation of the optimal quantile strategy is extended to the
case where market prices are stochastic. Owing to this formulation, proba-
bilistic forecasts both of wind power production and of market quantities are
needed by the decision maker. Secondly, we introduce constraining of the bid
as a way to account for issues related to the practical implementability of the
strategy and, in parallel, risk-aversion. Finally, we present a realistic test-case
simulating wind power trading, and we assess the market value of state-of-the
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art probabilistic forecasts of wind power production and of market quantities.
The derivation of the optimal quantile strategy presented in this paper is valid
under the price-taker assumption, i.e. the wind power producer cannot influ-
ence market prices with its bid. Therefore, the aim of this work is to propose
operational strategies and to assess the market value of forecasts under this
hypothesis. In future markets with increasing penetration of wind power this
assumption might not hold, since wind power producers might impact the to-
tal system imbalance and therefore influence the price formation mechanisms
with their trading strategy. By introducing the constraining of the bid, this is-
sue is partly addressed, since constrained strategies result in lower imbalance
and, therefore, limit the impact on prices. The derivations and the results pre-
sented in this paper thus constitute a valuable starting point and a reference for
further research on the subject, where the dependence structure between wind
power production and market prices is taken into account.
The work presented here will support and serve as the basis for a real-world
demonstration of stochastic approaches to wind power participation in elec-
tricity markets in the framework of the EU project ANEMOS.plus.
2 The Expected Utility Maximisation (EUM) bidding
strategy
This section is devoted to the introduction of the strategy maximising the ex-
pected utility of a wind power producer participating at both the day-ahead
and the real-time energy markets. At first, the strategy is derived in Section 2.1.
Then, the forecasts needed in order to decide on the optimal bid are described
in Section 2.2. Finally, possible shortcomings of the strategy are discussed
based on a test-case in Section 2.3.
2.1 Derivation of the EUM strategy
In electricity day-aheadmarkets, power producers have to indicate the amount
of energy they are willing to deliver at any trading period through a bid sub-
mitted to the market operator. Bids are collected with a certain lead-time to the
physical delivery of energy. For example, at the Nord Pool day-ahead market
the deadline for submission is at noon on the day prior to delivery. Let W˜k de-
note the amount of energy contracted in the day-ahead market and let Wk be
the stochastic production of wind energy, both for the k-th trading period. The
power producer will then have to correct the stochastic imbalance Wk − W˜k on
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the real-time market. This is because the possibility of trading on the intra-day
market is disregarded, due to its general illiquidity. Hence, the total revenues
of the generator, ρk, can be expressed as the sum of the revenues, ρ
(S)
k and
ρ
(↑/↓)
k , obtained at the day-ahead and the real-time market respectively
ρk = ρ
(S)
k + ρ
(↑/↓)
k (1)
The revenues at the day-aheadmarket can be determined as the multiplication
of the contracted energy W˜k with the day-ahead market price π
(S)
k
ρ
(S)
k = π
(S)
k W˜k (2)
The real-time market revenues are positive if Wk > W˜k (energy surplus to be
sold) and negative if Wk < W˜k (energy deficit to be purchased)
ρ
(↑/↓)
k =
{
π
(↓)
k (Wk − W˜k), Wk ≥ W˜k
π
(↑)
k (Wk − W˜k), Wk < W˜k
(3)
In this expression, π(↓)k (π
(↑)
k ) represents the unit down(up)-regulation price
which is paid to (by) an overproducing (underproducing) generator. At Nord
Pool real-time prices are restricted such that
π
(↓)
k ≤ π(S)k
π
(↑)
k ≥ π(S)k
(4)
at all times. Then depending on the total imbalance of the system, the inequal-
ity sign is substituted by an equality sign in at least one of the two inequalities
in Equation (4). More specifically, let the net system imbalance be denoted as
(G˜k − Gk)− (L˜k − Lk) (5)
where G˜k and Gk denote the total (i.e. summed over all the producers dis-
patched at the day-ahead market) energy production, contracted and realised
respectively, for the k-th trading period. Similarly, L˜k and Lk represent the con-
tracted and realised consumption, respectively, for the consumers and the re-
tailers scheduled at the day-ahead market. Notice that when the quantity in
Equation (5) is different from zero, real-time bids have to be activated in order
to restore energy balance. During hours of power surplus, i.e. when the net
system imbalance in Equation (5) is < 0, the following holds for the prices
π
(↓)
k ≤ π
(S)
k
π
(↑)
k = π
(S)
k
(6)
(&&      
This situation is commonly referred to as down-regulation. Conversely during
hours of power deficit (when the system net imbalance in Equation (5) is > 0),
commonly termed up-regulation, it holds that
π
(↓)
k = π
(S)
k
π
(↑)
k ≥ π(S)k
(7)
Finally during hours of perfect balance between load and production then
π
(S)
k = π
(↓)
k = π
(↑)
k (8)
In this way, only the producers contributing to the overall system imbalance
risk being penalised, while the ones acting to reduce it receive the day-ahead
price for their realised production, when transactions on both the day-ahead
and the real-time markets are combined. The rationale behind this choice of
market design is that producers should not be allowed to profit from their im-
balances. However, it should be pointed out that there are exceptions to this.
For instance, the Dutch APX electricity market is just one example of a market
where energy imbalance can actually be rewarded.
Now Equation (1) can be reformulated as:
ρk = π
(S)
k Wk + C
(↑/↓)
k . (9)
Assuming that the wind power producer is a price-taker individually, which
is reasonable if it does not hold a significant share of the total production, the
term π(S)k Wk in Equation (9) is independent of its decision. That is, neither the
day-ahead price π(S)k nor the wind power production Wk are influenced by the
bidding policy adopted in the day-aheadmarket. This implies that curtailment
is not considered as an option, for the reasons discussed in Section 1. The term
π
(S)
k Wk represents the revenues that the producer could achieve if it had perfect
information on its future wind power production (i.e. if contracted power and
wind power production are equal: W˜k = Wk). The second term in Equation (9)
can be made explicit as
C(↑/↓)k =
{
ψ
(↓)
k (Wk − W˜k), Wk ≥ W˜k
ψ
(↑)
k (Wk − W˜k), Wk < W˜k
(10)
where the variablesψ(↓)k and ψ
(↑)
k represent the unit regulation costs for positive
and negative imbalances at the real-time market, and are given by
ψ
(↓)
k = π
(↓)
k − π(S)k (11)
ψ
(↑)
k = π
(↑)
k − π(S)k (12)
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The quantity in Equation (10) therefore accounts for negative revenues, which
represent the losses for the producer contracting W˜k at the day-ahead market
in comparison to the case of perfect information. At Nord Pool it holds that
C(↑/↓)k ≤ 0 at all times. Elsewhere (e.g. APX in the Netherlands), C(↑/↓)k > 0
might occur. Regarding the latter case, economists argue that although situa-
tions where producers can gain from their imbalance are possible, this cannot
be exploited in the sense of strategic bidding. The argument is that the expecta-
tion E
{
C(↑/↓)k |χ
}
of the losses given the information available at the moment
of bidding is negative. As a consequence, the producers are expected to suffer
losses from their imbalance in the long run, although in some trading periods
they might be able to gain from it. Interested readers are referred to Boogert
and Dupont (2005) for a detailed discussion.
As one can see from Equations (4), (11) and (12), at Nord Pool ψ(↓)k ≤ 0 and
ψ
(↑)
k ≥ 0, and they are equal to zero in the cases of up- and down-regulation
respectively. It should also be noted that both the unit regulation costs in Equa-
tions (11) and (12) are stochastic variables as the day-ahead price and the im-
balance prices are not known in advance by the power producer.
It is assumed from now on that the wind power producer is rational (see e.g.
Binmore (2008) for a conceptual introduction) and that its objective is the max-
imisation of the expected value of its total revenues. The set of bids W˜∗ max-
imising the total revenues is
W˜∗ = argmax
W˜
E
{
fTP
∑
k=iTP
ρk
}
(13)
where iTP and fTP are the shortest and the longest lead-times considered in
the optimisation, respectively. Here the commonly accepted assumption of in-
dependence of decisions for different trading periods is followed. However it
may be argued that market dynamics should be accounted for, see for instance
Alvarado (1999), Liu (2006), Giabardo et al. (2010). Under the assumption of
time-independent decisions over time, the maximisation of the sum of the rev-
enues over time is equal to the maximisation of the revenues obtained at each
single k. The optimal bid at the day-ahead market is then
W˜∗k = argmax
W˜k
E{ρk} (14)
Since the first term in Equation (9) is not dependent on the decision on the day-
ahead market, the maximisation of the expected revenues in Equation (14) is
equivalent to themaximisation of the expectation of the regulation costs, which
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are non-positive
W˜∗k = argmax
W˜k
E
{
C(↑/↓)k
}
(15)
The problem in Equation (15) is a variant of the well known linear terminal
loss problem (also called the newsvendor problem), see for instance Raiffa and
Schlaifer (1964), in which the imbalance costs to be borne by the decision maker
are stochastic, asymmetric and piecewise linear. Under the assumption that the
unit up- and down-regulation costs are independent of the power producer’s
imbalance, these stochastic costs can be replaced by certainty equivalents in the
optimisation problem. Assuming that the considered wind power producer is
relatively small, such a simplification seems quite reasonable as the producer is
a price-taker. Nevertheless, it is clear that some variables could influence wind
power production and real-time costs at the same time. This could be the case
of e.g. weather related variables in a relatively small power system. This issue
goes beyond the scope of this article, but it certainly calls for future research in
modelling variables influencing both prices and wind power production.
According to the theory of certainty equivalents, see Raiffa and Schlaifer (1964),
the rational decision maker can determine the optimal decision without tak-
ing into account the whole distribution function of the unit costs. Instead an
equivalent problem is solved, in which the stochastic unit costs are substituted
by certain deterministic functions of the unit costs themselves. It is proved be-
low that maximising C(↑/↓)k in Equation (10) is equivalent to maximising the
expectation of the following function with deterministic unit costs
C
(↑/↓)
k =
{
ψ̂
(↓)
k (Wk − W˜k) Wk ≥ W˜k
ψ̂
(↑)
k (Wk − W˜k) Wk < W˜k
(16)
where ψ̂(↓)k and ψ̂
(↑)
k denote the expected values of the unit regulation costs
ψ
(↓)
k and ψ
(↑)
k . The expectation of the imbalance costs in Equation (10) can be
expanded as
E
{
C(↓/↑)k
}
=
∫ +∞
0
∫ W˜k
0
ψ
(↑)
k (Wk − W˜k)dPWkdPψ(↑)k
+
∫ 0
−∞
∫ W(max)
W˜k
ψ
(↓)
k (Wk − W˜k)dPWkdPψ(↓)k
(17)
where W(max) is the installed capacity of the wind power producer. Still as-
suming independence between the unit regulation costs and wind power pro-
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duction the integrations can be separated so that one gets to
E
{
C(↓/↑)k
}
=
∫ +∞
0
ψ
(↑)
k dPψ(↑)k
∫ W˜k
0
(Wk − W˜k)dPWk
+
∫ 0
−∞
ψ
(↓)
k dPψ(↓)k
∫ W(max)
W˜k
(Wk − W˜k)dPWk
(18)
This is by definition equal to
E
{
C(↓/↑)k
}
=ψ̂
(↑)
k
∫ W˜k
0
(Wk − W˜k)dPWk
+ ψ̂
(↓)
k
∫ W(max)
W˜k
(Wk − W˜k)dPWk
(19)
which is equal to the expected value of the equivalent loss in Equation (16).
The problem of maximising the expectation of the utility in Equation (16) is a
standard linear terminal loss problem, which can then be treated as the general
case in Raiffa and Schlaifer (1964). The proof is omitted here and only the
expression for the Expected Utility Maximisation (EUM) bid is given
W˜∗k = F
−1
Wk
⎛⎝
∣∣∣ψ̂(↓)k ∣∣∣
ψ̂
(↑)
k +
∣∣∣ψ̂(↓)k ∣∣∣
⎞⎠ (20)
where FWk is the cumulative distribution function of the wind power produc-
tion Wk. Therefore, the EUM bid W˜k is a quantile of the distribution of the
stochastic variable Wk corresponding to the probability given by the fraction
r˜∗k =
∣∣∣ψ̂(↓)k ∣∣∣
ψ̂
(↑)
k +
∣∣∣ψ̂(↓)k ∣∣∣ (21)
2.2 Input forecasts to the EUM strategy
From the treatment in Section 2.1 it follows that the determination of the opti-
mal bid requires forecasts of both wind power production and imbalance costs.
As far aswind power production is concerned, a probabilistic forecast is needed,
as the distribution FWk of the generation Wk appears in Equation (20). Here the
non-parametric probabilistic tool described in Pinson (2006) and Pinson and
Kariniotakis (2010) is considered. This tool provides the user with a set of fore-
cast quantiles of the wind power distribution for each trading period. Let us
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Figure 1: Example of probabilistic forecast of production for a wind power
portfolio in Eastern Denmark. The forecast was issued on the pre-
vious day at 11am.
denote the α-quantile of wind power production at time k with qWk(α), such
that
FWk
(
qWk(α)
)
= α (22)
The provided forecasts are then
q̂Wk(α) = E
{
qWk(α)|M,θ,χt
}
(23)
for different values α ∈ [0,1]. The expectation on the right side of Equation (23)
is conditioned on the choice of the model M, on its estimated parameters θ
and on the information χt available at the time t when the forecast is issued.
It holds trivially that t < k. In the example of Nord Pool t might be 11am (one
hour before the deadline for bidding), while k could be any of the hours in the
following day. From now on the condition on the expectation is discarded in
order to lighten the notation. However, the reader should keep this in mind
whenever a forecast is defined. An example of quantile forecast can be seen in
Figure 1. The complete forecast of the function FWk can then be obtained from
the set of forecast quantiles q̂Wk(α) by linear interpolation.
The expected values of the regulation costs ψ̂(↓)k and ψ̂
(↑)
k need to be forecast as
well. Methods for forecasting the day-ahead market price π(S)k , as well as the
unit imbalance costs ψ(↓)k and ψ
(↑)
k , conditioned upon the regulation sign
1, are
1In Jónsson (2012) a given hour is defined as up-regulation hour if ψ(↑)k > 0 and a down-
regulation hour if ψ(↓)k < 0.
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described in Jónsson (2012). The following forecasts are therefore available
π̂
(S)
k = E
{
π
(S)
k
}
(24)
ψ̂
(↓)
k|ψ(↓)k <0
= E
{
ψ
(↓)
k |ψ
(↓)
k < 0
}
(25)
ψ̂
(↑)
k|ψ(↑)k >0
= E
{
ψ
(↑)
k |ψ(↑)k > 0
}
(26)
Jónsson (2012) also presents amethod for estimating conditional posterior prob-
abilities of imbalance in each direction being penalised at any given time k,
defined as
P(↓)k = P
{
ψ
(↓)
k < 0
}
(27)
P(↑)k = P
{
ψ
(↑)
k > 0
}
(28)
From a pure trading perspective this is equivalent to predicting the sign of
the actual imbalance as the trader is indifferent to imbalances he/she is not
penalised for. The models for ψ̂(↓)
k|ψ(↓)k <0
, ψ̂(↑)
k|ψ(↑)k >0
and P̂(↑/↓)k are all conditional
Holt-Winters models with a diurnal seasonality. For the penalty forecasts, the
models are conditioned upon the forecast system load and the forecast spot
price for the area, while the direction probability model is conditioned upon
the forecast wind power penetration (i.e. the ratio between the forecast wind
power production in the whole system and the forecast system load).
An example of forecasts of the regulation signs is shown in Figure 2. It should
be noticed that the two probabilities in the figure do not sum to 1. Indeed, the
probability of no regulation P(0)k might also be positive, and at any time k it
holds
P(↑)k + P
(↓)
k + P
(0)
k = 1 (29)
The expected values ψ̂(↓)k and ψ̂
(↑)
k can then be determined according to the
law of total expectation
ψ̂
(↓)
k = ψ̂
(↓)
k|ψ(↓)k <0
P̂(↓)k + ψ̂
(↓)
k|ψ(↓)k =0
(1− P̂(↓)k ) = ψ̂(↓)k|ψ(↓)k <0
P̂(↓)k (30)
ψ̂
(↑)
k = ψ̂
(↑)
k|ψ(↑)k >0
P̂(↑)k + ψ̂
(↑)
k|ψ(↑)k =0
(1− P̂(↑)k ) = ψ̂(↓)k|ψ(↑)k >0
P̂(↑)k (31)
In the cases when both ψ̂(↓)k and ψ̂
(↑)
k are zero the ratio in Equation (21) is not
defined. In these cases the producer might bid the median, corresponding to
the 0.5 quantile, which maximises the expected market revenues in the general
case where the forecast penalties in the two regulation directions are equal.
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Figure 2: Example of forecast probabilities of up (P̂(↑)) and down (P̂(↓)) reg-
ulation in DK-2.
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Figure 3: Optimal forecast (r˜∗) andmeasured (r) ratios for a wind power port-
folio in DK-2 on a selected day.
Figure 3 plots an example of forecast, r˜∗k , and measured, rk, ratios in Equation
(21) for a power producer in Eastern Denmark participating in Nord Pool. The
resulting bid maximising the expected revenues is shown in Figure 4. As one
can see from the scale employed on the y-axis of the figure, the bid is shown as
a fraction of the total installed capacity. The point forecast, which is currently
the reference for wind power producers participating in day-ahead markets, is
also shown for comparison.
2.3 Testing the EUM bid
This section presents the setup and the results obtained in a test-case simulat-
ing energy trading in Nord Pool. Its aim is to assess the performance of the
- $ % ?   1    %?1      (+(
0 2 4 6 8 10 12 14 16 18 20 220
0.2
0.4
0.6
0.8
1
trading period [h]
po
we
r p
ro
du
ct
io
n
(fr
ac
tio
n o
f in
sta
lle
d c
ap
ac
ity
)
 
 
̂W
˜W ∗
Figure 4: Example of point forecast (Ŵ) and EUM bid (W˜∗) for a wind power
portfolio in DK-2.
EUM bidding strategy compared to the traditional point forecast bidding. Af-
terwards, the main drawbacks of the EUM strategy are discussed, along with
the reasons motivating the introduction of more risk-averse strategies, which
are presented in Section 3.
In this test-case, the DK-2 (Denmark East) market area has been considered
as the geographic location of the wind power plants of a virtual power pro-
ducer. Data and forecast availability motivate the choice of a 10-month period
of simulation, spanning from the 1st March 2008 to the 31st December 2008.
The size of the producer is not defined, and all the results are scaled to its in-
stalled capacity. It is assumed, though, that the producer is a price-taker, i.e.
that changes in its bidding policy do not influence the market. This implies
that its size is small relatively to the total installed capacity in the region.
The data set used consists of measured wind power production, point and
probabilistic forecasts of wind power production, observed regulation costs
and the market forecasts previously described. All data refer to the DK-2
market area and have a temporal resolution of 1 hour. Based on point fore-
casts issued by WPPT, see Nielsen (2002), enf (2011), probabilistic wind power
forecasts are obtained by the method described in Pinson and Kariniotakis
(2010) and Pinson (2006) while market forecasts have been obtained as out-
lined in Jónsson (2012). All observations used are publicly available on 
	
	.
For the sake of performing a realistic test-case, the forecasts of wind power
production, of day-ahead and real-time market prices and of imbalance direc-
tion probabilities used in this study were issued before 11am of the previous
day. Because the day-ahead gate closure at NordPool is noon, these forecasts
are precisely the information available for producers bidding on the day-ahead
(+-      
market.
Table 1 shows the economic results of the wind power producer in both the
cases of point forecast bidding and of EUM bid. The third column represents
the reduction in the imbalance costs in Equation (10) with respect to the case of
point forecast bidding. Imbalance cost reduction is a relevant index for assess-
ing the quality of a bidding strategy for wind power producers. Indeed, there
is a “fatal” part, i.e. which could be achieved no matter how bad a bidding
strategy is employed, that is implicitly included in the total producer profits.
For example, a producer could at least earn its realisedwind power production
times the down-regulation price just by never participating at the day-ahead
market. On the contrary, imbalance costs represent what the wind power pro-
ducer can actually improve by employing a more advanced strategy. Further-
more, the imbalance cost reduction with respect to a reference bid, the point
forecast in this example, provides with an upper bound for performance im-
provement, i.e. the 100% reduction that would be achieved by bidding with
perfect information. The value of imbalance cost reduction in the first row is
trivially 0, while one can notice that the improvement obtained with the EUM
is 2.3%.
Figure 5 shows the subtraction of the cumulative revenues obtained with the
EUM strategy and the cumulative revenues obtained with the point forecast
bid for each trading period in the test-case. The difference in revenues is pos-
itive overall, meaning that the EUM bid is outperforming the point forecast
bid in the long run. On the other hand, the performance of the EUM bid ap-
pears to be rather volatile and characterised by steep drops, for instance around
the 1200th and the 4500th hours in the figure. This suggests that the producer
adopting the EUMstrategy is exposed to the risk of significant losses stemming
from a single contract. It can be shown that the losses are due to inaccurate fore-
casts of the regulation costs or sign. What the EUM aims at is, essentially, to set
the day-ahead market bid on the “safe” side of the decision space, i.e. on the
imbalance direction that will not be penalised at the real-time market and paid
at the day-ahead price π(S)k . As Figure 3 shows, by doing this the optimal ratio
r˜∗k , and therefore the EUM strategy, results in being somewhat “extreme”. In
Table 1: Economic results for the wind power producer in the test-case per-
formed from the 1st March 2008 to the 31st December 2008 with real
market data and forecasts issued for the DK-2 market area.
Strategy
Net revenue Imbalance cost Imbalance cost Price
per installed MW per installed MW reduction per MWh
(AC/MW) (AC/MW) (%) (AC/MWh)
Point forecast 94436.40 4076.51 0.00 54.48
EUM 94529.96 3982.95 2.30 54.54
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Figure 5: Subtraction of the cumulative revenues per installed MW using the
EUM bid and the cumulative revenues using the point forecast. Its
positive value signals an improvement in the performance.
fact, when the forecasts indicate that one regulation direction is far more likely
than another, r˜∗k tends to the extreme values 0 or 1, as shown in the early and
late hours of the day in Figure 3. Figure 4 shows that this yields a bid that is
significantly different from the point forecast during these hours. Generally sit-
uations where the EUM bid is close to the nominal capacity or zero are not rare.
Hence the producer is in the situation of probably having a great imbalance in
the forecast “safe” regulation direction. In the case that the forecasts leading to
r˜∗k are correct, the imbalance is paid at the day-ahead price π
(S)
k , with no loss
for the producer. On the other hand, if the forecast turns out to be incorrect the
producer will have to pay regulation costs for a high amount of energy, result-
ing in one of the significant losses shown in Figure 5. Furthermore, the wind
power producer using the EUM strategy can be expected to incur large imbal-
ances, which are unwanted by the TSO. This casts doubt on the possibility of
using the EUM strategy in practice.
3 Constraining the EUM bid
As an extension to the EUM strategy, a parameter for constraining the bid is
introduced in this section as a way to reduce the expected imbalance level.
There are several motivations for doing this. As Section 2 discussed, the EUM
bid is often quite far from the point forecast. On the other hand market au-
thorities require that the energy bid be representative of the actual (or forecast)
production of a generator. Hence an excessive deviation of the bid from the
expected production could be seen as a way to take advantage of the market
and thus it could be penalised. Secondly, a strategy causing high imbalance
(+&      
levels might influence the price formation mechanism, especially with respect
to the regulation prices. If this happens, the price-taker assumption is violated
and, therefore, the model of the market becomes inconsistent.
As amatter of fact, the point forecast bid is a robust decisionwhen the producer
is seeking to minimise the impact on the system imbalance. Indeed, the point
forecast commonly minimises the expectation of the squared deviation from
the energy production Wk
Ŵk = argmin
x
E
{
(x −Wk)2
}
(32)
It should be pointed out, though, that different criteria could be employed
Bessa et al. (2011). Themost commonly used least-squares criterion only makes
the point forecast optimal in the sense of minimising imbalance volumes (in
squared values), with no economic considerations. Therefore, a compromise
between the EUM bid and the point forecast could reconcile revenue max-
imisation with practical implementability of the strategy, with respect both to
monitoring of the bid by the TSO and to potential violations of the price-taker
assumption. Moreover, seeking a compromise between these two strategies
is intuitively related to the reduction of risk. Indeed, as discussed above, the
EUM strategy is exposed to the risk of large losses under price-forecasting er-
rors. By trying to render the bid less extreme, i.e. closer to the point forecast, the
producer would reduce the amount of regulating power, and therefore losses,
in these cases. This will be illustrated in the test-case in Section 4. Finally,
energy traders are somehow bound to the point forecast, which has tradition-
ally been bid on the day-ahead market and has proved to be reliable over the
years. For this reason it is desirable for an operational strategy not to deviate
too much from it.
The main idea in this section is that the bid should somehow be bounded to
some values around the point forecast. In this way extreme bid values - and
hence extreme losses - are avoided. Constraints can be imposed in the decision
space, so that the bid W˜∗k is limited within a certain interval
[
Wk,Wk
]
. The
mathematical formulation is described in Section 3.1. As an alternative, the
limit can be imposed in the probability space so that the optimal ratio r˜∗k is
limited in a similar interval [rk,rk]. This is introduced in Section 3.2.
3.1 Constraints in the decision space
In this section we propose the determination of the allowed interval for the bid
as a function of the expected value of wind power production Ŵk.
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Figure 6: Point forecast (Ŵ), EUM bid (W˜∗) and allowed interval with con-
straints on the decision space.
The allowed interval of the decision space is centred around the point forecast
Ŵk = E{Wk} (33)
and has radius equal to a certain percentage of this value itself. Two values
for the radius are used in the application case-study, i.e. 10% and 20% of Ŵk.
Naturally the larger the allowed interval the more risk-neutral the strategy. The
suggested bid in this case can be determined as
W˜v,avk =min
{
max
{
W˜∗k ,Ŵk · (1− av)
}
,Ŵk · (1+ av)
}
(34)
where av is to be set to either 0.1 or 0.2. Figures 6a and 6b show the EUM bid
and the point forecast Ŵk along with the allowed intervals with av = 0.1 and
av = 0.2.
3.2 Constraints in the probability space
In the second method proposed here, the ratio r˜∗k in Equation (21) is allowed to
span a certain interval in the probability space. This interval is centred around
the value of the cumulative distribution at the point forecast Ŵk
r̂k = FWk
(
Ŵk
)
(35)
The radius of the interval is then to be set to a certain fraction of the probability
space. In this work the radii 0.1 and 0.2 are used. The constrained bid can then
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Figure 7: Point forecast (Ŵ), EUM bid (W˜∗) and allowed interval with con-
straints on the probability space.
be determined as
W˜
p,ap
k = FWk
−1 (min{max{r˜∗k , r̂k − ap} , r̂k + ap}) (36)
where ap is to be set to 0.1 or 0.2 according to the desired risk aversion of the
bid. Figures 7a and 7b show the EUM bid and the point forecast Ŵk along with
the allowed intervals with ap = 0.1 and ap = 0.2.
4 Test case results
In this section we discuss the results of a test-case simulating the strategies
presented above in a realistic market situation. The setup of the test-case is
the same as described in Section 2.3. Section 4.1 discusses the performance of
the bidding strategies from the point of view of the producer and its economic
result, while Section 4.2 discusses the implications of the proposed strategies
from a system point of view.
4.1 Economic advantage of the strategies
The main economic results for the power producer are shown in Table 2. This
shows the total revenues of the producer and its imbalance losses per MW of
installed capacity, the percentage reduction in imbalance losses obtained by the
& $   (+.
1000 2000 3000 4000 5000 6000 7000
−200
−100
0
100
200
300
400
trading period [h]
n
e
t c
um
ul
at
iv
e 
re
ve
nu
es
 [E
UR
/M
W
]
(op
tim
al 
qu
an
tile
 − 
po
int
 fo
rec
as
t)
 
 
˜W ∗ ˜W v,0.1
˜W v,0.2
˜W p,0.1
˜W p,0.2
Figure 8: Improvement of the cumulative revenues for the strategies de-
scribed in Sections 2 and 3 with respect to the point forecast bidding
strategy.
strategy compared to the case of point forecast bidding and the average price
per MWh paid to the producer.
As one can see, the constrained strategies introduced in the previous section
produce better results than the plain EUM one. The reduction in imbalance
costs amounts to around 6% when the constraint limit is set to 10% (both in
value and in probability) and to around 8.5% when it is set to 20%. A slightly
better performance is obtained by constraining in value than in probability. As
far as the last column of Table 2 is concerned it should be mentioned that with
perfect information on wind power production the energy would have been
sold at an average price of AC56.83 in the considered period.
The improved profits obtained with these strategies, compared to that of using
the point forecast bidding, are illustrated in Figure 8. Indeed, this figure dis-
plays the difference between the cumulative revenues obtained by using the
EUM strategy and its constrained versions and the revenues obtained by bid-
ding the point forecast. All the cumulative revenues in this plot are expressed
in AC per MW of installed wind power capacity. It can be seen how the EUM
bid (W˜) is the least efficient strategy, apart from the point forecast bidding. The
constrained strategies, besides performing better than the EUM, are also less
exposed to significant isolated losses.
In view of the results above, there is clearly a relationship between range of the
constraint and net revenues. Intuitively, there is also a relationship with risk,
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since as pointed out in Section 3 an increase in the allowed bid range results in
a higher risk of a large imbalance, and therefore a higher risk of large losses. In
principle, the full joint probability distribution of wind power production and
market prices should be employed in order to assess risk quantitatively. An
a posteriori approach is followed here, in that risk is assessed by analysing the
realised standard deviation of the hourly imbalance losses.
Figures 9a and 9b show the imbalance cost reduction obtained in the test-case
as a function of the parameters av and ap. The trend is increasing in both cases
up to a certain value of the parameter (approximately 0.6 and 0.2 for av and
ap respectively). Increasing the constraining parameter further beyond these
critical values results in less profits. This is because the distribution of the
producer’s hourly revenues is bounded on the upper side by π(s)k Wk. By al-
lowing larger deviations from the point forecasts, this maximum value of the
revenues is reached duringmore andmore trading periods. In this way the rate
of growth of the revenues slows down, as fewer trading periods offer possible
improvements. Meanwhile, when forecasts are not perfect the risk of losses
increases. When the critical level of the constraining parameter is reached, the
increased losses exceed the revenue growth, resulting in the negative slopes
on the right sides of Figures 9a and 9b. This decline is only stopped when the
allowed bid interval is large enough to contain the optimal quantiles for all
trading periods, as in the flat part of the curve on the right side of Figure 9b.
At that point the constrained strategy is in practice equal to the original EUM
strategy.
The empirical standard deviation of the hourly imbalance losses is plotted in
Figure 9c and 9d. As one can see in Figure 9d, the EUM strategy (to which
the constrained strategy converges when the constraining parameter ap is just
above 0.6) is the riskiest strategy, since it incurs the highest standard deviation
of hourly losses. Strategies with lower values of the constraining parameters
are subject to lower risk, but the trend is not monotonic all the way down to
the point forecast (achieved with av = ap = 0). The latter strategy would in fact
be very risk-averse in case of equal penalties for up- and down-regulation. In a
realistic case with different penalties, the most risk-averse constrained strategy
is obtained for a value av slightly lower than the one delivering best revenues,
while the value ap that delivers the highest revenues is to a good approxima-
tion the one that is minimising the standard deviation of the losses.
Furthermore, Table 2 and Figures 9a and 9b indicate that the EUM strategy
does not achieve the best performance among the considered strategies in the
simulated market period. One would expect that a 10-month period is long
enough for considering the incidence of isolated losses on the cumulative rev-
enues negligible, so that the EUM strategy achieves the optimal performance.
On the contrary, this study seems to suggest that the EUM strategy is not opti-
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Figure 9: Producer’s imbalance loss reduction and standard deviation in the
test-case as a function of constraining parameter.
mal in practice. Indeed, even from a theoretical point of view the EUM bid is
optimal only under the assumption that probabilistic forecasts of wind power
production and of market prices are correct. In practice, errors in the prob-
abilistic forecasts might cause the loss of optimality that is observable in this
test-case. On the other hand the constrained strategies seem to limit the nega-
tive effects of forecast errors both by reducing the risk of losses stemming from
single hourly-contracts and by achieving a better performance in the long run.
4.2 Interaction with the system
This section sheds some light on the effects of the strategies presented in Sec-
tions 2 and 3 in terms of energy imbalance introduced in the system.
Table 3 shows the simulation results in terms of imbalance direction. The first
three columns show the energy imbalance brought to the system by the wind
producer in the considered 10 months, in total and divided between positive,
i.e. producer being long (second column), and negative imbalance, i.e. pro-
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ducer being short (third column). All the values are expressed in hours of
operation at nominal capacity, i.e. they are obtained by dividing the total en-
ergy imbalance (MWh) over the simulation by the installed capacity (MW). It
can be seen that the more risk-neutral the strategy, the higher the overall en-
ergy imbalance. In this sense, the EUM strategy appears to have an extreme
behaviour, pushing the total imbalance from less than 500 hours of operation,
obtained with the point forecast bid, to over 700 hours. The four constrained
strategies appear to have a limited effect on the overall imbalance. The strate-
gies with tighter bounds (± 10% in value and ± 0.1 in probability) cause only
a negligible increase, while when the ones with the less restrictive bounds (±
20 % in value and ± 0.2 in probability) are used the total imbalance rises by 35
hours at most.
Furthermore, an evaluation of the second and the third columns shows that
generally more advanced strategies tend to bid above the actual production.
This means that the producer is more often short rather than long. In fact,
one can see that the difference between the values in the second and the third
columns, which is almost zero with the point forecast bidding, tends to spread
markedly when other strategies are used. This result might at a first sight look
counterintuitive, since penalties are on average higher for up-regulation than
for down-regulation. Nevertheless other factors, i.e. skewness of wind power
production distribution, have an influence on this. According to expectations,
the prevalence of up-regulation power is more evident when less risk-averse
strategies are used.
The fourth and the fifth columns of Table 3 show the percentage of market
hours during which the producer is long and short respectively. It can be seen
that the variation in number of regulation hours, despite the significant vari-
ation in the imbalance volumes, is at most 1.5%. This indicates that the pro-
posed strategies change the volumes of the energy imbalance but not the gen-
eral trend in the number of up- or down-regulation periods. Finally, the last
two columns show the maximum value of energy imbalance, again expressed
in hours of operation at nominal capacity, during a single hour. Interestingly
only the row corresponding to the EUM bid shows a considerable increase,
which underlines the fact that constraining the EUM bid is an effective method
to limit the maximum value of imbalance.
Table 4 looks at the producer’s imbalance from a different perspective. This
table separates the results for the imbalance into two components: the com-
ponent opposite to the overall system imbalance, which is paid at the day-
ahead market price and is shown in the second and the fourth columns, and
the component in the same direction, which is paid at the day-ahead price mi-
nus the imbalance cost and is shown in the third and fifth columns. While in
the case of the EUM bid the third column shows a significant increase, its val-
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ues are roughly unchanged with the tighter constraints and slightly increased
with the looser ones. In turn, the second column increases by a significant
amount in most cases. These two facts indicate that the increase in energy
imbalance caused by the use of more advanced strategies, which has been dis-
cussed above, actually involves only the direction in which the producer is not
penalised, i.e. the one paid at the day-ahead price. There are two implications
of this. On one hand, part of the energy imbalance is shifted to the opposite di-
rection with respect to the system imbalance (second column in Table 4), thus
contributing to restoring the overall balance – yet on amarginal level due to the
price-taker assumption. In other words, the proposed constrained strategies
are able to better “read” the feedback signal sent by the regulation prices and
adapt to it, thus reducing the system imbalance. On the other hand, the vari-
ation in imbalance could become significant if the proposed strategies become
common practice for producers. As a result, this could influence the formation
of the regulation prices as well as possibly change the direction of the system
imbalance. While it has been shown that the trading behaviour of wind power
producers is capable of affecting day-ahead prices at NordPool even at the cur-
rent level of market penetration, see Jónsson et al. (2010a,b), the relationship
with the real-time market penalties, which are the quantities that ultimately
determine the optimal bid in Equation (20), has not been investigated yet. In
the event that the trading strategies presented above become common prac-
tice, they might influence the real-time penalties and no longer be optimal, and
could possibly destabilise the system. Then, the market power of wind power
producers should be accounted for if efficient bidding strategies are to be de-
signed for producers with a large total capacity or for combined producers.
This can be achieved by modelling energy markets as closed-loop systems, see
for instance Liu (2006), Giabardo et al. (2010).
5 Conclusions
In this work, the optimal quantile strategy for trading wind power in liber-
alised energy market is revisited. It is shown that this strategy maximises the
expected value of the market revenues (utility), under the assumption that the
wind power producer is a price-taker, i.e. its market strategy is not capable
of influencing price formation. The use of the Expected Utility Maximisation
(EUM) strategy in practice requires probabilistic forecasts of wind power pro-
duction, point forecasts of day-ahead and real-time market prices and of the
imbalance sign probabilities. All these forecasts can be provided by state-of-
the-art forecasting techniques.
An evaluation of the EUM strategy in a realistic test-case in Nord Pool high-
lights both its improved performance and its risk-neutral nature. The former
(,-      
Table 2: Economic results for the wind power producer in the test-case.
Strategy Net revenue Imbalance cost Imbalance cost Priceper installed MW per installed MW reduction per MWh
(AC/MW) (AC/MW) (%) (AC/MWh)
Point forecast 94436.40 4076.51 0.00 54.48
EUM 94529.96 3982.95 2.30 54.54
Constrained (±10% value) 94684.18 3828.74 6.08 54.63
Constrained (±20% value) 94784.27 3728.64 8.53 54.68
Constrained (±10% probability) 94670.78 3842.13 5.75 54.62
Constrained (±20% probability) 94768.55 3744.37 8.15 54.67
Table 3: Energy imbalance of the wind power producer in the test-case.
Strategy Energy imbalance (h) Imbalance hours (%) Max value (h/h)Total > 0 < 0 > 0 < 0 > 0 < 0
Point forecast 484.92 235.94 248.98 45.45 54.47 0.54 0.70
EUM 755.29 269.93 485.35 46.28 53.72 0.66 0.89
Constrained (±10% value) 495.91 236.48 259.43 44.26 55.73 0.56 0.68
Constrained (±20% value) 519.70 244.82 274.88 44.06 55.91 0.58 0.68
Constrained (±10% probability) 488.94 237.82 251.12 46.09 53.91 0.57 0.68
Constrained (±20% probability) 514.62 245.98 268.64 46.60 53.40 0.59 0.68
Table 4: Energy imbalance of the wind power producer in the test-case.
Strategy Energy imbalance (h) Imbalance hours (%)Total Day-Ahead price Penalty Day-Ahead price Penalty
Point forecast 484.92 277.71 207.21 62.81 37.19
EUM 755.29 498.66 256.62 65.14 34.86
Constrained (±10% value) 495.91 286.72 209.19 63.16 36.84
Constrained (±20% value) 519.70 304.85 214.85 63.59 36.41
Constrained (±10% probability) 488.94 281.93 207.00 62.72 37.28
Constrained (±20% probability) 514.62 301.74 212.87 63.39 36.61
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is underlined by a 2.3% reduction of the imbalance costs. As far as the latter is
concerned, the test-case shows that this strategy is exposed to a number of sig-
nificant losses that take place in short periods of time. These losses are caused
by the use of inaccurate forecasts which cause the bid to differ significantly
from the actual wind power production.
Constraining of the bid is then introduced in two different versions: with con-
straints in the decision space and in the probability space. The main idea is that
bounding the bid to a certain interval around the point forecast can help reduce
the distance of the bid from the actual wind power production. This heuristic
can solve some issues, associated with the control of market authorities of the
producer’s bid as well as with its influence on the price formation mechanism.
Indeed, constrained strategies generally reduce the imbalance introduced by
the wind power producer in the system, thus lowering the potential impact on
real-time prices and the sub-optimality of the strategy in a price-maker mar-
ket environment. Moreover, the risk of incurring high regulation costs is also
reduced by using constrained strategies.
Furthermore, the test-case is extended in order to assess the performance of the
constrained strategies. The results of the simulation show that the constrained
strategies outperform both the point forecast and the EUM strategies. The lat-
ter fact shows that constraining the EUM bid is also an effective way for reduc-
ing the impact of forecast errors on long-term revenues. At a second stage in
the test-case, the interactions between a producer employing this strategy and
the overall system are analysed. It is shown that only the EUM bid causes a
significant increase in the total energy imbalance compared to the point fore-
cast bid. The constrained strategies increase the amount of regulated energy at
most by about 10% in the case of less restrictive bounds, while the increase is
negligible when the strategies with tighter bounds are adopted. Moreover, it is
pointed out that this increase in the regulated power involves only the compo-
nent in the opposite direction compared to the overall system imbalance. As a
result, the constrained strategies might be able to reduce the overall imbalance,
thus marginally benefiting the system, at least as long as they do not become
common practice.
We underline that the obtained results hold as long as the wind power pro-
ducer does not own a significant share of the overall production capacity. When
this hypothesis is not true, the power producer cannot be considered a price-
taker. It is expected that in this case the performance of the proposed strate-
gies decreases. In addition, the assertion that these strategies may be bene-
ficial to the system by reducing the overall imbalance might prove incorrect.
This is because such a large producer -or many smaller producers using the
same bidding policy- might change the direction of the system imbalance, thus
contributing positively to it rather than reducing it. For these reasons, an in-
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teresting future development of this work could be to study the relationship
between the bid of a large wind power producer and the formation of the reg-
ulation prices in the real-time market. This could then lead to the formulation
of optimal bidding strategies of practical use for large wind power producers,
as well as more stable from a system point of view.
Similarly, modelling explanatory variables influencing wind power production
and energy market prices at the same time is of clear interest for future re-
search. This would account for the situation where a high penetration of wind
power in the system is able to influence the prices, although the considered
wind power producer is too small to have any sort of market power on its
own.
Besides, trading on the intra-day market could also be included in the prob-
lem under the assumption of sufficient liquidity of this market. As shown in
Morales et al. (2010), this trading floor gives market participants further possi-
bilities for reducing the risk of losses. Indeed, producers can employ forecasts
with a shorter lead-time (typically one hour) with clear advantages in terms
of accuracy. Therefore, an assessment of the advantages both for the produc-
ers and the system obtained by increasing the liquidity of balancing markets
would be particularly interesting.
Finally, another direction for further research could be to account for the dy-
namic aspects of the market. In this way the assumption of independence of
decisions in different trading periods would be overcome. The dynamic view
of the market could include, for instance, modelling competition among pro-
ducers as well as the market participation of mixed portfolios. In the latter case
a typical situation could be the coupling of wind power with hydro power or
energy storage, both ofwhich allow for shifts in the trade of power between dif-
ferent trading periods. This research could lead to the determination of more
advanced bidding strategies in competitive market environments, possibly for
producers with a diversified portfolio of energy sources.
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Nomenclature
Main symbols:
ρk Wind power producer revenues at trading period k
Wk Wind power production at trading period k
πk Market price at trading period k
Ck Negative wind power producer revenues due to imbalance at
trading period k
ψk Unit regulation costs for positive and negative imbalances at
trading period k
W(max) Installed wind power capacity
rk Quantile of wind power distribution at trading period k
Pk Probability of imbalance direction at trading period k
av Parameter determining the width of the bound to the optimal
bid in the decision space
ap Parameter determining the width of the bound to the optimal
bid in the probability space
Superscripts:
(S) Referring to the day-ahead market
(↑/↓) Referring to the real-time market
(↑) Referring to up-regulation in the real-time market
(↓) Referring to down-regulation in the real-time market
∗ Optimal˜ Contracted at the day-ahead market̂ Forecast
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1 Introduction
The recent year’s tremendous growth in installed wind power generation ca-
pacity worldwide has fuelled growing interest in how electricity generated by
these plants is best offered to the market. A pioneer work on the topic is pre-
sented in Bremnes (2004) which shows analytically that the optimal bid for a
wind energy producer in the day-ahead market is a particular quantile of a
predictive generation density. Building further on these findings, the authors
of this report present in Zugno et al. (2012) a case study where trading of wind
power, entirely based on forecasts, during a 10 month period is simulated.
The biggest limitation of the strategy presented in Zugno et al. (2012) is that it
only yields an optimal bid as long as the quantity traded is small enough not to
affect the market outcome in any way. As soon as the strategy is adopted for a
price making quantity, the deviations from the point forecast can act to increase
the probability of deviations in that direction being penalised. Thus the effects
of the strategy risk becoming exactly the opposite of what is intended. This
situation can be the result of either a single price making producer adopting
the strategy or prompted a collective adaptation of the strategy by a number of
wind power producers (given that their production at any given time is highly
correlated). Even though both of these scenarios have the same effect, the ap-
propriate countermeasures are most likely different. Whereas a single price
making producer has to explicitly consider the full extent of the feedback his
actions create on the market, a small producer can still take advantage of the
fact that the market is indifferent to his individual actions. His main concerns
are therefore to add the knowledge that other small producers are also strate-
gic in their bidding, e.g. by taking a more game theoretical approach to his
bidding.
The strategy presented in Zugno et al. (2012) also pays no explicit regard to
the risk involved. The hours of severe losses are merely avoided by restricting
the deviation from the point forecast either in terms of percentage of the point
forecast or in terms of probability. These constraints on the bid are imposed by
the TSO although howmuch deviation would be accepted is not clear. The rea-
soning for regarding this choice as sufficient consideration for risk is twofold.
Firstly, most likely will any popular restriction of the variance of the revenue
would lead to larger deviations from the point forecast than allowed by the
TSO. Secondly, the revenue risk is only relevant on a quarterly or annual basis
and due to the many independent decisions made within one year (8760 on a
non-leap year to be exact) that maximising expectations is sufficient.
Generally speaking however the need for some risk awareness is undisputed
since applying the optimal quantile strategy directly without restrictions yields
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several hours of excessive losses during the test period in Zugno et al. (2012).
Then due to the fact that the producers are only subject to downside risk these
losses are not countered by huge gains. Moreover, even though the practi-
cal constraints seem to be sufficient in the case study there exist (in theory at
least) scenarios where a producer might suffer large losses despite the afore-
mentioned restrictions. This is because putting a limit on the deviation from
the point forecast only addresses the part of the risk that arises from the uncer-
tain production and not the part that is owed to the volatility of the regulation
prices/penalties. In other words the possibility of a large loss arising from a
small deviation times a large penalty is not addressed by the restrictions in
Zugno et al. (2012). Thus excessive losses could be suffered e.g. in a more
volatile market/period than the one considered in Zugno et al. (2012). This
aside, the market feedback from a price maker’s decisions might prompt an in-
creased risk of excessive losses despite retaining the bid within a certain limit
from the point forecast and market circumstances being similar to that in the
previously mentioned case study. So in summary, the incorporation of a more
comprehensive risk measure in the bidding strategy would strengthen the the-
oretical grounds for the strategy already developed and contribute to a more
seamless adoption to other markets and extensions.
The aim of this report is to derive and analyse the methods for wind power
trading which account for risk and are applicable for a price maker in the mar-
ket. At first the general formulation of the risk averse bidding problem is de-
rived analytically and the effect of the price taker assumption discussed. Simi-
lar to Morales et al. (2010) and Dent et al. (2011), the risk criteria considered is
the Conditional Value-at-Risk (CVaR). Afterwards, an operational formulation
of the problem in a stochastic programming framework is obtained and the
generation of the scenarios necessary for solving it informally discussed. Fi-
nally the characteristics of such a strategy are demonstrated through a small
case study and the resulting bids compared to the bids found by the strat-
egy in Zugno et al. (2012). Readers of this report are assumed to have basic
knowledge about the general functionalities of Nord Pool’s markets and about
strategic bidding of wind power. A more comprehensive introduction to these
aspects is given in Zugno et al. (2012).
2 Being a Price Maker
Before going any further, spending a few words on what being a price maker
or a price taker involves and why the concepts are relevant in the context of
this report is in order. In a perfect competitive market, all participants are price
takers since the do not affect the market outcome in any way by the actions.
A price maker in a particular market on the other hand can influence the price
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on the market it is involved in by its trades. Since the potential influence on
the market is owed (in this case) to a prominent share in the electricity supply
the actual market power of a producer may vary both between the markets
he’s active on and might also be not constant in time. More precisely a wind
power producer1 with a production capacity that is large enough to affect the
spot price in a single price area (say DK-1)may loose some of his impact during
hours when there is no congestion on the transmission lines to the surrounding
areas.
Furthermore, a producer’s impact may change from being on the supply side
in one market to being on the demand side in another. On the spot market
though, it is clear that it is the volume bid to the market that affects the price
as it is indeed that volume that enters the supply function and shifts it to the
right. The same wind power producer and his actions on the spot market is a
source for demand on the regulation market. That is their imbalances are what
prompts the demand for regulation power. However at the same time this very
same wind power affects the supply of regulating power indirectly as it has the
ability to push less cost efficient yet flexible power generators to the right of
the equilibrium price. So the impact on opposite sides of the supply/demand
might act as counterbalancing to some extent. This is the case as long as the
wind power producer can’t be a direct supplier of regulating power. Finally
it is important to realise that the market power of a particular collection of
wind turbines is not the same on the spot market and the regulation market
even in situations where the spot price is unique for the area in question. This
is because the different parties are involved in the different markets (e.g. not
everybody need to regulate).
So in conclusion, abandoning the price taker assumption prompts that the fol-
lowing relationships need to be accounted for:
• The impact of the bid quantity (W˜k) on the spot price (π(S)k ) and the reg-
ulation price (π(↑/↓)k )/penalty (ψ
(↑/↓)
k )
• The impact of the price maker’s imbalance (Wk − W˜k) on the regulation
price/penalty through the demand for regulating power
• The impact of the pricemaker’s imbalance on the regulation price/penalty
through impact on the supply of regulating power
This aside, the regulation prices/penalties are known to be dependent on the
spot prices. Now assuming that all the mentioned variables actually impact
the prices the spot price should be written as a function of the bid wind power,
π
(S)
k (W˜k), and the regulation prices/penalties as a function of the bid wind, the
1or an aggregation of a number of producers with highly correlated production/behaviour
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producedwind power and the spot price π(↑/↓)k (W˜,Wk,π
(S)
k )/ π
(↑/↓)
k (W˜,Wk,π
(S)
k ).
Obviously, it has to be investigated whether accounting for all these relation-
ships is necessary but for the time being we will assume that to be the case.
3 Problem Formulation
In this report we continue along the lines of Zugno et al. (2012) and consider
the bidding decision to be taken for each hour individually. This is in con-
trast to the formulations of Morales et al. (2010) and Dent et al. (2011) which
consider all 24 bidding decisions for the upcoming day simultaneously. A fur-
ther discussion on the differences between those two approaches in theory and
practise is given in the final section of this report. In this section analytical
expressions for the expected revenue and the CVaR are derived to the extent
possible. The formulation presented here is mainly adopted from Rockafellar
and Uryasev (2000, 2002), Schultz and Tiedemann (2006), Chen et al. (2009).
As shown in Zugno et al. (2012) the revenue ρk for hour k can be written in the
following ways:
ρk = π
(S)
k W˜k
+ I{Wk > W˜k}(Wk − W˜k)π(↓)k + I{Wk < W˜k}(Wk − W˜k)π
(↑)
k
= π
(S)
k Wk + (W˜k − Wk)π
(S)
k
+ I{Wk > W˜k}(Wk − W˜k)π(↓)k + I{Wk < W˜k}(Wk − W˜k)π
(↑)
k
= π
(S)
k Wk
− I{Wk > W˜k}(Wk − W˜k) (π(S)k − π
(↓)
k )︸ ︷︷ ︸
ψ
(↓)
k
+I{Wk < W˜k}(Wk − W˜k) (π(↑)k − π
(S)
k )︸ ︷︷ ︸
ψ
(↑)
k
.
(1)
Same place it is shown that a risk neutral producer is interested in the bid, W˜k that
maximises its expected revenues, i.e.
W˜(∗)k = argmax
W˜k
E[ρk|W˜k] (2)
which is shown to be equivalent to solving
W˜(∗)t = argmax
W˜t
E
[
C(↑/↓)t
]
(3)
where
C(↑/↓)t = I{Wk < W˜k}(Wk − W˜k)ψ(↑) − I{Wk > W˜k}(Wk − W˜k)ψ(↓)k (4)
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if the market is unaffected by the producer’s actions, i.e it is price taker.
Taking the expectation of Eq. (1) yields either
E[ρk|W˜k] = E[Wkπ(S)|W˜k]
−E[I{Wk > W˜k}(Wk − W˜k)(π(S)k − π
(↓)
k )|W˜k]
+E[I{Wk < W˜k}(Wk − W˜k)(π(↑)k − π
(S)
k )|W˜k]
=
∫ W (max)
0
WkdPW
∫ ∞
π(S)=−∞
π
(S)
k (W˜)dPπ(S)
−
∫ ∞
π(S)=−∞
∫ W (max)
Wk=W˜
∫ ∞
ψ(↓)=0
[Wk − W˜k]ψ(↓)(W˜k,Wk,π(S)k )dPψ(↓)dPWdPπ(S)
+
∫ ∞
π(S)=−∞
∫ W˜
Wk=0
∫ ∞
ψ(↑)=0
[Wk − W˜k]ψ(↑)(W˜,Wk,π(S)k )dPψ(↑)dPWdPπ(S)
(5)
or
E[ρk|W˜k] = E[W˜kπ(S)k |W˜k]
+E[I{Wk > W˜k}(Wk − W˜k)π(↓)|W˜k]
+E[I{Wk < W˜k}(Wk − W˜k)π(↑)|W˜k]
= W˜k
∫ ∞
π(S)=−∞
π
(S)
k (W˜)dPπ(S)
+
∫ ∞
π(S)=−∞
∫ W (max)
Wk=W˜
∫ π(S)
π(↓)=−∞
[Wk − W˜k]π(↓)k (W˜k,Wk,π
(S)
k )dPπ(↓)dPWdPπ(S)
+
∫ ∞
π(S)=−∞
∫ W˜
Wk=0
∫ ∞
π(↑)=π(S)
[Wk − W˜k]π(↑)k (W˜,Wk,π
(S)
k )dPπ(↑)dPWdPπ(S)
(6)
where in both equations, dPx = f (x)dx where in turn f (x) is the probability density
function (PDF) of x. In order to ease the notation in the following, π(S)k (W˜) will be
written as π(S)k . Likewise we will note π
(↑/↓)
k (W˜,Wk,π
(S)
k ) and ψ
(↑/↓)
k (W˜,Wk,π
(S)
k ) as
π
(↑/↓)
k and ψ
(↑/↓)
k respectively.
In Eq. 5 the expectations in the first term can be separated without loss of generality.
This is because the wind power actually produced has no impact on the prices. Instead,
any correlation between Wk and π
(S)
k can be explained by the correlation between W˜k
and π(S)k . The remaining terms are however inseparable in the general setting. Only
if the producer is a price taker, the triple integrals can be separated into a wind power
part and a price part as shown in Zugno et al. (2012). Between the formulations in
Eqs. (5) and (6) the former has the appeal in the price taker case that the term for the
spot market can be omitted in the optimisation making it a maximisation of the (non-
positive) imbalance costs instead of the revenue. When the price taker assumption is
abandoned however, the contribution from the spot market has to be considered as
well. This in turn makes the choice between the two formulations less obvious.
2   6  (..
A producer who is not completely risk neutral and characterises his risk in terms of
CVaR seeks a solution to
W˜(∗)t = argmax
W˜t
{
E
[
C(↑/↓)t
]
+ λCVaRα
[
C(↑/↓)t
]}
(7)
or similarly in terms of the revenue as:
W˜(∗)t = argmax
W˜t
{E [ρt] + λCVaRα [ρt ]} (8)
where in both cases CVaRα[·] is the expected cost/revenue given that it deceeds the
α-quantile (α is in the lower tail) of the cost/revenue and λ, 0 ≤ λ ≤ 1, is a parameter
indicating the risk attitude of the producer.
Generally the CVaR-term on for a confidence level α (with α in the left tail) is defined as
CVaRα (X) = ηα − 1
α
E [max{(ηα − X) ,0}] (9)
where ηα is the α-Value-at-Risk (VaRα) or
ηα = F−1X (α) (10)
where FX (·) is the cumulative density function (CDF) of X.
If the prices and thereby the penalties are fixed we find that the CDF of the imbalance
costs can be found as
FC (x) = P
[
C(↑/↓) ≤ x
]
= P
[
ψ(↑)
(
W − W˜
)
I
{
W < W˜
}
− ψ(↓)
(
W − W˜
)
I
{
W > W˜
}
≤ x
]
= P
[
W < W˜ ∩ ψ(↑)
(
W − W˜
)
≤ x
]
+P
[
W > W˜ ∩−ψ(↓)
(
W − W˜
)
≤ x
]
= P
[
W ≤ W˜ + x
ψ(↑)
]
+P
[
W ≥ W˜ − x
ψ(↓)
]
= FW
(
W˜ +
x
ψ(↑)
)
+ 1− FW
(
W˜ − x
ψ(↓)
)
(11)
which yields a PDF
fC (x) =
∂
∂x
FC (x) =
1
ψ(↑)
fw
(
x
ψ(↑)
+ W˜
)
+
1
ψ(↓)
fw
(
− x
ψ(↓)
+ W˜
)
(12)
and thus
E
[
max
{(
ηα − C(↑/↓)
)
,0
}]
=
1
ψ(↑)
∫ ηα
−∞
(ηα − c) fw
(
c
ψ(↑)
+ W˜
)
dc
+
1
ψ(↓)
∫ ηα
−∞
(ηα − c) fw
(
− c
ψ(↓)
+ W˜
)
dc.
(13)
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Now let
c = ψ(↑)min
{
W − W˜,0
}
− ψ(↓)max
{
W − W˜,0
}
dc =
[
ψ(↑) I{W˜ > W} − ψ(↓) I{W˜ < W}
]
dw
and obtain
E
[
max
{(
ηα − C(↑/↓)
)
,0
}]
=
ψ(↑) I{W˜ > W} − ψ(↓) I{W˜ < W}
ψ(↑)
·
[∫ ∞
−∞
max
{(
ηα − ψ(↑)min
{
W − W˜,0
}
+ ψ(↓)max
{
W − W˜,0
})
,0
}
· fw
⎛⎝ψ(↑)min
{
W − W˜,0
}
− ψ(↓)max
{
W − W˜,0
}
ψ(↑)
+ W˜
⎞⎠dw]
+
ψ(↑) I{W˜ > W} − ψ(↓) I{W˜ < W}
ψ(↓)
·
[∫ ∞
−∞
max
{(
ηα − ψ(↑)min
{
W − W˜,0
}
+ ψ(↓)max
{
W − W˜,0
})
,0
}
· fw
⎛⎝−ψ(↑)min
{
W − W˜,0
}
− ψ(↓)max
{
W − W˜,0
}
ψ(↓)
+ W˜
⎞⎠dw]
=
1
ψ(↑)
[
ψ(↑)
∫ ηα+ψ(↑)W˜
ψ(↑)
0
(
ηα − ψ(↑)
(
W − W˜
))
fw
⎛⎝ψ(↑)
(
W − W˜
)
ψ(↑)
+ W˜
⎞⎠dw
+ ψ(↓)
∫ W (max)
ψ(↓)W˜−ηα
ψ(↓)
(
ηα + ψ
(↓)(W − W˜)) fw
⎛⎝−ψ(↓)
(
W − W˜
)
ψ(↑)
+ W˜
⎞⎠dw]
+
1
ψ(↓)
[
ψ(↑)
∫ ηα+ψ(↑)W˜
ψ(↑)
0
(
ηα − ψ(↑)
(
W − W˜
))
fw
⎛⎝ψ(↑)
(
W − W˜
)
ψ(↓)
+ W˜
⎞⎠dw
+ ψ(↓)
∫ W (max)
ψ(↓)W˜−ηα
ψ(↓)
(
ηα + ψ
(↓)(W − W˜)) fw
⎛⎝−ψ(↓)
(
W − W˜
)
ψ(↓)
+ W˜
⎞⎠dw]
(14)
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=
∫ ηα+ψ(↑)W˜
ψ(↑)
0
[(
ηα − ψ(↑)
(
W − W˜
))
·
(
fw (W) +
ψ(↑)
ψ(↓)
fw
(
W˜ − ψ
(↑)
ψ(↓)
(
W − W˜
)))]
dw
+
∫ W (max)
ψ(↓)W˜−ηα
ψ(↓)
[(
ηα + ψ
(↓)(W − W˜)) ·
(
ψ(↓)
ψ(↑)
fw
(
W˜ − ψ
(↓)
ψ(↑)
(
W − W˜
))
+ fw (W)
)]
dw.
(14, cont)
Similarly for ρ we get
Fρ (x) = P [ρ ≤ x]
= P
[
W < W˜ & π(S)W˜ + π(↑)
(
W − W˜
)
≤ x
]
+P
[
W > W˜ & π(S)W˜ + π(↓)
(
W − W˜
)
≤ x
]
= P
[
W ≤ x
π(↑)
+ W˜
(
1− π
(S)
π(↑)
)]
+P
[
W˜ ≤ W ≤ x
π(↓)
+ W˜
(
1− π
(S)
π(↓)
)]
= FW
(
x
π(↑)
+ W˜
(
1− π
(S)
π(↑)
))
+ FW
(
x
π(↓)
+ W˜
(
1− π
(S)
π(↓)
))
− FW
(
W˜
)
(15)
thus yielding
fρ (x) =
∂
∂x
Fρ (x)
=
1
π(↑)
fW
(
x
π(↑)
+ W˜
(
1− π
(S)
π(↑)
))
+
1
π(↓)
fW
(
x
π(↓)
+ W˜
(
1− π
(S)
π(↓)
)) (16)
which in turn renders
E [max{(ηα − ρ) ,0}] = 1
π(↑)
∫ ηα
−∞
(ηα − r) fw
(
r
π(↑)
+ W˜
(
1− π
(S)
π(↑)
))
dr
+
1
π(↓)
∫ ηα
−∞
(ηα − r) fw
(
r
π(↓)
+ W˜
(
1− π
(S)
π(↓)
))
dr.
(17)
Following the same procedure as before and let
r = π(S)W˜ + π(↑)min
{
W − W˜,0
}
+ π(↓)max
{
W − W˜,0
}
dr =
[
ψ(↑) I
{
W˜ > W
}
− ψ(↓) I
{
W˜ < W
}]
dw
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and thereby obtain
E [max{(ηα − ρ) ,0}]
=
ψ(↑) I
{
W˜ > W
}
− ψ(↓) I
{
W˜ < W
}
π(↑)
·
[∫ ∞
−∞
max
{(
ηα − π(S)W˜ − π(↑)min
{
W − W˜,0
}
− π(↓)max
{
W − W˜,0
})
,0
}
· fw
(
π(S)W˜ + π(↑)min
{
W − W˜,0
}
+ π(↓)max
{
W − W˜,0
}
π(↑)
+ W˜
(
1− π
(S)
π(↑)
))
dw
]
+
ψ(↑) I
{
W˜ > W
}
− ψ(↓) I
{
W˜ < W
}
π(↓)
·
[∫ ∞
−∞
max
{(
ηα − π(S)W˜ − π(↑)min
{
W − W˜,0
}
− π(↓)max
{
W − W˜,0
})
,0
}
·
· fw
(
π(S)W˜ + π(↑)min
{
W − W˜,0
}
+ π(↓)max
{
W − W˜,0
}
π(↓)
+ W˜
(
1− π
(S)
π(↓)
))
dw
]
=
∫ ηα+W˜(π(↑)−π(S))
π(↑)
0
[(
ηα − π(S)W˜ − π(↑)
(
W − W˜
))
·
(
ψ(↑)
π(↑)
fw (W) +
ψ(↑)
π(↓)
fw
(
W˜ +
π(↑)
π(↓)
(
W − W˜
)))]
dw
+
∫ W (max)
ηα−W˜(π(S)−π(↓))
π(↓)
[(
ηα − π(S)W˜ − π(↓)
(
W − W˜
))
·
(
ψ(↓)
π(↑)
fw
(
W˜ +
π(↓)
π(↑)
(
W − W˜
))
+
ψ(↓)
π(↓)
fw (W)
)]
dw.
(18)
Considering the prices to be fixed, as is done in Eqs. (14) and (18), allows for a closed
form solution of the problem to be obtained (Dent et al. (2011)). The prices are however
stochastic and as shown below the price expectation integrals can not be separated from
the wind expectation integral. Thus the certainty equivalence principle does not apply
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anymore. With stochastic prices, Eq. (14) & (18) become
E
[
max
{(
ηα (ψ)− C(↑/↓)
)
,0
}]
=
∫ ∞
0
∫ ∞
0
∫ ηα (ψ)+ψ(↑)W˜
ψ(↑)
0
(
ηα (ψ)− ψ(↑)
(
W − W˜
))
·
(
fw (W) +
ψ(↑)
ψ(↓)
fw
(
W˜ − ψ
(↑)
ψ(↓)
(
W − W˜
)))
fψ(ψ)dwdψ
+
∫ ∞
0
∫ ∞
0
∫ W (max)
ψ(↓)W˜−ηα(ψ)
ψ(↓)
(
ηα (ψ) + ψ
(↓)(W − W˜))
·
(
ψ(↓)
ψ(↑)
fw
(
W˜ − ψ
(↓)
ψ(↑)
(
W − W˜
))
+ fw (W)
)
fψ(ψ)dwdψ.
(19)
and
E [max{(ηα (π)− ρ) ,0}]
=
∫ ∞
−∞
∫ ∞
π(S)
∫ π(S)
−∞
∫ ηα (π)+W˜(π(↑)−π(S))
π(↑)
0
(
ηα (π)− π(S)W˜ − π(↑)
(
W − W˜
))
·
(
ψ(↑)
π(↑)
fw (W) +
ψ(↑)
π(↓)
fw
(
W˜ +
π(↑)
π(↓)
(
W − W˜
)))
fπ(π)dwdπ
+
∫ ∞
−∞
∫ ∞
π(S)
∫ π(S)
−∞
∫ W (max)
ηα (π)−W˜(π(S)−π(↓))
π(↓)
(
ηα (π)− π(S)W˜ − π(↓)
(
W − W˜
))
·
(
ψ(↓)
π(↑)
fw
(
W˜ +
π(↓)
π(↑)
(
W − W˜
))
+
ψ(↓)
π(↓)
fw (W)
)
fπ(π)dwdπ
(20)
respectively where
ψ =
[
ψ(↓) ψ(↑)
]
π =
[
π(↓) π(↑) π(S)
]
are multivariate stochastic variables with the appropriate covariance structure.
What is still missing in the expressions are the formulations of ηα(·) in terms of the wind
and the price/penalty variables. Assuming that both the penalty and the imbalance had
a parametric distribution and were independent of each other an analytical expression
for the variance of the cost can be found ( in terms of ψ(↑/↓)) as
V
[
ψ(W − W˜)
]
=V [ψ]
(
E
[
(W − W˜)
])2
+V
[
(W − W˜)
]
(E [ψ])2
+V [ψ]V
[
(W − W˜)
] (21)
from which ηα could be derived. The distribution of W is however known to be best
characterised by non-parametric techniques and the same probably goes for the imbal-
ance penalties/prices (although probably nothing should be ruled out in this regard).
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More importantly though ψ(↑/↓) and (W − W˜) are not necessarily independent. Even
though ηα could be found with the help of Eq. (21), an analytical solution to the optimi-
sation problem would be hard, if not impossible, to obtain. Thus a discrete formulation
of the problem using scenarios of the cost is probably a more likely road to success.
4 Operational Risk-Averse Bidding
4.1 Bidding as a Price Taker
Now assume that a set of N cost/revenue scenarios, ζs, s ∈ S , is available and that they
are ordered such that ζ1 < ζ2 < . . .< ζN . Then by defining the index kα such that
kα
∑
k=1
pk ≤ α <
kα+1
∑
k=1
pk,
where ps is the probability of scenario s, the mean-risk bidding optimisation problem
can be written as
W˜(∗)t = argmax
W˜t
{
(1− λ)E
[
ζ(W˜)
]
+ λCVaRα
[
ζ(W˜)
]}
= argmax
W˜t
{
(1− λ)∑
s∈S
psζs(W˜)
+ λ
(
ηα(W˜)− 1
α
[
kα
∑
k=1
pkζk(W˜) +
(
N
∑
k=kα+1
pk − (1− α)
)
ζkα(W˜)
])} (22)
where, depending on whether the objective is formulated in terms of cost or revenue,
ζs(W˜) is either defined as
ζs(W˜) = I
{
Ws > W˜
}
(Ws − W˜)ψ(↓)s + I
{
Ws < W˜
}
(Ws − W˜)ψ(↑)s (23)
or
ζs(W˜) = π
(S)
s W˜s + I
{
Ws > W˜
}
(Ws − W˜)π(↓)s + I
{
Ws < W˜
}
(Ws − W˜)π(↑)s (24)
respectively. As before ηα(W˜) is the α-VaR or
ηα(W˜) = VaRα(W˜) = F−1
ζ(W˜)
(α)
Finally the producer’s risk attitude is characterised by the parameter λ, 0 ≤ λ ≤ 1,
which takes the value 0 for the completely risk-neutral producer and the value 1 for
total risk-aversion.
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Now rewrite Eq. (22) as
W˜(∗)t = argmax
W˜
{
(1− λ)∑
s∈S
psζs(W˜) + λ
(
ηα(W˜)− 1
α ∑s∈S
psξs(W˜)
)}
(25)
s.t. ξs(W˜) ≥ ηα(W˜)− ζs(W˜) (26)
ξs(W˜) ≥ 0 (27)
and introduce two auxiliary variables
ΔW(↑)s (W˜)≤ Ws − W˜ (28)
ΔW(↓)s (W˜)≤ W˜ − Ws (29)
ΔW(↑)s (W˜),ΔW
(↓)
s (W˜)≤ 0. (30)
Consequently Eq. (23) & (24) can be written as
ζs(W˜) = ΔW
(↓)
s (W˜)ψ
(↓)
s + ΔW
(↑)
s (W˜)ψ
(↑)
s (31)
and
ζs(W˜) = π
(S)
s W˜ + ΔW
(↓)
s (W˜)π
(↓)
s + ΔW
(↑)
s (W˜)π
(↑)
s
= π
(S)
s Ws + ΔW
(↓)
s (W˜)ψ
(↓)
s + ΔW
(↑)
s (W˜)ψ
(↑)
s
(32)
respectively. The augmented optimisation problem (25) subject to (26) - (30) can be
solved, for given values of α and λ, as an LP problem with a maximum(
W˜(∗),η(∗)α (W˜(∗)),ΔW(↑,∗)(W˜(∗)),ΔW(↓,∗)(W˜(∗))
)
for which it holds that
η
(∗)
α (W˜
(∗)) = VaRα
[
ζ(W˜(∗))
]
(33)
η
(∗)
α (W˜
(∗))− 1
α ∑s∈S
psξs(W˜) = CVaRα
[
ζ(W˜(∗))
]
(34)
thus making W˜(∗) also the optimal solution of (22).
4.2 Bidding as a Price Maker
Abandoning the price taker assumption can be done in two steps. First by assuming
that the producer is only a price taker on the day-ahead market (where there are more
producers and volume involved) but is a price maker or has some sort of market power
on the regulation market. Subsequently the the producer can be assumed to possess
market power on both markets. Whether the possibility of being a price maker only
on the regulation market is realistic will not be addressed in detail for the time being.
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However given that there is less volume "traded" on the regulation market and that
there are fewer potential actors on that market, this scenario seems intuitively plausible.
The main difference between solving the bidding problem for a price maker and a price
taker is that the scenarios (or the scenario probabilities) now depend on the decision.
Essentially we are still interested in solving the problem given in Eq. (25) only with the
decision dependent scenarios. If we discretise the decision space such that we have a set,
W , of finite number of decisions intervals and for each w ∈W we have a corresponding
set, Sw of cost/revenue scenarios that have a constant probabilities on the entire span
of w. Then the problem in (25) can be revised to
W˜(∗)t = argmax
w∈W
Cw (w;α,λ) (35)
where
Cw (w;α,λ) =max
{
(1− λ) ∑
s∈Sw
psζs(W˜) + λ
(
ηα(W˜)− 1
α ∑s∈Sw
psξs(W˜)
)}
(36)
still subject to (26)-(30) and with ζ(W˜) defined by (31) or (32).
Given a set W containing Nw decisions and for each w ∈ W a corresponding set of Ns
cost/revenue scenarios, the two-stage problem in (35) & (36) can be solved as is. This
will however of course require generation of Nw × Ns scenarios in total which rather
quickly becomes a substantial amount.
An alternative to generating Nw different scenario sets, is only to generate a single set of
cost/revenue scenarios and let the scenario probabilities, ps,w, vary between different
w’s. Generally this is possible if zero scenario probabilities are allowed. However as
the variations in the bid won’t in any case alter the range of possible outcomes, this can
be done for this particular case without having to assign zero scenario probabilities. So
again letW be a set of bidding decisions, S be a set of cost/revenue scenarios and Ps be
an Ns × Nw matrix of scenario probabilities, with element (s,w) stating the probability
of scenario s under decision w. Furthermore let w˜i be a bidding decision on the interval
wi ∈ W . Finally define a (column) vector of binary variables z of length Nw and with
elements zwi . Then then we can write the bidding problem as a mixed integer problem:
W˜(∗)t = argmax
W˜
{
(1− λ)∑
s∈S
psζs(W˜) + λ
(
ηα − 1
α ∑s∈S
psξs(W˜)
)}
(37)
s.t. ξs(W˜) ≥ ηα(W˜)− ζs(W˜) (38)
ξs(W˜) ≥ 0 (39)
ΔW(↑)s (W˜)≤ Ws − W˜ (40)
ΔW(↓)s (W˜)≤ W˜ − Ws (41)
ΔW(↑)s (W˜),ΔW
(↓)
s (W˜)≤ 0 (42)
zwi wi ≤ w˜i ≤ zwi wi (43)
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∑
wi∈W
zwi = 1 (44)
W˜ =
Nw
∑
i=1
wi (45)
ps =
Nw
∑
i=1
Ps(s, i)zwi = Ps(s, :)z (46)
where wi and wi are the lower and the upper bound of wi respectively and ζ(W˜) still
defined by (31) or (32). So given the necessary scenarios, this mixed integer formulation
of the problem can then be used to optimise the bids of a producer that only has market
power on the regulation market as well as for a producer that also has market power
on the day-ahead market. Whereas in the former case, one still has the choice between
optimising in terms of his imbalance costs or in therm of his revenues, the revenue
formulation is probably the only sensible formulation for a producer with full market
power. This is because the first one is still not in any control over his spot market
revenues and thus can look away from them in the optimisation. In contrast, the second
one can diminish the value of his lower imbalance cost by reducing his spot market
revenues in the process.
4.3 Objective - Revenue vs. Imbalance Costs
The choice between the two possible formulations of the objective function is not ob-
vious. In Zugno et al. (2012) the cost formulation is chosen since it can be shown that
maximising the expected deviation from perfect information revenue (or the expected
imbalance costs) the same as maximising the expected revenue for a price taker. Once
any nonlinear measure of risk becomes an explicit part of the objective however this is
no longer true - Regardless of whether you only consider production risk or you con-
sider the production and the price risk together. This in turn yields different optimums
depending on the formulation chosen. Summarised in one sentence the difference for a
mixed strategy (0 < λ < 1) is that whereas the CVaR for the cost formulation pulls the
bid towards the expected production, the CVaR for the revenue pulls the bid towards
the bid yielding the lowest probability of negative revenue.
In order to further illustrate the difference between the two consider the following toy
example. Assume that we have for a given hour 10 equally probable scenarios of wind
power production so[
ws1 ws2 . . . ws10
]
=
[
0 1 . . . 9
]
MWh/h
pi = 0.1 ∀i = 1,2, . . . ,10.
Furthermore assume that up-and down-regulation are equally probable for that same
hour and that the market prices (conditioned upon their realisation where appropriate)
are fixed at
π(S) = 20, π(↑) = 30,π(↓) = 10⇒ ψ(↑) = ψ(↓) = 10.
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Finally let α = 0.1 and assume that wind power is always produced, i.e. that what’s not
sold day-ahead is sold at the down regulation price. Given all this, the bid maximising
both the expected revenues and the (non-positive) expected imbalance cost is the ex-
pected production or 4.5MWh/h. The CVaR however is maximised at 0MWh/h for the
revenue formulation but at 4.5MWh/h for the cost formulation.
What makes the maximumCVaR be at zero for the revenue formulation is that since the
prices are fixed such that the down regulation price is positive, a non-negative revenue
is guaranteed by bidding zero into the market. Then making the prices stochastic and
the probability of negative down regulation price positive pushes the bid again away
from zero - still contributing to a lower bid than a pure optimisation of the expected
revenue would though. The push towards the expected production in the other case
however is a result of the fact that unless very different probabilities of each imbalance
sign the worst case scenarios are to be found at both ends of the revenue distribution.
Hence the push towards the expected value.
Which of the two formulations is the more appropriate one is to some extent a matter
of preference and there are arguments in favour of either one. For one the producer’s
financial health is in the end affected by his revenues and therefore one can argue that
revenue risks should be considered when power is bid to the market. This was also
the initial objective of the strategy in Zugno et al. (2012) which was only revised since
the cost formulation was equivalent. For a risk-averse producer, an additional appeal
of the revenue formulation is that it offers the bid that truly minimises the probability
of loosing money. Hence the revenue formulation can be said to be more conservative
than the cost formulation. However it is important for the system operation standpoint
that the volume bid to the market reflects the actual future production. This prompted
the constraint that the bid should be within a certain limit from the point forecast in
Zugno et al. (2012) and for the revenue formulation of the CVaR bidding strategy, this
constraint is still likely to be necessary in the same form as before. In contrast optimising
the CVaR in the cost formulation essentially has the same effect as that constraint. Thus
with a carefully chosen value of λ will in some ways account for this constraint implic-
itly and what is more do it in a more intelligent manner. In addition, the coherence of
CVaR implies that
CVaRα[ρ]≤ CVaRα[ρ(S)] +CVaRα[ρ(↑/↓)]
where
ρ(S) = π
(S)
s Ws
ρ(↑/↓) = ΔW(↓)s (W˜)ψ
(↓)
s + ΔW
(↑)
s (W˜)ψ
(↑)
s
and ρ(S) consists of two stochastic variables, neither of which the is in control of. So
one can argue that he/she who actually is responsible for trading wind power should
focus on maintaining as little deviation as possible from the perfect scenario and let
someone else take care of the revenue risk as such - possibly along with the producer’s
total revenue risk if it has a diverse production portfolio. So in addition to general taste,
the appropriate formulation might also depend on how the general structure of the
company owning the turbines is. For a producer only owning wind turbines the rev-
enue formulation might be more appropriate while the cost formulation might be better
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suited for a large company with a diverged production portfolio. For both objectives it
is important to realise though that long-term goals for risk can be derived directly from
the hourly risk criteria. Due to the lack of apparent better choice it is decided to try out
both formulation in attempt to shed more light on the consequences of adopting either
formulation of the strategy.
5 Scenario Generation
In order to solve the problem in the formulation just described, scenarios for production
and market outcomes are necessary. In this section generation of such scenarios are
loosely discussed. First the method used to obtain the scenarios used in the case study
later presented are discussed. Thereafter, some thoughts on how these scenarios could
be constructed properly are presented.
5.1 Simple Scenarios
In order to find the optimal bid in terms of revenue, each scenario s ∈ S consists of simu-
lated realisations of 4 different variables. These are the wind power production, Ws, the
spot price, π(S)s , and the up-and down regulation penalties, ψ
(↑)
s & ψ
(↓)
s . For the cost for-
mulation, the same variables are needed apart from the spot price. For now (and in the
price taker test case presented in the next section) we’ll assume that there isn’t any type
of dependence between the wind power production and the prices so that wind power
scenarios andmarket scenarios can be created independently of each other. Doing so al-
lows us to create a wind scenario only by drawing random realisations of the estimated
CDF for that particular time. For the market, its sequential arrangement prompts a hier-
archy in the prices which somehow has to be taken into account when market scenarios
are generated. Therefore it is decided to model the density of the penalties conditional
to the actual spot price and adopt the following scheme for generating the scenarios
(including the wind power):
For generating each s ∈ S :
1. Generate a vector r with IID elements ri ∼ U(0,1)∀i, i = 1, . . . ,4
2. Set π(S)s = F−1π(S)(r1)
3. Set I(ψ)s = I(ψ(↑) > 0)− I(ψ(↓) < 0) = F−1I (r2)
4. Set Ws = F−1W (r3)
5. If I(ψ)s = −1
(a) Estimate Fψ(↓)(x;π
(S), I(ψ)s )
(b) Set ψ(↓)s = F−1ψ(↓)(r4;π
(S), Iψ)
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(c) Set ψ(↑)s = 0
else if I(ψ)s = 1
(a) Estimate Fψ(↑)(x;π
(S)
s , I
(ψ)
s )
(b) Set ψ(↑)s = F−1ψ(↑)(r4;π
(S)
s , I
(ψ)
s )
(c) Set ψ(↓)s = 0
else ψ(↑)s = ψ
(↓)
s = 0
For the cost formulation, the spot prices are not a part of the scenarios and thus uncon-
ditional densities for the penalties are required. However since
Fψ(x) =
∫ ∞
−∞
Fψ(x;π(S))dπ(S)
by generating a large number of scenarios as described above and discarding the spot
prices is a completely valid alternative to constructing new densities.
Regarding forecasts, those are required for the following variables:
1. The day-ahead spot price, π(S)
2. The wind power production, W
3. The imbalance sign, I(ψ)s = I(ψ(↑) > 0)− I(ψ(↓) < 0)
4. The regulation penalties, conditioned on it being different from zero, i.e. ψ (↑)|I(ψ) =
1 and ψ(↓)|I(ψ) = −1
5.2 Further Development
The scenario generation scheme listed before is complete in the sense that all realisa-
tions all necessary variables are created based obtainable predictive densities. More-
over, should the assumption that there is no relationship between our wind power pro-
duction and the market outcome holds, the method for scenario generation outlined
above complete. Whereas it’s difficult to see any reason for this assumption not to hold
for the spot market, since it is settled before the production is realised, the situation is
more complicated for the regulation market. First of all, unless the producer’s turbines
are relatively isolated geographically, the production of the turbines and the remain-
ing turbines in the system is going to be positively correlated. Then if this correlation
is present, the question becomes whether or not the actual production in the system
affects the market outcome or not. Now the imbalance sign (defined by price) is de-
termined by the system imbalance (and whether or not the prompt a penalty) which in
turn intuitively seems influenced by that of the wind turbines - At least during hours of
medium to high production.
As previously mentioned, the relationship between the wind power production and
regulation penalty is two sided. For one, increased offering of wind power in the spot
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market prompts a greater supply of relatively cheap regulating power since flexible
units otherwise cleared on the spot market will now be offering regulative power. The
increased share of wind power however also typically prompts a greater demand for
balancing power which then counteracts with the increased supply. In addition, the
generation units capable of supplying balancing power all operate with some substan-
tial marginal cost. Therefore even if you only look at the supply side there is a limit on
how low the regulation price can be. Thus at some point the increased share of wind in
the cleared volume starts to increase the penalty again. Empirical evidence supporting
these statements can be viewed in Jónsson et al. (2012a).
So for the purpose of better scenario generation, both for a price taker and a price maker,
it would be interesting to first model a joint distribution between one’s own production
errors and those of the system and subsequently joint that distribution with the regu-
lation market densities e.g. through copulas by the method outlined in Pinson et al.
(2009). Although easier said than done, this task should be well within what’s achiev-
able.
On a more overall note, there are several other factors that impact the regulation prices
which impact the regulation market outcome. An example of two of the more impor-
tant ones of these factors are the demand side imbalance and to which degree export-
ing/importing the imbalances to neighbouring areas exists, if at all. These variables are
of course not a part of the required scenario explicitly. Basing the regulation market
scenarios on that for these extra variables however could help towards gaining a more
accurate description of the probability density of the imbalance penalties.
Once models for the aforementioned joint densities have been developed, the scenario
reduction technique from Nicole Growe-Kuska and Romisch (2003) could be adopted
to create scenarios for the price maker solution. In short, the forward selection method
of Nicole Growe-Kuska and Romisch (2003) calculates the euclidean distances between
every scenario in a given set of scenarios, selects a reduced number of scenarios that
conserve the moments of the original set and reassigns scenario probabilities. So given
a number of different scenarios sets for different wind power bid to the market, each of
these scenarios sets could be reduced to the same pre-determined scenarios that match
the unconditional revenue distribution.
6 A (Really) Small Case Study
Finally we present a small case study to illustrate the characteristics of the bidding be-
haviour of a producer adopting the strategy here described. Before the actual bidding
results are presented, a brief discussion of the forecasts constructed for the purpose is
given.
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6.1 Forecasts
For all variables, the procedure for obtaining the forecasts for all the continuous vari-
ables is similar. First a point forecast is made and then prediction intervals are estimated
using methods that explicitly forecast each quantile for a range of pre-determined set
of quantiles. All models are tuned on data for the period from November 1st 2008 -
January 31st 2010.
The point forecasts are obtained in the following manner:
• The wind power forecasts stem from WPPT, a statistically based and commer-
cially based prediction softwareNielsen et al. (2002) (see     for further
information)
• The spot price predictions are found using the model presented in Jónsson et al.
(2012c).
• The imbalance penalty forecasts are found by a Holt-Winters model similar to the
one described in Jónsson et al. (2012a).
For all variables, the time-adaptive quantile regressionmethod described in Møller et al.
(2008) and Jónsson et al. (2012b) are used to predict density quantiles of nominal pro-
portion between 0.05 and 0.95 in steps of 0.05. For the wind power no further mod-
elling is done and the 0 and installed capacity set as the 0 and 100% quantiles. For the
prices and penalties, the Conditional Autoregressive Value-at-Risk (CAViaR)Gorr and
Hsu (1985), Engle and Manganelli (2004), Taylor (2008) model are used to predict the
0.01,0.025,0.975,0.99 quantiles as well. Then the highest and the lowest observations
during the data period are set as the 0 and 100% quantiles.
Finally, the imbalance sign probabilities are obtained by the Holt-Winters model de-
scribed in Jónsson et al. (2012a).
6.2 Bidding Behaviour
In order to illustrate the workings of the bidding strategy and the different formulations
of the objective, the strategy is tested for a single hour. The hour chosen is the 10th hour
of July 13th 2009 for which we have the forecasts shown in Figure 1. These forecasts
are then used to generate 10000 scenarios for the all variables involved using the pre-
viously described scenario generation procedure and subsequently reduced to 100 by
the method of Nicole Growe-Kuska and Romisch (2003). After that the optimal bid is
calculated using GAMS for α = 0.05 and α = 0.1 and the value of λ is varied between 0
and 1 in steps of 0.1 and compared to the bids obtained by the strategy formulated in
Zugno et al. (2012).
In Figure 2, the resulting bids shown for different values of λ. As expected, the bids
derived from the revenue formulation of the objective decreases with increased risk
aversion. The fact that they don’t go all the way down to 0 is a result of some of the
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Figure 1: Forecasts for July 13th 2009 made at noon the day before
scenarios containing negative down regulation price and that down regulation has a
slightly higher probability than up regulation. However since the probability of the two
penalising imbalance signs isn’t severely different, the bid from the cost formulation
doesn’t change all that much with λ. The bid is nonetheless being pulled towards the
point forecast but large tail of the up-regulation penalty density keeps it above the point
forecast though for every value of λ. As shown in Figure 3, the CVaR behaves according
to expectations from the bids. In Figure 4 the estimated density of the revenues from
the 10000 scenarios is plotted for different values of lambda. As can be seen, the density
doesn’t change all that much on the scale of the plot. The expected value is decreasing
though and the distribution goes from being two peaked to a single peak. However
if some quantiles in the very leftmost tail of the distribution are viewed though some
change becomes apparent as shown in Figure 5.
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the objective.
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7 Concluding Remarks
A framework for risk averse bidding of wind power to day-ahead electricity market has
been derived. Should a risk-averse strategy for bidding be adopted, the CVaR seems
like an appropriate choice due to it is concerned with the worst possible outcomes. This
property is appealing for daily trading of wind power where the main focus of risk
management should be on avoiding the few potential occurrences of excessive losses
from the real-time market.
The framework here presented addresses the bidding and the risk on an hourly basis.
Extending the framework to consider multiple periods simultaneously, e.g. 24 hours as
done in Morales et al. (2010), is easy though. It simply involves swapping the hourly
value for the sum of multiple ones within the terms of the objective functions. The
scenario generation for such model would become considerably more complex since it
would have to accommodate the temporal correlation of all the variables.
Regardless of whether the trading is considered on a daily or an hourly basis it is im-
portant to realise that long-term risk management goals are beyond reach with these
types of strategies. This is also important to consider when the choice between the two
formulations of the objective value presented is made. In light of all this, the relevancy
and effect of short-term risk management in context with such efforts on longer time
scales would be interesting to carry out.
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Forecasting Electricity Spot Prices Accounting for
Wind Power Predictions
Tryggvi Jónsson1,2 Pierre Pinson2 Henrik Aa. Nielsen1 Henrik Madsen2 Torben Skov
Nielsen1
Abstract
A two-step methodology for forecasting of electricity spot prices is in-
troduced, with focus on the impact of predicted system load and wind
power generation. The non-linear and non-stationary influence of these
explanatory variables is accommodated in a first step based on a non-
parametric and time-varying regression model. In a second step, time-
series models i.e. ARMA and Holt-Winters, are applied to account for
residual autocorrelation and seasonal dynamics. Empirical results are
presented for out-of-sample forecasts of day-ahead prices in theWestern
Danish price area of Nord Pool’s Elspot, during a two year period cov-
ering 2010-2011. These results clearly demonstrate the practical benefits
of accounting for the complex influence of these explanatory variables.
1 Introduction
The participants in deregulated electricity markets rely, among other things, on fore-
casts of future prices for bidding and optimizing the dispatch of their generation units.
Methods for deriving such forecasts can be divided into two fundamentally different
categories: economical equilibrium models that mimic the actual pricing model, and
statistical ones. The former models are able to provide excellent forecasts when given
sufficiently accurate information (see e.g. Vehviläinen and Pyykkönen (2005), Fleten and
Wallace (1998) and references therein). This information is however seldom available to
individual market participants. In addition, the presence of non-dispatchable yet cheap
generation units in the system implies that this information might be impossible to ob-
tain since their production is indeed stochastic. Statistical approaches then appear to be
a relevant alternative.
The increased focus on curbing carbon emissionsworldwide has led to vast investments
in renewable energy sources and in particular wind power. Many of these emerging en-
ergy sources,wind power included, share a characteristic in being non-dispatchable due
to the varying availability of the fuel, which also cannot be stored. Consequently these
sources are ill-suited for long term contracts, leaving only markets with relatively short
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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time between gate-closure and delivery as a realistic option for selling the production.
Inevitably the prices at these markets are affected by this additional supply Jónsson
et al. (2010), Giabardo et al. (2010), Morales et al. (2011), Skytte (1999), Morthorst (2003).
The impact of renewable energy is superimposedon already existing price features such
as non-stationarity, periodicity, mean reverting spikes, positive skewness and high kur-
tosis along with intra- and inter-day serial correlation Conejo et al. (2005), Panagiotelis
and Smith (2008), Kosater andMosler (2006). These features arise from the distinct char-
acteristics of electricity as a commodity. Firstly, lack of direct storability along with the
specialized and technically limited transmission system required, makes arbitrage over
time and space difficult Sewalt and de Jong (2003), Boogert and Dupont (2005). Sec-
ondly, demand for electricity is highly inelastic while exhibiting strong seasonalities in
the short term. Meanwhile the supply function is discontinuous, convex and steeply
increasing at the high production end Taylor and McSharry (2007), Panagiotelis and
Smith (2008), Karakatsani and Bunn (2008). The aim of the present paper is to propose
a forecasting methodology which allows for accommodating the effect of the emerging
renewable sources as well as the characteristics described in Conejo et al. (2005), Pana-
giotelis and Smith (2008), Kosater and Mosler (2006), Karakatsani and Bunn (2008).
In Jónsson et al. (2010), predicted power production is shown to significantly impact
the distribution moments of day-ahead electricity prices through a Danish case study.
Motivated by these findings, the present paper introduces a two-step methodology for
issuing point forecasts for electricity spot prices, accounting for the impact of predicted
load and wind power production. First, a time-varying function is estimated, jointly
mapping the predicted hourly load and wind power production to a corresponding
spot price. The function is built based on a conditional parametric regression model
for which the parameters are estimated adaptively. In addition, past observations are
discounted exponentially as new ones become available. The resulting flexibility in
the model serves the purpose of accommodating both the non-linear relationship be-
tween the explanatory variables and the prices, as well as the non-stationarity of all the
processes involved. Although here a conditional parametric model is chosen for the in-
clusion of the wind power and load as explanatory variables, other model types might
be just as suitable. For instance including the forecast wind power production along
with the load in the adaptive wavelet neural-network model of Wu and Shahidehpour
(2010). Regardless of the model chosen, the main message of this paper remains intact:
that wind power production, where present, impacts the prices to such extent that it
should be accounted for in a forecasting model for electricity spot prices.
In the second stage, the remaining residuals are modeled using well known models
from the time series analysis literature. These models are an additive double seasonal
Holt-Winters model and a recursively estimated seasonal AR model. All models are es-
timated under robust criteria in order to protect the parameter estimates from the effects
of excessive price spikes. Models and parameters are optimized in terms of weighted
least squares residuals.
The sole focus of this paper is deriving a model that describes the expected spot prices
on a day-ahead basis. Although the authors recognize proper modeling of forecast un-
certainty and price spikes as paramount in forecasting electricity spot prices, the empir-
- %   7
 -0(
ical features of the prices are such that appropriate uncertainty or spike modeling will
easily comprise a full paper of its own. The model presented in this paper can however
be combined with a price spike model (e.g. those presented in Lu et al. (2005), Amjady
and Keynia (2010)). Same goes for a model for predictive densities such as the ones
described in Panagiotelis and Smith (2008) and Higgs (2009).
The context of the empirical results presented in this paper is the Western Danish price
area (DK-1) of the Nord Pool’s Elspot market. Operational data for the period from
November 1st 2008 until December 31st 2011 are considered and used to evaluate the
model’s day-ahead forecasting skill. Furthermore, the value of the time-adaptivity
and robustness is illustrated by comparing the performance of the proposed approach
against its time-invariant and non-robust counterparts. Despite focus being on this mar-
ket only, the fact that results on the influence of wind power forecasts on electricity
prices similar to those of Jónsson et al. (2010) have been obtained for other areas, e.g.
Germany and Spain Morales et al. (2011), indicates that similar forecasting methodol-
ogy could be applied successfully in the context of other markets.
The remainder of the paper is structured as follows. The market and data on which
the empirical work is based are described in Section 2. Section 3 presents the models
and Section 4 the obtained empirical results. Finally concluding remarks are given in
Section 5.
2 Empirical Background
Elspot is a day-ahead market for physical delivery of electric power, operated by Nord
Pool Spot ASNord Pool Spot AS (2012) in the entire Scandinavia (Denmark, Finland,
Norway and Sweden) and in Estonia.
On Elspot, contracts for next day physical delivery are traded for hourly periods. Prices
are set as the intersection between the aggregated supply and demand curves for each
hour of the day, right after gate-closure at noon. The intersection of the curves repre-
senting all bids in the entire market region defines the system price. The system price,
in addition to serve as reference for financial contracts, is the price at which physical
contracts are settled if transmission capacity is sufficient throughout the entire region.
Due to limited transmission capacity however, both between and within the member
countries, the market region is divided into several price areas. If the scheduled flow
between price areas exceeds the corresponding transmission capacity, area prices that
differ from the system price are calculated. On such occasions, the area prices are iden-
tical among areas that have sufficient capacity on their interconnections. Areas on each
side of a congested connection however have different prices. The area prices are the
ones at which contracts for physical delivery are settled.
The context of the empirical results presented in the following is the Western Danish
price area (DK-1) of Elspot. The area comprises Jutland and Funen along with the is-
lands west of the Størebælt channel and has relatively strong connections to both Nor-
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Figure 1: Time series plots of the spot prices throughout the considered pe-
riod.
way and Sweden to the north and Germany to the south. As of August 20, 2010 the DK-1
area also has a 600 MW link to the Eastern Danish price area (DK-2). Furthermore, the
area has a large share of its annual electricity consumption (about 25%) generated by
wind turbines.
The data set used consists of hourly observed area prices along with forecasts of both
wind power production and consumption in the area. Both forecasts are issued before
gate-closure and have a temporal resolution of 1 hour. The observed prices are taken
from the website of the Danish transmission system operator (TSO), Energinet.dk (En-
erginet.dk (2012)). The load forecasts are the ones made publicly available byNord Pool
through their website (Nord Pool Spot AS (2012)). The wind power production forecasts
however stem from a statistically based wind power prediction software Nielsen et al.
(2002). Time series plots of the prices for the considered period are shown in Fig. 1.
Whereas the top plot shows the full series, the bottom one shows the sereis on a scale
truncated a 0 and 800 DKK/MWh.
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3 Model for Spot Prices
3.1 The Rationale Behind the Proposed Modeling Approach
As more than half of the annual electricity production in the Nordic region is hydro
power based Nord Pool Spot AS (2010), the prices at the Elspot market are inevitably
dominated by the water stock in the hydro power reservoirs in Norway, Sweden and
Finland. This stock however varies relatively slowly compared to the resolution and
lead-times of the desired forecasts. Indeed the fact that data for these are published
with a resolution of one week should be enough to convince one that such data has
no explanatory value in day-ahead price forecasts with a resolution of a single hour.
Instead, the impact of the water stock appears as a slow drift in the price serieswith this
resolution. Because of this, it is decided only to implicitly include the impact of hydro
stock, along with other slowly varying fundamentals such as fuel prices, by adaptive
estimation of the model parameters.
In Jónsson et al. (2010) the ratio between predictedwind power production and forecast
consumption is shown to affect the area spot prices in DK-1 substantially. On a similar
note, forecast wind power production is shown to appear in the supply function as
a stochastic threshold in Giabardo et al. (2010). The reason for wind power to have
such a strong influence on prices is owed to how it fundamentally differs from most
other energy sources that significantly contribute to the supply. Whereas conventional
power plants can be scheduled to steadily produce a certain amount of energy over
a longer period, wind turbines literally produce as the wind blows. In addition, the
absence of fuel costs allows wind turbines to produce at a marginal cost close to 0. This
low marginal cost causes wind power to enter the supply function to the very left and
thereby horizontally shifts the supply function.
The stochastic fuel availability moreover implies that those responsible for bidding
wind power into the market have to rely on production forecasts for their decisions.
As a consequence, the supply function comprises the production forecasts available at
gate-closure and not the realized volume. For this reason, forecasts of future production
are the appropriate form of wind power for any inference on its relation to the prices.
This aside, forecasting in practice has to be based on predictions of both wind power
production and load. Thus following Jonsson (1994) the model is entirely and based on
forecast values for the explanatory variables.
In contrast to Jónsson et al. (2010) the two explanatory variables enter the former model
step individually and not as a ratio. This is because that formulation was found to yield
better forecasts of the prices.
In Nogales et al. (2002) lagged values of measured load are found to have significant
explanatory power in a model for the spot prices. Past demand has however no direct
effect on the current spot prices. It is therefore likely that the effect seen in Nogales et al.
(2002) is owed to that in the absence of actual load forecasts the lagged demands serve
as implicit prediction of the load. The high number of lags, especially seasonal ones,
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found significant in Nogales et al. (2002) support this conclusion. Thus with access to
an actual load forecast, no attempt to include past demand in the model was made.
3.2 Spot Price as a Function of Forecast Wind Power Produc-
tion and Load
An excellent general description of the methodology and estimation procedure used
to describe the spot prices as a function of wind power and load forecasts is given in
Cleveland and Devlin (1988) (without recursivity) and in Nielsen et al. (2000), Pinson
et al. (2007)(including recursivity and robustness respectively). However, in order to
make this paper self-contained, an outline of the method is given here, tailored to the
application at hand.
Let a model for the spot price at time t, π(S)t , be denoted as
π
(S)
t = θt(ut) + εt (1)
where θt(·) is a function of a set of explanatory variables, ut, and εt is a noise term,
centered and a with a finite variance. Thus, the model (1) is a non-linear and non-
parametric regressionmodel.
The function θ(·), is approximated using polynomials by fitting a linear model at a
number of distinct fitting points. More specifically let u= [ u1 u2 ]T denote a particu-
lar fitting point and let pd(u) denote a column vector containing the terms in the corre-
sponding polynomial of order d. Here d = 2 has been chosen after trials with d ∈ {1,2,3}
yielding p2(u) = [ 1 u1 u2 u21 u1u2 u
2
2 ]
T.
Now define
φTu,t =
[
φu1,t . . . φu22,t
]
(2)
a column vector of coefficients such that the model
π
(S)
t = p
T
2 (ut)φu,t + et (3)
describes the prices in the close vicinity of the fitting point u where et is a noise term,
centered and with a finite variance.
The parameters in (3) are estimated using recursive and robust weighted least squares.
That is
φ̂u,t = argmin
φu,t
t
∑
s=1
λt−swu(us) (g (es,τ))2 (4)
where et = π
(S)
t − pT2 (ut)φu,t and 0 < λ < 1 is a forgetting factor that exponentially
discounts observations over time. Furthermore, wu(ut) is a weight, assigned to obser-
vation ut as a function of its distance to the fitting point u. Finally, g(·, ·) is the Huber
2 1     -0+
influence functionHuber (1981), defined as
g(et,τ) = sgn(et) ·min{|et|,τ} , (5)
where τ is the cut-off value or the maximum influence a single observation is allowed
to have on the estimate.
The weights are assigned as
wu(ut) = W
( ||ut −u||
h(u)
)
(6)
where W(·) is a function taking non-negative arguments, || · || denotes the Euclidean
norm and h(u) is the bandwidth applied in the fitting point u. Following Cleveland
and Devlin (1988) and Nielsen et al. (2000) a tri-cube kernel is used to determine the
weights. That is
W(x) =
{
(1− x3)3 if x ∈ [0;1)
0 otherwise
(7)
which entails weights between 0 and 1.
It can be shown (see e.g. Pinson et al. (2007) or Madsen (2008), Ch. 11) that the adaptive
parameter estimates in Eq. (4) can be found recursively as
φ̂u,t = φ̂u,t−1 + wu(ut)R−1u,tp2(ut)g
(
et|t−1,τ
)
(8)
where
et|t−1 = π
(S)
t − pT2 (ut)φ̂u,t−1 (9)
and
Ru,t = λRu,t−1+ wu(ut)
∂g(et,τ)
∂et
p2(ut)p
T
2 (ut). (10)
Abruptly changing parameter estimates are avoided by following Nielsen et al. (2000)
and defining the effective forgetting factor, λ∗t as
λ∗t = 1− (1− λ)wu(ut)
∂g(et,τ)
∂et
(11)
and subsequently update (10) so it becomes
Ru,t = λ
∗
t Ru,t−1+ wu(ut)
∂g(et,τ)
∂et
p2(ut)p
T
2 (ut). (12)
Finally, θt(u) is estimated by
θ̂t(u) = p
T
2 (u)φ̂u,t (13)
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and estimates for other values of ut than the fitting points are found by linear interpo-
lation.
In contrast to fitting 24 hour-specific models, a single conditional parametric model is
estimated for all hours of the day simultaneously. The rationale behind this choice is
twofold. First the apparent diurnal seasonality in the prices is mainly caused by that
of the demand. Thus the seasonality is implicitly accounted for by the inclusion of the
load forecast as an explanatory variable. Secondly, the consumption pattern is in most
cases quite similar among consecutive hours. Thus, fitting hour-specific model in many
cases leads to the exclusion of observations of similar circumstances from neighboring
hours. The absence of obvious regime shifts in the consumption pattern makes alterna-
tive segmentation also problematic. Besides, all data split results in longer time passing
between observations prompting a lower forgetting factor and thereby less stable pa-
rameters over time. So the dynamics of the spot price most local in time along with
seasonalities not owed to the demand and wind are left to be accommodated in the
second model step. A consequence of adopting this fitting procedure is that the results
from the former step are only to be viewed for model building purposes and not eval-
uated on their own. This is because the missing diurnal variation in the function will
inflate the performance measures.
For estimation, the independent variables, i.e. forecast wind power and load, are scaled
such that ui ∈ [−1,1] ∀i using the range of each variable in the training set to perform the
scaling. Fitting points are then chosen as 24 equidistant ones in each dimension. It was
decided not to optimize neither the position of the fitting points nor their number since
results from a few different sets of fitting points indicated that little would be gained
from their inclusion in the optimization. Such optimization is however possible, e.g. by
methods presented in Wahba (1990) and Hastie et al. (2001).
The model parameters are estimated using a nearest neighbor bandwidth which implies
that the actual bandwidth varies with the local density of the data. That is, the band-
width for each fitting point is chosen such that a certain fraction γ of the observations
fulfill ||us − u|| ≤ h(u). The actual bandwidth for each fitting point is found empir-
ically from the training set. Put differently, the bandwidth for each particular fitting
point is set as the γ-quantile of the Euclidean distances between that fitting point and
the observations in the training set.
The actual values of γ, λ and τ are selected by a least squares optimization of the fore-
casts issued at noon the day before delivery. More precisely let π̂(S)t+k|t denote the forecast
spot price for time t + k issued at time t. Every day at noon, forecasts are issued for the
period from midnight to midnight the following day and then no forecasts are made
until noon the next day, when forecasts for the same lead times are generated. This im-
plies that forecasts for individual hours of the day always have the same lead time. This
scenario resembles the practical one and these forecasts are termed day-ahead forecasts in
the following and noted as π̂(S)DA(t). This notation implies that for an observation π
(S)
t
the corresponding day-ahead forecast is π̂(S)DA(t) = π̂
(S)
t|t−13 if t corresponds to the first
hour of the day. If the observation is from the second hour of the day, π̂(S)DA(t) = π̂
(S)
t|t−14,
2 1     -0.
0 50 100 150 200
0.0
0.2
0.4
0.6
0.8
1.0
Lag
AC
F
0 50 100 150 200
0.0
0.2
0.4
0.6
Lag
Pa
rtia
l A
CF
Figure 2: ACF (left) and PACF (right) for the residuals arising from the first
model step.
and so forth. The optimal values of the tuning parameters are then found as⎡⎣ γ∗λ∗
τ∗
⎤⎦ = argmin
γ,λ,τ
RMSEDA(γ,λ,τ). (14)
where
RMSEDA(γ,λ,τ) =
√√√√ 1
N
N
∑
t=1
(
π
(S)
t − π̂(S)DA(t)
)2
. (15)
3.3 Residual models
The purpose of the model’s second step is to account for autocorrelation and seasonal
patterns that are not explained by the load and the wind power. Out of the models tried
for the second step of the model, two models turned out to be superior to the others and
yet quite compatible. These models are seasonal AR model with robust and adaptively
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estimated parameters, and a seasonal additive Holt-Winter model, also estimated under
a robust criteria.
The autocorrelation function (ACF) and the partial autocorrelation function (PACF) for
the residuals from the first model step are shown in Figure 2. Despite that the residual
series is not completely stationary, its ACF and PACF are used to identify potentially
appropriate orders of AR and MA terms to include in second step model. Afterwards a
survey of different model orders is conducted in order to determine the most appropri-
ate structure. From this survey, a model on the form
εt+k = z
T
t (k)βt(k) + vt+k (16)
is found to be appropriate for k ≤ 24. The vectors zt(k) and βt(k) are defined as
zt(k) =
[ 1 εt−1 εt−2 . . .
εt+k−24 εt+k−48 εt+k−168]T
(17)
βt(k) =
[
β0,t,k β1,t,k . . . β6,t,k
]T , (18)
where in turn βj,t,k are parameters to be estimated recursively. Moreover, ε t is defined by
Eq. (1) and vt is a new noise term also centered and with finite variance. Put differently,
separate model parameters are estimated for each lead time, relevant for a day-ahead
forecast, that correspond to the lagged values of the forecast error from the first model
step (ε). Obviously for k = 23, ε t−1 = εt+k−24 and correspondingly for k = 24, ε t =
εt+k−24. In these special cases, the dimension of the design matrix is reduced so that
each observation is only represented once. Other model structures, such as including a
moving average term were considered but the one here describes was found to be the
most appropriate one.
The parameter estimates are obtained similarly to what already has been described for
the first step of the model or as
β̂t = argmin
βt
t
∑
s=1
λt−s (g(vt,τ))2 . (19)
where vt = εt − zTt βt−1, g(·, ·) is defined by Eq. (5) and 0 < λ < 1 is a forgetting factor
as before. Hereafter, the ARmodel with these parameter estimates will be referred to as
RLS-AR. The difference between the two procedures is merely that the kernel weights,
wu(·), are omitted from all the equations so that Eq. (8) and (12) become
β̂t = β̂t−1 +R−1t ztg (vt,τ) (20)
Rt = λ
∗
t Rt−1 +
∂g(vt ,τ)
∂vt
ztz
T
t . (21)
respectively, where
λ∗t = 1− (1− λ)
∂g(vt ,τ)
∂vt
. (22)
The Holt-Winters model was initially introduced in Winters (1960) for one seasonal cy-
cle while extension to multiple cycles is described in Taylor (2003). The model that
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eventually yielded the best prediction skill for ε t only has a single daily seasonal cy-
cle. However since the benchmark model for π(S)t was found to benefit substantially
from including a weekly seasonality as well, a formulation for a double seasonal model
is given here. The transition from a double seasonal model to a single seasonal one
merely involves omitting the second seasonality from all equations.
The purely additive form of the Holt-Winters model is used (see e.g. Hyndman et al.
(2002) for a comparison between additive andmultiplicative Holt-Winters models). The
model contains a mean term, μt, and two separate seasonal indices, Dt and Wt. The
period of Dt is 24 while that ofWt is 168, corresponding the within-day andwithin-week
seasonalities respectively. A standard non-robust Holt-Winters model can be denoted
as
μt = αμ (εt − (Dt−24 + Wt−168)) +
(
1− αμ
)
μt−1 (23)
Dt = αD (εt − (μt + Wt−168)) + (1− αD)Dt−24 (24)
Wt = αW (εt − (μt + Dt−24)) + (1− αW )Wt−168 (25)
where the α’s are smoothing parameters to be estimated. Once the different terms of the
model are updated, the k-step ahead forecast is found as
ε̂t+k|t = μt + Dt+k−24+ Wt+k−168. (26)
The inclusion of a trend term in the model was considered but the resulting improve-
ment in forecasting skill was found to be insignificant.
Writing Eq. (23) - (25) on their error correction form and adopting the formulae for
robustness from Gelper et al. (2010) yields
μt = μt−1+ αμg(vt,τ) (27)
Dt = Dt−24 + αD g(vt,τ) (28)
Wt = Wt−168+ αW g(vt,τ) (29)
where, as before, vt = εt − ε̂t|t−1 and g(·, ·) is the Huber influence function given by
Eq. (5).
For both models, a single set of tuning parameters was estimated for all lead times. As
for the first step, the parameters are optimized with respect to the day-ahead RMSE as
formulated in Eq. (14) and (15). Certainly these parameters could be optimized for each
hour of the day. A search for initial values indicated however, that improvement in
forecasting skill achieved by doing so would only be marginal. This choice does not in
any way alter the validity of the model and the results obtained but only indicates that
some of the parameters might by slightly sub-optimal.
4 Empirical Results
The parameters in the two model steps are estimated sequentially based on the first 14
months of the data set or from November 2008 and through December 2009. The re-
maining two years of data are then used as an independent test period. For estimation,
-(0      6
Tab
le
1:E
stim
ated
param
eters
and
forecasting
skillfor
the
firstm
od
elstep
and
the
reference
m
od
els
E
xplanatory
V
ariables(s)
E
stim
ation
Setup
γ
λ
τ
In-sam
ple
O
ut-of-sam
ple
R
M
S(S)E
M
A
(S)E
R
M
S(S)E
M
A
(S)E
[D
K
K
]
[−
]
[D
K
K
]
[−
]
[D
K
K
]
[−
]
[D
K
K
]
[−
]
W
ind
Pow
er
&
L
oad
Forecasts
R
ecursive
0.8529
0.9877
55.67
51.10
0.663
28.33
0.705
50.89
0.676
35.05
0.732
&
R
obust
R
ecursive
0.9018
0.9901
—
52.33
0.679
29.84
0.742
51.85
0.686
35.52
0.742
only
Tim
e-
0.0821
—
—
52.05
0.676
32.07
0.798
101.54
1.349
86.17
1.799
invariant
L
oad
Forecasts
R
ecursive
0.7887
0.9831
53.38
56.24
0.730
30.66
0.763
58.79
0.781
39.09
0.816
&
R
obust
& %    -((
prices above 800 DKK/MWh and below 0 DKK/MWh are excluded to avoid unstable
parameters. Performance estimates presented in the following are based on all observa-
tions though.
In order to illustrate the contribution from different features of the model, different
reference models are estimated and their RMSE and Mean Absolute Error (MAE) com-
pared to that of the proposedmodel. The RMSE and the MAE are both presented in two
versions:
1. On the price’s real scale (in DKK), and
2. as a skill relative to the daily persistence (RMSSE and MASE).
That is, the measures are scaled by the corresponding measures for a daily persistence
forecast as suggested by Hyndman and Koehler (2006). More formally, the RMSE is
scaled by√√√√ 1
Nper − 24
Nper
∑
t=25
(
π
(S)
t − π(S)t−24
)2
(30)
and the MAE is scaled by
1
Nper − 24
Nper
∑
t=25
∣∣∣π(S)t − π(S)t−24∣∣∣ (31)
where Nper is the number of observations in the sample for which the measure is calcu-
lated. This scaling yields a relative error measure that is unbiased towards forecasting
ability of high and low prices and does not call for any data trimming due to the prices
being zero or close to that. A more detailed discussion on the RMSSE, MASE and fore-
cast accuracy measures in general can be found in Hyndman and Koehler (2006).
For the first model step the in-sample and out-of-sample performance is compared to
that of:
1. its time-invariant and non-robust counterpart,
2. its non-robust counterpart,
3. a model estimated in the same manner but only taking load as an explanatory
variable.
Finally, the forecasting skill of the combined models is compared to the that of
1. two seasonal persistence models, one with a daily period, and another with a
weekly period,
2. the previously described Holt-Winters and RLS-AR models applied directly to
the spot price series.
3. a series of 24 ARIMAX models, one for each hour of the day with the forecast
wind and load as external regressors.
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In line with such type of models in the existing literature (e.g. Conejo et al. (2005), No-
gales et al. (2002)) the ARIMA models are fit in terms of log(π(S)t + 1000). The model
order for each hour is decided on by minimizing the Bayesian Information Criteria
(BIC)Hastie et al. (2001) for the training period. The external variables are considered
both on their original scale and log-transformed as suggested byNogales et al. (2002).
After calculating the predictions, they are transformed to the original scale by the expo-
nential of the prediction plus half the estimated variance. The set of external variables
that yielded the best forecasting skill was the one with the log-transformedwind power
and load forecasts for which results are reported in the following.
The fitting points for the former model step are chosen as 24 equidistant ones in each
dimensions thus yielding a grid of 242 equidistant fitting points in total. For each point,
the coefficient vector, φ, is initialized by setting all its elements to 0.1. The correspond-
ing matrix inverse variance-covariance matrix, R0, is chosen as a diagonal one with
non-zero elements as 10−6. Thereafter the first 1008 observations are taken for initial-
ization and are excluded from the performance measure. Hence the tuning parameters
are optimized in context of the previouslymentioned training period apart from its first
42 days. During the initialization period, the robust criteria is relaxed in order to obtain
frequent updates of Rt. This is necessary because of the poor initial guesses for the
coefficients.
The parameters are optimized as described in the previous section, using the quasi-
Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS)method. The estimated parameters
are shown in Table 1 along with the corresponding in- and out-of-sample RMSE.
The results indicate that the inclusion of wind power forecasts and the recursive param-
eter estimation are worth the effort since the top two models significantly outperform
the bottom two. Especially the recursive parameter estimation seems to paramount
since the performance of the time invariant model degrades excessively during the test
period. In terms of performance, the benefits of the robust estimation are less obvious.
However, given the spiky behavior of the spot prices, it is generally sound to robustify
the estimation process in order to protect the model from abrupt changes caused by a
single spike. In light of the varying volatility of the prices, making τ recursive, as de-
scribed in Pinson et al. (2007) and Sejling et al. (1994), could be more appropriate. No
such efforts were made for this paper though.
A forgetting factor of λ = 0.9877 translates to that 1/(1− 0.9877) = 81.3 latest observa-
tions are effective in the parameter estimation which corresponds to around 3.5 days.
Owed to the locally weighted and robust estimation however, the effective forgetting
factor, λ(∗) is somewhat higher and varies between fitting points. In Nielsen et al.
(2000) a procedure to estimate the actual memory of the model is proposed. Follow-
ing this procedure and averaging over time as well as the 576 fitting points yields a
mean number of effective observations, η = 281.8 hours and a corresponding average
effective forgetting factor of λ(∗) = 0.9965.
The function which the model approximates is shown for one instance in Figure 3. This
function is then updated each day at noon by adjusting the model’s coefficients to ob-
servations from the current day. Subsequently, forecasts are calculated from next day’s
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Figure 3: Surface plot of the spot prices as a function of the forecast wind
power production and load at noon on September 1st 2009
input forecasts, i.e. the wind power and the load forecast. This is done by bilinear
interpolation between the four fitting points surrounding the input forecasts. In other
words, the price forecast for a set of input forecasts for a given hour, ut+k, is found as
the corresponding point on the linear plane joining the four nearest fitting points. Al-
ternatively generalization to values other than fitting points could be done non-linearly,
e.g. by one of the multidimensional spline techniques presented in Hastie et al. (2001).
In light of the high number of fitting points used here, linear interpolation was however
deemed adequate.
The initial values for the coefficients, β0, in the second step AR model are found from
a standard AR model, i.e. not recursively estimated, using observations for the first 42
days of the data set. The inverse of the corresponding variance-covariance matrix is
taken asR0. For the Holt-Winters model, an initial value for the μ-term (μ0) is found as
the mean price during the first 42 days of the training period. The seasonal terms are
initialized as the difference between μ0 and the average price for the individual hours
during the same 42 days. In the same way as for the first step, the first 42 days of obser-
vations are disregarded in the optimization of the tuning parameters. The benchmark
models are initialized in the samemanner, only using the spot price series instead of the
residuals from the former step.
Again, least squares estimates of the parameters are sought yielding the ones summa-
rized in the second column of Table 2. The corresponding in- and out of-sample residual
RMSEs and MAEs (in DKK and scaled) are given in the remaining columns along with
that of the benchmark models.
Apart from the obvious fact that the proposed models drastically outperform the more
naive benchmarks, the table reveals that the decaying unscaled performance between
the training- and test periods may, to a certain degree, be explained by the somewhat
greater volatility of the prices during the test period. This applies to both the full model
and the intermediate step and further supports what already has been said about recur-
sive robustification.
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Figure 5: An hour-by-hour box plot of the spot prices during the test period.
Whiskers are placed at 1.5 times the interquartile range.
The forecasting skill of the Holt-Winters and the RLS-AR models applied to the resid-
uals of the non-parametric model is also clearly superior to that of the models applied
to the spot prices directly. As shown in Figure 4, which plots the hourly residual RMSE
for the bottom four models in Table 2, the superiority is a result of the two step mod-
els consistently outperforming the other models almost throughout the entire day. It is
only in the first hour of the day that the benchmark RLS-AR model performs similarly
to the two-step ones. This is because the forecasts for these hours are the ones with the
shortest lead times and thus based on very recent observations.
The performance varies somewhat between hours but seems to coincide with the sever-
ity of the price spikes that occurred during the test period. This can be seen on the box
plot in Figure 5 where the spot price distribution within each hour of the day is illus-
trated. The hours with the highest RMSE are among the ones when the most extreme
prices occur.
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Table 3: Out-of-sample performance of the proposed model during week-
days, weekends and holidays separately
Model Day Type RMS(S)E MA(S)E[DKK] [-] [DKK] [-]
RLS-AR
Weekdays 44.94 0.637 31.03 0.696
Weekends 51.74 0.635 34.90 0.654
Holidays 73.79 0.683 50.52 0.715
Holt-Winters
Weekdays 44.39 0.6287 30.67 0.6874
Weekends 52.95 0.650 35.86 0.672
Holidays 74.54 0.690 52.05 0.737
The model’s forecasting skill during normal weekdays, weekends and public holidays
is listed in Table 3. In terms of the unscaled measures, the performance seems to vary
quite substantially between different types of days. However, the performance mea-
sures relative to that of the persistence forecast reveal that much of this variation is due
to the alternating price volatility during the different day types. One has to bear in
mind though that the unbalanced sample sizes between the different categories make
this kind of comparison unreliable. That is, the small number of holidays makes perfor-
mance assessment during these days vulnerable for any extraordinary circumstances.
As previously mentioned, the explanatory power of the input forecasts used in the
model’s first step is owed to their reflection of the volumes bid to the market. The
forecasting skill of the model can therefore be expected to be affected by how closely
the input forecasts are related to the volume cleared on the market. Increased quality
of the input forecast will therefore not necessarily improve the price forecasts unless
resemblance with the bidding behavior is increased as well.
Overall, there seems to be little skill difference between the residual Holt-Winters and
the residual RLS-AR models. In light of the fact that both mainly rely on the same
information from the past this is understandable. Since both models are relatively easy
to implement, choosing one out of the two thus comes down to personal preferences of
the one implementing the model. The Holt-Winters model has the advantage though
that price spikes are less likely to be reflected in forecasts for the following days since
it does not explicitly use previous values for prediction. For the same reason, the Holt-
Winters model is more robust operationally since missing observations will only affect
the model update but will not prevent predictions from being issued.
5 Conclusions and Future Work
A two step methodology for day-ahead forecasting of electricity spot prices has been
presented. Whereas the first step accounts for the prices’ dependence on forecast load
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 -(.
and wind power production, the second step accommodates autocorrelation and sea-
sonalities. The time-adaptive version of the model was shown to comfortably outper-
form its time-invariant counterpart. Hence, adaptive parameter estimationmust be con-
cluded to be relevant for the modeling of this phenomena. In terms of forecasting skill
the interest of employing the robust approach is less obvious. However, the robust esti-
mation protects the model’s parameters from abrupt changes, caused by few excessive
spikes. Thereby the model is enabled to follow the progress of the average prices more
closely without manual inference. The time-varying price volatility suggest though that
robustification should be made recursive.
Out-of-sample empirical results, obtained by mimicking practical circumstances, indi-
cate that the model is well suited for practical use - both in terms of methodology and
forecasting skill. In order to obtain complete forecasts of the electricity spot prices,
the model here presented should be accompanied by a model for prediction intervals.
Given the results of Jónsson et al. (2010), such intervals wouldmost likely be conditional
upon fundamental factors, e.g. forecast wind power production and load. Whether
modeling of higher order moments also requires time-adaptivity will be an interesting
question to answer. Given the characteristics of the prices however, time-adaptivity is
likely to be as essential in such models as it is here.
Even though the share of wind power in the generation portfolio is relatively large
in DK-1, accounting for predicted wind power production is likely to be beneficial in
other markets as well. For instance the findings of Morales et al. (2011) hint that the
methodology presented here could be successfully applied to the Spanish case. Here
the fundamental difference between wind power and conventional power plants plays
an essential role. In addition, the EU’s target of having 20% of its energy consumption
produced by renewable sources by 2020 and similar initiatives in the USA imply that
price forecastingmethods accounting forwind power production and renewable energy
sources in general may have a more widespread applicability in the near future. In
this context the inclusion of e.g. solar and wave power in the model parallel to their
emergence would be interesting. Although both theoretically possible and not hard to
implement, the inclusion of 1 or 2more variables in themodel calls for amore cautiously
chosen variables or merger of them in order to ensure frequent enough updates of the
parameters in all fitting points.
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Predictive Densities for Day-Ahead Electricity
Prices Using Time-Adaptive Quantile Regression
Tryggvi Jónsson1,2 Pierre Pinson2 Henrik Madsen2 Henrik Aa. Nielsen1
Abstract
Solving many of the problems actors in modern electricity markets are
faced on a daily basis requires scenarios of the day-ahead price. These
scenarios are generated using predictive densities for the same prices.
A semi-parametric methodology for generating such densities is pre-
sented, comprising a time-adaptive quantile regression model for the 5-
95% quantiles and a description of the distribution tails by exponential
distribution. The forecasting skill of the proposed model is compared
to that of 4 benchmark approaches and the well known GARCH model
during a 3 year period. Whereas the benchmarks are outperformed in
terms of general forecasting skill the superiority of the semi-parametric
model over the GARCH model lies in the former’s ability to generate
reliable quantile estimates.
1 Introduction
Probabilistic forecasts of the day-ahead wholesale price in the form of predictive densi-
ties are required to solve many of the challenges faced by participants in today’s elec-
tricity markets. For instance, optimal bidding strategies for wind power producers like
the ones described in Morales et al. (2010) and Jónsson et al. (2012) require such fore-
casts for scenario generation. Similarly, scenarios of the day-ahead prices are used for
pricing of hydro power in Fleten and Kristoffersen (2008) and Fleten and Kristoffersen
(2007) and for optimal bidding of other types of generation units in Heredia et al. (2010).
This aside, foreseeable developments in the electricity sector such as continuing growth
of renewable energy technologies and the emergence of flexible demand, are likely to
further boost the demand for such forecasts.
The aim of this paper is to present a methodology for density forecasting of day-ahead
electricity prices that permits generation of operational scenarios. First and foremost
such a model should produce reliable density forecasts of the untransformed prices. For
the purpose of scenario generation it is important that the forecasts properly describe
the full density of the prices (instead of certain quantiles only as is sometimes the case
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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for applications in risk management concerned with a single variable). Once a proper
description of the density is obtained, scenarios respecting price’s correlation structure
are easily obtainable using the scenario generation framework presented in Pinson et al.
(2009).
The unique features of electricity as a commodity prompt some distinct characteris-
tics of its price. In order to maintain a stably operating transmission network, supply
and demand must be matched constantly and instantaneously. In addition, since elec-
tricity can not be stored directly in an efficient manner, production must take place syn-
chronous with consumption. Together this makes arbitrage over time and space close to
impossible (Boogert and Dupont, 2005, Sewalt and de Jong, 2003). Electricity consump-
tion however is highly inelastic in the short-term and exhibits multiple strong seasonal
patterns (Taylor and McSharry, 2007). The supply function on the other hand is discon-
tinuous, convex and steeply increasing in the high production end (Panagiotelis and
Smith, 2008, Karakatsani and Bunn, 2008). All together this results in electricity prices
which in most markets exhibit most or all of the following features: strong multiple
periodicities, intra-and inter-day correlation, non-stationarity, positive skewness, high
kurtosis, mean reverting spikes and general excessive volatility (Jónsson et al., 2010,
Conejo et al., 2005, Panagiotelis and Smith, 2008).
Density forecasting of day-ahead electricity prices has received increased attention in
the recent years. The most popular approach in the existing literature on the matter
is to describe the density by some variant of the Generalised AutoRegressive Condi-
tional Heteroskedasticity model (GARCH), uni- or multivariate (García-Martos et al.,
2011, Diongue et al., 2009, Higgs, 2009, and references therein), often with the aid of a
jump-diffusion model (Haugom et al., 2011, Chan et al., 2008). Disappointingly though
rigorous measures of the forecasting skill of the density model are in most cases not
reported. Alternative approaches are quite rare in the literature but exist though. Pana-
giotelis and Smith (2008) presents a novel approach for Bayesian density forecasting
by a vector autoregressive model with skew-t noise and puts forward measures of the
overall fit of the forecast density. All inference is however done on a logarithmic trans-
formed data and no scheme for conversion to the original scale is discussed. Such a
scheme is nevertheless paramount for a proper conversion of any forecast for a non-
linear and non-stationary process like electricity prices. It is therefore hard to pinpoint
how their model would perform on the real scale and compared to other types of mod-
els. Finally, Deng and Jiang (2004) and Serinaldi (2011) present interesting methods for
modelling the first 4 moments of the conditional price densities with alternative proba-
bility density functions.
In the broadest sense, there are two different approaches to model density: adopt-
ing parametric assumptions and non/semi-parametric modelling. The parametric ap-
proaches have the appeal that the full density of the modelled process is characterised
by very few parameters. This in turn makes a single model sufficient for obtaining
a description of the whole density. This very same feature is however also the main
drawback of parametric approaches since it constrains the density shape. The non-or
semi-parametric approaches on the other hand do not suffer from this shape inflexibil-
ity since assumptions about the distributional shape are either none or conditioned to
a certain domain. These approaches however involve either severely increased model
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complexity, a handsome growth in the number of models to be estimated or even both.
Using data from the Western Danish price area for Nord Pool’s Elspot, models for con-
ditional price densities from both categories will be derived, analysed and compared
in the following. As a parametric approach, and as a form of baseline approach, mod-
elling the standard deviation of a Gaussian distribution is attempted through a series of
formulations of the well known ARCH/GARCH models (Engle, 1982, Bollerslev, 1986)
and similar regression models. Alternatively, a non-parametric Quantile Regression
(QR) (Koenker and Basset, 1978, Koenker, 2005, Møller et al., 2008) model is derived for
quantiles ranging from 0.05 to 0.95. In order to overcome the shortcomings of QR re-
garding modelling of distribution tails, that model is coupled with a model for the tails
which assumes these to be exponentially distributed. All models have time-varying
regression parameters and describe the density of deviations from the expected price,
here found by the model described in Jónsson et al. (2012). Generally any well tuned
model for the expected prices could be applied though. The expected price also serves
as an explanatory variable for the models, either on its own or along with the forecast
load.
In addition to comparing the models with each other, their performance is compared to
that of four benchmark approaches. These are the i) empirical density of the price, often
referred to as climatology forecasts in meteorology, ii) the empirical Gaussian density
of the prices, iii) a Gaussian density whose mean and standard deviation are estimated
by exponential smoothing and iv) a kernel density estimation model . The continuous
ranked probability score (CRPS) (Matheson and Winkler, 1976, Gneiting and Raftery,
2007) and the related continuous ranked probability skill score (CRPSS) are used for
comparison of the two model’s forecasting skill. In terms of these measures, both mod-
els are shown to outperform the benchmarks. It is also demonstrated by reliability dia-
grams that even though the CRPSS of these two models types is quite compatible, it is
only the QR-Exponential model that produces reliable density forecasts.
The remainder of this paper is structured as follows: Section 2 describes the functions of
Nord Pool and the data, then developing into an empirical analysis in order to highlight
the main data features to be modelled subsequently. The models and related parameter
estimation are described in Section 3 while further analysis and genuine comparison of
their forecasting skill are the focus of Section 4. Finally, concluding remarks are given
in Section 5.
2 The Data
2.1 Nord Pool’s Elspot
Nord Pool’s Elspot is a day-ahead market for physical delivery of electricity which cov-
ers 5 different countries. By default, the day-ahead price should be the same in the
entire market region unless prevented by transmission bottlenecks. Gate-closure is ev-
ery day at noon for exchange during the upcoming day. The prices are set with hourly
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resolution as the intersection between the aggregated supply and demand curves. At
first, curves for the whole region are constructed and their intersection constitutes the
system price - The price at which trades are settled if transmission capacity is sufficient.
If however, the resulting production and consumption schedules prompt congestion in
the transmission network, two or more area prices are calculated. The area prices are
found in the samemanner as the systemprice. The supply and demand curves however
only comprise the bids within the area where transmission capacity is sufficient along
with full utilisation of congested lines. Further information can be found at Nord Pool
Spot AS (2011).
The empirical work of this paper is based data from the Western Danish price area
(DK-1). The data covers a period of almost exactly three years of from December 21st
2008 and through December 2011. The data set comprises hourly forecast and observed
day-ahead prices for the area, forecast system load and the area’s forecast wind power
production. The point forecasts for the prices are found by the model described in
Jónsson et al. (2012) while the load forecasts were obtained from Nord Pool’s website,
   	
. Finally, the wind power forecasts originate from a statistically
based wind power prediction software (see Nielsen et al. (2002)).
2.2 Data Analysis
In order to demonstrate the previously described characteristics of the prices and to
establish the necessary properties of a model for their density, a brief empirical data
analysis is presented. Let π(S)t denote the day-ahead electricity price for hour t. The top
plot in Figure 1 shows a time series plot of π(S)t for the whole data period. From the
plot, some of the features mentioned in the previous section are apparent. The prices’
mean and volatility varies constantly throughout the series and price spikes are quite
frequent. From the bottom two plots in Figure 1, which show time series plots of π(S)t
for March 2009 and January 2010, the daily and weekly seasonal cycles of the prices are
apparent as well as some of the other features previously mentioned.
Figure 2 shows the residual series
εt = π
(S)
t − π̂(S)t (1)
where π̂(S)t is the forecast price generated by the model in Jónsson et al. (2012), issued
before at 11:00 on the day before delivery. The horizontal lines on plot represent the α/2
and the 1− α/2 empirical quantiles of the residuals.
The variation of the mean and volatility is far less severe for ε t series than for π
(S)
t . Fur-
thermore, the magnitude of the spikes in the residual series is severely reduced com-
pared to the unfiltered prices. The reduction of these features makes ε t better suited for
parametric modelling than π(S)t and will yieldmore stable parameters over time for any
type of model.
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Figure 1: Time series plots of π (S)t for the whole period (top), March 2009
(bottom left) and January 2010 (bottom right)
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Figure 2: Time series plots of ε t.
Another appeal of modelling the density of ε t is that it does not exhibit nearly as much
diurnal variation as that of π(S)t . Also dependence of the mean on exogenous variables
vanishes. This can be seen from the plots in Figures 3 and 4.
Figure 3 shows the mean (μ), standard deviation (σ), skewness(γ) and Pearson’s kurto-
sis (κ) of ε t and π
(S)
t conditional to different explanatory variables. Three variables are
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Figure 3: Conditional centredmoments of ε t (left column) and π
(S)
t (right col-
umn).
considered here and a fourth one derived from the others. These are the price forecast
π̂
(S)
t , the forecast system load L̂t, the forecast wind power production Ŵt and the fore-
cast wind power penetration Ŵt
L̂t
. In order to ease the comparison between εt and π
(S)
t ,
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Figure 4: Hourly centred moments of ε t and π
(S)
t .
the empirical mean of π(S)t has been subtracted from the corresponding conditional
means.
The plots in Figure 3 reveal that the impact of the explanatory variables on the mean be-
comes neglectable for ε t while it is quite strong for π
(S)
t . Apart from the lower standard
deviation and somewhat elevated kurtosis, the relationship patterns between seem to
be consistent between εt and π
(S)
t for the higher order moments. An explanation for
the higher kurtosis of ε t is to be found in the most excessive price spikes which, due
to the lowered σ, raise κ. The strongest relation seems to be with the expected price
and since the other variables have already been taken into account in the derivation of
π̂
(S)
t , it seems reasonable to start out with a density model depending on the expected
price and subsequently add the other variables and examine whether predictive skill is
improved or not. In addition to the analysis based on moments only presented here,
the dependencies were also verified visually for full densities supporting the aforemen-
tioned conclusions. Calibration assessment presented later on will permit to verify the
suitability of distribution assumptions.
Figure 4 shows hourly values of the μ, σ, γ and κ for the two series. Comparison of the
two lines in each plot reveals that by subtracting π̂(S)t , much of the diurnal variation
in the density is mitigated and what daily seasonality remains coincides well with the
relationship between π̂(S)t and the density of εt. Hence a model relying on π̂
(S)
t to ex-
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plain the density of π(S)t through εt will not require an explicit daily seasonality term as
a model directly modelling the density of π (S)t would.
3 Models for Density Forecasts
3.1 Benchmarks
Four relatively simple benchmark models are constructed, which the more elaborate
models will be measured against. These models are:
I The empirical unconditional quantiles of the prices.
II A time-invariant Gaussian density, i.e. a density defined by the empirical uncondi-
tional standard deviation of the prices.
III A simple exponential smoothing of the standard deviation.
IV A kernel density model estimated using, all past data, the last week worth of data,
the last 500 and the last 1000 observations available.
For model I, the predictions are obviously constant. The sample quantile Qπ(S) (τ) with
nominal proportion τ is found as
Qπ(S) (τ) = inf{π(S)t : τ ≤ Fπ(S)(x)} (2)
where Fπ(S)(x) is the empirical Cumulative Density Function (CDF) of π
(S)
t . In other
words, Qπ(S) (τ) is the value for which it holds that
1
N
N
∑
i=1
1{π(S)i ≤ Q(τ)} = τ (3)
where N is the number of observations in the data set.
The prediction intervals obtained by model II are also constant. They are taken from a
normal distribution with a standard deviation, σπ(S) :
σπ(S) =
√√√√ 1
N − 1
N
∑
i=1
(π(S) − π(S)i )2 (4)
where π(S) = 1N ∑
N
i=1π
(S)
i .
Model III is a two-stage exponential smoothing of the mean (μπ(S),t) and the standard
deviation (σπ(S),t) of π
(S)
t which can be written as
μπ(S),t = απ
(S)
t + (1− α)μ̂π(S),t−1
σ2
π(S),t = α
(
π
(S)
t − μπ(S),t
)2
+ (1− α)σ2
π(S),t−1
(5)
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where α is found as
α∗ = argmin
α
N
∑
t=1
((
π
(S)
t − μ̂π(S),t
)2 − σ̂2ε,t)2 (6)
where in turn σ̂2ε,t is the estimate of σ̂
2
π(S),t from just before noon on the previous day.
Finally model IV is a kernel density estimation of the Probability Density Function
(PDF) of ε t:
f̂t(ε;h) =
1
nh
t
∑
i=t−Nest+1
K
(
ε − ε i
h
)
(7)
where K(·) is a Gaussian kernel
K(x;σ) =
1√
2πσ
e−
x2
2σ2 , (8)
Nest is the number of observations used for the estimation at each time and h is the
bandwidth, chosen according to the method described in Sheather and Jones (1991).
Four lengths of estimation periods are tried, all previous data available, data for the last
week (Nest = 168), and the last 500 and 1000 available observations. Afterwards, the
CDF is obtained by numerical integration of the estimated PDF. Using the Nest = 168
observations for estimation at each time yielded the best performance out of the four
and thus it is the corresponding performance that is reported in the following. Just like
for model III, the density estimated just before noon on the day before realisation is
used to produce the forecast for time t.
3.2 Gaussian Models
The underlying assumption for the parametric models tried here is that the residuals
are conditionally Gaussian. Thereby the relationship between the spot prices and the
point forecast from Jónsson et al. (2012) can be written as
π
(S)
t = π̂
(S)
t|t−k + ztσε,t (9)
where zt is a sequence of Independent and Identically Distributed (IID) standard normal
variables and σε,t is the standard deviation of εt fromEq. (1). An autoregressivemodel is
used in the second step of the model for the expected price. Thus assuming a non-zero
E[εt] and consequently adopting an AR-GARCH model for εt is superfluous which in
turn renders
σ2ε,t = E[ε
2
t ]. (10)
Hence all the models for Gaussian density forecasts derived in this section involvemod-
elling of ε2t which is plotted in the top panel of Figure 5. Relative to the scale of the plot,
ε2t seems to have a level close to zero but with quite frequent spikes. Autocorrelation
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Figure 5: Time series plot of ε2t (top) and the series ACF and PACF (bottom).
and partial autocorrelation functions (ACF and PACF respectively) for ε2t is shown in
the bottom panel of Figure 5. The ACF and the PACF suggest a low order ARCH or
GARCH model is sufficient.
It can be shown (see e.g. Bollerslev (1986)) that a GARCHmodel of order (q, p), describ-
ing σε,t can be written as
σ̂ε,t =
√
ht
ht = α0 +
q
∑
i=1
αiε
2
t−i +
p
∑
j=1
βjvt−j
(11)
where
vt = ε2t − ht , vt ∼N (0,σv). (12)
For p = 0 the model in Eq. 11 becomes an ARCH(q) model and M exogenous variables
can be introduced in the model by adding an extra term so such that
ht = α0 +
q
∑
i=1
αiε
2
t−i +
p
∑
j=1
βjvt−j +
M
∑
u=1
γuxu,t (13)
where xt = [x1,t, . . . ,xM,t]T is a vector of length M including the regressors for time t.
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Based the preceding data analysis and the ACF and PACF for ε2t in Figure 5, 10 different
model formulations are chosen for analysis. Experiments with the models revealed that
only the forecast spot price and load had some merit in terms of forecasting skill. Thus
the formulations are given here explicitly in terms of these variables:
I ht = α0,t + α1,tε2t−1 + β1,tvt−1
II ht = α0,t + α1,tε2t−1
III ht = α0,t + α1,tε2t−1 + β1,tvt−1 + γ1,tπ̂
(S)
t
IV ht = α0,t + α1,tε2t−1 + γ1,tπ̂
(S)
t
V ht = α0,t + α1,tε2t−1 + β1,tvt−1 + γ1,tπ̂
(S)
t + γ2,t L̂t
VI ht = α0,t + α1,tε2t−1 + γ1,tπ̂
(S)
t + γ2,t L̂t
VII ht = α1,tε2t−1 + β1,tvt−1 + γ1,tπ̂
(S)
t
VIII ht = α1,tε2t−1 + γ1,tπ̂
(S)
t
IX ht = α0,t + γ1,tπ̂
(S)
t
X ht = γ1,tπ̂
(S)
t
The parameters, α, β, γ and θ are estimated recursively (as described in (Madsen, 2008,
ch. 11) and Jónsson et al. (2012)) with the forgetting factor λ chosen as
λ∗ = argmin
λ
N
∑
t=1
v2t . (14)
The regression parameters, α, β and γ are estimated separately for each lead-time. In
this particular case translates into estimating hourly specific parameters. A prediction
formula can be written generally for models I - X as
ĥt|t−k = α0,t−k(k) + α1,t−k(k)ε2t−k +
p
∑
i=1
βi,t−k(k)vt−k +
M
∑
j=1
γj,t(k)xj,t (15)
The alternative approach of estimating a single set of parameters for single step predic-
tions and issue predictions iteratively was found to perform worse than this prediction
scheme.
3.3 Time Adaptive Quantile Regression
The QRmodel derived is based on the time adaptive QR-frameworkdescribed in Møller
et al. (2008). The QRmodel is used to describe the distribution of ε t between the 5% and
the 95% quantiles. Afterwards, this model is coupledwith a separate model for the tails.
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There exists a vast literature on Quantile Regression in general. In Koenker (2005), a
detailed description of everything from fundamental properties to latest developments
in the field is provided.
The most basic form for a QR model (Koenker and Basset, 1978) for the variable εt and
a pre-specified quantile, τ is written as
Qε t,t(τ) = F
−1
ε t,t (τ) = x
T
t β(τ) + et (16)
where F−1ε t,t (τ) is the inverse CDF of ε t, xt is a (column)vector of explanatory variables
and et is a noise term, centred at zero and with a finite variance. Finally, β(τ) is a
(column)vector of model parameters, estimated by solving a linear program:
β̂(τ) = argmin
β(τ)
N
∑
i=1
(
εt − xTt β(τ)
)(
τ − 1(εt < xTt β(τ))
)
(17)
In the model here derived, the non-linear relationship between εt and the explanatory
variables is accounted for by representing xt by B-splines. Furthermore, the estimation
data set is updated as new observations become available and at the same time, the
oldest observations are discarded. Then a new estimate of the regression parameters
is obtained by solving (17). Estimating the parameters on relatively recent values only
has the drawback that deviations from the average behaviour are quickly discarded. In
order to ensure a broader coverage of the explanatory variables’ previous values in the
estimation set, its updating is done on a number of partitions or bins. Each bin contains
observations falling within a pre-specified range and every time a new observation be-
comes available, it replaces the oldest observation in the corresponding bin. Meanwhile,
other bins containing data for different values of the variable remain intact. Afterwards
the data bins are combined into a single estimation set which then contains a broader
range of observations than it otherwise would. The updating procedure is described
more thoroughly in Møller et al. (2008).
In light of the analysis presented earlier on, we start out with a QR-model of the form
Qε t,t(τ) = s(π̂
(S)
t )βt(τ) + et =
K
∑
i=1
bi(π̂
(S)
t )βi,t(τ) + et (18)
where bi are natural cubic B-spline basis functions with no intercept term. Furthermore,
K is the number of knots used for the spline fitting and et is an error term, centred and
with finite variance. The remaining candidates for explanatory variables, Lt, Wt and
Wt
Lt
are subsequently added to the model one by one. Both a spline representation is
considered as well as their inclusion as a linear term. The model that yields the highest
forecasting skill has the form
Qε t,t(τ) =
K
∑
i=1
bi(π̂
(S)
t )βi,t(τ) + L̂tγt(τ) + et. (19)
That is, in addition to the spline representation of the forecast spot price, the forecast
load is also included in the model as a linear term. The variables for the wind power
proved not the enhance the model’s forecasting skill nor did representing L̂t by splines.
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Since the optimal memory of the model is likely to vary between different values of τ, a
best model setup is found for each individual value of τ. This calls for a skill score that
can rate a single quantile forecast and not the entire CDF. Following the suggestions of
(Gneiting and Ranjan, 2011, and references therein) such score is defined from (17) as
SSc= − 1
N
N
∑
t=1
(
1(εt ≤ Q̂ε t,t(τ))− τ
)(
εt − Q̂ε t,t(τ)
)
(20)
and is used to evaluate a model’s forecasting skill for a given nominal quantile τ and
subsequently to decide on the meta parameters of the model in (19).
The number and placement of bins and knots is chosen as the setup yielding the high-
est value of SSc, for the estimation period, out of 6 setups. For setups I - III, bin
edges are placed at Fπ̂(S)(τ), τ ∈ {0,0.25,0.75,1} where denotes the empirical CDF of
π̂(S) for the same period. The bin edges for setups IV - VI however are chosen as
τ ∈ {0,1}. The knots are placed at τ ∈ {0,0.25,0.5,0.75,1} for setups I and IV, at τ ∈
{0,0.125,0.25,0.5,0.75,0.875,1} for setups II and V and at τ ∈ {0,0.25,0.75,1} for se-
tups III and VI.
For deciding on the appropriate bin size, NB, for each of the aforementioned setups, the
following scheme is adopted for each value of τ:
1. For setups I - III: Estimate SSc(NB) for NB ∈ {200,400, . . . ,1200}.
For setups IV - VI: Estimate SSc(NB) for NB ∈ {200,400, . . . ,3200}.
2. Find the bin size N∗1B , N
∗1
B = argmaxNB SSc(NB).
3. Estimate SSc(NB) for NB ∈ {N∗1B − 150,N∗1B − 100, . . . ,N∗1B + 150}
4. Again find N∗2B = argmaxNB SSc(NB) out of the new set of NB’s.
5. Estimate SSc(NB) for NB ∈ {N∗2B − 40,N∗2B − 30, . . . ,N∗2B + 40}
6. Decide on N∗3B = argmaxNB SSc(NB) out of the third set of NB’s as the bin size for
that particular value of τ.
3.4 Estimating the Distribution Tail for QR Predictions
One of the drawbacks of quantile regression is that it only provides a description of
particular quantiles. Thus one has to assume some shape of the CDF for values of τ for
which a model has not been estimated. This becomes especially problematic when a
description of the distribution tails is desired since they are unlikely to be well approx-
imated by inter- or extrapolation.
For any risk management however a proper description of the tails is paramount. Like-
wise such description is also important to have for scenario generation. Without it, the
scenarios will not reflect properly the full range of possible outcomes.
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Figure 6: Histograms of the z(l)t (left) and the z
(u)
t (right)
Therefore, a quantile regression model for an unbounded process like the one just de-
scribed must be accompanied by a model for the tails. In order to obtain such a model
we now define two new variables, z(l)t and z
(u)
t , as
z(l)t =max{Q̂ε t,t(0.05)− εt,0}, z(u)t =max{εt − Q̂ε t,t(0.95),0}. (21)
Indeed the choice of defining the coverage of the tail models as the data exceeding or
deceeding the 95% and 5% quantiles respectively is somewhat arbitrary. Here we will
not go into detail in this discussion but these values seem to be a reasonable choice
since the quantile regression seems to perform well up to these values. On the other
hand, by estimating quantiles further out in the tails would dilute the estimation data
for the tail models severely. Also for this reason, we restrict ourselves to models with
parametric assumptions as obtaining a description of the full density will always end
up in a parametric assumption for the extremes.
In Figure 6, histograms of these two variables are plotted using data for the whole pe-
riod and the best performing QR model found. Not surprisingly, the densities of z (l)t
and z(u)t seem to be exponentially decaying for increasing values. Thus assuming expo-
nential distribution for z(l)t and z
(u)
t seems reasonable.
For an exponentially distributed variable x the PDF f (x;λ) and the CDF F(x;λ) are
defined as
f (x;λ) =
{
λe−λx for x ≥ 0
0 for x < 0
, F(x;λ) =
{
1− e−λx for x ≥ 0
0 for x < 0
(22)
where λ is the rate-parameter defined as one over the mean of x.
The estimate of λ at time t, λ̂t, is obtained by maximum likelihood estimation using all
data available until time t. It easily shown that such estimate of the rate-parameter is
found as
λ̂t =
1
xt
=
1
1
Nt ∑
Nt
i=1 xi
(23)
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where Nt is the number of observations available at time t.
4 Numerical Results
4.1 Evaluation of Forecasting Skill
For comparison of forecast quality the average Continuous Ranked Probability Score
(CRPS) (Matheson and Winkler, 1976) and the related Continuous Ranked Probability
Skill Score (CRPSS) are used. For a single observation, xo and a corresponding predicted
CDF, F̂(x), the CRPS is defined as
CRPS=
∫ ∞
−∞
(
F̂(x)− Fo(x)
)2
dx (24)
where
Fo(x) = H(x − xo) =
{
0 if x − xo < 0
1 if x − xo ≥ 0
. (25)
is the well-known Heaviside function. Subsequently CRPS is found as
CRPS=
1
N
N
∑
i=1
CRPSi. (26)
The CRPSS for a certain model is defined as
CRPSS= 1− CRPSmodel
CRPSre f
(27)
where CRPSmodel is the average CRPS for the model and CRPSre f is that for a chosen
reference model. The reference model is commonly chosen as the empirical quantiles,
i.e. benchmark model II, which is also the case here.
In order to allow for a fair comparison of the performance of all the derivedmodels, two
sets of CRPS values are reported. One is estimated using a set of quantiles, τ1, ranging
from 0 to 1 in steps of 0.05. For the other one, τ2, the set of quantiles used includes
additional quantiles in the tails of the distribution. That is the sets τ1 and τ2 are defined
as
τ1 ∈ {0,0.05,0.10, . . . ,0.95,1}
τ2 ∈ {τ1,0.005,0.01,0.025,0.975,0.99,0.995}.
(28)
In both cases the empirical minimum and maximum for the whole data set are used for
the 0 and 1 quantiles respectively.
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Table 1: The CRPS for the best performing models.
Model Parameters Training Period Test Period
τ ∈ τ1 τ ∈ τ2 τ ∈ τ1 τ ∈ τ2
Benchmark
I — 50.76 48.62 56.64 54.52
II — 51.97 49.82 56.50 54.37
III α = 0.0119 48.96 47.03 47.53 45.41
IV Nest = 168 46.17 44.32 42.26 40.04
Gaussian
III λ = 0.9954 23.50 21.39 25.35 23.24
V λ = 0.9956 23.43 21.33 25.28 23.16
VI λ = 0.9039 23.18 21.08 25.07 22.97
QR-E I See Table 2 22.71 21.26 25.18 23.06
4.2 Estimation Results
For all models, parameter estimation is done using the data or fromDecember 21st 2008
until December 31st 2009. The remaining 2 years are used as an independent test set.
These data sets will be referred to as the training set and the test set from here on.
Table 1 lists the CRPS of the best performing models from previous section along with
the corresponding parameter estimates for the benchmark and the parametric models.
The model parameters for the QR-E model are however given in Table 2. Among the
benchmarks, the kernel density estimation model outperforms the other ones. This
was the case for all values of Nest tried although Nest = 168 was the one for which the
differencewas largest. The exponential smoothing model was also found to outperform
the time-invariant benchmarks although it performs poorer than the kernel model.
The best performing parametric models are the GARCH-X model with π̂(S)t as explana-
tory variable (III) and the GARCH-X and ARCH-X models with both π̂(S)t and L̂t as
exogenous variables (V and VI respectively). Although the ARCH-X model outper-
forms the other two, the difference in CRPS is small. Furthermore, the forgetting factor
λ is suspiciously low for the ARCH-X model as it can not rely on the moving average
term to accommodate the short term dynamics of σε t . Thus the forgetting factor of the
two GARCHmodels is of a much desirable magnitude in terms of parameter stability.
The τ-specific bin sizes, NB for the QR-E model are listed in Table 2 along with the
placement of the spline knots and the bin edges. According to expectations, the largest
amount of data is used to estimate the quantiles close to the tails. Then on both sides
of the median there are quantiles for which the model as a relatively short memory in-
dicating more rapidly varying dynamics. Closer to the median the memory increases
again since the point forecasts have accommodated most dynamic changes there. All
in all, the merits of the model’s flexibility, compared to the parametric models, tran-
spire through the longer memory of the QR-E model, thus allowing for a more stable
regression parameters.
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The rate parameters for z(l)t and z
(u)
t are, like for the other models updated daily using
all available data at the estimation time. The corresponding CRPS values are listed
in Table 3, along with that of climatology forecasts for the tails. The table shows that a
slightly better description of the lower tail is obtained through by the exponential model
than by the climatology forecasts. Disappointingly however the opposite is the case for
the upper tail. One has to bear in mind though that only the Exponential model is
applicable in practise since the other one utilises future information at every prediction
time which is especially misleading for models describing extreme occurrences.
4.3 Model Comparison
Barplots of the CRPSSs for the test period are presented in Figure 7, using τ ∈ τ1 and
τ ∈ τ2 as earlier defined. Overall the more elaborate models seem to outperform the
benchmarks by a significant margin. The difference between the Gaussian and the QR-
E models may appear negligible.
For any type of risk management or scenario generation, the reliability of the density
forecasts is essential. Most risk management models, such as Value-at-Risk (VaR) or
Conditional Value-at-Risk (CVaR), aim at minimising losses at or beyond a certain quan-
tile of the loss probability distribution. Thus an unreliable density estimate will severely
affect all risk assessment. Similarly for scenario generation which often is used for gen-
erating inputs to models such as VaR and CVaR, an unreliable density forecasts will
yield scenarios that do not cover the full spectrum of possible outcomes. Moreover since
uncertainty generally tends to be underestimated in density forecasts (Chatfield, 2000,
ch. 7.7), unreliable density forecast will generally prompt risk to be underestimated.
Table 2: The best bin sizes (NB) found for each value of τ.
τ NB τ NB τ NB τ NB τ NB
0.05 1710 0.25 210 0.45 810 0.65 790 0.85 550
0.10 1790 0.30 230 0.50 760 0.70 820 0.90 1090
0.15 2000 0.35 210 0.55 800 0.75 840 0.95 1280
0.20 200 0.40 300 0.60 740 0.80 550
Knots: π̂(S)t ∈ {−158.85,240.25,275.61,311.64,675.07}
Bin Edges: π̂(S)t ∈ {−∞,240.25,311.64,∞}
Table 3: The CRPS for the tail models, estimated for τ ∈ τ1.
Period:
Qclim Exp(λ̂)
Lower Tail Upper Tail Lower Tail Upper Tail
Training 22.93 27.65 22.93 27.59
Test 22.51 12.15 22.09 12.90
-&0      :
CR
PS
S 
[−]
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
σclim Qclim σES Kern
el
GAR
CH−
X (III
)
GAR
CH−
X (V
)
ARC
H−X
 (IV)
QR
CR
PS
S 
[−]
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
σclim Qclim σES Kern
el
GAR
CH−
X (III
)
GAR
CH−
X (V
)
ARC
H−X
 (IV)
QR−
E
Figure 7: Barplot of the CRPSS for the models listed in Table 1 for the test
period estimated on τ ∈ τ1 (left) and on τ ∈ τ2 (right).
Time
PI
T[−
]
0
0.
2
0.
4
0.
6
0.
8
1
Dec ’08 Jul ’09 Feb ’10 Sep ’10 Apr ’11 Nov ’11
Time
PI
T[−
]
0
0.
2
0.
4
0.
6
0.
8
1
Dec ’08 Jul ’09 Feb ’10 Sep ’10 Apr ’11 Nov ’11
Figure 8: The PIT of ε t the ARCH-X model (left) and the QR-E model (right).
For this reason the reliability of the models derived in previous section is examined.
A thorough discussion of the concept of reliability is given in Bröcker and Smith (2007)
and Pinson et al. (2010) so only a brief introduction will be given here. Ideally a series
of N forecasts for the τth quantile of the density of εt, Q̂ε t,t(τ), should satisfy
τ˜ =
1
N
N
∑
t=1
1(εt ≤ Q̂ε t,t(τ)) = τ. (29)
How reliable forecasts from a particular model are is commonly reported either as a
comparison of τ˜ and τ or as the bias of τ˜, i.e. τ − τ˜. For a finite data set, some deviation
a non-zero bias of τ˜ is natural within a certain band around τ and both Bröcker and
Smith (2007) and Pinson et al. (2010) present estimation procedures for this band. These
intervals are commonly referred to as consistency intervals and correspondingly they
are illustrated as consistency bars on reliability diagrams.
Pinson et al. (2010) suggest that the Auto-Correlation of the Probability Integral Trans-
formation (PIT) (Gneiting et al., 2007) should be accounted for in the estimation of con-
sistency intervals for reliability diagrams. Using the predictive densities obtained by
& #   -&(
0 10 20 30 40
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Lag
AC
F
0 10 20 30 40
0.
0
0.
2
0.
4
0.
6
Lag
Pa
rti
al
 A
CF
Figure 9: The rank ACF and PACF for the PIT of the forecasts from the QR-E
model.
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Figure 10: Reliability diagrams on probability paper for the GARCH-X mod-
els (top-left and right), the ARCH-X model (bottom-left) and the
QR-E model (bottom-right).
the models described here, PIT of ε t is found as
PIT(εt) = F̂t(εt) (30)
and should be uniformly distributed between 0 and 1. The PITs for the four models
are plotted in Figure 8. The plots reveal that even though the PITs seems to be close to
uniform on a time-invariant plot, like a histogram, for the whole period this is not the
case in the short-term as the PIT seems a drifting mean for all models.
Figure 9 shows the rankACFs for the QR-Emodel. The figure reveals considerable auto-
correlation in the PIT which need to be accounted for when reliability of the forecasts is
evaluated. The ACFs for the other models look similar.
Therefore the methodology presented in Pinson et al. (2010) for constructing consis-
tency intervals for the reliability diagrams is adopted. Reliability diagrams, plotted on
probability paper (see Bröcker and Smith (2007)) are shown for the four models in Fig-
ure 10. For the QR-E model, the reliability hypothesis can not be rejected at the 10%
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level for all quantiles. For the ARCH-X model however, the hypothesis is rejected for 9
out of the 25 quantiles at the 5% significance level. Furthermore, going to the 1% level
only reduces this number to 8. For the two GARCH models the results are even worse.
Thus one must conclude that even though the two models score similarly in terms of
CRPSS, the Gaussian models fail to produce reliable probabilistic forecasts. The relia-
bility diagrams are a clear testimony of the shortcomings of the Gaussian assumption.
The assumed shape of the density causes centre quantiles to be generally overestimated
while the tail quantiles are underestimated. This indicates that εt has in fact a sharper
density with higher kurtosis than a standard Normal distribution - Even conditionally.
4.4 Properties of the QR-E Model
Table 4 lists the CRPSS for the QR-E forecasts and the CRPS for both that model and the
climatology one within each estimation bin for π̂(S)t the training and the test set. That
is, the quantile forecasts have been segmented by the 1st and the 3rd sample quartiles
and the CRPSS estimated for each bin.
First and foremost the table shows that the QR-E model consistently outperform the
climatological model regardless of the expected price. Apart from that, the table re-
veals that the the superiority of the QR-Emodel is greater in situations where the prices
are expected to be high or low. The fact that the difference in CRPS between the in-
termediate bin and the bins outside the inter-quartile range is at least 70% larger for
the benchmark model than for the QR-E model is a testimony of this. These results are
not surprising since a static reference model is generally expected to give the best result
under ordinary circumstances at the cost of less frequent events. Thus, greater improve-
ments should be expected for π̂(S)t above and below average by using a more elaborate
model.
The varying performance of the QR-E model in the outer bins is partly due to their
varying update frequency between the two periods. During the training period the
average spot price is lower than during the test period. The segmentation on the other
hand is done according to the empirical quantiles of the whole data set. Thus the bin
Table 4: The CRPS for the predictions from the QR-E model and the climatol-
ogy quantiles, segmented according to π̂(S)t
Range
CRPS CRPSS
QR-E Qclim QR-E vs. Qclim
Training Test Training Test Training Test
−295.43 ≤ π̂(S)t ≤ 266.87 21.48 36.63 51.03 67.20 0.5790 0.4549
266.87 ≤ π̂(S)t ≤ 381.27 18.07 19.97 27.74 35.08 0.3487 0.4307
381.27 ≤ π̂(S)t ≤ 867.74 47.89 24.23 76.61 90.93 0.3749 0.7335
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Figure 11: Hourly CRPSS for the QR-E model (left) and the hourly CRPS val-
ues for the QR-E model and the climatology one (right).
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Figure 12: Forecasts generated by the QR-E model on 15/9 2009 at 10:00 for
16/9 2009 (left) and forecasts issued on 23/1 2010 at 10:00 for 24/1
2010 (right).
containing the high expected prices is updated less frequently than the low price bin
during the training period. On the contrary, the low price bin represents expected prices
further from the mean during the test period than during the training period. This
prompts the question of whether time-varying bin edges would be appropriate. No
effort for obtaining such model was made though.
Figure 11 illustrates the CRPSS and the CRPS for each hour of the day which in this case
is also for each lead-time. Again the instability of the CRPSS seems to be mainly driven
by the varying skill of the climatology quantiles. In the context of Jónsson et al. (2012),
it is interesting to see the peak (poorest performance) of the climatology model in the
early evening hours. These were observed in forecast quality of the model presented
in Jónsson et al. (2012) and since the CRPS closely related to the Mean Absolute Error
(MAE) for point forecasts, the appearance of these is natural for the climatology model.
Interestingly however, this peak is by far less severe in the curves representing the QR-E
model. It was shown in Jónsson et al. (2012) that this poor performance during these
hours was due to more volatile prices. Thus it is pleasant to see that the combination of
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the model from Jónsson et al. (2012) and the QR-E model is able capture this increased
volatility to some extent.
Two examples of the density forecasts from the QR-E model are shown in Figure 12.
The plots in the figure illustrate well how the density of π(S)t varies with the expected
price.
5 Concluding Remarks
A model able to generate reliable density forecasts for the day-ahead electricity prices
at Nord Pool’s Elspot has been presented. Time-adaptive quantile regression is used
to describe the density between the 5% and the 95% quantiles. The distribution tails
are then approximated by an exponential distribution. The proposed methodology is
shown to consistently outperform 4 different benchmark approaches for every hour of
the day and regardless of the level of the prices. Compared to the parametric Gaussian
models also presented in this paper, the QR-Emodel has the advantage that is produces
quantile forecasts that are reliable.
The density model is built as an independent extension of the point forecasts presented
in Jónsson et al. (2012) which simplifies the modelling process considerably. The ex-
pected price could however be obtained by any other well-tuned model serving the
same purpose. Unlike the majority of procedures in the existing literature, the mod-
elling is done on untransformed data allowing for directly deriving density forecasts
on the actual scale of the prices. Furthermore, as the results presented in this paper are
derived by mimicking practical data availability, the model can be applied as presented
for online density forecasting of the prices.
The type of forecasts here presented are valuable for various applications. For one, the
model’s predictions can be used directly for determining the optimal structure of block
bids (see Nord Pool Spot AS, 2011, for definition) in markets where such bids are ac-
cepted. Secondly, the model can be used for generating the scenarios necessary to solve
the decision problems described in Morales et al. (2010), Jónsson et al. (2012), Fleten
and Kristoffersen (2008, 2007), Heredia et al. (2010). In the scenario generation process,
the auto-correlation of the PIT needs to be accounted for, e.g. by applying the scenario
generation framework from Pinson et al. (2009). The sequential clearing of many liber-
alised electricity markets, e.g. the Scandinavian and the Spanish ones, makes density
forecasts of the day-ahead prices vital for any generation of market scenarios - Even
though the day-ahead prices are not explicitly required in the scenarios. This is because
other market variables are either strongly influenced or even directly dependent upon
the day-ahead prices. Thus accounting for the whole range of potential outcomes on the
day-ahead market is vital for obtaining a set of scenarios spanning the whole density of
possible realisations on other markets.
Despite that a complete model has been found there are several possibilities for im-
proving it. First of all, from Figure 8 a relatively slow drift in the realised PIT can be
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detected. For a time-varying process like the spot prices are, such effects will never be
fully prevented. Although it would be interesting to see whether an auto-regressive or
a moving average term could mitigate this behaviour of the PIT. This could either be
done in the Quantile auto-regression framework discussed in Koenker (2005, section
8.3 pp. 260-265) or as an exponential smoothing model like the one described in Taylor
(2008, and references therein). Secondly, alternative definition of the bin edges, e.g. in
terms of sample quantiles over a given period could be interesting to pursuit.
Thirdly, even though the parametricmodels presented here yielded unreliable forecasts,
there are several extensions to the models that might successfullymitigate that problem.
For instance some of a mixture model might help in this regard. The mixture model
could be either a discrete one, e.g. a Hidden Markov model, or a continuous latent
model could be applied. Another interesting possibility would be a double stochastic
(G)ARCH-X model (Madsen, 2008). This would serve the purpose of accommodating
the shifts between periods of excessive volatility and periods of relative tranquillity
better than the exponential smoothing does. Also other parametric distributions could
be considered. For such models, one should bear in mind that some form for adaptivity
in the parameters is paramount for a non-stationary process like the spot prices are.
Finally, given a larger data set, revisiting the exponential tail models would be worth-
while. For one, even though the centre part of the density of εt does not exhibit any
apparent diurnal variation, it seems plausible that the tail quantiles would do so due to
the higher demand during the day. For the data set at hand however, hourly estimation
however dilutes the data set so severely that estimation of a seasonal model for the tail
would be meaningless. A larger data set would also allow for investigation of whether
a limited memory is appropriate for estimation of the tail.
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Exponential Smoothing Approaches for Prediction
in Real-Time Electricity Markets
Tryggvi Jónsson1,2 Pierre Pinson2 Henrik Aa. Nielsen1 Henrik Madsen2
Abstract
Alternative bidding strategies for wind power are commonly evaluated
based on constant expectations for the real-time prices in the literature.
This is the case despite the potential gains of accounting for the vary-
ing price dynamics are obvious and necessary under practical circum-
stances. In this paper, methods for accommodating the short-term dy-
namics of the prices are derived and analysed. Themodels presented are
all based on the well known Holt-Winters model with a daily seasonal
cycle, either in its conventional form or conditioned upon exogenous
variables chosen among forecasts of: (i) the day-ahead price, (ii) the sys-
tem load and (iii) the system wind power penetration. The proposed
models’ superiority over the aforementioned commonly applied clima-
tology model is subsequently demonstrated by a case study, mimicking
practical forecasting for a 3 year period during 2008-2011.
1 Introduction
In parallel to recent years’ rapid growth in electricity generation by renewable energy
sources, producers are increasingly urged to sell their generation though the market.
This has triggered the interest of both researchers and practitioners in proposing opti-
mal bidding strategies for renewable energy producers as balance responsible parties
(BRPs) in deregulated electricity markets. Especially wind power has been in focus
due to its leading role among recently emerged renewable energy sources. The wind
power producer’s point of view will also be considered here for the sake of an example.
Although other market participants may be interested in the forecasting of regulation
market quantities for similar reasons. Wind power production is a stochastic process
with limited predictability on a day-ahead basis. Accordingly bidding strategies for
wind power producers are derived as a stochastic optimisation problem. The optimi-
sation’s objective commonly is to minimise a function of the expected cost and risk
induced by their (involuntary) participation in the real-time imbalance market (also re-
ferred to as regulation market) (Bremnes, 2004, Matevosyan and Söder, 2006, Pinson
1ENFOR A/S, Lyngsø Allé 3, DK-2970 Hørsholm, Denmark
2DTU Informatics, Technical University of Denmark, Richard Petersens Plads, building 321,
DK-2800 Kgs. Lyngby, Denmark
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et al., 2007, Zugno et al., 2012, Morales et al., 2010, Gibescu et al., 2008, Galloway et al.,
2006, Rahimiyan et al., 2011).
The unit regulation costs (per MWh of imbalance) in the real-time market are dynamic
and asymmetric (Skytte, 1999). As shown by Gneiting (2010) for the general case and
by Bremnes (2004) for wind power specifically, this makes common bidding procedures
solely based on the expected generation for every lead time sub-optimal. Instead, the
bid maximising expected revenues is found to be a particular quantile of predictive
production densities. The nominal proportion of this quantile is a direct function of
expected unit regulation costs in the real-time market, also referred to as imbalance
penalties. Despite their obvious impact on the performance of trading strategies, these
quantities are often assumed deterministic and known (Matevosyan and Söder, 2006),
or modelled based on long-term averages (Pinson et al., 2007, Gibescu et al., 2008, Gal-
loway et al., 2006) thus disregarding the short-term dynamics of the real-time market.
Under similar assumptions Boogert and Dupont (2005) conclude that gaming in gen-
eral can not be profitable. Recently though, Zugno et al. (2012), Morales et al. (2010)
and Rahimiyan et al. (2011) have taken into account short-term variations in the penal-
ties with considerable benefits. The drawback of the approach Morales et al. (2010) and
Rahimiyan et al. (2011) take for modelling the real-time market is that it is not able to
accommodate negative prices which are the reality of many electricity markets. Fur-
thermore, information which in not available before the market gate-closure is utilised.
In contrast, the results of Zugno et al. (2012) are obtained using the forecasting method-
ology described in the present paper, hence yielding optimal bids based entirely on
predictions from readily available information prior to gate closure.
The objective of this paper is to rigorously model and predict imbalance penalties at
lead-times of interest when trading wind power on a day-ahead market, in an expo-
nential smoothing framework. The very characteristics of electricity markets prompt
the task of modelling the real-time electricity prices to differ substantially from conven-
tional time-series modelling. Excessive volatility and skewness aside, anti-gaming poli-
cies have in many cases caused these prices to have unique dynamic features. For one,
the widely adopted dual pricing scheme for regulating power (which implies different
pricing for producers in surplus and deficit) induces a regime-switching behaviour of
the prices. In other words, the dynamics of the two prices are heavily affected by the
net balance of the system. Additionally, some markets have real-time prices that are
bounded by the day-ahead price (e.g. the Danish and the Spanish ones) or capped in
another manner (e.g. the PJM and the New England markets in the USA) to discourage
gaming even further. This feature magnifies the state dependency of the prices since
they either share characteristics with the day-ahead prices or have their own unique
dynamics. Furthermore, this policy arguably inflates the volatility in the real-time mar-
ket through reduced supply.
Conditioning models for the real-time prices on the net balance of the whole system
is paramount for capturing relevant price dynamics. This in turn makes popular time
series models like the seasonal ARMA model used in Morales et al. (2010) inadequate,
since this type of model does not account for this regime-switching behaviour. Ols-
son and Söder (2008) introduced a Markov-switching seasonal ARIMA model with
time-inhomogeneous transition probabilities for addressing this issue, though with the
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following pitfalls. Firstly, the transition probabilities are time-invariant, hence ignor-
ing the short-term variations in state probabilities, while such variations are shown to
be substantial in this paper. Secondly the lack of auto-correlation between day-ahead
lags causes the time-inhomogeneous transition probabilities to converge to the homo-
geneous ones rather quickly, and for lead-times shorter than those required for bidding
into a day-ahead market. Put differently, the transition probability matrices for lead-
times required for day-ahead trading of wind power contain only the empirical steady
state distribution during the period the estimation is based on.
The idea behind the prediction approach introduced here is to take advantage of the
formulation of imbalance costs as the product of two variables: (i) a categorical one
representing the sign of the net system balance, and (ii) a penalty part describing the
magnitude of imbalance penalties when active. Combining predictions for these two
variables by applying the law of total expectation then yields the expected imbalance
costs. Both variables are modelled using Holt-Winters models (Winters, 1960) with a
daily seasonal cycle, either in its conventional form or conditioned by exogenous vari-
ables. The proposed approach is to be evaluated against the climatological benchmark,
for each individual variable and for the final expected imbalance penalties.
The remainder of the paper is structured as following: Section 2 gives an overview of the
empirical context of the paper and describes the data used for the analysis. Afterwards,
the necessary definitions and data analysis is presented in Section 3. The models and
parameter estimation procedures are given in Section 4 followed by numerical results
in Section 5. Finally, concluding remarks are given in Section 6.
2 Electricity Exchanges and the Specifics of Nord
Pool
2.1 Generalities
Day-ahead electricity markets are the result of a general movement around the world
towards deregulation in the electricity industry over the past two decades. The aim of
the deregulation policies has been to replace regulated regional or national monopolies
with competitive market environments. Although the actual implementation varies be-
tween countries and regions, the basic functionalities remain similar among those who
have adopted these policies. Amarket is organised, typically by an independent market
operator, where producers and retailers trade electricitywith gate-closure on the day be-
fore the physical exchange or even later. In addition, so-called over-the-counter (OTC)
contracts are common. These are agreements for electricity exchange with delivery pe-
riods ranging from days or weeks up to years. Finally, a real-time market (often termed
imbalance market) is operated where deviations from previously entered contracts are
settled in real-time.
Due to the expensive and highly specialised system required for transmitting electricity,
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the transmission systems have typically either remained under public control or with
a thoroughly regulated private monopoly. Depending on location these monopolies
are referred to as a Transmission System Operator (TSO) or an Independent System
Operator (ISO) which then also acts as a market operator. Similar structure is widely
adopted for the distribution network.
The TSOs are responsible for the operation of the transmission network and thereby for
maintaining the balance between supply and demand, which is crucial for the operation
of the system. The real-timemarket is therefore inmany cases operated by the TSO even
though other markets are operated by a third party. Trading on these market is often
discouraged by a market structure unfavourable for speculation or gaming. In addition,
producers are obliged to bid their full available capacity into the day-ahead market in
some areas.
2.2 Nord Pool and the Danish Electricity Market
The Danish electricity market is a part of the Nord Pool market which is the world’s first
multinational electricity market. It was founded by Statnett SF and Svenska Kraftnät
(the Norwegian and the Swedish TSOs respectively) in 1996. Since it has been gradu-
ally expanded to encompass Denmark, Finland and Estonia as well. In 2002 physical
exchange activities were demerged into a separate company, Nord Pool Spot which
operates the markets. Nord Pool Spot ASA is jointly owned by Statnett SF, Svenska
Kraftnät (30% each), the Danish and the Finnish TSOs, Energinet.dk and Fingrid Oy re-
spectively (20% each). Nord Pool’s market share is one of the highest in the world with
72% of the total Nordic consumption traded on its markets in 2009 (Nord Pool Spot AS,
2010). In 2010 and 2011 the market share rose to 74% and 75% respectively (Nord Pool
Spot AS, 2011b, 2012).
The market region is divided into 10 price areas, bordered by bottlenecks in the trans-
mission grid and with internal transmission capacity practically infinite. Denmark com-
prises two of these areas, one on either side of the Storebælt channel.
Nord Pool runs two different markets for physical exchange of electricity, Elspot and
Elbas. Elspot is a day-ahead market with gate-closure at noon on the day before deliv-
ery. Here producers and retailers bid for the sale and purchase of electricity in hourly
intervals. Once the bids are collected, a system price is determined as the intersection
between the aggregated supply and demand curves. The system price is the price at
which physical exchange is settled during hours where transmission across the grid
bottlenecks does not reach their capacity. Besides, the system price serves as a reference
price for almost all financial derivatives linked to Nord Pool. In case the desired trans-
mission across price area borders reaches its capacity, multiple area prices are defined.
An area price is determined by the same procedure as the system price however only
considering the bids from the particular area and the full utilisation of the connections
to the surrounding areas as price independent bids. Elbas is opened for trading once
the Elspot prices have been published and has gate-closure 1 hour prior to delivery. El-
bas is a bid-ask market where bids for either purchase or sale of electricity are placed.
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The bids are prioritised according to price and submission time and are settled at the
bid price. The acceptance of a bid across price areas is subject to capacity availability.
Almost the entire exchange takes place on Elspot, which is responsible for more than
99% of the total exchanged volume each year. Amore detailed description of the market
environment and price settlement is provided in Nord Pool Spot AS (2011a).
In addition, the national TSOs each run a real-time market in their countries for bal-
ancing the transmission grid. Markets for supplier imbalances and retailer imbalances
are run separately and with different pricing schemes. For the retailers a single-price is
defined at which those short of their contracted volume buy the surplus of those having
overestimated their consumption at the time. In contrast, two prices are defined on the
suppliers’ market. The producers short of their contracts buy their deficits at the up-
regulation price while those overproducing sell their surplus at the down-regulation
price. The regulation prices are bounded by the Elspot prices so that the up-regulation
price can never deceed it and the down-regulation price can never exceed it. Further-
more, imbalances that negate the total system imbalance are not penalised. This implies
that at any given time, either the up-regulation or the down-regulation price is equal to
the spot price.
2.3 Available Data for the Study
The data which the empirical results of this paper are based on comprise hourly data
for the period from November 2008 and through December 2011. The data set con-
tains hourly spot-and regulation prices for the Western Danish price area of Elspot
(DK-1) along with forecast system load, wind power production and spot prices for
the same area. All forecasts are issued before noon on the day before delivery and like
the price data have a temporal resolution of one hour. The observed prices and the
load forecasts have been made publicly available by Nord Pool through their website,
   	
. The spot price forecast is obtained by the method described in
Jónsson et al. (2012) and the wind power forecasts stem from a commercially available
wind power prediction software (Nielsen et al., 2002). Due to difference currency con-
version procedures between Nord Pool and Energinet.dk, prices are rounded off to the
first decimal.
3 Problem Formulation and Data Analysis
The purpose of the data analysis that follows is to establish the necessary properties
of models for the imbalance cost and to identify potentially influential exogenous vari-
ables. Only results that seemed to deserve further inspection are presented.
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3.1 Background and Variable Definition
Let π(S)t be the day-ahead area price at hour t and let π
(↓)
t and π
(↑)
t be the down-and up
regulation prices for the same hour respectively. In addition, let ψ(↓)t and ψ
(↑)
t denote
the down-and up regulation penalty during hour t respectively, defined as
ψ
(↓)
t = π
(S)
t − π(↓)t (1)
ψ
(↑)
t = π
(↑)
t − π(S)t . (2)
Zugno et al. (2012), Pinson et al. (2007) and Bremnes (2004) all show the bid that max-
imises the expected hourly revenue of a price taking wind power producer, W˜∗t , to be
found as
W˜∗t = F−1Wt
⎛⎝ ψ̂(↓)t|t−k
ψ̂
(↓)
t|t−k + ψ̂
(↑)
t|t−k
⎞⎠ (3)
where F−1Wt (·) is the inverse cumulative density function (CDF) of the wind power pro-
duction during hour t. Furthermore,
ψ̂
(↓)
t|t−k = E
[
ψ
(↓)
t |χt−k
]
(4)
ψ̂
(↑)
t|t−k = E
[
ψ
(↑)
t |χt−k
]
(5)
are the expected imbalance penalties, conditional on the information available before
gate-closure of the spot market, χt−k. In order to ease the notation, ψ̂
(↓)
t|t−k and ψ̂
(↑)
t|t−k
will be noted as ψ̂(↓)t and ψ̂
(↓)
t from here on. For the same purpose E[·|χt] is denoted
E[·] in the following.
The regulatory framework of Nord Pool implies that the following conditions are ful-
filled at all times:
π
(↑)
t ≥ π(S)t ⇒ ψ(↑)t ≥ 0 ∀t (6)
π
(↓)
t ≤ π(S)t ⇒ ψ(↓)t ≥ 0 ∀t (7)
π
(↑)
t = π
(S)
t ⇒ ψ(↑)t = 0 if π(↓)t < π(S)t ∀t (8)
π
(↓)
t = π
(S)
t ⇒ ψ(↓)t = 0 if π(↑)t > π(S)t ∀t. (9)
The first two conditions are a result of the fact that the real-time prices are bounded by
the spot price while the later two conditions are owed to that only producers that con-
tribute to the overall imbalance are penalised. From a producer’s point of view, these
conditions allow for the relationship between the spot market and the real-time market
to be categorised in three discrete states. These are down-regulation hours (production
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surpluses penalised), no regulation hours (no imbalances penalised) and up-regulation
hours (production deficits penalised) and are defined mathematically as
I(ψ)t = sgn{ψ(↑)t − ψ(↓)t }
=
⎧⎪⎨⎪⎩
1 during up-regulation hours
0 during hours of no regulation penalty
−1 during down-regulation hours
.
(10)
Note that for the system operator, these states are not necessarily the same since it oper-
ates in higher temporal resolutionwith the actual physical balance of the system, which
can change signs within an hour and is seldom precisely zero. The no regulation hours
thus comprise both hours of no physical regulation and hours where balancing power
has been inexpensive enough not to prompt a penalty for those subject to the regulation.
However, since the producer’s main objective is to maximise his revenue, regardless of
the exact physical balance of the system, it is primarily the price differences that are
relevant for the producer. Consequently, the following modelling efforts are all done in
terms of the price difference and not the physical imbalance.
By applying the law of total expectation, Eqs. (4) and (5) can be written as
E
[
ψ
(↑)
t
]
= P(ψ
(↑)
t > 0) ·E
[
ψ
(↑)
t |ψ(↑)t > 0
]
+P(ψ
(↑)
t = 0) · 0 (11)
E
[
ψ
(↓)
t
]
= P(ψ
(↓)
t > 0) ·E
[
ψ
(↓)
t |ψ(↓)t > 0
]
+P(ψ
(↓)
t = 0) · 0. (12)
This allows for partitioning the problem into estimation of the probabilities of regulation
in each direction, hereafter termed the imbalance sign, and forecasting of the penalties
conditioned on them being different from zero.
The appeal of dividing the problem up like this is twofold. Firstly, the chance of obtain-
ing an acceptable description of the penalties, when actually realised, is higher. Espe-
cially this is the case when the use of external explanatory variables is considered since
certain circumstances could for instance otherwise result in either a zero penalty or ex-
tremely high penalty thus mitigating the observed effect of that variable. Secondly, this
approach allows for a more intuitive approach for scenario generation. On the other
hand, for applications where only the expected penalty is required, estimating a model
on the full series (including the zeros) could perform similarly if no helpful explanatory
variables are found.
From a modelling perspective, working with the penalties, opposed to the actual prices
has some advantages as well. For one, the penalties have a constant lower boundary
at zero, which to some extent can mitigate high positive residuals. More importantly
though, the penalty forecasts are applicable at all horizons, both day-ahead and intra-
day. Combined with the current available information about the spot prices, they form
a prediction for the regulation prices. Finally, a model for the penalties is more versatile
in terms of applications. When for instance the strategy in Zugno et al. (2012) is ex-
tended, first to accommodate the price risk of a price taking producer and subsequently
to a price maker, the problem is most easily solved by stochastic programming which
in turn calls for stochastic scenarios to be generated (Jónsson et al., 2012). Due to the
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hierarchical structure of the market, scenarios that respect the regulatory framework of
the market are best found via predictions of the regulation penalties and not the prices
(Jónsson, 2012).
Finally for estimation and analysis purposes, three additional variables are defined.
Following standard estimation procedures for a multinomial regressionmodel, I (ψ)t can
be decomposed into a (row)vector of binary variables as
I
(↑/↓)
t =
[
I(↑/↓)t,1 , I
(↑/↓)
t,2 , I
(↑/↓)
t,3
]
=
[
1{π(↓)t < π(S)t }, 1{π(S)t = π(↓)t = π(↑)t } 1{π(↑)t > π(S)t }
] (13)
for which it holds that
3
∑
i=1
I(↑/↓)i,t = 1.
For the penalties, let
ψ̂
(↓)
t|>0 = E
[
ψ
(↓)
t |ψ(↓)t > 0
]
ψ̂
(↑)
t|>0 = E
[
ψ
(↑)
t |ψ(↑)t > 0
] (14)
and let ψ(↓)t|>0 and ψ
(↑)
t|>0 be the corresponding observations which are undefined dur-
ing up-and down-regulation hours respectively and otherwise equal to ψ(↓)t and ψ
(↑)
t
respectively.
3.2 Non-stationarity
The penalty series, ψ(↑/↓)t|>0 include a few spikes of such magnitude that their inclusion
in an estimation set for a statistical model would lead to parameter estimates solely
focusing on capturing these extremes. Thus these extremes are removed from the data
set after being chosen by the procedure described in Jónsson (2012). The unmodified
time series are plotted in the top row of Figure 1 where the removed observations have
been marked with a cross. In total there are removed 85 and 29 observations from the
up-and down regulation penalty series respectively. Cleaned versions of the series are
shown in the bottom row of the same figure. They reveal considerable time-variations
in the first and second order moments of the penalties. The mean constantly fluctuates
and volatile periods with quite frequent price spikes are followed by periods of relative
tranquillity.
Table 1, summarises the empirical probabilities, I (↑/↓), for the states of I (↑/↓)t . The table
reveals the dominance of down regulation in long-term expectation while the other two
states’ probabilities are quite similar.
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Figure 1: Time series plot of the down-and up-regulation penalties (left and
right respectively) with the excluded observations marked.
Let Î (↑/↓)t denote the exponentially smoothed average if I
(↑/↓)
t , updated at every time t
by
Î
(↑/↓)
t = λI
(↑/↓)
t + (1− λ)Î (↑/↓)t−1 (15)
where 0 < λ < 1 is a smoothing parameter. Should the probabilities of each regulation
scenario be constant over the period from T0 until TN , Î
(↑/↓)
t , should oscillate around
I
(↑/↓) with deviations inversely related to λ. However as the plots in Figure 2 illustrate,
this is not the case for the imbalance sign probabilities. The bottom two plots show the
tracking of a series simulated from a trinomial distribution with probabilities of each
instance equal to the empirical probabilities from Table 1. The top two plots on the
other hand, show the tracking of the actual occurrences of regulation in each direction.
Forgetting factors λ = 0.99 and λ = 0.999 were applied for the two plots on the left and
on the right respectively.
Table 1: The nominal probabilities of I (↑/↓) for the data period.
↓ ∼ ↑
39.00% 29.30% 31.70%
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Figure 2: Exponentially smoothed state probabilities of the observed I (↑/↓)
(top row) and the simulated I (↑/↓) (bottom row) with λ = 0.99 (left
column) and λ = 0.999 (right column). The horizontal lines repre-
sent the nominal probabilities for the whole period.
For both λ’s the observed series deviates considerably more from the empirical proba-
bilities and seems to drift distinctively away from them over shorter periods. The plots
therefore provide a clear indication that greater knowledge about next day’s imbalance
sign can be obtained by considering the probabilities more local in time.
3.3 Seasonality
Mainly driven by the daily and weekly cycles of the consumption, electricity prices are
generally known to have the same seasonal cycles. Thus it seems natural to examine
the seasonalities of I (↑/↓)t and ψ
(↑/↓)
t|>0 .
Figure 3 shows the hourly averages of I (↑/↓)t and ψ
(↑/↓)
t|>0 for each hour of the day and
the week relative to the corresponding empirical means. For the imbalance sign there
is an apparent diurnal variation for the up- and no-regulation hours. For the down-
regulation hours, the diurnal variation is less distinctive yet there seems to be some
evidence of such behaviour. Furthermore, the frequency of up-regulation hours seems
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Figure 3: The intra-day and intra-week variations (left and right columns re-
spectively) of the imbalance sign (top row) and the imbalance penal-
ties (bottom row) relative to the corresponding empirical average.
to exhibit stronger diurnal variation during the weekends than during working days
whereas the opposite is observed for the no regulation hours. The diurnal variation of
the frequency of down-regulation hours seems to be quite consistent throughout the
week.
The penalties have an obvious diurnal seasonality where the up-regulation penalties are
generally above average during the day and below average during the night while the
down-regulation penalties exhibit the opposite pattern. Given the high share of hours
where ψ(↑/↓)t|>0 is not defined, segmenting the penalties according to the hour of the week
dilutes the data quite severely. The excessive fluctuations seen in the bottom-right plot
of Figure 3 should therefore be interpreted with caution. The magnitude aside the daily
seasonal cycle seems to be consistent throughout the entire week.
3.4 Exogenous Variables
Figure 4 illustrates the impacts of external variables detected for the imbalance sign
and penalties. The plots in the figure are constructed by segmenting the data into 10
equally populated bins according to the value of the variable on the x-axis and the sign
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Figure 4: The empirical frequency of each imbalance sign as a function of the
forecast wind power penetration (top-left) and the average imbal-
ance penalties as a function of the forecast spot price (top-right), the
forecast load (bottom-left) and the predicted wind power penetra-
tion (bottom-right).
frequency or average penalty for each bin plotted against the bin median. Along with
the mean of each bin, 95% confidence intervals are drawn, found by bootstrapping (see
(Efron and Tibshirani, 1986)). The top-left plot in Figure 4 shows the empirical frequen-
cies of each imbalance sign as a function of the forecast wind power penetration. The
wind power penetration is defined as the ratio between the forecast wind power pro-
duction and the forecast load. The purpose of its usage, instead of the actual production
forecasts, is to account wind power’s varying ability to affect the market outcome de-
pending on demand (Jónsson et al., 2010). The remaining three plots in Figure 4 show
the average imbalance penalties as a function of the forecast spot price (top-right), load
(bottom-left) and wind power penetration (bottom-right).
The top-left plot indicates a considerable relation between the forecast wind power pen-
etration and the imbalance sign once this production is realised. The top-right plot
shows that both penalties are significantly affected by the forecast spot price. Even
though some of the middle points are not significantly different from their neighbours,
there are significant differences between points further apart. Similar conclusions can be
drawn for the impact of the forecast load on the up regulation penalty and for the impact
of forecast wind power penetration on the down regulation penalty. The forecast load
& @95  1   '      -,2
however does not seem to impact the down regulation penalty more than marginally.
Likewise the up regulation penalties seem to be merely affected by the forecast wind
power penetration.
The previously demonstrated time-variation and seasonal cycles of I (↑/↓)t and ψ
(↑/↓)
t|>0
is not taken into account here. It hence prevents any final conclusions to be drawn
from the plots. The question of whether or not the imbalance sign and penalties are
affected by these variables will be answered by examining whether a model including
this information has a forecasting skill superior to a model that does not.
4 Holt-Winters Model for the Imbalance Sign and
Penalty
The Holt-Winters model (HW model) is a pragmatic approach to model seasonal time
series. The standard formulation of the HW model, suitable for series with a single
seasonal pattern, was introduced by Winters (1960). In Taylor (2003) the HW model is
extended to accommodate multiple seasonal patterns. The model can be formulated
either as an additive or a multiplicative one and Hyndman et al. (2008) and Hyndman
et al. (2002) provide an excellent overview of different possible formulations. In light of
the vast existing literature on the generalities of HW models, the discussion is limited
here to the relevant formulations used at various modelling stages.
4.1 Standard Holt-Winters
For a stochastic process, Yt = [y0,y1, . . .] for t = [0,1, . . .], an additive double seasonal
HW model without a trend term can be written as:
μt = αμ(yt − (S(1)t−s1 + S
(2)
t−s2)) + (1− α)μt−1 (16)
S(1)t = αS(1) (yt − (μt + S(2)t−s2)) + (1− αS(1) )S
(1)
t−s1 (17)
S(2)t = αS(2) (yt − (μt + S(1)t−s1)) + (1− αS(2) )S
(2)
t−s2 (18)
where s1 and s2 are the periods of seasonal components S(1) and S(2) respectively while
αμ, αS(1) and αS(2) are smoothing parameters. After the updating step in Eqs. (16) - (18),
the k-step ahead prediction, ŷt+k|t, can be found as
ŷt+k|t = μt + S
(1)
t−s1+k + S
(2)
t−s2+k. (19)
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Similarly, a multiplicative HWmodel for Yt with two seasonal cycles can be defined as:
μt = αμ(yt/(S
(1)
t−s1S
(2)
t−s2)) + (1− α)μt−1 (20)
S(1)t = αS(1) (yt/(μtS
(2)
t−s2)) + (1− αS(1) )S
(1)
t−s1 (21)
S(2)t = αS(2) (yt/(μtS
(1)
t−s1)) + (1− αS(2) )S
(2)
t−s2 (22)
for which the definitions of s1 and s2 are as before while
ŷt|t−k = μtS
(1)
t−s1+kS
(2)
t−s2+k (23)
By defining the one step prediction error as
εt|t−1 = yt − ŷt|t−1 (24)
and following Gelper et al. (2010), the models can be made robust by defining
y(∗)t = ŷt|t−1+ g(εt|t−1,τ) (25)
where g(·,τ) is the Huber influence function
g(u,τ) =
{
u if |u|<= τ
sgn(u) · τ if |u|> τ (26)
and substitute y(∗)t for yt in Eqs. (16) - (18) or Eqs. (20) - (22).
In compliance with the common formulation of the HWmodel in the literature Eqs. (16) -
(18) can be written on their more compact error correction form as
μt = μt−1 + αμg(εt|t−1,τ) (27)
S(1)t = S
(1)
t−s1 + αS(1)g(εt|t−1,τ) (28)
S(2)t = S
(2)
t−s2 + αS(2)g(εt|t−1,τ). (29)
It is readily seen that letting τ =∞ yields a non-robust HW model.
Should a single seasonal pattern be sufficient, Eqs. (18), (22) and (29) are simply omitted
from the models. Correspondingly, the second seasonal term vanishes from the predic-
tion equations (23) and (19).
4.2 Conditional Holt-Winters Model
In order to account for the effects of external variables, e.g. forecast spot price, wind
power penetration and load, the previously described HW models can be conditioned
on exogenous variables. Let Xt = [x0,x1, . . .] for t = [0,1, . . .] be a variable on which Yt
arbitrarily depends on. Inspired by Cleveland and Devlin (1988), let xi, i ∈ [1, . . . ,M]
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be a particular fitting point in a set of M distinct fitting points in Xt. At each xi a
HW model like the ones given either by Eqs. (20)-(22) or by (27)-(29) can describe the
dynamics of Yt in the close vicinity of xi. A model fully describingYt can then be found
as a series of M different HWmodels each on the same form as given previously. Now
however, the smoothing in each model at time t is not only done in time but also by
weighting the observations according to the Euclidean distance between xt and xi. The
weights are assigned as
vxi (xt) = V
( ||xt − xi||
h(xi)
)
(30)
where V(·) is a function taking non-negative arguments, || · || denotes the Euclidean
norm and h(xi) is the bandwidth applied in the fitting point xi. Following Cleve-
land and Devlin (1988) and Nielsen et al. (2000) a tri-cube kernel used to determine
the weights. That is
V(u) =
{
(1− u3)3 if u ∈ [0;1)
0 otherwise
(31)
which entails weights between 0 and 1. A nearest-neighbour bandwidth is employed
here. This implies that the actual bandwidth varies with the local density of the data
since h(xi) is set as the range of the (γ · 100)% closest observation to each xi where
0≤ γ ≤ 1 is the relative bandwidth, common for all fitting points.
Now define α = [ αμ αS(1) αS(2) ] and subsequently find the effective smoothing
parameters at time t and for fitting point xi as
α(e f f )(t, i) =αvxi(xt). (32)
The robust conditional HW model thus consists of M models, for which the additive
version of the updating formulae for the ith model can be written as
μt,i = μt−1,i + α
(e f f )
μ (t, i)g(εt|t−1,τ) (33)
S(1)t,i = S
(1)
t−s1,i + α
(e f f )
S(1)
(t, i)g(εt|t−1,τ) (34)
S(2)t,i = S
(2)
t−s2,i + α
(e f f )
S(2)
(t, i)g(εt|t−1,τ). (35)
Similarly the updating scheme for the ith multiplicative HWmodel becomes
μt,i = α
(e f f )
μ (t, i)(y
(∗)
t /(S
(1)
t−s1S
(2)
t−s2)) + (1− α
(e f f )
μ (t, i))μt−1,i (36)
S(1)t,i = α
(e f f )
S(1)
(t, i)(y(∗)t /(μtS
(2)
t−s2)) + (1− α
(e f f )
S(1)
(t, i))S(1)t−s1 (37)
S(2)t,i = α
(e f f )
S(2)
(t, i)(y(∗)t /(μtS
(1)
t−s1)) + (1− α
(e f f )
S(2)
(t, i))S(2)t−s2 (38)
For a value of xt with xi ≤ xt ≤ xi+1, yt+k|t is found by linear interpolating between
ŷt+k|t,i and ŷt+k|t,i+1.
Although in principle the number of variables used to condition upon could be infinity,
one should take caution in doing so due to the risk of sparse updates in the points
located close to the edges of the multidimensional space.
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4.3 Parameter Estimation
Let β be the model parameters:
β =
{
[ α τ ] for the standard HWmodel
[ α γ τ ] for the conditional HWmodel
(39)
Due to the binary nature of the I(↑/↓)t , only the additive formulation of the HWmodel is
feasible for modelling the imbalance sign. Given N observations of I (↑/↓), an estimate
β can be derived by Maximum Likelihood (ML) estimation or
β̂ = argmax
β
(β) (40)
where (β) is the log-likelihood function for a trinomial variable:
(β) =
N
∑
t=1
{
I(↑/↓)t,1 log pt,1(β) + I
(↑/↓)
t,3 log pt,3(β)
+ (1− (I(↑/↓)t,1 + I
(↑/↓)
t,3 )) log(1− pt,1(β)− pt,3(β))
}
where in turn pt,i(β) = P
(
I(↑/↓)t,i = 1
∣∣β). Since a finite value for τ is not meaningful in
the context of binary variables, it is fixed at τ =∞ for I (↑/↓)t
After the updating and the forecasting steps, the inverse logit-transformation is applied
for deriving the posterior probabilities for the imbalance sign:
P̂t+k|t
(
I(ψ)t+k = −1
)
= P̂t+k|t
(
I(↑/↓)t+k,1 = 1
)
=
exp
(
Î(↑/↓)t+k|t,1
)
1+ exp
(
∑i∈{1,3} Î
(↑/↓)
t+k|t,i
)
P̂t+k|t
(
I(ψ)t+k = 1
)
= P̂t+k|t
(
I(↑/↓)t+k,3 = 1
)
=
exp
(
Î(↑/↓)t+k|t,3
)
1+ exp
(
∑i∈{1,3} Î
(↑/↓)
t+k|t,i
)
P̂t+k|t
(
I(ψ)t+k = 0
)
= P̂t+k|t
(
I(↑/↓)t+k,2 = 1
)
=
1
1+ exp
(
∑i∈{1,3} Î
(ψ)
t,i
)
= 1−
(
P̂
(
I(ψ)t+k = −1
)
+ P̂
(
I(ψ)t+k = 1
))
.
For the penalties, both the multiplicative and the additive formulations of the HWmod-
els are tried. The estimation procedure is the same for both models though. An estimate
of β is found by minimising the sum of squared residuals after limiting the forecast to
zero or
β̂ = argmax
β
N
∑
i=1
(
ψ
(↑/↓)
i|>0 −max{0, ψ̂
(↑/↓)
i|>0 }
)2
. (41)
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In the estimation process, the practical situation for day-ahead bidding ofwind power is
mimicked. More specifically, the models are fit in the context of forecasts made at 11:00
on the day before realisation. Hence, the lead-time k is identical among forecasts made
for each hour of the day but distinct between different hours of the day. So estimates
for the hour between 00:00 and 01:00 are found using k = 13 while k = 37 for the hour
between 23:00 and 00:00.
5 Empirical Results
Various versions of the model described in previous section are fit to the data in order
to conclude on the appropriate structure. The first 14 months of the data set are taken
for parameter estimation and the subsequent 2 years are used as an independent test
period. So the data from before January 1st 2010 is taken for estimation while data from
2010 and 2011 is used as a test set. In terms of seasonal cycles, the following model
structures are tried:
I Exponential smoothing, i.e. no seasonalities included.
II Single seasonal HW-model with a daily period, i.e. S(1) = 24.
III Single seasonal HW-model with a weekly period, i.e. S(1) = 168.
IV Double seasonal HW-modelwith daily andweekly periods, i.e. S (1) = 24 and S(2) =
168.
Unconditional models are fitted for all three series as well as conditional ones. For the
imbalance penalties, conditioning on the forecast spot price, wind power penetration
and load, one at a time, is tried as well as every possible combination of two out of
these three variables. For the imbalance sign however, the model is only conditioned
on the forecast wind power penetration. For all conditional models, fitting points are
chosen as the deciles of the explanatory variables in the training set. Since there are in
total 56 different versions of the penalty models tried, results are only presented for a
few of the best performing ones.
For all models, only one set of parameters is estimated across all lead times and all fitting
points for the conditional models. Although this along with the somewhat arbitrarily
chosen fitting points might lead to sub-optimal results for individual lead times and fit-
ting points, the obtained results are decisive enough to serve the objective of this paper.
Should the model be implemented in practise however, the extra effort of estimating
more locally optimal parameters in all likelihood would be worthwhile.
5.1 Imbalance Sign Probabilities
For a more intuitive comparing of the models and to allow comparison between peri-
ods, the Discrete Ranked Probability Skill Score (RPSSD) (Weigel et al., 2007) is calcu-
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lated and compared for the models. The RPSSD is found as
RPSSD = 1−
1
N ∑
TN
t=1RPSÎ (↑/↓)t ,t
1
N ∑
TN
t=1RPSI (↑/↓),t
= 1−
∑TNt=1∑
3
k=1
(
∑ki=1 Î
(↑/↓)
t,i −∑ki=1 I
(↑/↓)
t,i
)2
∑TNt=1∑
3
k=1
(
∑ki=1 I
(↑/↓)
i −∑ki=1 I(↑/↓)t,i
)2
+ D
(42)
where RPS
Î
(↑/↓)
t ,t
and RPS
I
(↑/↓),t
are the Ranked Probability Scores (Epstein, 1969, Mur-
phy, 1969, 1971) of the estimated posterior probabilities and the climatology forecasts
respectively. Furthermore, D is a bias correction term found as
D =
1
N
3
∑
k=1
k
∑
i=1
⎡⎣I(↑/↓)i
⎛⎝1− I(↑/↓)i − 2 k∑
j=i+1
I(↑/↓)j
⎞⎠⎤⎦ . (43)
The estimated parameters along with the corresponding RPSSD are summarised in Ta-
ble 2. First and foremost, the table reveals that all models have forecasting skill signifi-
cantly superior to the constant probability model as all RPSSs are considerably higher
than 0. The difference in forecast skill between the conditional models and the uncondi-
tional ones seems to be insignificant. Put in context with the optimal bandwidth found
this seems reasonable. Viewing the performance during both periods, it seems as the
models with the daily seasonal term seem to be slightly superior to the others. The per-
formance of all the models including a seasonal terms seems to be quite similar though.
A visualisation of a single set of forecasts is given in Figure 5.
In Figure 6, reliability diagrams for the unconditional and the conditional version of
model II are depicted, along with 95% consistency bars (Following the terminology of
Bröcker and Smith (2007)). The diagrams are based on segmenting the predicted prob-
abilities into 5 equally populated bins which averages represent the predicted prob-
abilities. The consistency bars are constructed by bootstrapping 10000 samples with
Table 2: Estimated parameters and RPSSD for the different model setups in-
vestigated
Model Model parameters RPSSD
γ αμ αS(1) αS(2) Training set Test set
Unconditional
I — 0.0018 — — 0.5063 0.4796
II — 0.0114 0.1161 — 0.5154 0.4815
III — 0.0188 — 0.0838 0.5105 0.4778
IV — 0.0126 0.1174 0.0626 0.5152 0.4806
Conditional
I 0.9365 0.0022 — — 0.5052 0.4811
II 0.9629 0.0090 0.1541 — 0.5141 0.4816
III 0.8837 0.0203 — 0.0924 0.5072 0.4778
IV 0.9886 0.0104 0.1460 0.0608 0.5140 0.4808
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Figure 5: Stacked bar plot showing the posterior imbalance sign probabilities
estimated at 10:00 on November 12th 2010 for November 13th. The
most likely imbalance sign and the observed one are marked.
replacement for each point (Efron and Tibshirani, 1986, Atger, 2004, Bröcker and Smith,
2007) accounting for the autocorrelation of the probability transformation integral (PIT)
as described in Pinson et al. (2010).
For both models and both periods, the predictions can not be deemed unreliable at the
5% significance level. The unconditional and the conditional models therefore seem
to perform quite similarly. Hence it must be concluded that the forecast wind power
penetration has no significant impact on the imbalance sign – At least not when defined
in terms of price differences and under such a family of models.
The reason for the lack of improved forecasting skillmost likely lies in the time-variation
of the imbalance sign probabilities – both periodical variations and drift. Since they are
not taken into account in Figure 4, the increased probability of down-regulation could
be the result of generally higher wind power penetration during the night and that
periods of high down-regulation frequency coincide with periods of high wind power
production.
As a final remark, it should be noted that the segmentation of the predicted probabilities
implies that their position in the horizontal dimension is subject to uncertainty just as
their vertical position. Especially this uncertainty could be large in the bins including
the highest and the lowest probabilities since the distribution of elements in these bins
is likely to be skewed, positively and negatively respectively. This property could how-
ever only inflate the reliability uncertainty and thus can not impact the conclusions of
this paper. Although an interesting problem, the construction of these two-dimensional
consistency bars is beyond the scope of this paper.
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Figure 6: Reliability diagrams for the unconditional (top row) and the condi-
tional (bottom row) models with diurnal cycle for the training and
the test periods (left and right columns respectively).
5.2 Imbalance Penalties
The imbalance penalty forecasts are evaluated in terms of the Root Mean Square Error
(RMSE)
RMSE=
√√√√∑Nt=1(ψ(↑/↓)t − ψ̂(↑/↓)t )2
N
(44)
and in terms of the R2 measure defined as
R2 = 1−
∑Nt=1
(
ψ
(↑/↓)
t − ψ̂(↑/↓)t
)2
∑Nt=1
(
ψ
(↑/↓)
t − ψ(↑/↓)t
)2 (45)
where ψ(↑/↓)t is the empirical mean of the penalties during the corresponding period.
Thus, similar to the RPSSD, the R2 measures the relative improvement in forecasting
skill compared to the climatological models. For the sake of comparison, Table 3 sum-
marises the standard deviations of the series themselves.
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Tables 4 and 5 list the estimated model parameters and the corresponding performance
measures for the up-and down-regulation penalty models. The best performing mod-
els are conditional ones, all of which involve conditioning upon the forecast spot price.
Moreover, the models include either solely a mean term or a mean and a daily seasonal
term. None of the models however perform particularly well and their residual RMSE
is only slightly less than the series standard deviation. In light of the optimal smoothing
parameters, which yield long model memory, this is not surprising.
The long memory, combined with the high value of τ and the residual RMSE values
indicate that the model is only capable of tracking the relatively long-term average
penalty and its variations. Spiking behaviour remains undescribed though. This sug-
gest that such behaviour is mainly owed to factors that become known after the clearing
of the spot market. It would therefore be interesting to estimate the expected penalties
based on scenarios. These would in turn be based on scenarios for some of the factors
mainly impacting the regulation penalty, e.g. wind power and load forecasting errors
and remaining capacity on the interconnections to neighbouring areas.
Table 3: Standard Deviation of the down-and up-regulation penalties
Period Down Up
Training 109.81 97.56
Test 135.85 118.73
Table 4: The estimated model parameters along with performance measures
for the best performing up-regulation penalty models
Seasonality Xt γ τ αμ αS(1)
In-Sample Out-of-Sample
RMSE R2 RMSE R2
π(S) & L 0.2647 793 0.0082 — 92.68 0.0974 116.93 0.0301
Additive L 0.5372 625 0.0028 0.0447 91.93 0.1120 116.87 0.0311
π(S) & L 0.5223 701 0.0030 0.0533 92.87 0.0938 114.47 0.0705
Multiplicative π(S) & L 0.4252 695 0.0050 0.0202 93.57 0.0801 117.13 0.0268
Table 5: The estimated model parameters along with performance measures
for the best performing down-regulation penalty models
Seasonality Xt γ τ αμ αS(1)
In-Sample Out-of-Sample
RMSE R2 RMSE R2
—- — 1197 0.0040 — 108.46 0.0243 133.07 0.0405
Additive
— — 599 0.0022 0.0465 107.22 0.0466 132.35 0.0508
π(S) 0.9634 74 0.0005 0.1419 110.18 -0.0067 133.15 0.0393
π(S) & W 0.4491 584 0.0007 0.1523 106.52 0.0590 129.24 0.0948
π(S) & L 0.6975 611 0.0006 0.0936 107.30 0.0452 131.04 0.0695
Multiplicative
— — 600 0.0023 0.0451 106.51 0.0592 132.10 0.0544
π(S) & W 0.3768 574 0.0418 0.0587 106.38 0.0614 129.59 0.0900
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5.3 Unconditional Expected Imbalance Penalties
Finally the models’ ability to provide the optimal quantile value for the wind power
trading application described in Section 3.1 is examined. Now recall that the bid that
optimises the hourly expected revenue of a price taking wind power producer is the
q̂-quantile of the CDF for the wind power production where
q̂t =
ψ̂
(↓)
t
ψ̂
(↓)
t + ψ̂
(↑)
t
(46)
also recalling that ψ̂(↓)t and ψ̂
(↑)
t are the unconditional expectations for the penalties,
given by Eqs. (11) and (12) respectively.
The market design implies that the realisation of q is a binary number for the hours
where imbalances in either direction are penalised. For hours when imbalances are not
penalised, q is not defined as it implies division by 0. However during these hours, any
bid between 0 and full production can be seen as the correct one. So q is defined as
qt =
ψ
(↓)
t
ψ
(↓)
t + ψ
(↑)
t
=
⎧⎪⎪⎨⎪⎩
1 if ψ(↓)t > 0
0 if ψ(↑)t > 0
Undefined if ψ(↓)t = ψ
(↑)
t = 0
(47)
In order to evaluate the quality of q̂T the RPSSD (Eq. (42)) is calculated for the hours
when qt is defined during the test period. The climatology model for q is used as a
reference. This implies that the optimal quantile estimate q is constant throughout the
period and found by substituting the period averages for ψ̂(↑/↓)t in Eq. (46). The estimate
of q̂ is found using (i) the unconditional model with a daily seasonal cycle for Î (↑/↓)t ,
(ii) the model conditioned upon the forecast spot price and wind power penetration
for ψ̂(↓)t|>0 and (iii) the model conditional to the forecast spot price and load for ψ̂
(↑)
t|>0.
This yields RPSSD = 0.2954 and thus the proposed model outperforms the empirical
probability by a significant margin.
6 Conclusions and Discussion
The foregoing study shows that analysis of real-time electricity markets can be signif-
icantly improved by the inclusion of a model describing the short-term variations of
the market dynamics. This is the case both for studies of strategic bidding of renew-
able energy in the markets and for the more general discussions about the presence and
profitability of gaming on electricity markets. Despite the fact that the presented em-
pirical results are somewhat area specific, a number of relevant similarities between the
specifics of the Nord Pool and of other electricity markets suggests that similar results
could be obtained for other markets as well.
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The results presented in this paper are derived in a framework tailored for day-ahead
bidding of wind power into the market, with its specific lead times. Even though con-
ditioning the model upon the forecast wind power penetration did not result in an im-
provedmodel, the conditional Holt-Winters framework is likely to be more relevant for
other variables and for shorter lead times. For instance, one interesting aspect to inves-
tigate in the context of predictions with shorter lead times would be to include updated
wind power and load forecasts when they become available.
Although the forecasting skill of the proposed model might seem low to some readers,
one has to bare inmind that the process it described ismainly driven by errors fromwell
tuned forecasting models and unforeseeable events like plant malfunctions. In light of
this, the observed forecasting quality is quite satisfactory. From the market operator’s
point of view however, the results of this paper might be worrying since hinting that
profitable gaming on the electricity market is possible. Thus, it is clear that anti gam-
ing policies have to be revised if the desire is to maintain a gaming free market. Given
the current carbon emission curbing targets in various parts of the world however, the
potential benefits of gaming for producers of, and systems highly penetrated with, elec-
tricity by renewable sources have to be considered while structuring such reforms.
The models presented in this paper are adapted to the purpose of facilitating the bid-
ding strategy presented in Zugno et al. (2012). Thus expectations of the imbalance
penalties are sought conditional only to the information available before the gate-closure
of the market are considered. Constructing similar models for scenario generation pur-
poses however does not necessarily call for such availability restrictions. In that case,
models can be constructed based on realisations of the variables affecting the penalties,
e.g. spot price, regulation need and interconnection capacity to neighbouring areas.
In that case accounting for the interdependence between simulated variables becomes
paramount, e.g. by the method presented in Pinson et al. (2009).
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