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Запропоновано формальний підхід реалізації визначення автора 
україномовного тексту. Дослідження проводилось в україномовних наукових 
текстах технічного профілю. Проаналізовані результати застосування 
розроблених алгоритмів автоматичного визначення автора текстового 
контенту на основі методів NLP та стилеметрії. Розглянуто перспективи та 
особливості застосування інформаційних технологій стилеметрії для 
визначення автора текстового контенту. Квантитативний контент-аналіз 
текстового контенту науково-технічного спрямування використовує переваги 
контент-моніторингу та контент-аналізу тексту на основі методів NLP, 
Web-Mining та стилеметрії для визначення множини авторів, стилі мовлення 
яких подібні з досліджуваним уривком тексту. Це звужує коло пошуку при 
подальшому використанні в методах стилеметрії для визначення ступеня 
приналежності аналізованого тексту конкретному авторові.  
Проведено декомпозицію методу визначення автора на основі аналізу 
таких коефіцієнтів мовлення як лексична різноманітність, ступінь (міра) 
синтаксичної складності, зв’язність мовлення, індекси винятковості та 
концентрації тексту. Паралельно проаналізовані такі параметри авторського 
стилю як кількість слів у певному тексті, загальна кількість слів цього тексту, 
кількість речень, кількість прийменників, кількість сполучників, кількість слів 
із частотою 1, та кількість слів із частотою 10 та більше. Подальшого 
експериментального дослідження потребує апробація запропонованого методу 
для визначення ключових слів з інших категорій текстів – наукових 
гуманітарного профілю, художніх, публіцистичних тощо 
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1. Вступ
Схема поєднання методів визначення автора україномовного текстового
контенту науково-технічного спрямування показує, яка складається з лексичних 
і синтаксичних рівнів [1]. Використання синтаксичного рівня передбачає 
обчислення лінгвістичних співвідношень у сполученнях слів [2]. У роботі [3] 
запропоновано модель для побудови профілю авторського стилю, яка 
складається з характерного авторського словника та авторського синтаксису 
[4]. Для опису синтаксису необхідно використати формалізований опис 








множинній мові [5]. У роботі [6] висувається формалізований опис будь-якого 
тексту, але формалізований опис лінгвістичних зв’язків між лексичними 
одиницями не оновлюється. Формалізований опис тексту також міститься в 
посиланнях [7]. У довіднику [8] була складена формалізована текстова 
презентація для автоматизації процедур аналізу наукових та освітніх текстів з 
метою визначення семантично значущих фрагментів [9]. У роботі [10] 
викладено теоретико-множинний опис лінгвістичних відносин у фразах. Такі 
моделі можуть бути використані для опису зображень авторського словника та 
авторської синтаксії, але вони не враховують статистичну інформацію про 
частоту словника та синтаксію [11]. Формалізоване опис, яке вико- 
ристовувалось для аналізу тексту термінологічного словника з метою побудови 
семантичної мережі його термінів, викладено у довіднику [12]. Проте 
запропонована модель також не передбачає обліку статистичної інформації про 
частоту виникнення словника та синтаксису [13].  
У роботах [1–5] запропоновано та досліджено методи визначення автора 
україномовного текстового контенту науково-технічного спрямування. Для 
реалізації цих методів можна використати різні алгоритми [14], зокрема 
квантитативні [15]. Тому виникає задача аналізу таких алгоритмів з метою 
пошуку найефективнішого [16]. 
Авторифікація авторства – це техніка визначення автора тексту, коли 
неоднозначно, хто її написав [17]. Це корисно, коли декілька людей 
претендують на авторство однієї публікації [18] або у випадках, коли ніхто не 
претендує на авторство текстового контенту [19], наприклад, так звані тролі в 
соціальних мережах під час інформаційної війни [20]. Складність проблеми 
авторського тексту, очевидно, експоненціально вища, більша кількість 
вірогідних авторів [21]. Наявність авторських текстових зразків також є 
суттєвою при просуненні цієї проблеми [22]. Атрибуція авторського тексту 
включає наступні три проблеми [23]: 
– виявлення автора текстового автора з групи імовірних або очікуваних 
авторів, де автор завжди знаходиться у групі підозрюваних [24]; 
– не ідентифікація автора текстового автора з групи вірогідних або 
очікуваних авторів, де автор може не бути в групі підозрюваних [25]; 
– оцінка можливості даного тексту, написаного даним автором чи ні [26]. 
Тому задача автоматичного визначення автора текстового контенту 
науково-технічного спрямування є актуальною й потребує нових 
(досконаліших) підходів до її розв’язування [27].  
 
2. Аналіз літературних даних і постановка проблеми 
Атрибуція тексту – дослідження тексту з метою встановлення авторства або 
отримання будь-яких відомостей про автора і умови створення текстового 
документа [17]. Задачі атрибуції поділяють на ідентифікаційні і діагностичні [18]. 
Ідентифікаційні задачі дають можливість здійснити перевірку авторства [19]: 
– підтвердити/виключити авторство певної особи [20]; 
– перевірити той факт, що автором всього тексту є одна людина [21]; 












Ідентифікаційні задачі вирішують з припущенням, що автор тексту 
відомий [23]. Діагностичні завдання дозволяють визначити особистісні 
характеристики автора (освітній рівень, рідна мова, походження, знання 
іноземних мов, місце постійного проживання тощо) i/або факт свідомого 
спотворення письмової мови [24]. Діагностичні задачі вирішують з 
припущенням, що автор тексту невідомий [25]. У цих випадках зазвичай 
неможливо порівняти досліджуваний текст з текстами автора [26]. Методи 
атрибуції дозволяють досліджувати текст на п’яти рівнях [27]: 
– Пунктуаційний (особливості вживання автором знаків пунктуації, 
характерні помилки) [28]. 
– Орфографічний (характерні помилки в написанні слів) [29]. 
– Синтаксичний (особливості побудови речень, перевагу тих чи інших 
мовних конструкцій, вживання часів, активного або пасивного застави, порядок 
слів, характерні синтаксичні помилки) [30]. 
– Лексико-фразеологічний (словниковий запас автора [31], особливості 
використання слів і виразів [32], схильність до вживання рідкісних і іноземних 
слів, діалектизмів, архаїзмів, неологізмів, професіоналізмів, арготизмів [33], 
навички вживання фразеологізмів, прислів’їв, приказок, «крилатих виразів» 
тощо) [34]. 
– Стилістичний (жанр [35], загальну структуру тексту [36], для 
літературних творів – сюжет [37], характерні зображальні засоби (метафора, 
іронія, алегорія, гіпербола, порівняння) [38], стилістичні фігури (градація, 
антитеза, риторичне питання тощо) [39], інші характерні мовні прийоми) [40]. 
Під «авторським стилем» зазвичай розуміються останні три рівня. Аналіз 
становить найбільший інтерес і найбільшу складність [41]. 
Існує досить багато методів аналізу стилю [42]. В цілому є дві великі гру- 
пи – експертні та формальні [43]. Експертні методи передбачають дослідження 
тексту професійним лінгвістом-експертом [44]. До формальних відносяться 
прийоми з теорії ймовірностей і математичної статистики, алгоритми 
кластерного аналізу та нейронних мереж [46]. Найбільш повна класифікація 
основних формальних методів атрибуції текстів дана, наприклад, в роботах  
[1–8, 47]. Як видно, формальні методи найчастіше засновані на порівнянні 
обчислюваних характеристик текстів, як в теорії розпізнавання образів [49]. 
Застосування теорії розпізнавання образів у задачі атрибуції текстів можна 
зустріти, наприклад, в [50]. У загальному випадку текст відображається в 
вектор обчислених для нього параметрів, кожен з яких об’єктивно характеризує 
певний набір особливостей тексту [51]. Таким чином, текст графічно 
відображається в деяку точку n-мірного простору [52]. При такій формалізації 
автора подають у вигляді аналогічного вектора параметрів – цим вектором є 
вектор текстів, написаних даними автором [53]. 
В якості критерію близькості двох текстів обчислюють відстань між 
відповідними векторами [54]. Набори параметрів та коефіцієнти мовлення 
подають як звичайні вектори в n-вимірному декартовом просторі з початку 
координат. Тоді відстанню між текстами є звичайна декартова відстань між 









характеристикою відмінності текстів. І тексти з великою відстанню з високою 
ймовірністю належать різним авторам. Таким чином, щоб співставити 
авторство двох текстів, досить обчислити для них параметри і визначити 
відстань [55]. Щоб зіставити текст з автором, порівнюються вектори параметрів 
автора і даного тексту, тобто фактично знову порівнюють два тексти – текст зі 
свідомо відомим автором (еталонний текст) і текст, авторство якого потрібно 
встановити, підтвердити або спростувати (аналізований/досліджуваний текст) 
[56]. Складають також вектори формальних параметрів, що розрізняють не 
конкретних авторів (або групи), а виділяють певні характеристики авторів 
(наприклад, освітній рівень) [57]. У більшості випадків в якості характе-
ристичних параметрів тексту обирають статистичні характеристики: 
– кількість використання певних частин мови, деяких конкретних слів, 
знаків пунктуації, фразеологізмів, архаїзмів, рідкісних та іноземних слів,  
– кількість і довжина речень (виміряна в словах, складах, знаках), середня 
довжина речення, 
– кількість повнозначних і службових слів,  
– обсяг словника, відношення кількості дієслів до загальної кількості 
слововживань в тексті тощо [58]. 
Основна проблема формальних методів аналізу авторства полягає якраз у 
виборі параметрів та коефіцієнтів мовлення [59]. Існує цілий ряд формальних 
статистичних характеристик текстів, непридатних для визначення авторства в 
силу одного з двох недоліків [1–5, 60]. 
– Відсутність стійкості. Розкид значень параметра для текстів одного і того 
ж автора настільки великий, що діапазони можливих значень для різних авторів 
перетинаються. Очевидно, даний параметр не допоможе розрізняти авторів, а 
при використанні в складі групи параметрів лише зіграє роль додаткового 
інформаційного шуму [61]. 
– Відсутність здібності розрізняти. Параметр може приймати близькі 
значення для всіх або більшості авторів, оскільки його значення визначають 
властивостями мови, на якому написані тексти, а не індивідуальними 
особливостями автора тексту. Тому параметри повинні попередньо 
досліджуватися на стійкість і здатність розрізняти, бажано на текстах великої 
кількості різних авторів [62].  
В роботах [3, 63-65] виділені наступні умови застосовності формального 
коефіцієнта мовлення стилю автора:  
– Масовість (використання тих характеристик тексту, які слабо контро- 
люються автором на свідомому рівні, щоб усунути можливість свідомого 
спотворення автором характерного для нього стилю або імітації стилю іншого 
автора) [3, 63]. 
– Стійкість (збереження постійно значення для одного учасника, але деяке 
відхилення значень від середнього має бути досить малим) [3, 64]. 
– Здатність розрізняти (приймає істотно різні значення для різних авторів, 
тобто перевищують коливання, можливі для одного учасника) [3, 65].  
Обрати коефіцієнти та параметри мовлення, які гарантовано розрізняють 












існує ймовірність того, що два або більше учасника є за даними параметрами 
близькими в силу випадкового збігу [67]. Тому на практиці є достатнім, щоб 
параметр дозволяв впевнено розрізняти між собою різні підмножини авторів, 
тобто існувала б досить велика кількість підмножин авторів, для яких середні 
значення параметра значно відрізняються [68]. Параметр, очевидно, не 
допоможе розрізнити тексти авторів з однієї підмножини, але дозволить 
впевнено розрізняти тексти авторів, які потрапили в різні підмножини [69]. 
Розрізняти тексти авторів однієї підмножини можна за рахунок використання 
одночасно досить великого вектора різних за характером параметрів – в цьому 
випадку ймовірність випадкового збігу стане помітно меншою. Для впевненого 
виведення текстів, для яких формально обчислена параметрична відстань мала, 
необхідно провести додаткове дослідження експертними методами, наприклад, 
аналіз ключових і/або стопових (службових) слів [70]. 
Отже, виникає необхідність із-за відсутності практичних експериментів 
визначення стилю автора для україномовних науково-технічних текстів 
провести дослідження в цьому напряму. Для розв’язку задачі плагіату як 
копірайту в наш час вже розроблено багато систем. Щодо рерайту – для 
славянських мов досить складно вирішити таку задачу із наявності великої 
множини синонімів та можливості перебудови речень з використанням інших 
закінчень. Це питання не стосується використання службових слів, так як 
більшість людей при плагіаті навіть не звертає на них увагу. Тому це і спонукає 
досліджувати задачу ідентифікації стилю автора для визначення ступеню 
належності конкретного тексту конкретному автору. 
 
3. Мета та завдання дослідження 
Метою роботи є аналіз квантитативних алгоритмів автоматичного 
визначення автора україномовного текстового контенту науково-технічного 
спрямування на основі технологій стилеметрії та NLP. 
Для досягнення мети сформульовані такі завдання: 
– розробити метод визначення автора тексту на основі аналізу алгоритмів 
та коефіцієнтів лексичного авторського мовлення в еталонному тексті; 
– розробити програмне забезпечення контент-аналізу для визначення 
автора в україномовних текстах на основі стилеметричного аналізу коефіцієнтів 
мовлення текстового контенту; 
– здійснити аналіз результатів експериментальної апробації 
запропонованого методу на основі контент-аналізу для порівняння алгоритмів 
автоматичного визначення автора в україномовних наукових текстах 
технічного профілю. 
 
4. Метод визначення стилю автора текстового контенту 
В основу розробленого методу покладено декілька алгоритмів. 
Алгоритм І. Попереднє опрацювання даних на основі контент-аналізу 
(парсинг, сегментація та токенізація тексту, а також лінгвістичний аналіз 
тексту).  








досліджуваного автора (частота вживання слів, кількість знаків пунктуації, 
символів, речень, слів і співвідношення кількості знаків і речень). 
Алгоритм IIІ. Розрахунок та аналіз коефіцієнтів мовлення кожного 
досліджуваного автора (лексична різноманітність, ступінь синтаксичної 
складності, зв’язність мовлення, індекси винятковості та концентрації тексту). 
Алгоритм ІV. Класифікація за цим факторами учасників проекту 
(використання трьох класифікаторів як нечіткі, SVM і комбінація цих двох). 
Алгоритм V. Аналіз продуктивності для визначення точності кожного 
класифікатора. 
Алгоритм VІ. Ідентифікація через накладання фільтрів підмножини 
ймовірних авторів з множини всіх досліджуваних (алгоритми VIІІ–XI). 
Для досягнення мети дослідження розроблено систему типу лексер з 
можливістю обрання мови/мов аналізованого контенту, яка реалізована на Web-
ресурсі Victana [16]. Лексер (токенізатор, сегментатор) – це частина аналізатора 
тексту на природній мові. Завдання лексера – виділити в тексті основні 
структурні одиниці – лексеми і розпізнати, зіставивши зі словниковими 
формами або іншими морфологічними зразками. В результаті роботи лексера 
виходить складна структура даних – граф токенізації. Граф токенізації є 
вихідним матеріалом для роботи синтаксичного парсеру (рис. 1). У вузлах 
графа є маркери. Кожен токен зберігає інформацію про місцезнаходження 
витягнутого слова в початковому тексті (індекс першого символу і кількість 
символів в слові), саме слово і результати його ідентифікації. Зліва завжди 
знаходиться спеціальний токен ідентифікації початку речення. Кожен лист 
графу є спеціальним токеном закінчення речення. Кожен шлях в графі 
закінчується спеціальним токеном. Для більшості випадків цей токен позначає 
праву межу речення. Таким чином, синтаксичний аналізатор (парсер) має 
можливість враховувати близькість слів до меж висловлювання, що є корисним 









Рис. 1. Приклади графів токенізації для україномовного речення  
 
Лексер працює в дуже тісній взаємодії з парсером тексту. Розпізнані 
лексером слова підтверджують/спростовують висунуті парсером гіпотези про 
синтаксичну структуру тексту. Парсер на основі поточного контексту висуває 
нові гіпотези, які переривають/продовжують окремі шляхи токенізації в графі. 
Таким чином, токени витягуються під час роботи правил парсера і негайно 
перевіряються на відповідність умов в цих правилах. Наприклад, без 
урахування синтаксичних правил ланцюжок «ямаладонькататамого» допускає 























Рис. 2. Приклад графу токенізації без урахування синтаксичних правил 
 
Деякі шляхи перериваються через неможливість знайти в словнику 
відповідне слово. Простий жадібний алгоритм за правилом «ідентифікувати з 
вхідного буфера максимально довге слово, знайдене в лексиконі» не працює. 
Лексер з’являється в системі опрацювання тексту [16] в результаті декомпозиції 
задачі парсингу. Спрощує реалізацію морфологічного і синтаксичного 
аналізаторів (рис. 3), так як дозволяє працювати з більшими одиницями – 
лексемами. Введене таким способом спрощення неявно обмежує спільність 
всієї системи, так як сама по собі ідея розбиття тексту на незалежні лексеми 
поєднується не з усіма мовами. Більш того, навіть для мов з природним 
виділенням слів на листі в звуковому поданні з’являються складні ефекти 
злиття слів в більші одиниці. У германських мовах це знаходить відображення 
на листі у вигляді злиття артиклів і прийменників з іншими словами. 
Лексер і токенізатор працюють взагалі без явно заданих правил, 
використовуючи тільки інформацію в лексиконі. Більш-менш обов’язковими є 
тільки завдання типу кордонів слів у мові і список символів-роздільників. 
Додаткові правила допомагають вирішити кілька практичних завдань, 
збільшуючи ефективність роботи граматичного движка. Зокрема, правила 
дозволяють зменшувати неоднозначність ідентифікації слів за рахунок 
часткового зняття омонімії. Алгоритми, які розроблені для вирішення 
вищеописаних завдань, допускають різне налаштування на об’єктну мову і на 
особливості опрацьованих текстів та повідомлень. Для кожного виду настройки 
створені правила. Правила пишуться в текстових вихідних файлах словника 
відповідно до визначених специфікацій. Специфікації розроблені так, щоб 
правила можна легко редагувати в будь-якому простому текстовому редакторі 
або генерувати програмно, наприклад в результаті статистичного опрацювання 
мовних корпусів. Компілятор словника при трансляції цих специфікацій 
формально перевіряє коректність правил, оптимізує і зберігає в спеціальному 
внутрішньому поданні. Потім движок в ході розбору тексту завантажує 
скомпільовані правила, зазвичай не витрачаючи час на розбір синтаксису 
(алгоритм VІІ). Таким чином досягається компроміс між зручністю написання 








у     своїй    найбільш    важливій    роботі   він    показує   барвистий   світ   українського   села      в      його неповторній привабливості  .
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Рис. 3. Результат синтаксичного аналізу до україномовного речення 
 
Алгоритм VІІ. Сегментатор текстового контенту 
Крок 1. Розпізнаванні слова. 
Крок 2. Визначення меж лексем. 
Крок 3. Визначення повних словоформ. 
Крок 4. Ідентифікація неподільних токенів, в яких є точки, пропуски і т.д. 
Крок 5. Розбиття тексту на речення.  
Символи, які є роздільниками речень (точка, знаки питання та оклику), 
визначені відповідним параметром в описі мови. Інший параметр в описі мови 
задає максимальну довжину речення. Використовується для запобігання 
переповнення внутрішніх буферів і зациклення при розборі 
складноформатованого тексту, коли алгоритм не може знайти маркер кінця 
речення. Якщо в якості роздільників використовується точка, то 
опрацьовується особливим чином, на відміну від знаків ? та !. Справа в тому, 
що деякі слова можуть містити точку, і це не повинно викликати розриву 












Y.». Аналогічно особливо опрацьовуються числа з десяткової крапкою «9.3». 
Опрацювання таких винятків (токенів з крапкою всередині) спирається на 
можливість токенізатора розпізнавати в потоці символів спеціальні ланцюжки з 
роздільниками всередині. 
Точка після повної словоформи вважається безумовним роздільником 
речення. Для цього використано список спеціальних токенів. Якщо після такого 
токена йде повна словоформа, починається з великої літери і в лексиконі 
словникова стаття відзначена, що не починається з великої літери, то 
спеціальний токен є кордоном речення. Наприклад, в тексті «Текст, відео і т.д. 
Повідомлення, стаття та ін.» перше речення буде відрізано після «т.д.», так як 
таке слово – Повідомлення – починається з великої літери. 
Значення мінімальної довжини повної словоформи використовуються в 
разі, коли точка йде після повного слова. Так як зазвичай сегментатор дивиться 
попереду йдуть символи і вважає кордоном речення випадок, коли наступне 
слово починається з великої літери, то текст «сонце. море. пісок.» буде 
вважатися одним реченням. Відповідне правило змушує сегментатор 
перевірити слово перед точкою по лексикону і в разі успіху – вважати точку 
кордоном речення незалежно від регістру символів наступного слова. 
Відповідний параметр дозволяє уникнути непотрібних перевірок для випадків 
«та ін. символи» – задає мінімальну довжину аналізованого повного слова. 
Крім визначення меж лексем, лексер також виконує попереднє 
розпізнавання морфологічних атрибутів слів, перетворюючи лексеми в токени. 
Для цього лексер використовує інформацію в лексиконі і правила 
розпізнавання несловникових лексем, а також ряд допоміжних алгоритмів, в 
тому числі нечітке розпізнавання. При розпізнаванні слова визначаються такі 
характеристики, як приналежність до певної частини мови і набір граматичних 
атрибутів. Розрізняють при побудові україномовних речень з прямим порядком 









 I) , , , , ,# #РД ЧЛ н ОС ЧЛ тп ОСS N R . 
II) { }N AN  or pN N  
1) , , ,3 , , ,3 , , ,РД ЧЛ ВД РД ЧЛ ВД РД ЧЛ р ОСN N N   ; 
2) , , ,3 , , , , ,3РД ЧЛ ВД РД ЧЛ ВД РД ЧЛ ВДN A N ; 
3) 1 , , , 2 1 , , , 2
займ
РД ЧЛ ВД ОС РД ЧЛ ВД ОСK N K K N K ; 
4) , , ,3 , ,РД ЧЛ ВД РД ЧЛ ВДN N ; 
5) , , ,3 , , ,3РД ЧЛ ВД РД ЧЛ ВДN EN ; 
6) , , ,3 , , ,3 , , ,3РД ЧЛ ВД РД ЧЛ ВД РД ЧЛ мN N N . 
III) R RN  or R NR  
1) , , , , , , , , , ,ЧЛ тп ОС ЧЛ тп ОС РД ЧЛ з ОС РД ЧЛ о ОСR R N N      ; 
2) , , , , , , , , , ,ЧЛ тп ОС ЧЛ тп ОС РД ЧЛ С о ОС РД ЧЛ з ОСR R N N      ; 
3) , , , , , , ,ЧЛ тп ОС ЧЛ тп ОС РД ЧЛ з ОСR R N    ; 
4) , , , , , , ,ЧЛ тп ОС ЧЛ тп ОС РД ЧЛ о ОСR R N    ; 
5) 
, , , , , , ,3ЧЛ тп ОС ЧЛ тп ОС РД ЧЛ мR R EN : 
6) 
, , , , ,3 , ,ЧЛ тп ОС РД ЧЛ м ЧЛ тп ОСR EN R . 
IV) Words={x1,x2,x3,…,xn} 
 
Рис. 4. Правила аналізу україномовного речення, де A – прикметник,  
N – іменник, Nзайм – займенник; число/ЧЛ (од, мн); відмінок/ВД  
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10.(ІІ.4) # нодчA ,, нодчN ,, роджA ,, роджN ,, тподR , 1,,,
~
зодчN оодсA ,, оодсN ,, # 
11.  (ІІ.3) # нодчA ,, нодчN ,, роджA ,, роджN ,, тподR ,
займ
зодчN 1,,, оодсA ,, оодсN ,, # 
12.(IV.6) #гучний нодчN ,, роджA ,, роджN ,, тподR ,
займ
зодчN 1,,, оодсA ,, оодсN ,, # 
13.(IV.2) #гучний сміх роджA ,, роджN ,, тподR ,
займ
зодчN 1,,, оодсA ,, оодсN ,, # 
14.(IV.6) #гучний сміх моєї роджN ,, тподR ,
займ
зодчN 1,,, оодсA ,, оодсN ,, # 
15.(IV.1) #гучний сміх моєї роджN ,, тподR ,
займ
зодчN 1,,, оодсA ,, оодсN ,, # 
16.(IV.7) #гучний сміх моєї донечки тподR ,
займ
зодчN 1,,, оодсA ,, оодсN ,, # 
17.(IV.7) #гучний сміх моєї донечки наповнює займзодчN 1,,, оодсA ,, оодсN ,, # 
18.(IV.4) #гучний сміх моєї донечки наповнює мене оодсA ,, оодсN ,, # 
19.(IV.6) #гучний сміх моєї донечки наповнює мене безмежним оодсN ,, # 
20.(IV.3) #гучний сміх моєї донечки наповнює мене безмежним щастям# 
 









Користувач лише може спостерігати як отримаємо дерево складових, або 
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(4) гучний сміх Rод,3
(8) гучний сміх наповнює Nc,од,з 
(3) гучний сміх наповнює безмежним Nc,од,з 
(7) гучний сміх наповнює безмежним щастям.
 
 
Рис. 6. Приклад синтаксичної структури аналізованого речення 
 
Для словникових лексем також визначається словникова стаття, формою 
якої є лексема. В алфавітно-частотних словниках через слеш для слова 
визначені його характеристики (рис. 7), де A – дієслово, великі літери 
англійського алфавіту – додаткові характеристики дієслова, V – прикметник, 


















Рис. 8. Словник правил морфологічного аналізу іменників 
 
В базі даних збережені правила приведення до основи слова (рис. 9, а), де 
flag правило ідентифікації типу слова (наприклад, іменникова група, однина), 
mask – флексії слова (в квадратних дужках – виключення), find – флексії слова в 
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Також в базі даних (рис. 9, б) є словник службових слів, тобто слів, які є 
додатковими параметрами для аналізу особливостей стилю мовлення автора, та 
врахування при аналізі текстів впливає суттєво на кінцевий результат.  
 
5. Результати досліджень визначення стилю автора в україномовних 
науково-технічних текстах 
Проаналізуємо 4 розроблені алгоритми, щоб визначити оптимальний 
розроблений нами метод для ідентифікації стилю автора публікації на основі 
аналізу його колективних робіт. 
Алгоритм VIII. Фільтрація множини аналізованих авторських стилів  
int i=0, j=0; 
while (i<4){ 
int c1=0, c2=0, cc2=0; 
while (j<94){ 
 int s=0; 
 while (l<12){ 
 if ((K[i][l]+abs(F[l]-K[i][l]))>A[j][l]) &&  
  ((K[i][l]-abs(F[l]-K[i][l]))< A[j][l]) 
  s+=1; 
 if (l>6) &&  
 ((K[i][l]+abs(F[l]-K[i][l]))>A[j][l]) && 










float t1=c1/94, t2=c2/94; 
int filtr1=0, filtr2=0, filtr3=0 
while (j<94){ 
 if(A2[j]>=t1) filtr1+=1; 
 if(A3[j]>=t2) filtr2+=1; 




Масив K[i][l] – параметри та коефіцієнти стилю для 4-ох колективних 
робіт (рядки 1–4 в табл. 1 – виділено жовтим кольором). Масив A[j][l] – 
параметри та коефіцієнти стилю для всіх 94-ох авторів – учасників проекту. 
Масив F[l] – середні значення параметрів та коефіцієнтів стилю для всіх 94-ох 









стилю j-того автора попадає в межі [xi+xсер; xi–xсер] відхилення значень 
параметрів та коефіцієнтів мовлення стилю і-тої колективної роботи. 
Заповнюються через фільтри два під масиви А2 (автори, значення більшості 
параметрів та коефіцієнтів подібні на стиль колективу і) та А3 (автори, 
значення більшості лише коефіцієнтів подібні на стиль колективу і). Далі з 
отриманих попередніх підмасивів накладанням нового фільтру формується 
нова підмножина авторів (стилі яких більш подібні на колективні – і-ту роботу). 
 
Таблиця 1 
Результат роботи алгоритму аналізу стилю автора публікації на 
інформаційному ресурсі Victana [16] 
№ N W W1 W10 P Z S Kl Ks Kz Iwt Ikt 
1 622 397 305 5 37 42 48 0,64 0,91 0,81 0,77 0,013 
2 614 391 287 4 46 69 32 0,64 0,88 0,73 0,73 0,01 
3 658 345 241 8 31 59 42 0,52 0,91 1,07 0,7 0,023 
4 631,3 377,7 277,7 5,7 38 56,7 40,7 0,6 0,9 0,88 0,73 0,015 
5 661,1 402,7 299,7 4,7 44,7 54,7 24,8 0,61 0,89 0,6 0,74 0,012 
6 694,5 417,4 313,1 6,4 54,3 58,5 38,1 0,6 0,87 0,62 0,75 0,015 
7 691,8 403,4 301,6 7,8 47,8 60 47,8 0,58 0,88 0,79 0,75 0,019 
8 682,5 394,2 291 5 49 61 39,7 0,58 0,88 0,74 0,74 0,013 
9 733,5 486,5 392 5 50 65 45 0,66 0,9 0,76 0,8 0,01 
………………………………………………………………………………………. 
29 704,5 412 303,5 5,5 59 47,5 38 0,58 0,86 0,49 0,74 0,013 
30 688,8 416,8 321,9 6 49,7 49,3 41,3 0,6 0,88 0,67 0,77 0,016 
………………………………………………………………………………………. 
94 680 414 314 4 55 62 34 0,6 0,87 0,58 0,76 0,01 
 
В табл. 1 наведені результати аналізу стилю 94 авторів на одноосібних 
працях (понад 200 одноосібних робіт) технічного спрямування за період 2001–
2017 рр. Для кожного автора виведено середньоарифметичне значення кожного 
коефіцієнта та параметра мовлення на основі аналізу декількох його робіт за 
цей визначений період. Також проаналізовані стилі 4-х статей одного 
авторського колективу під № 1–4 (в табл. 1 виділено жовтим кольором), 
частина авторів яких є в табл. 3 під № 6 та 30 (в табл. 1 виділено синім 
кольором).  
В результаті отримаємо значення, подані в табл. 2 (алгоритм VIII). Стовпці 
А – це результат аналізу всіх значень векторів коефіцієнтів та параметрів 
мовлення авторів з табл. 1. Стовпці B – це результат аналізу лише останніх  
5 стовпців в табл. 1. Нажаль цей алгоритм надав такі результати, що наведені 
автори цих робіт малоймовірно самі написали (найкращі результати виділені 
червоним кольором – і замало, щоб стверджувати, що вони є авторами понад  
50 % цих колективних робіт). Хоча з іншого боку цей алгоритм дає гарні 
результати – зменшуючи на першому етапі визначення авторства кількість 












подальшої фільтрації через аналіз стопових слів (прийменників та сполучників) 
та ключових слів, особливості семантики та лексики при побудові речень тощо.  
 
Таблиця 2 








% 6 30 1 2 
3 
A B A B A B A B 
VIII 
1 5.55319 2.3617 3 2 6 2 48 39 35 37,2 
2 7.361702 3.21277 6 3 6 3 40 37 25 26,6 
3 7.521277 3.925532 8 5 5 5 58 35 35 37,2 
4 4.148936 1.457447 3 2 3 0 41 43 33 35,1 
i
x  6,15 2,74 5,0 3,0 5,0 2,5 46,8 38,5 32,0 34,0 
IX 
1 5.85106 2.75532 5 2 8 3 53 53 46 48,9 
2 5.6383 2.7234 6 4 4 3 53 56 43 45,7 
3 3.45745 1.04255 3 0 2 0 40 21 15 15,9 
4 6.2766 2.90426 6 3 5 2 44 54 41 43,6 
i
x  5,31 2,36 5,0 2,3 4,8 2,0 47,5 46,0 36,3 38,6 
X 
1 6.44681 2.6383 9 3 6 3 46 55 42 44,7 
2 7.23404 3.39362 8 4 8 3 45 46 34 36,2 
3 6.46809 2.55319 8 4 9 4 48 46 39 41,5 
4 7.8516 3.54255 9 3 9 5 53 51 43 45,7 
i
x  7,00 3,03 8,5 3,5 8,0 3,8 48,0 49,5 39,5 42,0 
XI 
1 6.31915 2.11702 3 2 8 3 45 35 29 30,9 
2 4.82979 2.14894 6 3 6 2 51 36 30 31,9 
3 5.89362 2.5 8 4 9 4 56 42 41 43,6 
4 5.53191 2.58511 8 3 7 2 49 53 43 45,7 
i
x  5,64 2,34 6,3 3,0 7,5 2,8 50,3 41,5 35,8 38,0 
 
Тоді проаналізуємо другий алгоритм. Суттєво не відрізняється від 
попереднього, лише умовою в третьому циклі: 
 
if ((K[i][l]+V[l])>A[j][l]) && ((K[i][l]- V[l])< A[j][l]) s+=1 
 
де V[l] – масив середніх абсолютних значень відхилень точок даних від 
середнього значення. В результаті отримаємо значення, подані в табл. 2 
(алгоритм IX). Отримані результати трохи покращились, але не настільки, щоб 
стверджувати, що автори під номером 6 та 30 є справжніми авторами 
колективних робіт 1–4, хоча вони їх точно писали. З іншого боку, трохи 
збільшилась кількість авторів (до 38,56 % із загальної кількості учасників 
проекту) з подібністю в стилі мовлення. Тепер проаналізуємо алгоритм X. В 










if (abs(A[j][l]- K[i][l])>abs(K[i][l]-F[l])) s+=1 
 
В результаті отримаємо значення, подані в табл. 2 (алгоритм X). Як бачимо 
– отримані значення гарантовано дають зрозуміти, що стиль авторів під 
номерами 6 та 30 досить наближений (понад 75–100 %) на стиль колективних 
робіт 1-4 відповідно (червоним кольором виділені позитивні результати). Хоча 
значно зросла кількість авторів (до 42,02 % із загальної кількості учасників 
проекту) з подібністю в стилі мовлення. З іншого боку, в той список багато 
увійшло тих, то не попав на попередніх етапах дослідження, і випали з 
множини ті, що увійшли також на попередніх двох етапах дослідження. Тепер 
спробуємо все таких зменшити ту загальну кількість, застосувавши алгоритм XI 
до отриманих початкових даних – параметрів та коефіцієнтів мовлення 94-ох 
учасників проекту. В алгоритмі X вдосконалимо в третьому циклі умову – 
фільтрацію на таку: 
 
if ((abs(A[j][l]- K[i][l])>abs(K[i][l]-F[l])) && (abs(A[j][l]- F[l])>abs(K[i][l]-F[l]))) 
 || ((abs(A[j][l]- K[i][l])<abs(K[i][l]-F[l])) && (abs(A[j][l]- F[l])<abs(K[i][l]-F[l]))) 
   s+=1 
 
В результаті отримаємо значення, подані в табл. 2 (алгоритм XI). Отримані 
значення також підтверджують, що стиль авторів під номерами 6 та 30 досить 
наближений (понад 75–100 %) на стиль колективних робіт 1–4 відповідно 
(червоним кольором виділені позитивні результати). Також значно зменшили 
кількість авторів (до 38,03 % із загальної кількості учасників проекту) з 
подібністю в стилі мовлення.  
 
6. Обговорення результатів досліджень визначення стилю автора в 
україномовних науково-технічних текстах 
На рис. 11 подані детальні графіки отриманих результатів при застосуванні 
алгоритмів VIII–XI (під номерами 1–4 відповідно) для аналізу розробеного 
нами методу визначення стилю автора. На наступному етапі для визначення 
стилю автора застосовують аналіз стопових слів (прийменників та сполучників) 
та ключових слів творів авторів, як потрапили до тих 38,03 % (рис. 12). Кожна 
особистість має свій особливий словниковий запас для передачі своєї думки, в 
тому числі так званих «паразитичних» (тобто, отже, хоча тощо) та службових 













































Рис. 11. Детальний аналіз процесу визначення стилю автора:  
а – за розробленими алгоритмами; б – з врахуванням всіх параметрів та лише 
коефіцієнтів мовлення; в – для аналізованих колективних робіт 
 
На рис. 12 поданий приклад аналізу стилю автора на другому етапів – 
через аналіз частоти появи службових та ключових слів з врахування різних 
фільтрів аналіз повних текстів з списком літератури та анотаціями на різних 
мова, та аналіз лише інформативної частини публікації, тобто основного тексту 
з побудовою відповідно частотного словника на 200, 10 та 50 слів).  
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Рис. 12. Детальний аналіз процесу визначення стилю автора на другому етапі 
для: а – повного тексту з побудовою частотного словника зі 100 слів;  
б – основного тексту з побудовою частотного словника зі 100 слів; в – повного 
тексту з побудовою частотного словника з 200 слів; г – основного тексту з 
побудовою частотного словника з 200 слів; д – повного тексту з побудовою 
частотного словника з 50 слів; е – основного тексту з побудовою частотного 
словника з 50 слів 
 
Однак треба зауважити, що є замалою вибірка текстів для аналізу (понад 
200) та кількості авторів (94) не гарантує точних результатів. Дослідження має 
бути продовжене на більшій кількості текстів, до яких, треба зауважити, не 
завжди маємо доступ. В подальшому необхідно також вдосконалити метод за 
рахунок аналізу текстів методами стилеметрії та глотохронології. 
 
6. Висновки 
1. Розроблено метод визначення автора тексту на основі аналізу 
коефіцієнтів лексичного авторського мовлення в еталонному уривку 
авторського тексту. Визначення стилю автора спирається на порівняльний 
аналіз коефіцієнтів лексичного авторського мовлення: зв’язності мовлення, 
лексичної різноманітності, синтаксичної складності, індексів концентрації та 
винятковості для авторського уривку та іншого аналізованого уривку для 
подальшого порівняння та визначення ступеня належності аналізованого тексту 
конкретному авторові. Основними стилістичними коефіцієнтами для 
авторського уривку та іншого аналізованого уривку є зв’язність мовлення, 
лексична різноманітність, синтаксична складність, а також індекси 
концентрації та винятковості. Подальший аналіз необхідний для порівняння 
значень коефіцієнтів та визначення ступеня належності аналізованого тексту 
конкретному авторові. Особливостями розробленого методу є адаптація 
морфологічного та синтаксичного аналізу лексичних одиниць до особливостей 
конструкцій україномовних слів/текстів. Тобто при аналізі лінгвістичних 
одиниць типу слів, враховувалась належність до частини мови та відмінювання 












класифікації, виділення основи для формування відповідних алфавітно-
частотних словників. Наповнення цих словників в подальшому враховувалися 
на наступних кроках визначення авторства тексту як розрахунок параметрів та 
коефіцієнтів авторського мовлення. Для індивідуального стилю письменника 
показовими є саме службові (стопові або опорні) слова, оскільки вони ніяк не 
пов’язані з темою і змістом публікації. Розроблено алгоритм визначення 
стопових слів текстового контенту на основі лінгвістичного аналізу текстового 
контенту. Його особливостями є адаптація морфологічного та синтаксичного 
аналізу лексичних одиниць до особливостей конструкцій україномовних 
слів/текстів. Наведено теоретичне та експериментальне обґрунтування методу 
контент-моніторингу та визначення стопових слів україномовного тексту. 
Метод спрямовано на автоматичне виявлення значущих стопових слів 
україномовного тексту за рахунок запропонованого формального підходу до 
реалізації парсингу текстового контенту науково-технічного спрямування.  
2. Запропоновано формальний підхід реалізації визначення автора 
україномовного тексту. Дослідження проводилось в україномовних наукових 
текстах технічного профілю. Проведено декомпозицію методу визначення 
автора на основі аналізу таких коефіцієнтів мовлення як лексична 
різноманітність, ступінь (міра) синтаксичної складності, зв’язність мовлення, 
індекси винятковості та концентрації тексту. Паралельно проаналізовані такі 
параметри авторського стилю як кількість слів у певному тексті, загальна 
кількість слів цього тексту, кількість речень, кількість прийменників, кількість 
сполучників, кількість слів із частотою 1, та кількість слів із частотою 10 та 
більше. Проаналізовано розробленою системою понад 200 одноосібних 
наукових публікацій зі всіх номерів Вісника Національного університету 
«Львівська політехніка» серії «Інформаційні системи та мережі» за період 
2001–2017 рр. 
3. Проаналізовані результати застосування розроблених алгоритмів 
автоматичного визначення автора текстового контенту на основі методів NLP 
та стилеметрії. Розглянуто перспективи та особливості застосування 
інформаційних технологій стилеметрії для визначення автора текстового 
контенту. Квантитативний контент-аналіз текстового контенту науково-
технічного спрямування використовує переваги контент-моніторингу та 
контент-аналізу тексту на основі методів NLP, Web-Mining та стилеметрії для 
визначення множини авторів, стилі мовлення яких подібні з досліджуваним 
уривком тексту. Це звужує коло пошуку при подальшому використанні в 
методах стилеметрії для визначення ступеня приналежності аналізованого 
тексту конкретному авторові. Проведено порівняння результатів на множині 
200 одноосібних робіт технічного спрямування біля 100 різних авторів за 
період 2001–2017 рр. для визначення чи змінюються і як коефіцієнти 
різноманітності тексту цих авторів в різні проміжки часу. Отримано 
експериментальні результати запропонованого підходу для визначення 
приналежності аналізованого тексту конкретному автору за наявності 
еталонного інформаційного потоку авторського контенту. Покращують трохи 









розкриває свій стиль при описі основної суті свого дослідження. Це досягається 
за рахунок навчання системи та із перевіркою уточнених заблокованих слів та 
уточненого тематичного словника.  
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