Abstract. In this paper, we consider the rectilinear one-center problem on uncertain points in the plane. In this problem, we are given a set P of n (weighted) uncertain points in the plane and each uncertain point has m possible locations each associated with a probability for the point appearing at that location. The goal is to find a point q * in the plane which minimizes the maximum expected rectilinear distance from q * to all uncertain points of P, and q * is called a rectilinear center. We present an algorithm that solves the problem in O(mn) time. Since the input size of the problem is Θ(mn), our algorithm is optimal.
Introduction
In the real world, data is inherently uncertain due to many facts, such as the measurement inaccuracy, sampling discrepancy, resource limitation, and so on. A large amount of work has recently been done on uncertain data, e.g., [1, 2, 3, 9, 12, 13, 17, 18] . In this paper, we study the one-center problem on uncertain points in the plane with respect to the rectilinear distance.
Let P = {P 1 , P 2 , . . . , P n } be a set of n uncertain points in the plane, where each uncertain point P i ∈ P has m possible locations p i1 , p i2 , · · · , p im and for each 1 ≤ j ≤ m, p ij is associated with a probability f ij ≥ 0 for P i being at p ij (which is independent of other locations).
For any (deterministic) point p in the plane, we use x p and y p to denote the xand y-coordinates of p, respectively. For any two points p and q, we use d(p, q) to denote the rectilinear distance between p and q, i.e., d(p, q) = |x p −x q |+|y p −y q |.
Consider a point q in the plane. For any uncertain point P i ∈ P, the expected rectilinear distance between q and P i is defined as
Let Ed max (q) = max Pi∈P Ed(P i , q). A point q * is called a rectilinear center of P if it minimizes the value Ed max (q * ) among all points in the plane. Our goal is to compute q * . Note that such a point q * may not be unique, in which case we let q * denote an arbitrary such point.
We assume that for each uncertain point P i of P, its m locations are given in two sorted lists, one by x-coordinates and the other by y-coordinates. To the best of our knowledge, this problem has not been studied before. In this paper, we present an O(mn) time algorithm. Since the input size of the problem is Θ(nm), our algorithm essentially runs in linear time, which is optimal.
Further, our algorithm is applicable to the weighted version of this problem in which each P i ∈ P has a weight w i ≥ 0 and the weighted expected distance, i.e., w i ·Ed(P i , q), is considered. To solve the weighted version, we can first reduce it to the unweighted version by changing each f ij to w i · f ij for all 1 ≤ i ≤ n and 1 ≤ j ≤ m, and then apply our algorithm for the unweighted version. The running time is still O(mn).
Related Work
The problem of finding one-center among uncertain points on a line has been considered in our previous work [21] , where an O(nm) time algorithm was given. An algorithm for computing k centers for general k was also given in [21] with the running time O(mn log mn + n log n log k). In fact, in [21] we considered the k-center problem under a more general uncertain model where each uncertain point can appear in m intervals. We also studied the one-center problem for uncertain points on tree networks in [20] , where a linear-time algorithm was proposed.
There is also a lot of other work on facility location problems for uncertain data. For instances, Cormode and McGregor [7] proved that the k-center problem on uncertain points each associated with multiple locations in high-dimension space is NP-hard and gave approximation algorithms for different problem models. Foul [10] considered the Euclidean one-center problem on uncertain points each of which has a uniform distribution in a given rectangle in the plane. de Berg. et al. [8] studied the Euclidean 2-center problem for a set of moving points in the plane (the moving points can be considered uncertain).
The k-center problems on deterministic points are classical problems and have been studied extensively. When all points are in the plane, the problems on most distance metrics are NP-hard [16] . However, some special cases can be solved in polynomial time, e.g., the one-center problem [15] , the two-center problem [6] , the rectilinear three-center problem [11] , the line-constrained k-center problems (where all centers are restricted to be on a given line in the plane) [5, 14, 19 ].
Our Techniques
Consider any uncertain point P i ∈ P and any (deterministic) point q in the plane R 2 . We first show that Ed(P i , q) is a convex piecewise linear function with respect to q ∈ R 2 . More specifically, if we extend a horizontal line and a vertical line from each location of P i , these lines partition the plane into a grid G i of (m + 1) × (m + 1) cells. Then, Ed(P i , q) is a linear function (in both the x-and y-coordinates of q) in each cell of G i . In other words, Ed(P i , q) defines a plane surface patch in 3D on each cell of G i . Then, finding q * ∈ R 2 is equivalent to finding a lowest point p * in the upper envelope of the n graphs in 3D defined by Ed(P i , q) for all P i ∈ P (specifically, q * is the projection of p * onto the xy-plane). The problem of finding p * , which may be interesting in its own right, can be solved in O(nm 2 ) time by the linear-time algorithm for the 3D linear programming (LP) problem [15] . Indeed, for a plane surface patch, we call the plane containing it the supporting plane. Let H be the set of the supporting planes of the surface patches of the functions Ed(P i , q) for all P i ∈ P. Since each function Ed(P i , q) is convex, p * is also a lowest point in the upper envelope of the planes of H. Thus, finding p * is a LP problem in R 3 and can be solved in O(|H|) time [15] . Note that |H| = Θ(nm 2 ) since each grid G i has (m + 1) 2 cells. We give an O(mn) time algorithm without computing the functions Ed(P i , q) explicitly. We use a prune-and-search technique that can be considered as an extension of Megiddo's technique for the 3D LP problem [15] . In each recursive step, we prune at least n/32 uncertain points from P in linear time. In this way, q * can be found after O(log n) recursive steps. Unlike Megiddo's algorithm [15] , each recursive step of our algorithm itself is a recursive algorithm of O(log m) recursive steps. Therefore, our algorithm has O(log n) "outer" recursive steps and each outer recursive step has O(log m) "inner" recursive steps. In each outer recursive step, we maintain a rectangle R that always contains q * in the xy-plane. Initially, R is the entire plane. Each inner recursive step shrinks R with the help of a decision algorithm. The key idea is that after O(log m) steps, R is so small that there is a set P * of at least n/2 uncertain points such that R is contained inside a single cell of the grid G i of each uncertain point P i of P * (i.e., R does not intersect the extension lines from the locations of P i ). At this point, with the help of our decision algorithm, we can use a pruning procedure similar to Megiddo's algorithm [15] to prune at least |P * |/16 ≥ n/32 uncertain points of P * . Each outer recursive step is carefully implemented so that it takes only linear time.
In particular, our decision algorithm is for the following decision problem. Let R be a rectangle in the plane and R contains q * (but the exact location of q * is unknown). Given an arbitrary line l that intersects R, the decision problem is to determine which side of l contains q * . Megiddo's technique [15] gave an algorithm that can solve our decision problem in O(m 2 n) time. We give a decision algorithm of O(mn) time. In fact, in order to achieve the overall O(mn) time for computing q * , our decision algorithm has the following performance. For each 1 ≤ i ≤ n, let a i and b i be the number of columns and rows of the grid G i intersecting R, respectively. Our decision algorithm runs in O(
The rest of the paper is organized as follows. In Section 2, we introduce some observations. In Section 3, we present our decision algorithm. Section 4 gives the overall algorithm for computing the rectilinear center q * . Section 5 concludes.
Observations
Let p be a point in the plane R 2 . The vertical line and the horizontal line through p partition the plane into four (unbounded) rectangles. Consider another point q ∈ R 2 . We consider d(p, q) as a function of q ∈ R 2 . For each of the above rectangle R, d(p, q) on q ∈ R is a linear function in both the x-and y-coordinates of q, and thus d(p, q) on q ∈ R defines a plane surface patch in R 3 . Further, d(p, q) on q ∈ R 2 is a convex piecewise linear function. For ease of exposition, we make a general position assumption that no two locations of the uncertain points of P have the same x-or y-coordinate.
Consider an uncertain point P i of P. We extend a horizontal line and a vertical line through each location of P i to obtain a grid, denoted by G i , which has (m + 1) × (m + 1) cells (and each cell is a rectangle). According to the above discussion, for each location p ij of P, the function d(p ij , q) of q in each cell of G i is linear and defines a plane surface patch in R 3 . Therefore, if we consider Ed(P i , q) as a function of q, since Ed(P i , q) is the sum of f ij · d(p ij , q) for all 1 ≤ j ≤ m, Ed(P i , q) of q in each cell of G i is also linear and defines a plane surface patch in R 3 . Further, since each d(p ij , q) for q ∈ R 2 is convex, the function Ed(P i , q), as the sum of convex functions, is also convex.
In the following, since Ed(P i , q) is normally considered as function of q, for convenience, we will use Ed i (x, y) to denote it for q = (x, y) ∈ R 2 . The above discussion leads to the following observation.
Observation 1 For each uncertain point P i ∈ P, the function Ed i (x, y) is convex piecewise linear. More specifically, Ed i (x, y) on each cell of the grid G i is linear and defines a plane surface patch in R 3 (e.g., see Fig. 1 ).
Consider the function Ed i (x, y) of any P i ∈ P. Clearly, the complexity of Ed i (x, y) is Θ(m 2 ). However, since Ed i (x, y) on each cell C of G i is a plane surface patch in R 3 , Ed i (x, y) on C is of constant complexity. We use Ed i (x, y, C) to denote the linear function of Ed i (x, y) on C. Note that Ed i (x, y, C) is also the function of the supporting plane of the surface patch of Ed i (x, y) on C.
As discussed in Section 1.2, our algorithm will not compute the function Ed i (x, y) explicitly. Instead, we will compute it implicitly. More specifically, we will do some preprocessing such that given any cell C of G i , the function Ed i (x, y, C) can be determined efficiently. We first introduce some notation.
Let X i = {x i1 , x i2 , · · · , x im } be the set of the x-coordinates of all locations of P i sorted in ascending order. Let Y i = {y i1 , y i2 , · · · , y im } be the set of their y-coordinates in ascending order. Note that X i and Y i can be obtained in O(m) time from the input (recall that the locations of P i are given in two sorted lists in the input). For convenience of discussion, we let x i0 = −∞, and let X i also include x i0 . Similarly, let y i0 = −∞, and let Y i also include y i0 . Note that due to our general position assumption, the values in X i (resp., Y i ) are distinct.
For any value z, we refer to the largest value in X i that is smaller or equal to z the predecessor of z in X i , and we use I z (X i ) to denote the index of the predecessor. Similarly, I z (Y i ) is the index of the predecessor of z in Y i .
Consider any point q in the plane. The predecessor of the x-coordinate of q in X i is also called the predecessor of q in X i . Similarly, the predecessor of the y-coordinate of q in Y i is also called the predecessor of q in Y i . We use I q (X i ) and I q (Y i ) to denote their indices, respectively. Consider any cell C of the grid G i . For convenience of discussion, we assume C contains its left and bottom sides, but does not contain its top and right sides. In this way, any point in the plane is contained in one and only one cell of G i . Further, all points of C have the same predecessor in X i and also have the same predecessor in Y i . This allows us to define the predecessor of C in X i as the predecessor of any point in X i , and we use I C (X i ) to denote the index of the predecessor. We define I C (Y i ) similarly. We have the following lemma. Lemma 1. For any uncertain point P i ∈ P, after O(m) time preprocessing, for any cell C of the grid G i , if I C (X i ) and I C (Y i ) are known, then the function Ed i (x, y, C) can be computed in constant time.
Proof. For each location p ∈ P i , let x p and y q be the x-and y-coordinates of p, respectively, and let f p be the probability associated with p.
For any point q = (x, y) in R 2 , recall that the expected distance function
In the following, we first discuss how to compute p∈Pi f p · |x p − x| and the case for p∈Pi f p · |y p − y| is very similar.
Let S 1 denote the set of all locations of P i whose x-coordinates are smaller than or equal to x, i.e., the x-coordinate of q. Let S 2 = P i \ S 1 . Then, we have the following:
(1) Thus, in order to compute p∈Pi f p · |x p − x|, it is sufficient to know the four values p∈S1 f p , p∈Pi f p , p∈S1 f p · x p , and p∈Pi f p · x p . To this end, we do the following preprocessing.
First, we compute p∈Pi f p and p∈Pi f p · x p , which can be done in O(m) time. Second, recall that X i = {x i0 , x i1 , . . . , x im } maintains the x-coordinates of the locations of P i sorted in ascending order. Note that given any index j with 1 ≤ j ≤ m, we can access the information of the location of P i whose x-coordinate is x ij in constant time, and this can be done by linking each x ij to the corresponding location of P i when we create the list X i from the input. For each j with 1 ≤ j ≤ n, we let f (j) be the probability associated with the location of P i whose x-coordinate is x ij .
In the preprocessing, we compute two arrays
As discussed above, since we can access f (j) in constant time for any 1 ≤ j ≤ m, the two arrays A and B can be computed in O(m) time.
Let t = I q (X i ), i.e., the index of the predecessor of q in X i . Note that t ∈ [0, m]. To compute p∈Pi f p ·|x p −x|, an easy observation is that p∈S1 f p is exactly equal to A[t] and p∈S1 f p ·x p is exactly equal to B[t]. Therefore, with the above preprocessing, if t is known, according to Equation (1)
The above shows that with O(m) time preprocessing, given I q (X i ), we can compute the function p∈Pi f p · |x p − x| of x at q = (x, y) in constant time.
In a similar way, with O(m) time preprocessing, given I q (Y i ), we can compute the function p∈Pi f p · |y p − y| of y at p = (x, y) in constant time.
Let q be any point in the cell C. Hence, I q (X i ) = I C (X i ) and I q (Y i ) = I C (Y i ). Further, the function Ed i (x, y) on q = (x, y) ∈ C is exactly the function Ed i (x, y, C). Therefore, with O(m) time preprocessing, given I C (X i ) and I C (Y i ), we can compute the function Ed i (x, y, C) in constant time.
The lemma thus follows. ⊓ ⊔ Due to Lemma 1, we have the following corollary.
Corollary 1. For each uncertain point P i ∈ P, after O(m) time preprocessing, given any point q in the plane, the expected distance Ed(P i , q) can be computed in O(log m) time.
Proof. Given any point q ∈ R 2 , we can compute I q (X i ) in O(log m) time by doing binary search on X i . Similarly, we can compute
Hence, by Lemma 1, we can compute the function Ed i (x, y, C) in constant time. Then, Ed(P i , q) is equal to Ed i (q x , q y , C), where q x and q y are the x-and ycoordinates of q, respectively. Thus, after Ed i (x, y, C) is known, Ed(P i , q) can be computed in constant time. The corollary thus follows.
⊓ ⊔
Recall that Ed max (q) = max Pi∈P Ed(P i , q) for any point q in the plane. For convenience, we use Ed max (x, y) to represent Ed max (q) as a function of q = (x, y) ∈ R 2 . Note that Ed max (x, y) is the upper envelope of the functions Ed i (x, y) for all i = 1, 2, . . . , n. Since each Ed i (x, y) is convex on R 2 , Ed max (x, y) is also convex on R 2 . Further, the rectilinear center q * corresponds to a lowest point p * on Ed max (x, y). Specifically, q * is the projection of p * on the xy-plane. Therefore, computing q * is equivalent to computing a lowest point in the upper envelope of all functions Ed i (x, y) for all i = 1, 2, . . . , n.
For [15] . Since the size of each H i is Θ(m 2 ), |H| = Θ(nm 2 ). Therefore, applying the algorithm in [15] directly can solve the problem in O(nm 2 ) time. In the following, we give an O(nm) time algorithm. In the following paper, we assume we have done the preprocessing of Lemma 1 for each P i ∈ P, which takes O(mn) time in total.
The Decision Algorithm
In this section, we present a decision algorithm that solves a decision problem, which is needed later in Section 4. We first introduce the decision problem.
Let R = [x 1 , x 2 ; y 1 , y 2 ] be an axis-parallel rectangle in the plane, where x 1 and x 2 are the x-coordinates of the left and right sides of R, respectively, and y 1 and y 2 are the y-coordinates of the bottom and top sides of R, respectively. Suppose it is known that q * is in R (but the exact location of q * is not known). Let L be an arbitrary line that intersects the interior of R. The decision problem asks whether q * is on L, and if not, which side of L contains q * . We assume the two predecessor indices I x1 (X i ) and I y1 (Y i ) are already known.
In fact, a i and b i are the numbers of columns and rows of G i that intersect R, respectively. Below, we give a decision algorithm that solves the decision problem in O(
We first show that the decision problem can be solved in O( n i=1 a i · b i ) time by using the decision algorithm for the 3D LP problem [15] . Later we will reduce the running time to O(
Recall that p * is a lowest point in the upper envelope of the functions Ed i (x, y) for i = 1, 2, . . . , n. Since q * is in R and each function Ed i (x, y) is convex, an easy observation is that p * is also a lowest point in the upper envelope of Ed i (x, y) for i = 1, 2, . . . , n restricted on (x, y) ∈ R. This implies that we only need to consider each function Ed i (x, y) restricted on R.
For each 1 ≤ i ≤ n, let G i (R) be the set of cells of G i that intersect R, and let H i (R) be the set of supporting planes of the surface patches of Ed(P i , q) defined on the cells of G i (R). Let H(R) = ∪ n i=1 H i (R). By our above analysis, p * is a lowest point of the upper envelope of all planes in H(R). Note that
can apply the decision algorithm in [15] (Section 5.2) on H(R) to determine which side of L contains q * in O(|H(R)|) time. In order to explain our improved algorithm later, we sketch this algorithm below.
We consider each plane of H(R) as a function of the points q on the xy-plane R 2 . In the first step, the algorithm finds a point q ′ on L that minimizes the maximum value of all functions in H(R) restricted on the line q ∈ L. This is essentially a 2D LP problem because each function of H(R) restricted on L is a line, and thus the problem can be solved in O(|H(R)|) time [15] . Let Φ q ′ be the set of functions of H(R) whose values at q ′ are equal to the above maximum value. The set Φ q ′ can be found in O(|H(R)|) time after q ′ is computed. This finishes the first step, which takes
The second step solves another two instances of the 2D LP problem on the planes of Φ q ′ , which takes O(|Φ q ′ |) time. An easy upper bound for
, at most four of them are in Φ q ′ . Therefore, |Φ q ′ | = O(n). Hence, the second step runs in O(n) time. Since in our problem there always exists a solution, according to [15] , the second step will either conclude that q ′ is q * or tell which side of L contains q * , which solves the decision problem. The algorithm takes O( n i=1 a i · b i ) time in total, which is dominated by the first step. In the sequel, we reduce the running time of the above algorithm, in particular, the first step, to O(
Our goal is to compute q ′ and Φ q ′ . By the definition, q ′ is a lowest point in the upper envelope of all functions of H(R) restricted on the line L. Consider any uncertain point P i ∈ P. Let H i (R, L) be the set of supporting planes of the surface patches defined on the cells of G i (R) intersecting L. Observe that since Ed i (x, y) is convex, the upper envelope of all the functions of H i (R) restricted on L is exactly the upper envelope of the functions of H i (R, L) restricted on L. Therefore, q ′ is also a lowest point in the upper envelope of the functions of H(R, L) restricted on L, where
. In other words, among all planes in H(R), only the planes of H(R, L) are relevant for determining q ′ . Thus, suppose H(R, L) has been computed; then q ′ can be computed based on the planes of H(R, L) in O(|H(R, L)|) time by the 2D LP algorithm [15] . After q ′ is computed, the set
It remains to compute H(R, L), i.e., compute H i (R, L) for each 1 ≤ i ≤ n. Recall that R = [x 1 , x 2 ; y 1 , y 2 ] and the two predecessor indices I x1 (X i ) and I y1 (Y i ) for each 1 ≤ i ≤ n are already known. The following lemma gives an
Proof. Let G i (R, L) be the set of cells of G i (R) intersecting L. To compute the planes in H i (R, L), it is sufficient to determine the plane surface patches of Ed i (x, y) defined on the cells of G i (R, L). By Lemma 1, this amounts to determine the indices of the predecessors of these cells in X i and Y i , respectively. In the following, we give an algorithm to compute the cells of G i (R, L) and determine their predecessor indices in X i and Y i , respectively, and the algorithm runs in O(a i + b i ) time.
The main idea is that we first pick a particular point p on L ∩ R and locate the cell of G i (R) containing p (clearly this cell belongs to G i (R, L)), and then starting from p, we traverse on L and G i (R) simultaneously to trace other cells of G i (R, L) until we move out of R. The details are given below.
We focus on the case where L has a positive slope. The other cases can be handled similarly. Recall that L intersects the interior of R. Let p be the leftmost intersection of L with the boundary of R. Hence, p is either on the left side or the bottom side of R.
Let C be the cell of G i that contains p. We first determine the two indices
Since p ∈ R, the index I p (X i ) can be found in O(a i ) time by scanning the list X i from the index I x1 (X i ). Next, we move p on L rightwards. We will show that when p crosses the boundary of C, we can determine the new cell containing p and update the two indices I p (X i ) and I p (Y i ) in constant time. This process continues until p moves out of R. Specifically, when p moves on L rightwards, p will cross the boundary of C either from the top side or the right side.
First, we determine whether p will move out of R before p crosses the boundary of C. If yes, then we terminate the algorithm. Otherwise, we determine whether p moves out of C from its right side or left side. All above can be easily done in constant time. Depending on whether p crosses the boundary of C from its top side, right side, or from both sides simultaneously, there are three cases.
1. If p crosses the boundary of C from the top side and p does not cross the right side of C, then p enters into a new cell that is on top of C. We update C to the new cell. We increase the index I p (Y i ) by one, but keep I p (X i ) unchanged. Clearly, the above two indices are correctly updated and I C (X i ) = I p (X i ) and I C (Y i ) = I p (Y i ) for the new cell C. Again, by Lemma 1, the function Ed i (x, y, C) for the new cell C can be computed in constant time. We add the new function to H i (R, L). 2. If p crosses the boundary of C from the right side and p does not cross the top side of C, then p enters into a new cell that is on right of C. The algorithm in this case is similar to the above case and we omit the discussions. 3. The remaining case is when p crosses the boundary of C through the top right corner of C. In this case, p enters into the northeast neighboring cell of C. We first add to H i (R, L) the supporting planes of the surface patches of Ed i (x, y) defined on the top neighboring cell and the right neighboring cell of C, which can be computed in constant time as the above two cases. Then, we update C to the new cell p is entering. We increase each of I p (X i ) and I p (Y i ) by one. Again, the two indices are correctly updated for the new cell C. Finally, we compute the new function Ed i (x, y, C) and add it to H i (R, L).
When the algorithm stops, H i (R, L) is computed. In general, during the procedure of moving p on L, we spend constant time on finding each supporting plane of H i (R, L). Therefore, the total running time of the entire algorithm is O (a i + b i ) . The lemma thus follows.
⊓ ⊔
With the preceding lemma, we have the following result.
Computing the Rectilinear Center
In this section, with the help of our decision algorithm in Section 3, we compute the rectilinear center q * in O(mn) time. As discussed in Section 1.2, our algorithm is a prune-and-search algorithm that has O(log n) "outer" recursive steps each of which has O(log m) "inner" recursive steps. In each outer recursive step, the algorithm prunes at least |P|/32 uncertain points of P such that these uncertain points are not relevant for computing q * . After O(log n) outer recursive steps, there will be only a constant number of uncertain points remaining in P. Each outer recursive step runs in O(m|P|) time, where |P| is the number of uncertain points remaining in P. In this way, the total running time of the algorithm is O(mn).
Each outer recursive step is another recursive prune-and-search algorithm, which consists of 2 + log m inner recursive steps. Let
We maintain a rectangle R = [x 1 , x 2 ; y 1 , y 2 ] that contains q * . Initially, R is the entire plane. In each inner recursive step, we shrink R such that the x-range [x 1 , x 2 ] (resp., y-range [y 1 , y 2 ]) of the new R only contains half of the values of X (resp., Y) in the x-range (resp., y-range) of the previous R. In this way, after log m + 2 inner recursive steps, the x-range (resp., y-range) of R only contains at most n/4 values of X (resp., Y). At this moment, a key observation is that there is a subset P * of at least n/2 uncertain points, such that for each P i ∈ P * , R is contained in the interior of a cell of the grid G i , i.e., the x-range (resp., y-range) of R does not contain any value of X i (resp., Y i ). Due to the observation, we can use a pruning procedure similar to that in [15] to prune at least |P * |/16 ≥ n/32 uncertain points. In the following, in Section 4.1, we give our algorithm on pruning the values of X and Y to obtain P * . In Section 4.2, we prune uncertain points of P * .
Pruning the Coordinate Values of X and Y
Consider a general step of the algorithm where we are about to perform the j-th inner recursive step for 1 ≤ j ≤ log m+ 2. Our algorithm maintains the following algorithm invariants. ]. Note that these sublists can be empty. (4) |X j−1 | ≤ mn/2 j−1 and |Y j−1 | ≤ mn/2 j−1 , where
It is easy to see that before we start the first inner recursive step for j = 1, all the algorithm invariants hold.
In the sequel, we give the details of the j-th inner recursive step. We will show that its running time is O(mn/2 j + n) and all algorithm invariants are still maintained after the step. * and y * be the x-and y-coordinates of q * , respectively. We first determine whether x * > x m , x * < x m , or x * = x m . This can be done by applying our decision algorithm on R j−1 and L with L being the vertical line x = x m . By Theorem 1, the running time of our decision algorithm is O(
, then according to our decision algorithm, q * will be found by the decision algorithm and we can terminate the entire algorithm. Otherwise, without loss of generality, we assume x * > x m . We proceed to determine whether y * > y m or y * < y m , or y * = y m by applying our decision algorithm on R j−1 and L with L being the horizontal line y = y m . Similarly, if y * = y m , then the decision algorithm will find q * and we are done. Otherwise, without loss of generality we assume y * > y m . The above calls our decision algorithm twice, which takes O(n + |X . Clearly, the first algorithm invariant is maintained. We further proceed as follows to maintain the other three invariants. 
, we obtain |X j | ≤ nm/2 j and |Y j | ≤ nm/2 j . Hence, the fourth algorithm invariant is maintained.
In summary, after the j-th inner recursive step, all four algorithm invariants are maintained. Our above analysis also shows that the total running time is O(n + |X j−1 | + |Y j−1 |), which is O(nm/2 j + n). We stop the algorithm after the t-th inner recursive step, for t = 2 + log m. The total time for all t steps is thus O( t j=1 (n + mn/2 j )) = O(mn).
Pruning Uncertain Points from P *
Consider a prunable uncertain point P i of P * . Recall that H i is the set of supporting planes of all surface patches of Ed i (x, y). The above analysis shows that among all planes in H i , only the relevant plane h i is useful for determining q * . In other words, the point p * , as a lowest point of all planes in H = ∪ n i=1 H i , is also a lowest point of the planes in the union of ∪ Pi∈P * h i and ∪ Pi∈P\P * H i . This will allow us to prune at least |P * |/16 uncertain points from P * . The idea is similar to Megiddo's pruning scheme for the 3D LP algorithm in [15] .
For each P i ∈ P * , its relevant plane h i is also considered as a function in the xy-plane. Arrange all uncertain points of P * into |P * |/2 disjoint pairs. Let D(P * ) denote the set of all these pairs. For each pair (P i , P j ) ∈ D(P * ), if the value of the function h i at any point of R t is greater than or equal to that of h j , then P j can be pruned immediately; otherwise, we project the intersection of h i and h j on the xy-plane to obtain a line L ij dividing R t into two parts, such that h i ≥ h j on one part and h i ≤ h j on the other.
Let L denote the set of the dividing lines L ij for all pairs of D(P * ). Let L m be the line whose slope has the median value among the lines of L. We transform the coordinate system by rotating the x-axis to be parallel to L m (the y-axis does not change). For ease of discussion, we assume no other lines of L are parallel to L m (the assumption can be easily lifted; see [15] ). In the new coordinate system, half the lines of L have negative slopes and the other half have positive slopes. We now arrange all lines of L into disjoint pairs such that each pair has a line of a negative slope and a line of positive slope. Let D(L) denote the set of all these line pairs.
For each pair (L i , L j ) ∈ D(L), we define y ij as the y-coordinate of the intersection of L i and L j . We find the median y m of the values y ij for all pairs in D(L). Let x * and y * respectively be the x-and y-coordinate of q * in the new coordinate system. We determine in O(mn) time whether y * > y m , y * < y m or y * = y m by using our decision algorithm (here an O(mn) time decision algorithm is sufficient for our purpose). If y * = y m , then our decision algorithm will find q * and we can terminate the algorithm. Otherwise, without of loss generality, we assume y
, let x ij be the x-coordinate of the intersection of L i and L j . We find the median x m of all such x ij 's. By using our decision algorithm, we can determine in O(mn) time whether x * > x m , x * < x m , or x * = x m . If x * = x m , our decision algorithm will find q * and we are done. Otherwise, without loss of generality, we assume x * < x m . Now for each pair (L i , L j ) of D ′ (L) with x ij ≥ x m and y ij ≥ y m (there are at least |D ′ (L)|/2 such pairs), we can prune either P i or P j , as follows. Indeed, one of the lines in such a pair (L i , L j ), say L i , has a negative slope and does not intersect the region R = {(x, y) | x < x m , y < y m } (e.g., see Fig. 2 ). Suppose L i is the dividing line of two relevant planes h k1 and h k2 of two uncertain points P k1 and P k2 of P * . It follows that either h k1 ≥ h k2 or h k1 ≤ h k2 holds on the region R. Since q * ∈ R, one of P k1 and P k2 can be pruned. As a summary, the above pruning algorithm prunes at least |P * |/16 ≥ n/32 uncertain points and the total time is O(mn).
Wrapping Things Up
The algorithm in the above two subsections either computes q * or prunes at least n/32 uncertain points from P in O(mn) time. We assume the latter case happens. Then we apply the same algorithm recursively on the remaining uncertain points for O(log n) steps, after which only a constant number of uncertain points remain. The total running time can be described by the following recurrence: T (m, n) = T (m, 31·n 32 ) + O(mn). Solving the recurrence gives T (m, n) = O(mn). Let P ′ be the set of the remaining uncertain points, with |P ′ | = O(1). Hence, the rectilinear center q * is determined by P ′ . In other words, q * is also a rectilinear center of P ′ . In fact, like other standard prune-and-search algorithms, the way we prune uncertain points of P guarantees that any rectilinear center of P is also a rectilinear center of P ′ , and vice versa. By using an approach similar to that in Section 4.1, Lemma 3 finally computes q * based on P ′ in O(m) time.
Lemma 3. The rectilinear center q * can be computed in O(m) time.
Proof. Let c = |P ′ |, which is a constant. Let X ′ = ∪ Pi∈P ′ X i and Y ′ = ∪ Pi∈P ′ Y i . We apply the same recursive algorithm in Section 4.1 on X ′ and Y ′ for O(log m) steps, after which we will obtain a rectangle R such that R contains q * and for each P i ∈ P ′ , the x-range (resp., y-range) of R only contains a constant number of values of X i (resp., Y i ), and thus R intersects a set G i (R) of only a constant number of cells of G i . Therefore, for each P i ∈ P ′ , only the surface patches of Ed i (x, y) defined on the cells of G i (R) are relevant for computing q * . The supporting planes of these surface patches can be determined immediately after the above O(log m) recursive steps. By the same analysis as in Section 4.1, all above can be done in O(c · m) time.
The above found O(c) "relevant" supporting planes such that q * corresponds to a lowest point in the upper envelope of them. Consequently, q * can be found in O(c) time by applying the linear-time algorithm for the 3D LP problem [15] on these O(c) relevant supporting planes.
⊓ ⊔ This finishes our algorithm for computing q * , which runs in O(mn) time.
