In this paper we put forward some simple rules which can be used in order to pass from the quantum Moyal evolution operator to the classical one of Liouville without taking the limit of → 0. These rules involve the averaging over some auxiliary variables.
I. INTRODUCTION
The interplay between quantum (QM) and classical mechanics (CM) has been a topic of research since almost a century. It has been investigated both in the direction of going from CM to QM (quantisation) and in the opposite direction from QM to CM (which we like to call "dequantisation" [1] ). This is not the "semiclassical" limit like the one we obtain via → 0. This last limit in fact is rather singular and moreover does not capture entirely CM because of the presence of phases which survive in their semiclassical limit. Moreover it does not capture the fact that the real degrees of freedom of CM are objects much bigger than the Planck cells . There is a sort of "coarse graining" in phase-space that has to be performed in order to really pass from QM to CM. This was first indicated in the nice book by Peres [2] and further pursued in ref. [3] and maybe in other papers which have escaped our attention.
In this paper of ours we want to implement "dequantisation" in a manner different than the one we experimented via path-integrals in ref. [1] . This new method is operatorial and brings to light some sort of "coarse graining". Unfortunately this last procedure is on some auxiliary variables whose physical interpretation we do not fully understand at the moment.
The operatorial method we shall use is the one of the Moyal-Weyl-Wigner formalism [4] once it is brought in operatorial form like it was done in ref. [5] .
The paper is organised as follows: in Section 2) we give a brief review of ref. [4] using the notation of ref. [5] . In Section 3) we will provide the set of rules which brings us directly from the Moyal quantum evolution to the classical Liouville one. These are the "dequantisation rules" we talked above and they do not involve the limit of → 0. In the last section ( the no. 4) we will comment on the kind of "coarse graining" we had to perform with the rules given above.
II. BRIEF REVIEW OF THE MOYAL FORMALISM
This is a formalism which makes use only of functions on phase-space instead of operators on an Hilbert space. Let us start with a space M = M 2N which is the 2N dimensional phase-space of a classical system. We will indicate the local coordinates in M 2N with
. The Hamilton equations of motion can be written as [6] :
where H is the original Hamiltonian of the system and locally ω ab is a 2N dimensional matrix of the form
This matrix is called symplectic matrix and via its inverse ω ab , once it is defined globally, it is possible to build the so called symplectic two form ω [6] defined as :
The Moyal formalism begins by associating a function O(q, p) on phase space to a quantum operator O(q,p) defined on an Hilbert space.This association is called the "symbol " map and it is indicated as :
Its definition is:
where
and ϕ a 0 is a fixed point in phase-space. There are various symbols associated to different ordering ofq,p in the operators. The one we have defined above is called Weyl symbol.
This procedure applies also to that operator called the density matrix ρ which, for a pure state |ψ >, is ρ = |ψ >< ψ| and its symbol ρ is known as the Wigner function, so ρ = symb ρ, (see ref. [4] for more details).
The non-commutative character of the operators of QM is inherited by the functions of the Moyal formalism via a non-commutative product called star-product "⋆" which has the following main property:
Its explicit definition is:
This is somehow a "quantum deformation" of the usual commuting product among functions. We can also build the symbol of the commutators of two operators and this symbol is called Moyal bracket (mb):
(10) Its explicit expression is:
We can consider the Moyal brackets (mb) a quantum deformation of the Poisson Brackets (pb) which is the first term on the RHS of the second line of the expression above.
The Heisenberg equation for the evolution of the density matrix which is :
via the symbol map, goes into the following equation
where ρ and H are the symbols of respectively ρ and H. For pure states this is the equation of motion for the Wigner functions. In the classical limit ℏ → 0 the equation (11) becomes
which can also be written in the following operatorial form
whereL is known as the classical Liouville operator and has the form:
Analogously to what has been done in eqs. (12) and (13), we can perform for eq. (11)
and this object is often called Quantum Liouville operator. Expanding in we get
and so:
At the classical level we can build the evolution operator associated to the classical eq. (13):
The path-integral which can be derived [1] from this evolution operator is :
where ϕ a are the usual phase-space variables and the λ a are auxiliary variables defined in ref. [1] while the Lagrangian used in (17) is:
Differently than in ref. [1] we do not introduce here further auxiliary variables (c a ,c a ) of grassmannian character and we do that in order to simplify things. The reason for the subindex "B" (for Bosonic) on the lagrangian above is exactly because no Grassmannian variables has been introduced.
The reader could now ask if also the quantum evolution operator associated to eq.(14), that is:
has a path-integral counterpart. The answer is yes and this was done by Marinov in ref. [5] . The result is:
where L B is :
with the "hamiltonian" H B having the form:
The two H appearing on the RHS of the equation above are the same Hamiltonian function of the original eq. (1) but with arguments different than the simple ϕ.
To compare the expression (21) with the one of Marinov in ref. [5] one should keep in mind that Marinov used a variable ξ a which is related to ours in the following manner : ξ a = ω ab λ b . In the classical path-integral formalism of eq. ( 17) we work in a sort of extended phase-space (ϕ a , λ a ) and the Hamiltonian associated to eq.(18) is given by:
From the path integral expression (17) for classical physics and the associated Lagrangian in (18), one can get the following commutators between the operators associated to ϕ a and λ a :
This implies that λ b = −i 
Our goal in this section is to find a set of rules which can bring us from the quantum H B of (21) to the classical one H B of (22) without taking the limit of → 0.
1)
The first rule is to multiply the ω ab present in (21) by two grassmannian variables θ,θ, and insert this new expression into H B :
2)
The second rule is to integrate over θ andθ the H B (ϕ a , θθω ab λ b ) present on the RHS of eq.(26 ). The rules for integration over grassmannian variables are the following ones (see ref. [7] ):
and the same ones by replacing everywhere above the θ with the variableθ. We shall prove that the result of the integration of point 2) above is the following:
This implies that the set of two rules 1) and 2) lead us from the quantum to the classical without → 0. Let us now prove eq.(29). If you remember eq.(21) the H B is made of two pieces:
Let us apply the rule (25) to each of the two pieces on the RHS of the equation above. The second piece is H(ϕ a + θθω ab λ b ) and if we expand it in θ andθ we get
where F, G, L, M are functions of (ϕ, ω ab λ b ) which we will determine in what follows.
If we put θ andθ to zero on both sides of eq.(31) we get:
So F is nothing else that the original Hamiltonian (1) of the system. Next let us do the derivative with respect to θ on both side of eq.(31) and then put θ andθ to zero. This is a simple calculation and leads to :
In the same way, by doing the derivative with respect toθ of both sides of eq.(31) and putting θ andθ to zero we easily get:
Finally let us do, on eq. (31) the second derivative , first with respect toθ , next with respect to θ, and put them to zero at the end. Simple calculations give the result:
If we now put together the equations: (32), (33), (34) and (35) we get :
If we do the same expansion in θ andθ for the first Hamiltonian that we have on the RHS of eq. (30) we get
Inserting all this in the Hamiltonian which appear on the RHS of eq.(26) we obtain:
Let us notice that the has miraculously disappeared. Finally , using the relation (38), let us perform the second step contained in rule 2) of eq. (29):
This is exactly the relation (29) that we wanted to prove.
So we can conclude that we have gone from quantum to classical without ever doing → 0.
IV. CONCLUSION
In this conclusion we will try to understand in a more physical way what we have done. It will be a primitive attempt anyhow.
With the step (25) we basically got a different manner to write the symplectic two-form which is usually written as [6] :
where "∧" is the so called wedge product among forms and it is anticommuting [6] . Via the substitution (25) we can now eliminate the symbol of wedge product and have (41) written as :
Here we should add the rule that when we exchange dϕ a with dϕ b we have to exchange also the θ with theθ. This we indicate with the fact that we put each dϕ in a bracket with its own θ orθ as if it were a single object. So dϕ a becomes , in our language, a differential form only if combined with either θ orθ. Somehow it is as if the grassmannian variables θ andθ were some "basic units" for the anticommuting character of forms.
Step 2) of our dequantisation procedure is given by the rule in eq.(29) which consist of integrating over θ,θ. This may be the "coarse graining" we mentioned at the beginning. We know that ω N is the infinitesimal volume of phase-space and integrating over it would mean integrating over all of phase-space. This is not what the author of ref. [2] wanted to do. He somehow wanted to smear the phase-space contained in Planck-cells and this is not an easy job. May it be that our integration over θ andθ does exactly that ?. We do not have an answer to this question and more work is needed. Somehow one should investigate the physical meaning of the integration over grassmannian variables which, up to know, has only been a mere mathematical procedure [7] . A thing to start from is that dθdθ has the same dimension as [1] and plays a role also in ref. [1] where we experimented with a different dequantisation procedure. Work is in progress on this issue.
