Sur la structure transverse \`a une orbite nilpotente adjointe by Sabourin, Hervé
ar
X
iv
:m
at
h/
03
11
11
8v
1 
 [m
ath
.R
T]
  7
 N
ov
 20
03
SUR LA STRUCTURE TRANSVERSE A UNE ORBITE
NILPOTENTE ADJOINTE.
HERVE´ SABOURIN
Abstract. We are interested in Poisson structures transverse to nilpotent adjoint
orbits in a complex semi-simple Lie algebra, and we study their polynomial nature,
introduced in ([CU-RO]). Furthermore, in the case of sln, we construct some families
of nilpotent orbits with quadratic transverse structures.
0.Introduction
L’objet de ce travail est une contribution a` l’e´tude de la structure de Poisson transverse
a` une orbite nilpotente adjointe dans une alge`bre de Lie semi-simple complexe.
Soit g une telle alge`bre de Lie, G son groupe adjoint. Chaque G-orbite nilpotente O est
entie`rement caracte´rise´e par la donne´e d’un sl2-triplet (h, e, f), ou` e est un ge´ne´rateur de
l’orbite et h sa caracte´ristique. L’alge`bre g est identifie´e a` son dual g∗, via la forme de
Killing, et peut ainsi eˆtre munie de la structure de Lie-Poisson correspondante. On
sait alors re´aliser la structure de Poisson transverse a` O dans g, en choisissant un
supple´mentaire quelconque n du centralisateur ge de e dans g et en conside´rant la varie´te´
affine N = e + n⊥. On sait, d’apre`s A.Weinstein ([WE]), que les structures de Poisson
transverses associe´es a` deux supple´mentaires sont ne´cessairement isomorphes.
Dans ([SG]), M.Saint-Germain a remarque´ que si l’on de´finit un syste`me de coor-
donne´es locales (q) = (q1, . . . , qn) pour N , alors la structure de Poisson est a` coefficients
rationnels en la variable (q). Dans ([CU-RO]), R.Cushman et M.Roberts ont conside´re´
le supple´mentaire n = Im ad f et ont montre´ que, pour un tel choix, la structure de
Poisson transverse e´tait polynoˆmiale en la variable (q).
Nous conside´rons alors l’ensemble Nh des supple´mentaires ad h-invariants de ge et
montrons que, pour tout e´le´ment de cet ensemble, la structure transverse correspondante
est encore polynoˆmiale.
Nous proposons, par ailleurs, dans l’exemple de l’orbite sous-re´gulie`re de sl(4,C), un
supple´mentaire qui n’est pas h-invariant pour lequel la structure transverse n’est pas
polynoˆmiale, ce qui justifie l’introduction de la varie´te´ Nh.
A chaque supple´mentaire h-invariant n, on peut donc associer le degre´ degN de
la structure transverse correspondante, de´fini comme e´tant le le degre´ maximum des
polynoˆmes intervenant dans la structure de Poisson. Naturellement, la question se pose
de savoir si cette notion de degre´ peut eˆtre de´finie de manie`re intrinse`que, c’est-a`-dire
inde´pendamment du choix du supple´mentaire choisi dans Nh.
Nous conside´rons a` nouveau, a` ce sujet, l’exemple de l’orbite sous-re´gulie`re de sl(4,C)
et donnons deux supple´mentaires h-invariants dont les structures transverses sont de
“degre´” distincts, ce qui re´pond ne´gativement a` la question pose´e.
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Nous nous inte´ressons enfin au cas des structures transverses “quadratiques”, c’est-a`-
dire des structures polynoˆmiales de degre´ au plus e´gal a` 2. Selon la terminologie intro-
duite par M.Roberts ([RO]), on conside`re les orbites conormales, celles pour lesquelles
le centralisateur ge posse`de un supple´mentaire qui est une sous-alge`bre. La structure
transverse correspondant a` un tel supple´mentaire est alors quadratique ([OH]). Nous
montrons dans le paragraphe 3 que toute orbite nilpotente “sphe´rique” est une or-
bite conormale et, dans le cas sln(C), nous construisons une famille d’orbites nilpo-
tentes conormales, contenant entre autres les orbites sphe´riques et l’orbite re´gulie`re,
ge´ne´ralisant en cela certains re´sultats de M.Rais ([RA]).
L’exemple de l’orbite sous-re´gulie`re de sl4(C) nous permet d’exhiber une structure
transverse quadratique associe´e a` un supple´mentaire qui n’est pas une sous-alge`bre.
Re´ciproquement, on peut se demander si toute structure transverse d’une orbite conor-
male est quadratique; nous donnons pour finir un exemple dans sl5(C) qui re´pond
ne´gativement a` cette question.
Je tiens a` remercier tout particulie`rement M.Rais et M.Duflo pour les fre´quents
e´changes ou nombreuses discussions fort utiles que nous avons eus sur ce sujet. Je
tiens aussi a` remercier M.Saint-Germain pour l’attention qu’il a su porter a` ce travail.
1. Structure transverse a` une orbite coadjointe.
1.1. Soit g une alge`bre de Lie complexe, G son groupe adjoint, g∗ son dual. On sait
que g∗ peut eˆtre munie d’une structure de varie´te´ de Poisson et on notera Λ le tenseur
de Lie-Poisson correspondant . En tout point µ ∈ g∗, on identifie l’espace cotangent
T ∗µg
∗ avec g et, moyennant cette identification, on de´finit Λ par :
∀X, Y ∈ g,Λµ(X, Y ) = µ([X, Y ])
Les feuilles symplectiques dans g∗ sont les orbites coadjointes et, selon A.Weinstein
([WE]), on peut donc de´finir pour chaque orbite G.µ une structure transverse, c’est-a`-
dire une sous-varie´te´ N de g∗ contenant µ, telle qu’en chaque point ν d’un voisinage U
de µ dans N , on ait:
Tνg
∗ = Tν(G.µ) + TνN
Selon A.Weinstein, on sait de plus que cette structure transverse est unique a` un iso-
morphisme de varie´te´s de Poisson pre`s.
1.2. Pour construire une telle structure transverse, on proce`de de la manie`re suivante
(voir M.Saint-Germain ([SG]) : On conside`re le centralisateur gµ de µ dans g et un
supple´mentaire quelconque n de gµ. On note n0 (respectivement gµ,0)l’annulateur de n
(respectivement de gµ) dans g∗ et on a :
g∗ = gµ,0 ⊕ n0
On pose : N = µ+ n0.
On voit facilement que :
Tµ(G.µ) = g.µ = g
µ,0, TµN = n
0
Ceci permet de constater que N est bien transverse a` G.µ au point µ et on ve´rifie que
cette proprie´te´ reste vraie dans un voisinage bien choisi de µ dans N .
Pour de´terminer le tenseur de Poisson ΛN de la varie´te´ de Poisson N ainsi de´finie,
on peut utiliser la formule dite “formule des contraintes de P.A.M. Dirac”, donne´e par
P.G.Bergmann et I.Goldberg ([BE-GO]).
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Soit (Zi)1≤i≤k une base de g
µ et (Xj)1≤j≤p une base du supple´mentaire n. Un syste`me
de coordonne´es line´aires pour un e´le´ment quelconque ϕ de g∗ est alors donne´ par :
zi(ϕ) = ϕ(Zi), xj(ϕ) = ϕ(Xj), ∀(i, j), 1 ≤ i ≤ k, 1 ≤ j ≤ p
En particulier, on notera : µ = (µ1, . . . , µn) les coordonne´es de µ.
Soit U un ouvert de g∗. On a :
N ∩ U = {ϕ ∈ U, xj(ϕ) = µj, ∀j, 1 ≤ j ≤ p}
Ainsi, l’application ϕ −→ (z1(ϕ), . . . , zk(ϕ)) est une carte de N .
Soit (i, j, l,m), 1 ≤ i, j ≤ k, 1 ≤ l, m ≤ p et ν ∈ n0. On pose :
CN(ν)l,m = (µ+ ν)([Xl, Xm])
DN(ν)l,j = ν([Xl, Zj])
AN(ν)i,j = ν([Zi, Zj])
On notera respectivement CN(ν), DN (ν) et AN(ν) les matrices de termes ge´ne´raux
donne´s par les formules pre´ce´dentes. On sait que la matrice CN(ν) est inversible lorsque
ν parcourt un voisinage V de 0, bien choisi dans n0.
On pose, de plus : BN (ν) =
tDN (ν).
La matrice du tenseur ΛN en un point quelconque (µ+ ν) de µ+V sera note´e ΛN(ν).
Son terme ge´ne´ral est le crochet de Poisson {zi, zj}(µ+ ν).
La formule des contraintes de Dirac est alors la suivante :
(1) ΛN(ν) = AN (ν) +BN(ν)CN (ν)
−1DN (ν)
On constate finalement que les coefficients DN (ν)l,j et AN(ν)i,j sont line´aires en les
coordonne´es (zj(ν)), que le coefficient CN(ν)l,m est affine en les (zj(ν)). Il s’en suit
que la matrice inverse de CN(ν) a des coefficients rationnels en les coordonne´es (zj(ν)).
Ainsi, chaque crochet de Poisson {zi, zj} est rationnel en (z1, . . . , zk).
2. Le cas d’une alge`bre de Lie semi-simple.
2.1. On suppose maintenant que g est une alge`bre de Lie semi-simple complexe, que
h est une sous-alge`bre de Cartan de g. On de´finit un syste`me de racines ∆(h), Π(h)
une base de racines simples et on note K la forme de Killing qui permet d’identifier g
a` son dual g∗. Soit x ∈ g et n un supple´mentaire quelconque de gx dans g. On note n⊥
l’orthogonal dans g de n relativement a` K. Alors, N = x+n⊥ est la structure transverse
a` l’orbite adjointe G.x.
On peut de´finir comme pre´ce´demment le tenseur de Poisson ΛN a` partir des bases
(Zi), (Xj). On conside`re la base (Zi, Xj), duale de la base pre´ce´dente relativement a`
K. Ne´cessairement, la famille (Zi) est une base de n
⊥ et on identifie n⊥ a` Ck par
l’application q = (q1, . . . , qk) −→
i=k∑
i=1
qiZi.
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On reprend ensuite les notations pre´ce´dentes, soit :
CN(q)l,m =
s=k∑
s=1
K(x+ qsZs, [Xl, Xm])
DN(q)l,j =
s=k∑
s=1
K(qsZs, [Xl, Zj])
AN (q)i,j =
s=k∑
s=1
K(qsZs, [Zi, Zj])
La matrice ΛN(q) du tenseur ΛN est encore de´finie par la formule (1) et ses coefficients
sont des fonctions rationnelles en (q1, . . . , qk).
2.2. Nous allons rappeler, dans cette section, quelques faits et notations sur les orbites
nilpotentes utiles pour la suite. On pourra, pour plus de de´tails sur ce sujet, se re´fe´rer
a` ([SP-ST]).
A chaque G-orbite nilpotente O, on sait associer sa classe de conjugaison de Jacobson-
Morosov de sl2-triplets. Dans cette classe, il existe un unique sl2-triplet (h
+, e, f) tel
que :
∀αi ∈ Π(h), αi(h
+) ∈ {0, 1, 2}
La suite (αi(h
+)) est la caracte´ristique de l’orbite. Dans ces conditions, l’e´le´ment e est
un ge´ne´rateur de O.
on conside`re alors la de´composition de g en sous-espaces propres suivant l’action de
ad h+, soit :
g =
⊕
m∈Z
g(m)
Le plus grand entier strictement positif i tel que g(i) 6= 0 est la hauteur de l’orbite et
sera note´ h(e).
Pour les alge`bres de Lie simples classiques de type sl(V ), so(V ) ou sp(V ), il est souvent
commode de de´crire les orbites nilpotentes en termes de partition de l’entier n = dimV .
En particulier, l’ensemble des orbites nilpotentes de sln(C) s’identifie a` l’ensemble des
partitions (p1, . . . , ps), p1 ≥ p2 ≥ · · · ≥ ps avec
∑
i
pi = n. La hauteur d’une telle orbite
est e´gale a` 2(p1 − 1).
Enfin, suivant des notations usuelles, a` chaque racine α ∈ ∆(h), on fait correspondre
les vecteurs-racines (Hα, Xα, X−α) d’une base de Chevalley de g.
2.3. On conside`re donc le cas d’une orbite adjointe nilpotente O = G.e et son sl2-
triplet associe´ (h+, e, f), avec h+ ∈ h. Soit s la sous-alge`bre de Lie de g, engendre´e par
ce sl2-triplet.
Outre la de´composition de g en sous-espaces propres , sous l’action de ad h+, on a
aussi une de´composition de g en composantes irre´ductibles sous l’action de s, soit :
g =
i=h(e)⊕
i=−h(e)
g(i) =
⊕
k
Enk
Chaque g(i) est l’espace propre associe´ au poids entier i, chaque Enk est la composante
irre´ductible, suivant l’action de s dans g, de plus haut poids nk. Le centralisateur g
e est
alors engendre´ par les vecteurs de plus haut poids de cette de´composition.
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On note Nh l’ensemble des supple´mentaires ad h
+-invariants de ge dans g. Pour
chaque n dans l’ensemble Nh, on a la de´composition :
n =
⊕
i∈Z
n(i), n(i) = g(i) ∩ n
On va voir, dans ce qui va suivre, le roˆle important joue´ par l’ensemble Nh dans l’e´tude
de la structure transverse a` l’orbite O. Un premier re´sultat est relatif a` la structure de
varie´te´ de Nh.
Proposition 2.1 L’espace Nh est une varie´te´ alge´brique irre´ductible de dimension :
2
i=h(e)∑
i=0
dim ge(i)(dim g(i)− dim ge(i))
On rappelle tout d’abord le re´sultat classique suivant, ainsi que sa de´monstration
(voir [DI], ch.1.11):
Proposition 2.2 : Soit V un C-espace vectoriel de dimension n, W un sous-espace
de V de dimension d. Alors, l’ensemble S des supple´mentaires de W dans V est un
ouvert affine de Gr(V, n− d), la grassmanienne de dimension n− d dans V .
Il est bien connu, en effet, que S est un ouvert de Gr(V, n− d).
Conside´rons une base (e1, . . . , en) de V telle que (e1, . . . , ed) soit une base de W . Soit
F ∈ S. Alors, pour tout i, d+1 ≤ i ≤ n, il existe des scalaires (ai,j , 1 ≤ j ≤ d) tels que :
ei +
∑
j
aijej ∈ F . Il s’en suit que l’application F −→ (aij)d+1≤i≤n
1≤j≤d
est un isomorphisme
de varie´te´s de S sur Cd(n−d). Ainsi, S est un ouvert affine de Gr(V, n− d) et donc une
varie´te´ alge´brique irre´ductible de dimension d(n− d).
Preuve de la proposition 2.1 : L’ensemble N des supple´mentaires de ge dans g
est une varie´te´ alge´brique irre´ductible dont Nh est une sous-varie´te´.
Soit i un entier, −h(e) ≤ i ≤ h(e). De´signons par Ni la varie´te´ des supple´mentaires
de ge(i) = ge ∩ g(i) dans g(i). En utilisant ce qui pre´ce`de, on peut affirmer que Ni
est une varie´te´ alge´brique irre´ductible de dimension : dim ge(i)(dim g(i) − dim ge(i)).
L’application n −→
i=h(e)⊕
i=−h(e)
n(i) est alors un isomorphisme de varie´te´s deNh sur
i=h(e)∏
i=−h(e)
Ni.
Ceci permet de de´montrer le re´sultat souhaite´.
The´ore`me 2.3 : Soit n ∈ Nh. Alors, tous les coefficients de la matrice ΛN(q) sont
des fonctions polynoˆmiales en la variable q.
Preuve : ce re´sultat a e´te´ de´montre´ par R.Cushman et M.Roberts dans ([CU-RO]),
dans le cas ou` n =Im ad f . Les arguments employe´s peuvent s’adapter sans difficulte´s
a` cette situation plus ge´ne´rale.
On peut ausi utiliser les arguments donne´s par P.Slodowy ([SL]). En effet, il suffit
de ve´rifier que le de´terminant de la matrice CN(q) est inde´pendant de la variable q.
Pour cela, on utilise une action ρ de C∗ sur la varie´te´ N , via l’e´le´ment h+, introduite
par T.A.Springer et R.Steinberg dans ([SP-ST], paragraphe 4) et de´finie de la manie`re
suivante :
On conside`re tout d’abord l’application : λ : C∗ −→ G donne´e par : ∀t ∈ C∗, λ(t) =
exp λth
+, ou` λt est un nombre complexe tel que : e
λt = t.
Dans ces conditions, on a :
∀t ∈ C∗, ∀X ∈ g(i),Adλ(t).X = tiX
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On obtient alors une action de C∗ sur la varie´te´ N a` l’aide de la formule :
∀t ∈ C∗, ∀v ∈ N, ρ(t).v = t−2λ(t).v
On peut, sans pertes de ge´ne´ralite´, supposer que chaque Zi de la base conside´re´e est
un vecteur de poids −ni et, puisque le supple´mentaire a e´te´ choisi ad h+-invariant, que
chaque Xj est un vecteur poids, de poids νj .
On fait agir C∗ sur le coefficient CN(q)l,m, par ρ, de la manie`re suivante :
ρ(t).CN (q)l,m = CN(ρ(t
−1).q)l,m
Ce qui nous donne :
ρ(t).CN (q)l,m = CN (ρ(t
−1).q)l,m
= K(ρ(t−1)(e + q), [Xl, Xm])
= t2K(λ(t−1)(e+ q), [Xl, Xm])
= t2K(e + q, λ(t)[Xl, Xm])
= t2+νl+νmK(e + q, [Xl, Xm])
= t2+νl+νmCN(q)l,m
Par ailleurs, suivant la de´finition de ρ, on a :
ρ(t).(q1, . . . , qk) = (t
−2−n1q1, . . . , t
−2−nkqk)
Ceci implique que chaque coefficient CN(q)l,m est quasi-homoge`ne au sens de Slodowy,
c’est a` dire satisfait a` la proprie´te´ suivante :
(2) CN(t
2+n1q1, . . . , t
2+nkqk)l,m = t
2+νl+νmCN(q1, . . . , qk)l,m
Soit ∆N (q) le de´terminant de la matrice CN(q). On a :
∆(ρ(t−1).(q1, . . . , qk)) =
∑
σ∈Sn
εσ
∏
i
CN(ρ(t
−1).(q1, . . . , qk))i,σ(i)
=
∑
σ∈Sn
εσ
∏
i
t2+νi+νσ(i)CN(q1, . . . , qk)i,σ(i)
=
∑
σ∈Sn
εσ(
∏
i
t2+νi+νσ(i))
∏
i
CN(q1, . . . , qk)i,σ(i)
Or, en se servant de la the´orie classique associe´e a` la de´composition de g en s-modules,
on obtient :
∀σ ∈ Sn,
∑
i
νσ(i) =
∑
i
νi = −
∑
k
nk = −p
Il s’en suit que :
∆N (t
2+n1q1, . . . , t
2+nkqk) = ∆N(q1, . . . , qk)
Compte-tenu de la de´finition des coefficients de CN(q), le polynoˆme ∆N(q) posse`de
un terme constant non nul. Ceci implique donc que ce de´terminant est constant.
Il s’en suit que la matrice inverse de CN(q) de´pend polynoˆmialement de la variable q,
ce qui de´montre le the´ore`me.
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2.4. A l’aide de ce qui pre´ce`de, on peut donc de´finir, pour chaque structure transverse
N associe´e a` un supple´mentaire n ∈ Nh, une notion de degre´. Pour cela, on conside`re
le degre´ dN,i,j(Λ) du polynoˆme ΛN(q)i,j puis on pose :
degN(Λ) = sup
(i,j)∈[1,k]2
degN,i,j
Dans ([DA]), P.A.Damianou a calcule´ les degre´s des structures transverses des orbites
nilpotentes adjointes de gl(n,C), pour n ≤ 7, associe´es a` un certain supple´mentaire du
centralisateur.
Il est naturel alors de se poser la question suivante :
(Q1) : L’ensemble {degN(Λ), n ∈ Nh} est-il re´duit a` un singleton, c’est a` dire
peut-on dire que le degre´ d’une structure transverse est inde´pendant du choix d’un
supple´mentaire ad h+-invariant ?
La re´ponse est non comme le montre l’ exemple qui va suivre.
2.5. On suppose que g = sl(4,C) et on conside`re l’orbite nilpotente associe´e a` la
partition (3, 1). On note (h+, e, f) le sl2-triplet correspondant comme dans 2.2. La
caracte´ristique de cette orbite est (2, 0, 2), sa hauteur est 4. La base de racines simples
(α1, α2, α3) ve´rifie alors :
α1(h
+) = 2, α2(h
+) = 0, α3(h
+) = 2
Dans ces conditions, on peut e´crire :
e = Xα1 +Xα2+α3 , h
+ = 2Hα1 + 2Hα2 + 2Hα3
Une base de vecteurs-poids de ge est donne´e par :
Z1 = Hα1 + 2Hα2 −Hα3 , Z2 = Xα1 +Xα2+α3
Z3 = Xα3 , Z4 = Xα1+α2
Z5 = Xα1+α2+α3
Conside´rons ensuite les vecteurs suivants :
X1 = Hα1 , X2 = Hα2+α3 , X3 = Xα1 , X4 = Xα2
X5 = X−α2 , X6 = X−α1 , X7 = X−α3 , X8 = X−α1−α2
X9 = X−α2−α3 , X10 = X−α1−α2−α3
Soit n le sous-espace vectoriel de g engendre´ par les (Xi, 1 ≤ i ≤ 10). Il s’agit bien d’un
supple´mentaire ad h+-invariant de ge.
La base (Zi) que nous choisissons pour l’orthogonal n
⊥ est, a` des constantes non nulles
pre`s, celle qui est issue de la base de g, duale de la base (Zi, Xj) relativement a` K :
Z1 = Hα1 + 2Hα2 −Hα3 , Z2 = X−α2−α3
Z3 = X−α3 , Z4 = X−α1−α2
Z5 = X−α1−α2−α3
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On va ensuite calculer la matrice Λ′N(q) = BN(q)C
−1
N (q)DN(q), dont le degre´ nous
donnera celui de la structure transverse N = e + n⊥, et on obtient :
CN(q) =


0 0 0 0 0 −2 0 0 1 0
0 0 0 0 0 1 0 0 −2 0
0 0 0 q4 0 0 0 0 0 −1
0 0 −q4 0 4q1 0 0 1 0 0
0 0 0 −4q1 0 0 −1 0 0 0
2 −1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
−1 2 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0


DN(q) =


0 −q2 0 q4 q5
0 2q2 q3 0 q5
0 q5 0 0 0
0 −q4 q2 0 0
0 q3 0 0 0
0 0 0 0 q2
0 0 4q1 0 −q4
0 0 0 −4q1 q3
0 0 0 0 0
0 0 0 0 0


Λ′N(q) =


0 0 0 0 0
0 0 4q1q3 −4q1q4 0
0 −4q1q3 0 4q2q1 − 64q31 −
2
3
q3q2 + 16q
2
1q3
0 4q1q4 −4q1q2 + 64q31 0
2
3
q4q2 − 16q21q4
0 0 2
3
q3q2 − 16q21q3 −
2
3
q4q2 + 16q
2
1q4 0


Ceci implique que le degre´ de la structure transverse N est 3.
Conside´rons maintenant le sous-espace n′ de g engendre´ par les (X ′i, 1 ≤ i ≤ 10),
de´finis par :
X ′1 = Hα1 , X
′
2 = Hα2 , X
′
i = Xi, ∀i, 3 ≤ i ≤ 10
Il s’agit encore d’un supple´mentaire ad h+-invariant de ge.
La base (Zi) de n
′⊥ est alors la suivante :
Z1 = Hα1 + 2Hα2 + 3Hα3 , Z2 = X−α2−α3
Z3 = X−α3, Z4 = X−α1−α2
Z5 = X−α1−α2−α3
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On obtient, cette fois, pour la structure transverse N ′ = e+ n
′⊥ :
CN ′(q) =


0 0 0 0 0 −2 0 0 1 0
0 0 0 0 0 1 0 0 −1 0
0 0 0 q4 0 0 0 0 0 −1
0 0 −q4 0 0 0 0 1 0 0
0 0 0 0 0 0 −1 0 0 0
2 −1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0


DN ′(q) =


0 −q2 0 q4 q5
0 q2 −q3 q4 0
0 q5 0 0 0
0 −q4 q2 0 0
0 q3 0 0 0
0 0 0 0 q2
0 0 −4q1 0 −q4
0 0 0 0 q3
0 −4q1 0 0 0
0 0 0 0 −4q1


Λ′N ′(q) =


0 0 0 0 0
0 0 −12q1q3 12q1q4 0
0 12q1q3 0 0 −2q3q2
0 −12q1q4 0 0 2q4q2
0 0 2q3q2 −2q4q2 0


Ceci nous montre que, dans ce cas, la structure transverse N ′ est de degre´ 2.
Il semble, donc, en particulier, que les degre´s calcule´s par Damianou dans ([DA]) ne
puissent eˆtre conside´re´s comme intrinse´ques, mais plutoˆt de´pendants du supple´mentaire
choisi pour les calculs.
2.6. on peut e´galement se poser la question de savoir si le the´ore`me 2.3 est encore vrai
pour un supple´mentaire dans N qui n’est pas dans Nh. Si l’on reprend encore une fois
l’exemple de l’orbite sous-re´gulie`re de sl4(C), on constate que la re´ponse est non.
On conside`re donc a` nouveau l’orbite (3, 1) et les notations de 2.5. Soit n1 le sous-
espace vectoriel de g, engendre´ par les vecteurs (X ′′i ), 1 ≤ i ≤ 10, de´finis de la manie`re
suivante :
X ′′1 = Hα1 , X
′′
2 = Hα2 , X
′′
3 = Xα1 , X
′′
4 = Xα2
X ′′5 = X−α2 , X
′′
6 = X−α1 +Xα3 , X
′′
7 = X−α3 , X
′′
8 = X−α1−α2
X ′′9 = X−α2−α3 , X
′′
10 = X−α1−α2−α3
Il s’agit bien d’un supple´mentaire de ge dans g; Cependant, il est facile de ve´rifier que
ce supple´mentaire n’est pas ad h+-invariant.
Soit N1 = e + n
⊥
1 la structure transverse correspondante. La base choisie pour
l’orthogonal n⊥1 est la suivante :
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Z1 = Hα1 + 2Hα2 + 3Hα3 , Z2 = X−α2−α3
Z3 = X−α3 −Xα1 , Z4 = X−α1−α2
Z5 = X−α1−α2−α3
On se place maintenant dans l’ouvert U1 = e + V1 de N1 de´fini par :
V1 = {
i=5∑
i=1
qiZi, q3 6= 1}
Les calculs donnent alors :
CN1(q) =


0 0 0 0 0 −2(1− q3) 0 0 1 0
0 0 0 0 0 1− 2q3 0 0 −1 0
0 0 0 q4 0 0 0 0 0 −1
0 0 −q4 0 0 q2 0 1− q3 0 0
0 0 0 0 0 0 −1 0 0 0
2(1− q3) −1 + 2q3 0 −q2 0 0 4q1 0 0 0
0 0 0 0 1 −4q1 0 0 0 0
0 0 0 −1 + q3 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0


DN1(q) =


0 −q2 0 q4 q5
0 q2 −q3 q4 0
0 q5 0 0 0
0 −q4 q2 0 0
0 q3 0 0 0
4q3 0 0 −q5 q2
0 0 −4q1 0 −q4
0 0 0 0 q3
0 −4q1 0 0 0
0 q3 0 0 −4q1


On ve´rifie que la matrice CN1(q) est inversible, pour q ∈ V1, et on obtient :
Λ′N1(q) =


0 0 4q23 −8q3q4 −4q3q5
0 0 12q1q3(q3 − 1) 12q1q4(1− 2q3) −12q1q3q5
−4q23 −12q1q3(q3 − 1) 0 q3q5 −2q2q3
8q1q4 −12q1q4(1− 2q3) −q3q5 0 q25 + 2q2q4
2q3−1
q3−1
4q1q5 12q1q3q5 2q2q3 −q25 − 2q2q4
2q3−1
q3−1
0


On voit bien que cette structure n’est pas polynoˆmiale.
3. Orbites adjointes conormales : quelques re´sultats.
3.1. Supposons, maintenant, qu’il existe, dans Nh un supple´mentaire n0 qui soit une
alge`bre de Lie et conside´rons la structure transverse associe´e N0 = e + n
⊥
0 . Suivant
la terminologie introduite par M.Roberts dans ([RO]), une orbite ve´rifiant une telle
proprie´te´ est dite “conormale”.
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Il est clair que, dans ce cas, la matrice CN0(q) ne de´pend pas de la variable q. Il s’en
suit que :
degN0(Λ) ≤ 2
On dit alors que la structure transverse N0 est “quadratique”. Un tel re´sultat a e´te´
donne´ par Oh dans ([OH]).
Il semble donc inte´ressant de de´terminer les orbites nilpotentes adjointes conormales.
On dispose, a` ce sujet, de deux re´sultats que nous allons expliciter dans les paragraphes
suivants.
3.2. Orbites conormales et orbites sphe´riques. .
Conside´rons la sous-alge`bre de Cartan h de g, H le sous-groupe de Cartan corres-
pondant dans G, B le sous-groupe de Borel de G, contenant H , associe´ a` un syste`me
de racines positives ∆+ choisi dans ∆(h). U sera le radical unipotent de B. Soit θ
l’involution de Cartan sur G, telle que l’on ait : θ(B) ∩ B = H .
On rappelle alors qu’une orbite nilpotente est dite “sphe´rique” si cette orbite contient
une B-orbite dense. Ces orbites ont e´te´ classifie´es, par exemple par D.Panyushev dans
([PA 1]) : ce sont celles de hauteur infe´rieure ou e´gale a` 3. En particulier, les orbites
nilpotentes sphe´riques de sln(C) sont toutes les orbites de hauteur infe´rieure a` 2, de´finies
par les partitions suivantes : (2a, 1b).
Soit X une G-varie´te´ irre´ductible et X∗ la varie´te´ X munie de l’action de G donne´e
par :
∀g ∈ G, ∀x∗ ∈ X∗, g.x∗ = θ(g).x∗
G agit alors sur X ×X∗ par l’action diagonale, soit : g.(x, y) = (g.x, θ(g).y).
De´finition :
- Un sous-groupe A de G est appele´ “stabilisateur en position ge´ne´rale” et note´ s.p.g.
s’il existe un ouvert Ω de X tel que, pour tout y ∈ Ω, Ay est conjugue´ a` A.
- Dans ce cas, les points de Ω sont appele´s “points en position ge´ne´rale” et note´s p.g.p.
Du fait de la semi-continuite´ de la fonction dimension, tout p.g.p a une G-orbite dans
X qui est de dimension maximale.
D.Panyushev, dans ([PA 2], the´ore`me 1.2.2), e´nonce et de´montre le re´sultat suivant :
The´ore`me 3.1 : Il existe un point z = (x, x∗) ∈ X ×X∗ tel que :
1) Ux est un s.p.g pour l’action de U dans X.
2) Bx est un s.p.g pour l’action de B dans X.
3) S = Gz = Gx ∩ θ(Gx) est un s.p.g pour l’action de G dans X ×X∗.
4) Ux = U ∩ S, Bx = B ∩ S.
5) Il existe t ∈ H,∆+-dominant, tel que :
(Gt)′ ⊂ S ⊂ Gt
Ici, (Gt)′ de´signe le sous-groupe de´rive´ de Gt.
On suppose maintenant que X = O est une G-orbite, on conside`re le point z = (x, x∗)
de O×O∗ donne´ par le the´ore`me 3.1, appele´ encore “point canonique” et t ∈ H l’e´le´ment
satisfaisant au 5). On pose :
Q = Gx, L = Gt
Dans ce cas, S = Q ∩ θ(Q) est un sous-groupe re´ductif et θ-invariant de Q. Notons
b, l, q, s les alge`bres de Lie respectives de B,L,Q, S. Soit t0 l’alge`bre de Lie de S ∩ H
et t1 l’orthogonal de t0 dans t, vis-a`-vis de K. D’apre`s le the´ore`me 3.1, on sait que :
l = s⊕ t1. On pose : P = S.B.
Comme B ∩Q = B ∩ S, on a donc : P ∩Q = S.
Lemme 3.2 : P est un sous-groupe parabolique de G contenant B.
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Preuve : Posons p = s+ b. On va montrer en fait que, pour toute racine positive α
telle que Xα ∈ s et pour toute racine positive β telle que β − α soit une racine, alors le
vecteur-racine Xβ−α est dans p. Si β−α ≥ 0 , ceci est clair. Supposons donc β−α ≤ 0.
On a donc : β(t)− α(t) = β(t) ≤ 0. Comme t est dominant, ceci implique que β(t) = 0
et donc que Xβ ∈ s. Ainsi, p est une alge`bre de Lie. Il suffit alors d’utiliser le 5) du
the´ore`me 3.1 pour en de´duire que P est un groupe, ce qui de´montre le re´sultat.
The´ore`me 3.3 : Toute orbite nilpotente sphe´rique est conormale.
Preuve : On se donne une G-orbite nilpotente sphe´rique adjointe O et on conserve
les notations pre´ce´dentes. On peut e´crire : p = s ⊕ t1 ⊕ up. D’autre part, on a :
P.x = B.x et, comme x est un p.g.p pour l’action de B dans O, l’orbite B.x est de
dimension maximale. Comme, de plus, O est sphe´rique, cette B-orbite est dense dans
G.x. Il s’en suit que :
dimP.x = dimG.x = dim g− dim q
Par ailleurs, on a :
dim(q+ p) = dim q+ dim p− dim s
= dim q+ dim px + dimP.x− dim s
= dim g+ dim px − dim s
Comme s = px, on en de´duit que :
dim(q+ p) = dim g
On a, donc, pour une telle orbite :
g = q+ p = q⊕ (t1 ⊕
up)
Posons : sO = t1 ⊕ up. Alors, il est clair que sO est une sous-alge`bre de g et que q est
le centralisateur dans g d’un point de O, ce qui de´montre le the´ore`me 3.3.
3.3. Orbites conormales dans sl
n
(C). Nous nous inte´ressons maintenant aux orbites
conormales de sln(C). Certaines de ces orbites ont de´ja` e´te´ exhibe´es par M.Rais dans
([RA]). Le meˆme auteur a aussi prouve´, dans des notes non publie´es, que toute orbite
nilpotente minimale et toute orbite nilpotente re´gulie`re d’une alge`bre de Lie semi-simple
quelconque e´taient conormales.
Nous nous proposons de de´montrer le re´sultat suivant :
The´ore`me 3.4 : Soit O une orbite nilpotente de sln(C) de partition (p1, p2, . . . , ps)
telle que :
∀i, j, 1 ≤ i, j ≤ s, |pi − pj | ≤ 1
Alors, O est conormale.
Il faut noter que cette classe d’orbites nilpotentes contient les orbites sphe´riques et
l’orbite re´gulie`re.
La de´monstration de ce the´ore`me est essentiellement technique et repose sur la de´-
termination explicite du centralisateur d’un e´le´ment convenablement choisi de l’orbite.
On reprend a` ce sujet les notations introduites dans 2.2. La de´termination des car-
acte´ristiques de la famille d’orbites nilpotentes de sln donne´e dans l’e´nonce´ du the´ore`me
3.4 permet de de´composer celle-ci selon les deux types de partitions suivants :
• Type I. (pr), pr = n. La caracte´ristique est alors : (Bp−1, 0r−1) ou` B = (0r−1, 2).
• Type II. (pr, (p−1)s), rp+s(p−1) = n. La caracte´ristique est alors : (Bp−1, 0r−1)
ou` B = (0r−1, 1, 0s−1, 1).
SUR LA STRUCTURE TRANSVERSE... 13
3.4. Preuve du the´ore`me 3.4 : le cas du type I.. Soit O = (pr) une orbite de type
I. L’ensemble Π(h) des racines simples peut se de´crire de la manie`re suivante :
αkr(h
+) = 2, ∀k, 1 ≤ k ≤ p− 1
αkr+i(h
+) = 0, ∀(k, i) ∈ 0 ≤ k ≤ p− 1, 1 ≤ i ≤ r − 1
Π(h) = {αkr, ∀k, 1 ≤ k ≤ p− 1} ∪ {αkr+i, ∀(k, i) 0 ≤ k ≤ p− 1, 1 ≤ i ≤ r − 1}
Posons :
βi,j =
s=j∑
s=i
αs, ∀i, j, i ≤ j
X(i, j) = Xβi,j
D’autre part, nous noterons dore´navant slq(Π
′) la sous-alge`bre de g, isomorphe a` slq(C),
engendre´e par le syste`me de racines simples Π′,Π′ ⊂ Π(h), ♮Π′ = q − 1.
Conside´rons maintenant la de´composition de g en sous-espaces propres suivant l’action
de ad h+, soit :
g =
m=p−1⊕
m=−p+1
g(2m)
le calcul nous donne, pour tout entier m tel que 1 ≤ m ≤ p− 1 :
g(0) =
k=p−1⊕
k=0
slp(αkr+i, 1 ≤ i ≤ r − 1)⊕ < Hαkr , 1 ≤ k ≤ p− 1 >
g(2m) =< X(kr + i, (k +m)r + j), 0 ≤ k ≤ p−m− 1, 1 ≤ i ≤ r, 0 ≤ j ≤ r − 1 >
Le ge´nerateur e de l’orbite est alors donne´ par :
e =
i=(p−1)r∑
i=1
X(i, p− 1 + i)
Venons-en au stabilisateur ge de e dans g. On a la de´composition :
ge =
m=p−1⊕
m=0
ge(2m)
Conside´rons les vecteurs suivants :
∀i, 1 ≤ i ≤ r − 1, X+i =
k=p−1∑
k=0
Xαkr+i
X−i =
k=p−1∑
k=0
X−αkr+i
Hi =
k=p−1∑
k=0
Hαkr+i
La famille F0(e) = (X
+
i , X
−
i , Hi, 1 ≤ i ≤ r− 1) engendre une sous-alge`bre de g, isomor-
phe a` slr(C). Nous la noterons slr(F0(e)).
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Le calcul nous donne alors, pour tout entier m tel que 1 ≤ m ≤ p− 1 :
ge(0) = slr(F0(e))
ge(2m) =<
k=p−1∑
k=0
X(kr + i, (k +m)r + j), 1 ≤ i ≤ r, 0 ≤ j ≤ r − 1 >
L’ensemble {αkr+i, 0 ≤ k ≤ p − 2, 1 ≤ i ≤ r − 1} ∪ {αkr, 1 ≤ k ≤ p − 2} de´finit un
sous-syste`me de racines de Π(h), que nous noterons Πp(h).
Posons :
gp = sl(p−1)r(Πp(h))
Conside´rons maintenant la sous-alge`bre parabolique maximale pp de g, obtenue a` partir
du syste`me de racines simples Π\{α(p−1)r}. Soit p−p la sous-alge`bre parabolique oppose´e
et up−p son radical unipotent. On a : p
−
p = mp ⊕ ap ⊕
up−p , avec :
• mp = gp ⊕ slp(α(p−1)r+i, 1 ≤ i ≤ r − 1)
• ap =< Hα(p−1)r >
Soit, enfin :
sp = gp ⊕ ap ⊕
up−p
Il est clair, alors, que sp est une sous-alge`bre de g, que cette alge`bre est ad h
+-invariante
et que : g = ge ⊕ sp.
Ceci nous donne le re´sultat souhaite´, en ce qui concerne le type I.
3.5. Preuve du the´ore`me 3.4 : le cas du type II. Soit O = (pr, (p−1)s) une orbite
de type II. Posons : T = r + s.
L’ensemble Π(h) des racines simples se de´crit alors de la manie`re suivante :
αkT+r(h
+) = 1, ∀k, 0 ≤ k ≤ p− 2
α(k+1)T (h
+) = 1, ∀k, 0 ≤ k ≤ p− 2
αkT+i(h
+) = 0, ∀(k, i), 0 ≤ k ≤ p− 1, 1 ≤ i ≤ r − 1
αkT+i(h
+) = 0, ∀(k, i), 0 ≤ k ≤ p− 2, r + 1 ≤ i ≤ T − 1
Π(h) = {αkT+i, (k, i), 0 ≤ k ≤ p− 2, 1 ≤ i ≤ T} ∪ {α(p−1)T+i, 1 ≤ i ≤ r − 1}
On conside`re ensuite la de´composition de g en sous-espaces propres suivant l’action
de ad h+, soit :
g =
m=p−1⊕
m=−p+1
g(2m)⊕ g(2m− 1)
le calcul nous donne, pour tout entier m, 1 ≤ m ≤ p− 1 :
g(0) =< HαkT+r , Hα(k+1)T , 0 ≤ k ≤ p− 2 > ⊕
k=p−1⊕
k=0
slr(αkT+i, 1 ≤ i ≤ r − 1)
k=p−2⊕
k=0
sls(αkT+i, r + 1 ≤ i ≤ T − 1)
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g(2m) =< X(kT + i, (k +m)T + j), 1 ≤ i ≤ r, 0 ≤ j ≤ r − 1,
0 ≤ k ≤ p−m− 1 >
⊕ < X(kT + i, (k +m)T + j), r + 1 ≤ i ≤ T, r ≤ j ≤ T − 1,
0 ≤ k ≤ p−m− 1 >
g(2m− 1) =< X(kT + i, (k +m− 1)T + j), 1 ≤ i ≤ r, r ≤ j ≤ T − 1,
0 ≤ k ≤ p−m− 1 >
⊕ < X(kT + i, (k +m)T + j), r + 1 ≤ i ≤ T, 0 ≤ j ≤ r − 1,
0 ≤ k ≤ p−m− 1 >
Le ge´ne´rateur e de l’orbite est alors donne´ par :
e =
i=n−T∑
i=1
X(i, i+ T − 1)
Conside´rons les vecteurs suivants :
X+i =
k=p−1∑
k=0
XαkT+i
X−i =
k=p−1∑
k=0
X−αkT+i
Hi =
k=p−1∑
k=0
HαkT+i
Les familles F0,r(e) = (X
+
i , X
−
i , Hi, 1 ≤ i ≤ r− 1) et F0,s(e) = (X
+
i , X
−
i , Hi, r+1 ≤ i ≤
T − 1) engendrent des sous-alge`bres de g, isomorphes respectivement a` slr(C) et sls(C).
Nous les noterons slr(F0,r(e)) et sls(F0,s(e)).
Venons-en au stabilisateur ge de e dans g. On a la de´composition :
ge =
m=p−1⊕
m=0
ge(2m)⊕ ge(2m− 1)
On notera z0(e) le centre de g
e(0). Pour des raisons de dimension, on ve´rifie qu’il s’agit
d’un sous-espace de dimension 1 de h.
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Le calcul nous donne, pour tout entier m, 1 ≤ m ≤ p− 1 :
ge(0) = slr(F0,r(e))⊕ sls(F0,s(e))⊕ z0(e)
ge(2m) =<
k=p−m−1∑
k=0
X(kT + i, (k +m)T + j), 1 ≤ i ≤ r, 0 ≤ j ≤ r − 1 >
⊕ <
k=p−m−1∑
k=0
X(kT + i, (k +m)T + j), r + 1 ≤ i ≤ T, r ≤ j ≤ T − 1 >
ge(2m− 1) =<
k=p−m−1∑
k=0
X(kT + i, (k +m− 1)T + j), 1 ≤ i ≤ r, r ≤ j ≤ T − 1 >
⊕ <
k=p−m−1∑
k=0
X(kT + i, (k +m)T + j), r + 1 ≤ i ≤ T, 0 ≤ j ≤ r − 1 >
L’ensemble {αkT+i, 0 ≤ k ≤ p−2, 1 ≤ i ≤ r−1}∪{αkT+i, 0 ≤ k ≤ p−3, r ≤ i ≤ T}
de´finit un sous-syste`me de racines simples de Π(h), de cardinal n − T − 1, que nous
noterons Πp(h). Posons, suivant les notations introduites pre´cedemment :
gp = sln−T (Πp)
Conside´rons maintenant la sous-alge`bre parabolique pp de g, obtenue a` partir du
syste`me de racines simples Π\{α(p−2)T+r, α(p−1)T} et p
−
p la sous-alge`bre parabolique op-
pose´e. On a : p−p = mp ⊕ ap ⊕
up−p , avec :
mp = gp ⊕ sls(α(p−2)T+i, r + 1 ≤ i ≤ T − 1)⊕ slr(α(p−1)T+i, 1 ≤ i ≤ r − 1)
ap =< Hα(p−1)T , Hα(p−2)T+r >
On choisit, ensuite, un supple´mentaire quelconque de ge ∩ ap dans ap. Il s’agit d’un
espace de dimension 1, que nous noterons a˜p.
Soit, enfin : sp = gp ⊕ a˜p ⊕ upp.
On ve´rifie que sp est une sous-alge`bre de g, que cette alge`bre est adh
+-invariante et
que : g = ge ⊕ sp.
Ceci de´montre comple`tement le the´ore`me 3.4.
Pour finir, Je formule e´galement la conjecture suivante :
Conjecture : Les seules orbites nilpotentes conormales de sln(C) sont celles donne´es
par le the´ore`me 3.3.
3.6. Retour aux structures transverses quadratiques. L’exemple de l’orbite (3, 1)
du paragraphe 2.5 nous montre qu’il existe des structures transverses quadratiques a` une
orbite adjointe correspondant a` un supple´mentaire qui n’est pas une alge`bre de Lie.
On peut alors se poser la question suivante :
(Q2) : La structure transverse a` une orbite nilpotente adjointe conormale est-elle
toujours quadratique ?
Encore une fois, la re´ponse est non comme le montre l’exemple suivant :
On conside`re cette fois l’orbite nilpotente de partition (3, 2) dans g = sl5(C). Cette or-
bite est conormale, d’apre`s le the´ore`me 3.3. Soit (h+, e, f) le sl2-triplet associe´, (1, 1, 1, 1)
la caracte´ristique, (αi), 1 ≤ i ≤ 4, le syste`me de racines simples correspondant. On a :
e = Xα1+α2 +Xα2+α3 +Xα3+α4
Une base de vecteurs-poids de ge est donne´e par :
SUR LA STRUCTURE TRANSVERSE... 17
Z1 = 2Hα1 −Hα2 +Hα3 − 2Hα4 , Z2 = Xα1 +Xα3
Z3 = Xα2 +Xα4 , Z4 = Xα1+α2 +Xα3+α4
Z5 = Xα2+α3 , Z6 = Xα1+α2+α3
Z7 = Xα2+α3+α4 , Z8 = Xα1+α2+α3+α4
Soit n0 la sous-alge`bre de g donne´e par la de´monstration du the´ore`me 3.3, telle que :
g = ge ⊕ n0. La structure transverse N0 = e + n⊥0 est donc quadratique.
Conside´rons maintenant le supple´mentaire nf = Im ad f de g
e, n⊥f = g
f et Nf =
e+ gf . On utilise la base suivante de nf :
X1 = X−α1−α2−α3−α4 , X2 = X−α1−α2−α3 , X3 = X−α2−α3−α4 , X4 = X−α1−α2
X5 = X−α2−α3 , X6 = X−α3−α4 , X7 = X−α1 , X8 = X−α2
X9 = X−α3 , X10 = X−α4 , X11 = Hα1+α2
X12 = Hα2+α3 , X13 = Hα3+α4, X14 = Xα1 −Xα3
X15 = Xα2 −Xα4 , X16 = Xα1+α2 −Xα3+α4
La base choisie, pour gf , est la suivante :
Z1 = 2Hα1 −Hα2 +Hα3 − 2Hα4, Z2 = X−α1 +X−α3
Z3 = X−α2 +X−α4, Z4 = X−α1−α2 +X−α3−α4
Z5 = X−α2−α3 , Z6 = X−α1−α2−α3
Z7 = X−α2−α3−α4 , Z8 = X−α1−α2−α3−α4
On reprend ensuite les notations pre´ce´dentes et le calcul nous donne :
Λ′N(q) =


0 0 0 0 0 0 0 0
0 0 −75q21 15q1q2 −5q1q2
1
3
q22 {z2, z7} {z2, z8}
0 75q21 0 −15q3q1 5q3q1 {z3, z6} −
1
3
q23 {z3, z8}
0 −15q1q2 15q3q1 0 0 {z4, z6} {z4, z7} {z4, z8}
0 5q1q2 −5q3q1 0 0 {z5, z6} {z5, z7} {z5, z8}
0 −1
3
q22 −{z3, z6} −{z4, z6} −{z5, z6} 0 {z6, z7} {z6, z8}
0 −{z2, z7} −{z3, z7} −{z4, z7} −{z5, z7} −{z6, z7} 0 {z7, z8}
0 −{z2, z8} −{z3, z8} −{z4, z8} −{z5, z8} −{z6, z8} −{z7, z8} 0


{z2, z7} =
375
2
q31 + 10q5q1 − 5q4q1 −
2
3
q2q3
{z2, z8} = −
75
2
q21q2 + 10q1q6 −
1
3
q2q4
{z3, z6} =
125
2
q31 − 10q5q1 + 5q4q1 +
2
3
q2q3
{z3, z8} = −
25
2
q21q3 − 10q1q7 +
1
3
q3q4
{z4, z6} = −
25
2
q21q2 + 2q2q5 −
5
2
q1q6
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{z4, z7} = −
75
2
q21q3 − 2q3q5 +
5
2
q1q7
{z4, z8} = −
3
2
q3q6 +
3
2
q2q7 + 10q1q2q3
{z5, z6} =
25
2
q21q2 − 2q2q5 −
5
2
q1q6
{z5, z7} =
25
2
q21q3 + 2q3q5 +
5
2
q1q7
{z5, z8} =
3
2
q3q6 −
3
2
q2q7 − 5q1q2q3
{z6, z7} =
625
4
q41 −
25
2
q21q4 − 5q1q2q3 − 25q
2
1q5 + 5q1q8 +
1
6
q2q7 + 2q4q5 − q
2
5 +
1
6
q3q6
{z6, z8} = −
125
4
q31q2 +
5
2
q1q2q4 + 5q1q2q5 +
3
2
q22q3 −
3
2
q2q8 − q5q6 +
4
3
q4q6
{z7, z8} =
125
4
q31q3 −
15
2
q1q3q4 + 25q
2
1q7 −
3
2
q2q
2
3 +
3
2
q3q8 −
4
3
q4q7 + q5q7
On constate, alors, que le degre´ de la structure transverse N est 4.
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