In this paper, we build a multidimensional wavelet decomposition based on polyharmonic B-splines. The prewavelets are polyharmonic splines and so not tensor products of univariate wavelets. Explicit construction of the filters specified by the classical dyadic scaling relations is given and the decay of the functions and the filters is shown. We then design the decomposition/recomposition algorithm by means of downsampling/upsampling and convolution products. B. Bacchelli et al. / Appl. Comput. Harmon. Anal. 18 (2005) 282-299 283 
Introduction
The theory and practice of wavelet decomposition of signals and functions is a particularly attractive research area in approximation theory and in signal processing. Their applications range from transmitting or filtering signals to the numerical solution of partial differential equations (see, e.g., [4, 8] ). The most used wavelets bases for multiresolution analysis (MRA) in multiple dimension are obtained through tensor products of one-dimensional functions (see, e.g., [5, 6] ). Quite from the beginning, a more general multi-dimensional approach was given by the pioneers of the MRA (see [15, 16, 21] ); for the actual construction of multivariate pre-wavelets, see [7] .
In this context, polyharmonic functions have been considered very often in literature. Indeed, the possibility of doing MRA generated by classes of polyharmonic splines have been studied in some detail as far back as the works [15] and [17] , where the scaling function generates orthogonal Riesz basis, and many others authors continued this development [14, 16, 18, 20] . In these works, in particular we find the class of the so-called polyharmonic B-splines. As is well known, in [22, 23] polyharmonic B-splines were introduced as a finite linear combination of translates-actually a discretization of the iterated Laplacean operator m -of the fundamental solution of m . These basis functions were earlier considered in [10] , then in [11] and [12] for improving the condition number of linear systems involved for thin plate spline interpolation, and were used for cardinal interpolation (see, e.g., [3] ). Despite the fact that the polyharmonic B-splines violate the rapid-decay requirements of classical wavelet theory (they typically algebraically decay), they generate Riesz bases and are perfectly scaling functions for m > s/2. This was proved for instance by Micchelli et al. [20] for a wider class of refinable functions, or by Madych [18] , cf. pp. 274-276, with a different approach.
As it appears from the cited works, the theory of polyharmonic MRA have been well designed; whereas, the aspects connected with the actual construction of the related wavelet decomposition has not been addressed all that often in the applied literature, especially in dimension greater than two. For instance, one can find a numerical application in [19] where the refinement equation of the Lagrangean polyharmonic splines is used to recover a surface by means of the Fourier transform and the usual discrete convolution product; and very recently (actually later than, but independently from this work), Van De Vill et al. [26] defined a particular polyharmonic B-spline, which they called "isotropic polyharmonic B-spline" to build a specific bi-dimensional MRA, in order to process a signal.
The aim of this paper is to provide a very explicit construction of a polyharmonic pre-wavelet decomposition, which gives possible direct implementation of the involved filters in all dimensions; the scaling function is in the class of polyharmonic B-splines with centers over the lattice Z s and the pre-wavelets are polyharmonic splines with centers over the fine lattice 2 −1 Z s . In addition, we clarify some theoretical features, specific to this decomposition, such as the rate of decay of the filters. Explicit formulae for deriving the filters and functions involved in the polyharmonic B-spline wavelet transform are here provided. Our scheme works in the spatial domain. The filters are computable once for all, getting simple procedures for code's implementation. The wavelet decomposition/recomposition algorithm results computationally efficient since formulae involve upsampling/downsampling and convolutions, exactly as in the one-dimensional case. This offers the reader an easy use of the given wavelet decomposition, which may be useful in the applications [1, 2] ; in this sense this work improves the related earlier works.
The paper is organized as follows. In Section 2 we give the definitions and some properties. We define some classes of functions and vectors, which are absolutely bounded by a radial algebraically decaying function or vector, respectively, and we prove some of their properties that we use later on. In particular, we extend Wiener's lemma (see Lemma 2) . The scaling function and its most important features are recalled and an estimate of the Riesz constants is given. Then we present the pre-wavelets, and the filters defined by the classical dyadic scaling relations. In Section 3 we provide the formulae for deriving the filters, and we show their algebraical decay. The algorithm for decomposing and recomposing a multidimensional signal is given in Section 4.
Preliminary results

Basic notation, concepts
Throughout this paper, s is the dimension of the space and m is an integer such that m > s/2. Without further words, a "function" is a function from R s to R and a "vector" has index in Z s and its components are in R; multiintegers are in N s and are denoted by Greek letters.
• denotes the euclidean norm on R s , while • p denotes the usual norm on
We use standard notation for the inner product on 
1 is the discrete version of , defined for any function f by
Let γ and γ m be the vectors defined by
So we can express
We say that a vector v is symmetric if v −k = v k for all k ∈ Z s . We recall the multiresolution setup (see, for instance, [21] ). Given a function φ ∈ L 2 (R s ) which satisfies the stability condition
, where A, B are constants such that 0 < A B. We associate with φ an infinite sequence of closed subspaces {V n } n∈Z of L 2 defined for all n ∈ Z as the one spanned by the family of functions {φ(
We say that φ admits a multiresolution, or that the sequence {V n } n∈Z form a MRA of L 2 (R s ) with scaling function φ, provided that, in addition to (4), we have
where the overline denotes closure. We also say that n is the scale (or resolution) level. We need the following concepts to express the algebraic decay of the scaling function, the pre-wavelets and the filters of this note.
A vector v = {v k } k∈Z s is in the class B(α) if there exists some positive constant C such that
. Let us show the following results.
Lemma 1. The class B(α)
is an algebra with respect to the convolution product. 
Proof. Suppose that x and y belong to B(α) and let
and so |z n | (
, has an inverse according to the following lemma, which extends a well-known result due to N. Wiener.
Proof. The existence of the vector u ∈ l 1 (Z s ) is assured by the Wiener's lemma (cf. [24, p. 226] ). Let now U and V be the infinite matrix defined by U ij = u i−j and V ij = v i−j . Let I be the infinite identity
Then (cf. [13] ), U has the same order of decay of V , i.e. u meets
Finally we prove the following
Proof. Let x ∈ R s be fixed with x = and let
As in the proof of Lemma 1, separate the sum k∈Z s |y k f (x − k)| in two parts: in one part k /2, in the other k > /2. We have
Polyharmonic B-spline as scaling function
According to Duchon [9] , we recall that a polyharmonic spline is defined through an interpolation problem associated to a certain set of knots: let A be a discrete set in ) and which are equal to f in A. All m-harmonic splines associated to a given set A form a vectorial space. In this paper we consider the case of a cardinal mesh.
More precisely, for any m ∈ N , m > s/2, let V 0 be the space of the m-harmonic splines associated to the set A = Z s . Rabut [22, 23] showed that V 0 is generated by the family of functions {φ m (· − k)} k∈Z s , where φ m is a basic m-harmonic spline named polyharmonic B-spline, which is defined as follows. For
This function is the Green's function for the iterated Laplacean operator m . Indeed it has been shown [25, p. 257 
and then m v m = Dirac.
The polyharmonic B-spline is then defined as
According to (3) φ m can be fairy efficiently computed via a convolution product
Note that γ m has a finite support, and so the convolution in (9) is exactly computed with a finite number of operations.
The function φ m is a multivariate extension of the odd degree, equidistant knots polynomial B-splines (however φ m is not positive for all x in R s ). We list now some properties of the polyharmonic B-splines, which will be useful in the wavelet decomposition (one can find more extensive proofs of points (iv) to (viii) in [22, 23] ).
(i) Symmetry.
since γ −k = γ k and v m is a radial function.
(ii) Fourier transform.
From (8), (1), and (3) we get
(iii) The class of the polyharmonic B-splines is closed with respect to convolution
that is an direct consequence of (11).
(iv) Shape of the Fourier transform. From a Taylor expansion of sin ω i /2 centered in ω = 0, it follows:
Making partial derivative with respect to a variable, the order of the zero as ω → 0 decreases of one unity; thus
and φ m ∈ C 2 (R s ); being also 2m s + 1, then
(v) Decay at infinity: φ m belongs to the class RB(s + 2). Let us take α ∈ N s ; using the previous arguments, we can show that |D α φ m | is locally summable for any α such that |α| k with the condition 2 
Finally, since φ m admits a series expansion out of a certain neighborhood of the origin (see the next observation), then
(vi) Regularity.
Since φ m is a finite sum of integer translates of functions
, then (we remind the reader that 2m − s 1)
where U m (0) is a neighborhood of zero. Thus, according to (15) 
(vii) Partition of unity.
Using (11) and (14), we get for all ω ∈ R s , k∈Z s φ m (2πk)e i2πkω = φ m (0) = 1 and applying the Poisson summation formula we get 
with the same constants A and B. Let us give an estimate of these constants. Considering the first inequality in (16) Since the series is periodic of period {2π } s , we can limit the study to the case
s and let j = k ∞ = 0. Then
Since 4m > 2m > s the last series is absolutely convergent and we can change the order of the terms. For any j 1 let D j = {k ∈ Z s | k ∞ = j } and let |D j | be the numbers of the elements of D j . Then, being
−k is the usual special function. Note that the value of B can be made smaller since the bound (j − 1/2)π j π/2 is not a sharp one. As an example, if s = 2 and m = 2 we find the values A ∼ = 0.27 and B ∼ = 3.48.
Pre-wavelets and multiresolution
Let m ∈ N , and let us consider the harmonic B-spline φ m defined by (8) . In the previous section it is shown that φ m ∈ C 2m−s−1 (R s ) ∩ L 1 (R s ) and it satisfies the stability condition (4) . For the use of the reader, in this section we present the decomposition theorem and the related definitions. The results here stated are proved by Miccelli et al. [20] specific class, called R r,p . R r,p is defined as the set of functions φ whose Fourier transform is of the form φ = T /q, where T is a trigonometric polynomial such that T (ω) = 0, ω ∞ π implies ω = 0, and q is an elliptic (i.e. q(ω) = 0 implies ω = 0) and homogeneous polynomial of degree r with r > s/2; moreover there exists an integer p such that
), ω → 0. From (11) and (13) it follows that φ m ∈ R 2m,1 and we get the case of polyharmonic B-splines. Now, let us define the infinite sequence of closed subspaces {V n } n∈Z of L 2 by
So V n is the space of m-harmonic splines with knots in 2 −n Z s [22] . In order to define the associated pre-wavelet, let L 2m denote the Lagrangean 2m-harmonic spline, which is by definition the 2m-harmonic spline in
Let E and E be 
In particular for each n ∈ Z, V n is orthogonal to W n , namely 
Note that, if r < n, then W r is a subspace of V n , which is orthogonal to W n , so each W n is orthogonal to all the others W r . Hence the functions of the family n∈Z {ψ e m (2 n • − k)} e ∈E , k∈Z s are orthogonal on different scales. However, for given n, functions of W n are usually not orthogonal to other functions of same W n . That in general the orthogonality fails if we take functions of W n , i.e. with the same scale level n (i.e. in general if n ∈ Z, e ,ē ∈ E , j, k ∈ Z, then (ψ 
are satisfied. By (17) it follows:
On the other hand, since all the functions {φ m (2• + e)} e∈E are in 
The so-called decomposition filters p and q e , e ∈ E are defined for all j ∈ Z s and e ∈ E by 
The filters
In this section we give formulae for deriving the filters c, d, p, and q e (e ∈ E ). Moreover, we show that the filters belong to B(s + 2), and therefore they belong to l 1 (Z s ).
Then β m ∈ B(s + 2), for all ω ∈ R s , β m (ω) = 0, and there exists a symmetric vector a m ∈ B(s + 2) meeting
Proof. First note that, from (15) , β m belongs to B(s +2). By Poisson summation formulae k∈Z s φ m (ω
and taking only the term with k = 0, we get We can now give explicit formulae for the filters.
Theorem 2.
Let c be the recomposition filter defined by the two-scale equation (19) , and let
and let a m be the vector defined by (25) . Then
and c ∈ B(s + 2).
Proof. Let L be the function defined by
Since by (25) ,
. Now, the family of functions {L(• − j )} j ∈Z s is a basis for V 0 , and V −1 ⊂ V 0 . Thus we can uniquely write, by using (26),
Then we write φ m (•/2) in two different ways, according to (19) and (29), and let us use (28):
where in the last equality we changed the order in the summation, being the series absolutely convergent.
As there is a sole decomposition of the function φ m (•/2) in the basis {φ m (• − j )} j ∈Z s , we get (27) . Finally c ∈ B(s + 2) by Lemma 1. 2
Let now β 2m = (β 2m k ) k∈Z s be the vector defined as follows:
where φ 2m is the 2m-harmonic B-spline which, according to (8) and (9), is expressed by 
and d ∈ B(s + 2). Proof. From (6) 
Now note that the 2m-harmonic Lagrangean spline L 2m can be written as L 2m = a 2m * φ 2m . Then write ψ m (•/2) in two different ways, as (20) , and according to (17) , then by using the linearity of m and (33) we obtain 
Since φ m is symmetric with respects to its central point, and d is symmetric as a convolution between symmetric vectors, then ψ m is symmetric too with respects to its central point.
By (32) one can compute the filter d. We can solve Eq. (31) by means of classical use of direct and inverse Fourier transform. Alternative, an efficient algorithm is given in [1] , to compute the inverse in the convolution. Then, knowing the filter d, one can easily compute the multidimensional pre-wavelets by using (20) . The scaling function φ m is computed according to (9) . Figure 1 shows the functions ψ m and φ m for the bivariate bi-harmonic case (m = 2). Let us now consider the decomposition filter p as defined by (23) 
and the filter p defined by (23) belongs to B(s + 2).
Proof. According to (12) φ 2m = φ m * φ m , and due to the symmetry (10) of φ m and φ 2m we get
To prove (35) let us compute the inner product (34) by using (19) , the change of variables 2• − 2j + k into •, and (37). For all j ∈ Z s and e ∈ E we get
To prove (36) let us compute the inner product (34) by using (22) , the orthogonality (18), the change of variable • − j = • and (37): for any j ∈ Z s and e ∈ E we get by using (22) , the orthogonality (18), then (17) , (21) Proof. By (23) it is sufficient to show, for all e ∈ E, that the vectors (q e,e ) e ∈E belong to B(s + 2). For all e ∈ E, we can express the system (38) as 
