sentation of low-frequency words in their stimulus list. Amano et al. also found that correlations between ratings for low-frequency words were significantly lower than correlations between ratings for medium-frequency words, which were, in turn, lower than correlations between ratings for high-frequency words. These results suggest that modality dependence may vary as a function of word frequency, with low-frequency words showing the strongest effects of modality-specific processing.
Early versions of two models of word recognition have made at least implicit claims regarding the modality dependence of frequency information. Although Morton's (1969) original logogen model was consistent with modality independence, later versions explicitly acknowledged modality dependence by incorporating separate logogen systems for printed and spoken words (Morton, 1979) . In addition, Forster's (1976) autonomous search model is consistent with modality dependence, because the first stage of the model involves submitting an unanalyzed pattern to peripheral access files made up of bins that contain either frequency-ordered orthographic entries or frequency-ordered phonetic entries. Thus, in Forster's model, frequency effects should depend directly on modality of processing.
More recent models of word recognition in the connectionist tradition have yet to address specifically the issue of modality dependence of frequency indices in memory. For example, the interactive-activation model of visual word recognition (McClelland & Rumelhart, 1981) encodes frequency only at the level of fairly abstract lexical nodes, which may or may not be modality independent. If frequency indices are dependent on modality-specific, form-based representations, a complete connectionist account of lexical processing may need to encode frequency at levels of representation below that of more abstract lexical nodes.
The present research further examined whether word frequency is a modality-independent phenomenon. In particular, we attempted to determine whether frequency information is coded strictly at an abstract lexical level or whether this information is also present at one or more particular, form-based levels of representation, such as phonetic and orthographic representations that support perception and production. This research attempted to extend previous findings to determine whether formbased, modality-dependent representations possess their own frequency indices. Moreover, the present research explicitly examined words at various frequency levels to assess the possibility that the magnitude of modalitydependence effects vary as a function of frequency (see Amano et al., 1995) .
We examined subjective frequency ratings for the four major forms of word usage: hearing, speaking, reading, and writing. Note that these forms vary on sensory channel (visual and auditory) and performance (perception and production) dimensions. Because words may be encountered in each of these forms at varying frequencies, frequency indices for each of the forms in memory may differ. If, on the other hand, lexical entries contain only abstract frequency information that is independent of form frequency, indices in memory should be unitary phenomena incrementing equally with each encounter with a word, regardless of form. (We assume that objective and subjective measures of frequency and familiarity are based on essentially the same type of information stored in memory. However, see below for a more detailed treatment of this issue.)
We gathered subjective frequency ratings for 252 words using the following questions: "How often have you read the word ___ in your lifetime?" "How often have you written the word ___ in your lifetime?" "How often have you heard the word ___ in your lifetime?" and "How often have you said the word ___ in your lifetime?" Separate ratings were collected for a list of words presented visually and the same list of words presented auditorily.
We will refer to three important terminological distinctions throughout this paper: The first distinction, modality, refers to stimulus presentation format. Words were presented for ratings either visually or auditorily. The second and third distinctions refer to the types of questions on which the participants based their ratings: Sensory channel refers to questions regarding eye (read and write) versus ear (hear and say). Performance refers to questions regarding perception (read and hear) versus production (write and say).
We were interested not only in the ratings themselves but also in their implications for processing times. In particular, we examined the degree to which each of the four types of ratings correlate with latencies in processing tasks. We attempted to determine whether subjective ratings of the frequencies of producing words (writing, saying) correlate with latencies in experiments with a production component (naming), whether subjective ratings of frequencies of perceiving words (reading, hearing) correlate with latencies in experiments with perception components (lexical decision), and whether ratings of a given input modality correlate with latencies within and across modalities. Again, we were interested in determining whether frequency differences are coded strictly at an abstract lexical level or whether this information is also present at one or more particular, form-based levels of representation. We were also interested in examining these effects at various levels of frequency.
We performed two experiments to investigate these questions. In Experiment 1, participants rated how frequently they read, wrote, heard, and said the stimulus words. Visually presented words and auditorily presented words were rated separately. In Experiment 2, we examined processing time and accuracy in four word recognition paradigms for the words rated in Experiment 1. These paradigms were (1) auditory lexical decision, (2) visual lexical decision, (3) auditory repetition, and (4) visual naming.
EXPERIMENT 1A Subjective Frequency Ratings for Auditorily Presented Words

Method
Participants Forty undergraduates at the State University of New York at Buffalo participated in partial fulfillment of requirements for an introductory psychology course. All participants were native speakers of English, were right-handed, and reported no history of speech, hearing, or visual disorders.
Materials
Three lists of 84 words each were chosen from an on-line lexicon based on Webster's (1967) dictionary. One list consisted of highfrequency words, one of medium-frequency words, and one of lowfrequency words. High-frequency words occurred 100 times or more per million printed words (Kučera & Francis, 1967) . Mediumfrequency words occurred from 6-99 times per million. Lowfrequency words occurred 5 or fewer times per million. Each list had equal numbers of one, two, and three syllable words.
Subjective familiarity ratings were also used to select the stimuli (Nusbaum, Pisoni, & Davis, 1984) . High-frequency words were rated 6 or above on a 7-point scale of familiarity (1 ϭ don't know the word; 7 ϭ know the word and know its meaning). Mediumfrequency words were rated above 3 and below 6 on the same scale. Low-frequency words were rated 3 or below. These criteria were used to ensure that the lists contained words that were in the same frequency and familiarity category (i.e., no words were of low frequency but of high familiarity, etc.) and that words falling in the highest category occurred frequently and were known to the participants and those in the lowest category occurred rarely and were less familiar. The combined lists of stimulus words and their ratings can be found in the Appendix. 1 The words were recorded by a male talker. To ensure maximum intelligibility when presented in isolation to participants, all words were also spoken in isolation. The stimuli were low-pass filtered at 4.8 kHz and digitized at a sampling rate of 10 kHz using a 12-bit analog-to-digital converter. All words were edited, placed into individual files, and stored on computer disk. Stimuli were output binaurally over matched and calibrated TDH-39 headphones.
Procedure
The participants were seated in individual booths equipped with a computer display and a keyboard. The stimuli were presented auditorily to the participants over headphones. Stimuli were played and responses collected by a PDP-11/34 computer. A row of asterisks presented on the computer display signaled the beginning of a new trial. On each trial, a word was played over the headphones, and the participants rated the frequency of the word on a 10-point scale ranging from 1 (never) to 10 (often). The participants' ratings were in response to one of four questions: "How often have you read the word _____ in your lifetime?" "How often have you heard the word _____ in your lifetime?" "How often have you written the word _____ in your lifetime?" or "How often have you said the word _____ in your lifetime?"
The combined list of high-, medium-, and low-frequency words was divided into four blocks. The participants rated one block in the read condition, one block in the hear condition, one block in the write condition, and one block in the say condition. The order of block presentation was counterbalanced across participants. There were equal numbers of high-, medium-, and low-frequency words and one-, two-, and three-syllable words in each block. No single participant rated a given word in more than one condition. However, every individual word was rated in every condition. There were five judgments per item per condition. To summarize, (1) rating condition was a within-participants factor, (2) no given word was rated more than once by an individual participant, and (3) all words were rated in all conditions.
EXPERIMENT 1B Subjective Frequency Ratings for Visually Presented Words
Method
Participants A different group of 40 undergraduates at the State University of New York at Buffalo participated in partial fulfillment of requirements for an introductory psychology course. All participants were native speakers of English, were right-handed, and reported no history of speech, hearing, or visual disorders.
Materials
The same words used in Experiment 1A were presented visually to the participants for subjective ratings of frequency.
Procedure
The participants were seated in individual booths equipped with a Microterm 5510 computer display and keyboard. A row of asterisks signaled the beginning of a trial, after which a target word was presented. The word remained on the screen until a rating was made. Stimuli were presented and responses collected by a PDP 11/34 computer. All other procedures were the same as those in Experiment 1A.
Results of Experiments 1A and 1B
A separate 4 ϫ 3 [question (read, write, hear, say) ϫ frequency (high, medium, low)] analysis of variance (ANOVA) was performed for each of the presentation types (visual, auditory). Table 1 shows mean ratings for each question for visually and auditorily presented words.
Auditorily Presented Words
For auditorily presented words, a significant main effect was obtained for frequency [F(2,39) ϭ 965.60, p < .0001; mean rating for high ϭ 7.6; mean rating for medium ϭ 3.7; mean rating for low ϭ 2.2]. As expected, subjective ratings varied as a function of frequency of the stimulus items. Ratings were highest for high-frequency words and lowest for low-frequency words.
A significant main effect of question was also obtained [F(3,39) ϭ 27.65, p < .0001; mean rating for read ϭ 4.7; mean rating for write ϭ 4.0; mean rating for hear ϭ 5.0; mean rating for say ϭ 4.3]. To examine the overall main Visually Presented Words A significant main effect was obtained for frequency [F(2,39) ϭ 1209.95, p < .0001; mean rating for high ϭ 8.1; mean rating for medium ϭ 3.6; mean rating for low ϭ 1.7]. Again, subjective ratings varied as a function of frequency of the stimulus items.
A significant main effect was also obtained for question [F(3,39) ϭ 16.92, p < .0001; mean rating for read ϭ 4.6; mean rating for write ϭ 4.2; mean rating for hear ϭ 4.7; mean rating for say ϭ 4.3]. Planned contrasts were performed to determine whether ratings for visually presented words differed as a function of sensory channel and performance dimensions. Perception ratings were significantly higher than production ratings [F(1,39) ϭ 48.25, p < .0001]. There was no effect of sensory channel for the visually presented words.
Comparing Visually and Auditorily Presented Words
In order to compare ratings for visual and auditory presentations, an overall 4 ϫ 2 ϫ 3 [question (read, write, hear, say) ϫ modality (visual, auditory) ϫ frequency (high, medium, low)] ANOVA was performed. Question and frequency were within-participants factors, and modality was a between-participants factor.
Main effects of question [F(3,78) ϭ 44.30, p < .0001] and frequency [F(2,78) ϭ 2173.56, p < .0001] were obtained. There was no main effect of modality (F < 1.0; mean rating for visual ϭ 4.5; mean rating for auditory ϭ 4.5). However, modality was implicated in two signifi- These interactions are displayed in Figure 1 . Figure 1A shows the interaction between modality and question. This interaction indicates that the read and hear questions resulted in higher ratings for auditorily presented words than for visually presented words, whereas the write and say questions resulted in higher ratings for visually presented words than for auditorily presented words. Figure 1B shows the interaction between modality and frequency. This interaction indicates that ratings varied as a function of modality within individual frequency levels. In particular, high-frequency words received lower mean ratings in the auditory modality than in the visual modality, whereas low-frequency words received lower mean ratings in the visual modality than in the auditory modality. These interactions provide support for the hypothesis that subjective frequency ratings are modality dependent. Moreover, these interactions argue against the application of general biases or strategies as a function of rating condition. Biases based on question would not be expected to vary with modality of presentation (or vice versa), nor would general strategies based on modality of presentation be expected to vary with frequency.
Comparing Ratings Within and Across Modalities
We correlated all ratings within and across modalities. Lower correlations between ratings processed in different modalities (e.g., visual read with auditory read, etc.) compared with correlations within the same modality (e.g., auditory read with auditory write, etc.) would provide evidence for modality dependence of subjective frequency ratings. This result would suggest that ratings for visually presented words and ratings for auditorily presented words tap different sources of information. Conversely, correlations of equal magnitude between ratings processed in the same modality and ratings processed in different modalities would indicate modality independence of subjective frequency ratings.
A schematic correlation matrix for read, write, hear, and say ratings in both visual and auditory modalities is shown in Figure 2 efficients for each frequency level (high, medium, and low) are also shown in Figure 3 .
For the whole list, correlation coefficients between ratings in the same modality were very high. Although correlation coefficients between ratings across modalities were lower than within-modality correlation coefficients, they were still quite high. Viewed alone, this result suggests that subjective ratings of frequency are, to a large degree, modality independent. However, the figures for the three individual frequency levels reveal more dramatic differences in correlation coefficients among questions as a function of modality. (Note that the reduction in the magnitudes of the correlations for the sublists arises because of the restriction of the frequency range; see Cohen & Cohen, 1983 . Our intent is not to compare correlations for the sublists with those for the overall list but to compare correlations within and among the restricted frequency ranges themselves.) Within-modality correlation coefficients were much higher than betweenmodality correlation coefficients. For each frequency range, between-modality correlations were very low and were never significant. To summarize, correlation coeffi- 
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cients between individual questions were high only within modality but significant correlation coefficients were nonexistent between modalities for the sublists.
It is important to note that the differences in the withinand between-modality correlations did not result from within-versus between-participants analyses. The correlations were based on the items, and no item was presented more than once to a given participant, regardless of modality. Thus, for each item, mean ratings for a condition (read, write, hear, say) are based on different groups of participants. For example, one group of participants rated the word south in the read condition, another group rated it in the write condition, and so on. The mean ratings from these different groups were then compared in order to determine the relationships between the read, write, hear, and say judgments. This procedure was employed for both auditorily and visually presented items. Therefore, all correlations were between participants, regardless of whether the correlations were computed within (VIS/VIS, AUD/AUD) or across (VIS/AUD) modalities.
Modality dependence is also suggested by an additional trend in the present data: The number and magnitude of significant correlations declined from high-to low-frequency words. Thus, agreement among read, write, hear, and say ratings was lowest for low-frequency words. This result suggests that specificity of access representations is more evident for low-frequency words than for high-frequency words.
Discussion
The participants gave differing assessments of word frequency based on the questions posed. Questions asking the participants how often they read or heard a word consistently resulted in higher ratings than did questions asking about the frequency of writing or saying. For both visually and auditorily presented words, the participants intuitions were that they are more likely to perceive words than to produce them. The participants' ratings reflect the intuitive notion that people typically encounter a higher volume of words in reading and listening than they do in speaking or writing.
In addition, the participants gave differing assessments of word frequency based on differences in modality of presentation of the target words. Questions asking the participants how often they read or heard a word resulted in consistently higher ratings when stimulus words were presented in the auditory modality than in the visual modality, whereas questions asking about writing and saying resulted in consistently higher ratings in the visual modality than in the auditory modality.
For auditorily presented words, ear ratings were higher than eye ratings. That is, the participants judged spoken words to be more frequent when modality of presentation and sensory channel of question matched. One possible source of this effect may stem from the modality specificity of the access representations. For example, stimulus words in the auditory modality may raise the activation levels of form-based representations of spoken words, which are then interrogated when participants are asked how frequently they hear or say a particular word. Thus, questions within the same modality as stimulus presentation may reflect the momentary increase in activation of the specific form-based representation.
This explanation should also presumably hold for visually presented words. However, we observed no such effect of modality of presentation on frequency ratings for visual words: Ear ratings were equivalent to eye ratings, suggesting that the participants may-on at least some trials-have been basing their judgments on phonologically recoded representations, thus masking effects of modality matching for the visual stimuli. Although speculative, this possibility is supported by evidence from Experiment 2 (see below). Whatever the precise mechanism underlying the interaction of question and modality, our results suggest that frequency judgments depend simultaneously (and in perhaps complex ways) on the nature of both the stimulus and the interrogative.
The pattern of correlation coefficients among individual questions within and across modalities is also evidence for modality dependence of subjective frequency ratings. For all frequencies combined, correlation coefficients among individual questions within both modalities were high and always significant. Correlation coefficients among individual questions across modalities were also high and always significant. However, the correlation coefficients among individual questions at each of the three frequency levels showed quite a different pattern. The correlation coefficients among individual questions within either modality were high and always significant for high-and medium-frequency words. For low-frequency words, the correlation coefficients within either modality were still fairly high and significant about half of the time. The correlation coefficients among individual questions across modalities, however, were always near zero and never significant.
In short, the participants made subjective word frequency judgments based on rather specific use criteria that varied as a function of sensory and performance dimensions as well as the modality of the target words. The present set of subjective ratings points to specificity of frequency indices in memory (see, however, Brown & Watson, 1987) . 2 Four additional experiments were conducted in order to determine if these differences in ratings have implications for processing times. In order to address this issue, we presented the same visual and auditory words used in Experiments 1 in four word recognition paradigms in Experiment 2: (1) auditory lexical decision, (2) visual lexical decision, (3) auditory repetition, and (4) visual naming. These four tasks were chosen because they vary on modality of presentation (auditory vs. visual) and performance (each has a perception component; the repetition and naming experiments also have a production component). We then performed correlation and regression analyses to determine the degree of relationship between the subjective ratings and reaction times (RTs).
EXPERIMENT 2 Processing
Four versions of Experiment 2 were performed: auditory lexical decision, visual lexical decision, auditory repetition, and visual naming.
Method Participants
Eighty undergraduates at the State University of New York at Buffalo participated in partial fulfillment of requirements for an introductory psychology course. Twenty participants served in each version of this experiment. All participants were native speakers of English, were right-handed, and reported no history of speech, hearing, or visual disorders.
Materials
The stimuli were the same as those in Experiments 1A and 1B. In addition, 252 nonwords were created for the auditory lexical decision experiment by changing one or two phonetic segments in a real word. Nonwords were created for visual lexical decision by varying one or two letters. The nonwords were all phonotactically legal in English. The spoken nonwords were produced by the same talker that produced the word stimuli. There were equal numbers of one-, two-, and three-syllable nonwords.
Procedure
Auditory lexical decision. The participants were seated in individual booths equipped with headphones and response boxes. Stimuli were output, and responses were collected by a PDP 11/34 computer. Order of presentation was randomized across all three word lists. A light on top of the response box flashed to signal the beginning of a new trial. On each trial, the participants responded as quickly and as accurately as possible whether a given auditorily presented stimulus was a word or a nonword. The participants responded "word" by pressing a button labeled "W" on the far right of a response box. They responded "nonword" by pressing a button labeled "N" on the far left of the response box. Responses were timed from the onset of the stimulus to the buttonpress response.
Visual lexical decision. The procedure was the same as that in auditory lexical decision except that the stimuli were presented visually on a computer display.
Auditory repetition. The participants were tested individually. On each trial, a word from the combined list was played over headphones. The participant's task was to repeat the word as quickly and as accurately as possible. Every participant repeated every word on the list. The participants wore headphones with a boom microphone attached. The boom microphone triggered a voice key that was interfaced to a PDP-11/34. The voice key was triggered at the onset of the participant's vocal response. Responses were timed from the onset of the stimulus until the onset of the participant's vocal response. The participants were instructed to avoid unrelated vocalization and any other unnecessary noise.
Visual naming. The procedure was the same as that in auditory repetition except that the stimuli were presented visually on a computer display.
Results
For each of the four processing paradigms, correlation and regression analyses were performed between mean ratings (independent variable) and RTs (dependent variable). Mean RTs were computed for each word in the high-, medium-, and low-frequency lists. 3 The eight rating types [question (read, write, hear, say) ϫ modality (visual, auditory) were correlated with and regressed against mean RTs for each list. Only correct responses were included in all analyses. Any repetition or naming trial that included an extraneous noise, such as a cough, or a hesitation was deleted from the analyses. For all versions of this experiment, latencies that exceeded ± 2.5 standard deviations from the mean were excluded, and the means were recomputed. Removal of outliers resulted in nominally higher coefficients between each rating type and each latency type but did not alter the pattern of results in any version of Experiment 2. The latencies and errors for all versions of this experiment appear in Table 2 . All latencies and error rates were within expected ranges for high-, medium-, and low-frequency words composed of one, two, and three syllables.
Auditory Lexical Decision
Correlation coefficients for each of the eight rating types and RTs for high-, medium-, and low-frequency words are shown in Figure 4 . Regression coefficients are shown in Table 3 . The four visual and auditory ratings are plotted on the x-axis, and the correlation coefficient R is plotted on the y-axis. In both Figure 4 and Table 3 , an asterisk indicates significance at the .05 level. For the high-and medium-frequency words, all and only the coefficients for auditory ratings were significant. For visual ratings of low-frequency words, all coefficients were significant. Finally, for the auditory ratings of the lowfrequency words, only coefficients for perception (read and hear) ratings were significant. 4
Visual Lexical Decision
Correlation and regression coefficients for each of the eight rating types and RTs are shown in Figure 5 and Table 3 . For the high-frequency words, only one coefficient was significant (auditory read). For the mediumfrequency words, all and only the coefficients for auditory ratings were significant. None of the coefficients was significant for the low-frequency words. 
Auditory Repetition
Correlation and regression coefficients are shown in Figure 6 and Table 3 . Only two coefficients were significant (auditory read for high-frequency words, and auditory hear for low-frequency words).
Visual Naming
Correlation and regression coefficients are shown in Figure 7 and Table 3 . None of the coefficients was significant for high-frequency words. For medium-frequency words, only the coefficient for visual say was significant. For the visual ratings of low-frequency words, all coefficients were significant except for write. For the auditory ratings of low-frequency words, none of the coefficients was significant. 5
Discussion
Four processing experiments were conducted in order to examine patterns of significant correlation and regression coefficients in word recognition experiments using visually and auditorily presented words. Although no consistent pattern of significant coefficients between individual questions and latencies occurred, a number of general patterns emerged. First, significant coefficients occurred more often for the visual and auditory lexical decision tasks (number of significant coefficients [hereafter, n] ϭ 19) than for the visual naming and auditory repetition tasks (n ϭ 6). This result is consistent with previous findings in the literature that have demonstrated stronger frequency effects in lexical decision than in naming or repetition (Balota & Chumbley, 1985; Luce, 1986). Second, significant coefficients occurred more often in the auditory tasks (lexical decision and repetition; n ϭ 16) than in the visual tasks (lexical decision and naming; n ϭ 9). Third, significant coefficients occurred more often for ratings made on auditorily presented stimuli (n ϭ 17) than for ratings made on visually presented stimuli (n ϭ 8).
Three more specific tendencies in the data were consistent with the hypothesis that access representations may have separate frequency indices in memory. In particular, for the visual naming experiment, significant coefficients were obtained only for visual ratings. Likewise, in the auditory repetitions experiment, significant coefficients were obtained only for auditory ratings. Finally, in the auditory lexical decision experiment, primarily auditory ratings resulted in significant coefficients (with a notable exception, see below). These three trends in the data support the hypothesis that frequency indices for access representations may have modality-specific qualities.
However, there are two trends in the data that appear, at first glance, to be inconsistent with the modalityspecificity hypothesis. In the auditory lexical decision experiment, significant coefficients for all visual ratings for low-frequency words were significant. Also, in visual lexical decision, only auditory ratings significantly predicted RTs.
Finally, we failed to see strong systematic trends in the coefficients as a function of word frequency or the specific ratings (read, write, hear, say). There was a slight trend for the number of significant coefficients to increase from high-frequency words to low-frequency words (high, n ϭ 6; medium, n ϭ 9; low, n ϭ 10). In addition, specific ratings for read, write, hear, and say failed to result in any clear-cut relationships with processing times, although there was a slight trend for perception ratings (read and hear; n ϭ 15) to result in more significant correlations than performance ratings (write and say; n ϭ 10).
GENERAL DISCUSSION
We examined subjective ratings of frequency of word usage for visually and auditorily presented words and the relationship of the subjective ratings to processing times in word recognition experiments. The results of Experiments 1 and 2 suggest that access representations in visual and spoken word recognition may have modalityspecific frequency indices in memory. Forster (1976) offers a distinction between lexical entry and access representation. He defines lexical entry as a modality-independent core representation of a word's abstract syntactic, semantic, and phonetic properties. Forster defines access representation as modality-specific form representation that provides access to the core representations. The present study investigated the properties of the access representation.
The results of these experiments support the notion of modality-dependent frequency indices. The participants made different subjective judgments of frequency for words processed in the visual and auditory modalities. The access representations of visual and spoken words thus appear to incorporate differences in frequency of processing in the two modalities. The lack of significant correlations between subjective ratings of words processed in the visual and auditory modalities, relative to correlations for ratings processed in a single modality, suggests modality dependence of subjective frequency ratings. In addition, the mean perception ratings were consistently higher than the mean production ratings. 6 We interpret this result as indicating that people generally perceive more words than they produce. Finally, the mean ear ratings were higher than the mean eye ratings for auditorily presented words. At some level, representations preserve frequency information specific to the Note-"Read," "Write," "Hear," and "Say" indicate type of rating. "Visual" and "Auditory" indicate modality in which words were presented for subjective familiarity ratings. *Significant at p < .05.
dimensions of modality, perception, and performance. Form-based, modality-dependent access representations apparently possess their own frequency indices, which may be interrogated when participants are asked to rate subjective frequencies. Subjective ratings may therefore inform us about modality dependence of lexical representations. Pisoni and Garber's (1990) conclusion that lexical representations are most likely modality independent is based on a high correlation between subjective ratings for words of varying frequency rated in the visual and auditory modalities. We found a similar high relationship for our combined list; however, our examination of each frequency level revealed lower relationships between words rated in the visual and auditory input modalities.
The finding that ratings and processing times tended to result in significant coefficients within a modality provides evidence for the hypothesis of separate frequency indices for modality-specific access representations. However, there were inconsistencies in the pattern of results. In particular, the finding that auditory ratings predicted visual lexical decision times appears, at first, problematic for the specificity account. However, if we assume that participants in our visual lexical decision task were generating phonologically recoded access representations prior to their responses, we would expect auditory, rather than visual, ratings to predict visual lexical decision processing times.
Our visual lexical decision experiment meets the standard criteria for inducing phonological recoding: (1) difficult word-nonword discrimination caused by the "wordlike" nature of the nonword stimuli, and (2) an abundance of word stimuli that are "difficult" to process, primarily because of their multisyllabicity and low frequency. Both of these factors encourage phonological recoding in the lexical decision experiment (see McCusker, Hillinger, & Bias, 1981) . The absence of wordnonword discrimination in the visual naming task probably did not induce phonological recoding of the access representation itself, resulting in no significant correlations with auditory ratings for this task. (We assume that the articulatory response in the naming task is generated on the basis of a postaccess phonetic representation that 
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does not affect access time; see Besner & Johnston, 1989, and note 5.) The failure to observe significant coefficients for the low-frequency words in the visual lexical decision experiment is also probably due to the use of phonologically recoded representations, which overall resulted in few significant coefficients for RTs for low-frequency words in any of the experiments. Indeed, in the one experiment in which auditory representations resulted in the strongest coefficients overall (namely, auditory lexical decision), the weakest predictors of RTs were the auditory ratings for low-frequency words. (See below for further discussion of the use of auditory-based access representations for low-frequency words.)
The specificity hypothesis is also called into question by the finding that all four visual ratings resulted in significant coefficients for low-frequency words in the auditory lexical decision experiment. This result may have arisen because we have more experience with lowfrequency words in the visual modality (specifically, in print) than in the auditory modality. Indeed, we may be able to recognize many low-frequency words in print in the absence of stable phonetic representations in memory. Thus, we speculate that participants may be consulting orthographically based representations for low-frequency words in the auditory lexical decision experiment in the absence of well-defined phonetic codes. In essence, we suggest that participants may often be "orthographically recoding" the low-frequency spoken words to assist them in making lexical decisions to words with which they have had little or no experience in spoken discourse. This activation of orthographic representations may thus be producing the significant relationships that we observed between the visual ratings and auditory lexical decision times for low-frequency words.
A coherent account of these results is, at present, more speculative than definitive. Nonetheless, we propose that access representations have modality-specific frequency indices that arise from differential experience with words in different modalities. For the most part, auditory tasks will invoke auditory representations, and visual tasks will invoke visual representations. However, we furthermore propose that the modality-specific access representation with the higher frequency may dominate participants' responses under certain conditions, regardless of task modality. For example, it is obvious that we have more experience with low-frequency words in print than in spoken discourse (and our ratings for items presented in the visual modality bear this out). We may infer, therefore, that visual representations tend to dominate for low-frequency words, thus producing the pattern of relationships observed in the auditory lexical decision experiment. (We might expect the same pattern to hold in the repetition task, were it not for markedly attenuated frequency effects typically observed in this paradigm; see Balota & Chumbley, 1985, and Luce, 1986 .) In short, the patterns of significant coefficients for the processing time data are consistent overall with a modality-specific frequency account, although local inconsistencies in the data point to the need for future research on the specifics of our proposed explanation.
One avenue for future research would be to investigate the relationships among processing times, the subjective ratings in the present experiment, and other objective and subjective measures of familiarity and frequency (including age of acquisition norms; Morrison & Ellis, 1995) . As an initial step toward this goal, we performed overall correlations between the Nusbaum et al. (1984) subjective familiarity ratings, the Kučera and Francis (1967) objective counts, and the processing times obtained in all of our experiments. Overall, our subjective frequency ratings and the Nusbaum et al. subjective familiarity ratings resulted in equivalent correlation coefficients. (This result is hardly surprising given the high correlation between the subjective familiarity and frequency ratings; see note 2.) However, our subjective ratings resulted in consistently higher correlations than the objective counts based on Kučera and Francis. In short, our ratings appear overall to be quite similar to the Nusbaum et al. subjective familiarity ratings but somewhat stronger predictors of processing times than the objective counts.
In summary, the present data are consistent with the spirit of both Morton's (1969) and Forster's (1976) models of word recognition. Later versions of Morton's logogen model incorporate separate logogen systems for written and spoken words, explicitly acknowledging modalitydependent frequency information. The present data are also generally consistent with Forster's autonomous search model, although our findings suggest that processing may not be limited to a single, modality-specific peripheral access bin during recognition.
Our results are consistent with a growing trend in modeling work on word recognition (see, e.g., Goldinger, 1992) to consider the nature and specificity of peripheral access representations, a theme introduced by the early models of Forster and Morton (see Howard, 1995 , for a further discussion on specificity and separate input and output phonological systems). We believe that any comprehensive model of word recognition must account for recent findings that such specific information as the voice of the talker (Mullennix, Pisoni, & Martin, 1989; Pisoni, 1990) and allophonic information (Luce, Lyons, & Myers, 1994) are encoded in lexical representations at some level in the processing system.
Evidence for the specificity of lexical representations is consistent with exemplar memory models, such as that proposed by Hintzman (1988) , which may account for the distinctions made by the participants' frequency judgments in the present study. Each use episode may be encoded as a distinct entry at the access representation level and may explicitly encode features identifying that episode as having emanated from the visual or auditory modality, perception or production, eye or ear channel, and so on. This would not preclude a separate lexical representation that may be much more abstract. It would also not preclude such a lexical representation from having frequency information of its own. Nonetheless, the next generation of comprehensive lexical processing models may benefit from a synthesis of insights from the earliest models of word recognition and current work on exemplar-based representations in memory.
NOTES
1. In all analyses, visual and auditory stimuli that may have been ambiguous were eliminated prior to data analysis. For visually presented items, we eliminated those items with two possible lexical stress patterns (e.g., reCORD and REcord). For the spoken words, we presented the stimuli to an independent group of participants and asked them to write down what they heard. Those words that were incorrectly identified were eliminated. This resulted in the elimination of 25 stimuli from the original set of 252 stimuli. In no case were the results affected by the elimination of ambiguous items. The results for the trimmed stimulus set are reported.
2. Previous studies on the modality specificity of frequency indices in memory have used measures of subjective familiarity (Amano et al., 1995; Pisoni & Garber, 1990) . It is possible that subjective and objective measures of familiarity and frequency tap different aspects of participants' experience with spoken and written words. We correlated our measure of subjective frequency with subjective measures of familiarity (Nusbaum et al., 1984) and objective measures of frequency (Kučera & Francis, 1967) previously employed in the literature. For both auditory and visual ratings, we obtained strong, significant correlations between the subjective familiarity ratings employed in Pisoni and Garber (1990; see Nusbaum et al., 1984) (rs ϭ .81 and .90 for auditory and visual, respectively) and between the Kučera and Francis (1967) norms (rs ϭ .84 and .88 for auditory and visual, respectively). Although there is some small proportion of unexplained variance in these correlations, we are confident that, for the most part, our ratings of subjective frequency measure essentially the same frequency information in memory indexed by subjective familiarity and objective frequency counts. Although the unexplained variance in the present correlations is most probably due to technical differences, such as variations in subject populations (both in location and in time), it may be of interest in future research to compare these measures directly in the same experimental context in order to determine whether different measures of frequency or familiarity tap different types of information in memory.
3. Because our intent is to compare ratings within the specific frequency ranges of high, medium, and low, we report regression coefficients ( βs) in addition to the correlation coefficients (Rs). Regression coefficients are not subject to problems of range restriction encountered with correlations (see Cohen & Cohen, 1983) . Thus, comparisons among the frequency ranges are made more tractable by examining regression coefficients.
4. Because RTs in the auditory lexical decision experiment were measured from the onsets of the stimuli, it was necessary to establish that any observed relationships between subjective frequency and RT were not in fact due to relationships between subjective frequency and stimulus duration. We therefore correlated stimulus duration and subjective auditory frequency ratings for each frequency range. No significant correlation was obtained, and the average of the correlations was Ϫ.06.
5. Naming and repetition latencies may reflect characteristics of the stimulus to be articulated, producing contaminated measures of lexical access time. In particular, the voice key may be differentially sensitive to the phonetic characteristics of the initial segment of the word to be articulated. One means of evaluating these potential confounds is to present a delayed cue for the naming or repetition response well after the stimulus word has been accessed (see Balota & Chumbley, 1985) . Any correlations remaining in the delayed naming or repetition condition can thus be attributed not to access-which should have occurred long before the cued response-but to stimulus characteristics. Likewise, the failure to obtain effects in the delayed condition that were observed in immediate naming or repetition can more safely be attributed to processes involved in access. Therefore, we ran two additional experiments: delayed auditory repetition and delayed visual naming with intervals between stimulus presentation and response cue of 1,200 msec. We computed correlations between the latencies for the delayed auditory repetition and delayed visual naming latencies in the present study with all ratings at all frequency ranges. No rating type at any frequency level correlated significantly with the delayed repetition or delayed naming latencies. We are therefore confident that the significant corre-lations we found in the immediate repetition and naming experiments were due to lexical processing and not stimulus characteristics.
6. At present, the precise locus of frequency effects in spoken word production is controversial (see Dell, 1990; Jescheniak & Levelt, 1994) . Our intent in this research was not to identify the loci of frequency effects in production but to attempt to ascertain whether ratings based on different types of questions correlate with processing times measured in the naming and repetition tasks. To the extent that we obtained significant correlations between ratings and naming and repetition, we believe our results implicate modality-specific frequency effects in word production. The precise locus of these correlations, however, will require further research (see, however, Jescheniak & Levelt, 1994 
