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ORDINARY DIFFERENTIAL EQUATIONS WITH POINT
INTERACTIONS: AN INVERSE PROBLEM
NUNO COSTA DIAS, CRISTINA JORGE AND JOA˜O NUNO PRATA
Abstract. Given a linear ordinary differential equation (ODE) on R
and a set of interface conditions at a finite set of points I ⊂ R, we con-
sider the problem of determining another differential equation whose
global solutions satisfy the original ODE on R\I , and the interface con-
ditions at I . Using an extension of the product of distributions with non-
intersecting singular supports presented in [L. Ho¨rmander, The Analy-
sis of Linear Partial Differential Operators I, Springer-Verlag, 1983], we
determine an intrinsic solution of this problem, i.e. a new ODE, sat-
isfying the required conditions, and strictly defined within the space of
Schwartz distributions. Using the same formalism, we determine a sin-
gular perturbation formulation for the n-th order derivative operator
with interface conditions.
Keywords: Linear ordinary differential equation with distributional co-
efficients; multiplicative products of distributions; point interactions
1. Introduction
Let ODE1 be a linear ordinary differential equation of the form
(1)
n∑
i=0
aiD
iψ = f
where ai, f ∈ C
∞(R), and an(x) 6= 0 for all x ∈ R. Moreover, D
iψ = ψ(i) is
the ith order distributional derivative of ψ. Let also I ⊂ R be a finite set.
In this paper we consider the following problem:
Problem 1. Let ODE1 and I be defined as above. We want to determine a
new ordinary differential equation (let us denote it by ODE2) whose global
solutions ψ satisfy:
(C1) The ODE1 on R\I.
(C2) At each point x0 ∈ I, the interface conditions:
(2) A(x0)ψ(x
−
0 ) = B(x0)ψ(x
+
0 )
where
(3) A(x0) = [Aij(x0)] , B(x0) = [Bij(x0)]
1
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are m× n (in general complex valued) matrices with m ≤ n, and
(4) ψ(x±0 ) = lim
ǫ→0+
(ψ(x0 ± ǫ), ...,D
n−1ψ(x0 ± ǫ))
T .
At each point x0 ∈ I, the conditions (2) can be separating or interacting.
In the separating case they reduce to a set of conditions for ψ(x+0 ) and
another set of conditions for ψ(x−0 ). In this case the values of ψ(x
+
0 ) and
ψ(x−0 ) are independent of each other. In the interacting case the conditions
relate the values of ψ(x+0 ) with those of ψ(x
−
0 ). If they do not completely
fix the values of ψ(x−0 ) in terms of those of ψ(x
+
0 ) or vice-versa, we say that
the conditions are only partially interacting. We remark that in the case
of separating conditions, the Cauchy problem for the ODE2 may have no
solutions for some initial conditions, and the solution may not be unique for
other initial conditions (this can also be the case for partially interacting
conditions - see Corollary 4.6 for an example).
The aim of this paper is to obtain the explicit form of the equation
ODE2. A possible approach is to allow this equation to display distribu-
tional (maybe singular) coefficients. Differential equations with singular (or
just discontinuous) coefficients have been studied using several different ap-
proaches. Most significative are the intrinsic formulations, defined in terms
of a suitable product of Schwartz distributions [3, 5, 8, 10, 17, 22, 24] and
the formulations using generalized functions [6, 7, 14, 18]. The latter ap-
proach uses objects that are more general than the Schwartz distributions,
and yields the most general, but also the most complex formulation of these
differential problems. The intrinsic products, on the other hand, provide
formulations that are simpler, but often limited to very particular cases.
The model product, for instance, which is the most general product in the
hierarchy given by Oberguggenberger in (section 7, [22]), has been used to
formulate ODEs with discontinuous coefficients and displaying non-smooth
solutions, but is not compatible with the case of singular coefficients and
discontinuous solutions (cf. [15, 17]).
A closely related problem from the theory of differential operators, is
the formulation of singular perturbations of one-dimensional Schro¨dinger
operators [1, 2, 4, 9, 12, 13, 20] (particularly of the free Schro¨dinger operator
Ĥ0 = −D
2), and also of the n-th order derivative operator L̂0 = (iD)
n [21].
This topic has been thoroughly study in the literature in connection with
the problem of relating the singular perturbations with self-adjoint (s.a.)
interactions, i.e. with the s.a. realizations of Ĥ0 (and L̂0) in domains of
functions satisfying some interface conditions at some finite set of points.
Important results, in this context, were obtained by Kurasov and Boman.
They determined an explicit formulation of the s.a. singular perturbations
of Ĥ0 [20] and L̂0 [21] (see also [2, 4]) using a theory of distributions acting
on discontinuous test functions. Their formulation, however, is not intrinsic;
Kurasov distributions are more general objects than Schwartz distributions
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and, just like in the Colombeau case, this approach requires the new opera-
tors to be formulated in terms of the (more complex) structure of the new
space of distributions. This includes a new derivative operator (that does
not satisfy the Leibniz rule, the derivative of a constant is not zero, etc.),
new distributions and a new dual product.
In this paper we will work strictly within the space of Schwartz distribu-
tions. Using the intrinsic approach developed in [8, 10] we will determine a
formulation of the ODE2 that solves Problem 1 for all cases. As a by-product
we will also consider the operator L̂0, and determine an explicit formulation
of its singular perturbations that correspond to an interface condition of the
form (2), with x0 ∈ I = {0}. This set of singular perturbations includes all
s.a. extensions of the symmetric restriction of L̂0 to D(R\{0}).
Our formulation is based on the intrinsic multiplicative product of Schwartz
distributions, denoted ∗, that was defined and studied in [8, 10]. This prod-
uct is an extension of the product of distributions with disjoint singular
supports presented by Ho¨rmander in [16]. It is associative, distributive,
non-commutative, reproduces the standard product of functions for regu-
lar distributions, and satisfies the Leibniz rule with respect to the usual
Schwartz distributional derivative.
In view of the Schwartz impossibility result [25], the product ∗ cannot be
defined in the entire space D′(R). In fact, it is only defined in the subspace
A = ∪∞i=0D
i[C∞p (R)] ⊂ D
′(R), where C∞p (R) is the set of piecewise smooth
functions. In A the choice of the product ∗ is optimal: we have recently
proved [11] that ∗ is essentially the unique multiplicative product defined
in A that satisfies all the properties stated in the Schwartz impossibility
result. Moreover, the space A is large enough to allow for the formulation of
a significative class of differential problems with discontinuous solutions. In
particular, it is possible to obtain a consistent formulation of linear ODEs
with coefficients and solutions in A. This, as we will see, is the case of the
ODE2 that will be derived here.
The plan of the paper is the following: For the convenience of the reader,
in the next section we briefly review the definition and main properties of
the distributional product that was presented in [8]. We also review the
definition and properties of the operators of (left and right) “multiplication
by the nth-order derivative of a Dirac delta” that were defined in [10]. In
Section 3 we define a new derivative operator and study its main properties.
This operator is then used in Section 4 to determine a possible solution of
Problem 1. We also determine a second formulation of the ODE2, which
is written in terms of the standard distributional derivative. The two for-
mulations are equivalent. In section 5, we illustrate the formulation of the
ODE2 using a simple example. In section 6 we use the previous results to
determine an explicit formulation for the singular perturbations of the n-th
order derivative operator. Finally, in section 7 we provide a more detailed
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discussion of the relation between Kurasov’s approach and ours, and also
discuss some future work.
In this paper we have considered the case of a linear ODE1 with smooth
coefficients, and linear interface conditions. It is clear however from the
presentation, that the main results can be extended, at least, to some cases
of non-linear interface conditions, non-smooth coefficients, and some classes
of non-linear ODEs.
Notation. The letters Ω and Θ denote open subsets of R, and I and
J are discrete sets of real numbers. Usually, the letters F and G denote
distributions, f and g are (piecewise) smooth functions, and ψ, φ may be
distributions or regular functions. Letters with a hat denote operators. The
functional spaces are denoted by calligraphic capital letters, e.g. A(Ω),
C∞(Ω), D(Ω),.... When Ω = R we usually write only A, C∞, D,...
The characteristic function of Ω ⊆ R is written χΩ, the Heaviside step
function is H = χR+ , and H− = 1 − H. As usual, δ(x − x0) is the Dirac
measure with support at x0.
2. Preliminaries
In this section we review some results about Schwartz distributions, and
present the main properties of the multiplicative product of distributions ∗
that was proposed in [8]. We also review the definition of the operators of
(left and right) “multiplication by a Dirac delta” that were proposed in [10].
The reader should refer to [8, 10] for details and proofs of the main results.
2.1. Algebras of Schwartz distributions. We start by presenting some
basic definitions. Let D be the space of smooth functions t : R → C of
compact support. Its dual D′ is the space of Schwartz distributions. The
singular support of a distribution F ∈ D′, denoted by sing supp F , is the
complement of the largest open set Ω ⊆ R for which there is f ∈ C∞(Ω)
such that F |Ω = f (where F |Ω denotes the restriction of F to D(Ω)). An-
other useful concept is the order of a distribution [pag.43, [19]]: we say that
F ∈ D′ is of order n (and write n = ord F ) iff F is the nth order distribu-
tional derivative (but not a lower order distributional derivative) of a regular
distribution. A distribution of order zero is a regular distribution.
Let C∞p be the space of piecewise smooth functions on R: f ∈ C
∞
p iff
there is a finite set I ⊂ R such that f ∈ C∞(R\I) and the lateral limits
lim
x→x±
0
f (j)(x) exist and are finite for all x0 ∈ I and all derivatives of f .
A distributional extension of the set C∞p is given by:
Definition 2.1. Let A be the space of all piecewise smooth functions C∞p (re-
garded as regular distributions) together with all their distributional deriva-
tives to all orders.
Let I ⊂ R be a finite set. We also define the following subspaces of A:
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(5) AI = {F ∈ A : sing suppF ⊆ I} .
Notice that AI ⊆ AJ ⊆ A for all I ⊆ J . All the elements of A are
distributions with finite singular supports. They can be written in the form:
Theorem 2.2. F ∈ A iff there is a finite set I = {x1 < x2 < ... < xm}
associated with a set of open intervals Ωi = (xi, xi+1), i = 0, ..,m (where
x0 = −∞ and xm+1 = +∞) such that:
(6) F = f +∆
where (χΩi is the characteristic function of Ωi):
(7) f =
m∑
i=0
fiχΩi and ∆ =
m∑
i=1
n∑
j=0
Fijδ
(j)(x− xi)
for some Fij ∈ C and fi ∈ C
∞(R). We have, of course, sing supp F ⊆ I.
Notice, in particular, that every F ∈ A{0} can be written in the form:
(8) F = H−f− +Hf+ +∆,
where H is the Heaviside step function, H− = 1 − H, f± ∈ C
∞(R) and
supp ∆ ⊆ {0}.
More generally, we have from Theorem 2.2:
Theorem 2.3. If F ∈ A then there exist ǫ > 0 and f−, f+ ∈ C
∞(R), such
that:
(9) F |(−ǫ,0) = f−χ(−ǫ,0) and F |(0,ǫ) = f+χ(0,ǫ) .
Proof. If F ∈ A then by Theorem 2.2 there is a finite set of real numbers
I such that F = f + ∆ where ∆ is a distribution with support on I and
f ∈ C∞p ∩ C
∞(R\I). Since I is a finite set, there is always a real number
ǫ > 0 such that I ∩ (−ǫ, 0) = ∅ and I ∩ (0, ǫ) = ∅. Hence, (−ǫ, 0) ⊆ Ωi and
(0, ǫ) ⊆ Ωj for some i, j ∈ {0, ..,m} (cf. Theorem 2.2) and thus eq.(9) holds
for f− = fi and f+ = fj, which concludes the proof. 
We now recall some basic definitions about products of distributions. The
dual product of F ∈ D′ by g ∈ C∞ is defined by:
(10) 〈Fg, h〉 = 〈F, gh〉 , ∀h ∈ D .
This product can be generalized to the case of two distributions with finite
and disjoint singular supports [pag.55, [16]]. In A this generalization can be
defined as follows:
Definition 2.4. Let F,G ∈ A be two distributions such that sing supp F
and sing supp G are finite disjoint sets. Then there exists a finite open
cover of R (denote it by {Ωi ⊂ R, i = 1, .., d}) such that, on each open
set Ωi, either F or G is a C
∞(Ωi)-function. Hence, on each Ωi, the two
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distributions can be multiplied using the dual product. The product · of F
and G is then defined as the unique distribution F ·G ∈ A that satisfies:
(11) F ·G|Ωi = F |ΩiG|Ωi , i = 1, .., d.
The new product ∗ extends the previous product to the case of an arbi-
trary pair of distributions in A:
Definition 2.5. Let F,G ∈ A. The multiplicative product ∗ is defined by
F ∗G = lim
ε↓0
F (x) ·G(x+ ǫ)(12)
where the product F (x) ·G(x+ ǫ) is given in the previous definition and the
limit is taken in the distributional sense.
Notice that for sufficiently small ǫ > 0, F (x) and G(x + ǫ) have disjoint
singular supports, hence the · product in (12) is well-defined in the sense of
Definition (2.4).
The next theorem gives an explicit formula for F ∗ G. Let F,G ∈ A, let
sing supp F ∪ sing supp G = {x1 < .. < xm}, and consider the associated
set of open intervals Ωi = (xi, xi+1), i = 0, ..,m (with x0 = −∞ and xm+1 =
+∞). Then, in view of Theorem 2.2, F and G can be written in the form:
F =
m∑
i=0
fiχΩi +
m∑
i=1
n∑
j=0
Fijδ
(j)(x− xi)
G =
m∑
i=0
giχΩi +
m∑
i=1
n∑
j=0
Gijδ
(j)(x− xi)(13)
where fi, gi ∈ C
∞ and Fij = 0 if xi /∈ sing supp F or if j ≥ ord F , and
likewise for G. Then
Theorem 2.6. Let F,G ∈ A be written in the form (13). Then F ∗ G is
given explicitly by
(14) F ∗G =
m∑
i=0
figiχΩi +
m∑
i=1
n∑
j=0
[Fijgi +Gijfi−1] δ
(j)(x− xi).
and so F ∗G ∈ A.
Some important examples are:
δ(k)(x) ∗H(x) = δ(k)(x) and H(x) ∗ δ(k)(x) = 0 , ∀k ∈ N0
δ(k)(x) ∗ δ(l)(x) = 0 , ∀k, l ∈ N0 .
Notice that the ∗ product of two distributions does not always display the
expected symmetry. We have, for instance:
δ(x) ∗ (−
1
2
+H(x)) =
1
2
δ(x)
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and thus, in this case, the product of an even distribution by an odd one
yields an even result. Hence the product ∗, which is an extension of the
dual product, does not preserve some of the symmetry properties of the
dual product. Of course, if F ∈ D is odd then δ ∗ F = 0. This is not in
general the case for F ∈ A, because when we compute δ(x) ∗F (x) we are in
fact calculating δ(x)∗F (x+ǫ), i.e. the product with an infinitesimally shifted
distribution Fǫ(x) = F (x + ǫ) and this, in general, destroys the even/odd
symmetry, unless F is smooth. We remark, however, that by using the
product ∗ we can easily generate an extension of the dual product that
preserves the symmetry properties. For instance, we always have for odd
F ∈ A:
δ(x) ∗ F + F ∗ δ(x) = 0 .
in agreement with the standard property.
Other important properties of the product ∗ are summarized in the fol-
lowing theorem:
Theorem 2.7. The product ∗ is an inner operation in A, it is associative,
distributive, noncommutative and it reproduces the Ho¨rmander product of
distributions with disjoint singular supports (and thus the dual product of
smooth functions). In A, the distributional derivative D is an inner operator
and satisfies the Leibniz rule with respect to the product ∗.
We conclude that the space A, endowed with the product ∗, is an asso-
ciative (but noncommutative) differential algebra of distributions. We have
recently proved [11] that it is essentially the unique differential algebra of
distributions that contains C∞p and satisfies all the properties stated in the
Schwartz impossibility result [25].
2.2. Delta operators. Using the product ∗ we can define the following
operators:
Definition 2.8. Let x0 ∈ R and n ∈ N0. The nth-order ”right shifting
delta” is the operator
δ̂
(n)
+ (x0) : A −→ A; δ̂
(n)
+ (x0)F = δ
(n)(x− x0) ∗ F
and the nth-order ”left shifting delta” is the operator
δ̂
(n)
− (x0) : A −→ A; δ̂
(n)
− (x0)F = F ∗ δ
(n)(x− x0) .
For n = 0 we write only δ̂+(x0) and δ̂−(x0); for x0 = 0 we write δ̂
(n)
+ and
δ̂
(n)
− .
We also define the operators:
(15) Γ̂(n)(x0) : A −→ A; Γ̂
(n)(x0)F =
[
δ̂
(n)
− (x0)− δ̂
(n)
+ (x0)
]
F
For n = 0 and x0 = 0 we write Γ̂(x0) and Γ̂
(n), respectively.
8 DIAS, JORGE AND PRATA
Let us also consider the standard operator of ”multiplication by the nth-
order derivative of a Dirac delta” (n ∈ N0)
δ̂(n)(x0) : C
∞ −→ D′; δ̂(n)(x0)f = δ
(n)(x− x0)f
where the product δ(n)(x− x0)f is the dual product (10)
〈δ(n)(x− x0)f, g〉 = (−1)
n ∂
n
∂xn
(f g)(x0) , ∀g ∈ D .
Notice that the operators δ̂
(n)
± (x0) are extensions of δ̂
(n)(x0) to the space
A ⊃ C∞:
δ̂
(n)
− (x0)f = δ̂
(n)
+ (x0)f = δ̂
(n)(x0)f , ∀f ∈ C
∞ .
Moreover, δ̂±(x0) are the weak operator limits of large classes of sequences
of concentrated smooth potentials. Let us state this property precisely for
the simplest case x0 = 0. For every ǫ > 0, let vǫ ∈ D be a non-negative,
even function such that supp vǫ ⊆ [−ǫ, ǫ] and
∫∞
−∞ vǫ(x) dx = 1. Since
lim
ǫ↓0
〈vǫ, g〉 = g(0) , ∀g ∈ D
we have, in the sense of distributions, limǫ↓0 vǫ(x) = δ(x). Next, define the
operators:
v̂
(n)
±ǫ : A −→ A; v̂
(n)
±ǫ F (x) = v
(n)
ǫ (x∓ ǫ)F (x) ,
where the product v
(n)
ǫ (x∓ ǫ)F (x) is the dual product. In the distributional
sense we have, once again, limǫ↓0 v
(n)
ǫ (x ∓ ǫ) = δ(n)(x). On the other hand,
in the weak operator sense:
Theorem 2.9. For all n ∈ N0, the one parameter families
(
v̂
(n)
±ǫ
)
(ǫ>0)
con-
verge, in the weak operator sense, to the operators δ̂
(n)
± , i.e.
w − lim
ǫ↓0
v̂
(n)
±ǫ = δ̂
(n)
± .
The proof is given in [Theorem 3.3, [10]]. To finish this section, we prove
a simple result that will be used in the sequel.
Theorem 2.10. Let F ∈ A. Then, in view of Theorem 2.3, there exist
f−, f+ ∈ C
∞(R), and ǫ > 0 such that F |(−ǫ,0) = f−χ(−ǫ,0) and F |(0,ǫ) =
f+χ(0,ǫ). We then have (for all j, n ∈ N0):
δ̂
(n)
± D
jF =
n∑
k=0
(−1)k+n
(
n
k
)
δ(k)(x)Dn−k+jf±(0) .(16)
Proof. From Definition 2.8 and using eq.(14) we have:
δ̂
(n)
− F
(j) = F (j) ∗ δ(n)(x) = δ(n)(x)f
(j)
−
and likewise:
δ̂
(n)
+ F
(j) = δ(n)(x) ∗ F (j) = δ(n)(x)f
(j)
+
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Since f± ∈ C
∞, a standard result (cf. [19, p.36]) states that:
δ(n)(x)f
(j)
± =
n∑
k=0
(−1)k+n
(
n
k
)
δ(k)(x)Dn−k+jf±(0)
which concludes the proof. 
3. A new derivative operator
In this section we construct a new derivative operator which is a sort of
”covariant derivative” for discontinuous functions.
Definition 3.1. Let I ⊂ R be a finite set. The derivative operator D˜I is
defined by:
(17) D˜I : A −→ A; D˜IF = DF +
∑
x0∈I
Γ̂(x0)F
where Γ̂(x0) was defined in eq.(15).
As usual, the higher order derivatives are given by:
D˜nI F = D˜I
(
D˜n−1I F
)
, n ∈ N .
If I = {0}, we write only D˜, instead of D˜{0}.
Let us study the main properties of D˜I .
Theorem 3.2. The operator D˜I : A → A is linear, local and satisfies the
Leibniz rule with respect to the product ∗.
Proof. D˜I is linear because bothD and Γ̂(x0) are linear operators. Likewise,
D˜I is local because both D and Γ̂(x0) are local, i.e. supp DF ⊆ supp F and
supp Γ̂(x0)F ⊆ supp F for all F ∈ A (the latter relation follows easily from
(15) and (16)).
Next we prove the Leibniz rule for I = {0}; the more general case is
proven exactly in the same way. Let F,G ∈ A. Then F ∗G ∈ A and
D˜(F ∗G) = D(F ∗G) + (F ∗G) ∗ δ(x) − δ(x) ∗ (F ∗G)
= (DF ) ∗G+ F ∗ (DG) + F ∗ (G ∗ δ(x)) − (δ(x) ∗ F ) ∗G,
where we used the fact that D satisfies the Leibniz rule and the product ∗ is
associative (cf. Theorem 2.7). Adding (F ∗δ(x))∗G, subtracting F ∗(δ(x)∗G)
and rearranging the terms in the previous expression, we get
D˜(F ∗G) = (DF ) ∗G+ (F ∗ δ(x)) ∗G− (δ(x) ∗ F ) ∗G
+F ∗ (DG) + F ∗ (G ∗ δ(x)) − F ∗ (δ(x) ∗G) .
Since the product ∗ is distributive (cf. Theorem 2.7), we get
D˜(F ∗G) = (DF + F ∗ δ(x)− δ(x) ∗ F ) ∗G+ F ∗ (DG+G ∗ δ(x) − δ(x) ∗G)
= (D˜F ) ∗G+ F ∗ (D˜G)
which concludes the proof. 
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Let us now calculate the action of D˜I for several cases, explicitly. It is
trivial to realize from eq.(17) that:
(18) D˜If = Df and D˜I∆ = D∆
for every smooth function f ∈ C∞ and every distribution ∆ with finite
support. More generally,
Theorem 3.3. Let I ⊂ R be a finite set and let F ∈ AI . In view of Theorem
2.2, F can be written in the form F = f + ∆, where f =
∑m
i=1 fiχΩi ,
fi ∈ C
∞(R) and supp ∆ ⊆ I. Then, for every non-negative integer k, we
have:
(19) D˜kIF =
m∑
i=1
f
(k)
i χΩi +D
k∆ .
Proof. We proceed by induction. The identity (19) is trivial for k = 0.
Moreover
D˜k+1I F = D˜I
(
D˜kIF
)
and using eqs.(18,19), we get
D˜k+1I F = D˜I
(
m∑
i=1
f
(k)
i χΩi +D
k∆
)
=
m∑
i=1
D˜I
(
f
(k)
i χΩi
)
+Dk+1∆ .
Since D˜I satisfies the Leibniz rule with respect to the product ∗ (cf.
Theorem 3.2), and f
(k)
i χΩi = f
(k)
i ∗ χΩi (since f
(k)
i is smooth), we have
D˜k+1I F =
m∑
i=1
f
(k+1)
i χΩi + f
(k)
i ∗
(
D˜IχΩi
)
+Dk+1∆ .
Finally, from eq.(17) we easily realize that if ∂Ωi ⊆ I then D˜IχΩi = 0.
Hence, eq.(19) is valid for all k ∈ N0.

The previous result shows that D˜I (contrary to D) is an inner operator
in C∞p ∩ C
∞(R\I). More generally,
D˜I : C
∞
p ∩ C
∞(R\J) −→ C∞p ∩ C
∞(R\J)
for every J ⊆ I.
Another simple consequence of Theorem 3.3 is:
Corollary 3.4. Let F ∈ A{0} be written in the form (8). Then, for any
non negative integer k,
(20) D˜kF = H−D
kf− +HD
kf+ +D
k∆ ,
and, in particular, D˜H = D˜H− = 0. Recall that D˜ denotes D˜{0}.
If F /∈ AI then the relation between D˜
k
IF and D
kF is not so simple. For
I = {0}, we have:
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Theorem 3.5. Let F ∈ A. Then for any positive integer n,
(21) D˜nF = (D + Γ̂)nF = DnF +
n∑
j=1
(
n
j
)
Γ̂(j−1)Dn−jF
Proof. We proceed by induction. The case n = 1 is obvious. Suppose that
(21) holds for n ∈ N. Then
D˜n+1F = (D + Γ̂)n+1F = (D + Γ̂)(D + Γ̂)nF
= (D + Γ̂)(DnF +
n∑
j=1
(
n
j
)
Γ̂(j−1)Dn−jF )(22)
= Dn+1F + Γ̂DnF +
n∑
j=1
(
n
j
)
DΓ̂(j−1)Dn−jF
where in the last step we took into account that Γ̂
(
Γ̂(j−1)Dn−jF
)
= 0.
Noticing that
DΓ̂(j−1)Dn−jF = Γ̂(j)Dn−jF + Γ̂(j−1)Dn−j+1F(23)
and substituting (23) in equation (22) we get
D˜n+1F = Dn+1F +
n∑
j=0
(
n
j
)
Γ̂(j)Dn−jF +
n∑
j=1
(
n
j
)
Γ̂(j−1)Dn−j+1F
= Dn+1F +
n+1∑
j=1
(
n
j − 1
)
Γ̂(j−1)Dn−j+1F +
n∑
j=1
(
n
j
)
Γ̂(j−1)Dn−j+1F
= Dn+1F +
n+1∑
j=1
(
n+ 1
j
)
Γ̂(j−1)Dn−j+1F
where in the last equality we used Pascal’s identity. Hence, eq.(21) is valid
for all n ∈ N. 
4. Linear Differential Equations with point interactions
We now return to Problem 1. Recall that ODE1 is a linear ordinary
differential equation of the form:
(24)
n∑
i=0
aiD
iψ = f
where ai, f ∈ C
∞(R) and an(x) 6= 0, for all x ∈ R. It follows from Picard’s
theorem and other general results in the theory of linear ODEs [Lemma 2.3
and Theorem 3.9 [23]] that a solution of (24) exists, is smooth and globally
defined on R (and is also unique for each initial data).
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The aim of this section is to derive a new differential equation (denoted
ODE2) whose solutions satisfy the conditions (C1) and (C2) stated in Prob-
lem 1. To simplify the presentation we will consider the particular case
I = {0}. The general case where I is an arbitrary finite set, can be solved
exactly in the same way. For I = {0}, the conditions (C2) can be written as
(25) Aψ(0−) = Bψ(0+)
where A = [Aij ] and B = [Bij ] are two m × n matrices with m ≤ n, and
0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1 (the lower bound of i, j is set to zero in order
to simplify the presentation).
The main results of this section are given in Theorem 4.4 and Theorem 4.7.
Some preparatory results are presented in Theorem 4.2 and Corollary 4.3.
We start by defining an operator that will be used to impose the conditions
(C2).
Definition 4.1. Let A,B be defined as above. The ”interface operator”
F̂ : A → D′ is the singular, rank m operator defined by
(26) F̂ =
m−1∑
i=0
n−1∑
j=0
(AijD
iδ̂−D
j −BijD
iδ̂+D
j) .
The next Theorem provides two equivalent formulations of F̂ .
Theorem 4.2. Let ψ ∈ A. The operator (26) can be written as:
(27) F̂ψ =
n−1∑
j=0
m−1∑
i≥k=0
(
i
k
)(
Aij δ̂
(k)
− −Bij δ̂
(k)
+
)
Di+j−kψ
and also as:
(28) F̂ψ =
m−1∑
i=0
n−1∑
j=0
(
Aijψ
(j)
− (0)−Bijψ
(j)
+ (0)
)
δ(i)(x)
where the functions ψ± ∈ C
∞(R) (associated with ψ) are given explicitly by
Theorem 2.3.
Proof. From the definitions of F̂ and δ̂±, we have:
(29) F̂ψ =
m−1∑
i=0
n−1∑
j=0
(
AijD
i(ψ(j) ∗ δ(x)) −BijD
i(δ(x) ∗ ψ(j))
)
Since D satisfies the Leibniz rule with respect to ∗ (cf. Theorem 2.7),
Di(δ(x) ∗ ψ(j)) =
i∑
k=0
(
i
k
)
δ(k)(x) ∗ ψ(i+j−k) =
i∑
k=0
(
i
k
)
δ̂
(k)
+ D
i+j−kψ
and likewise:
Di(ψ(j) ∗ δ(x)) =
i∑
k=0
(
i
k
)
δ̂
(k)
− D
i+j−kψ
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Substituting these formulas in (29), we obtain (27).
We now go back to (29). From eq.(16) we have:
(30) δ̂±ψ
(j) = δ(x)ψ
(j)
± (0), j = 0, . . . , n− 1
where, for each ψ ∈ A, the functions ψ−, ψ+ ∈ C
∞(R) are such that, for
some ǫ > 0
ψ|(−ǫ,0) = ψ−χ(−ǫ,0) and ψ|(0,ǫ) = ψ+χ(0,ǫ) .
These functions always exist (cf. Theorem 2.3). Substituting (30) in (29)
we get (28), concluding the proof.

An important corollary of the previous result is:
Corollary 4.3. Let F̂ be the operator (26). Then F̂ satisfies:
(i) supp(F̂ ψ) ⊆ {0}, for all ψ ∈ A
(ii) Ker(F̂ ) =
{
ψ ∈ A : Aψ−(0) = Bψ+(0)
}
,
Proof. It follows from (28) that supp(F̂ ψ) ⊆ {0} for all ψ ∈ A. Moreover,
also from (28)
ψ ∈ Ker(F̂ ) ⇔
m−1∑
i=0
δ(i)(x)
n−1∑
j=0
Aijψ
(j)
− (0) −Bijψ
(j)
+ (0)
 = 0
⇔ Aψ−(0) = Bψ+(0)
and so F̂ also satisfies the condition (ii). 
The next Theorems 4.4 and 4.7 provide two equivalent formulations of
the ODE2.
Theorem 4.4. Let the ODE1 be given by eq.(24), and the interface condi-
tions by (25). Then the ODE2 can be written explicitly as:
(31)
n∑
i=0
aiD˜
iψ + F̂ψ = f
where D˜ is the new derivative operator (17) with I = {0}, and F̂ is given
by eq.(26).
Proof. For a general ψ ∈ A the support of F̂ψ is, at the most, {0} (cf.
Corollary 4.3). Moreover D˜iψ = Diψ, i = 0, ..., n on R\{0} (cf. eq.(21)).
Hence, on R+ and R−, eq.(31) reduces to eq.(24) and thus any global solution
of eq.(31) will be of the form
(32) ψ = H−ψ− +Hψ+ +∆,
where ψ−, ψ+ ∈ C
∞(R) and supp ∆ ⊆ {0}. Notice that ψ in eq.(32) is
the most general distribution ψ ∈ D′, such that ψ|R− and ψ|R+ are smooth
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functions with smooth extensions to R (recall that the solutions of ODE1
are smooth and maximally defined on R).
Substituting (32) in (31), and using (20) and (28), we get from (31):
n∑
i=0
ai(H−D
iψ− +HD
iψ+) +
n∑
i=0
aiD
i∆(33)
+
m−1∑
i=0
n−1∑
j=0
δ(i)(x)
(
Aijψ
(j)
− (0) −Bijψ
(j)
+ (0)
)
= f .
Separating the terms that involve the Dirac delta and its derivatives from
those that do not, we obtain
n∑
i=0
ai(H−D
iψ− +HD
iψ+) = f ⇔

n∑
i=0
aiD
iψ− = f on R−
n∑
i=0
aiD
iψ+ = f on R+
and thus, as required, ψ satisfies eq.(24) on R\{0}. Moreover,
(34)
n∑
i=0
aiD
i∆+ E = 0
where
E = F̂ψ =
m−1∑
i=0
n−1∑
j=0
δ(i)(x)
(
Aijψ
(j)
− (0)−Bijψ
(j)
+ (0)
)
.
Since supp ∆ ⊆ {0}, we have ∆ = 0 or ord (∆) ≥ 1. In the latter case,
ord (Dn∆) ≥ n + 1 and so ord (anD
n∆) ≥ n + 1 (recall that an(x) 6= 0,
∀x ∈ R). Moreover, we also have ord E ≤ m. Taking into account that the
terms of different orders in (34) are linearly independent, and that m ≤ n,
we conclude that anD
n∆ cannot be cancelled by any other term in (34).
Hence ∆ = 0, and thus equation (34) reduces to
E = 0 ⇐⇒
m−1∑
i=0
n−1∑
j=0
(
Aijψ
(j)
− (0) −Bijψ
(j)
+ (0)
)
δ(i)(x) = 0
⇐⇒
n−1∑
j=0
Aijψ
(j)
− (0) =
n−1∑
j=0
Bijψ
(j)
+ (0) , i = 0, . . . ,m− 1(35)
which are just the interface conditions (C2), given in (25).
Assembling all these results, we conclude that the global solutions of
(31) are of the form ψ = H−ψ− + Hψ+, where ψ−, ψ+ satisfy (24) and
the interface conditions (35) at x = 0. Hence, eq.(31) yields a possible
formulation of ODE2, which concludes the proof.

Remark 4.5. Notice that the ODE2 is not uniquely defined for each ODE1,
and for each interface condition. In fact, any other operator F̂ that satisfies
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the two properties in Corollary 4.3 and such that ord F̂ψ ≤ n for all ψ ∈ A,
can equally well be used to define the ODE2. We can easily conclude that
this is true by reviewing the role played by F̂ in the proof of the previous
Theorem.
The following are two interesting particular cases of eq.(31):
Corollary 4.6. If we set A = B = 0 in eq.(25) (that is, if there are no
interface conditions at x = 0) then F̂ = 0, and the ODE2 reduces to:
(36)
n∑
i=0
aiD˜
iψ = f .
Its solutions are of the form ψ = H−ψ−+Hψ+, where ψ± are two (indepen-
dent) solutions of (24). Hence, ψ might display an arbitrary discontinuity
at x = 0 and thus the dimension of the space of solutions of ODE2, in this
case, is twice the dimension of the space of solutions of ODE1.
If, on the other hand, A = B = 1n×n (where 1n×n is the n × n identity
matrix) then the ODE2 is equivalent to ODE1 (24).
We now present an alternative formulation of the ODE2, which is written
in terms of the standard distributional derivative D, the product ∗, and an
additive (singular) perturbation of the coefficients:
Theorem 4.7. The ODE2 (31) can equivalently be written as:
(37)
n∑
i=0
(
a˜i ∗ ψ
(i) + ψ(i) ∗ b˜i
)
+ F̂ψ = f
where F̂ is the operator (26), a˜i, b˜i are given by:
a˜i =
1
2
ai −
n−i∑
k=1
ai+k
(
i+ k
k
)
δ(k−1)(x), i = 0, ..., n − 1(38)
b˜i =
1
2
ai +
n−i∑
k=1
ai+k
(
i+ k
k
)
δ(k−1)(x), i = 0, ..., n − 1(39)
and a˜n = b˜n = an/2. Notice that a˜i + b˜i = ai for all i = 0, ..., n.
Proof. We want to show that the equations (31) and (37) are equivalent.
Substituting (21) in equation (31) we get:
n∑
i=0
aiψ
(i) +
n∑
i≥j=1
ai
(
i
j
)
Γ̂(j−1)ψ(i−j) + F̂ψ = f(40)
The first term, in (40), can be written as
n∑
i=0
aiψ
(i) =
n∑
i=0
(ai
2
∗ ψ(i) + ψ(i) ∗
ai
2
)
(41)
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since the coefficients ai are smooth. Moreover, the second term satisfies:
n∑
i≥j=1
ai
(
i
j
)
Γ̂(j−1)ψ(i−j) =
n−1∑
i=0
n−i∑
k=1
ai+k
(
i+ k
k
)
Γ̂(k−1)ψ(i) .(42)
Substituting (41) and (42) in (40) and using (15), we easily obtain (37) with
a˜i and b˜i defined by (38) and (39). 
5. Simple example
In this section we study a simple example in order to illustrate the previ-
ous results. Let the ODE1 be the equation:
(43) ψ′′ + k2ψ = 0,
where k ∈ R+. Assume that I = {0}, and that the interface conditions (C2)
are of the form:
(44) Aψ(0−) = Bψ(0+)
where:
(45) A =
[
k1 0
0 k2
]
, B =
[
1 0
0 1
]
with k1, k2 ∈ R. Notice that if k1 = k2 = 0 then the conditions (44) are
separating. If k1, k2 6= 0, they are interacting.
According to Theorem 4.4, the ODE2 for this system can be written in
the form
(46) D˜2ψ + k2ψ + F̂ψ = 0,
where D˜ is the new derivative operator (17) and F̂ is given by (26) (notice
that m = n = 2):
(47) F̂ψ = (k1δ̂− − δ̂+)ψ + (k2δ̂
′
− − δ̂
′
+)ψ
′ + (k2δ̂− − δ̂+)ψ
′′ .
Let us then solve (46) explicitly. From (21) and (47), we easily conclude
that on R+ and R− the eq.(46) reduces to (43). Hence, its global solution
is of the form
(48) ψ = H−ψ− +Hψ+ +∆,
where supp∆ ⊆ {0} and ψ± ∈ C
∞ satisfy (43). Moreover, from (28),
(49) F̂ψ = δ(x)(k1ψ−(0)− ψ+(0)) + δ
′(x)(k2ψ
′
−(0) − ψ
′
+(0)) .
Substituting (48) in (46), and using (20) and (49), we get
H−(ψ
′′
− + k
2ψ−) +H(ψ
′′
+ + k
2ψ+) + ∆
′′ + k2∆(50)
+δ(x)(k1ψ−(0)− ψ+(0)) + δ
′(x)(k2ψ
′
−(0) − ψ
′
+(0)) = 0
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Separating the terms that depend on the delta Dirac from those that do not,
we get from (50)
H−(ψ
′′
− + k
2ψ−) +H(ψ
′′
+ + k
2ψ+) = 0⇐⇒
{
ψ′′− + k
2ψ− = 0 on R−
ψ′′+ + k
2ψ+ = 0 on R+
and
(51) ∆′′ + k2∆+ δ(x)(k1ψ−(0)− ψ+(0)) + δ
′(x)(k2ψ
′
−(0) − ψ
′
+(0)) = 0
The terms of order higher than two yield ∆′′+k2∆ = 0. Since supp ∆ ⊆ {0}
this implies ∆ = 0. Hence, eq.(51) reduces to
δ(x)(k1ψ−(0)−ψ+(0))+δ
′(x)(k2ψ
′
−(0)−ψ
′
+(0)) = 0⇔
{
ψ+(0) = k1ψ−(0)
ψ′+(0) = k2ψ
′
−(0)
which are just the original interface conditions. We conclude that the solu-
tions of ODE2 are of the form
ψ = H−ψ− +Hψ+
where ψ± satisfy the eq.(43) and the interface conditions (44,45).
Equivalently, the ODE2 can be written in the form given by Theorem 4.7
(52)
2∑
i=0
(
a˜i ∗ ψ
(i) + ψ(i) ∗ b˜i
)
+ F̂ψ = 0
where F̂ is given by (47) or (49), and{
a˜0 =
1
2k
2 − δ(1)(x)
b˜0 =
1
2k
2 + δ(1)(x)
,
{
a˜1 = −b˜1 = −2δ(x)
a˜2 = b˜2 =
1
2
These coefficients can be easily calculated from (38,39). Notice that a˜i+ b˜i =
ai, i = 0, 1, 2, where ai, i = 0, 1, 2 are the coefficients of eq.(43) written in
the form (24).
Two interesting cases described by eq.(46) (or by eq.(52)) are the total
confining case (k1 = k2 = 0) where the global solutions are of the form
ψ = H−ψ− (and thus confined to R−, but unrestricted otherwise), and the
continuous conditions, corresponding to k1 = k2 = 1, for which the ODE2
is equivalent to the original ODE1.
6. The n-order derivative operator with point interactions
As a by-product of the previous results, in this section we obtain an ex-
plicit relation between the singular perturbations of the n-th order derivative
operator L̂0 = (iD)
n with domain in the Sobolev space D(L̂0) = W
n
2 (R),
and the extensions (self-adjoint or not) of the symmetric restriction of L̂0
to D(R\{0}):
Ŝ = L̂0
∣∣∣
D(R\{0})
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More precisely, we will consider the extensions L̂AB of Ŝ, with domain (cf.
eq.(25)):
(53) D(L̂AB) = {ψ ∈ W
n
2 (R−)⊕W
n
2 (R+) : Aψ(0
−) = Bψ(0+)}
where A,B are twom×nmatrices (m ≤ n). These operators are restrictions
of the adjoint of Ŝ:
Ŝ∗ :Wn2 (R−)⊕W
n
2 (R+) −→ L
2(R)
Ŝ∗(H−ψ− +Hψ+) = (i)
n
(
H−ψ
(n)
− +Hψ
(n)
+
)
where ψ± ∈ W
n
2 (R). We will then show that each operator L̂AB coincides
with a particular singular perturbation of the operator L̂0. These singular
perturbations are formulated intrinsically using the formalism of the previ-
ous sections. We remark that the set of extensions of Ŝ with domain (53)
includes all self-adjoint extensions of Ŝ, as well as non-self-adjoint ones.
In order to present the main result of this section, we first need to slightly
extend the domain of definition of the product ∗ and of the operators δ̂
(n)
±
and Γ̂(n). Let us introduce the spaces
An = Cnp ⊕F
n , AnI = (C
n
p ∩ C
n(R\I)) ⊕FnI , n ≥ 0
where I ⊂ R is a finite set, Cnp is the set of piecewise n-th order differentiable
functions, Fn (respectively, FnI ) is the space of Schwartz distributions of
finite support (respectively, of support I) and of order less or equal to n+1.
We have of course, A∞ = A and A∞I = AI . The definition of the product
F ∗G, given by (12), can be trivially extended to F,G ∈ An, and the product
still satisfies (14). Notice that for F,G ∈ An, we have fi, gi ∈ C
n in (14).
This definition and its properties were studied in detail in [10].
Using the new product, the operators δ̂
(n)
± and Γ̂
(n) can also be extended
to Am for all m ≥ n. They still satisfy (16) for F ∈ Am and m ≥ n + j.
Likewise, the operator D˜I can be extended to the form D˜I : A
n −→ D′ for
all n ≥ 0. This generalization also satisfies (19) for F ∈ Ak−1I , and (20)
for F ∈ Ak−1{0} . Finally the domain of the interface operator F̂ (26) can be
extended to An−1 and the result (28) is still valid for ψ ∈ An−1. Then:
Theorem 6.1. The operator L̂AB, restriction of Ŝ
∗ to the domain (53),
coincides with the operator
L̂F = (iD˜)
n + F̂
defined on its maximal domain
Dmax(L̂F ) := {ψ ∈ L
2(R) : L̂Fψ ∈ L
2(R)} .
Here, F̂ is the extension of the interface operator (26) to An−1.
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Proof. For x 6= 0 the operator L̂F is given by (iD)
n. The maximal domain
of (iD)n for x 6= 0 is the Sobolev space Wn2 (R\{0}). Hence, every ψ ∈
Dmax(L̂F ) can be written in the form:
ψ = H−ψ− +Hψ+
where ψ−, ψ+ ∈ W
n
2 (R).
We now prove that ψ satisfies the boundary conditions (53). Acting with
L̂F , and using (20) we find:
L̂Fψ = (iD˜)
nψ + F̂ψ = (i)n
(
H−ψ
(n)
− +Hψ
(n)
+
)
+ F̂ ψ
where we took into account that ψ ∈ Wn2 (R\{0}) ⊂ A
n−1
{0} and that (20) is
valid in this domain. Using (28) (which is also valid for ψ ∈ An−1{0} ) we find:
L̂Fψ ∈ L
2 ⇐⇒ F̂ψ ∈ L2 ⇐⇒ F̂ψ = 0
⇐⇒
n−1∑
j=0
Aijψ
(j)
− (0) =
n−1∑
j=0
Bijψ
(j)
+ (0) , i = 0, . . . ,m− 1
which are just the boundary conditions on the domain of L̂AB.

An important example from the set of operators L̂F is
L̂F = Ŝ
∗ = (iD˜)n
which corresponds to the case where A = B = 0.
Finally, we remark that Theorem 6.1 is equally valid if F̂ : D(F̂ )→ D′ is
an arbitrary operator satisfying:
(i) supp F̂ψ ⊆ {0}, for all ψ ∈ Wn2 (R\{0}) ⊆ D(F̂ ),
(ii) Ker F̂ ∩Wn2 (R\{0}) = D(L̂AB).
and thus there is a large class of operators L̂F coinciding with each s.a.
perturbation of L̂0.
7. Previous approaches and outlook
In this paper we used the intrinsic formalism developed in [8, 10] to ob-
tain a solution for the problem of constructing an ODE (strictly defined
within the space of Schwartz distributions) whose global solutions satisfy a
prescribed set of interface conditions. We addressed the (inverse) problem
of constructing an equation from the properties of its global solutions. On
the other hand, we have not solved the general problem of determining the
(properties of the) solutions of the ODE2 when the coefficients are arbitrary
elements of A. This will be the topic of a future work, where we will show,
in particular, that in such general case the solutions might be singular dis-
tributions, and not only regular functions as in the case considered here. We
will also address the problem of existence and uniqueness of the solutions of
ODEs with arbitrary coefficients in A.
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In this paper we have also studied the closely related problem of deter-
mining the singular perturbation of the n-th order derivative operator whose
domain satisfies a prescribed set of interface conditions. The two problems
(for ODEs and operators) were solved in terms of exactly the same type of
singular perturbations. The results for the operator (iD)n generalize those
of [10] where we have already constructed an intrinsic boundary potential
formulation for all s.a. Schro¨dinger operators with a point interaction.
The problem of determining explicit formulations of singular perturba-
tions of linear operators was studied before by other authors. Most relevant
are the results of Kurasov and Boman [20, 21] using a theory of distribu-
tions for discontinuous test functions (see also [2] and [4]). We will finish
this section with a brief discussion of the relation between their approach
and ours.
The spaceK of discontinuous test functions is the subspace of C∞(R\{0})∩
C∞p (R) of functions with compact support. Distributions over discontinuous
test functions are the linear and continuous maps from K to C, where con-
vergence in K is defined in the usual sense of test functions.
In K′ a distributional derivative can be defined by:
〈DKφ, g〉 = −〈φ, ∂xg〉 , g ∈ K
where ∂x is the usual pointwise derivative, and 〈 , 〉 is the dual bracket in
K′ × K. In the same way, a product of φ ∈ K′ by f ∈ Kloc = C
∞(R\{0}) ∩
C∞p (R) can be defined by duality
〈φ ⋆K f, g〉 = −〈φ, fg〉 , g ∈ K
since fg ∈ K.
This formalism was used in [20] to define singular perturbations of one-
dimensional Schro¨dinger operators:
(54) Ĥ = −D2K + B̂H
where B̂H is a singular boundary operator of the form:
B̂Hψ = aD
2
Kδ ⋆K ψ +DK(bδ + cδ
′) ⋆K ψ + (dδ + eδ
′) ⋆K ψ
where a, b, c, d, e ∈ C. The same formalism was also used to defined singular
perturbations of the n-th order derivative operator [21]
(55) L̂ = (iDK)
n + B̂L
in terms of a singular interaction term:
B̂L =
m−1∑
i,j=0
cij〈δ
(j), · 〉 δ(i) .
Both operators Ĥ and L̂ are of the general form (in the former case n = 2):
Â : D(Â) ⊂ Wn2 (R\{0}) −→ K
′
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and if we set D(Â) = Dmax(Â) = {ψ ∈ W
n
2 (R\{0}) : Âψ ∈ L
2(R)} then Â
is not s.a. [20]. In order to produce physically sensible results, we have to
compose Â with the projector
η̂ : K′ −→ D′
to get ÂD = η̂Â. Then, for suitable boundary operators B̂H and B̂L, the
operator ÂD in the domain:
D(ÂD) = Dmax(ÂD) = {ψ ∈ W
n
2 (R\{0}) : ÂDψ ∈ L
2(R)} ,
coincides with one of the s.a. perturbations of Ĥ0 or L̂0, respectively.
Using the operators η̂Ĥ, Kurasov was able to determine a singular per-
turbation formulation for the entire set of s.a. Schro¨dinger operators with
a point interaction [20]. An equivalent result for the n-th order derivative
operator was obtained by Kurasov and Boman using the operators η̂L̂ [21].
In the context of differential operators, the motivation of Kurasov’s for-
mulation is, of course, closely related to ours. The two formalisms, however,
display some important differences:
(1) Kurasov’s formulation of the operators with singular perturbations,
like the formulations in terms of generalized functions, is not intrinsic. The
new operators are written in terms of the new distributions in K′, the new
derivative operator DK , and a new product ⋆K . This structure satisfies
a delicate set of properties: DK does not satisfy the Leibniz rule, the de-
rivative of a constant is not zero, and even for smooth functions the new
derivative yields objects that are outside from D′. Finally, as we have seen,
the resulting formulation has to be projected down to D′ in order to yield
physically meaningful results.
(2) Kurasov’s formulation of the n-th order derivative operator with s.a.
interface conditions requires the use of infinite coupling constants in order
to model all possible cases [21]. In Problem 1 we have a more general situa-
tion, with a more general differential operator, and arbitrary linear interface
conditions (s.a. and non s.a.). It is possible that Kurasov’s approach can be
used to determine an explicit formulation of the ODE2 in some particular
cases, but it seems less likely that a general solution can be obtained. In
any case, ODEs with singular coefficients have never been studied in the
literature using Kurasov’s formalism, so it would be an interesting problem
to determine which cases can be solve using this approach.
(3) If we consider the direct problem of formulating a general linear ODE
(of the form (1)) with singular coefficients and admit the possibility of singu-
lar solutions, then Kurasov’s approach does not seem to be possible because,
in general, even the term a0ψ is ill-defined. In a future paper we will address
this problem for a class of singular coefficients using the intrinsic approach.
We will see that in the general case the solutions of these ODEs can be
discontinuous or singular.
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