Ahstmet-We extend our previous work on a classification algorithm for time series. Given time series pmduced by different underlying generating processes, the algorithm predicts future time series values based on past time series values for each generator. Unlike many algorithms, this algorithm predicts a distribution over future values. This predidion forms the basis for labelling part of a time series with the underlying generator that created it &en some labelled examples. The algorithm is robust to a wide variety of pmsible types of changes in signals including mean shifts, amplitude changes, noiSe changes, period changes, and changes in signal shape. We improve upon the speed of our previous approach and show the utility of the algorithm for discriminating between diflerent states of the mboVenvimnment from robotic sensor signals.
I. INTRODUCTION
Segmentation of time series into discrete classes is an imponant problem in many fields. We approach the prohlem from the field of robotics where time series generated by sensors are readily available. We are interested in using these signals to identify sudden changes in the robot's environment. By identifying these changes in the sensor signals, the robot can intelligently respond to changes in its environment as they occur. For this application, the signal segmentation must be performed in real time and on line. Therefore, we are focused on algorithms which are amenable to on-line use. Also, usually mathematical models of the processes that generate the sensor signal are unavailable as are the number of possible generating processes. Therefore, we are focused on techniques that require very little a priori knowledge and very few assumptions. In particular, we are focused on techniques where the number of generating processes (or classes of signals) is unknown in advance and where generator models for each class are unavailable.
In previous work [l], we developed a technique for segmenting a time series into different classes given labelled example time series. In that work, we broke the time series into windows and used distance metrics over probability densities to determine from which class each window was generated. In subsequent work [2], we introduced a new algorithm that allows for smaller window sizes, puts the segmentation on a strong probabilistic foundation, and takes into account the conditional dependence of time series points on points in the recent past. In this work, we improve on the speed of the algorithm. We also show that the newer algorithm works for a wide variety of signals generated from robotic sensors.
We have named the new algorithm for classifying time series the Probable Series Classifier (PSC). It is based on a time series prediction component which we will refer to as the Probable Series Predictor (PSP). It generates predictions based upon an internal non-parametric model which is trained from an example time series. PSP uses this model and the most recent values from a time series to predict likely future time series values. PSP is typically used to predict the next value in a running time series based on recent observed values, as a new observation is obtained the process is repeated. Unlike many other methods, PSP does not predict a single next value for the time series, but instead predicts a probobiliry density over next values. PSP is capable of making multi-model predictions which is important in order to represent realistic time series. PSC uses several PSP modules to classify a time series into one of a set number of pre-trained generator classes. PSC uses one PSP module per generator class. Each PSP module is pre-trained from an example time series from a generator classes. To classify an unknown time series, PSC runs each PSP module on it and chooses the most predictive one as the predicted class label.
There has been much interest in time series analysis in the literature due to the broad applicability of time series techniques. There have also been many approaches to time series predictions, most of which are focused on producing a single predicted value, such as the various ARIMA models (e.g. [31). All of these techniques produce a single estimated next value in the time series. In contrast, we generate a distribution over next values. These ARIMA models are also not class-based, which makes them better suited for time series produced by a single underlying process or underlying processes that vary continuously. PSC, on the other hand, is tuned for situations where the time series is produced by a set of discrete underlying processes. These differences make these other algorithms suited for a different clsss of problems than PSC.
There are also a wide variety of algorithms based on classes, particularly in the domain of fault detection and identification (FDn. These FDJ algorithms (e.g. [41, [SI)
are usually specialized for the case of two classes, one which represents normal operation of the system and one which represents a failure. Because it is difficult to gather data on failure cases, these algorithms focus on confirmingldenying the hypothesis that the system is working correctly. This focus results in algorithms that have a one-sided test where the decision of workingjfailure is based entirely on the properties of the normal case which results in less knowledge being needed at the cost of some resolution power. Also, most of the algorithms are further specialized for detecting particular types of changes in the signal. Detecting mean shifts in the signal is a particularly common specialization while other algorithms specialize in variance changes.
We take a very general approach where we detect a wide variety of types of changes to the signal which sets PSC apart from these other techniques. There has also been a lot of interest in HMMs and switching state-space models, e.g. [61, [71. These techniques require an a priori knowledge of the underlying structure of the system, which is not available for the robotic signals we are interested in. PSC does not require as much knowledge about the system shucture, as we only require labelled time series examples. Consider a time series of values Zo,Z1, . . . , Zt generated by I; distinct Markov generators. At each point in time, one of the generators is active and generates the next data value in the time series based upon its hidden state and the previous time series values. We are interested in using the time series of values to recover which generator was active at each point in time using only example time series created by each generator.
PROBABLE S E R I I~S
The belief state at time j for generator ci is the probability of it k i n g active at time j :
We take a maximum likelihood approach, and are interested in finding c, that maximizes this probability.
Note that P(ZjIZj-1,. . . ,&) is just a normalizing constant and thus doesn't affect which ci has the maximum likelihood. Furthermore, weLwill make the simplifying assumption that the effective information found in time series values more than m time steps in the past is negligible, given more current readings. This assumption simplifies P ( z j l Z j -l~. . . : Z o , c i , l ) to P(Zj1Zj-I ,..., Zj-m,Ci.j).
Here we have assumed that c ,~ is independent of observations before time j given c1.~-1 for all 1.
These assumptions simplify the problem to finding the ci that maximizes the following equations providing a recursive solution:
This belief update equation is useful for segmentation and classification. Our Probable Series Classifier algorithm uses this equation for classification by finding the generator class that maximizes the probability of an unknown time series (using PSP for some key calculations). The probability of the unknown time series of length w for a generator ci can be calculated using the following equations where 
PROBABLE SERIES PREDICTOR ALGORITHM
We need a prediction of the likelihood of new time series values based upon previous values and the current generator ci, P ( Z j 1 Z -1 , . . . ,Zj-,,,,ci,j). Note, that ci is known in this case. Assume we have previous time series values generated by this generator. Using these examples and recent time series values, we can estimate the time series value at time j . We will focus on the case where m = 1 and 5 is a single dimensional value. We have: a set of value pairs &,&l a value at time j -1: 3j-1 We need to generate a probability for each possible Zj. We can use non-parametric techniques with a locally weighted approach. The problem is visualized in Figure 1 . We need to introduce'some terminology to more easily discuss the problem. base ralue(s) The time series value(s) used in generating a predicted value, i.e. those on which the output is conditioned. In the case of m = 1, this is just Zj-l. We will generate a probability density by generating a weighted set of output value predictions, one from each model point. A kemel is used that assigns more weight to model point.. with base value(s) near the query base value(s). The predicted output values must then be smoothed lo form a continuous probability density.
We use a bandwidth limited kernel over base value(s) to weight model points for speed reasons. The kemel used is the Ui-weight kemel:
This kernel approximates a Gaussian but is much cheaper to compute and reaches zero in a finite bandwidth. The finite bandwidth allows most points to be eliminated from further processing after this step. The bandwidth h is a smoothing parameter that must be selected that controls the amount of generalization performed. From non-parametric statistics, it is known that in order for the prediction to converge to the true function, as n + 00 (the number of model points), the following two properties must bold h -0 and n * h i M. These properties ensure that each estimate uses more data from a narrower window as we gather more data. We use a ballooning bandwidth for our bandwidth selection. A ballooning bandwidth chooses the bandwidth as a function of the distance to the kth nearest neighbor. Since the average distance between neighbors grows as l/n, we choose a bandwidth equal to the distance to the , h nearest neighbor, ensuring that the bandwidth grows as l / , h satisfying the required statistical propelties.
We add a small constant a, to this bandwidth to ensure that a non-zero number of points have non-zero weight. This constant is chosen equal to the minimum amount of base value change that is considered meaningful. Each model point is assigned a weight by the base kernel Kt which is used to scale its prediction in the next stage. We additionally constrain the approximation to use no more than fi points by only using the , h nearest points to the query base value(s). In the case of points that are the same distance from the query base value(s), we use newer model points in preference to older model points. A prediction is made based on each model point that is simply equal to its output value (we will refine this estimate later). The dotted lines leading from each model point used in the prediction shows these predicted output values. PSP is described in pseudo-code in Table I .
The predicted output values must be smoothed to get a continuous probability density. We will again tum to nonparametric techniques and use a Gaussian kernel centered over each point. A Gaussian kemel is used because it assigns a non-zero probability to every possible outcome.
If we chose a bandwidth limited kemel, some regions would have zero probability. These zero probability regions would make entire sequences have zero probability for some classes, a form of overlituna The Gaussian kemel
We need a method for selecting a bandwidth for K g .
the output kemel. We can't reuse the ballooning method because it would result in an invalid probability density function which changes as you query it. This output bandwidth can be found by a simple search if we first choose a metric for determining the quality of a bandwidth. The error we are interested in is the ratio of predicted to actual probabilities. We chose to use the pseudo-likelihood cross validation measure [SI, [9] . This method is known to minimize the Kullback-Leibler distance(for many classes of probability densities [IO]), a close proxy for the desired error. The pseudo-likelihood cross validation method maximizes the likelihwd of the data predicting itself over all possible bandwidths under leave-one-out cross-validation, The pseudo-likelihood cross validation measure is defined as:
used is:
PSP searches over all possible bandwidths from one corresponding roughly to expected measurement noise to one corresponding to the range of possible values. The pseudolikelihood measure seems to be unimodal (at least over our data). We have used this to speed up the search and have noticed no degradation in performance over an exhaustive search. ' h e search is done by starting with a range over all possible bandwidths. Five bandwidths are selected from this range (one at each end plus three in the middle) such that they have a constant ratio. The maximum pseudolikelihood measure amongst these points is found. A new range is chosen equal to the range between the sample point smaller than the maximum and the sample point larger than the maximum. The process is repeated until the ratio between the top of the range and the bottom is less than a constaut y (we used y = 1.2). The bandwidth with the maximum pseudo-likelihood is then chosen as the banduridth. This new recursive bandwidth selection scheme makes the algorithm run in 60% of the time taken by our previous exhaustive search. AS exemplified in Figure 1 , there is usually a strong correlation between the time series values at time t and t -1. This correlation causes a natural bias in predictions.
Model points with base values below/above the query base value tend to predict an output value which is too lowhigh, respectively. We can remove this bias by compensating for the correlation between xi and xi--l. We calculate a standard least squares linear fit between zt-1 and xi. Using the slope of this linear fit, we can remove the bias in the predicted output values by shifting each prediction in both base value and output value until the base value matches the query base value. This process is shown in Figure 2, where we can see that the predicted output value can shift a substantial amount, particularly when using points far from the query base value. This correlation removal was used in all the tests performed in this paper. 
IV. EVALUATION
We evaluated the Probable Series Classifier (PSC) using data logged by our robot as it performed various tasks. The data was hand classified as a baseline for comparison with the automatic classification. We used a standard Sony AIBO ERS-210 for gathering all of our data.
A. Merhodology
We generated a set of data series from the sensors on our robot. We used two different sensors, a CMOS camera and an accelerometer. Since PSC currently only supports single dimensional data, we reduced each data series down to a single dimensional data series. Each camera image was reduced to an average luminance value (a measure of brightness), resulting in a 25Hz luminance signal. The accelerometer data is inherently three dimensional with accelerations along three axes. We chose to use the axis oriented towards the front of the robot (the other axes gave similar results). The accelerometer data bas a frequency of 125Hr. For each task, PSC was trained on a segment of data for each possible class. PSC used a window of data to generate each classification starting at the data item to be classified and extending backwards in time, i.e. only data that would be available in an on-line scenario was used for classification. The PSC generated label was compared to a hand generated label to ascertain accuracy. In some of the signals, there were segments of the test signal that did not correspond to any of the trained classes. These segments were not used in calculating accuracy. We considered four different classification tasks, two using each sensor stream. PSC assigned to this class at each p i n t in time (based on a window of data prior to this time point). Ideally, the probability would be 1.0 when the thick black bar is present and 0.0 otherwise. In sections where the test data series does not correspond to any of the trained classes, the indicator bar is absent and the output of PSC for each class is irrelevant. Figure 3 shows the results from the first accelerometer task distinguishing between walking down a metal ramp, across a soft carpet, and into a low wooden wall. This task is labelled as "walk stability" in the results su&ary table.
PSC was trained on one example sequence and tested on a completely separate sequence. Each class was trained using 500 examples, except 400 examples were used for training the "ramp" class. PSC was tested on windows of size 50 (.4 seconds of data). PSC was tested after every 5 data points, i.e. the window was moved 5 data points at a time. As the graphs show, PSC does an excellent job of distinguishing between these different walking conditions achieving and accuracy of 99.19%. Figure 4 shows the results from the second accelerometer task distinguishing between playing soccer, walking into a wall, walking with one leg hooked on an obstacle, and standing still. The playing class includes a wide variety of signals including walks in several different directions and full body kicking motions such as diving on the hall. This task is labelled as "walk interference" in the results summary table. PSC was trained on example sequences from the test sequence. In other tests, we did not observe a noticeable difference between testing on training data and testing on separate testing data. Each class was trained using 5000 examples. PSC was tested on windows of size 125 (I second of data), and was tested after every 100 data points. PSC performed well overall, correctly classifying 78.49% of the test windows. PSC performed perfectly on the standing still data. It had the most problems identifying hooked on an obstacle (59.84% accurate), often confusing it with playing (69% of errors for this class). Figure 5 shows the results from the first camera task distinguishing between bright, medium, dim, and off lights while the robot is playing soccer. This task is labelled as "lights playing" in the results summary table. PSC was trained on one example sequence and tested on a completely separate sequence. Each class was trained using 1000 examples. PSC was tested on windows of size 50 (2 seconds of data), and was tested after every 25 data points.
PSC performed fair overall, comctly classifying 64.69% of the test windows. Most of the errors were due to problems distinguishing between bright lights and medium lights. Confusion errors between these two classes accounted for 54% of the errors the algorithm made during this test. Use of average luminance from images to distinguish hetween l " Fig. 6 . bright, medium. dim. and off lights while standing siill. Figure 6 shows the results from the second camera task distinguishing between bright, medium, dim, and off lights while the robot is standing still. The robot moved its head to look at different objects. This task is labelled as "lights standing" in the results summary table. PSC was trained on one example sequence and tested on a completely separate sequence. Each class was trained using 15G200 examples.
PSC was tested on windows of size 50 (2 seconds of data), and was tested after every 10 data points. As the graphs show, PSC excels at distinguishing between these different lighting conditions, achieving an accuracy of 93.77% V. CONCLUSION We have presented an algorithm for generating predictions of future values of time series and shown how to use that algorithm as the basis for a classification algorithm for time series. The algorithm is general in that it is able to detect a wide range of changes to a signal. The algorithm can be used to replace a collection of algorithms tuned to detecting particular changes in signals with one algorithm which can detect any change to the signal. We proved through testing on robotic sensor data that the resulting classification algorithm can be used to differentiate between semantically different signal classes.
