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Abstract
Wireless Body Sensor Network (WBSN) technologies are one of the main research
fields in the health care and entertainment industry. These technologies aim to one
day become mature enough to improve the quality of human life. For example,
WBSN technologies are able to control and monitor the health status of a patient
at all times, alert patients or practitioners about abnormal physical health status
that otherwise would have been ignored or remained unnoticed by the patient, give
enough time to the patient to seek medical care, and thus help to cure illness before
symptoms become visible or the physical health of the patient becomes critical. They
allow elderly and chronically ill people to maintain their independence without need
for constant supervision or the presence of caregivers.
WBSNs are an attractive proposal for such scenarios due to the ease of instal-
lation, their small size, low cost, low power consumption and low maintenance.
Although WBSNs have significant benefits, their characteristics create numerous
challenges, namely: network mobility in urban environments, interference caused by
other technologies sharing the same frequency band, and most importantly, limited
resources such as finite power supply, computational power, storage capacity and
communication capabilities.
This thesis investigates adaptive resource allocation embedded into IEEE 802.15.4-
based WBSNs with the aim to address the interference problem while reducing the
overall energy consumed. In particular, the primary goal of this thesis is to maintain
a reliable data communication between sensor nodes and their corresponding coor-
dinator node by physical-layer resource allocation (frequency, and transmit power).
Furthermore, our secondary goal is to increase the overall lifetime of the network
by optimising energy consumption of the WBSN nodes. All these require the pro-
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tocol running on the WBSN to be not only energy-efficient, robust and reliable, but
also adapt to an ever changing interference background. To achieve these goals, an
adaptive scheme embedded into real WBSN nodes to cope with interference changes
within a variety of interference conditions is introduced.
All proposed schemes in this thesis are compared in different case studies, demon-
strating the behaviour of each scheme under varying levels of interference source
density and interference traffic intensity. Issues and challenges pertaining to relia-
bility, energy-efficiency and robustness are addressed and investigated by conducting
comprehensive simulation studies. Beyond this, some of the most promising of the
proposed schemes are also evaluated via an experimental implementation to further
validate the simulation results in a real life scenario and to assess the feasibility of
embedding the proposed schemes on existing WSN nodes.
In the first stage, the IEEE 802.15.4 standard is compared with the so-called
genie scheme. The genie scheme is a hypothetical scheme designed to illustrate
the upper bounds of what is achievable in terms of successful data transmission
when a WBSN is faced with an ever changing interference background and when
all the WBSN nodes have global information of the channel quality for all available
frequencies. An important conclusion from this study is that frequency adaptation
can lead to an 80% increase in the fraction of successfully delivered data packets
when compared with the no-adaptation scheme (IEEE 802.15.4 standard).
Next, periodic frequency adaptation schemes are explored. Finally, a further class
of frequency adaptation schemes called Lazy schemes is proposed. The presented
results suggest that the Lazy scheme is the most suitable adaptation approach for
WBSNs to be used in harsh urban environments, as the Lazy scheme shows compa-
rable performance to the genie scheme in terms of transmission success rates while
reducing the overall consumed energy. To improve the Lazy scheme, different co-
ordinator discovery schemes are proposed. However, contrary to our predictions,
the performance evaluation results reveal that the proposed passive coordinator
ii
discovery schemes lead to insignificant improvements in the overall successful data
communication rates and energy consumption of the WBSNs. The relative perfor-
mance trends between the IEEE 802.15.4 standard, a periodic adaptation scheme
and the Lazy scheme are also confirmed experimentally by measurements. For these
experiments an implementation of these schemes has been developed.
Finally, after implementation of the proposed Lazy scheme on existing WSN
nodes, the effects of transmit-power variation and coupling variation of transmit-
power with frequency adaptation is evaluated for interference mitigation in WBSNs.
The simulation results showed that the upper bound of transmit-power adaptation
alone has a significantly lower performance improvement than the frequency adapta-
tion in environments with high WiFi interference. Furthermore, coupling maximum
transmit-power with frequency adaptation, increases the data communication re-
liability and also reduces the overall energy consumption of the sensor nodes, by
lowering the orphaning time, for scenarios with high WiFi interference.
Finally, the effects of coupling variation of transmit-power with frequency adap-
tation for interference mitigation in WBSNs are evaluated. The simulation results
show overall that for high-interference scenarios frequency adaptation alone has a
much stronger impact on performance than transmit power alone. Furthermore,
employing frequency adaptation and using the maximum transmit power increases
the data communication reliability and at the same time reduces the overall energy
consumption of the sensor nodes. The results shown in this thesis suggest that
the Adaptive-Lazy scheme shows significant improvements over the existing IEEE
802.15.4 standard and the Lazy scheme without transmit-power adaptation in sce-
narios with varying interferer densities and intensities. There is a strong prospect
for the proposed scheme to be used in WBSN applications.
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1. Introduction
This chapter introduces the main idea of this thesis. First, an overview of Wire-
less Sensor Networks (WSNs) will be presented. Next, a discussion about Wireless
Body Sensor Networks (WBSNs) and their differences to WSNs is given. Then, the
problem statement is presented, followed by a discussion of the solution approach.
Finally, the methodology and thesis contributions are described, followed by the
thesis outline.
1.1. Wireless Sensor Networks
WSNs are a well-established technology, typically used for control and monitor-
ing purposes in many industrial and consumer applications [1214, 35, 179]. Ap-
plications in which WSNs could be used include: (i) Environmental Monitor-
ing: monitor and report the environmental conditions at sensors' locations to the
base station in farms and forests [49, 76, 101, 123, 188]; (ii) Automatic Me-
ter Reading (AMR): reading electricity or gas meters within residential areas
[17, 37, 38, 44, 63, 108, 120]; (iii) Industrial Automation and Control: WSNs
could be used to control and monitor industrial processes and also to detect mechan-
ical faults in hard-to-reach or harsh and hazardous environments and, if needed, to
act accordingly [48, 78, 92, 156, 159]; (iv) Inventory Management: in big ware-
houses sensor nodes could be attached to items or shelves, to inform about any
shortage of particular items or to identify the locations of items at any time (in
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this area Radio-Frequency IDentification (RFID) systems are also commonly used)
[110, 136, 140, 156, 167, 186]; (v) Surveillance and Tracking: sensors are also
being used for detecting moving objects, and in security systems [27, 85, 107, 121,
122, 153].
WSNs consist of nodes that are wirelessly connected to each other, forming a
network (typically multi-hop). Each node is able to connect to one or more nodes,
depending on the type of node, its functionality, the application, and protocols used.
The main components of a typical WSN node consist of digital circuitry, microcon-
troller, wireless transceiver, power source, and optional sensors and/or actuators.
The size of WSNs varies from just a few to hundreds or thousands of nodes. De-
pending on the application and the protocols used, WSNs can form a simple single-
hop star topology or more advanced multi-hop mesh topologies. Some of the
challenges that need to be considered while designing and developing a WSN are
scalability, robustness, network lifetime, energy consumption, fault tolerance, and
mobility.
1.2. Wireless Body Sensor Networks
WBSNs target applications related to monitoring and processing of human vital
signs for health and well-being, entertainment and tracking applications [31, 34, 98,
158]. The ultimate goal of WBSNs is to improve the quality of human life. For
example, WBSN technologies could be used to seamlessly monitor the health status
of elderly and chronically ill people without the need for constant supervision or
presence of caregivers, allowing them to maintain their independence and freedom.
The major difference that separates classical WSNs [80, 145] from WBSNs is that
WBSNs usually form small to medium-sized networks, and sensor nodes are at most
one to two hops away from a coordinator node [39, 68]. The most common topology
used for such networks is the star topology with only a single-hop between the sensor
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node and the coordinator [14, 111, 171]. Another significant property of WBSNs is
their group mobility. This means that, although each node in a WBSN has limited
independent internal mobility, all sensor nodes and the coordinator node move as
a whole, along with the movement of their human carrier [98]. This is also known
as network or group mobility. Contrary to WBSNs, WSNs are usually static,
medium to large-scale and multi-hop networks with very few mobile nodes [144, 157].
There are many protocols and standards that are used for WSNs and WBSNs
[7, 16, 93, 97]. The IEEE 802.15.6 standard [7] is a standard specifically designed for
WBSNs in 2012 which has been recently released. Although this is a very promising
standard for WBSN applications, to the best of the authors knowledge, no WBSN
node compatible following the specification of this standard is commercially avail-
able, both at the start and completion date of this thesis. A more popular, mature
and well-established standard is the IEEE 802.15.4 standard [97]. The IEEE 802.15.4
standard is a Low-Rate Wireless Personal Area Network (LR-WPAN) standard that
aims to increase the simplicity and reduce the network communication costs. This
standard supports a wide range of applications such as WSNs and Personal Area
Networks (PANs), for example WBSNs. The specification of this standard is lim-
ited to the Physical (PHY) and Medium Access Control (MAC) layers only. Due
to its simplicity and popularity, the IEEE 802.15.4 standard is expected to remain
a serious contender for WSNs and WBSNs. Thus, in this thesis, the IEEE 802.15.4
is considered as the benchmark protocol and further enhancements and genuine
contributions are compared with this standard.
According to the IEEE 802.15.4 standard, the physical layer supports a total of
27 different frequency channels. Amongst these, 16 channels are in the 2.4 GHz
Industrial, Scientific and Medical (ISM) band. This is arguably the most popular
ISM band used by the IEEE 802.15.4 technologies, which is also shared with other
technologies, for example WiFi and Bluetooth. Therefore, in this thesis, the 2.4
GHz ISM band with 16 available channels is considered.
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Having to share the spectrum with other technologies  such as IEEE 802.11,
IEEE 802.15.1 and other IEEE 802.15.4-based networks  implies that data trans-
mission in WBSNs can be impacted by external interference, as documented in
several publications addressing coexistence of IEEE 802.15.4-based networks with
such technologies (See Section 2.3).
1.3. Problem statement
Both in WSNs and in WBSNs, scalability, robustness, network lifetime, fault toler-
ance, latency, throughput, and mobility are all important requirements that need to
be addressed. However, the order of priority of some of these requirements is often
different in WBSNs in comparison to WSNs. One of the most important criteria for
a WBSN is to establish and maintain reliable and timely data transfer between
the sensor nodes and the coordinator node, since these networks mainly deal with
human vital signs. Being unable to send or receive critical human vital signs, or
receiving the information with long delays, might be the difference between life and
death. For example, it might be necessary to provide constant patient care and
monitoring for an elderly or a chronically ill person. In order to maintain their in-
dependence without the need for constant supervision or the presence of caregivers,
WBSNs provide a reasonably safe and low-cost solution with minimal maintenance.
In such scenarios, the patients are free to go about their daily routines and, since
many people live in densely populated urban environments such as shopping malls,
hospitals, offices and residential communities, WBSNs are constantly being faced
with an ever-changing interference background.
One of the major issues in wireless networks, in particular WBSNs, is interference
caused by sharing the same radio spectrum with different overlapping networks
and/or technologies. There are two scenarios where such problems are noticeable:
(i) where two different networks using the same protocol cause interference to each
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other; or (ii) other networks using different protocols and modulations, causing
interference. In both of these cases, it is assumed that all included networks are
using the same or overlapping frequency bands, and the distance between nodes of
these two different networks is smaller than their radio transceiver's range. This
thesis focuses entirely on the second case, i.e. external interference. In particular,
the interference caused by stationary IEEE 802.11b-based Wireless Fidelity (WiFi)
access points on IEEE 802.15.4 WBSN is considered. One of the consequences
of sharing the same spectrum with other technologies is data transmission failure
caused by external interference, which eventually results in network performance
degradation as a whole [71, 95, 117, 129, 134, 166].
As an example, the effect of WiFi interference on WBSNs was measured in [66].
In one of the experiments conducted in this study, a WBSN was carried by a human
carrier in an urban shopping street (see Figure 1.1). This figure illustrates the per-
centage of failed transmissions during a 26 minute period for different transmit power
levels. The results reveal that the interference landscape changes significantly on
time-scales of tens of second to minutes. This means that any radio and/or protocol
parameter that was initially good may become sub-optimal in a matter of a few
second.
Another important criterion for a WBSN is the overall network lifetime. Since
most WBSNs operate on battery power, the overall power consumption becomes a
major constraint for such networks. The radio transceiver consumes a large portion
of the consumed energy by the WBSN device [80, Sec. 2.2.1] (not including the
sensors and/or actuators). It is crucial to avoid keeping the radio device active  in
Receive (RX) or Transmit (TX)  and to keep it in a low-power state  or sleep mode
 as much as possible. External or environmental interference causes problems such
as data re-transmission and in the worst condition node orphaning  an orphan
node is a node that has lost connection and synchronisation with its coordinator, and
needs to listen on a subset of available channels in order to find its corresponding
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Figure 1.1.: Failed IEEE 802.15.4 transmissions at different power levels while walk-
ing along an urban shopping street [66].
coordinator node again. All this not only reduces the reliability and timely data
transfer, it also reduces the network lifetime.
A basic IEEE 802.15.4-based WBSN is currently not able to avoid the interference
caused by a WiFi device in the same coverage area. This is mainly due to the
following factors: i) Transmit-power: a common transmit-power of a WiFi device
is around 20 dBm, whereas the maximum available transmit-power for an IEEE
802.15.4-based WBSN device is in the order of 0 dBm1, ii) Bandwidth: according
to the 802.11 standard, the bandwidth of a WiFi channel in the 2.4 GHz ISM band
is 22 MHz, which covers four frequency channels of IEEE 802.15.4. iii) Coverage
range: because of the high transmit-power of WiFi devices their coverage area
reaches 100 meter or more (in line of sight).
Therefore, it is logical for WBSNs to adapt by obtaining measurements of its
surroundings (e.g. the current interference situation) and to adjust some of its
operational parameters accordingly, in order to mitigate the interference problem.
Within the scope of the IEEE 802.15.4 standard, there are physical and MAC layer
parameters that can be adjusted.
The main adjustable parameters on the physical layer are the frequency channel
1This is the maximum transmit-power level available for popular and commonly used IEEE
802.15.4-compatible transceivers. Long-range IEEE 802.15.4-compatible transceivers are also
commercially available with maximum transmit-power levels up to 10 dBm. However, such
transceivers are application specific and not commonly used.
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and the transmit-power. This layer also provides performance measures for the
higher layers, such as Received Signal Strength Indication (RSSI), Energy Detection
(ED) and Link Quality Indicator (LQI). These parameters could be used to evaluate
the channel quality or the link quality. Based on the information gathered from
the physical layer, higher layers of the WBSN could make changes to the network
parameters and settings to try to minimise and/or avoid interference.
According to the IEEE 802.15.4 standard, on the MAC layer two operation modes
are available, namely the beacon-enabled and non-beacon-enabled modes. This layer
also provides two different access schemes, namely Time Division Multiple Access
(TDMA) and Carrier Sense Multiple Access (CSMA) schemes. Guaranteed Time
Slot (GTS) allocation is a TDMA technique used by the IEEE 802.15.4 standard
to eliminate mutual interference caused by sensor devices in the same network. To
minimise possible co-channel interference, this thesis uses Clear Channel Assessment
(CCA) for Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA),
however this method of channel access does not prevent external interference from
other technologies.
The relatively small time-scale of interference changes and group mobility of the
network in harsh urban environments brings two main difficulties. The first obstacle
is the small amount of time available for channel measurements. This increases
the impact of faulty (or noisy) measurements, which can result in poor decision
making. The second barrier is energy consumption. The energy consumed for these
measurements, which may involve switching to various channels and listening on
each one to estimate the energy or traffic load present, is non-negligible, and it is
not a priori clear whether the energy spent for such measurements will pay off (for
example by increasing the probability of successful data transmission and reducing
the number of re-transmission attempts).
A further difficulty, which appears with introducing frequency adaptation, is when
the frequency channel parameter is changed in situations with severe interference,
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and some nodes in the network have low connectivity when the change is made.
Wherever the decision is made within the WBSN, this decision  the time of switch-
ing and the newly selected frequency channel  must be communicated to the other
nodes in the network. In a scenario with intense interference, some sensor nodes
may not be able to receive the necessary information. These members, which in
this thesis are referred to as orphaned nodes, can spend a significant amount of
time and energy for searching and re-establishing connection to their corresponding
coordinator.
To sum up, this thesis considers some of the current challenges for WBSNs coming
from interference, such as reliable and timely data transfer, long node-orphaning du-
rations caused by interference and the finite power source available for the network.
We aim to investigate the feasibility of embedding an Adaptive Resource Allocation
(ARA) scheme  more specifically, physical layer resources, such as transmit-power
and frequency channel  into IEEE 802.15.4-based WBSNs. We investigate the re-
liability, energy efficiency, and robustness of the ARA as well as its implementation
issues. Such an adaptive scheme aims to provide reliable and timely data
transfer despite the presence of WiFi interference, and to increase at the
same time the overall lifetime of the network.
1.4. Proposed solution
This thesis explores two possible physical-layer-based resource allocation approaches,
namely, frequency adaptation and transmit-power variation. Setting a given
frequency channel of a WBSN to a channel with no or less interference is a promising
way to increase the reliability and timeliness of data transfer. In order to achieve
this, a WBSN needs to consider the following steps:
1) Monitoring the current channel: The WBSN needs to frequently sample
the quality of the current working channel. This stage is a crucial step, since the
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human carrying the WBSN could be moving in densely populated urban environ-
ments with an ever-changing interference landscape. This stage needs quick and
agile detection of the current channel status. If the human carrier enters the cov-
erage area of an overlapping WiFi device in the vicinity, it is necessary that the
WBSN recognises this interference source as early as possible before data transfer
between the WBSN nodes is no longer possible.
2) Searching other channels: After the network is aware of the approaching
interference source, it is important to scan all or a subset of available frequency
channels to find the next working channel with the lowest interference level. In
both phases (monitoring and searching phases), the time and energy it takes to
estimate the channel quality and interference level is a major issue. An important
question that needs to be answered is whether or not these extra costs pay-out in
the long run to improve the performance of WBSNs. Choosing the appropriate link
quality estimation methods is important. Commonly used methods are built on the
following metrics: RSSI [10, 60, 105, 133], ED [25, 79, 148], LQI [5153, 60], Packet
Reception Rate (PRR) [60, 130, 170], Signal to Noise Ratio (SNR) [45, 59, 141, 161]
and Signal to Interference plus Noise Ratio (SINR) [61, 87, 89, 139, 164]. All these
link quality estimation methods need time to evaluate and give a valid estimation.
Broadly speaking, the more time spent on channel evaluation, the more accurate
the results can get. Although having accurate measurements aids to improve the
channel selection process, it comes with higher costs. The longer the time spent
scanning, the more energy is consumed and the longer it takes to find the next
possible best channel. In a rapidly changing environment, WBSNs are then more
at risk of packet loss or, in the worst case, connection loss. Finding the best link
quality estimation method is out of the scope of this thesis and is left as one of the
future work explorations.
3) Decision making and execution: Based on the information gathered in
the searching phase, an unanimous decision needs to be made for selecting the next
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working channel. This decision could be made in a distributed or centralised fash-
ion. This thesis selects the centralised approach where the decision is made by the
coordinator node. This assumption is made mainly to minimise the complexity and
communication required for a decision making process. Furthermore, it is assumed
that the coordinator is equipped with more resources compared to its sensor nodes.
This decision  if made at a single point  then needs to be conveyed quickly to all
devices in the WBSN network, before the interference levels increase so that com-
munication between nodes is no longer possible. Some of the challenges that need
to be addressed in this phase are: 1) Reducing the overall time for reaching this
decision. 2) Coordinating all network devices to change their network parameters
(Frequency channel and/or Transmit-Power) according to the chosen decision.
Actively monitoring the current state of the working channel and selecting the best
channel with the lowest interference, when the current channel is no longer usable
(because of high-interference), is one promising way to increase the reliability and
timeliness of data transfer. However, this is not the only solution. Another possible
solution is to modify or adapt the transmit-power of the nodes, which increases the
SNR and thus increases the reliability of data transfer. This is a simpler solution
in terms of implementation when compared to channel adaptation, but comes with
potentially damaging side effects. One of the side effects of increasing the transmit-
power is the increased signal strength and range. Although this increase benefits
the current network in terms of improved SNR, it also causes interference for other
nearby networks. This increase in the interference might result in neighbouring
technologies reacting by increasing their transmit-power, respectively. The final
outcome is not going to be satisfactory for the WBSN since the maximum transmit-
power (0 dBm) of these devices is much less than the competing technologies such as
WiFi (20 dBm). In addition, increasing the transmit-power could drain the battery,
resulting in a shorter network lifetime.
Similar to frequency adaptation, transmit-power adaptation also needs the mon-
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itoring, decision making and execution steps.
The aim of this thesis is to study:
Whether and how energy constrained WBSNs can reliably communi-
cate in the unlicensed 2.4 GHz ISM band by avoiding and/or mitigating
radio frequency interference caused by other technologies sharing the
same spectrum, in particular WiFi interference, via frequency channel
adaptation and transmit-power variation.
1.5. Methodology and Contribution
The objective of this research is to explore and investigate the possibilities of embed-
ding adaptive resource allocation techniques to the existing well-established IEEE
802.15.4 standard, with the aim of enhancing the reliability and timely data transfer
and improving the overall network lifetime of WBSNs.
This thesis consists of both primary and secondary research. The secondary re-
search findings are presented in Chapter 2 and the primary research findings are
presented in Chapters 4, 5, 6, and 7. Each chapter investigates a particular hypoth-
esis (to be later explained in detail). This thesis considers a simple but realistic
scenario where a WBSN connected to a moving human carrier experiences interfer-
ence from stationary WiFi access points.
1.5.1. Performance measures
In order to evaluate and compare the different proposed schemes with each other
and with the existing IEEE 802.15.4 standard, this thesis considers the following
main performance measures:
i) Success Rate: This performance measure calculates the average percentage of
data packets successfully transmitted from the sensor node to the coordinator
node. The average is taken over all (equally loaded) sensor nodes. A data packet
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is only considered as successfully transmitted when an acknowledgement packet
is received by the sensor node.
ii) Consumed Energy: The average energy consumption of the sensor nodes and
the coordinator node is calculated and compared separately. This thesis focuses
on the energy consumption of the transceiver, the energy consumed by other
components of a node is ignored.
iii) Percentage of Time without PAN: This is the percentage of time when the
sensor nodes have lost synchronisation and connection to their PAN coordinator
node. This performance measure is very important since during this time the
sensor nodes need to spend considerable amount of energy to scan the whole
spectrum and find their correspondent coordinator node, and during this time
they are not able to transmit their data packets.
Other secondary performance measures are also considered that will be introduced
in detail in later chapters.
1.5.2. Hypotheses
In the past decades, researchers have shown the effects of interference on both WSNs
and WBSNs. This thesis explores the benefits of using ARA in WBSNs. This thesis
uses simulation and experimentation to evaluate the following hypotheses:
• Hypothesis 1: By adaptively changing the current operating frequency of
the WBSN to a channel with lower interference in environments with rapidly
changing interference background, despite the energy costs of adaptation and
the increasing risk of node orphaning, it is expected that the performance
measures would be improved significantly.
• Hypothesis 2: By introducing channel adaptation schemes, the risk of node
orphaning increases. Utilising coordinator-discovery techniques in high-interference
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environments, WBSNs are expected to experience a shorter average node-
orphaning duration. Shortening the orphan period enhances the network per-
formance.
• Hypothesis 3: Frequency adaptation schemes can perform better when faced
with external interference, in comparison to any ideal transmit-power adapta-
tion schemes in isolation.
• Hypothesis 4: By coupling transmit-power with frequency adaptation in en-
vironments with varying WiFi interference, significant improvement of network
performance could be gained, in comparison to either of them individually.
1.5.3. Methodology and Contributions
This thesis provides five main contributions:
1. The performance of the existing IEEE 802.15.4 standard (also referred to as the
non-adaptive scheme) in a scenario where a pedestrian carrying a WBSN
moves through a densely populated urban environment with high WiFi in-
terference is explored. The non-adaptive scheme is then compared with an
idealised frequency adaptation scheme called the genie scheme. Comparing
the results of the non-adaptive and genie scheme illustrates the lower and up-
per bounds of what is achievable when frequency adaptation is added to the
existing IEEE standard.
The author of this thesis evaluates the performance of these schemes through
simulation. For this study the transmit-power is fixed to the minimum avail-
able value presented by the well-known IEEE 802.15.4-compatible ChipCon
CC2420 transceiver [149]. This is done to better demonstrate the effects of
frequency adaptation in isolation. The simulation results of this study reveal
that frequency adaptation schemes in isolation can provide substantial gains
over the non-adaptive scheme.
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2. Several frequency adaptation schemes are proposed in this thesis, amongst
which the Lazy scheme is particularly attractive. This scheme not only
achieves similar success rates as the genie scheme, but also increases the over-
all life-time of the network. Another attribute of this scheme is its simplicity,
which makes it ideal for implementation on real WBSN devices. The Lazy
scheme follows a simple approach: 1) The network remains on the same op-
erating channel as long as it is good enough; 2) However, once the channel
quality falls below a given threshold, the network searches all the available
channels and selects the channel with the lowest interference level.
3. This thesis explores the node-orphaning problem in depth, which is the main
cause of battery drainage and drop in success rate. In particular in the Lazy
scheme when a new operating channel is selected and the network switches to
the new operating channel, some sensor nodes might not get informed about
this decision, due to high-interference levels. Hence, these nodes lose their syn-
chronisation with their coordinator node and become orphans. In the absence
of this information, sensor nodes have to scan all eligible channels. Currently
the no-adaptation scheme does not provide much information for the orphan
nodes to speed up the process of finding and associating with their network.
According to the IEEE 802.15.4 standard, orphan nodes are to start scanning
the subset of predefined channels specified by higher layers until they find and
associate with their corresponding coordinator device.
This study explores coordinator discovery schemes to reduce the orphan dura-
tion time of the Lazy scheme in high-interference scenarios. By providing the
sensor nodes with additional information to make better decisions about the
channels on which to search for the coordinator, this study proposes schemes
that aim to help orphan nodes to shorten their orphan duration time.
Although the proposed schemes are able to significantly reduce the number
14
1.5. Methodology and Contribution
of channels to be scanned before finding the right operating channel, to our
surprise, the average overall time spent in the orphan state is not significantly
reduced in scenarios with high-interference and/or interferer density. This was
mainly due to orphan nodes failing to successfully receive the beacons of their
corresponding coordinator on the new channels as well.
In the light of these findings concerning the node-orphaning problem, and since
the orphaning duration in low-interference or low-interferer-density scenarios
is negligible, this thesis concludes that additional mechanisms to rectify the
node-orphan problem are not required to be included in any implementation.
4. To validate our simulation results, three schemes are implemented on commer-
cially available IEEE 802.15.4-compatible WBSN devices and are compared
with each other using real measurements. The Lazy scheme is compared with
a blind frequency-hopping and the non-adaptive scheme. All three schemes
use the available IEEE 802.15.4 stack [66] under the TinyOS operating system
[67, 100]. The behaviour of these schemes is evaluated under two different
WiFi interference scenarios.
The results obtained not only confirm the relative performance trends already
discovered in our simulations, but also substantiate the claim that the Lazy
scheme in particular achieves excellent performance when faced to a changing
interference background. Moreover, the feasibility of implementing the pro-
posed schemes with minimal changes to the given IEEE 802.15.4 MAC protocol
implementation is demonstrated. The proposed scheme is implemented with
minor modification to the actual protocol implementation.
5. This thesis also explores performance gains of coupling transmit-power varia-
tion with frequency adaptation to mitigate interference in IEEE 802.15.4-based
WBSNs. The non-adaptive and Lazy schemes are selected as the baseline
schemes for this study. The performance of both schemes is evaluated when
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the transmit-power of the network  both sensor and coordinator nodes  is
set to the highest (0 dBm) and the lowest (-25 dBm) value  according to the
IEEE 802.15.4-compatible ChipCon CC2420 transceiver [149]. This is done to
better emphasise the effect of transmit-power in isolation. The results estab-
lish the performance bounds for transmit-power variation when WBSNs move
through densely populated urban environments with high WiFi interference.
However, while maximising transmit-power improved the performance of both
the non-adaptive and the Lazy scheme, transmit-power variation schemes alone
do not outperform the Lazy scheme with minimum transmit-power. Our re-
sults suggest that in densely populated environments with high-interference,
the coupling of maximum transmit-power with frequency adaptation schemes
such as the Lazy scheme not only improves the success rate, but also, surpris-
ingly, reduces the overall consumed energy of the network.
This finding motivated us to experiment with non-uniform allocation of transmit-
power between sensor nodes and their corresponding coordinator node. In-
teresting results were observed, namely for schemes where sensor nodes were
configured with maximum transmit-power the success rate was increased. Fur-
thermore, for schemes where the coordinator node was configured with max-
imum transmit-power the consumed energy of the sensors was reduced while
maintaining an acceptable high success rate.
Finally, a joint transmit-power and frequency adaptation scheme is proposed
that utilises the pre-existing channel estimation information gathered by the
Lazy scheme. The results showed the same level of success rate as produced by
the coupling of maximum transmit-power with frequency adaptation approach,
while consuming lower energy by the sensor nodes.
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2.1. Background
2.1.1. IEEE 802.15.4
The IEEE 802.15.4 [97] standard is a mature and popular technology designed for
LR-WPANs. This standard was first released in 2003 [96]. Since its release, this
standard has had many amendments, the most recent being the IEEE 802.15.4k,
approved in August, 2013 [9]. This standard has recently attracted attention in the
WBSN area. This thesis expects that due to the availability and variety of low-
cost commercially available components the IEEE 802.15.4 standard will remain a
serious contender in the WBSN area for quite some time to come  despite the recent
approval of the IEEE 802.15.6 standard [7]. The specification of this standard is
limited to the physical and MAC layers.
The standard divides WSN nodes into two classes: Full Function Devices (FFDs)
and Reduced Function Devices (RFDs). RFDs have limited computational power,
memory, power supply and are commonly used for sensing and/or actuating. Accord-
ing to the specifications of the standard, these devices are limited to communicate
only with FFDs and implement only a subset of the functionalities that the standard
prescribes. A FFD normally has access to more resources, allowing it to not only
support all the capabilities of a RFD; but also, it could take the responsibilities of
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a coordinator, repeater or a gateway node. In this thesis, we use the term Sensor
node and Coordinator node for RFD and FFD devices, respectively. Accord-
ing to the specifications, WSN nodes are able to connect to each other and form a
network using either a star or peer-to-peer topology. Furthermore, in a network,
multiple sensors and coordinator nodes may exist, however, there can only be one
PAN coordinator.
Physical Layer
The physical layer supports a total of 27 non-overlapping frequency channels, oper-
ating in three different bands. One channel is available in the European 868-868.6
MHz band, 10 channels are available in the 902-928 MHz ISM band, and 16 channels
are specified in the 2400-2483.5 MHz ISM band. On the latter band, each channel
is 2 MHz wide, and their centre frequencies are separated by 5 MHz. The channels
are numbered from 11 to 26. This thesis is mainly interested in the 2.4 GHz ISM
band, which is arguably the most popular and widely used frequency band. The
other two frequency bands are restricted to certain countries or regions. At this fre-
quency band, IEEE 802.15.4 offers a bandwidth of 250 kbps per channel and uses the
Offset Quadrature Phase-Shift Keying O-QPSK modulation. It offers interference
mitigation mechanisms, namely the Direct Sequence Spread Spectrum (DSSS) and
the CSMA-CA scheme to co-exist with other technologies using the same frequency
band.
This layer provides two measured parameters: RSSI/ED and LQI. RSSI is the
estimated RF power received by the transceiver antenna. This value is reported as
an 8-bit integer, giving it a dynamic and linear range between -100 to 0 dBm. RSSI
and ED are used interchangeably in the CC2420 specifications. According to the
CC2420 data-sheet the RSSI accuracy of this transceiver is ±6dB. RSSI could be
used to estimate the background noise of the current operating channel without the
need for receiving a packet. The LQI value is an estimate that is directly correlated
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with the chip error rate. For the CC2420, the LQI value is calculated over the 8
symbols following the start frame delimiter [97, 149]. A similar process could be
used to calculate the RSSI value. The calculated RSSI and LQI values are reported
with every received frame. The RSSI value is used in CCA. According to the IEEE
802.15.4 standard CCA can be carried out in three different modes: 1) Channel is
clear when the received energy is below the programmed threshold1. 2) Channel is
clear when not receiving valid IEEE 802.15.4-based signals. 3) Finally, channel is
clear when not receiving valid IEEE 802.15.4-based packets and the received energy
is below the programmed threshold. This thesis uses the latter CCA mode for its
channel assessments.
Medium Access Control Layer
The MAC layer allows or denies access to the physical medium (frequency channel)
at a given time. This layer is responsible for device configuration, synchronisation,
state transition (RX, TX and sleep mode) and re-transmission (if an immediate
acknowledgement is not received), association and dis-association to the PAN coor-
dinator, assigning GTS, and employing security mechanisms (to some extent).
The IEEE 802.15.4 only allows one PAN coordinator per network. The PAN
coordinator is the primary controller responsible for determining network-wide pa-
rameters that are used for device synchronisation, coordination and addressing. Two
network topologies are specified in the IEEE 802.15.4 standard, namely Star and
Peer-to-Peer topology. In the peer-to-peer topology, FFDs may send and receive
packets from any node that is within its communication range. In such networks,
RFDs are only allowed to connect to FFDs that are within their communication
range. Nodes may form a multi-hop network in which a set of nodes cooperatively
maintains network connectivity. Peer-to-Peer networks are infrastructure-less and
very flexible. Such networks may be used in applications such as search-and-rescue
1According to the CC2420 specification, this threshold is by default set to -77 dBm.
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or data acquisition in farm and forests. In the star topology, nodes exchange
packets via the coordinator node. Similar to peer-to-peer network, a sensor node is
only able to connect to a PAN coordinator or a coordinator node that is within its
communication range; no direct packet exchange is allowed between sensor nodes.
If a data packet is required to be sent from one sensor node to another, this packet
needs to be transferred through a coordinator node. These infrastructure-based net-
works are simpler in terms of control and management, making them suitable for
WBSN applications. This thesis uses the star topology to connect the sensor nodes
to the coordinator node. An extension of our approaches to multi-hope networks is
part of future works.
The IEEE 802.15.4 standard specifies two operation modes: beacon-enabled
and non-beacon-enabled mode. In the non-beacon-enabled mode, nodes use
the un-slotted CSMA-CA mechanism to send their packets after a random back-
off period. They perform a Carrier Sense (CS) operation on the current operating
channel before sending a packet. If the channel is detected as busy, the node listens
again after a random back-off period. In this mode, the destination node needs to
be constantly listening or obtain some sort of synchronisation, which is not specified
in the scope of the IEEE 802.15.4 standard. In scenarios where a star topology is
used and the network is operating in the non-beacon-enabled mode, the coordinator
node needs to be constantly listening for up-link traffic or down-link request packets.
Since network lifetime is important in WBSNs, this thesis does not consider the non-
beacon-enabled mode; instead the alternative beacon-enabled mode is employed.
The Beacon-enabled mode is the other mode that is specified in the standard.
In this mode, the coordinators maintain synchronisation by periodically broadcast-
ing beacon packets without performing a CS operation. This mode divides time
into sub-sequent time durations called super-frames. The super-frame structure is
illustrated in Figure 2.1. The start of a super-frame is indicated by the coordina-
tor node via a beacon packet. The beacon packet includes network configuration
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information and an indication of whether downlink data packets are pending. A
beacon packet may also have a payload field. A super-frame is subdivided into two
regions, namely active and inactive period. The active period is further divided
into 16 time slots. Based on the MAC layer configuration, these time slots are di-
vided into a Contention Access Period (CAP) and a Contention Free Period (CFP).
During the CAP, nodes compete to send up-link packets to, and request pending
down-link packets from their corresponding coordinator using a slotted variation of
the CSMA-CA mechanism or by employing the ALOHA scheme. This thesis uses
the CSMA mechanism.
The CFP is optional and follows the CAP. The CFP is further divided into smaller
slots called GTSs. GTSs are dynamically assigned by the coordinator to a sensor
node. A maximum of seven GTSs could be assigned, out of which more than one
GTS may be allocated to a sensor node. During a GTS, a node can attempt to
transmit and receive packets in a contention-free fashion  without the need for CS.
Following the CFP is the inactive period. During this time, all nodes including the
coordinator node can turn off their transceivers to save energy.
In this thesis, sensor nodes are mainly restricted to send up-link packets using
CSMA-CA in the CAP period only. Preliminary studies discussed in Section 4.3.2
reveal that scenarios with external interference networks using CSMA in the up-link
direction achieve higher packet success rates than networks using allocated GTSs.
The networks using GTSs consumed marginally less energy as compared to networks
using CSMA. Nevertheless, with interference the networks using allocated GTS are
punished for not using carrier-sensing, with CSMA it becomes possible to avoid
transmissions during interference bursts  to some extent. For similar reasons, this
thesis, ignores the use of the ALOHA scheme. Furthermore, the inactive period is
used in some of the proposed schemes in this thesis by the coordinator for channel
measurements.
The length of the super-frame and the inactive period within a super-frame are
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Figure 2.1.: An example of an IEEE 802.15.4 super-frame structure [97, Sec. 5.1.1.1]
configurable via two parameters: Beacon Order (BO) and super-frame Order (SO).
According to the IEEE 802.15.4 standard, the inter-arrival time between beacon
packets is calculated via Equation 2.1 [97, Sec. 5.1.1]:
BI = aBaseSuperframeDuration× 2BO, 0 ≤ BO ≤ 14 (2.1)
where BI is the Beacon Interval and aBaseSuperframeDuration is equal to 60
channel symbols  if using the 2.4 GHz physical layer this duration is equal to 15.36
ms. The duration of the active period, also referred to as super-frame Duration
(SD), is calculated using the following Equation 2.2 [97, Sec. 5.1.1]:
SD = aBaseSuperframeDuration× 2SO (2.2)
where 0 ≤ SO ≤ BO ≤ 14. Figure 2.1 illustrates a simple example of a super-
frame structure. In this example, SO is considered to be one unit smaller than
BO; this implies that the SD is half the BI duration. Furthermore, two GTSs are
assigned to sensor nodes.
In the beacon-enabled mode, sensor nodes are required to wake-up before the
start of the super-frame and receive the beacon packet. When a sensor node does
not receive aMaxLostBeacons2 consecutive beacon packets, the sensor node may
consider its synchronisation lost and change its state to an orphan node. An orphan
2According to the IEEE 802.15.4 standard aMaxLostBeacons is equal to four
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node needs to re-associate with its corresponding PAN coordinator node before it is
allowed to transmit or receive further data packets.
Sensor nodes are generally required to first discover beacon packets sent by their
corresponding coordinator node before associating to a network. In scenarios where
the network switches channels in order to mitigate external interference, sensor nodes
are required to search all or a subset of available frequency channels and listening
on them (see [84, 163]). In cases where nodes possess additional information that
aids in narrowing down channels into which the PAN coordinator may have hopped,
higher layers can elect a subset of channels, to both reduce the time spent in orphan
state and the energy consumption (see Chapter 5). For non-adaptive networks,
the higher layers may choose to confine the search to only the current operating
frequency channel, in order to save time and energy.
After receiving the beacon packet, nodes then need to send association request
control packets during the CAP. The coordinator may or may not grant the sensor
node's association request. The same discovery process is repeated every time the
sensor becomes orphaned. When an association request is granted, an associated
node may choose to stay synchronised with its corresponding coordinator and track
its beacons [97, Section 5.1.4.1]. In such cases, sensor nodes wake up shortly before
the start of a super-frame and attempt to receive the beacon packet. Every time
a beacon packet is successfully received, network parameters such as BO/SO, PAN
ID, and other pending information in the beacon payload  if any  are forwarded
to higher layers. In scenarios where a node has lost four beacon packets in a row,
it concludes that synchronisation is lost and the higher layers are informed. This
thesis assumes that nodes choose to maintain synchronisation. This is required when
the higher layers adapt the BO/SO settings for realigning a PAN, or for adaptive
schemes such as frequency adaptation schemes described in Chapter 4.
When a node fails to receive four consecutive beacons packets  due to external
interference  it informs the higher layers about losing synchronisation with their
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corresponding coordinator node. The higher layers decide to either re-set the MAC
layer completely  forcing the node to start a new association procedure  or chang-
ing the nodes status to orphan mode. One way of finding neighbouring networks
is by channel scanning  orphan channel scan. Another way for orphan nodes to
re-locate their corresponding coordinator after losing synchronisation is by send-
ing orphan-notification command packets and waits for a response from its PAN
coordinator [97, Sec. 5.3.6]. This method is mainly used for non-beacon enabled
networks, since it requires the coordinator to be active at all times. After send-
ing the orphan-notification command packet, the sensor node listens at most for
macResponseWaitTime. If it successfully receives a coordinator realignment com-
mand during the specified time, the sensor node would continue its normal routines
as an associated sensor node. This approach is not used in this thesis, instead or-
phan nodes perform channel scanning and listen on every channel for the duration
of one beacon period3. After re-locating the PAN coordinator, the node associates
and continues track its beacon packets. This thesis refers to the time between losing
four successive beacon packets and the next received beacon as the time spent in
orphan state or orphan duration time.
To sum-up, this section provided a brief overview of the well-established IEEE
802.15.4 standard. The popular IEEE 802.15.4-compatible CC2420 transceiver that
operates in the 2.4 GHz ISM band has been selected as the physical layer. Fur-
thermore, the MAC layer uses the beacon-enabled mode to communicate and save
energy by sleeping during the inactive periods. According to the specifications of
this standard, CSMA-CA is a mechanism that aids with the co-existence issues in
the 2.4 GHz band. Nevertheless, due to extensive usage of this frequency band by
other technologies (e.g. WiFi), WBSNs that are being used in densely populated
3This is done to circumvent a problem in the standard: in the beacon-enabled mode there is the
risk of coordinator being in its inactive period when the orphan sends the orphan-notification
command packet. By forcing the orphan nodes to listen for an entire beacon period, it is
guaranteed that to receive at least one beacon  excluding scenarios where the beacon packet
is not received successfully due to external interference or errors.
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urban environments may experience an ever-changing interference landscape [66].
The following section gives an overview of the popular IEEE 802.11 standard  also
known as WiFi.
2.1.2. IEEE 802.11
IEEE 802.11 is a Wireless Local Area Network (WLAN) standard [2], also referred
to as WiFi. In the 2.4 GHz ISM band it operates in a total of 14 overlapping
channels, each with a bandwidth of 22 MHz and a channel separation of 5 MHz  in
IEEE 802.11b. A common transmit-power used by WiFi systems is 20 dBm, which
leads to an approximate communication range of 100 metres (in a line of sight).
Users of this technology connect to each other via Access Points (AP) or in an ad-
hoc manner. The IEEE 802.11b version [2] supports DSSS for its spreading and
Complementary code keying (CCK) as its modulation technique, with a data rate
between 1 and 11 Mbps. IEEE 802.11g [4] is backwards compatible and supports
DSSS; the main modulation scheme used in IEEE 802.11g is OFDM, which supports
data rates between 6 to 54 Mbps. Another difference introduced in the IEEE 802.11g
standard is the 20 MHz wide channel bandwidth. This allows up to four conflict-free
WiFi networks to operate at the same location when choosing channels 1, 5, 9 and
13.
The previous version, IEEE 802.11b, with a channel width of 22 MHz is limited
to three conflict-free channels only, namely channels 1, 7, and 13 (not including
channel 14 with a central frequency of 2.484 GHz; this frequency range is only
allowed in certain countries, e.g. in the United Kingdom). Figure 2.2, illustrates
the spectrum usage of this standard and compares it with the IEEE 802.15.4. From
the perspective of an IEEE 802.15.4-compatible device, all packets sent by a WiFi
device  no matter which WiFi version or data rate is used  are considered as
external noise. This thesis uses WiFi interference sources configured to operate
with the IEEE 802.11b standard and at a data rate of 1 Mbps. This decision was
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Figure 2.2.: IEEE 802.15.4 and IEEE 802.11 spectrum usage in the 2.4 GHz ISM
band.
made to introduce interference on a larger portion of the bandwidth and to generate
interference where the interference bursts lasts longer using conventional WiFi APs.
An example of channel interference caused by overlapping of only one IEEE 802.11
channel over the IEEE 802.15.4 spectrum in the 2.4 GHz ISM band is shown in
Figure 2.3. This figure presents a more detailed view of the interference caused
by a single WiFi device over an IEEE 802.15.4 network. In other words, when a
WiFi AP is operating on channel 7 and transmits at full capacity, and the IEEE
802.15.4 network is in close proximity to the interferer source (AP), four of the 16
IEEE 802.15.4 channels would perceive noticeable disturbance caused by the AP's
spectral mask  creating a shadow over channels 7, 8, 9 and 10, shown in red.
Furthermore, out of the remaining channels, four channels would also suffer from
partial interference caused by Adjacent Channel Interference (ACI) [23]: channels
5, 6, 11 and 12 shown in orange. In other words, one WiFi channel overlaps directly
with four IEEE 802.15.4 channels, and creates side band interference or ACI for
the neighbouring two channels on either side [23, 62, 160]. The impact of ACI on
IEEE 802.15.4-based networks is presented in [152]. This study shows that ACI has
a noticeable negative impact on IEEE 802.15.4-based network PRR. Nevertheless,
to simplify the analysis, ACI is ignored in our simulation model.
To sum up, in a scenario where a single WiFi device is transmitting at full trans-
mission capacity and in close proximity to an IEEE 802.15.4 network, the IEEE
802.15.4 network would be limited to utilising only half of the total available chan-
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Figure 2.3.: An example of one WiFi channel overlapping the IEEE 802.15.4 spec-
trum.
nels with no interference. The effects of external interference on IEEE 802.15.4-based
devices are later presented in Section 2.3.
2.2. Impact of Interference on IEEE 802.11
systems
Howitt and Gutierrez studied the impact of IEEE 802.15.4 on 802.11.b devices [71].
They proposed an analytical method based on [70] to analyse the coexistence impact
of these two technologies. In this study, the collision probability is considered to
be the probability of one IEEE 802.11b packet getting impacted by one or more
IEEE 802.15.4 packets. Nevertheless, collision of IEEE 802.11b packets with IEEE
802.15.4 packets does not necessarily result in packet loss because of the vastly
different transmit-power levels. This probability represents the Packet Error Rate
(PER) of IEEE 802.11.b devices. This study was limited to a special scenario where
only the packets transmitted from IEEE 802.11b-based APs were assumed to have
an impact on neighbouring WSN nodes. Their study proved that unless the 802.11
Base Station (BS) is also located near the IEEE 802.15.4 devices (with high activity
levels), IEEE 802.15.4 networks have minor to no impact on the performance of
IEEE 802.11b devices.
Mutual interference of IEEE 802.11b and IEEE 802.15.4 was analysed by Shin
et al. in 2007 [143]. The authors proposed a scenario where in the future devices
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would use both these technologies on the same hardware device. They assume that
the distance between the two radio transceivers would be less than one metre. In
their simulation analysis they looked at PER, transmission delay and throughput as
their performance measures. The performance of both these technologies (on each
other) was analysed based on their distance and the centre-frequency-offset between
them. In their simulation scenarios the transmit-power used by IEEE 802.11b and
IEEE 802.15.4 devices was set to 30 mW (≈ 14.77 dbm) and 1 mW (= 0 dbm),
respectively. Based on the simulation results they obtained, if the distance of an
IEEE 802.15.4 device is more than eight metres to an IEEE 802.11b device, the PER
of the IEEE 802.15.4 is less than 10−5. Similarly, the distance between these two
networks needs to be less than four metres so that the PER of the IEEE 802.11b
goes above 10−5. The simulation results also showed that if the centre-frequency-
offset between the two technologies is more than 7 MHz at a seven metre distance,
the PER of IEEE 802.15.4 is less than 10−5. The authors clearly show the IEEE
802.15.4-based devices have less impact on the performance of WiFi devices than
vice versa.
A very similar simulation-based study was conducted by Yoon et al. in 2006, that
looked at PER of 802.11b networks under the influence of WSNs [181]. They showed
that if the distance between these heterogeneous networks is more than four metres,
the measured PER measured of IEEE 802.11b-based networks would be over 10−4.
They also proposed optimal packet lengths for different distances between the two
networks. Performance analysis of the IEEE 802.11b network under the influence
of multiple WSN devices was conducted using simulation by Yoon et al. in 2007
[182]. In this study, they used PER and throughput as their performance metrics.
The results show that, regardless of the number of WSN interference sources, the
performance of the IEEE 802.11b devices is not affected if the distance between the
two technologies is greater than six metres.
An experimental study conducted by Angrisani et al. in 2008 presented useful
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information about coexistence issues between IEEE 802.11b and IEEE 802.15.4 net-
works [19]. Their ultimate goal in this experimental study was to deduce useful in-
formation to optimise the network design and setup in common real-life coexistence
conditions. By taking into account the coexistence issues of these two technolo-
gies and adopting appropriate interference avoidance solutions (such as frequency or
transmit-power adaptation), interference effects could be drastically reduced. The
authors of this research considered the effects on the Packet Loss Ratio (PLR) when
WiFi is affected by IEEE 802.15.4 interference and vice versa. This study is a con-
tinuation of their previous work, where they used cross-layer measurements to assist
with the coexistence of these two technologies [18].
Figure 2.4 illustrates the adopted testbed used in this experimental study. In this
experiment, Tmote Sky sensor nodes were randomly distributed in a circle with a
radius of r=2 metres. At the centre of this circle a notebook equipped with a WiFi
adapter was placed. This notebook was connected to an AP placed at a d=13 metre
distance. Many interesting findings were derived from these experiments. Some of
these findings are as follows: The WiFi's PLR has a direct relationship with WiFi's
duty cycle λWiFi. It is shown that for λWiFi greater than 70% the PLR remains
the same with or without the presence of WSN interference. Another dependent
factor is the size of WiFi packets. The packet size of 1112 bytes is suggested by
the authors of this study which also agrees with the recommendations of [181]. An
even more interesting result is that the direction of interference has no effect on the
PLR. Nevertheless, when packets are transmitted from a source which is in close
proximity to WSNs, the interference experienced at the destination is mainly due
to channel occupation, whereas, in the case where the AP is transmitting and the
receiving WiFi device is near WSN devices, the interference experienced is mainly
caused by packet collision or channel errors. Finally, the increase in the intensity
of WSN interference has negative impacts on both PLR and Signal to Interference
Ratio (SIR). The authors also confirm that the predominant effect of interference is
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Figure 2.4.: Experimental testbed adopted by [19].
from IEEE 802.11 based networks to IEEE 802.15.4 technologies.
Contrary to the research presented so far in this section, where all results suggest
that because of the vast difference between the transmission powers of these two
technologies the impact of IEEE 802.15.4 on IEEE 802.11 is negligible, Pollin et al.
proved that in many cases IEEE 802.15.4 has significant impact on the performance
of IEEE 802.11b devices [128]. One of the key points that the authors of this
measurement-based study consider is the listen-before-send mechanism that both
these networks employ as their interference mitigation mechanism. This research
shows that because of the vast difference between the duration of channel sensing 
20 µs for WiFi and more than 320 µs for WSN  the IEEE 802.15.4-based networks
have a greater impact on the performance of WiFi networks. They experimentally
tested this hypothesis and proved that even in cases where listen-before-send is
enabled in IEEE 802.15.4-based networks, the WiFi network suffers from over 80%
throughput degradation. Moreover, this research also illustrates the importance of
validation through experimentation.
As presented above, despite the asymmetric transmission powers of IEEE 802.15.4-
based WSNs and IEEE 802.11, IEEE 802.15.4 devices can have significant impact
on the performance of IEEE 802.11 devices. Nevertheless, since the focus of this
thesis is on WBSNs  that are worn by humans living in densely populated urban
environments  and these networks deal with human vital signs, having reliable
and timely data transfer is of utmost importance. Furthermore, according to the
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experimental studies done by Angrisani et al. in [19], the duty cycle and distance of
WBSNs need to be fairly high and near, respectively, to have serious effect on the
performance of WiFi devices.
2.3. Impact of Interference on IEEE 802.15.4
systems
Shin et al. in 2005 analysed the impact of IEEE 802.11b interference on the IEEE
802.15.4 performance [142]. They looked at the PER of WSN devices as their
performance measure. In their simulation analysis they used two WiFi and two WSN
devices all placed at a one metre distance from each other. The distance between
the two networks was varied. The results revealed that if the distance between the
two networks goes beyond eight metres the interference of IEEE 802.11b network
on WSNs is negligible and the PER is smaller than 10−6. Furthermore, if the centre
frequencies of these two technologies are 7 MHz apart from each other at a four metre
distance, the interference of the WiFi network on IEEE 802.15.4-based networks is
negligible and could be ignored.
An experimental study done by Petrova et al. in 2007, showed the interference
impact of the IEEE 802.11g/n on IEEE 802.15.4-based sensors [125]. The purpose of
this measurement-based research was to show the impact that the IEEE 802.11g/n-
based devices have on industries with existing IEEE 802.15.4-based networks. In
their experimental study they used two configuration setups. In the first setup they
evaluated the impact of different traffic loads on WSNs and in their second setup
they illustrated the impact of directionality of IEEE 802.11n on the two sensor nodes.
As expected, the IEEE 802.15.4-based devices had a very poor packet delivery ratio
when faced with medium to high WiFi traffic loads. Another interesting observation
showed that due to the sensitivity threshold setting in the IEEE 802.15.4 devices,
the impact of IEEE 802.11n-based interference on non-overlapping channels is still
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destructive for WSN packets. The results obtained with their directional experiment
show that, based on the angle that the WSNs are placed in, a maximum difference
of 50% is observed in the packet delivery ratio. The authors of this work conclude
that special attention is needed for selecting the frequency channels that these two
networks are operating on.
Ko et al in 2009 performed empirical studies in a medical environment  in par-
ticular at the emergency room of the Johns Hopkins Hospital, Baltimore, United
States. In this pilot study they monitored the vital signs of ambulatory patients in
the hospital's emergency room waiting to be seen by the doctors. The sensor units
used for this study collected the heart rates and blood oxygen levels of the patients
before transmitting this information to the base station using IEEE 802.15.4-based
radio systems. Their results showed that hospital conditions are more intense in
terms of noise levels and have more bursty links in comparison with other indoor
environments. In addition, they experienced that the quality of the channel remains
stable for only short periods in time  tens of second. Despite the previous belief
[102, 146] that high LQI values have a direct relationship with achieving high PRRs,
this study showed that high LQI is necessary but not sufficient. This phenomenon
could be explained since LQI values are recorded only when a packet is successfully
received, therefore the LQI value returns a somewhat biased representation of the
quality of the channel compared to the PRR value. Although the link condition of
the emergency room was measured to be high, the authors managed to achieve an
end-to-end delivery ratio of over 99%, using their routing protocol. They illustrated
that in harsh environments like hospitals, wireless medical sensing applications are
able to perform well [90].
A more recent experimental study done by Wykret et al. illustrated the impact
of other WSN, WiFi, Bluetooth and microwave-ovens, on IEEE 802.15.4-based net-
works [166]. The findings of this experiment showed that co-channel interference
from other WSNs not only affected the networks with the same operating chan-
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nel, but also on neighbouring channels caused by adjacent channel interference.
The effects was most pronounced when WiFi interference was introduced. Since
Bluetooth devices employ a frequency hopping mechanism all WSN channels were
affected equally. Microwave-oven interference showed the most impact on the middle
WSN channels, starting from channel 15 up-to channel 24.
All studies mentioned in this section unanimously stress the severe negative im-
pact of external interference, in particular of IEEE 802.11-based devices, on IEEE
802.15.4-based networks. In WBSNs where network reliability and timely delivery
of information is of utmost importance, strategies that mitigate the external impact
of such interference sources are crucial. Cognitive radio is a recent research field that
allows a radio device to dynamically adapt and schedule its resources to improve
coexistence, utilise un-used operating channels and reduce external interference.
2.4. Cognitive Radio
By sensing the spectrum, detecting the vacant bands and adjusting the communi-
cation parameters, cognitive radio improves the overall spectrum utilisation in both
licensed and unlicensed bands [11]. In the case of licensed bands, Primary Users
(PUs) that are given license to operate on the allocated frequencies have priority
over Secondary Users (SUs). SUs are only permitted to utilise the free frequency
bands if they do not cause interference to other neighbouring PUs. In the case when
a PU starts its communication, SUs must perform the following three steps:
1. Spectrum Sensing: detecting alternative free bands.
2. Spectrum Decision: determine the next operating frequency band.
3. Spectrum Handoff: adjusting the operating parameters in a way that the
current communication is continued on the newly selected band.
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The same techniques could be employed for unlicensed bands. An example of
using cognitive radio in WSN devices operating on unlicensed frequency bands such
as the 2.4 GHz ISM band is dynamic or opportunistic spectrum access of WSNs
to efficiently cooperate with other heterogeneous networks operating on overlap-
ping frequency bands [69]. Opportunistic access to multiple potential channels can
reduce the probability of packet loss and collision in comparison with fixed chan-
nel selection schemes [69]. Apart from increasing the reliability of the network,
cognitive-radio-capable networks consume less energy by decreasing the number of
packet transmissions. Moreover, adapting to varying channel conditions aids in in-
creasing the overall network lifetime. In scenarios with overlapping homogeneous
networks, dynamic spectrum management helps with efficient coexistence of these
networks in both communication performance and resource utilisation aspects. Fi-
nally, cognitive-radio-capable networks are able to overcome and adapt to varying
spectrum regulations applied to specific regions or countries.
The IEEE 802.22 standard [6], the first cognitive radio Wireless Regional Area
Network (WRAN) standard, introduces an infrastructure-based approach with cen-
tral coordination which allows SUs the usage of the TV broadcast bands in both
VHF and UHF range. Some of the advantages of using the white spaces allocated in
the TV broadcast bands for applications used in hard-to-reach and low-population
areas or rural environments are the reasonable antenna size, and good non-line-
of-sight propagation characteristics of these bands [147]. The VHF/UHF frequency
band ranges from 54 to 862 MHz, depending on the location across the globe. With-
out a centralised control infrastructure, synchronisation of fixed and mobile sensor
networks operating on a given spectrum is a harder task in WSNs. One of the
fundamental problems in cognitive-aware WSNs is the design of accurate and fast
channel estimation techniques used to sense the spectrum [22].
In the case of WSNs, much research has been done to find the potential white
spaces in the spectrum without an allocated coordinator or infrastructure similar
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to IEEE 802.22 [113115]. Moravejosharieh et al. classified the channel utilisation
into three  white, grey and red  regions, which represent if a given channel is idle,
being used by one user or overlapped with two or more neighbouring WSN nodes, re-
spectively. The authors studied the percentage of channel utilisation as the network
density increases. Preliminary schemes are proposed (blind, Idealised, Initial choice
and Greedy) to detect the existence of overlapping neighbouring networks without
the need for a centralised coordination infrastructure. Their Greedy scheme enabled
the WSNs to adapt their schedule in order to minimise the red region. While this
thesis introduces frequency adaptation schemes, which result in switching to a chan-
nel with the lowest interference, the aforementioned Greedy scheme assists WSNs
to utilise that specific frequency more efficiently. Nevertheless, this scheme has its
drawbacks, namely in scenarios where the number of networks per channel exceeds
the channel capacity, arrival of additional networks would result in their starvation
in terms of channel access.
Users of unlicensed frequency bands where no PU is defined, in order to coexist
with other neighbouring heterogeneous networks, employ different strategies; one
of which is choosing a modulation scheme. Following are two examples of popular
spread spectrum techniques used by some of the 2.4 GHz users:
1. Frequency Hopping Spread Spectrum (FHSS): The IEEE 802.15.1 [3, 5] stan-
dard, widely known as Bluetooth, is a popular wireless PAN technology which
employs FHSS as its modulation scheme. This standard has a total of 79 fre-
quency channels in the 2.4 GHz ISM band. Each channel has a bandwidth of
1 MHz and a channel separation of 1 MHz. The hopping kernel operates by
selecting a segment of 64 adjacent channels out of the 79 available channels.
Then, it will start hopping on 32 different channels randomly  following a
pseudo-random sequence known by both transmitter and receiver  without
reusing the same selected channels, while transmitting its data. Next, a differ-
ent segment of 64 channels is selected where this process repeats itself. This
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modulation scheme increases the resistance of devices in such networks against
narrow-band interference. Furthermore, if the pseudo-random sequence used
for this frequency hopping scheme is unknown, real time transmission inter-
ception of such communication is difficult. Finally, spreading technologies
like FHSS better utilise the entire available spectrum, as compared to other
modulation schemes used by IEEE 802.15.4 or IEEE 802.11.
2. Direct Sequence Spread Spectrum (DSSS): Another technique used to spread
the carrier signal over a wide bandwidth is DSSS. Using this modulation
scheme the transmitted signal utilises more bandwidth than the information
signal. By multiplying the transmitted data signal with a pseudo-random se-
quence of binary chips, the original signal is spread over a much wider band.
Although the resulting signal looks like white-noise, by correlating the signal
with the same pseudo-random sequence, the original data can be recovered.
Benefits of using this modulation scheme are: resilience against jamming, en-
hancing the signal-to-noise ratio (by adding more chips per bit), and sharing
the same channel with multiple users using different pseudo-random sequences.
This modulation scheme is used by both IEEE 802.11 and IEEE 802.15.4 de-
vices.
Other strategies that increase network reliability and reduce the energy consump-
tion of the network are introduced in following sections.
2.5. Channel Adaptation
Channel adaptation has been used in wireless technologies for many years. Many
studies have shown dynamic spectrum access and opportunistic channel selection
techniques that significantly impact on the overall performance of the network [40,
66, 117, 129]. Some studies suggest graph colouring schemes to pre-assign different
channels to nodes and networks to mitigate channel interference and to efficiently
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distribute the traffic loads [41, 165]  mainly used in static scenarios. While these
schemes increase the performance in scenarios with high traffic demand, they are not
robust to environments with external interference or dynamic network topologies.
More recent studies introduce the use of multiple radio transceivers on a single
sensor node [36, 106, 185]. There are many protocols that support multi-radio,
which could be categorised in two groups namely, schemes that use one radio chan-
nel for control purposes and the others for data transfer [168, 184], and schemes that
utilise all channels to increase the data throughput or act as relay nodes [88, 168].
In applications such as WBSNs where sensor devices are placed inside the human
body and the expected network lifetimes are up to 10 to 15 years [151], Body Chan-
nel Communication (BCC) and Fabric Area Networking (FAN) are introduced to
both increase the reliability of the connection and also to reduce the energy cost of
communication [180]. Following are brief summary of some of these schemes.
An interesting approach to minimise the impact of WiFi interference on IEEE
802.15.4-based WSNs was suggested by Pollin et al. in 2006 [129]. The primary
goal was to propose a distributed technique to address the coexistence of the two
network protocols. The average delay between the times a sensor data packet is
generated and when the data packet is received by a fixed sink node is considered
as their primary performance measure. Another performance metric investigated in
this work is the energy consumption. The authors used a simple line topology in
their simulation scenario to connect sensor nodes to each other. Three schemes were
considered: the first is the Random-Frequency-Selection (RFS) scheme, in which
sensor nodes randomly switch to a new channel  following a uniform distribution 
every period. The data is sent to the node located closest to the sink node if both
nodes have selected the same operating frequency. The advantage of this scheme
is that no coordination is needed and this scheme is easily scalable. Nevertheless,
the average delay in this technique is expected to be large, since the neighbouring
nodes need to be also on the same frequency channel to be able to forward the data
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packet to the sink node.
The second scheme proposed in their work is the Scanning-Based approach, where
the quality of the channel is measured based on the number of beacon packets re-
ceived on the given channel. The last scheme is the Learning-Based scheme, which
uses the Q-learning algorithm introduced in [162] to select the channel with the
maximum rewards. Simulation results illustrated that the Learning-Based approach
not only outperformed the Scanning-Based scheme in some scenarios, but also the
energy consumption was reduced by a factor of two. Timmers et al. in 2008 further
improved the Learning-Based algorithm which suffered from over-exploration when
steady-state was reached [150]. To achieve a better balance between exploration
and exploitation, simulated annealing was employed to gain more effective heuristic
optimisation. The results show that the proposed adaptive-simulated-annealing ap-
proach clearly outperforms the reward-based scheme, by reaching an optimal steady-
state and having a faster convergence. The main differences of their work to ours is
that the proposed schemes are not designed for scenarios with constantly changing
interference where a steady-state is not reached. Furthermore, in our scenario the
network has group mobility.
One simple approach to overcome the interference caused by neighbouring WiFi
devices is channel hopping. The idea is to switch the network to a different channel
that has no or less background noise created by overlapping technologies. Musaloiu-
E and Terzis in 2008 compared four RSSI-based channel interference estimation
mechanisms, namely cardinality, max, mean and threshold-based RSSI measure-
ment schemes [117]. The cardinality value represented the variation in the sampled
RSSI values, whereas the Max RSSI value only shows the maximum observed RSSI
value measured during a given sampling window. The Mean RSSI estimation value
represented a smooth curve, illustrating the average RSSI value observed over a
given duration. The threshold-based RSSI value presents the number of RSSI ob-
servations obtained where the sampled value was above a preconfigured threshold
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representing the noise-floor (in this case, -90 and -87 dBm).
The main advantage of these channel-estimators is their simplicity and their ability
to differentiate between noisy and ideal channels. Musaloiu-E and Terzis attempted
to avoid interference using channel hopping. Their results showed a significant drop
in the packet loss rate from 58% to less than 1%. In their approach they assumed
that channels 25 and 26 of the IEEE 802.15.4-based radios are interference free.
Although this assumption is true for some countries, it is not a reliable approach:
for example, in Asia IEEE 802.11-based devices are allowed to use those frequencies.
Another limitation of this work is that they only looked at stationary nodes.
In [66], Hauer et al. experimentally measured the dynamics and changes in noise
floor along with the packet RSSI and LQI values while moving in a densely pop-
ulated urban environment full of WiFi interferers. This study illustrated that in
low-powered WBSN devices with resource restrictions, external interference is typ-
ically the primary cause of a substantial percentage of packet loss. In this study,
noise floor  represented as Signal Strength Indication Noise (SSInoise)  is in fact
the value of RSSI sampled between data transmissions. Hauer et al. showed that a
single SSInoise value is not a reliable source for detecting the presence of an inter-
ference source. This study also pointed out that as the distance between the sensor
nodes and the interference source decreased, the LQI values show higher variation,
whereas the RSSI values remain unaffected or with insignificant variation. They
experimentally measured the interference in urban environments, and this gave a
clear insight into how noise floor, RSSI and LQI react to interference. The authors'
aim was to empirically demonstrate the correlation between WBSN packet reception
performance and the activities of actual WiFi interference. Furthermore, in order
to find a potential trigger for changing the operating frequency channel of WBSN
as an interference mitigation strategy, the authors explored the use of cross-channel
quality correlation and trends.
In their experimental approach, they used two Tmote Sky [43] nodes placed ap-
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Figure 2.5.: The results for the percentage of failed transmission in [66].
proximately 1.5 metres apart from each other on a human body. For the purpose of
their experiment they used two physical links to synchronise the two sensor nodes
and also to get feedback from the devices on a laptop computer. For each experiment
they transmitted 32 data packets followed by an acknowledgement packet without
the use of CCA. This process was repeated for different transmit-powers and for all
available 16 channels. In their first experiment they connected two laptops using
an IEEE 802.11b ad-hoc network connection (on channel 7) to transfer a large file
between them. They placed the laptops in the middle of the field close to each
other and asked a human to carry the sensor nodes from one end of the field to the
other in a straight line crossing over the laptops. Figure 2.5 illustrates the effects of
WiFi interference on WBSN packet delivery for all 16 channels and with different
transmit-power levels. It is interesting to point out that at roughly 10 metre distance
from the WiFi interference source, when transmitting at -25 dBm, very few packets
were successfully transmitted on IEEE 802.15.4 frequency channels overlapped by
channel 7 of IEEE 802.11. This distance further increases to over 75 metre when
transmitting at -42 dBm.
Additionally, results shown in Figure 2.6 represent the noise floor, RSSI and LQI
measurements recorded for channel 18 of the IEEE 802.15.4 frequency channels with
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Figure 2.6.: Noise floor, RSSI and LQI measurements of channel 18 [66].
different transmit-power levels. Both RSSI and LQI measurements obtained from
the received packets stop when the interference source is at close proximity to the
WSN nodes. Unlike RSSI and LQI, SSInoise measurements are obtained even if the
nodes are near the interference source. However, the authors pointed out that it is
not possible to rely on a single SSInoise measurement since, as can be seen in Figure
2.6, during 80 second there are SSInoise samples that are equal to the noise floor
(-100 dBm)  mainly because the sample was taken between WiFi packet transi-
tions. In addition, the authors also found some correlation in time and frequency,
sometimes lasting for a few tens of second up to multiple minutes and spanning
over multiple consecutive 802.15.4 channels [66, Sec. 4.2] where communication
between the sensor nodes was not possible. This finding clearly indicates that for
high-risk applications that deal with human vital signs in WBSNs, it is important
to detect these interference sources and accordingly switch the frequency channel
or transmit-power to maintain a reliable connection between the sensor nodes and
their coordinator node.
Furthermore, Hauer et al. gathered trace information from three different en-
vironments (shopping street, urban residential and office environment on different
days and times). Using these traces they calculated the minimum number of channel
hops needed to successfully transmit all data packets, using an ideal channel hop-
ping scheme that has information about future channel quality. Their results showed
that for a transmit-power of -10 dBm there is at any time at least one channel that
could be used and get a 100% success rate. For -25 dBm the number of channel
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Figure 2.7.: Noise floor within a window of ±2 minutes around heavy transmission
failures (starting at 0s) [66].
hops increased to roughly three hops. In the case of -42 dBm over 50 channel hops
were required, which meant on average every two second.
Another experimentation done by the authors revealed that a substantial increase
in SSInoise is usually followed by escalated packet loss [66, Sec. 5.2]. For their exper-
iment they extracted about 1000 samples starting two minutes before experiencing
significant link degradation and two minutes after. Figure 2.7 illustrates the aver-
aged SSInoise values calculated using a moving-average of 26 second. The trends
show similarities for both transmit-power levels. The bell-shaped trend suggests
that the human is passing an interference source. Looking closer to the results, 13
second before and after the zero second point there is a significant rise in the noise
floor. The authors believe by incorporating noise floor history and using more de-
veloped statistical techniques it would be possible to forecast the link quality of a
given channel.
Chowdhury and Akyildiz [41] acknowledged the severe impact of external in-
terference on the performance of IEEE 802.15.4-based WSN. They attempted to
approach this problem by proposing an Interferer-aware Transmission Adaptation
(ITA) scheme that adjusts the operating channel, packet inter-arrival time and duty-
cycle of the network depending on the detected interference patterns. In this study
they proposed an interference classification mechanism that encompasses an off-
line measurement phase  where the reference spectral characteristics of different
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well-known external interference sources such as WiFi and microwave devices are
obtained  and an online matching phase  where the detected spectrum shape is
cross-referenced with the existing recorded patterns. The sensor nodes then leverage
the information stored to appropriately select the optimal frequency channel, packet
inter-arrival time and the network sleep and wake durations. The results showed
roughly 60% improvement in terms of energy consumption for nodes using the ITA
scheme compared to classic approaches, while preserving packet loss to the mini-
mum. The authors also evaluated the performance on the interferer network and
found no noticeable performance degradation when using the ITA scheme. However,
this approach may not have the same performance in scenarios with WBSNs mov-
ing in a rapidly changing interference landscape. Also, for applications that deal
with human vital signs, changing the packet inter-arrival time and duty-cycle of the
network may not be optional.
A Spectrum Agile Medium Access Control (SA-MAC) Protocol was proposed by
Ansari et al. in [20]. This scheme uses a lightweight heuristic channel selection
algorithm. SA-MAC attempts to evaluate each channel in the channel pool by
assigning a weight. A sensor node used the preamble-sampling principle to detect
the channel state (namely idle, being used or has interference) and increases the
weight by one, two and three units, respectively. The channel with the minimal
interference is elected to be the operating channel by sorting the calculated channel
weights. The authors attempted to further improve their scheme by keeping record of
the channel history. Nonetheless, scanning all available channels consumes both time
and energy. To mitigate this, Ansari et al. introduced a threshold variable which
is used to subdivide the available channels. Using this strategy, sensor nodes only
scanned a small subset of available channels, thus consuming less energy and time.
In the case where the weight of the subset of channels exceeded the preconfigured
threshold new channels are introduced. Both analytical and experimental results
showed that this protocol maintains a high packet success ratio in the presence
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of heavy interference. However, in their experiment only stationary nodes were
considered which is the main difference compare to our study. Furthermore, in our
approach channel switching is only made if the current channel quality drops below
a given threshold rather than constantly switching to the channel with the lowest
interference.
In [21], Ansari et al. improved their scheme by allowing spectrum occupancy
characteristics recorded in a table to be shared amongst other neighbouring sensor
nodes. They used bit vectors representing if a given channel has a weight higher
than the preconfigured threshold. At the receiver end, the sensor increases its table
by one unit if a particular channel has a weight higher than the threshold; otherwise
the receiver node decreases the weight by one unit. By using bit vectors to represent
neighbourhood channel maps they not only minimised the communication overhead,
but also increased the accuracy of channel estimation by utilising neighbourhood
channel estimation information. Their results revealed that their scheme increased
the network performance by 10% in comparison to random channel selection scheme,
reaching a success ratio of approximately 95% for scenarios with cyclic or permanent
interference. For scenarios with random interference SA-MAC performed 4% better
that the random selection scheme, reaching a success ratio of 91 % in comparison
to 87 % in the case of random selection scheme.
Single fixed channel approaches are commonly used in WSN applications, mainly
due to their simplicity and low power consumption [50]. However, nowadays many
low-power sensor network nodes are equipped with radio transceivers capable of
operation on multi-channels and/or multi-bands [22, 54, 69, 88, 106, 166, 168]. One
of the objectives of multi-channel MAC protocols is to increase the throughput of
network. The drawback of such protocols is that under light channel interference
they are less energy-efficient in comparison to single-channel protocols. In [88],
Kim et al. proposed an energy efficient multi-channel MAC protocol for WSNs,
called Y-MAC, capable of achieving high performance while being energy-efficient
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for both moderate and high traffic conditions. Although using multiple transceivers
on a WBSN device increases the total performance gains and reduces the energy
consumption, the main goal of this thesis was to keep costs, complexity and size of
the sensor devices as small as possible by using commercially available and popular
WBSN devices.
Wykret et al. used RSSI measurements to select the best channels in the 2.4
GHz and 900 MHz bands and operate on the channel with the lowest noise-floor
[166]. In case the nodes lost their link connection the sensor nodes would return
to a predefined control channel (in this case channel 11). The experimental results
showed a 97% PRR. The main drawback of this approach apart from additional
energy costs of having an extra radio receiver was the reduced bandwidth of the 900
MHz radio. Clearly, such assumption (considering the control channel) is the major
difference to what is proposed in our study.
Liu and Wu in [106] proposed a Dynamic Multi-radio Multi-Channel media Ac-
cess control (DMMA) protocol to further increase the robustness and throughput of
the network. In their study they implemented their proposed protocol on a WSN
node with 4 radio transceivers. In order to reduce the energy consumption of sensor
nodes, their DMMA protocol uses a sleeping-based mechanism. In their approach
they assigned a dedicated fixed channel for control and synchronisation and the
remaining channels for data transfer. The DMMA scheme is able to detect inter-
ference using carrier-sensing and selects alternative idle channels for data transfer.
Their experimental results disclose that DMMA outperforms traditional CSMA ap-
proaches significantly. In the case where three interference sources were introduced
their DMMA scheme achieved over 98% average delivery ratio compared to 70% in
the case of CSMA-based schemes. Nevertheless, as the available frequency channels
for such devices are finite and overcrowding of the spectrum is unavoidable, guaran-
teeing a dedicated interference free control channel is very difficult and in some cases
impractical. Another drawback of using multi-radio platforms is the increasing cost
45
2. Background and Literature Review
of nodes in the network.
After illustrating the destructive impact of WiFi devices on WSNs used in med-
ical environments, Hou et al. proposed the use of a hybrid sensor device that not
only has the IEEE 802.15.4 physical radio layer, but also the IEEE 802.11 [69].
The authors of this experimental study identified two schemes in which the IEEE
802.11 radio would be able to intervene and create windows when other neighbour-
ing WiFi devices would sleep and would allow WSN packets to be sent. The first
method involves sending an arbitrary IEEE 802.11 packet that indicates this packet
is unusually long. Unfortunately, this method did not work since most commercially
available WiFi devices ignored this rogue packet. The second method introduced by
Hou et al. employed the use of request-to-send and clear-to-send (also referred to as
RTS/CTS). Using this method the authors blocked all neighbouring IEEE 802.11-
based devices from transmitting packets for a specific duration of time. Using this
hybrid solution the authors showed an approximate successful transmission of 99%.
Although sending RTS/CTS packets prevents IEEE 802.11-based devices to trans-
mit, since the duty cycle of WSN devices is low and they usually carry small but
critical information, this jamming would not have serious effects on the performance
of the WiFi devices.
In 2008 Xu et al. proposed channel surfing strategies to assure the availability
of WSN services in dynamic networks with low degree of node mobility [168]. In
their study, they explored coordinated channel switching and spectral multi-
plexing. For coordinated channel switching, the entire sensor network switches its
operation channel to enhance the reliability of the network; while in the case of spec-
tral multiplexing only sensors located in the jammed region changed their operation
channel where the boundary nodes act as relay between the different spectral zones.
To trigger the channel switching mechanism, in the coordinated channel switching
strategy each sensor node autonomously examines the loss of its neighbours, and us-
ing a broadcast-assisted channel switching mechanism, the newly selected operating
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channel is rapidly switched with low latency. The authors explored both synchronous
and asynchronous approaches to simplify the scheduling problem of sensor nodes op-
eration on multiple channels. The proposed schemes were implemented on a testbed
with 30 sensor network nodes. For their evaluation they chose network-recovery time
and protocol-overhead as their two main performance metrics. They concluded that
their proposed channel surfing strategies can rapidly and effectively correct network
connectivity in jamming/interference scenarios. Although the authors of this work
proposed a coordinated channel switching approach that triggers all nodes in the
network to switch their operating channel in order to mitigate external interference,
their scheme does not address mobility or severe variation of interference landscape.
2.5.1. Coordinator discovery schemes
Unlike channel adaptation, discovery schemes are not categorised as interference
mitigation strategies. They address the case when despite the channel adaptation
capabilities of the network, the excessive background-noise causes nodes to lose syn-
chronisation to their coordinator. Neighbour or coordinator discovery schemes play
an important role in reducing the orphaning duration and increasing the overall
network lifetime. Neighbour and coordinator discovery has received significant at-
tention from the research community in the past few years. Nevertheless, the issue of
sensor nodes recovering their synchronisation with their coordinator  after becom-
ing orphaned due to external interference  is not well considered. Studies conducted
on neighbour and coordinator discovery techniques, attempt to reduce the packet
loss rate, energy consumption and latency [56, 77, 83, 84, 137]. Neighbour discovery
and collecting a list of surrounding networks is essential for other applications and
protocols such as topology-control algorithms, medium access and routing protocols
[30, 64, 137].
Some common similarities found in most neighbour discovery schemes are: (1)
time is sub divided into slots and, (2) two nodes operating on the same frequency
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channel could discover each other only if they are awake in overlapping time slots.
Discovery schemes could be further divided in to single channel [77, 86, 174] and
multi-channel [15, 83, 84, 163] discovery problems.
The IEEE 802.15.4 standard [96] presents active and passive discovery techniques
for both beacon-enabled and non-beacon-enabled mode networks. This thesis is
mainly interested in the passive discovery technique for beacon-enabled networks be-
cause active discovery is not allowed there. Generally, a sensor device is required to
discover both the operating channel and the beacon period to establish a connection
with its corresponding coordinator. However, in our study only channel discovery
is performed and the beacon period is assumed to be known. As explained before
in Section 2.1.1, orphan nodes may passively listen to the channel until they receive
a beacon packet from their corresponding coordinator node. Choosing the correct
operating frequency channel is crucial in this process, and is assigned to the higher
layers. Another important factor to consider in IEEE 802.15.4-based neighbour dis-
covery schemes is the duration that nodes spend listening on each channel. Different
networks may use different beacon-intervals. In order to minimise the packet loss
rate, energy consumption and latency, selecting the optimal listening duration and
subset of channels to be scanned is crucial.
The SWEEP strategy proposed in [163] further expands the passive discovery
technique of the IEEE 802.15.4 standard [96], by introducing varying discovery pe-
riods. In other words, by scheduling the listening periods of the sensor network
node, this search strategy reduces the network discovery time. Implementation of
this scheme needs no modification to the existing MAC layer of the standard. The
authors assessed the performance of both targeted and untargeted passive discov-
ery scenarios. The evaluations of the targeted discovery scheme  where nodes are
attempting to find a pre-assigned coordinator with known PAN ID  concludes that
elevating the success rate of discovery, significantly increases the energy consump-
tion of the nodes. For the untargeted scenario  where the objective of a node is to
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discover any coordinator in the vicinity in the shortest amount of time  the results
revealed that remaining on the same channel for longer duration increases the per-
formance. They conclude that discovery of networks with longer beacon intervals is
very rare and most of the times they remain hidden from the sensor nodes. However,
this thesis is mostly interested in targeted coordinator discovery approaches.
Karowski et al. [83] expanded the SWEEP strategy [163] by proposing two
optimised discovery strategies, called OPTimised (OPT), and SWitchOPTimised
(SWOPT). The authors later proposed a simplified discovery scheme named SUB-
OPT [84], which requires less memory. The OPT scheme outperformed the SWEEP
by rapidly switching channels and remaining on a given channel for a duration
time equal to the smallest beacon interval  BI = 20 × BSD where BSD =
aBaseSuperframeDuration. The SWOPT scheme improved the OPT strategy,
reducing the number of channel switches by selecting the minimum duration spent
on a given channel to a preconfigured value equal to the minimum beacon interval
used by neighbouring networks  BI = 2minimumbeaconorder×BSD. The sub-optimal
algorithm SUBOPT gives the same result as SWOPT with less complexity if the
total number of channels to be scanned is odd. In the case where the number of
channels is even this algorithm is not able to discover all networks.
The three main assumptions made in this study are: 1) No channel switching
duration is considered  in other words, the time required for the transceiver to
change the operation frequency channel is assumed to be negligible. 2) The beacon
transmission/reception time is not considered  this is done by assuming that the
beacon packet length is equal to zero. 3) No collision or fading is assumed. All three
assumptions are made solely to better illustrate the performance of neighbour dis-
covery in ideal conditions. The main performance measures considered in this study
are: the duration time to discover the first network, the average time of discovery
and the time it takes to find the last network. The results for OPT and SWOPT were
compared against the IEEE 802.15.4 standard passive discovery and the SWEEP
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strategy. The cross validation of analytical, simulation and experimentation results
of average discovery duration showed similar correlation and trends. Their results
showed that the proposed schemes discover networks with smaller beacon orders
faster.
In [26, 56] Bashir et al. proposed a Coordinator Assisted Passive Discovery
(CAPD) scheme which attempts to decrease the discovery time of both mobile and
static devices by altering the duty cycle of the coordinators. This scheme was de-
signed for scenarios where an end device is constantly moving and needs to find a
network to transfer its information to. The main two steps of CAPD scheme are to
detect mobile nodes and to reduce the beacon order of the coordinator. To detect the
mobility of a given node they consider the variation in the LQI value of the received
packet. Finally, a decrease-beacon-interval command message is broadcasted by the
coordinator associated to the mobile node to all other neighbouring networks. The
neighbouring networks reserve the option to immediately reduce their duty cycle,
 risking synchronisation loss of their existing sensor nodes  or after the expiry
of the current beacon interval. The simulation analysis results reveal that the pro-
posed scheme not only elevates the success rate of association, but also significantly
reduces the time mobile nodes spend finding and re-associating with a new network.
In many location tracking applications, it is important for mobile nodes to ac-
tively discover all surrounding networks in the shortest amount of time and with
minimal energy consumption. As illustrated in [26], while networks with long duty
cycles consume less energy, they have higher latency in terms of transmission and
reception. Contrary, short duty cycles have the advantage of providing lower dis-
covery latency with the added energy cost. Kandhalu et al. in [77], proposes an
optimal trade-off solution named U-Connect for neighbour discovery. U-Connect
is a deterministic neighbour discovery scheme which addresses both symmetric and
asymmetric coordinator discovery problems. As mentioned earlier in this section,
in order for sensor nodes operating on the same frequency channel to discover one
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another, they need to be active in overlapping time slots. U-Connect forces nodes to
become active at time slots numbers that are multiples of prime numbers. By choos-
ing prime slot durations nodes are guaranteed to eventually have overlapping slot
durations, hence discovering each other. To solve the problem of nodes choosing the
same prime number, Kandhalu et al. prompted nodes to remain active for slightly
longer than half the prime period. Their performance metric used for validation of
this study was the product of power and latency.
They compared their proposed scheme with existing protocols such as Disco [55]
through both simulation and experimentation. Disco was an asynchronous neigh-
bour discovery and rendezvous scheme proposed by Dutta and Culler, in 2008. Using
this strategy ad-hoc nodes are able to discover each other without the need for any
synchronisation. This is done by selecting a pair of prime numbers where the mu-
tual sum is equal to the desired duty-cycle. Ad-hoc nodes use these numbers to turn
their radio transceiver on and start their packet transmission and reception when-
ever the internal-timer-counter of the device is dividable by either prime numbers.
According to the Chinese Remainder Theorem node discovery time is guaranteed
to be bounded in time. Although this scheme was initially designed for ad-hoc net-
works, Kandhalu et al. implemented this strategy for WSN. Their results showed
that U-Connect achieved an order of magnitude lower latency for a preconfigured
duty cycle compared to existing discovery schemes.
A neighbour discovery technique called EasiND was proposed by Huang et al.
in [73]. Based on the quorum system [28], this scheme can bound the discov-
ery latency for multi-channel WSN scenarios with low power consumption. For
multi-channel WSN scenarios with mobile nodes, the authors also proposed an op-
timal asynchronous neighbour discovery scheme based on different duty-cycle sets
that minimised power consumption with bounded discovery latency. The proposed
EasiND scheme allows sensor nodes with no prior clock synchronisation knowledge
of other neighbouring devices or network to discover and adapt to their operation
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frequency and duty-cycle. In their theoretical analysis they showed over 33% im-
provement of the product of power and latency in comparison to the U-Connect
scheme. Their implementation results revealed up to 86% drop in the average dis-
covery latency compared to the U-Connect scheme.
2.6. Transmit-Power Adaptation
Transmit-power adaptation is not a new topic. Much research has been done in this
field. Existing solutions proposed in this area could be categorised into four classes:
1) Network-level solutions: here the transmit-power of the whole network is selected
and assigned to all nodes in the network [119, 138]. 2) Node-level solutions: each
node independently selects a transmit-power to operate and communicate with its
neighbouring nodes [91]. 3) Neighbour-level solutions: the transmit-power is inde-
pendently selected for each neighbour [29, 169]. 4) Packet-level solutions: depending
on the type and priority of the packet the transmit-power is selected for each packet
transmission [102].
Lin et al. in 2006 introduced a unique adaptive transmit-power control protocol
called ATPC. The authors acknowledged that the link quality between low-powered
WSN nodes varies noticeably over time and in different environments. Although
theoretical studies and simulations present the fundamental basics of a solution,
nevertheless these solutions may not be applicable in the physical world. Lin et
al. find that static network configurations, such as transmit-power, might not be
effective in the real world. Based on the link-quality history, their proposed solution
builds individual link models to find the correlation between transmit-power and
link-quality for all neighbouring nodes.
The proposed ATPC supports packet-level transmit-power control for upper lay-
ers. This unique feature allows higher layers to differentiate the transmission of
packets with higher priority from lower priority by changing their transmit-power
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and reduce the overall transmit-power of the network. To increase the speed of their
online link-quality analysis, they used RSSI or LQI as an estimate for the desired
PRR. Based on the off-line correlation they found between the RSSI or LQI, and
the PRR, to reach a given quality of PRR they identified a lower bound for RSSI
and LQI; this correlation was later disproved by [90].
Lin et al. experimentally illustrated that introducing transmit-power adaptation
not only increases the end-to-end packet reception rate from less than 50% to over
98% throughout a three day experiment with both fair and rainy conditions; but
also their proposed solution consumed 25% less energy in comparison to a network-
level solution with maximum transmit-power settings. Lin et al. later expanded
their work in 2009 by proposing a hierarchical framework for their ATPC scheme.
This study mainly focused on enhancing the energy efficiency and success rate of
the network in the link-layer. The authors relied on the same shortcomings of the
ATPC, counting on the correlation between RSSI/LQI and PRR.
An adaptive transmit-power scheme proposed by Rukpakavong et al. in [137]
utilises the hello packet used in neighbour discovery to estimate the distance and
the appropriate transmit-power for a given neighbouring node. Unlike [102], in [137]
the sender broadcasts a single hello packet with maximum transmit-power. All
neighbouring nodes reply back to the sender using a unicast message with maxi-
mum transmit-power. The RSSI value of the source is saved in neighbour table and
updated every 20 second. After the information in the neighbour table is collected,
the device is able to send packets to the desired destination with the minimum
transmit-power level greater or equal to the computer prediction. The results re-
vealed no significant difference in terms of packet reception rate when comparing
the adaptive scheme with the maximum transmit-power scheme. However, their
experiments showed a 50% reduction in terms of energy consumption.
More recently, Nandi and Kundu introduced the Adaptive Transmit Power Scheme
(ATPS) designed for square-grid WSNs affected by multipath fading [118]. Their
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study focused on static networks with resource-constrained devices. This scheme in-
creases the lifespan of the network by adjusting the transmit-power of the nodes de-
pending on the node density and channel conditions. Considering the sensing range
of nodes and maintaining a pre-configured signal detection probability level, this
scheme maintains an acceptable Quality of Service (QoS). The authors investigate
the impact of node density, packet length and channel fading on energy efficiency for
both the adaptive transmit-power based and Fixed Transmit-Power Scheme (FTPS).
The results showed that in the case of FTPS, detection probability dropped as the
node spatial density decreases; this leads to shorter sensing range. However, for
nodes using the proposed ATPS scheme, the transmit-power adapted to the node's
spatial density and channel conditions. Simulation results revealed that energy con-
sumption of ATPS is less than that of FTPS in scenarios with moderate to high
node spatial density.
Hackmann et al. introduced an adaptive and robust topology-control protocol,
also known as ART, in 2008. In this study, three fundamental questions were an-
swered. The first question explored whether topology control is beneficial. To answer
this question they observed the PRR, sequence number of packets received, RSSI
and LQI of each node in the network with different transmit-power levels. Their
results showed that when maximum transmit-power was used, the network had full
connectivity, however, when operating with minimum transmit-power, the topol-
ogy of the network has partitioned into smaller clusters of high-quality links. This
change also resulted in the reduction of energy consumption of the network.
The second fundamental question illustrated that transmit-power has an impact
on contention. This was shown by randomly selecting 10 nodes out of all the nodes
in the network to simultaneously transmit packets while monitoring the PRR of
other nodes in the network. The experiment was repeated for different transmit-
powers between -25 and 0 dBm. The results showed that as the transmit-power
increased the PRR also increased. This trend continued until reaching a peak at
54
2.6. Transmit-Power Adaptation
-7 dBm. After this point, increasing transmit-power resulted in negative effects on
the PRR. This is mainly due to the trade-offs between link-quality and contention.
The authors also confirmed that link-quality estimators such as RSSI and LQI are
not always robust indicators for evaluating the PRR. The proposed ART protocol
assigns the selected transmit-power directly based on the calculated PRR of that
link. This is done by calculating the PRR of a given link over a window of time and
comparing it with a pre-assigned application-specified target. Using a light-weight
heuristic feedback mechanism, the transmit-power of the device is automatically
adjusted.
The results showed that using this scheme 75% of the nodes would achieve a
delivery rate of higher than 90% as compared to 61% when all nodes are transmitting
at maximum transmit-power. To show how contention affects the ART protocol, a
similar scenario was used. The results showed that the PRR of the un-optimised
ART is not statistically different when compared with maximum transmit-power,
both achieving an approximate PRR of 83%. However, the APT nodes consumed
5% less energy that the maximum transmit-power scheme. The optimised APT
scheme performed roughly 20% worse than the maximum transmit-power scheme.
This was mainly due to many nodes rapidly changing their transmit-power, which
directly affects the link-quality [64].
MPC is a Model Predictive Control method proposed by Witheephanich and
Hayes in 2009 [164]. This closed-loop transmit-power control approach proved that
RSSI can be used as a feedback signal to reduce the energy consumption of the device
while maintaining an acceptable QoS performance. They experimentally tested their
approach for both static and hybrid scenarios with one and two mobile nodes. Their
results illustrate nearly a 50% reduction in energy consumption compared to other
baseline schemes.
In 2010, Qian and Zhenzhou [72] proposed an MAC-based protocol that adaptively
adjusts the transmit-power of the WSN device. They named this scheme Adaptive
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Transmit Power MAC which was originally based on the S-MAC protocol [178].
To reduce the energy consumption of the network, the proposed scheme calculates
the distance between the sender node and the destination node according to the
received signal strength measurements. The appropriate transmit-power is then
automatically selected based on the calculated distance and the propagation model.
In [58], Fu et al. proposed a practical transmit-power control protocol called
P-TPC in 2012. Based on the experience gained from [64, 102, 103, 164], their P-
TPC scheme employed approaches from control-theory to achieve robustness against
complex and dynamic wireless properties and save the energy of resource-constrained
WSNs. P-TPC keeps a record of the total number of transmissions and failures and,
based on the pre-assigned data generation of the sensor nodes, calculates the PRR
of a given link. This receiver-oriented approach uses probe packets to initialise and
update the link model based on the calculated PRR. By combining a theoretical
link model with real-time parameter estimation techniques, this scheme updates the
appropriate transmit-power for a given link.
The P-TPC protocol comprises to two main building-blocks: a Fast on-line model
IDentification (FID) and a Proportional-Integral with the Anti-Windup (PI-AW)
controller. The FID calculates the PRR and updates the model between transmit-
power and PRR. This component also initialises and re-configures the PI-AW. The
PI-AW selects the appropriate transmit-power based on the current PRR and the
pre-assigned application-specified target PRR. The changes to the transmit-power
follow a non-linear curve presented by the proportional-integral control algorithm
with an anti-windup element. This approach was compared with three existing base-
line schemes: ART[64], ATPC [102, 103] and MPC[164]. In their first experiment
they looked at single-link results. Interestingly, the ART showed the slowest reaction
to link quality changes. This outcome could be attributed to its simple heuristic
approach of updating the transmit-power one unit at a time. The ATPC scheme
only reacted once to the link quality changes.
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These results illustrate the shortcomings of this scheme. Since ATPC based its
approach on the correlation of RSSI on PRR, however, their results are inconsistent
with previous empirical studies that prove RSSI is not a reliable index for PRR.
Comparison of MPC and P-TPC reveals that both approaches perform well when
faced with varying link quality. Nevertheless, MPC, having a more complex optimi-
sation algorithm showed slightly better performance than P-TPC's approach. This
slight performance improvement of the MPC scheme comes with a complexity and
energy cost which is not practical for implementation on resource-constrained WSN
nodes.
Temperature shifts in harsh environments such as deserts [42]  the temperature
difference between night and day  or urban areas [116]  where the isolation between
indoor and outdoor environments result is a huge and sudden temperature difference
 is one of the causes of link quality degradation [24]. Maintaining full connectivity
in adaptive transmit-power schemes is difficult and requires control packet overhead,
when compared with schemes with fixed transmit-power set to maximum. An ef-
ficient transmit-power control protocol was proposed by Lee and Chung [99]. This
aims to explore the impact of temperature variation onWSN link quality and to com-
pensate these changes by introducing an efficient temperature-aware scheme. This
scheme reduces the feedback overhead of existing adaptive transmit-power scheme
by incorporating a closed-loop feedback process.
Furthermore, by adaptively adjusting the transmit-power level of the network, it
prolongs the network lifetime while maintaining an acceptable QoS. Their experi-
mental evaluations portrayed irregular variations of link quality caused by tempera-
ture fluctuations over time (a 5oC drop in temperature results in over 5 dBm increase
in noise floor). This variation escalated as the distance between the nodes increased.
They compared their closed-loop Temperature-Aware Transmission Power Compen-
sation (TATPC) scheme with The Dynamic Transmission Power Control (DTPC)
protocol presented in [75]. The experimental results revealed that although DTPC
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is more energy-efficient due to its adaptive transmit-power algorithm, the TATPC
scheme showed over 5% higher PRR than DTPC. This is mainly because of taking
into consideration the temperature variation of the environment.
2.7. Other Approaches
Four coexistence mechanisms are introduced by the IEEE 802.15.6 standard which
offers interference mitigation strategies while dealing with neighbouring Wireless
Body Area Networks (WBANs) [7] [Section 6.13].
The first coexistence mitigation mechanism is called beacon shifting. In this
mechanism the hub selects a beacon shifting sequence that is not being used by
its neighbouring WBANs. By transmitting beacon packets at different time offsets,
the hub mitigates potential repeated beacon collisions with neighbouring WBANs
operating on the same channel. The hub informs other nodes and other neighbouring
WBANs of its chosen beacon shifting sequence by including this information in its
beacon packets. However, this mechanism is not applicable for frequencies below
405 MHz.
Channel hopping is another mechanism used in this standard. This mecha-
nism is only allowed for WBANs with physical layers that operate in Narrow-Band
(NB)  excluding the Medical Implant Communication Service (MICS) band or the
Frequency Modulation Ultra-WideBand (FM-UWB) enabled physical layer. In this
mechanism a hub will hop to another channel after a fixed number of beacon peri-
ods. According to the standard, the hub includes both the selected channel hopping
state and the next channel hop fields in both its beacon frame and in its connec-
tion assignment frame. To avoid interference, the hubs choose a channel-hopping
sequence that is not being used by other neighbouring hubs.
The final two coexistence mechanisms introduced by this standard are the Ac-
tive super-frame-interleaving and B2-aided time-shifting mechanisms used
58
2.7. Other Approaches
for beacon-enabled and non-beacon-enabled mode WBANs, respectively. These
mechanisms are available for all frequency bands excluding frequencies between
402 and 405 MHz. According to the standard, by using these mechanisms one
or more WBANs may share the same operating channel. The basic idea of these
two mechanisms is to negotiate either a common active super-frame-interleaving
or a time-shifting parameter between the neighbouring WBANs. After sending a
command-active-super-frame-interleaving-request frame and receiving the acknowl-
edgement frame, a command-active-super-frame-interleaving-response frame is sent
to indicate the acceptance or rejection of the request. In sum, the above-mentioned
approaches aim to alleviate the issues caused by channel coexistence and their impact
on WBSN performance. It is suggested to consider these approaches in combina-
tion with the transmit-power variation and frequency adaptation schemes proposed
in this thesis for future enhancement of both IEEE 802.15.4 and IEEE 802.15.6
protocols.
Although both IEEE 802.11 and 802.15.4 technologies operating in the 2.4 GHz
ISM band employ CSMA-CA as one of their collision avoidance schemes, this mecha-
nism is specifically designed to increase the reliability of heterogeneous technologies.
Regrettably, this technique is not as effective when faced with other technologies.
Hou et al. state that CSMA/CA schemes implemented by 802.11 do not recognise
the transmission efforts of ZigBee devices [69]. In other words, packets transmitted
by IEEE 802.15.4-based devices are not detectable by the IEEE 802.11 networks.
One approach introduced by Tytgat et al. is called Coexistence Aware Clear Chan-
nel Assessment (CACCA) [154]. This scheme introduces an extra back-off delay for
nodes of one technology to coexist with other technologies. By looking deeper in the
CCA mechanisms of IEEE 802.15.4 and 802.11, Tytgat et al. proposed a shorter
CCA duration and receive-mode-to-transmit-mode switching duration. This alter-
ation in the IEEE 802.15.4-based devices alone reduced the PER by 24%. The
CACCA was also added to both technologies, reducing the percentage of packets
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lost by approximately 99%. This approach increased the energy consumption of the
WSN nodes by 8% and the WiFi devices by 2%.
2.7.1. IEEE 802.15.6
In February 2012, the IEEE Standards Association introduced the IEEE 802.15.6
standard for WBANs [7]. This standard was designed to provide reliable wireless
communication for extremely low-power devices used in close proximity to or inside
the human body. It supports the following three physical layers: NB 4, Ultra-
Wide-Band (UWB)5, and the Human Body Communications (HBC)6 physical layer.
According to the IEEE 802.15.6 standard, a WBSN is capable of operating on at least
one of 241 available frequency channels. Amongst these, 230 channels are available
in the NB, 10 frequency channels are available in the UWB, and one channel is
available in the HBC range. This standard also supports a wide range of data rates,
starting from 75.9 kbps up to 10 Mbps.
The MAC layer specification permits a network to form a star topology with
only one hub. The number of nodes ranges from zero to mMaxBANSize. With
the aid of relay-capable nodes, end devices are able to be placed either one hop
or two hops away from their corresponding hub. In this standard, time is divided
into super-frames. A super-frame structure is bounded by beacons. The beacon
period and time slot allocation are selected by the hub. The hub is also able to
shift the offsets of the beacon periods. These networks are able to operate in one of
the following three access modes [7, Sec. 6.3]: 1) Beacon mode with beacon periods
(super-frames), 2) Non-beacon mode with super-frames, and 3) Non-beacon mode
without super-frames.
Although this standard is specifically aimed and designed for WBANs [94], this
4A compliant device with a NB-compatible physical layers shall be able to operate in one or more
of the following frequency bands: 402-405 MHz, 420-450 MHz, 863-870 MHz, 902-928 MHz,
950-958 MHz, 2360-2400 MHz, and 2400-2483.5 MHz.
5The 10 frequency channels are divided into two groups: 1)Low band (3494.4, 3993.6, and 4492.8
MHz) 2) High band (6498.6, 6488.8, 7488.0, 7987.2, 8486.4, 8985.6, 9484.8 and 9984.0 MHz).
6A HBC-compatible transceiver operates in the 21 MHz frequency band.
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thesis decides not to use this technology simply because this standard has just re-
cently been introduced and  to the best knowledge of the author  no commercially
available hardware exists (at the time when this thesis was submitted) that is com-
patible with the specifications of this standard.
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This chapter describes the system model for Chapters 4, 5 and 7.
3.1. Network software and tools
Simulation software and/or tools have been used as a cheaper and risk free alterna-
tive for experimenting with new ideas. Implementing a new idea using an abstract
computer model enables researchers to test their proposed schemes in different con-
trolled scenarios.
This thesis performed a thorough search in order to find a simulation tool, which
could model overlapping of IEEE 802.15.4 and IEEE 802.11 frequency channels.
Amongst the existing and well-known network simulators available, OPNET [112]
and QualNet [131] provide the most powerful features required for this research.
Unfortunately, these simulation tools are commercial products and require licensing
and registration before using them. Furthermore, modification access to the source
code is limited or not available for such tools. An alternative option is the use of
open-source network simulators, for example NS2 [109] or OMNET++ [155]. This
thesis surveyed several simulation libraries operating on top of OMNET++, such
as: MiXiM [1], INET Framework [8] and Castalia [32].
After comparing all the simulation tools mentioned above, Castalia [32] seems
the most suitable package for our needs and expectations [74]. This open-source
network simulator was originally designed for WSNs and WBANs. Amongst other
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models and protocols this simulation software fully supports both the IEEE 802.15.4
physical and MAC layer specifications. The package works on top of the OMNET++
platform [32]  which is also an open-source software.
The main drawbacks of this package are: i) lack of WiFi traffic support and ii)
not keeping track of all 16 IEEE 802.15.4 channels simultaneously, which is needed
for this research. Nevertheless, since Castalia is an open-source network simulator,
it was possible to add the extra features. This thesis uses Castalia version 3.2  the
current and most up-to-date version available  for generating the simulation results
presented in later chapters. For the purposes of this thesis, Castalia has been ex-
tended to support simultaneous access to all 16 IEEE 802.15.4 channels. This helps
keep track of and monitor all the oncoming traffic from all available channels. This
extra feature not only allows simultaneous access to and knowledge of all channels,
but also helps produce more accurate and realistic results1. An interference traffic
model for generating WiFi traffic has been added to this simulation package as well.
This extension enables the WiFi device to send WiFi packets simultaneously on four
IEEE 802.15.4 channels with different transmit-powers according to the WiFi stan-
dard's spectral mask. More detail regarding the interference traffic model is given
in Section 3.4.
3.2. Network Scenario and Topology
This thesis uses a simple scenario in which a human carrier walks on a straight
line in a field where external interference is caused by randomly distributed WiFi
APs. The human carrier is assumed to be carrying a WBSN, consisting of one PAN
coordinator and four sensor nodes. The sensor nodes are carefully placed on the
human body forming a star topology, where sensor nodes are equidistant from each
1In the current version of Castalia (version 3.2), packets sent to a channel different from the
current working channel of the device are ignored. In such a case, if that device decides to
switch to a different channel, Castalia would completely ignore any previously sent packets or
packets that are currently being sent and are causing interference. This assumption was made
by the authors of Castalia to simplify the problem and to reduce the simulation time.
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Figure 3.1.: WBSN and Interferer Deployment
other on a circle of one meter radius with the PAN coordinator node at the centre
of the circle (see Figure 3.1). Throughout this thesis, the combination of four sensor
nodes and their corresponding PAN coordinator are interchangeably referred to as
WBSN or human carrier. Moreover, in order to focus on the impact of interference in
isolation, for the majority of the results presented in this thesis, other impairments
such as shadowing caused by the human body are ignored. Nevertheless, the effects
of human body shadowing are considered and discussed in Section 4.3.6.
The considered playground is a 300 meter by 1500 meter field, where the human
carrier walks at a constant pace of 5 km/h [57, 183]  an average walking speed of a
pedestrian  from one side of the field (location (150 m, 150 m)) to the other end of
the field (location (1350 m,150 m)) on a straight line. With this arrangement, the
human carrier stays away from the boundaries of the playground field. To further
simplify the problem, this thesis does not consider any obstacles on the path of the
human carrier.
In order to create interference, a random number of fixed stationary WiFi APs
is placed in the field at randomly chosen locations. The location of each AP is
independent of other APs and is selected according to a uniform density. The
number of WiFi APs placed in the field is derived following a Poisson distribution,
where ∆ is the average density  number of APs  in the field2.
2This deployment forms a Poisson point process, see [81, Sec. 1.3] and [82, Chap. 16].
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3.3. Propagation Model
This thesis uses a standard log-distance model with shadowing as a path loss model
[132] for both its WiFi interference sources and the WBSN. The path loss for distance
d is calculated using Equation 3.1 [32, Sec. 4.1.1]:
PL(d) =
 PL0 + 10 · γ · log10(d/d0)Xσ d > d0PL0 d ≤ d0 (3.1)
where PL0 is the path loss at reference distance d0 (which in this thesis is assumed
to be 1 m), and γ is the path loss exponent, typically chosen between two and six.
This thesis uses the default value of γ = 2.4 suggested by the simulation package.
In [187], Zuniga and Krishnamachari conducted an experimental study with mica2
motes, which explained the observed PRR with the lognormal shadowing channel
model. This shadowing model is appropriately used by the simulation package. The
shadowing term Xσ is a zero-mean Gaussian random variable with σ = 4 (which
is again the default value provided by the simulation package). The relatively low
value for γ gives a very high impact of the WiFi interferers on the WBSN. The
propagation parameters and other relevant parameters are summarised in Table 3.1.
3.4. WiFi Interference traffic model
To simulate a device that mimics a WiFi interference source in Castalia, small mod-
ifications were made to the existing physical layer model of this simulator. Namely,
for every WiFi packet generated in the application layer of a given WiFi device, in-
stead of sending one WiFi packet that overlaps with four IEEE 802.15.4 channels in
the physical layer, it generates four identical packets, which are sent simultaneously
on four neighbouring IEEE 802.15.4 frequency channels. Any packet transmitted
by a WiFi interferer affects only the four IEEE 802.15.4 channels that are directly
overlapping with the WiFi spectrum mask. This thesis do not consider adjacent
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channel interference, which is 30 dBm below the main lobe.
The transmit-powers for these four packets differ from each other depending on
the transmit spectral mask of the IEEE 802.11 Standard. Figure 3.2 illustrates the
transmit spectral mask of a WiFi transceiver. At the centre frequency, the received
signal strength is 0 dB and as it gets further away from the centre, the signal
strength declines until it reaches another side band. In order to simulate the effects
of the WiFi interference nodes, this thesis applies an offset to the TX power of the
individual WiFi packets sent on different frequency channels of the IEEE 802.15.4
standard with respect to the transmit spectral mask of the IEEE 802.11 standard
given in Figure 3.2.
Using the formula given in Figure 3.2, this thesis calculates and simulates the
differences in transmit-power between the four overlapped channels. For more in-
formation on how these values have been calculated see Appendix A.
Each WiFi AP in this thesis is independent of other APs. Their operating fre-
quency channel is randomly selected and pre-assigned using a uniform distribution
at the beginning of every simulation run. According to the IEEE 802.11b specifica-
Main Application Layer Parameters
Packet Inter-arrival Time 1 s
Start-up Delay 5 s
Data Payload Uniform(64,102) bytes
Main IEEE 802.15.4 MAC Parameters
Max Frame trials 10
Max Lost Beacons 4
Packet Validity Time (Expiration date) 8 * 122.88 = 983.04 ms
Frame Order 61.44 ms
Beacon Order 122.88 ms
Beacon Time Out 3 ms
Buffer size 32
initialSwitchCount (see Section 4.2) 4
Buffer size 16
Main IEEE 802.15.4 Physical layer Parameters
TX power -25 dBm
Data Rate 250 kbps
Main Path Loss Model Parameters
Loss at reference distance PL0 55 dB
Path loss exponent γ 2.4
Table 3.1.: Simulation Parameters.
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Figure 3.2.: IEEE 802.11 transmit spectral mask in the 2.4 GHz ISM band[2].
tions, WiFi channels start from channel 1 (2412 MHz) to channel 13 (2472 MHz) 
channel 14 (2484 MHz) is also available; however, operating in this frequency chan-
nel is only permitted in certain regions and countries [2]. This thesis looks at the
first 13 channels. This assumption is made so that all 16 available IEEE 802.15.4
channels would be affected by external interference. Moreover, all WiFi interferer
nodes are assumed to operate with a transmit-power of 20 dBm. In addition, al-
though the IEEE 802.11 standard has control messages and a CS mechanism, in this
thesis, an individual WiFi AP generates its traffic independently withoutperforming
carrier-sensing before sending its data packet.
The size of the packets generated by the interferer device are a sequence of In-
dependent and Identically Distributed (IID) random variables, following a uniform
distribution between 64 and 1500 bytes. The WiFi APs transmit their data at a data
rate of 1 Mbps (IEEE 802.11b)[2]. As mentioned before in Section 2.1.2, the selected
IEEE 802.11 version and data rate makes no difference for IEEE 802.15.4-based de-
vices, and any packets sent by the WiFi device is considered as external noise. The
inter-arrival times between WiFi packets are also IID random variables following an
exponential distribution. The average inter-arrival times between WiFi packets are
chosen in such a way that a prescribed traffic intensity of λ = 0%, 10%, 20%, . . . , 70%
is obtained.
Clearly, this traffic model is not a realistic WiFi model, but an artificial traffic
model, and it is a topic of future research to consider more realistic traffic and to
also consider interactions between the APs that would be achievable by performing
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a CS operation. Nevertheless, this thesis chooses a more simple and naive traffic
model  without any carrier-sensing  ensuring the intended traffic intensity λ indeed
occurs faithfully on the channel and that WBSNs do not have any influence on the
operation of the AP's. This is regarded as a conservative and worst-case traffic
assumption.
3.5. WBSN model
This thesis considers a WBSN with four sensor nodes connected to one coordinator
node. The nodes are connected in a star topology, using the beacon-enabled IEEE
802.15.4 MAC layer. In this arrangement the coordinator periodically sends beacon
messages to all neighbouring sensor nodes. After receiving these beacon packets,
devices first associate themselves to the coordinator  and if specified in the con-
figuration of the sensor nodes, they may also try to request a GTSs. This thesis
generally does not use GTS for up-link or down-link traffic, and nodes may use the
CAP period to transmit or receive their packets3. In this study a sensor device gen-
erates data packets at one-second intervals4  this value represents a common data
traffic load expected for representative WBSN-based applications [104, 124, 151].
The lengths of the packets generated by the sensor nodes are IID random variables,
generated from an uniform distribution between 64 and 102 bytes. The coordinator
responds to a successfully received packet from a sensor node with an acknowledge-
ment packet. If the sensor node does not receive an acknowledgement packet from
its coordinator node (for example due to external interference), it performs up to
nine re-transmissions (giving a total of 10 trials per frame).
Sensor nodes maintain their synchronisation by listening to and receiving the
coordinator's beacon packets. If a device does not receive four successive beacons, it
becomes an orphan node. This would force the orphan node to listen continuously
3The only exception of allocating GTSs is enabled while obtaining preliminary results reported
in Section 4.3.2
4This number could later be adjusted to different scenarios or applications (see Section 7).
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to the current channel until it receives a beacon message from its PAN coordinator
node, and then it re-associates. In scenarios where frequency adaptation schemes are
employed, orphan nodes scan through a list of channels to find beacon packets and
re-associate (See Chapter 4). This can for example happen when the coordinator
has chosen to switch to another channel in response to excessive interference but the
device has not received any of the beacons announcing this decision. The beacon
order and the super-frame order have been fixed to values of 3 and 2, respectively,
corresponding to a beacon period of ≈ 122.88 ms and an active period of ≈ 61.44
ms duration. Table 3.1 gives a more detailed overview of the parameters used in
this thesis.
There are cases in the IEEE 802.15.4 protocol where packets queue up in the
MAC or PHY layer of the sensor network device. One such situation is when a
node looses its PAN connection due to excessive interference. In such scenarios,
the application layer of the sensor node continues to generate data packets every
second  regardless of it being in the orphan state. This thesis follows the IEEE
802.15.4 standard and sets the packet validity timer to eight times the beacon
period (corresponding to ≈ 983.04 ms), which is just below one second. Thus,
if the data packet is not successfully acknowledged before the timer expires, the
MAC layer drops the data packet from its buffer. This effectively ensures that the
current data packet is removed from the MAC layer before the next data packet
arrives. The packet validity timer is independent of the maximum number of frame
re-transmissions. Each packet is allowed a maximum of 10 re-transmission attempts
before being discarded, which is fairly typical for periodic traffic. An application
example would be where the transmitted data is only valid for a given duration of
time, in this case just less than one second.
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3.6. Energy model
A sensor node comprises of different components, consuming different levels of en-
ergy, namely the transceiver unit, the sensing unit, the processing unit, etc. Previous
studies reveal that a considerable percentage of WBSN node's energy is consumed
by its transceiver unit [33, 126, 127]. The energy model used in this thesis only
considers the power consumption of the transceiver unit, and the power consumed
by other hardware components of a WBSN node is ignored.
The energy model used in this thesis uses the characteristics of the well-known
IEEE 802.15.4-compliant ChipCon CC2420 transceiver [149], with a supply voltage
of 3.3 V. The physical layer manages the transition between the different transceiver
states (Receive, Transmit and Sleep state). According to the CC2420 specifications,
at receive state, the transceiver draws 18.8 mA and at the idle and power down
mode, it only draws approximately 426µA and 20µA, respectively. The transmit-
power supported by the CC2420 transceiver has a range of steps starting from -25
dBm to a maximum of 0 dBm and the current consumption of each transmit-power
level varies between 8.5 mA and 17.4 mA, respectively5.
In this thesis the transmit-power level is fixed to -25 dBm  this is the low-
est transmit-power supported by this transceiver6. However, in scenarios where
shadowing effects of the human body are considered (see Section 4.3.6), or where
transmit-power variation is considered (see Chapter 7), other transmit-power levels
up to 0 dBm are also used  this is the maximum transmit-power level supported
by the CC2420 transceiver.
The CC2420 transceiver has four operational states: transmit, receive, idle, and
5The official transmit-modes stated in the CC2420 data-sheet are 0,-5,-10,-15 and -25 dBm, which
consume 17.4, 14, 11, 9.9 and 8.5 mA, respectively [149]. This transceiver also supports other
transmit-power levels like -42 dBm that are not officially declared in the specifications of the
provided data-sheet [66].
6Other transmit-power levels are achievable by manually changing the TXCTRL.PA_LEVEL
parameter of the CC2420 transceiver. However, they are not not specified in the data sheet
of this transceiver [149]. For example in [66], experimental measurements revealed that a
transmit-power of -42 dBm is achievable by setting the value of TXCTRL.PA_LEVEL to two.
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sleep. In the simulation model presented in this thesis, the time a node spends in
either state is recorded. In other words, if at t1 the transceiver changes its state
to sx and remains in that state till t2, the device has spent the duration time of
(t2−t1) in state sx. To compute the total energy consumption of a given device, this
time is then multiplied with the average power consumption of each state (obtained
from the data sheet [149]). The time and power required for RSSI measurements
(as they are carried out to assess channels), and the time and power needed to
switch between channels after adaptation decisions, are also taken into account.
The current consumption of a WBSN device in all transceiver states, including the
duration time of a single RSSI measurement7, and the time needed to switch between
channels8, are presented in Table 3.2.
In the beacon-enabled MAC all nodes sleep during the inactive part of the super-
frame. To get a clearer understanding of how different schemes affect the consumed
energy of a WBSN device, sensor nodes are forced to go to sleep immediately after
receiving the beacon packet from the coordinator if the sensor node has no packets
7According to the CC2420 data sheet [149], a single RSSI measurement, which is averaged over
8 symbols, takes 128µs to calculate. However, in order to be sure that the registered value is
valid, it is recommended to wait for twice that duration. Therefore, this study considers that
the radio transceiver of a given node remains in the RX state for 256µs waiting for one RSSI
measurement result.
8Moreover, according to the CC2420 data sheet [149], a Phase Locked Loop (PLL) lock time
duration (192µs) is the duration needed for a node to switch between channels. In this study,
for a node to switch to another channel the radio transceiver of a given node needs to remain
in RX mode for one PLL lock time duration.
CC2420 Parameter
RX mode 3.3 V * 19.7 mA 65.01 mW
TX mode -25 dBm 3.3 V * 8.5 mA 28.05 mW
TX mode -15 dBm 3.3 V * 9.9 mA 32.67 mW
TX mode -10 dBm 3.3 V * 11 mA 36.3 mW
TX mode -5 dBm 3.3 V * 14 mA 46.2 mW
TX mode 0 dBm 3.3 V * 17 mA 57.42 mW
Sleep IDLE mode 3.3 V * 426 µA 1.4058 mW
Sleep Power Down mode 3.3 V * 20 µA 0.066 mW
Duration time
RSSI Measurement time 256 µs
PPL (Phase Locked Loop) time 192 µs
Table 3.2.: CC2420 parameter specification.
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to transmit or receive. Appendix B explains in depth the steps taken for calculating
the total considered energy along with simple examples.
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4. Frequency Adaptation
This chapter describes the frequency adaptation schemes proposed and compared
in the first part of our study. A subset of the results presented in this chapter has
been published in [172] and [177].
4.1. Baseline Schemes
Two schemes are considered as baseline schemes, namely, the non-adaptive and
the genie schemes, which represent the lower and upper bound of what is achiev-
able, respectively. The lower bound is represented by the current existing IEEE
802.15.4 standard and the upper bound is represented by a hypothetical frequency
adaptive scheme capable of dynamically switching the current operating channel to
the channel with the lowest interference level.
4.1.1. No-Adaptation Scheme
This thesis uses the existing non-adaptive IEEE 802.15.4 standard as its baseline
scheme. The non-adaptive IEEE 802.15.4 standard scheme itself comes in three
different modes.
1. non-adaptive CAP mode: In this mode, the sensor nodes carry out their
initial associations, and any up-link or down-link traffic is handled during the
CAP period of the super-frame. GTSs are not utilised or assigned.
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2. non-adaptive GTS mode: In this mode, the sensors carry out their initial
associations and requests for GTS slots in the CAP period. But all other
up-link or down-link transmissions are carried out in their allocated GTS slot.
3. non-adaptive CAP+GTS mode: the sensors, similar to the previous mode,
carry out their initial associations and requests for GTS slots in the CAP
period. However, this mode allows sensor nodes to transmit and/or receive
packets in both their allocated GTS and during the CAP period. No priority
is given to either opportunity. In other words, if data packets are available and
the sensor node is in the CAP period it will attempt to send its data packet
as soon as possible.
In the non-adaptive scheme the coordinator does not change its channel through-
out the simulation. Hence, there is no frequency adaptation. Clearly, this scheme
does not require or perform any additional activities like for example channel quality
measurements.
The coordinator picks its initial channel randomly at the beginning of every sim-
ulation run and never changes it. When a device becomes orphaned, it remains on
the same operating channel and resumes operation when it detects the next beacon
packet.
This thesis compares the three existing non-adaptive schemes with each other.
This is done to find out which non-adaptive scheme performs best in the presence of
external interference. Based on the results given in Section 4.3.2, the non-adaptive
CAP scheme is selected as the bench mark for non-adaptive schemes, which is re-
ferred to as the no-adaptation scheme.
4.1.2. Genie Scheme
The second baseline scheme is the genie scheme. This scheme is a hypothetical
scheme, enabling all WBSN nodes to measure the instantaneous RSSI levels on all
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channels simultaneously. The purpose of designing this hypothetical scheme is to
show the potential upper bound of what is achievable if nodes in the network are
given oracle knowledge of their surrounding environment  like channel quality 
and based on this information they are able to switch their operating frequency in
an ideal way (simultaneously synchronise, without any costs except energy). It is
assumed that all nodes measurements are noise-free, identical and instantaneous1.
This thesis takes into account the energy costs required by these measurement
and channel adaptation processes. The corresponding energy costs are related to
the activities of 16 parallel transceivers being used for each device on the network.
In addition, before transmitting a new packet, either from the coordinator node or a
sensor node, all devices in the network automatically switch to the best channel (in
this scenario the best channel is the channel with the least energy  the assumption
that all measurements are identical lets the members unanimously agree on the
next best channel), without any signalling delay or signalling costs. This scheme
approximates ideal adaptation without any of the involved risks like wrong decisions
resulting from measurement noise, or failure of sensors to take notice of coordinators
decisions.
4.2. Frequency Adaptation Schemes
In our framework frequency adaptation is carried out entirely by the PAN coordi-
nator. More precisely, the PAN coordinator performs measurements on the current
channel or on other channels to judge their quality, makes the decision to change
the frequency, determines the frequency to hop to, and notifies the remaining nodes
about the decision. This thesis assumes that the SO is strictly smaller than the
BO, so that there is an inactive period in each frame during which the coordinator
1Performing RSSI measurement takes time (See Table 3.2). However, in simulation, it is possible
to not take into account the time it takes to measure all 16 channels, the time it take to switch
to a new channel, and any related synchronisation issues. These assumptions are made to
transform a typical WBSN to a network with genie capabilities.
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carries out the channel measurements. For these measurements it is assumed that
the coordinator measures the energy level without trying to demodulate a signal [7].
In the terminology of the IEEE 802.15.4 standard the coordinator performs RSSI
measurements, as only this mode can detect the presence of other technologies.
Since the MAC layer of the IEEE 802.15.4 standard does not foresee a service
(or associated command frames) for channel adaptation, this thesis uses the beacon
payload field. The IEEE 802.15.4 beacon frame can carry a variable-length payload
which is utilised for frequency adaptation. The precise usage depends on the adap-
tation scheme, but for all schemes at least two fields are included, put together into
one byte: a four-bit field indicating the next channel to switch to (nextChannel),
and a four-bit field (called switchCount) counting down the number of beacons to
be transmitted on the current channel before switching to the channel indicated
in nextChannel. The second field allows to use several beacon frames to announce
the new channel before switching, which in heavy interference situations can help
to notify all associated devices. Further fields might be present, depending on the
scheme.
Another parameter used in this thesis is the initialSwitchCount. This variable
represents the number of super-frames before the network switches its operating
frequency to the next channel. In other words, when the coordinator (currently on
channel co) has made a decision to switch to a new channel cn, it writes the value
cn into the nextChannel field of the next beacon and initialises its switchCount
field with the value stored in the configuration parameter initialSwitchCount. The
coordinator transmits initialSwitchCount beacons on channel co and then switches to
channel cn. The switchCount field is counted down while transmitting the beacons
on co. After switching to cn and before any new switching decision is made, the
coordinator writes cn into the nextChannel field and the value 0 into the switchCount
field.
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4.2.1. Periodic Schemes
In the class of periodic adaptation schemes the coordinator decides about the next
channel periodically, after a fixed number of super-frames, which is referred to as a
hyper-frame. For this study the hyper-frame length is fixed to ten super-frames2.
In other words, the operating frequency channel could be changed every ten super-
frames.
Periodic Random Scheme
The first periodic adaptation scheme that is investigated in this thesis, is the periodic-
random scheme. In this scheme, the PAN coordinator randomly selects a channel
using a uniform distribution and independent of previous choices. There are no
channel measurements involved in this scheme. The extra energy costs for channel
switching, which occurs when the previous and the next channel are different, are
considered in the calculation of the total energy consumption.
For both practical and simulation implementation of this scheme, a pseudo-
random number generator for generating a sequence of numbers that represent future
channels is used. In this scheme the PAN coordinator informs the sensor nodes, dur-
ing the association stage, about its current seed number, Hyper-frame size and the
offset to the next Hyper-frame. Having this information, sensor nodes are able to
switch channels and maintain synchronisation with their coordinator even if they
loose three consecutive beacon packets3. Furthermore, the coordinator updates the
sensor nodes about its current seed number and offset to the next Hyper-frame by
including this information in the beacon packets4.
This thesis presents two variations of the periodic-random scheme, where the
2In this thesis other hyper-frame lengths have also been considered.
3After losing four consecutive beacon packets, sensor nodes become orphaned and the information
regarding the seed number and offset to the next channel hop is ignored. The sensor nodes
are forced to scan all available channels in order to find and re-associate with its corresponding
coordinator node.
4A similar technique is used by [135].
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length of the Hyper-frame is 1 and 10, respectively. This allowed us to validate
our hypothesis that reducing the Hyper-frame length  the duration time spent
on a given channel  increases the success rate. In other words, the faster the
network switches its operating channel, the smaller the chance of being affected by
the possible external interference present on the operating channel  this is true if
the next operating channel is without interference.
Periodic Measurement Scheme
Similar to the periodic-random scheme, the periodic-measurement scheme also
changes its operating channel at the end of each Hyper-frame. However, in this
scheme the WBSN coordinator takes RSSI measurements of all 16 channels during
the inactive period of each super-frame, and based on the measurements taken in
the last ten super-frames, at the end of the sixth super-frame of a Hyper-frame it
makes a decision about the best channel for the following Hyper-frame. The decision
is based on the observed RSSI values and is communicated to the sensors over the
remaining four5 super-frames.
For channel evaluation, this thesis employs the schemes proposed in [117]. Since
in this study the coordinator makes the decision, it is also solely responsible for
collecting RSSI measurements from all available channels. For this, the coordinator
remains active and in RX mode during the inactive period of a super-frame while
all sensor nodes are in sleep mode. According to the IEEE 802.15.4 standard there
should not be any activity or interference from the nodes in the same WBSN during
this period. The coordinator takes eight RSSI samples from each channel during the
inactive period of the super-frame. This, multiplied by the sample set size, which
is equal to the number of super-frames in a hyper-frame (10), gives a total of 80
RSSI samples per channel. These RSSI measurements are assumed to be noise-free6,
5see initialSwitchCount parameter in Section 3.5
6In other words, if two independent devices located at the same location take RSSI measurements
at the same time they will both get the same RSSI value.
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but the energy required to take these samples and to switch to all 16 channels is
accounted for. If the newly selected channel is different from the current operating
channel, the simulation model also calculates the cost of channel switching that
the sensor incurs. This extra measurement cost is calculated to be ≈ 2.33 mJ per
channel switch (for the breakdown of this calculation see Appendix B).
After the decision is made the information about the next channel switch is then
added into n subsequent beacon packets  in this study n = 4. Starting from the
(n+ 1)th super-frame the coordinator and all sensor nodes that successfully received
at least one of the past n beacon packets, switch to the newly assigned frequency
channel. In this approach there is a possibility that a sensor node may not receive
any of n beacon packets and thus is not notified of channel switching decisions.
In such scenarios the coordinator and all the sensor nodes that had received one of
these beacon packets would have switched to the newly assigned channel. The nodes
that did not receive any of the beacon packets  due to external interference  would
be left behind in the same channel. These nodes would become orphan nodes and
forced to spend a substantial amount of time and energy on scanning all available
channels in search of finding and associating to its corresponding PAN coordinator.
Next is the description of the three periodic-measurement schemes proposed in
this thesis:
Periodic-Measurement-Max Scheme
This scheme looks for the maximum observed RSSI value out of the last ten mea-
surement sets as a summary statistic for a given channel, and the decider chooses
the channel with the smallest maximum RSSI value (in the figures the scheme is
denoted as periodic-measurement-max scheme).
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Periodic-Measurement-Mean Scheme
Another performance measure suggested by [117] is to calculate the average observed
RSSI value of the measurements obtained on each channel. The coordinator selects
the channel with the smallest mean RSSI value (this scheme is referred to as periodic-
measurement-mean scheme).
Periodic-Measurement-Cardinality Scheme
This scheme selects the channel with the lowest RSSI variation. As described in
[117], this scheme counts the number of unique RSSI measurements obtained for
each channel. The channel with the lowest score is selected by the coordinator. The
idea behind this choice is that channels with no or little interference are more likely
to be stable  in terms of energy level detected in the channel  thereby having a
smaller cardinality score.
4.2.2. Lazy Schemes
The general idea for the class of Lazy schemes is that the WBSN stays on the same
channel as long as it is good enough  thus the name Lazy. Channel switching
happens only when the measured channel energy exceeds a pre-assigned threshold7.
More specifically, in the Lazy scheme the coordinator takes RSSI measurements on
all channels during the inactive periods of each super-frame. Similar to the periodic-
measurement-MAX scheme (see Section 4.2.1), the coordinator collects the last ten
sets of RSSI readings from each channel. In this scheme, the channel quality is rep-
resented by the maximum of those readings. The results presented in Section 4.3.4
show that in the presence of external interference the periodic-measurement-Max
scheme outperforms other periodic-measurement schemes (Mean and Cardinality).
Therefore, for the Lazy schemes only the channel quality estimation of the periodic-
7The Lazy scheme does not depend crucially on this choice alone and other criteria could be used
as well (e.g. when PER is increased).
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measurement-Max scheme is used, with the exception that a channel switch is only
carried out if the maximum RSSI value of the current channel exceeds a threshold
of -90 dBm, and if there is another channel with a lower maximum RSSI value.
Various thresholds have been explored, however, only the results for -90 dBm are
shown in this thesis. This variable could be tuned according to the application and
surrounding environment. Using higher values (e.g. -87 dBm [46]) would increase
the tolerance, which is suitable for environments with high noise floor. However,
increasing the threshold would allow less time for the coordinator to inform the
sensor nodes about the decision to switch the operating channel. This thesis finds
-90 dBm an acceptable threshold value that gives enough time for the network to
detect and decide on the next channel before the channel conditions reach a state
where communication is no longer possible.
4.3. Simulation-based Performance Evaluation
This study utilises an extended version of Castalia8 to extract the necessary results
and graphs (see Section 3.1). The schemes described in this chapter are evaluated for
varying values of the average number of interferer density ∆ and the interferer traffic
intensity λ. An individual interferer picks its operating channel randomly according
to a uniform distribution over the allowed channels. For each combination of ∆
and λ, a considerable number of replications were performed to reach a maximum
relative error of 5% or less, at a 95% confidence level for the success rate. A simple
simulation scenario and topology is considered, as explained in Section 3.2. For every
simulation run a new WiFi deployment is generated. Each replication simulates a
human walking at a constant speed of 5 km/h from one end of the simulation field
to the other. This process takes approximately 14.4 minutes in simulated time. To
achieve a relative error of 5% or less, each simulation scenario has been replicated at
least 100 times or in some cases more. The results obtained from different attempts
8Castalia version 3.2 [32]
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are averaged and only these averages are reported. In order to avoid visual clutter
in the figures, the error bars are removed.
4.3.1. Performance Metrics
To compare the different schemes presented, this study looks at two core and three
additional performance measures.
The first core performance measure considered for evaluating the schemes is the
success rate (percentage of successfully acknowledged transmissions). This is the
average percentage of up-link packets that the coordinator has successfully received
(possibly after retransmissions) and for which the sender has successfully received
an acknowledgement, see Section 1.5.1
The second and equally important core performance measure is the energy con-
sumption of sensors and/or the coordinator node, consumed by the transceiver,
as the carrier walks once from left side to the right side of the scenario field. The
average energy consumption of the sensor nodes is plotted separately from the av-
erage energy consumption of the coordinator node. The main focus of this thesis
is on the sensor nodes since in many scenarios the coordinator node will have more
energy available than the sensor nodes. The unit of consumed energy is the Joule,
see Section 1.5.1.
In addition to these two core performance measures, the following performance
measures are used to explain the relationship between trends:
i) Percentage of expired transactions: This illustrates the average number of
packets generated by the application layer of the sensor nodes which were not
successfully transmitted and dropped, due to exceeding the maximum time a
given packet is valid (packet validity time = 983.04 ms).
ii) Percentage of time without PAN: This is the percentage of time during
which sensor nodes are orphaned. If a node does not receive four consecutive
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beacon packets it concludes that synchronisation has been lost and becomes an
orphan node. During this period, sensor nodes cannot transmit or receive any
data packet, instead they are required to continuously scan all or a subset of
channels to find and re-associate themselves with their corresponding coordi-
nator node. This consequently, results in higher PLR and energy consumption
(see Section 1.5.1).
iii) Fraction of channel hops: This trend shows the fraction of channel hops the
coordinator has made in order to mitigate the external interference by switching
channels.
4.3.2. Non-adaptive schemes
According to the IEEE 802.15.4 standard, explained in Section 2.1.1, the sensor
nodes are allowed to transmit their up-link traffic during the active period of the
super-frame. In other words, either during the CAP or during the assigned GTSs or
both. This section looks at the three different available schemes that the IEEE
802.15.4 standard specifies. The aim of this study is to observe which of the
three schemes performs best when faced with external interference. The three non-
adaptive schemes are named as follows: non-adaptive CAP, non-adaptive GTS
and non-adaptive CAP+GTS. Figures 4.1 and 4.2 compare these schemes with
different interferer node density of ∆ and interferer traffic intensity of λ.
As illustrated in Figure 4.2a the consumed energy of the coordinator remains
stable for all values of ∆ and λ. However, the consumed energy of the sensor
nodes increases as the density of interferers and the intensity of the interferer traffic
increases (see Figures 4.1a and 4.2b). This is partly due to the increase in packet
re-transmissions needed for a successful packet reception by the coordinator and
successful reception of acknowledgement from the coordinator. Furthermore, due to
the drop in channel quality, the probability of sensor nodes losing four consecutive
beacon packets sent by the coordinator increases. Thus, the percentage of time
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Figure 4.1.: Comparison of the three non-adaptive schemes where ∆ is equal to 10
that the nodes spend without a PAN connection increases. Therefore the sensor
nodes need to remain active for a longer time to re-associate to their corresponding
coordinator. This increases the time that the sensor nodes need to remain active,
resulting in higher energy consumption by the sensor nodes.
As expected, the consumed energy of the coordinator node for all three schemes
and all ∆ and λ values has remained at a constant value, just under 30 Joule9.
The reason is that the coordinator has no adaptation capability and it selects a
channel only once at the beginning and remains on that channel for the remain-
der of its lifetime. Also, since transmission and reception requires roughly about the
same power, although the increase in interference would result in higher probability of
packet re-transmissions, the overall energy consumption seems to remain unchanged.
The coordinator transmits a beacon message and remains active for the whole dura-
tion of the active period. Afterwards, the coordinator turns its transceiver off until
the start of the next super-frame. This action of the coordinator is the same for
all three schemes, and does not change for different ∆ and λ values (refer to figure
4.2a).
However, the energy consumed by the sensor nodes varies depending on the density
9An average AA battery contains approximately 9 to 11 kJ depending on the type of battery
(Lithium Ion, NiMH, Nickel-Cadmium, Carbon-zinc etc.)
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Figure 4.2.: Comparison of the three non-adaptive schemes where ∆ is equal to 100
and traffic intensity of the external interferer sources (refer to Figures 4.1a and
4.2b). In both of these figures, despite the different density of the interferer nodes,
when the traffic intensity of the WiFi interferer nodes is at 0% utilisation, they all
roughly consume around 3 Joule of energy. However, this trend changes as the traffic
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intensity increases. Observing the results of the CAP scheme and interferer traffic
intensity of λ = 20%, the energy consumed by the sensor nodes start from roughly
3 Joule for ∆ = 10 to over 25 Joule for ∆ = 100 (see Figures 4.1 and 4.2).
The percentage of successfully transmitted packets is illustrated in Figures 4.1b
and 4.2c. These figures indicate that the CAP scheme performs better as the traffic
intensity and the density of the interferer nodes increase. The results show that the
GTS scheme has the worst tolerance to external interference compared with CAP
and CAP+GTS. This is expected since the IEEE 802.15.4 assumes that during an
allocated GTS, no device except the allocated device is allowed to transmit during
that time slot. Furthermore, no CS is carried out during this time slot. Figures 4.2d
and 4.2e show the percentage of expired transactions and the percentage of time
that the nodes spent without having a PAN connection. In Figure 4.2e, it could be
seen that the non-adaptive CAP scheme has a noticeable lower time without PAN
than the other two schemes (CAP+GTS and GTS). This is mainly because after
sensor nodes become orphaned and after finding their coordinators beacon packet,
in the CAP only scheme sensor nodes have a longer CAP period to re-associate with
their coordinator than in the other two schemes10.
The figure depicting the percentage of time that the nodes spent without having
a PAN connection suggests a direct relationship with the consumed energy of the
sensor nodes. The figures for the percentage of packets dropped due to expired
transactions show a invert relationship with the percentage of packets successfully
received and acknowledged by the coordinator. Both of these trends are expected:
when the sensor nodes are orphaned and are scanning the channel to find a beacon
packet and re-associate to their coordinator, they can not transmit their data packets
on time  before getting expired  and they consume more energy for constantly
being in receive mode.
As illustrated in Figure 4.2f, since neither of these three schemes has any channel
10When GTS slots are assigned, the active period is divided in to two portions: CAP and CFP.
However, when no GTS is assigned, the whole active period is allocated for CAP.
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adaptation scheme, all nodes remain on the same channel throughout their lifetime.
Observing Figures 4.1a and 4.2b, it is noticeable that for λ up to 30%, the GTS
scheme has lower energy consumption when compared to CAP. For λ values over
30%, the CAP scheme shows little efficiency in comparison to GTS.
In summary, among all the no-adaptation schemes tested the non-adaptive CAP
scheme showed the best overall performance, when faced with different values of ∆
and λ. Therefore, for the remainder of this thesis only the CAP scheme is used
as the representative of non-adaptive schemes. This thesis explores to what extent
adaptation schemes could improve the performance as the interference density and
intensity increases.
The results given in Section 4.3.2 show that in the presence of interference, the
non-adaptive CAP scheme shows best performance in terms of both success rate
and energy consumption than the other baseline schemes. Therefore, throughout
the remainder of this thesis, the results for the CAP mode would be compared with
different adaptation schemes. Hereafter, the term no-adaptation scheme, will be
used in place of the non-adaptive CAP scheme.
4.3.3. No-Adaptation and Genie Scheme
This section compares the no-adaptation and the genie scheme to get an impression
of the achievable performance gains with frequency adaptation. The genie scheme
provides an upper bound on achievable performance, especially for the success rate.
The results for varying values of the average number of interferers ∆ and varying
interferer traffic density λ are shown in Figure 4.3.
Looking at the results presented in Figure 4.3b, it can be clearly seen that the
genie scheme achieves a substantially higher success rate than the no-adaptation
scheme for increasing interference intensity λ. This difference becomes larger as the
interferer node density ∆ increases. For instance, for values of λ ≤ 20% and ∆ =
10, the success rate is nearly 100%  the same for both Genie and for no-adaptation
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Figure 4.3.: Comparison of no-adaptation and genie schemes for ∆ ∈ 10, 100, 300
schemes. However, as the intensity λ is increased  to 70% keeping the density
∆ = 10  the success rate drops to 80% for non-adaptation scheme whereas the
Genie scheme still maintains a success rate close to 100%. For ∆ values of 100
and 300, and the interference intensity λ at 70%, the Genie scheme still performs
well with success rates of more than 80%, while the non-adaptation scheme fares
poorly at around 10%. These trends clearly illustrate the severe impact of external
interference on schemes with no adaptation. Furthermore, these results show the
significant performance gain that frequency adaptation could potentially provide.
One of key outcomes of this thesis is that: frequency adaptation alone can have
substantial advantages in terms of success rate, which for health-related applications
is a prime performance measure.
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At the same time, the genie scheme requires much more energy at the sensor
nodes (Figure 4.3a), which results from the energy expenditure of the (assumed) 16
transceivers on each sensor node, carrying out measurements and potentially switch-
ing channels for each new packet. Interestingly, the energy consumed by the sensor
nodes increases as the interference traffic intensity λ increases and decreases as the
percentage of time without PAN connection increases. This finding can likely be
explained by the contribution of the energy to switch channels: as λ increases, sen-
sor nodes incur more channel switching  resulting in higher energy consumption.
However as the interference increases it becomes less and less likely that another
channel is better than the current one, so no switching is needed. When the ex-
ternal interference reaches the point where no beacon or data packet is successfully
transmitted, the nodes become orphaned and the need arises to scan all 16 channels
to find a beacon packet. At this stage the sensor nodes only use one transceiver to
search through all channels, thus further reducing the energy consumption of the
sensor nodes. The usage of all 16 channels in order to reduce the required time to
find the coordinator is possible, however due to heavy external interference it did
not significantly increase the success rate. This scheme consumed less energy and
performed just as well as the scheme where all 16 channels were used for coordinator
discovery. In Chapter 5 this phenomenon is described in more detail. The decreasing
number of channel hops and percentage of time without PAN is shown in Figures
4.3c and 4.3d.
4.3.4. Periodic Scheme
This section analyses the performance of the periodic schemes for the case where
∆ = 100 and 300, shown in Figures 4.4 and 4.5. The trends identified for these
values of ∆ are similar to the trends for other values of ∆.
The first periodic scheme simulated is the periodic-random scheme, which
comes in two flavours (period of one and 10 super-frames). The second simu-
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Figure 4.4.: Comparison of the periodic scheme where ∆ = 100
lated periodic scheme is the periodic-measurement scheme with a period of ten
super-frames. The periodic-measurement scheme comes in three types: periodic-
measurement-cardinality, periodic-measurement-mean and periodic-measurement-
max (see Section 4.2.1). In Figures 4.4 and 4.5, the periodic schemes are compared
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Figure 4.5.: Comparison of the periodic scheme where ∆ = 300
to the no-adaptation scheme and the genie scheme.
There are some surprising findings:
(i) Both periodic-random schemes showed noticeable performance gains in terms
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of success rate and time without PAN as compared to the no-adaptation scheme
(See Figures 4.4c and 4.5c). However, this improvement came at a cost  the
energy consumption of both the sensor nodes and the coordinator node was
increased.
(ii) The periodic-random scheme which switched its operating channel every super-
frame outperformed the periodic-random scheme that switched every hyper-
frame. One explanation could be that if the current randomly selected fre-
quency channel has high-interference, the WBSN is able to leave the poor
channel more quickly when switching happens after each superframe.
(iii) All periodic-measurement schemes achieved higher success rate than the no-
adaptation and periodic-random schemes. The energy consumption of the
coordinator node (in Figures 4.4a and 4.5a) of periodic-measurement schemes
is almost double the energy consumption of the no-adaptation scheme, just
under 50 Joule compared with ≈ 25 Joule, respectively. On the other hand,
the energy consumption of the sensor nodes for periodic-measurement schemes
is less than the baseline and periodic-random schemes (see below).
(iv) Amongst the periodic-measurement schemes, the periodic-measurement-MAX
and the periodic-measurement-Mean scheme have the highest success rates.
Nevertheless, the periodic-measurement-MAX scheme outperforms the periodic-
measurement-Mean scheme in terms of energy consumed by the sensor nodes.
This is mainly due to less channel hopping (See Figures 4.4f and 4.5f).
(v) The periodic-measurement-MAX scheme has clearly the best performance of
all periodic schemes, it even outperforms the genie scheme in terms of success
rate. A likely explanation for the advantage of the periodic-measurement-MAX
scheme over the genie scheme in terms of success rate is the lack of history for
the genie scheme: the latter considers only instantaneous channel samples, and
it might happen that it samples the channel at a time when a close interferer
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has an inter-packet gap. In this case the next WBSN packet would be hit by
the next packet of the WiFi interferer. The measurement scheme makes 10 sets
of observations for each channel (with a spacing of one super-frame) and has
a much better chance to detect interferer activities and to avoid the channel.
(vi) Furthermore, for interferer traffic density of λ > 20%, the periodic-measurement-
MAX scheme has the lowest sensor energy consumption, even lower than the
no-adaptation scheme (while at the same time having more channel hops). The
first reason for this finding is that the periodic-measurement-MAX scheme is
able to reduce the number of re-transmissions and expired transactions (see
Figures 4.4d and 4.5d). The second explanation is the time spent without
PAN connection. By detecting interference and switching to a channel with
the lowest external interference, this scheme is able to significantly reduce the
orphaning duration (see Figures 4.4e and 4.5e).
4.3.5. Lazy Scheme
In the Lazy scheme, the coordinator node does not make a decision to switch to a
new channel unless the current channel noise interference level is over a predefined
threshold (in this case -90 dBm). In this section the Lazy scheme is compared
against the periodic-measurement-MAX scheme and the no-adaptation scheme for
average numbers of interferers of ∆ = 100 and ∆ = 300.
The results are shown in Figures 4.6 and 4.7. For both values of ∆ the Lazy
scheme achieves almost exactly the same success rate as the periodic-measurement
scheme. Furthermore, the percentage of time without PAN connection of the two
adaptive schemes is the same. However, the Lazy scheme consumes substantially less
energy at the sensor nodes for smaller values of λ and in general. This is mainly due
to significantly fewer channel switches needed than for the periodic-measurement-
MAX scheme. The Lazy scheme makes the decision to switch channel only if, in
the decision phase, the quality of the current operating channel falls below a given
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Figure 4.6.: Comparison of no-adaptation, periodic-measurement-MAX and Lazy
scheme for ∆ = 100
4.3.6. Impact of Shadowing by the Human Body
For all results presented, so far the simplifying assumption that there is no additional
shadowing between the BSN nodes is made. This assumption allows us to clearly see
the effects of interference in isolation (which is the main goal of this thesis). However,
it is well-known that the human body can introduce substantial additional path loss
in the order of 30 - 35 dB and that, for IEEE 802.15.4 networks, it is often required
to use the largest possible transmit power (see [94, 98]).
To study these effects, in this section a new set of simulations is analysed in which
96
4.3. Simulation-based Performance Evaluation
0 10 20 30 40 50 60 70
Interference created by WiFi nodes (%)
0
50
100
150
200
Co
ns
um
ed
 E
ne
rg
y 
(Jo
ul
e)
no-adaptation
periodic-measurement-MAX
lazy-90-measurement-MAX
(a) Energy consumed by sensor nodes
0 10 20 30 40 50 60 70
Interference created by WiFi nodes (%)
0
20
40
60
80
100
Pe
rc
en
ta
ge
 O
f S
uc
ce
ss
fu
l A
ck
no
w
le
dg
ed
 Tr
an
sm
is
si
on
 (%
)
no-adaptation
periodic-measurement-MAX
lazy-90-measurement-MAX
(b) Success rate
0 10 20 30 40 50 60 70
Interference created by WiFi nodes (%)
0.0
0.2
0.4
0.6
0.8
1.0
Fr
ac
tio
n 
of
 C
ha
nn
el
 H
op
s 
pe
r S
up
er
fra
m
e
no-adaptation
periodic-measurement-MAX
lazy-90-measurement-MAX
(c) Fraction of channel hops
0 10 20 30 40 50 60 70
Interference created by WiFi nodes (%)
0
20
40
60
80
100
Pe
rc
en
ta
ge
 O
f T
im
e 
W
ith
ou
t P
AN
 C
on
ne
ct
io
n 
(%
)
no-adaptation
periodic-measurement-MAX
lazy-90-measurement-MAX
(d) Percentage of time without PAN
Figure 4.7.: Comparison of no-adaptation, periodic-measurement-MAX and Lazy
scheme for ∆ = 300
additional path loss between the coordinator and the attached nodes is present,
and the transmit-power of all nodes is set to 0 dBm. More specifically, there was
no additional path loss for the first sensor node (just the 55 dB path loss at the
reference distance PL0), 11 dB additional path loss for the second node, 20 dB for
the third node and 30 dB for the fourth node.
For the considered scenarios in this section, the average number of interferers
∆ ∈ {100, 200, 300} and the interference traffic intensity λ ∈ {0%, 10%, ..., 70%}
are varied. Figures 4.8, 4.9 and 4.10 illustrate the results for the Lazy and the
no-adaptation schemes where ∆ = 100, ∆ = 200 and ∆ = 300, respectively. The
Lazy and the no-adaptation schemes are compared in the absence and presence of
additional path loss (both using 0 dBm transmit-power).
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Figure 4.8.: Comparison of no-adaptation and Lazy scheme for ∆ = 100 and with
additional node-dependent path loss
The results show:
(i) The relative performance gains of the Lazy scheme over the no-adaptation
scheme in terms of both energy consumed by the sensor node and the success
rate remain the same, in the absence and presence of the shadowing effects
of the human body. In other words the Lazy scheme still outperforms the
no-adaptation scheme.
(ii) When subjecting the schemes to the additional path loss created by the human
body, the success rate drops slightly. Furthermore, the orphaning period also
increases. This results in an increase in the energy consumption of the sensor
node.
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Figure 4.9.: Comparison of no-adaptation and Lazy scheme for ∆ = 200 and with
additional node-dependent path loss
(iii) The performance differences in terms of success rate between the cases with
and without additional path loss are modest for all values of ∆.
(iv) The impact of human body shadowing on the performance of the WBSN is
better illustrated in the experimental results shown in Chapter 6.
4.4. Discussion
This chapter explored the potential benefits of frequency adaptation. First, the
non-adaptive baseline schemes are compared with each other in terms of tolerance
and performance in scenarios with harsh interference conditions. The CAP-enabled
network proved to be the most tolerable baseline scheme against external interfer-
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Figure 4.10.: Comparison of no-adaptation and Lazy scheme for ∆ = 300 and with
additional node-dependent path loss
ence. Next, a hypothetical scheme called the Genie scheme has been proposed that
illustrated the potential upper bounds of what is achievable if channel adaptation
is introduced. These results show that frequency adaptation probability offers a
significant performance gain in terms of success rate.
This chapter also looked at more realistic channel adaptation approaches, namely
periodic-random, periodic-measurement and the Lazy schemes. The research showed
that as the number of channel switches increases in the periodic-random scheme, this
scheme becomes more robust against interference. One of the drawbacks of increas-
ing the number of channel switches is the noticeable elevation in consumed energy of
all nodes due to the switching costs. The proposed periodic-measurement schemes
spend time and energy to measure the available channels to make more intelligent
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channel switching decisions. The results for periodic-measurement schemes show
first of all that frequency adaptation offers a significant potential for performance
improvements over the case of no-adaptation, both in terms of achieved success
rate and in terms of energy required at the sensors. Furthermore, the effort re-
quired for measurement-based adaptation pays out, presumably by saving sensors
from excessive re-transmissions on interference-prone channels. In addition, the
enhancement made in the decision process of the Lazy scheme improved the en-
ergy consumption while achieving the same success rate as the measurement-based
schemes. This decision process improves the performance gains by reducing the
number of channel switches. Another key feature of the proposed (periodic-random,
periodic-measurement and Lazy) schemes is that they make no protocol modifica-
tion except adding extra information to the beacon payload (in the worst case 8
bytes, see Section 5.1.1).
This chapter further investigated the shadowing effects of the human body on the
performance of the proposed schemes. Additional path loss was introduced to the
WBSN nodes in order to mimic the shadowing effects of the human carrier. The
results showed modest difference in the success rate between the cases with and
without additional path loss. Regardless of the shadowing impact caused by the
human body, the Lazy scheme still outperforms the no-adaptation scheme for all
interference scenarios.
In sum, adding frequency adaptation schemes to the IEEE 802.15.4 standard can
increase the overall performance and reduce the consumed energy of the network.
This chapter has demonstrated a few schemes that are both effective and energy-
efficient. In addition, the proposed schemes are easy to implement as would be
demonstrated in Chapter 6. However, as the results presented in Figures 4.6 and
4.7 show, the success rate decreases substantially when the interference density λ
increases. Analysis of these simulation results has shown that the devices spend
more and more time in the orphan state as λ increases. This problem is considered
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in more detail in Chapter 5.
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As already stated in the introduction, the Lazy adaptation scheme, while showing
very promising performance, still suffers from the problem of orphan nodes needing
to scan through all available channels (because the coordinator might have switched
channels), which costs time, energy and leads to losses of data packets during the
time a sensor is orphaned. This chapter explores ways of improving the Lazy scheme
by reducing the overall time the sensor nodes spend in the orphan state. Specifically,
this chapter proposes three different methods to reduce the number of channels that
the orphan node has to scan before it re-discovers its coordinator. All schemes are
based on providing the sensor nodes with additional information for narrowing down
the list of channels on which to search for the coordinator. These three coordinator
discovery support schemes are compared against two other schemes in which the
channels are either scanned sequentially or in a random order. This chapter first
describes the considered schemes and then presents the simulation results followed
by a discussion. The results presented in this chapter were published in [173] and
[177].
5.1. Considered Schemes
5.1.1. Baseline Schemes
In this chapter three baseline schemes are considered. The first one is the no-
adaptation scheme described in Section 4.1. Remember that in this scheme the
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coordinator picks one frequency channel at the beginning and never changes its
frequency channel throughout its lifetime. When a sensor node becomes an orphan,
it does not scan any other channels than the one it was operating on previously.
To ensure this in our simulation settings sensor nodes are preconfigured with this
information.
The other two baseline schemes are based on the Lazy adaptation scheme. In
the Lazy-ordered scheme, when a sensor has lost synchronisation while operating
on channel f , it scans sequentially through all 16 available channels, starting with
channel f , then channel (f + 1) mod 16, then channel (f + 2) mod 16 and so on.
The device listens on each channel for one entire beacon period. To ensure that
the sensor devices know their coordinators beacon order, the interference only sets
in a few second after the start of every simulation run. This assumption ensures
that the sensor nodes have enough time to successfully find and associate with their
corresponding coordinator.
In the Lazy-random scheme, the orphan node scans all 16 channels using a
random permutation of {1, 2, 3, ..., 16}. Please note that in these baseline schemes
the orphan does not try to come up with any kind of intelligent guess of the channel
on which the coordinator could be. The orphan nodes listen on each channel for one
super-frame duration.
5.1.2. Discovery Support Schemes
The following schemes attempt to utilise extra or available information to let sensor
nodes to make more intelligent decisions on the order of scanning the available 16
frequency channels.
1. In the Lazy-energy-scan scheme the orphan device starts by performing a
quick scan on all available channels for their energy level (RSSI). By the term
quick scan it is meant that only five RSSI samples are taken from each fre-
quency channel and from these the maximum RSSI value of each channel is
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selected to represent the energy level of that frequency channel. The orphan
node then sorts the channels according to the RSSI levels in increasing order,
and it starts to listen on the channel with the lowest energy level (which is sup-
posedly the cleanest channel, to which the coordinator might have moved),
then followed by the second-lowest-energy channel and so forth. The additional
energy costs involved for RSSI measurements are considered for this scheme.
The idea behind this scheme is that if a node becomes orphan, it is most likely
to find its coordinator operating on the channel with the lowest noise level.
It is assumed that the measurements are noise-free, in order to observe the
performance of this scheme under ideal conditions. This scheme would proba-
bly suffer from the human body shadowing effects. However, shadowing is not
considered for these simulation results.
2. In the Lazy-sequence-scan scheme a sensor node does not perform its own
measurements. Instead it utilises the measurement results of its corresponding
coordinator. The coordinator includes in its beacon packets  as payload1 
extra information that the sensor nodes could utilise when deciding on the
channel order when in orphan state. More specifically, the coordinator includes
a ranking of the 16 channels in terms of its own energy measurements, so that
the first channel listed in this ranking is the one the coordinator would switch
to when it is forced to change channels now  this ranking order may not
necessarily be the order in which the coordinator switches, since the channel
conditions may drastically change in the future. In the moment a device
becomes orphaned, it refers to the last known channel ranking order that the
coordinator had and, starting from the first channel, it listens on each channel
for a duration of one beacon order in order to find and re-associate with its
corresponding coordinator.
3. Finally, the Lazy-heuristic-sequence-scan scheme operates by the same
1This field is 64 bits and each 4 bits represents the index of a given channel.
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principle as the Lazy-sequence-scan scheme. However, the orphan node scans
the first two channels in the provided channel ranking sequence from the co-
ordinator twice as long as other channels. The rationale behind this scheme is
to increase the probability of finding the coordinator, provided it is indeed on
one of the first two channels.
5.2. Performance Metrics
To compare and evaluate the different proposed coordinator discovery schemes with
each other and with the other three baseline schemes, this chapter considered the
following main performance measures:
i) Success Rate: As explained before in Section 1.5.1, the success rate represents
the average percentage of data packets reliably transmitted and received from
the sensor node to the coordinator node with a successful acknowledgement
packet from the coordinator node.
ii) Consumed Energy: This performance metric represents the average energy
consumption of the sensor nodes. In this chapter the proposed schemes mostly
affect the performance of the sensor nodes, therefore the energy consumption of
the coordinator node is not presented. For more detail on energy consumption
calculation see Section 1.5.1.
iii) Percentage of time without PAN: This is the overall percentage of time
sensor nodes spent in the orphan state, where sensor nodes need to find their
corresponding coordinator by scanning available channels (see Section 1.5.1).
The objective of the proposed coordinator discovery schemes in this study is to
reduce this performance metric (and consequently improve others as well).
iv) Average Channel offset: The average number of channels that the orphan
needs to scan before reaching the channel where the corresponding coordinator
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has hopped to is represented in this performance metric. This calculation is done
right after the node becomes orphan and just before the device starts listening,
only in the case of Lazy-energy-scan scheme the offset calculation is made after
the sensor has gathered RSSI measurements from all 16 channels. At time t0
when a device becomes an orphan, it computes a sequence of channels on which
it looks for the coordinator. Depending on the enabled discovery scheme, the
sensor nodes arrange all available 16 channels to be scanned, so that the first
channel in this sequence is considered first, the second channel is considered
next and so forth. The average channel offset specifies the position (0-based)
of the actual channel of the coordinator at time t0 on this list  smaller values
indicate that the coordinator is potentially found earlier. This value is averaged
over the number of orphan states occurred in all simulation runs. This metric
illustrates how efficient the proposed schemes are in providing the sensor nodes
with information in ideal scenarios where no external interference is available.
The considered simulation scenario followed by the simulation results are pre-
sented.
5.3. Simulation-Based Performance Evaluation
The results shown here are obtained using the same simulation scenario as in Section
3.2. The schemes described in Section 5.1 are evaluated for varying values of the
interference intensity λ and for an average number of WiFi interferers of ∆ = 300.
The trends observed below are also true for smaller average numbers of interferer
densities. However, because in scenarios with lower densities of WiFi interferer
nodes the number of occurred orphan states is lower and the percentage of time
spent in orphan state is not substantial, therefore the efficiency of the different
schemes is hard to measure foe lower values of ∆ (see Figure 4.6d). For this study,
sufficient replications to reach a relative confidence interval half-width of 5% at a
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(a) Energy consumed by sensor nodes (b) Success rate
(c) Percentage of time without PAN (d) Average channel offset
Figure 5.1.: Comparison of the no-adaptation scheme with the different proposed
coordinator discovery schemes added to the Lazy scheme where ∆ = 300
95% confidence level for the success rate has been conducted. The results are shown
in Figure 5.1.
Looking at Figures 5.1b, 5.1a and 5.1c, the only noticeable difference is between
the no-adaptation scheme, which has the lowest performance gains, and all the other
schemes which have very similar performance. There are slight variations between
the different Lazy schemes, but nothing that is statistically significant.
Nonetheless, Figure 5.1d sets apart these schemes from each other. The no-
adaptation scheme does not need to switch channels, therefore this scheme has a
constant trend set to zero. In other words, this scheme never needs to switch channels
since the coordinator is zero hops away. In scenarios where λ is roughly between 10
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and 30%, the Lazy-ordered scheme finds its corresponding coordinator after almost
four hops, after which the probability of finding the coordinator decreases to almost 2
hops. One explanation is that usually a WiFi interference source creates interference
on four WBSN channels, and the coordinator selects the next best channel with the
lowest noise. This is due to an implementation choice: when a coordinator node
finds several channels of the same minimal energy level, it selects the channel closest
to its current operating channel in ascending order. However, as the interference
grows, the options for the next best channel  in terms of noise level  reduces.
In the Lazy-random scheme, the sensor node sorts the sequence of channels to be
scanned randomly, therefore it is expected that the average channel offset remains
constant at around seven hops (counting from zero). Nevertheless, for scenarios with
λ ≤ 20% this is not true. This is mainly because for such scenarios, an insufficient
number of orphaning states occurs, and the results are not statistically significant2.
This is the same reason for lower values of ∆ no substantial difference was found.
Interestingly, the Lazy-energy-scan scheme showed the worst performance in terms
of average channel offset. Although it is assumed that channel measurements are not
noisy and the coordinator node selects the channel with the minimal energy level,
the sensor and the coordinator node measurements are taken at different times and
the coordinator selects between channels with minimal energy level the channel
numerically closest to its current operating channel. This is the main reason why,
as the intensity of the external interference increases, the chance of differentiating
between noisy channels reduces.
The Lazy-sequence-scan and the Lazy-heuristic-sequence-scan scheme were able
to find the coordinator with in zero to one hop, dramatically reducing the average
channel offset. However, due to high-interference conditions the overall performance
of these schemes does not change. The Lazy-heuristic-sequence-scan manages to
slightly reduce its energy consumption and time without PAN by spending double
2As mentioned earlier in this section, sufficient number of replications are considered to reach a
relative confidence interval half-width of 5% at a 95% confidence level for the success rate.
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the time for scanning on the first two channels in the sequence. However, the
performance of Lazy-heuristic-sequence-scan is the same as the Lazy-ordered scheme
in terms of the energy consumed by the sensor node, the success rate and the
percentage of time without PAN.
5.4. Discussion
The main finding is that, although the proposed Lazy-heuristic-sequence-scan and
Lazy-sequence-scan scheme are very effective in predicting the channel where the
coordinator could be found (due to the good average channel offset performance,
see Figure 5.1d), the overall time spent in the orphan state is not affected substan-
tially by this, and all the Lazy schemes show approximately the same performance
(Figures 5.1c, 5.1b and 5.1a). One likely explanation for this is that the orphan,
after switching to the right channel, still fails to receive the beacons because of high-
interference levels  after all, the average number ∆ = 300 of interferers chosen is
relatively high. In other words: these two approaches do the right thing, but it
does not help, at least not in high-interference situations. While this appears to be a
negative result, it is nonetheless useful for designers as it might save implementation
efforts. The other schemes do much less well in terms of channel offset performance
but still spend on average the same time in the orphan state (with exception of the
no-adaptation scheme).
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This chapter reports on experimental work carried out with implementations of the
standard IEEE 802.15.4 MAC (no-adaptation) scheme described in Section 4.1.1,
of our Lazy scheme (more precisely, the periodic-random scheme with a period of
1, which hops after each beacon period described in Section 4.2.1 and the Lazy-
measurement scheme described in Section 4.2.2. A subset of the results presented
in this Chapter has been published in [177].
This chapter gives a brief overview of our implementation, followed by a descrip-
tion of the experimental setups used. Finally, the measurement results obtained
using commercially available WSN nodes are presented. These experimental results
reveal whether it is possible to qualitatively confirm the performance trends ob-
served in Section 4.3. Furthermore, they allow us to get insights into the behaviour
of these schemes under realistic conditions.
6.1. Overview of Implementation
The TKN154 implementation [65] of the IEEE 802.15.4 MAC protocol under the
TinyOS operating system in version 2.1.1 [100] is used on MicaZ motes [47]. The
code is written in the NesC programming language.
TinyOS is a component-based operating system for embedded platforms. In
TinyOS components interact through interfaces. Interfaces have a provider and
a user. The user of an interface can call so-called commands implemented by the
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provider. In the other direction, the interface provider can signal so-called events to
the interface user, which in practical terms means that the interface provider calls
a function specified by the interface user.
The TKN154 implementation of the IEEE 802.15.4 protocol is organised as a set of
components, interacting with each other and with higher layers through well-defined
interfaces. In this study it was decided that the bulk of the implementations of the
Lazy and periodic-random schemes shall be placed outside the TKN154 components,
into the application layer. This decision leaves the TKN154 implementation almost
unmodified. The Lazy and periodic-random schemes need no protocol modification
except adding extra information (which require in the worst case eight bytes) to the
beacon packet payload. Avoiding major modifications to the existing IEEE 802.15.4
standard is a main feature of the schemes proposed in this thesis.
However, in order to obtain the information needed for these schemes to oper-
ate, three events are added to the TKN154 implementation. The three events are
signalled by the TKN154 MAC to higher layers as follows:
• An event signalling the loss of one individual beacon packet: this event is
generated within a sensor node when, after waking up for receiving a beacon
from its coordinator, such a beacon is not received. This guard time is referred
to as Beacon Time Out (see Table 3.1).
• An event signalling the end of the active period: this event is generated for
the coordinator node immediately after the active period has ended and before
the start of the inactive period. This signal enables the Lazy scheme to start
its channel measurements.
• An event immediately before the start of the next beacon: this event is trig-
gered for both coordinator and sensor nodes shortly before the start of the
next super-frame and before a beacon packet is transmitted by the coordina-
tor node. This information allows time for both sensor and coordinator node
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to initialise their (possibly new) operating channel before the start of the next
super-frame.
Besides the extraction of these three events for higher layers, no other changes to
the TKN154 MAC have been made. Most importantly, the existing IEEE 802.15.4
protocol implementation of the TKN154 as such has not been modified.
The actual implementations of the Lazy and periodic-random schemes are con-
tained in the application code (but could be placed into a separate component or
incorporated to the TKN154 MAC layer). They are driven by receiving the three
events from the MAC implementation. For example, on receiving the event signalling
the end of the active period, the coordinator in the Lazy scheme starts sampling
the energy levels on all available channels. The details of the implementation are
discussed in Section 6.2. Moreover, the source code will be made available. Ta-
ble 6.1 displays the number of code lines required for implementing the Lazy and
the periodic-random scheme on the coordinator and devices, respectively. These
numbers do not include the number of code lines needed by the TKN154 imple-
mentation, but include debugging and logging code. Furthermore, the code includes
generic parts that also occur in the implementation of the no-adaptation scheme.
Thus, this table also includes the code lines required for the no-adaptation scheme.
These numbers show that the implementation of our frequency adaptation schemes
requires just a few hundred lines of code, for example about 230 lines of code for
the Lazy scheme on the coordinator.
6.2. Implementation in the nesC-TinyOS
Environment
The implementation of the no-adaptation, periodic-random and Lazy scheme has
been done using the NesC (Network embedded system C) programming language
on the TinyOS operating system [65]. This open-source operating system is one
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of the most widely used operating systems designed for distributed WSNs. NesC
is an event-driven and component-based programming language. In order to build
and run an application for the TinyOS platform, a series of components are wired
together.
6.2.1. Component Diagrams
The component diagram is used to provide an overview of the system structure and
how different components in a system are wired together. The component diagram
in Figure 6.1, shows the system structure of the proposed no-adaptation, periodic-
random and Lazy scheme for both sensor and coordinator node. Our proposed
schemes are implemented in the NoAdaptationCoordinatorC, NoAdaptationSen-
sorC, PeriodicRandomCoordinatorC, PeriodicRandomSensorC, LazyCoordina-
torC, LazySensorC and MainC components. Furthermore, a subset of system
components are used such as ieee802154BeaconEnabledC, LedsC, TimerMillC,
RandomC, QueueC and LocalTime62500hzC.
In all of the proposed schemes, MainC is the component triggered at start-up.
This component handles all the initialisation of the device. Access to MainC is pro-
vided with the boot interface. LedsC provides an interface to control the (Red,
Green and Yellow) LEDs available on the MicaZ device, giving a visual indication
of current device status, namely sending and receiving beacon packets, sending and
Scheme / Node ≈ Lines of code
Lazy / coordinator 420
Lazy / sensor 560
Periodic-random / coordinator 280
Periodic-random / sensor 590
No-adaptation / coordinator 195
No-adaptation / sensor 480
Table 6.1.: Lines of nesC code for implementation of different frequency adaptation
schemes
114
6.2. Implementation in the nesC-TinyOS Environment
Figure 6.1.: NesC Component diagram for no-adaptation, periodic-random and Lazy
schemes.
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receiving data packets and whether the node is associated or in orphan mode. The
RandomC component is only used in the sensor nodes for the generation of ran-
dom length data packets. The TimerMillC and QueueC components are used
to periodically send debugging and trace information back to the computer through
the serial port. Furthermore, to increase the accuracy of our measurements, the Lo-
calTime62500hzC component provided more accurate time-stamps for debugging.
The only noticeable difference between the three schemes shown in Figure 6.1 are
the extra interfaces used for LazyCoordinatorC. This scheme utilises the MLME_SCAN
interface of ieee802154BeaconEnabledC to collect RSSI measurements of the 16
channels, and the MLME_SYNC_LOSS interface to receive a signal before the
start of next super-frame. Moreover, this scheme also utilises a QueueC to store
channel in a window of measurement values.
6.3. Experimental Setup
An experimental setup is created in which a WBSN with one coordinator and one
sensor node moves through an outdoor field with varying numbers of WiFi access
points. To eliminate unwanted WiFi interference  other than the WiFi interference
that is introduced for this experimental study  the location where these results
have been taken has been carefully selected far away from other buildings1.
6.3.1. Experimental Scenarios
In this experimental study, two different scenarios for the placement of the WiFi
interferers has been considered:
Scenario 1: In this scenario (see Figure 6.2), WiFi APs are placed very close to each
other in the middle of the field, with a few centimetres distance between them.
The WBSN was carried by a person and the person moved along a straight
1The Groynes park in Christchurch, New Zealand
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line of length 140 meter, in the middle of which the APs were placed. The
path taken by the WBSN goes directly over the APs, so that in the middle of
the path the BSN experiences maximum interference. The person has moved
at constant pedestrian speed of approximately 5 km/h  The movement speed
in the field was controlled with a stop watch timer. The number of APs in this
scenario is varied from zero to five, creating external interference on channels
1, 3, 6, 9, and 11, respectively. In this scenario, the WBSN was allowed to work
on all 16 available channels, and even with all WiFi interferers present there
was always one IEEE 802.15.4 channel available without interference (channel
26).
Scenario 2: In this scenario the APs were not placed on the same spot. Instead,
three APs were placed on a straight line with a spacing of 30 m between them
(see Figure 6.3). The person carrying the WBSN again moves at a constant
speed of approximately 5 km/h along a 140 m long line which coincides with the
line where the APs are placed. In this scenario all three WiFi APs are turned
on and configured to create interference on channels 1, 4, and 7, respectively.
Furthermore, the WBSN were only allowed to operate on channels 11 to 20.
This limitation ensures that all WBSN channels are faced with external WiFi
interference at some point in the experimentation round. The goal of this
experimental setup is to illustrate how each scheme performs in an environment
where interference is on all channels but interferers are spread over distance.
Moreover, a secondary goal was to see how the adaptation process behaves
over time.
6.3.2. Experimental Components
The BSN uses a transmit power of -25 dBm and the sensor generates data packets
with a period of one second. The beacon order has been chosen as 6 and the super-
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Figure 6.2.: Scenario one.
Figure 6.3.: Scenario two.
frame order as 4. The distance between the coordinator and the sensor is fixed to
be one metre apart. The channel for the no-adaptation scheme is fixed to channel
22. This is selected so that in the presence of interference the WBSN would always
be operating on the channel with external interference. Both motes were placed in
front of the person carrying out the experiments so that the WBSN devices had a
direct line-of-sight to each other. When the person passes the interference source
their body provides partial shielding for the WBSN. This explains the somewhat
asymmetric appearance of the spectrum utilisation over time seen in Figures 6.4
and 6.5.
These figures show the spectrum utilisation (maximum RSSI measurements) recorded
during one experimental run (moving along the 140 m path), using the WiSpy spec-
trum analyser. These USB-based Wi-Spy 2.4 GHz spectrum analysers are able to
track all radio activities from WiFi, Cordless Phones, Microwaves, ZigBee, Blue-
tooth, and other devices operating in the 2.4 GHz frequency band. It takes 419
samples between frequencies 2400 MHz and 2483 MHz at a spacing of 199 kHz. The
sample rate of this device is 2 Hz.
For the WiFi interferers, the Cisco Aironet 1130AG Series WiFi access points are
used. Each AP operated at maximum transmit power of 20 dBm using the 802.11b
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Figure 6.4.: Spectrum utilisation over time for scenario one and for varying numbers
of access points, from zero (top figure) to five (bottom figure).
Figure 6.5.: Spectrum utilisation over time for scenario two.
modulation and the lowest data rate of 1 Mbit/s, with the default carrier-sensing
capability of WiFi APs. The open-source packet traffic generator and analyser called
Ostinato2 is used to generate a continuous stream of UDP packets. The packet
length has been set to 1518 bytes.
For this experimental study a number of laptops were used for different purposes.
• One laptop was used as the master laptop, running a DHCP server and a
NTP server to synchronise the clock between the laptops. Furthermore, the
master laptop is responsible for initial configuration of all WiFi access points
(disabling and enabling, setting transmit power, operating channel, etc.), and
for running the Ostinato load generator. The master laptop was connected to
the APs through Ethernet.
2http://code.google.com/p/ostinato/
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• Next, for each AP there was a separate laptop configured as a wireless client
 without this, the intelligent Cisco APs would not have forwarded the UDP
packets generated by the master laptop.
• Finally, the data logger laptop connected to the Wi-Spy spectrum analyser
and the two MicaZ motes making up the BSN. It logs the information being
generated by them and sent via USB.
6.3.3. Performance Metrics
To evaluate and compare the different proposed schemes with each other, the fol-
lowing main performance measures are considered:
i) Success Rate: The percentage of data packets sent by the sensor node which
were successfully acknowledged by the coordinator node (see Section 1.5.1).
ii) Percentage of time without PAN: Similar to Section 1.5.1, the overall
percentage of time that the sensor node spends in the orphan state is the Per-
centage of time without PAN.
iii) Number of Channel Hops: This is the average number of channel hops
needed before a coordinator discovery occurs. This number has a direct rela-
tionship with the overall energy consumption. In other words, the longer the
coordinator discovery takes, the more energy the orphan nodes need to con-
sume for scanning channel(s) in order to re-associate to their corresponding
coordinate node.
iv) Number of Channel Switches: This is the average number of channel
switches sensor nodes make to maintain synchronisation with their correspond-
ing coordinator node. Depending on the scheme used, the number of channel
switches differs.
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Figure 6.6.: Summary experimental results for both scenarios.
6.4. Results
This section presents our experimental results. For each scheme and scenario the
experiment is repeated 10 times. Figure 6.6 shows the packet success rate, the
percentage of time spent in the orphan state, the number of channel hops made
by the sensor while searching for beacons, and the number of channel switching
decisions executed by the sensor for varying numbers of WiFi access points in the
first scenario (marked S1 in the figure). This figure also includes the corresponding
results for the second scenario (marked S2). Each bar in this figure is averaged
over all 10 repetitions of the corresponding experiment, and the outcome of each
repetition is averaged over the entire time it takes to move along the path.
While not directly comparable, the results for the packet success rate confirm the
relative performance trends observed in our simulation results (see Section 4.3.5).
The Lazy scheme has an almost perfect packet success rate and outperforms both
the periodic-random-1 scheme and the no-adaptation scheme significantly in both
scenarios. In the first scenario, this is due to the ability of the Lazy scheme to find
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the free channel and to leverage it. In the second scenario, the Lazy scheme uses
its ability to pick the instantaneously best channel to move around the interferers.
Furthermore, in the first scenario the periodic-random-1 scheme outperforms the
no-adaptation scheme, whereas in the second scenario the latter scheme has a slight
advantage. This is mainly due to the location of the WiFi APs which spread the
interference over a larger portion of the field in the second scenario, rather than
having all APs at the same spot. The fact that the no-adaptation scheme still has
an overall success rate of ≥ 40% is because a substantial part of the path taken by
the WBSN is outside the interference range.
The percentage of time spent in the orphan state is almost constant and very
low for the Lazy scheme (See Figure 6.6). This is mainly due to the initialisation
phase of the system where the sensor node tries to find its coordinator for the first
time. However, the fact that this trend is not changed for increasing number of
access points in scenario one can again be explained by the Lazy scheme's ability
to find the free channel and to avoid the orphan state. Even in the second scenario
this scheme's time spent in the orphan state is very small. The two other schemes
show generally declining performance as the number of access points is increased.
The performance of the no-adaptation scheme remains constant for varying number
of interferers in both scenarios. This is mainly due to having one fixed channel.
Nevertheless, the performance of the periodic-random-1 scheme appears to vary
inconsistently with the number of interferers. This is probably due to having only
ten repetitions.
The number of channel hops required for sensor nodes to re-discover their cor-
responding coordinator node is constant and very small for the Lazy and the no-
adaptation scheme in both scenarios. However, the no-adaptation scheme is able to
find its coordinator with fewer channel hops, since both coordinator and the sensor
nodes remain on their pre-configured frequency channel. The worst performance
is seen by the periodic-random-1 scheme. This is mainly due to random channel
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hopping.
Although the Lazy scheme has less than five channel switches during the course
of one experimentation round, as compared to the periodic-random-1 scheme, the
former has a higher success rate and lower percentage of time without PAN. This is
mainly due to its intelligent channel selection ability. Randomly selecting channels
and utilising more of the available spectrum improves the success rate performance of
the network over the no-adaptation scheme to some extent. Nevertheless, spending
a small duration of time to estimate the available channel and making intelligent de-
cisions is still beneficial in comparison with the cost involved with the no-adaptation
and the periodic-random-1 schemes.
In order to get a more detailed insight into the behaviour of our schemes, Figures
6.7, 6.8, 6.9,6.10, 6.11, and 6.12 show for the first scenario and the three implemented
schemes how various important performance figures evolve over time. Similar graphs
are created for the second scenario, shown in Figures 6.13, 6.14 and 6.15, respectively.
These figures show results for one representative repetition. The parameters shown
in the figures are:
i) Beacon RX: This parameter shows the number of beacon packets received by
the sensor node (the time axis is partitioned into windows of 10 second).
ii) Data RX First Time: This parameter displays how many data packets are
successfully transmitted in the first attempt (again in windows of ten second
size).
iii) Data RX With Retry: This parameter shows the number of data packets
that are successfully transmitted after at least one re-transmission (in windows
of ten second size).
iv) Beacon Sequence: This parameter illustrates the sequence in which the bea-
con packets are received by the sensor node. A successful received beacon packet
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Figure 6.7.: Behaviour of the no-adaptation scheme for zero interferers, first scenario.
is represented by a value of one, a missed or dropped beacon packet (due to
external interference) is indicated by a value of zero.
v) Orphan Time: Orphan Time shows for each ten-second-window the duration
of time that the sensor node has lost its synchronisation with the coordinator
node and is scanning the channel(s) in order to find and re-associate with the
coordinator node.
vi) Current Channel: This shows the current operating channel of the coordi-
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Figure 6.8.: Behaviour of the no-adaptation scheme for one interferer, first scenario.
nator. An associated sensor node must operate on the same frequency channel
as its coordinator node, otherwise it would not be able to receive beacon pack-
ets. Not being able to receive four consecutive beacon packets results in node
orphaning.
vii) Channel Hops: This shows the sequence in which the sensor node scans the
channel(s) to discover its corresponding coordinator node after being orphaned.
viii) Channel Switches: This shows channels that the sensor node switches in
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Figure 6.9.: Behaviour of the periodic-random-1 scheme for zero interferers, first
scenario.
order to maintain synchronisation with its coordinator node.
ix) IEEE 802.15.4 Channels: Displays the spectrum utilisation (RSSI level)
measured by the Wi-Spy spectrum analyser, over time.
Considering the no-adaptation scheme illustrated in Figures 6.7 and 6.8, it could
be seen that adding one interferer already impacts many performance parameters
significantly. As the WBSN approaches the interferer, fewer beacons are received,
more data packets are lost or need re-transmissions. Furthermore, the time that is
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Figure 6.10.: Behaviour of the periodic-random-1 scheme for one interferer, first sce-
nario.
spent in the orphan state is significantly increased as the WBSN passes the inter-
ference source. This behaviour is predictable since the coordinator node remains on
the same predefined channel (Channel 22) and the WiFi AP is configured to operate
in an overlapping channel (Channel 11).
For the periodic-random-1 scheme displayed in Figures 6.9 and 6.10, the coordina-
tor randomly jumps over all 16 channels. After the sensor node becomes orphaned
(and at start-up), it scans through all available channels to find the coordinator
127
6. Experimental Results
Figure 6.11.: Behaviour of the Lazy scheme for one interferer, first scenario.
(see curve for channel hops). The main disadvantage of periodic-random-1 scheme
in comparison with the no-adaptation scheme is the long duration needed for the
sensor nodes to discover their corresponding coordinator node. This is mainly due
to the unpredictable randomness of this scheme. The no-adaptation scheme does
not have this problem, however for the whole duration that the sensor is in close
proximity to the interference source it is unable to re-establish its connection to its
coordinator node. On the other hand, the periodic-random-1 scheme may resume
its communication on other channels with low-interference.
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Figure 6.12.: Behaviour of the Lazy scheme for one interferer, first scenario.
Finally, in the Lazy scheme, shown in Figures 6.11 and 6.12, channel search occurs
only once (at start-up) and, aside from this initial search, no time is spent in the
orphan state. This is for both cases where there is zero and one interferer active.
The main reason is that the Lazy scheme detects the noise level of the current chan-
nel and, if the measured RSSI value of the current channel exceeds the predefined
threshold (of -90 dBm), it selects a channel with the lowest noise and switches to
that channel. The coordinator discovery time for the case with one active interferer,
is slightly longer, as compared to the case of zero interferers. This is due to the
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Figure 6.13.: Behaviour of the no-adaptation scheme with three interferers, second
scenario.
coordinator's start-up phase.
In the second scenario, the no-adaptation scheme is mainly affected by one of the
interferers (the middle one operating on channel 3). Figure 6.13 looks similar to the
one for the first scenario (see Figure 6.8). However, looking closer, it could be seen
that as the WBSN passes the other two interferers, at 60 and 150 second the number
of data packets transmitted successfully after the first try drops significantly. One
explanation could be the adjacent interference caused by the WiFi side-bands.
In the second scenario, the periodic-random-1 scheme is much more badly affected
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Figure 6.14.: Behaviour of the periodic-random-1 scheme with three interferers, sec-
ond scenario.
than in the first scenario, especially when looking at the time spent in the orphan
state (see Figures 6.10 and 6.14). This is mainly because it effectively suffers from
interference for a much larger proportion of its path. After losing synchronisation,
sensor nodes start performing their normal3 scanning routine[97, Sec. 7.5.2.1.3].
Therefore, due to the coordinators unpredictable behaviour, the sensor node has
3To further improve this scheme, information related to the seed number and next channel hop
can be used. Although, in scenarios with low to medium interference improving the coordinator
discovery process might improve both success rate and energy consumption of the sensor nodes,
in scenarios with high interference this improvement is negligible (see Chapter 5).
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Figure 6.15.: Behaviour of the Lazy scheme with three interferers, second scenario.
difficulties finding and re-associating with its corresponding coordinator. One possi-
ble solution could be for the sensor node to measure the energy level of all available
channels and remain on the channel with the lowest interference, waiting for its
coordinator to randomly switch to that channel, instead of sequentially scanning all
available channels.
Finally, when looking at the behaviour of the Lazy scheme in the second scenario
shown in Figure 6.15, it can be seen that it manages to change its channel according
to its relative position with respect to the interferers. At 45 meter distance the coor-
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dinator chooses a channel that avoids the first and second interferer well (switching
from channel 14 to 11). However, when the WBSN comes at close proximity to
the second interferer, the adjacent channel interference triggers the coordinator to
switch channel (jumping to channel 20). The side bands of the second interferer
also trigger the coordinator at channel 20. However, the process of detecting in-
terference and informing the sensor nodes about the next best channel takes time,
reducing the amount of channel switching. After switching back to channel 11, the
WBSN collides with the third interferer on this channel and changes again. Overall,
the Lazy scheme manages to maintain a very good packet success rate. Unlike the
first scenario (see Figure 6.12), in this scenario the interference free channel was
eliminated and the Lazy scheme needed to make more channel switches. The false
positive trigger that created the ping-pong effect at 120 and 130 second could be
further limited by increasing the threshold value of -90 dBm.
6.5. Discussion
The behaviour of the two frequency adaptation schemes (Lazy and periodic-random-
1 scheme) compared with the no-adaptation scheme is demonstrated in this chapter.
This study was carried out under two real-life experimental scenarios. The results
reveal that the Lazy scheme outperforms both the periodic-random-1 and the no-
adaptation schemes in terms of success rate and percentage of time without PAN. As
mentioned earlier in Section 4.3.2, the percentage of time without PAN has a direct
relationship with energy consumption of the sensor node. Therefore, as illustrated
in Figure 6.6, the Lazy scheme has the lowest percentage of time without PAN4
when faced with interference. However, it is observed that in scenarios with no
interference the no-adaptation scheme outperforms the two frequency adaptation
schemes in terms of both success rate and energy consumption. This is mainly
4Percentage of time without PAN has a direct relationship with the energy consumed by the sensor
node. Therefore, the lower the percentage of time without PAN the less energy consumed by
the sensor nodes.
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due to the extra initial scanning phase that is required at the start-up. This small
advantage would be negligible for longer experimental runs.
In summary, the results assert the feasibility of implementing the proposed schemes
on commercially available WSN nodes and reassure the validity of our simulation
results by observing the same qualitative trends under real WiFi interference. The
next chapter explores the impact of transmit-power on the performance of WBSNs
in varying interference scenarios.
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Previous chapters explored the performance benefits of frequency adaptation in iso-
lation  by keeping the transmit-power fixed to the minimum  in densely populated
urban environments where WBSNs are faced with an ever changing WiFi interfer-
ence landscape. In this chapter the influence of transmit-power on performance is
explored. This exploration is subdivided into three main parts. The potential ben-
efits of varying transmit-power settings with the no-adaptation scheme are explored
first in varying interference conditions. Next, frequency adaptation under different
transmit-power settings is explored. Finally, a joint transmit-power and frequency
adaptation scheme is considered. A subset of the results presented in this chapter
has been published in [175, 176].
7.1. Considered Schemes
7.1.1. Baseline Schemes
Two baseline schemes are considered in this chapter, namely the no-adaptation_Low
scheme and the Lazy_Low scheme.
The no-adaptation_Low scheme is the same no-adaptation scheme as intro-
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duced and used in Section 4.1.1. The suffix Low indicates that the lowest transmit-
power level (-25 dBm) is being used for all sensors and the coordinator node. This
scheme represents the default IEEE 802.15.4 standard  previously described  with-
out any modification. This baseline scheme represents the lower bound of what is
achievable in the absence of both transmit-power and frequency adaptation.
The Lazy_Low scheme is the second baseline scheme that represents the lower
bound of what is achievable if frequency adaptation is enabled. However, in order to
see the performance gain of frequency adaptation in isolation, the lowest transmit-
power level is used for this scheme, hence the addition of the Low suffix  all devices
(sensor and coordinator) are configured to transmit packets at -25 dBm transmit-
power level. For a more detailed description of the Lazy scheme see Section 4.2.2.
7.1.2. Transmit-Power Variation Schemes
A set of schemes are proposed with both uniform and non-uniform transmit-power
allocation in the absence and the presence of frequency adaptation.
no-adaptation_High This scheme represents the upper bounds of what is achiev-
able in terms of success rate if an ideal transmit-power adaptation scheme is
proposed. Similar to the genie scheme proposed in Section 4.1.2, this scheme
is included to show the possible performance gains of transmit-power adapta-
tion in varying interference scenarios. In this scheme the transmit-power of all
sensor and coordinator nodes is fixed to the maximum transmit-power level of
the CC2420 transceiver (0 dBm).
Lazy_High This scheme is proposed to represent the upper bound of coupling
transmit-power with frequency adaptation. The transmit-power of all sensor
nodes including the coordinator is fixed to 0 dBm. This has been included
to illustrate the potential performance gains of these two schemes in terms of
success rate.
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no-adaptation_Sensor_High and Lazy_Sensor_High In these schemes the sen-
sor nodes are configured to transmit packets at their maximum transmit-power
level (0 dBm), while the coordinator is fixed to its lowest transmit-power level
of -25 dBm. For applications where sensor nodes periodically generate crit-
ical human vital signs, data reliability and timely transfer of information is
of utmost importance. These scheme are proposed in order to increase the
successful transfer of data from the sensor node to its corresponding coordi-
nator node and at the same time reduce the overall energy consumption of
the network. It is expected that by increasing the transmit-power level to
maximum, data packets have a higher chance of successfully being received
by the coordinator. Although the calculation of success rate also involves a
successful reception of acknowledgement packets, since these packets are small
(only 5 bytes1), they still have a higher success rate than data packets with
medium to large payload size. For more information regarding the claim that
packets with small payload have higher chance of being successfully received
in scenarios with varying interference density and intensity see Appendix C.
no-adaptation_Coordinator_High and Lazy_Coordinator_High Opposite to
the two previously mentioned schemes, these schemes maintain the default
low transmit-power (of -25 dBm) for the sensor nodes and only increase the
transmit-power level of their coordinator node to the maximum (0 dBm). The
idea behind proposing these schemes is to increase the chance of beacon re-
ception for both the no-adaptation and Lazy schemes. In Chapters 4 and 5, it
has been mentioned that one of the main causes of increased energy consump-
tion in sensor nodes is that the sensor nodes lose their synchronisation with
the corresponding coordinator node and become orphaned. By increasing the
chance of beacon reception these schemes are expected to increase the sensor
1An acknowledgement packet consists of a MAC header (Frame Control and Sequence number
fields) and the CRC checksum field (not including the synchronisation and physical headers).
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node lifetime, while maintaining an acceptable success rate.
7.1.3. A Joint Transmit-Power and Frequency Adaptation
Scheme
The Adaptive-Lazy scheme enhances the lazy scheme by enabling transmit-power
adaptation. In the absence of interference this scheme uses the low transmit-power
level and switches to the highest transmit-power when interference emerges. The
decision is made by the coordinator and communicated to the sensor nodes as part of
the beacon payload. The restriction to only two considered power levels (lowest and
highest) simplifies implementation and requires the addition of only one bit in the
beacon payload. Currently the lazy scheme uses a noise-level threshold of nl = −90
dBm as the threshold point  for noise levels below this value, the coordinator stays
on the same operating channel. A second threshold nh ≥ nl is proposed which
changes the decision rule as follows:
i) When the noise level n on the current channel is below the low threshold (i.e. n ≤
nl), the network remains on the current operating channel and uses the lowest
transmit-power level (this will be signalled in the beacon packet by setting a
flag to FALSE);
ii) when the noise level n is between the lower and the higher threshold (i.e. nl <
n ≤ nh) the network still remains on the same operating channel; however, it
uses the highest transmit-power (this will be signalled in the beacon packet by
setting a flag to TRUE);
iii) and when the noise level n is larger than the higher threshold (i.e. n > nh),
the network uses the highest transmit-power level, but also it would prepare to
switch to a better channel, if there is one (this will be signalled in the beacon
packet by keeping the flag to TRUE and adding information regarding the next
channel index and the offset before the channel hop).
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The choice of transmit-power on the new channel follows the same decision rule.
The results shown in this chapter use a simplified version of this scheme, where nl =
nh = −90 dBm. With this assumption the network remains on the current operating
channel and operates with the lowest transmit-power level as long as the noise level
n is below the threshold. When the noise level n is larger than the threshold,
the network operates at its highest transmit-power level and spontaneously starts
the channel switching process. During the four2 super-frames that are required to
inform the sensor nodes before switching the operating channel, both sensors and
the coordinator node continue their transmissions with maximum transmit-power
level. After the channel switch is made, depending on the noise level of the new
operating channel the coordinator decides whether to allow the network to operate
at its lowest or highest transmit-power level.
7.2. Simulation-Based Performance Evaluation
The same simulation scenario as used in Chapters 4 and 5 is considered in this
chapter. The schemes described in Section 7.1 are evaluated for an average num-
ber of WiFi interferers of ∆ = 10, 50, 100, 200 and 300, and traffic intensities of
λ = 0%, 10%, 20%, ..., 70%. Furthermore, since for a given transmit-power level the
energy consumption of the sensor node(s) depends directly on the data generation
rate, the performance benefits of transmit-power variation for different data genera-
tion rates are also considered, namely when data packets are generated with periods
of 1, 0.5, 0.25 and 0.125 second, respectively. The data packet generation period of
0.125 second is used to clearly show the impact of load on the energy consumption.
For this data generation period only one sensor node is used. This choice allows us
to see the changes in the energy consumption as the interference varies, whereas with
more sensors and a data generation period of 0.125 second, the energy consumption
would also be influenced by increased levels of MAC contention (time spent in the
2see initialSwitchCount parameter in Section 3.5
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back-off periods).
For each parameter set (∆, λ and data generation rate), sufficient replications
have been performed to reach a maximum relative confidence interval half-width
of 5% or less at a 95% confidence level for the success rate. In each replication
a new WiFi deployment is generated and the WBSN moves exactly once from its
starting position in the playground to its end position. The performance results
obtained from each replication are averaged over all replications and those averages
are reported.
7.2.1. Performance Metrics
To compare and evaluate the different proposed schemes with each other two main
performance measures are considered. These performance measures have been pre-
viously explained in Section 1.5.1. The Success Rate is defined as the average
(taken over all sensors) percentage of uplink packets that the coordinator has suc-
cessfully received (possibly after some retransmissions) and for which the sending
device has received an acknowledgement. The Consumed Energy is the average
energy consumed by the transceiver as the carrier walks once from the left to the
right side of the field.
7.3. Performance Benefits of Transmit-Power
Variation in Isolation
Our first set of results illustrates the performance benefits of transmit-power varia-
tion compared with the baseline schemes. Figure 7.1b shows the success rate of the
sensor nodes for varying interferer density (∆ = 10, 50 and 100), and traffic intensity
λ when sensor nodes generate data packets every second. It can be seen that overall
the Lazy_Low scheme has a substantial advantage over the no-adaptation_High
and no-adaptation_Low scheme. Observing the no-adaptation scheme, the advan-
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tage of using a high transmit-power in terms of success rate vanishes quickly as
λ is increased. This trend further increases as the average number of interferers
grow. Furthermore, as our results in Figure 7.1b indicate, frequency adaptation
overall has much more impact on success rate performance than using the high-
est transmit-power, maintaining an approximate 99% success rate at λ = 70% for
∆ = 10, and over 80% success rate when ∆ is increased to 100 at λ = 70%.
Figure 7.1a compares the no-adaptation_High scheme with the baseline schemes
in terms of consumed energy of the sensor nodes. The energy consumption for
the coordinator does not offer any surprises. The coordinator node using the no-
adaptation_Low scheme consumes roughly 15 Joule for varying values of λ and ∆.
For similar conditions the no-adaptation_High scheme consumes 0.1 Joule more
than the no-adaptation_Low scheme and the Lazy_Low scheme consumes just over
24.5 Joule. However, on the sensor side it is actually better to use the frequency
adaptation scheme than both variations of the no-adaptation scheme. Looking closer
at Figures 7.1a and 7.1b suggests that if the overall network lifetime is considered
(the consumed energy of the sensor nodes and the coordinator node), the addi-
tional investment in transmit-power level pays off for only scenarios with very low-
interference. The 0.03 joule difference observed between the two baseline schemes
(Lazy_Low and no-adaptation_Low) is likely caused by the additional coordinator
discovery process that the Lazy scheme sensor nodes need to complete in order to
find and associate with their corresponding coordinator node. The extra energy
costs for start-up are negligible and could be ignored.
Figures 7.2, 7.3 and 7.4, illustrate the performance difference when sensor nodes
generate two and four times more data packets per second. Increasing the data
generation rate has a direct relationship with the energy consumption of the sensor
nodes and reciprocal impact on the success rate. This difference becomes more pro-
nounced as the interferer density grows. One reason is, as the interference increases
the probability of packet loss due to external interference increases. This leads to
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Figure 7.1.: Transmit-power variation scheme where data is generated every 1 s
increases in the number of re-transmission, which in turn leads to higher energy
consumption and drop in success rate.
In the scenario where only one sensor node is introduced and a new data packet
is generated every 0.125 second (see Figure 7.4), the average energy consumed by
the sensor node is much lower than in scenarios with four sensor nodes and lower
data generation rates. This is mainly due to the additional time the nodes spend
in contention period. In order for the sensor nodes to transmit their data in the
CAP period they first needed to compete for channel access with three other sensor
nodes. Every time the sensor node performs a CS and the channel is busy it needs
to back-off. These additional delays increase the time sensor nodes need to stay
awake in the CAP period before being able to transmit their data, elevates the
overall consumed energy of the sensor nodes and increases the percentage of packets
dropped due to expired transactions. On the other hand, in the scenario where only
one sensor node is introduced, after sending all its data packets the sensor node is
allowed to go to sleep mode till the start of the next super-frame, thus saving more
energy. Regardless of the data packet generation period, the frequency adaptation
scheme still outperforms both no-adaptation schemes.
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Figure 7.2.: Transmit-power variation scheme where data is generated every 0.5s
7.4. Performance Benefits of Coupling
Transmit-Power with The Lazy Scheme
In our second set of results presented in Figure 7.5, the Lazy_Low scheme is com-
pared with Lazy_High for varying interferer traffic intensity λ and interferer density
∆. The first column illustrates the consumed energy of the sensor node, while the
second column shows the success rate for the respective interferer density. The last
two columns present a close-up of the consumed energy and success rate, respec-
tively. Each of the rows in this figure represents the results for ∆ = 10, 50, 100, 200
and 300 starting from top to bottom.
Looking at the results it can be observed that for low interferer traffic intensity
and interferer density of ∆ = 10, the Lazy_Low scheme outperforms the Lazy_High
scheme in terms of consumed energy of the sensor node. Furthermore, no significant
difference is seen in the success rate. In the scenario with ∆ = 10 and λ = 70%,
the success rate drops down to approximately 99.5% for both schemes, and the
Lazy_High scheme on average consumes 2.92 Joule, around 0.05 Joule more energy
than the Lazy_Low scheme. The energy consumption of the coordinator for the
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Figure 7.3.: Transmit-power variation scheme where data is generated every 0.25s
Lazy_High scheme remains roughly the same for all λ values at 24.7 Joule, about
0.07 Joule higher than for the Lazy_Low scheme.
Assuming that a typical AA battery used to power a sensor node contains ap-
proximately 10 kJ, and knowing the time duration that is needed for the WBSN to
move from one side of the field to the other (864 s), the network lifetime3 for the
two proposed schemes in Figure 7.5 is calculated and shown in Table 7.1. In the
scenarios with zero interference the lifetime of the sensor nodes using the Lazy_Low
scheme is just under 43 days. In the same scenario, the Lazy_High scheme's sensor
lifetime is more than one and half day shorter than for the Lazy_Low scheme. Nev-
ertheless, as the interferer density and intensity increases, the lifetime of the sensor
3The energy consumption of other components apart from its radio transceiver is not considered
in these calculations.
∆ 10 10 50 100 200 300
λ 0 70 70 70 70 70
Lazy_Low 1031.814 835.654 557.620 257.566 101.359 53.626 hours
Lazy_High 989.282 819.392 588.235 356.718 219.018 158.405 hours
Difference -1.77 -0.67 1.27 4.13 4.9 4.36 days
Table 7.1.: Node lifetime
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Figure 7.4.: Transmit-power variation scheme where data is generated every 0.125s
nodes using the Lazy_High scheme is extended to just under 5 days in comparison
with the Lazy_Low scheme.
Comparing the energy costs of each scheme with the maximum performance
gain observed for different interference density levels in terms of success rate (see
Figure 7.5)  the maximum success rate difference between the two schemes for
∆ = 10, 50, 100, 200 and 300 is approximately 0%, 0.2%, 3%, 8% and 17%, respec-
tively  it is clear that partial performance gains could be achieved by coupling
transmit-power adaptation with frequency adaptation, when sensor nodes are gen-
erating and sending data packets every second.
Looking at Figures 7.6, 7.7, and 7.8, where the data packet generation rate is
increased to two, four and eight times per second, the success rate difference between
Lazy_High and Lazy_Low gets smaller and smaller. In addition, the performance
gap between the two schemes in terms of consumed energy becomes larger, to the
extent that Lazy_Low has a maximum performance drop of less than 2% in terms
of success rate and consumes on average around one Joule less than the Lazy_High
scheme for the scenario where sensor nodes generate data packets every 0.125 second
(see Figure 7.8).
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Figure 7.5.: Comparison of Lazy_High with Lazy_Low where ∆ = 10, 50, 100, 200
and 300
Considering the consumed energy difference between the two Lazy schemes for
different interference scenarios and data generation rates, it is recommended to use
the Lazy scheme coupled with transmit-power variation.
7.5. Transmit-Power Variation Schemes
The results obtained with schemes where sensors and coordinators are configured
with non-uniform allocation of transmit-power are presented in this section. Figure
7.9 shows four versions of the Lazy scheme and four versions of the no-adaptation
scheme for scenarios with varying interference traffic intensity and interferer density
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Figure 7.6.: Comparison of Lazy_High with Lazy_Low where data packets are gen-
erated every 0.5 second and ∆ = 10, 50 and 100
of ∆ = 300. For both the no-adaptation and frequency adaptation schemes it can
be seen that the trends for the two non-uniform power allocation schemes stay much
closer to the results obtained for the all-low power allocation than to the all-high
allocation. This suggests that in order to reap most of the effects of using a high
transmit-power, indeed all nodes need to use it.
Furthermore, schemes where the coordinator uses high transmit-power (for ex-
ample the Lazy-high and the Lazy-coordinator-high schemes) achieve roughly the
same performance in terms of consumed energy (see Figure 7.9a). The ability of
the sensor nodes to maintain synchronisation with their corresponding coordinator
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Figure 7.7.: Comparison of Lazy_High with Lazy_Low where data packets are gen-
erated every 0.25 second and ∆ = 10, 50 and 100
node, due to an increased probability of successful reception of beacon packets, is
one explanation for the low consumed energy of these schemes.
7.6. A Joint Transmit-Power and Frequency
Adaptation Scheme
In this section, the Adaptive_Lazy scheme is compared against the Lazy_Low and
Lazy_High schemes shown in Figure 7.10.
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Figure 7.8.: Comparison of Lazy_High with Lazy_Low where data packets are gen-
erated every 0.125 second and ∆ = 10, 50 and 100
Our results indicate that clearly using the highest transmit-power level (Lazy_High)
has a visible positive effect on the overall success rate of the network and that this
difference grows as the data generation rate increases (see Figures 7.5, 7.6, 7.7, and
7.8). Furthermore, it has been shown that the lazy schemes have a much better
success probability than the no-adaptation schemes (and the relative advantage be-
comes even larger when larger values of ∆ are considered). Therefore, to better
illustrate the advantage of the combination of transmit-power adaptation with fre-
quency adaptation, the Adaptive_Lazy scheme is compared against the Lazy_Low
and Lazy_High schemes in scenarios where data packets are generated every 0.125
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(a) Energy consumed by sensor nodes (b) Success rate
Figure 7.9.: Percentage of energy consumed with respect to the Lazy_High scheme
second and the interferer density and traffic intensity is varied.
Figure 7.10 shows that under low to medium interference, it is better to use the
Lazy-Low scheme with minimum transmit-power level rather than the maximum.
On the other hand, in scenarios with high interference it is always beneficial to
deploy the Lazy-High scheme. This finding is one of the motivations of proposing
the Adaptive-Lazy scheme. Furthermore, for the Lazy scheme the relative influence
of transmit-power is comparably small. This small difference is only distinguishable
for ∆ values equal to 200 and 300. The Lazy-High scheme and the Adaptive-Lazy
scheme, which for these interference levels switches to the highest transmit-power,
achieve a higher success rate than the Lazy-Low scheme.
The most important result though is the behaviour of the Adaptive-Lazy scheme:
the results in Figure 7.10 confirm that it has virtually the same packet success rate as
the Lazy-High scheme for all considered values of ∆ and λ, but it has a consistently
lower energy consumption than both Lazy-High and Lazy-Low. This advantage
(over the lazy-Low scheme) can again be explained by savings in the number of
re-transmissions in the presence of interference, whereas the savings compared to
the Lazy-High scheme can be attributed to those periods of time where the WBSN
experiences no interference and the Adaptive-Lazy scheme uses the lowest transmit-
power. In the absence of interference the Adaptive-Lazy scheme has the same (low)
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Figure 7.10.: Comparison of the Adaptive_Lazy scheme when data rate is 0.125 s
energy consumption as the Lazy-Low scheme (≈ 3.5 Joule), whereas the Lazy-High
scheme uses ≈ 4.3 Joule.
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7.7. Discussion
In summary, the effects of varying transmit-power in IEEE 802.15.4 WBSNs in the
absence and presence of frequency adaptation has been considered in this chap-
ter. The transmit-power variation has been evaluated for scenarios with very light
to heavy interference and for varying data generation rates. Our results indicate
clearly that using a high transmit-power has a visible positive effect on the packet
success rate, but overall the impact of frequency adaptation is much larger than any-
thing that an ideal transmit-power adaptation could possibly achieve. This advan-
tage becomes more pronounced as the interference increases. Interestingly, the same
statement could not be claimed for transmit-power variation coupled with frequency
adaptation. It is observed that for scenarios with low data generation rates and low-
interference levels, the frequency adaptation scheme with the lowest transmit-power
level consumes less energy while achieving the same success rate as the frequency
adaptation scheme coupled with the highest transmit-power level. Nevertheless,
the Adaptive-Lazy scheme achieves the best possible network performance in terms
of both success rate and energy consumption by combining characteristics of both
Lazy-Low and Lazy-High schemes for all interference scenarios. Interestingly, the
Adaptive-Lazy scheme achieves this performance gain while utilising the same avail-
able information that is previously used by the Lazy scheme.
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It has been shown throughout the thesis that it is possible to reach the primary
goal of maintaining a reliable data connection between the sensor nodes and
their corresponding coordinator node and to increase the overall lifetime of the
network (by reducing the energy consumed by the WBSN nodes) by using adap-
tive resource allocation techniques in scenarios with an ever-changing interfer-
ence landscape. Furthermore, practical implementation of these schemes ensured
the feasibility of embedding such approaches on commercially available WBSN de-
vices. This chapter summarises the results presented in this thesis followed by future
possible research.
8.1. Results and Findings
Adaptive resource allocation for wireless body sensor networks was explored in this
thesis. Since most WBSN devices are battery-powered, reducing the energy con-
sumption has been one of the main objectives of WBSN protocol design. However,
there is a trade-off between network performance in terms of data reliability and
timely data transfer on the one hand and energy-efficiency on the other hand, which
both are of great importance in health related applications.
This thesis examined two main resource allocation mechanisms for WBSNs in
varying interference deployments, namely frequency and transmit-power adaptation.
Following is a summary of some of these results and findings:
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• Comparison of the three no-adaptation schemes in scenarios with interferer
density of ∆ = 10 and 100 and for varying traffic intensity of λ, showed that
networks that only use the CAP period (without assigning GTS) achieve higher
success rate, while consuming marginally lower energy by the sensor nodes.
• To explore the benefits of frequency adaptation, a hypothetical scheme called
the Genie scheme was proposed. By enabling all nodes in the network with
oracle knowledge about the channel quality, the network with Genie scheme
functionality was able to mitigate the external interference by switching the
operation channel to a channel with lower noise floor. The comparison of the
Genie scheme with the no-adaptation scheme in scenarios where ∆ =10, 100
and 300, showed a significant improvement in terms of success rate.
• Having established the performance benefits of frequency adaptation, our first
attempt to reach this goal was to propose the periodic-random scheme, which
periodically switched to a random channel every hyper-frame. The results
showed noticeable improvements over the no-adaptation schemes. However,
this performance gain in terms of success rate was nowhere near the desired
achievable performance gain of the Genie scheme. Furthermore, due to exces-
sive channel switching of the periodic-random scheme the energy consumption
of both sensor and coordinator were increased.
• In order to reduce the number of channel switches and make more intelligent
decisions, a number of periodic-measurement schemes were proposed. Out of
these, the periodic-measurement-MAX scheme achieved the highest success
rate and outperformed the Genie scheme in both success rate (slightly) and
energy consumption.
• To further improve the periodic-measurement-MAX scheme a more intelli-
gent switching rule was proposed, which prevented the network from switch-
ing channels until the conditions of the current channel dropped below a
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predefined threshold. This new scheme was named the Lazy scheme. The
Lazy scheme, when compared to periodic-measurement-MAX scheme, not only
achieved the same performance in terms of success rate, but also reduced the
energy consumed by the sensor node via reducing the number of required
channel switches.
• The proposed Lazy scheme and the no-adaptation scheme were compared in
scenarios where the additional path loss created by the human body was taken
into consideration. The relative performance gains of both these schemes re-
mained the same. Although the shadowing effects had a negative effect on both
success rate and energy consumption of the sensor nodes, the Lazy scheme out-
performed the no-adaptation scheme in both scenarios (with and without path
loss).
• Since in scenarios with high interference sensor nodes spend the most of their
time in the orphan state, trying to find and re-associate with their corre-
sponding coordinator node, a number of discovery support schemes were pro-
posed. Our proposed Lazy-Sequence-Scan and Lazy-Heuristic-Sequence-Scan
schemes were able to predict the frequency channel that the coordinator node
had switched to very well. Nonetheless, due to extreme interference condi-
tions, the proposed schemes were not able to significantly reduce the energy
consumed by the sensor nodes or to increase the overall success rate.
• The behaviour of the proposed periodic-random and lazy schemes were im-
plemented in commercially available WBSN nodes and compared with the
no-adaptation scheme under real WiFi traffic. This experimental study not
only verified our simulation results, but also reassures the feasibility of our
proposed approaches on commercially available sensor devices.
• To explore the benefits of transmit-power adaptation in isolation from fre-
quency adaptation and in scenarios with varying interferer density and data
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generation rate, the no-adaptation scheme with minimum and maximum transmit-
power levels was compared with the Lazy scheme with minimum transmit-
power. These comparisons revealed that frequency adaptation schemes in
isolation can outperform transmit-power adaptation schemes.
• When frequency adaptation is coupled with transmit-power variation, our re-
sults showed that for scenarios with medium to high interference the Lazy
scheme coupled with maximum transmit power achieves higher success rate
and consumes lower energy at the sensor side when compared with the Lazy
scheme coupled with minimum transmit power. However, for scenarios with
zero to low interference the Lazy_Low scheme out performed the the Lazy
scheme coupled with maximum transmit-power.
• The previous findings motivated us to experiment with other combinations
of transmit-power allocation schemes. Schemes which allocated maximum
transmit-power for their sensor nodes achieved higher success rate at the cost
of higher energy consumption at the sensor side, while schemes which allocated
maximum transmit-power for the coordinator nodes were able to maintain a
reasonably high success rate while reducing the energy consumed by the sensor
nodes.
• Finally, a joint transmit-power and frequency adaptation scheme was pro-
posed, called the Adaptive_Lazy scheme. This scheme utilised the existing
information gathered for channel switching in order to adapt the transmit-
power of the network between maximum and minimum transmit-power lev-
els. The results showed noticeable improvement in terms of energy consumed
by the sensor nodes, while maintaining the best success rate compared with
Lazy_High and lazy_Low.
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8.2. Evaluation of The Hypotheses
By using simulation and experimentation, this thesis answers the following hypothe-
ses stated in Section 1.5.2:
• Hypothesis 1: By adaptively changing the current operating frequency of
the WBSN to a channel with lower interference in environments with rapidly
changing interference background, despite the energy costs of adaptation and
the increasing risk of node orphaning, the performance measures can be im-
proved significantly.
• Hypothesis 2: By introducing channel adaptation schemes the risk of node
orphaning increases. Shortening this period would enhance the network per-
formance. However, in high-interference environments, utilising more complex
coordinator-discovery techniques do not result in a shorter average node-
orphaning duration.
• Hypothesis 3: Frequency adaptation schemes can outperform any ideal
transmit-power adaptation schemes in isolation when faced with external in-
terference.
• Hypothesis 4: Joint transmit-power and frequency adaptation schemes in
environments with varying WiFi interference can significant improve the net-
work performance when compared with either of them individually.
8.3. Future Works
The groundwork described in this thesis will pave the way for a multitude of future
explorations; some of these are suggested as follows:
• One of the important aspects in designing a robust protocol is when energy-
heterogeneity in the network is not managed evenly. This would result in
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shorter lifetime for a subset of devices and longer lifetime for others. In our
case, the coordinator takes the responsibility of scanning all available channels,
while this task could potentially be assigned to the sensor nodes, increasing
both the speed of channel estimation and increasing the overall network life-
time.
• It is also interesting to see how the proposed schemes could be added to the
IEEE 802.15.6 standard. Furthermore, would similar outcomes be achieved as
illustrated in this thesis?
• Currently, the assumption of this thesis is that the WBSN is configured in a
one-hop star topology. It would be interesting to see how the proposed schemes
could be improved to address multi-hop networks.
• The current Adaptive_Lazy scheme is a simplified version of the proposed
scheme, where both thresholds nh and nl are equal to each other. Furthermore,
the transmit-power switches between the minimum and maximum transmit-
power levels. It would be interesting to see how gradual increase or decrease
in transmit-power level can be incorporated into the Adaptive_Lazy scheme
and whether having different nh and nl values would improve the WBSN's
performance.
• It is clearly interesting to look into a wider range of interference scenarios, for
example, how these schemes would perform in scenarios with bursty interfer-
ence patterns.
• In this thesis, RSSI measurements were used to evaluate and estimate the
current channel quality. In scenarios where shadowing caused by the human
body adds additional path loss, other channel estimators (e.g. PER) might be
explored.
• One could also address scenarios where multiple WBSNs get in close proximity
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to each other (for example in shopping malls or hospitals). In such scenarios
where all WBSNs are using the same frequency adaptive scheme, all WBSNs
might switch to the same operating channel as the other WBSNs. In such
conditions, it is interesting to see how these schemes could be further improved
to efficiently utilise the current operating channel and avoid the interference
caused by homogeneous WBSNs.
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A. Re-generating the IEEE 802.11
Transmit Spectral Mask
Using equation SinX
X
given in Figure 3.2, the different transmit-power between four
simultaneous WiFi packets is calculated using a simple Matlab code. Having fc
equal to 2412. The following Matlab command-set generates the desired IEEE
802.11 transmit spectral mask illustrated in Figure A.1.
x=-360:0.1:360;
x=(x/720)*4*pi;
Fc=2412;
w=abs(sinc(x));
y=10*log(w);
plot((x*11)+Fc,y,'b');
grid;
By zooming in between frequencies 2400 and 2425, similar to Figure A.2, it is
observed that for frequencies 2405, 2410, 2415 and 2420, which represent the first
four channels of the IEEE 802.15.4 standard, the transmit spectral value in dB would
be -7.8746, -0.5498, -1.2549 and -11.0632, respectively.
Considering the transmit spectral mask for all 11 channels of IEEE 802.11 and 16
channels of IEEE 802.15.4, it is possible to calculate all the different TX-powers for
all operating frequencies. Table A.1 illustrates all the interference levels caused by
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Figure A.1.: Re-generated IEEE 802.11 transmit spectral mask with fc = 2412.
the WiFi Transceiver on different WSN channels when the WiFi's Transmit power
is 0 dB.
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Figure A.2.: A close-up of the IEEE 802.11 transmit spectral mask with fc = 2412.
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B. Consumed energy calculations
and examples
The formula for calculating the total consumed energy, Etotal is given in Equation
B.1; which is the sum of Power used in state i multiplied by the duration of Time
spent in state i.
Etotal =
S∑
i=1
Pi ∗ Ti (B.1)
Equation B.2 calculates the power used at a given transceiver state. Pi is equal
to the current drawn from the battery at that transceiver state Ci multiplied by the
Voltage of the battery V .
Pi = Ci ∗ V (B.2)
As an example: the consumed energy of a coordinator node using the IEEE
802.15.4 standard CAP scheme (non-adaptive CAP) for a total simulation time of
864 second (the time that takes a human carrier to walk at a constant speed of 5
km/h from one side of the field to the other) is roughly calculated, assuming that
the active period and the super-frame duration are set to 61.44 and 122.88 ms,
respectively. This assumption infers that the coordinator spends 50% of its time in
sleep state and the rest is spent in active state (either RX or TX mode). Since, it is
difficult to know exactly the proportion of the time that the coordinator spends in
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RX or TX mode in the active state, and its proportion varies depending on many
factors, namely interference and data packet inter-arrival time, etc., only the state
with maximum current drainage is considered. Considering Tables 3.1 and 3.2 and
Equations B.1 and B.2 the energy consumption of the coordinator is calculated as
follows:
TotalSimulationT ime = 864 s
MaxCurrentatSleepState = 426 µA
MaxCurrentatActiveState = 19.7 mA
PActive = CActive ∗ VActive
= 19.7 mA ∗ 3.3 V = 65.01 mW
PSleep = CSleep ∗ VSleep
= 426 µA ∗ 3.3 V = 1.4058 mW
EMax =
∑S
i=1 Pi ∗ Ti
= PActive ∗ TActive + PSleep ∗ TSleep
= 65.01 mW ∗ 432 s+ 1.4058 mW ∗ 432 s
= 28691.6256 mJ = 28.7 Joule
Looking at the Maximum consumed energy calculation that was carried out for
the non-adaptive CAP scheme of the coordinator node, and the result illustrated
in Figure 4.2a indicate that the values are roughly similar. Please, note that this
calculation does not consider the guard time1.
To breakdown the energy and switching costs for scanning all 16 channels the
following equations are shown:
1The guard time is the fraction of time that the coordinator wakes up earlier and before the
beginning on the next super-frame and continues listening after the active period is finished.
These extra time that the coordinator spends in active state is also considered in the actual
simulation results.
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TimeneededforoneRSSImeasurement = 256 µs
T imeneededtoswitchtoadifferentchannel(PPL) = 192 µs
Powerneededtoperformonechannelswitch = 65.01 mW
PowerneededtoperformoneRSSImeasurement = 65.01 mW
NumberofRSSIsamplesperchannel = 8
ERSSI_measurement = PRSSI_measurement ∗ TRSSI_measurement
= 65.01 mW ∗ 0.256 ms = 16.64256 µJ
EChannel_Switch = PChannel_Switch ∗ TChannel_Switch
= 65.01 mW ∗ 0.192 ms = 12.48192 µJ
E
TotalConsumedEnergyFor
ScanningAll16Channels
= (E
RSSI_measurement
) ∗ 8 ∗ 16
+(E
Channel_Switch
) ∗ 16
≈ 2.33 mJ
195

C. The Influence of Packet Size
on Performance
The influence of packet size on the successful reception of data packets in environ-
ments with varying interferer traffic intensity λ and density ∆ is evaluated in this
section. This section selects the no-adaptation scheme proposed in Section 4.1.1 as
our baseline schemes. New data packets are generated every second with varying
payload size depending of the scheme.
The no-adaptation scheme withMIN payload, is the scheme in which the packet
payload size is fixed to zero  resulting a packet size of 13 Bytes including the
MAC header and CRC Fields. The no-adaptation scheme with MAX payload,is
a scheme where the maximum payload is selected  resulting a packet size of 127
Bytes. The no-adaptation scheme with RAN payload, is the scheme where the
length of the generated packet, represent an IID random variable, generated by an
uniform distribution between 64 and 102 bytes.
For each combination of lambda and ∆, a minimum of 100 replication are per-
formed to reach a maximum relative error of 5% or less, at a 95% confidence level.
This simulation uses the same simulation scenario explained in Section 3.2. Our
main Performance measure is the success rate, which represents the percentage of
data packets successfully transmitted from the sensor node to the corresponding
coordinator node and the sensor has successfully received an acknowledgement of
that packet from its coordinator node.
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Figure C.1.: The influence of packet size on success rate where ∆=10, 50 and 100.
Looking at the results presented in Figure C.1, it can be clearly seen that scheme
with minimum payload size achieves a substantially higher success rate than the
scheme with maximum payload size. This noticeable difference in creases as the
interferer density ∆ increases. However, this this difference is only visible when
the interferer intensity is reasonable low  between 10% to 40%. One reason is
that as the intensity of the interferers increase the probability of the transmuted
data packets being transmitted between the inter-arrival time of the WiFi packets
narrows.
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