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Abstract
In this work we study nonnegativity and positivity of a discrete quadratic functional
with separately varying endpoints. We introduce a notion of an interval coupled with 0,
and hence, extend the notion of conjugate interval to 0 from the case of fixed to
variable endpoint(s). We show that the nonnegativity of the discrete quadratic functional
is equivalent to each of the following conditions: The nonexistence of intervals coupled
with 0, the existence of a solution to Riccati matrix equation and its boundary conditions.
Natural strengthening of each of these conditions yields a characterization of the positivity
of the discrete quadratic functional. Since the quadratic functional under consideration
could be a second variation of a discrete calculus of variations problem with varying
endpoints, we apply our results to obtain necessary and sufficient optimality conditions for
such problems. This paper generalizes our recent work in [R. Hilscher, V. Zeidan, Comput.
Math. Appl., to appear], where the right endpoint is fixed.
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1. Introduction
Let n,N ∈ N be given. By the interval [a, b] we always mean the interval of
integers {a, a + 1, . . . , b− 1, b}. Thus, denote J := [0,N] and J ∗ := [0,N + 1].
In this work we study the nonnegativity of the discrete quadratic functional
I(η) := ηT0 Γ0η0 + ηTN+1Γ ηN+1
+
N∑
k=0
{
ηTk+1Pkηk+1 + 2ηTk+1Qkηk +ηTk Rkηk
}
over the endpoints constraints
M0η0 = 0, MηN+1 = 0, (1)
where Γ0,Γ,Pk,Qk,Rk , k ∈ J , are given n× n matrices, M0 and M are r0 × n
and r×n matrices, respectively, r0, r  n, Γ0,Γ,Pk,Rk are symmetric,Rk+QTk
is invertible, and ηk , k ∈ J ∗, are n-vectors. The second variation of the following
discrete calculus of variations problem with separately varying endpointsminimize F(x) :=K0(x0)+K(xN+1)+
N∑
k=0
g(k, xk+1,xk),
ϕ0(x0)= 0, ϕ(xN+1)= 0,
(P)
where g,K0,K,ϕ0, ϕ are given twice continuously differentiable functions,
g :J ×Rn ×Rn→Rn, K0,K :Rn→R,
ϕ0 :R
n→Rr0, r0  n, ϕ :Rn→Rr , r  n,
takes the form F2(η)= 12 I(η). Hence necessary conditions for the nonnegativity
of I yield necessary optimality conditions for (P), and sufficient conditions for
the positivity of I produce sufficient optimality conditions for (P).
Therefore the focus of this paper is on the study of the characterization of
the nonnegativity and positivity of a class of discrete quadratic functionals J (η),
see the next section, that includes the functionals I(η) as a special case when
the forward differences are expanded. In [17,18] we have thoroughly answered
this question for the case when the final endpoint xN+1 is fixed, or equivalently,
when the variation ηN+1 = 0 (M = I ). The characterization for the fixed final
endpoint was given there in terms of a notion of conjugate intervals to 0, the
conjoined basis and the focal points notions, and finally in terms of the Riccati
equation. The main question for this paper is to deal with the case when both
endpoints vary as in (1). To accomplish this goal one may attempt to use the
transformation traditionally used to transform the variable endpoints problem
into a fixed endpoints problem [10]. This transformation takes a problem of
calculus of variations or control into an optimal control problem with fixed
endpoints. One could then apply to the transformed problem the results available
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for the fixed endpoints setting [6,8] hoping to obtain the results for the variable
endpoints setting after translation. However, this approach would only succeed in
characterizing the positivity of the quadratic form in terms of a conjoined basis
and the Riccati equation with appropriate boundary conditions. However, since
the characterization of the nonnegativity in terms of these concepts is not yet
known for the fixed endpoints optimal control problem, then this approach cannot
be employed to characterize in terms of these concepts the nonnegativity of the
quadratic form in the calculus of variations setting. Furthermore, the nature of this
transformation does not allow the possibility of characterizing either the positivity
or the nonnegativity of the quadratic form in terms of a “coupled interval” notion.
Therefore, it is imperative that we use instead a direct approach.
The task we undertake here will definitely require developing a notion of
“coupled intervals” with 0, which extends the notion of conjugate intervals known
for the fixed final endpoint case. While this is an open problem in the discrete
setting, the coupled points theory was introduced for the continuous case by
Zeidan and Zezza [24] and extensively used in characterizing the continuous
quadratic functionals with variable endpoints, see, e.g., [11,12,20–23,25]. For
instance, it is known [25] that under the strengthened Legendre condition the
continuous quadratic functional G2 is nonnegative over the endpoints constraints
of the type (1) if and only if G2 is “regular” and no point in [0, T ) is coupled
with 0. In [23] a necessary condition for the nonnegativity of G2 is obtained
in terms of a conjoined basis and another one in terms of the Riccati equation
with appropriate boundary conditions. For the positivity of G2 over constraints of
type (1), it is shown in [22] and [25] that under the same strengthened Legendre
condition, G2 > 0 if and only if G2 is “regular” and no point in [0, T ] is coupled
with 0. This latter is equivalent in [22] to a condition in terms of a conjoined
basis, and to another one in terms of a Riccati equation with appropriate boundary
conditions.
In this paper a thorough study is presented of the nonnegativity and positivity
of the discrete quadratic functional of the form J (η). First in Section 2 we list
auxiliary results that are vital for the main results of the paper. That includes the
results obtained in [18] for the case when the final endpoint is fixed. In Section 3
the discrete (strengthened) Legendre condition is obtained. Then, the notion of
coupled intervals with 0 is introduced based on the idea of continuing a solution
of the Euler–Lagrange equation associated with J (η) by a constant value α in
the kernel of M . As opposed to the continuous time case, in the discrete setting
the choice of α is not unique because η is not continuous. Furthermore, the
discreteness of the time interval allows the value of the partial sum Jm, defined in
Section 2, to jump from positive to negative. Thus, these differences are reflected
in the definition of coupled intervals with 0 (see Definition 2) by having a random
extension in the kernel of M and by having dm  0 and not just dm = 0, which
means that no transversality condition at (m,m + 1] is required. Theorem 2 is
a characterization of the nonnegativity of J and generalizes the corresponding
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result in [18] to the case of varying endpoints. Note that the condition that
(N,N + 1] is not “strictly coupled” with 0 is needed in our discrete setting while
in the continuous case it is not required, since a time-limiting argument there
was possible. As in the continuous case, the “regularity” of J (η) is needed. We
show that this regularity condition is equivalent to (0,1] not being strictly coupled
with 0. Theorem 3 of Section 3 expresses the equivalence of the nonnegativity
ofJ with the positivity of the partial sum Jm obtained by taking η to be a constant
value α on [m+ 1,N + 1]. Theorem 4 is a characterization of the positivity of J
in terms of the coupled intervals. In the special case when J corresponds to I
the characterization of I > 0 in terms of a conjoined basis condition is known
in [7, Theorem 2] and [10, Theorem 3]. In Section 4 we specialize J to be
the functional I and we show in this case that the nonnegativity and positivity
of I can be expressed in terms of the explicit Riccati difference equation and its
boundary conditions. In Section 5 necessary and sufficient optimality conditions
for (P) are derived in terms of either of the equivalent conditions obtained in
Sections 3 and 4.
2. Auxiliary results
Let us introduce the terminology and notation used throughout the paper. By
KerA, ImA, AT , AT−1, A†, A  0, and A > 0 we denote the kernel, image,
transpose, inverse of the transpose, Moore–Penrose generalized inverse, positive
semidefiniteness, and positive definiteness, respectively, of the matrix A. The
forward difference operator is denoted by , i.e., yk = yk+1 − yk . We adopt
the convention that
∑b
k=a uk = 0 when a > b. We start with basic properties of
solutions of the three term recurrence equation
−Sk+1ηk+2 + Tk+1ηk+1 − STk ηk = 0, k ∈ [0,N − 1], (T )
where S,T :J → Rn×n, Tk is symmetric, and Sk is invertible. The Jacobi
difference equation for a discrete variational problem (P) is a three term
recurrence of the form (T ), as we shall see in Section 4. For more details see
[2,5,18]. As usual, the vector solutions of (T ) will be denoted by small letters,
and the n× n matrix solutions by capital ones. For any two solutions X,Y of (T )
the Wronskian matrix {X,Y } :=XTk SkYk+1 −XTk+1STk Yk is constant. A solution
X of (T ) is a conjoined basis if rank(X0
X1
)= n and {X,X} = 0, i.e., XTk SkXk+1 is
symmetric. A solution η of (T ) is said to have a generalized zero in the interval
(m,m+ 1] if
ηm = 0 and dm := ηTmSmηm+1  0. (2)
When the left endpoint is varying and the right endpoint is fixed, the authors
introduced in [17,18] a notion of an interval conjugate to 0. Let m ∈ J . An
interval (m,m+ 1] is conjugate to 0 if there exists a solution η of (T ) that has a
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generalized zero in (m,m+ 1] and satisfies, for some vector γ0 ∈Rr0 , the initial
boundary and transversality conditions
M0η0 = 0, η1 = S−10
(
T0η0 +MT0 γ0
)
. (3)
If (m,m + 1] is conjugate to 0 with an associated η that satisfies the strict
inequality in (2), then we say that the interval (m,m + 1] is strictly conjugate
to 0.
Consider the quadratic functional J defined by
J (η) := ηT0 T0η0 +
N∑
k=0
{
ηTk+1Tk+1ηk+1 − ηTk Skηk+1 − ηTk+1STk ηk
}
,
subject to the sequences {ηk}N+1k=0 satisfying the boundary conditions (1). Such η
is called admissible. We say that J is nonnegative (J  0) if J (η)  0 for all
admissible η. The functional J is positive definite (J > 0) if J (η) > 0 for all
admissible η, η ≡ 0.
This paper extends the following result from fixed to varying right endpoint.
The matrixM0 in Proposition 1 below is the projection defined by
M0 :=MT0
(
M0M
T
0
)−1
M0, (4)
and Y0 is the n × r0 matrix whose columns form an orthonormal basis for
KerM0. Let Lk , k ∈ J , be the block tridiagonal matrices associated with J . More
precisely, let L0 := YT0 T0Y0, and for k ∈ [1,N]
Lk :=

YT0 T0Y0 −YT0 S0 0 . . . 0
−ST0 Y0 T1 −S1
. . .
...
0 −ST1 T2
. . . 0
...
. . .
. . .
. . . −Sk−1
0 . . . 0 −STk−1 Tk

.
If M0 = I , then Y0 = 0 and hence, delete the first row and column in the above
matrices and start just with L1 = T1.
Proposition 1 (Right endpoint fixed, [18, Theorem 2]). Suppose that Sk , k ∈ J ,
are invertible, M0 has full rank, and M = I . Then the following conditions are
equivalent.
(i) J  0, i.e., J (η)  0 for all sequences {ηk}N+1k=0 with M0η0 = 0, ηN+1 =
0, and the initial strengthened Legendre condition YT0 T0Y0 > 0 holds if
M0 = 0.
(ii) Lk > 0 for all k ∈ [0,N − 1], and LN  0.
(iii) There is no interval (m,m+ 1] ⊆ (0,N] conjugate to 0, and (N,N + 1] is
not strictly conjugate to 0, i.e., the Jacobi necessary condition holds.
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(iv) The solution X of (T ) with
X0 = I −M0, X1 = S−10 (T0X0 +M0), (5)
has Xk invertible for all k ∈ [1,N] and satisfies
YT0 X
T
0 S0X1Y0 > 0,
XTk SkXk+1 > 0 for all k ∈ [1,N − 1],
XTNSNXN+1  0.
(v) The solution X of (T ) with (5) has Xk invertible for all k ∈ [1,N] and the
matrices Dk defined by
Dk :=XkX−1k+1S−1k , k ∈ [0,N − 1],
satisfy
D0 > 0 on ImT0Y0,
Dk > 0 for all k ∈ [1,N − 1],
TN − STN−1DN−1SN−1  0.
(vi) The matrices Hk defined recursively by
H0 := YT0 T0Y0,
H1 := T1 − ST0 Y0H−10 YT0 S0,
Hk+1 := Tk+1 − STk H−1k Sk, k ∈ [1,N − 1],
satisfy
Hk > 0 for all k ∈ [0,N − 1], HN  0.
We will also need more general treatment of linear difference equations,
namely the concept of linear Hamiltonian difference system
ηk =Akηk+1 +Bkqk, qk = Ckηk+1 −ATk qk, (H)
where A,B,C :J → Rn×n , Bk,Ck are symmetric, and I − Ak is invertible; we
denote A˜k := (I − Ak)−1. For a more detailed discussion we refer to [1,5,6,13,
14]. Again, the vector solutions of (H) will be denoted by small letters, and the
n × n matrix solutions by capital ones. A pair (η, q) is said to be admissible
(on J ∗) if it satisfies the first equation of (H), i.e., ηk =Akηk+1 +Bkqk , k ∈ J ,
and the boundary conditions (1). Let (X,U), (X˜, U˜) be solutions of (H). Then
XTk U˜k − UTk X˜k ≡W , where W is a constant n × n matrix, sometimes called a
Wronskian of the solutions (X,U) and (X˜, U˜). If W = I , then these solutions are
called normalized. A solution (X,U) is said to be a conjoined basis if XT U is
symmetric and rank
(
X
U
)= n.
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Following [6], a solution (X,U) of (H) is said to have no focal points in
(0,N + 1], provided
KerXk+1 ⊆KerXk and Dk :=XkX†k+1A˜kBk  0
holds for all k ∈ J . Observe that Dk ’s are symmetric when the kernel condition
holds [6, Lemma 2]. System (H) is said to be disconjugate on J ∗ if the principal
solution at 0 has no focal points in (0,N + 1]. The interval (m,m + 1] is a
generalized zero of a solution (η, q) of (H), provided
ηm = 0, ηm+1 ∈ Im A˜mBm and ηTmB†m(I −Am)ηm+1  0. (6)
Associated with (H) is the Riccati matrix difference equation
R[W ]k :=Wk −Ck +ATk Wk + (Wk+1 −Ck)A˜k(Ak +BkWk)= 0, (R)
and the quadratic functional
K(η, q) := ηT0 Γ0η0 + ηTN+1Γ ηN+1 +
N∑
k=0
{
ηTk+1Ck ηk+1 + qTk Bk qk
}
.
Remark 1. When the three term recurrence equation (T ) is the Euler–Lagrange
equation of the quadratic functional I with Rk and Rk +QTk invertible, then (T )
can be rewritten as the linear Hamiltonian system (H), see Section 4. In this case
the corresponding notions for (T ) and (H), such as generalized zeros, conjugate
intervals, quadratic functionals I , J , andK, etc., coincide. It should be clear from
the context which of the above notions we refer to.
3. Nonnegativity and positivity of J
In this section we derive the (strengthened) Legendre condition for the quadra-
tic functional J with boundary conditions (1) which corresponds to the three
term recurrence equation (T ) defined in the previous section. We also introduce
the notion of coupled intervals with 0. We show in Theorem 2 that in the case
of separately varying endpoints, the coupled intervals notion plays here the same
role of conjugate intervals in Proposition 1.
Thus, let Tk, Sk ∈ Rn×n, M0 ∈ Rr0×n, r0  n, M ∈ Rr×n, r  n, with Tk
symmetric, k ∈ J ∗. Let Y0 and Y be the n× r0 and n× r matrices whose columns
form orthonormal bases for KerM0 and KerM , respectively, i.e., KerM0 = ImY0
and KerM = ImY .
In order to ensure uniqueness and continuation of solutions of (T ), our general
assumption is
Sk invertible for all k ∈ J and M0,M have full rank. (A1)
Remark 2. The following is a complement to our notation introduced in (4).
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(i) Denote byM the projection
M :=MT (MMT )−1M. (7)
It follows easily that Mα = 0 iff Mα = 0, and similarly for M0, the
projection defined by (4).
(ii) The matrices Y0 and Y also define projections Y0 := Y0YT0 ∈ Rn×n and
Y := YYT ∈Rn×n (observe YT0 Y0 = Ir0×r0 and YT Y = Ir×r ). One can easily
verify that
Y0 = I −M0, Y = I −M. (8)
Due to the fact that the right endpoint of η is varying, we shall define in
addition to the matrices Lk , k ∈ J , the matrix
LN+1 :=

YT0 T0Y0 −YT0 S0 . . . 0 0
−ST0 Y0 T1
. . .
...
...
...
. . .
. . . −SN−1 0
0 . . . −STN−1 TN −SNY
0 . . . 0 −YT STN YT TN+1Y
 ,
which is the block tridiagonal matrix representation of the quadratic functionalJ .
If M = I , then Y = 0 and delete the last row and column of LN+1. And similarly
as before, if M0 = I , then Y0 = 0 and delete the first row and column of LN+1.
For the case when both boundary conditions are zero see [2] and also [9,15,16].
Now, if η is admissible for J , then η0 = Y0α and ηN+1 = Yβ for some α ∈ Rr0
and β ∈ Rr . With the notation η∗ := (αT ηT1 . . . ηTN βT )T we have readily the
following lemma.
Lemma 1. If η is admissible for J , then J (η)= (η∗)TLN+1η∗.
As we shall see next, it is possible to also characterize J  0 via certain
partial quadratic functionals Jm, when the varying right endpoint is moved to the
pointm. This endpoint transfer yields a cumulative final cost in the functionalJm.
For m ∈ J and α ∈Rn we define the partial quadratic functional
Jm(η,α) := ηT0 T0η0 − ηTmSmα− αT STmηm + αT T˜m+1α
+
m−1∑
k=0
{
ηTk+1Tk+1ηk+1 − ηTk Skηk+1 − ηTk+1STk ηk
}
,
where the cumulative final cost coefficient T˜m+1 is given by
T˜m+1 := TN+1 +
N∑
k=m+1
(
Tk − Sk − STk
)
, (9)
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and where a pair η= {ηk}mk=0 and α is admissible for Jm provided
M0η0 = 0, Mα = 0. (10)
Note that T˜N+1 = TN+1. Functional Jm is nonnegative (Jm  0) if Jm(η,α) 0
for any admissible η and α. Functional Jm is positive definite (Jm > 0) if
Jm(η,α) > 0 for any admissible η and α, not both zero. With ηN+1 := α we
have then J = JN .
Remark 3. When M = I , these partial quadratic functionals are represented by
the matrices Lk . Thus, if the right endpoint is fixed, the role of Jm is hidden
already in (ii) of Proposition 1, and in fact the functionals Jm are not needed in
this case.
Lemma 2 (Characterization of J  0). Assume that (A1) holds. Then
J  0 ⇔ Jm  0 for all m ∈ J.
Proof. “⇐” The nonnegativity of J follows by taking m=N .
“⇒” Suppose J  0, fix m ∈ J , and let {ηk}mk=0 and α be admissible for Jm.
Define a sequence {η˜k}N+1k=0 by
η˜k :=
{
ηk for k ∈ [0,m],
α for k ∈ [m+ 1,N + 1]. (11)
Then M0η˜0 =M0η0 = 0 and Mη˜N+1 =Mα = 0, i.e., η˜ is admissible for J . It
follows that Jm(η)= J (η˜) 0, so that Jm  0. ✷
Theorem 1 (Discrete (strengthened) Legendre condition). If J  0, then the
discrete Legendre condition
YT0 T0Y0  0, Tk  0 for all k ∈ [1,N], and (12)
YT T˜kY  0 for all k ∈ [1,N + 1] (13)
holds. If J > 0, then the discrete strengthened Legendre condition
YT0 T0Y0 > 0, Tk > 0 for all k ∈ [1,N], and (14)
YT T˜kY > 0 for all k ∈ [1,N + 1] (15)
holds.
Proof. Let m ∈ J . Choose an admissible η with all entries zero except at k =m,
say ηm = c. Then J (η)= cT Tmc and (12), (14) follow. If we take η to be ηk = 0
on [0,m], and ηk = α on [m + 1,N + 1] for some α ∈ KerM , then such η
is admissible and J (η) = αT T˜m+1α. Thus, conditions (13) and (15) follow as
well. ✷
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Definition 1 (Regularity). We say that J is regular if for any η0, α ∈ Rn with
M0η0 = 0, Mα = 0, we have J0(η0, α) 0, where
J0(η0, α) := ηT0 T0η0 − ηT0 S0α − αT ST0 η0 + αT T˜1α.
If in addition J0(η0, α) > 0 for (η0, α) = 0, then J is said to be strongly regular.
Remark 4. If J  0 (resp. J > 0), then J is regular (resp. strongly regular).
The following is a notion of an interval coupled with 0, which is a natural
extension of the conjugate interval to 0 from fixed to variable right endpoint.
Definition 2 (Coupled interval). Let m ∈ J . An interval (m,m + 1] is coupled
with 0 if there exists a solution η of (T ) satisfying the initial boundary and
transversality conditions (3), ηm = 0, and for some α ∈ KerM , ηk ≡ α on
[m+ 1,N + 1] (drop if m=N ), and
dm(ηm,ηm+1, α) := ηTmSmηm+1 − ηTmSmα − αT STmηm
+ αT T˜m+1α  0. (16)
If (m,m+ 1] is coupled with 0 and the above inequality is strict, we say that the
interval (m,m+ 1] is strictly coupled with 0.
Remark 5. Observe that any interval conjugate to 0 is also coupled with 0, since
we may take α = 0. Also, if M0 = I , then η0 = 0 and hence the interval (0,1]
cannot be coupled with 0. Obviously, in general (m,m + 1] could be coupled
with 0 and not necessarily conjugate to 0. In this case α = 0.
Lemma 3. Let m ∈ J and α ∈KerM . Suppose that {ηk}N+1k=0 is a solution of (T )
satisfying the initial boundary and transversality conditions (3). Then η˜ defined
by (11) is admissible and J (η˜) = Jm(η,α) = dm(ηm,ηm+1, α), where dm is
defined by (16).
Proof. For {ηk}N+1k=0 and {η˜k}N+1k=0 defined above we have
J (η˜)= η˜T0 T0η˜0 +
N∑
k=0
{
η˜Tk+1Tk+1η˜k+1 − η˜Tk Skη˜k+1 − η˜Tk+1STk η˜k
}
= η˜T0
(
T0η˜0 − S0η˜1
)+ N−1∑
k=0
η˜Tk+1
{−Sk+1η˜k+2 + Tk+1η˜k+1 − STk η˜k}
+ η˜TN+1
(
TN+1η˜N+1 − STN η˜N
)
.
We distinguish three cases: (a) m ∈ [1,N − 1], (b) m=N , and (c) m= 0.
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(a) Case m ∈ [1,N − 1]. Since η˜k = ηk on [0,m], using (3) we get from the
above computation
J (η˜)= ηT0 (T0η0 − S0η1)
+
m−2∑
k=0
ηTk+1
{−Sk+1ηk+2 + Tk+1ηk+1 − STk ηk}
+ ηTm
(−Smα + Tmηm − STm−1ηm−1)
+ αT (−Sm+1α + Tm+1α − STmηm)
+ αT
N−1∑
k=m+1
(−Sk+1 + Tk+1 − STk )α + αT (TN+1 − STN )α
= ηTm
(
Tmηm − STm−1ηm−1
)− ηTmSmα − αT STmηm
+ αT
{
−
N∑
k=m+1
Sk −
N∑
k=m+1
STk +
N+1∑
k=m+1
Tk
}
α = dm.
(b) Case m=N . Similarly as in part (a) we have
J (η˜)= ηT0 (T0η0 − S0η1)
+
N−2∑
k=0
ηTk+1
{−Sk+1ηk+2 + Tk+1ηk+1 − STk ηk}
+ ηTN
(−SNα + TNηN − STN−1ηN−1)+ αT (TN+1α − STNηN )
= ηTN
(
TNηN − STN−1ηN−1
)
− ηTNSNα − αT STNηN + αT TN+1α = dN .
(c) Case m= 0. From the transversality condition in (3) we obtain ηT0 S0η1 =
ηT0 T0η0, so that
J (η˜)= ηT0 (T0η0 − S0α)+ αT
(−S1α + T1α − ST0 η0)
+ αT
N−1∑
k=1
(−Sk+1 + Tk+1 − STk )α+ αT (TN+1α − STNα)
= ηT0 S0η1 − ηT0 S0α − αT ST0 η0
+ αT
{
−
N∑
k=1
Sk −
N∑
k=1
STk +
N+1∑
k=1
Tk
}
α = d0.
In all three cases we showed that J (η˜)= dm and the proof is complete. ✷
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One of the main contributions of this paper is the following theorem. As in
Proposition 1, we need only the strengthened Legendre condition at k = 0:
YT0 T0Y0 > 0 if M0 = I. (17)
Theorem 2 (Characterization of J  0). Suppose that (A1) holds. Then the
following conditions are equivalent.
(i) J  0, i.e., J (η) 0 for all admissible η, and condition (17) holds.
(ii) Lk > 0 for all k ∈ [0,N − 1], LN  0, and LN+1  0.
(iii) J is regular, there is no interval (m,m+1] ⊆ (1,N] coupled with 0, interval
(N,N + 1] is not strictly coupled with 0, and (0,1] is not conjugate to 0.
(iv) The solution X of (T ) defined as in (5), i.e.,
X0 = I −M0, X1 = S−10 (T0X0 +M0),
has Xk invertible for all k ∈ [1,N] and satisfies
YT0 X
T
0 S0X1Y0 > 0, (18)
XTk SkXk+1 > 0 for all k ∈ [1,N − 1], (19)(
XTNSNXN+1 −XTNSNY
−YT STNXN YT TN+1Y
)
 0. (20)
(v) The solution X of (T ) with (5) has Xk invertible for all k ∈ [1,N] and the
matrices Dk defined by
Dk :=XkX−1k+1S−1k , k ∈ [0,N − 1],
satisfy
D0 > 0 on ImT0Y0, (21)
Dk > 0 for all k ∈ [1,N − 1], (22)(
TN − STN−1DN−1SN−1 −SNY
−YT STN YT TN+1Y
)
 0. (23)
(vi) The matrices Hk defined recursively by
H0 := YT0 T0Y0, (24)
H1 := T1 − ST0 Y0H−10 YT0 S0, (25)
Hk+1 := Tk+1 − STk H−1k Sk, k ∈ [1,N − 1], (26)
satisfy
Hk > 0 for all k ∈ [0,N − 1], and(
HN −SNY
−YT STN YT TN+1Y
)
 0. (27)
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Remark 6. In the case where M = I , the nonnegativity of J and (17) imply by
(i)⇒ (ii) in Proposition 1 that the strengthened Legendre condition (14) holds,
i.e., Tk > 0 for all k ∈ [1,N]. However, when M = I , a consequence of (i)⇒ (ii)
in Theorem 2 is that J  0 and (17) imply (14) and YT TN+1Y  0 only, which
is not the entire strengthened Legendre condition (14), (15).
Proof of Theorem 2. We proceed by showing the following steps
(ii) ⇒ (i) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (ii).
“(ii)⇒ (i)” This is a direct consequence of Lemma 1.
“(i)⇒ (iii)” Regularity of J follows from Remark 4. Let m ∈ J and suppose
that (m,m + 1] is coupled with 0. Let η be the solution of (T ) from the
definition of coupled interval with the corresponding α. Recall that ηk ≡ α
on [m+ 1,N + 1]. Define an admissible η˜ by (11). Then Lemma 3 yields
J (η˜)= dm  0. The strict inequality would contradict J  0, so that none of the
intervals (m,m+ 1] is strictly coupled with 0, in particular for m= N . Let now
m ∈ [1,N − 1]. If J (η˜)= 0, then η˜ is optimal for J , and hence must satisfy the
Euler–Lagrange equation (T ) on [0,N − 1]. Since η˜k = ηk on [0,m], i.e., at least
at two points, we must have η˜k = ηk for all k ∈ J ∗. In particular, ηk = η˜k = α
on [m + 1,N + 1], which is a contradiction. Therefore, for m ∈ [1,N − 1] the
interval (m,m+ 1] is not coupled with 0. Finally, Proposition 1 yields that (0,1]
is not conjugate to 0.
“(iii)⇒ (iv)” Let X be the solution of (T ) satisfying (5). Conditions (18) and
(19) follow from (iii) by Proposition 1, since no coupled intervals implies no
conjugate intervals. If (20) does not hold, then there exist vectors d ∈Rn, d = 0,
and β ∈Rr , such that
dT XTNSNXN+1d − dT XTNSNYβ − βT Y T STNXNd + βT Y T TN+1Yβ < 0.
(28)
Define ηk := Xkd for all k ∈ J ∗ and α := Yβ . Then η solves (T ), satisfies (3),
and ηN = 0. Moreover, the expression in (28) equals to dN , so that (N,N + 1] is
strictly coupled with 0, which contradicts (iii).
“(iv)⇒ (v)” Note first that (21) and (22) follow from (iv) by Proposition 1.
From [18, Eq. (26)] we also have the identity
XTNSNXN+1 =XTN
(
TN − STN−1DN−1SN−1
)
XN. (29)
Therefore, (20) implies (23).
“(v)⇒ (vi)” The inequalities Hk > 0 for all k ∈ [0,N − 1] follow from (v)
and Hk =D−1k , k ∈ [1,N − 1], by Proposition 1. Thus, condition (27) is the same
as (23). Also, (27) implies HN  0.
“(vi)⇒ (ii)” The inequalities Lk > 0 for all k ∈ [0,N − 1] follow from (vi)
by Proposition 1. Since LN−1 is invertible, it is known that LN+1  0 iff
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Z :=
(
TN −SNY
−YT STN YT TN+1Y
)
−
 0 0... ...
−SN−1 0
T L−1N−1
 0 0... ...
−SN−1 0
 0.
In the second term above we actually need to know only the right lower block of
L−1N−1, and a direct matrix computation shows that
Z =
(
TN −SNY
−YT STN YT TN+1Y
)
−
(
STN−1H
−1
N−1SN−1 0
0 0
)
=
(
HN −SNY
−YT STN YT TN+1Y
)
.
Thus, (27) gives Z  0. Therefore, LN+1  0 follows and thus also LN  0. The
proof is now complete. ✷
In condition (iii) above we used the regularity of J , the coupled intervals
condition on (1,N], and strictly coupled condition at (N,N + 1]. As we shall
see below, J  0 is equivalent to a simpler form of (iii) in terms of conjugate
intervals.
Corollary 1. Each condition in Theorem 2 is also equivalent to
(iii)′ There is no interval (m,m+ 1] ⊆ (0,N] conjugate to 0, and (N,N + 1] is
not strictly coupled with 0.
Proof. “(iii)⇒ (iii)′” By Remark 5, if the interval (m,m + 1] is not coupled
with 0, it is also not conjugate to 0.
“(iii)′ ⇒ (iv)” If (0,N] contains no interval conjugate to 0, then the solution X
of (T ) given by the initial conditions (5) satisfies (18) and (19), by (iii)⇒ (iv) in
Proposition 1. Next, as in the proof of (iii)⇒ (iv) in Theorem 2, (N,N + 1] not
being strictly coupled with 0 implies (20). ✷
Remark 7. In general we could have (0,1] coupled with 0 when J  0.
However, if we assume in addition to (17) a kind of “super strengthened Legendre
condition” at k = 0,
αT0 T0α0 − αT0 S0α > 0
for all nonzero (α0, α) with M0α0 = 0, Mα = 0, (30)
then J  0 implies that (0,1] is not coupled with 0. Observe that (30) is trivial
when the left endpoint is fixed, and also under (17), when the right endpoint is
fixed.
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Proof. Indeed, if (0,1] were coupled with 0, there exists η a solution of (T )
satisfying (3), η0 = 0, and for some α ∈ KerM , ηk ≡ α on [1,N + 1] and
d0(η0, η1, α)  0. Set η˜ such that η˜0 = η0, and η˜k = α on [1,N + 1]. It results
that η˜ is admissible for J with J (η˜) = d0(η0, η1, α)  0. The nonnegativity of
J yields that η˜ is optimal for J and thus satisfies, for some vector γ¯0 ∈Rr0 , the
initial transversality condition
α = S−10
(
T0η0 +MT0 γ¯0
)
.
Hence, ηT0 S0α = ηT0 T0η0. From (30) we get that η0 = 0, which is a contradic-
tion. ✷
Remark 8. The conditions of Theorem 2 only imply YT TN+1Y  0. However, if
in addition to that YT TN+1Y is invertible, then conditions (20), (23), and (27) can
be replaced by equivalent conditions, respectively,
XTNSNXN+1 −XTNSNY
(
YT TN+1Y
)−1
YT STNXN  0,
TN − STN−1DN−1SN−1 − SNY
(
YT TN+1Y
)−1
YT STN  0,
HN+1 :=HN − SNY
(
YT TN+1Y
)−1
YT STN  0. (31)
In the following we show that if (N,N + 1] is not strictly coupled (resp.
coupled) with 0, then Definition 2 can be simplified. To be more specific, similarly
as in the countinous time setting [22, Lemma 3], the statement ηk ≡ α on
[m+ 1,N + 1] can be eliminated.
Lemma 4. Assume that (N,N + 1] is not strictly coupled (resp. not coupled)
with 0. Then (m,m+ 1] is strictly coupled (resp. coupled) with 0 iff
there exists a solution η of (T ) and (3) and α ∈KerM such that
ηm = 0 and dm(ηm,ηm+1, α) < 0 (resp. dm  0).
(32)
Proof. The result follows trivially when m = N . Assume m < N . Part “⇒” of
the result is immediate, so that we will prove “⇐” part. Suppose that (N,N + 1]
is not strictly coupled (resp. not coupled) with 0 and that (32) holds for some η
and α. We shall show that ηk ≡ α on [m+1,N +1]. If ηk ≡ α on [m+1,N +1],
we consider two cases: (a) α = 0, and (b) α = 0. For the case (a), since ηk ≡ 0
on [m + 1,N + 1], (T ) yields that ηk ≡ 0 on J ∗ and hence a contradiction
with ηm = 0 is obtained. For part (b), since ηk ≡ α on [m + 1,N + 1], then
dm = dm(ηm,α,α)=−ηTmSmα+αT T˜m+1α. Using the fact that η satisfies (T ) on
[m,N − 1] we obtain dm = αT (TN+1 − STN)α = dN . Since dm < 0 (resp. dm  0)
we get (N,N + 1] is strictly coupled (resp. coupled) with 0, contradicting the
assumption. Therefore, ηk ≡ α on [m+ 1,N + 1], and the result is proved. ✷
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The following provides a connection between the regularity (resp. strong
regularity) and (0,1] not strictly coupled (resp. not coupled) with 0.
Corollary 2. Assume the Legendre condition YT T˜1Y  0 holds. If (N,N + 1] is
not strictly coupled (resp. not coupled) with 0, then (0,1] is not strictly coupled
(resp. not coupled) with 0 iff J is regular (resp. strongly regular).
Proof. “⇒” Let η0, α ∈ Rn be such that M0η0 = 0, Mα = 0. If η0 = 0, then
J0(0, α) = αT T˜1α  0. If η0 = 0, then set η1 := S−10 (T0η0 +MT0 γ0) for some
γ0 ∈Rr0 . Then construct {ηk}N+1k=0 as a solution of (T ) by
ηk+2 = S−1k+1
(
Tk+1ηk+1 − STk ηk
)
, k ∈ [0,N − 1].
By Lemma 4 and the hypothesis that (0,1] is not strictly coupled (resp. not
coupled) with 0 we have d0(η0, η1, α)  0 (resp. d0 > 0). Using the definition
of η1 and d0 we get
d0(η0, η1, α)= ηT0 T0η0 − ηT0 S0α − αT ST0 η0 + αT T˜1α = J0(η0, α).
Hence, J is regular (resp. strongly regular).
“⇐” Assume J is regular (resp. strongly regular). Let η,α be such that η
solves (T ) and (3), η0 = 0. Then, by Lemma 3 with m = 0, d0(η0, η1, α) =
J0(η0, α)  0 (resp. d0 > 0). Therefore (0,1] is not strictly coupled (resp. not
coupled) with 0. ✷
Remark 9. From Corollary 2 it results that in Theorem 2(iii) the condition that
J is regular can be replaced by the condition that (0,1] is not strictly coupled
with 0.
In this result we show that the nonnegativity of J is equivalent to the positivity
of Jm(η,α) over all (η,α) admissible with α not equal to a unique value
depending only on η.
Theorem 3 (Characterization of J  0). Assume (A1) and suppose that (17)
holds. Then J  0 is also equivalent to
(vii) For all m ∈ J , Jm(η,α) > 0 for all admissible η and α, not both zero, with
α = αm (drop if M = I ), where
αm := S−1m
(
Tmηm − STm−1ηm−1
)
. (33)
Proof. We will show that (vii) is equivalent to Jm  0 for all m ∈ J , which
in turn is equivalent to J  0 by Lemma 2. Suppose first that Jm  0 for all
m ∈ J and fix m ∈ J . If M = I , Lemma 2 and Proposition 1 yield (vii). If M = I
and Jm(η,α) = 0 for some admissible {ηk}mk=0 and α = αm, then η = {ηk}m+1k=0
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where ηm+1 = α is optimal for the accessory problem with Jm. Hence, there exist
vectors γ˜0 ∈Rr0 and γ˜ ∈Rr such that η satisfies the Euler–Lagrange equation (T )
on [0,m− 1], the initial boundary and tranversality conditions
M0η˜0 = 0, η˜1 = S−10
(
T0η˜0 +MT0 γ˜0
)
,
at (0,1], and also the transversality condition
ηm = ST−1m
(
T˜m+1α +MT γ˜
)
, (34)
at (m,m + 1], where T˜m+1 is defined by (9). In particular, the Euler–Lagrange
equation (T ) at k =m− 1 gives
−Smα + Tmηm − STm−1ηm−1 = 0,
from which we obtain the value α = αm, which is a contradiction. Thus we must
have Jm(η,α) > 0.
Conversely, assume (vii) and fix m ∈ J . Let η and α be admissible for Jm.
If M = I , then α = 0 and Jm(η,0)  0 follows from Proposition 1. Thus, we
suppose in the remaining part that M = I . If α = αm, then Jm(η,α)  0 by
the assumption. If α = αm, we write α = Yβ for some nonzero β ∈ Rr , in fact
β = YT α. Pick any sequence {βj }∞j=0 of vectors in Rr with the property that
βj = β for all j and β = limj→∞ βj . Then it follows that Yβj = α and thus
Jm(η,Yβj ) > 0, by the assumption. Taking the limit as j →∞ we obtain
Jm(η,αm)= Jm(η,Yβ)= lim
j→∞Jm(η,Yβj ) 0.
Therefore, Jm  0 and the proof is complete. ✷
Remark 10. Condition J  0 implies that YT T˜m+1Y  0 for all m ∈ J , by
Theorem 1. If moreover YT T˜m+1Y is invertible, one can obtain the value αm also
from the transversality condition (34) as
α˜m := Y
(
YT T˜m+1Y
)−1
YT STmηm.
Obviously, in this case αm defined in (33) must be the same as α˜m above.
Remark 11. The above result suggests defining a coupled interval with 0 via Jm.
Indeed, the following is a definition equivalent to Definition 2: Let m ∈ J . An
interval (m,m + 1] is coupled with 0 if there exists a solution {ηk}mk=0 to the
Euler–Lagrange equation (T ), k ∈ [0,m − 2], satisfying the initial boundary
and transversality conditions (3), ηm = 0, and for some α ∈ KerM we have
Jm(η,α) 0.
The following result shows that a natural and slight strengthening of each of the
conditions characterizingJ  0 actually gives a characterization of J > 0. In the
statement below X is the solution of (T ) given by the initial conditions (5). Recall
that J > 0 implies the strengthened Legendre condition (14), and in particular
(17) and YT TN+1Y > 0 hold.
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Theorem 4 (Characterization of J > 0). Suppose (A1) holds. Then the following
are equivalent.
(i) J > 0, i.e., J (η) > 0 for all admissible η, η ≡ 0.
(ii) J  0, (17) holds, YT TN+1Y is invertible if M = I , and any of the
following conditions is satisfied.
(a) XN+1 is invertible.
(b) HN is invertible.
(c) (N,N + 1] is not coupled with 0.
(iii) Lk > 0 for all k ∈ J ∗.
(iv) There is no interval (m,m+ 1] ⊆ (0,N + 1] coupled with 0.
(v) Xk is invertible for all k ∈ [1,N + 1], (18) holds, XTk SkXk+1 > 0 for all
k ∈ [1,N], and
XTNSNXN+1 −XTNSNY
(
YT TN+1Y
)−1
YT STNXN > 0. (35)
(vi) Xk is invertible for all k ∈ [1,N + 1], (21) holds, Dk > 0 for all k ∈ [1,N],
and
TN+1 − STNDNSN > 0 on KerM. (36)
(vii) Hk > 0 for all k ∈ J ∗, where HN+1 is defined in (31).
(viii) Jm > 0 for all m ∈ J .
Proof. The proof follows the proof of Theorem 2, where each condition at
(N,N + 1] is strengthened. Note first that (i) and (viii) are equivalent because
of J = JN . We will show briefly the implications
(iii) ⇒ (i) ⇒ (ii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (vii) ⇒ (iii).
“(iii)⇒ (i)” This is a direct consequence of Lemma 1.
“(i)⇒ (ii)” J > 0 implies J  0 and, by Lemma 1, conditions (17) and
YT TN+1Y > 0 hold true. Moreover, J > 0 implies that XN+1 is invertible. For if
XN+1c = 0, then ηk := Xkc is a solution of (T ), which is admissible for J and
which satisfies J (η) = 0. Now if η ≡ 0, we have a contradiction with J > 0.
Thus, ηk ≡ 0 on J ∗. In particular, from (5) we have X0c = (I −M0)c = 0.
Moreover, (5) also yields S0X1c= T0X0c+M0c, i.e.,M0c= 0. Hence it follows
that c = 0 and XN+1 is invertible, so that part (a) is proven. To show (b), recall
that J  0 implies XTNSNXN+1  0, by Theorem 2. Since all the matrices in the
last product are invertible, we must have XTNSNXN+1 > 0, which is equivalent
to TN − STN−1DN−1SN−1 > 0, which in turn is equivalent to HN > 0. For (c), if
YT TN+1Y is invertible, then J  0 implies YT TN+1Y > 0, by Theorem 1. Then,
from Remark 8 we obtain HN+1 > 0, which is equivalent to (35). Suppose now
that (N,N + 1] is coupled with 0 with the corresponding solution η and α. Then
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ηk =Xkc for some c ∈Rn. Moreover, dN = 0 just because (N,N + 1] cannot be
strictly coupled with 0, by Theorem 2. But
0= dN = cT XTNSNXN+1c− cT XTNSNα − αT STNXNc+ αT TN+1α,
which contradicts (35). Thus, (N,N + 1] is not coupled with 0. Finally, to show
(c)⇒ (a), if (N,N + 1] is not coupled with 0, it is not conjugate to 0 so that
XN+1 must be invertible.
“(ii)(c)⇒ (iv)” This is a consequence of Theorem 2.
“(iv)⇒ (v)” Theorem 2 yields that Xk is invertible on [1,N], and we have
seen above that (N,N + 1] not coupled with 0 implies XN+1 invertible. Also,
since (0,1] is not coupled with 0, it is not conjugate to 0, and thus (18) follows.
Condition (19) follows from Theorem 2, and together with the invertibility of
XN+1 it impliesXTNSNXN+1 > 0. To prove (35), note that (N,N+1] not coupled
with zero means that dN > 0 for any solution η of (T ) with corresponding α,
(η,α) = 0. Thus for η ≡ 0 and α = 0 we have dN = αT TN+1α > 0. Therefore,
YT TN+1Y > 0. Condition (35) then follows from (20).
“(v)⇒ (vi)” From Theorem 2 we have Xk invertible on [1,N+1], (21) holds,
and Dk > 0 for all k ∈ [1,N]. Moreover,
D−1N − SNY
(
YT TN+1Y
)−1
YT STN
= TN − STN−1DN−1SN−1 − SNY
(
YT TN+1Y
)−1
YT STN > 0
implies DN > 0. The above inequality can be replaced by an equivalent condition(
D−1N −SNY
−YT STN YT TN+1Y
)
> 0,
which is also equivalent to (36).
“(vi)⇒ (vii)” We haveHk =D−1k > 0 for all k ∈ J . Furthermore, (36) implies
HN+1 > 0.
“(vii)⇒ (iii)” By Theorem 2, conditions Hk > 0 for all k ∈ J imply Lk > 0
for all k ∈ J . But since in this case the matrixZ in the proof of Theorem 2 satisfies
Z > 0, we have LN+1 > 0. The proof is complete. ✷
Remark 12. From Corollary 2 it results that condition (iv) in Theorem 4 can
be replaced by the condition that J is strongly regular and there is no interval
(m,m+ 1] ⊆ (1,N + 1] coupled with 0.
Remark 13. Theorem 4 says that, under the initial strengthened Legendre
condition (17), the gap between J  0 and J > 0 is as close, or as far, as
XN+1 being invertible. Thus, the equivalence of (i) and (iii) in Theorem 2 can
be interpreted as a discrete analogue of the continuous time statement (with the
notation from Section 1)
G2  0 ⇔ G2 is regular and there is no point c ∈ [a, b) coupled with a,
which holds under the strengthened Legendre condition R(t) > 0, see, e.g., [25].
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4. Riccati equation for I  0 and I > 0
Next we wish to include a result on the Riccati matrix difference equation (R).
There is an extensive literature on this subject arising in the control theory and,
in particular, in the calculus of variations, see, e.g., [3] and the references therein.
Some of those papers [2,6,7,10] focused on the question of a characterization of
the positivity of quadratic functionals in terms of (R). However, until recently, no
work was devoted to the question of the nonnegativity of I in terms of (R), where
I is the discrete quadratic functional introduced in Section 1. The first work in this
direction, as far as we know, is [18], where the result for the fixed right endpoint
case was established. In this section we extend this characterization to the variable
endpoints given by (1).
The Riccati equation can be derived only when the quadratic functional J
corresponds to the quadratic functional I with Rk invertible. Expanding the
forward differences, we obtain J (η) = I(η). Equation (T ) is then the Jacobi
difference equation

(
Rkηk +QTk ηk+1
)=Qkηk +Pkηk+1, k ∈ [0,N − 1], (37)
and the matrices Tk and Sk are defined by
T0 := Γ0 +R0,
Tk+1 :=Rk +Rk+1 +Qk +QTk + Pk, k ∈ [0,N − 1],
TN+1 := Γ +RN +QN +QTN + PN,
Sk :=Rk +QTk , k ∈ J. (38)
In this section we will use the assumption
Sk, Rk invertible for all k ∈ J, and M0,M have full rank. (A2)
The quantity dm in the definition of coupled interval with 0 can be written in
this case as
dm = ηTmSmηm+1 − ηTmSmα − αT STmηm
+ αT
{
Γ +Rm +Qm +QTm +
N∑
k=m
Pk
}
α.
Remark 14. Denote Γ̂0 := (I −M0)Γ0(I −M0) and Γ̂ := (I −M)Γ (I −M).
Then it follows that ηT0 Γ η0 = ηT0 Γ̂0η0 for η0 ∈KerM0, and similarly for Γ̂ and
ηN+1 ∈KerM. Thus, we may replace Γ0 and Γ by Γ̂0 and Γ̂ , respectively.
If (A2) holds, Jacobi equation (37) can be rewritten as a linear Hamiltonian
system (H) with Uk =RkXk +QTk Xk+1, where
Ak := −R−1k QTk , Bk :=R−1k , Ck := Pk −QkR−1k QTk . (39)
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In this section we use the Uk above when Xk is given. Then X solves (37) iff
(X,U) solves (H), and one also has I(η)=K(η, q) with
qk :=Rkηk +QTk ηk+1. (40)
By using (39), a direct computation also shows that the Riccati matrix equa-
tion (R) takes in this case the form
R[W ]k :=Wk − Pk + (Wk+1 − Pk −Qk)
(
Rk +QTk
)−1(
Wk −QTk
)
= 0. (R)
Although R−1k does not appear in (R) directly, we needed Rk invertible to derive
it.
Theorem 5. Let Tk, Sk be defined by (38) and assume (A2). Then conditions (i)–
(vi) of Theorem 2 and (vii) of Theorem 3 are also equivalent to
(viii) There exists a symmetric solution Wk on [0,N] to the Riccati matrix
difference equation (R), k ∈ [1,N − 1], with R[W ]0Y0 = 0, such that
W0 = Γ̂0, (41)
YT0 (R0 +W0)Y0 > 0, (42)
Rk +Wk > 0 for all k ∈ [1,N − 1], (43)(
RN +WN −(RN +QTN)Y
−YT (RN +QN) YT TN+1Y
)
 0 (44)
and the matrix D0 defined by
D0 := (R0 +Q0)−1
(
R0 +Q0 +QT0 + P0 −W1
)(
R0 +QT0
)−1
satisfies
D0M0 = 0. (45)
Proof. “Theorem 2(v)⇒ (viii)”. All the conditions of (viii) follow from (v) of
Theorem 2 by [18, Theorem 3], except of (44). However, since
XTN
(
TN − STN−1DN−1SN−1
)
XN =XTNSNXN+1 =XTN(RN +WN)XN,
inequality (44) follows immediately from (23).
“(viii)⇒ Theorem 2(i)”. Let {ηk}N+1k=0 be admissible for I , ηN+1 = Yβ , and
define qk by (40), so that (η, q) is admissible forK andK(η, q)= I(η). Note that
for the matrices Dk defined by
Dk = Bk −BkA˜Tk (Wk+1 −Ck)A˜kBk, k ∈ [0,N − 1],
we have D0  0 and Dk > 0, k ∈ [1,N − 1], by the proof of [18, Theorem 3].
Furthermore, the equation ηN =ANηN+1 +BNqN implies
qN =
(
RN +QTN
)
ηN+1 −RNηN . (46)
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Since R[W ]0Y0 = 0 and R[W ]k = 0, k ∈ [1,N − 1], we apply a Picone-type
identity, more precisely [6, Lemma 2(i)], on the interval [0,N − 1]. Set zk :=
qk −Wkηk , k ∈ J , then
I(η)=K(η, q)= ηT0 Γ0η0 + ηTN+1Γ ηN+1
+
N∑
k=0
{
ηTk+1Ckηk+1 + qTk Bkqk
}
= ηT0 (Γ0 −W0)η0 + ηTN+1Γ ηN+1 + ηTNWNηN +
N−1∑
k=0
zTk Dkzk
+ {ηTN+1CNηN+1 + qTNBNqN}
(41),(46)
 ηTNWNηN + ηTN+1
(
Γ + PN −QNR−1N QTN
)
ηN+1
+ {ηTN+1(RN +QN)− ηTNRN}
×R−1N
{(
RN +QTN
)
ηN+1 −RNηN
}
= ηTN(RN +WN)ηN − ηTN
(
RN +QTN
)
ηN+1
− ηTN+1(RN +QN)ηN + ηTN+1TN+1ηN+1
=
(
ηN
β
)T ( RN +WN −(RN +QTN)Y
−YT (RN +QN) YT TN+1Y
)(
ηN
β
)
(44)
 0.
Therefore, I(η) 0 and the proof is now complete. ✷
Remark 15. Similarly to Remark 8, if YT TN+1Y is invertible, condition (44) can
be replaced by an equivalent condition
RN +WN −
(
RN +QTN
)
Y
(
YT TN+1Y
)−1
YT (RN +QN) 0.
Theorem 6. Let Tk, Sk be defined by (38) and assume (A2). Conditions (i)–(viii)
of Theorem 4 are also equivalent to
(ix) There exists a symmetric solution Wk on J ∗ of the Riccati matrix equa-
tion (R), k ∈ [1,N], with R[W ]0Y0 = 0, D0M0 = 0, which satisfies (41),
(42), Rk +Wk > 0 for all k ∈ [1,N], and
TN+1 − (RN +QN)(RN +WN)−1
(
RN +QTN
)
> 0 on KerM. (47)
Proof. In addition to the proof of (viii)⇒ (i) in Theorem 5, we need to show
that I(η)= 0 implies ηk ≡ 0 for all k ∈ J ∗. However, if I(η)= 0 then Dkzk = 0,
k ∈ J , and thus for ηN+1 = Yβ ,
I(η)=
(
ηN
β
)T ( RN +WN −(RN +QTN)Y
−YT (RN +QN) YT TN+1Y
)(
ηN
β
)
= 0.
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If ηN+1 = 0, i.e., if β = 0, the above equality contradicts (47). Hence we must
have ηN+1 = 0. It follows from [6, Lemma 2(i)] that η satisfies Zkηk+1 = ηk ,
k ∈ J , where Zk is a certain n× n matrix. Hence, ηN = · · · = η0 = 0. ✷
5. Optimality conditions
In this section we present necessary and sufficient optimality conditions for
the variational problem (P). A sequence x = {xk}N+1k=0 satisfying the boundary
conditions in (P) is called feasible for (P). A feasible sequence xˆ is called a weak
local minimum for (P) if for some ε > 0, xˆ minimizes F(x) over all feasible
sequences x satisfying |xk − xˆk|< ε, k ∈ J ∗, where | · | is any norm in Rn.
If x = {xk}N+1k=0 is a weak local minimum for (P), then it is known, see, e.g., [1,
2,4] for the fixed endpoints and in [16,17] for the varying endpoints, that x must
satisfy the Euler–Lagrange difference equation
gu(k, xk+1,xk)= gx(k, xk+1,xk), k ∈ [0,N − 1], (48)
and, for some γ0 ∈Rr0 , γ ∈Rr , the transversality conditions
gu(0, x1,x0)=∇K0(x0)+ γ T0 M0, (49)
gu(N,xN+1,xN)+ gx(N,xN+1,xN)+∇K(xN+1)+ γ TM = 0, (50)
where gx, gu are the gradients of g with respect to the second and the last variable,
respectively. The second variation F2 is the quadratic functional F2 = 12I  0,
where
Pk := gxx, Qk := gxu, Rk := guu,
evaluated at (k, xk+1,xk), and
M0 := ∇ϕ0(x0), Γ0 := ∇2K0(x0)+ γ T0 ∇2ϕ0(x0),
M := ∇ϕ(xN+1), Γ := ∇2K(xN+1)+ γ T∇2ϕ(xN+1).
The minimization problem for F2 over (1), known also as the accessory problem,
yields the Jacobi difference equation (37) and the transversality conditions
η1 = S−10
(
T0η0 +MT0 γ0
)
, ηN = ST−1N
(
TN+1ηN+1 +MT γ
)
.
Applying the results from Sections 3, 4 to F2 we obtain the following
necessary and sufficient conditions for optimality in (P).
Theorem 7 (Necessary optimality conditions). Let Tk, Sk be defined by (38).
Assume (A1) and that the strengthened Legendre condition (17) holds. If x =
{xk}N+1k=0 is a weak local minimum for (P), then all the conditions (i)–(vi) of
Theorem 2 and the condition (vii) of Theorem 3 are satisfied. In addition, if (A2)
holds, then the condition (viii) of Theorem 5 is also satisfied.
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Proof. Apply Theorems 2, 3, 5. ✷
Theorem 8 (Sufficient optimality conditions). Let Tk, Sk be defined by (38).
Suppose that x = {xk}N+1k=0 is a feasible sequence for (P) satisfying the Euler–
Lagrange equation (48) and, for some γ0 ∈ Rr0 , γ ∈ Rr , the transversality
conditions (49)–(50). If any of the conditions (i)–(viii) of Theorem 4 holds, or
under (A2) the condition (ix) of Theorem 6 holds, then x is a strict weak local
minimum for (P).
Proof. Apply the result of [19, p. 307], or [17, Theorems 1, 3], with Theo-
rems 4, 6. ✷
Remark 16. Together with our previous work [18], we have completed the
set of the second order necessary and sufficient optimality conditions for the
problem of the discrete calculus of variations, when either one endpoint is fixed
of both are varying separately. One of the novelties of these results lies in the
fact that both necessary and sufficient optimality criteria are phrased in terms
of a coupled interval notion as well as in terms of the existence of a solution
to the explicit Riccati equation (R) with appropriate boundary conditions. The
extension of these results to the case when both endpoints vary jointly is an
interesting open problem. Note that this more general setting seems to require an
approach different than the one employed in this paper. This will be a topic of our
future work. It is worth mentioning that for the general setting, a characterization
of the positivity of J can be deduced in [7] and [10] in terms of the existence of
a solution W to the Riccati equation (R) and a certain endpoints inequality (see
Theorem 1(ii) of [10]). Unlike the results of this paper, the endpoints inequality
used therein does not involve the endpoints of the solution W , but it is rather
required to hold at all endpoints of the solutions (η, q) of the Hamiltonian
system (H) and the joint boundary conditions for η. Checking this condition
would then require finding all such endpoints. However, for the case of separated
endpoints, this paper provides an easier condition to check in terms of the
boundary conditions of W (see Theorem 6).
Remark 17. From the notions of conjugate and coupled intervals for the
discrete quadratic functional I we can derive the corresponding notions for
the continuous-time quadratic problem. This could be done by introducing the
variable stepsize discrete quadratic functional and Jacobi difference equation to
which the results of this paper would be applied. Subsequently, by taking the
limit as the stepsize decreases to 0, we obtain the continuous-time conjugate and
coupled point notions. The details of this computation and other related results
on the “convergence” of discrete criteria to continuous ones will be presented in
a subsequent paper.
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