Abstract
Introduction
In the last few years, performance comparisons of routing protocols in Ad-hoc networks have been deeply studied [1] . As an effective congestion control mechanism in Ad-hoc Networks, RED algorithm is arguably the most widely studied early random detection scheme. Although early random detection schemes can potentially outperform traditional drop-tail schemes in presence of congestion control, RED is often difficult to parameterize random early detection threshold values under different congestion scenarios. In addition, the effectiveness of such schemes in presence of congestion control is far less understood. Furthermore, there is a need for constant fine-tuning of parameters to adapt current network conditions. To that end and based on simplified models, guidelines have been proposed in [2] for setting RED parameters. However, most studies on RED are based on heuristics or simulations rather than a systematic approach. A significant research work focused on the fine tuning of the RED parameters. Literature [3] presented an analytical study aiming at addressing the loss and delay tradeoff of the RED queuing discipline in order to identify the settings of the RED parameters. Literature [4] proposed a Statistical Adapting RED to dynamically tune RED parameters based on the standard deviation of instantaneous queue size. In [5] , a new congestion control algorithm，named CCAD, was presented. With the end-to-end traffic flow as its study object and adopting rate-based end-to-end congestion control strategy, CCAD tries to avoid congestion in links. In [6] [7] [8] [9] [10] , signal strength information is given to avoid the failure of link. Their ideas are (a) if the signal strength measurements indicate that a link failure is most likely due to a neighbor moving out of range, According to our knowledge, there are few studies on RED with large traffic, especially on the buffer size of RREQ queue in Ad-hoc Networks. The performance of the algorithms based on RED and tune parameters are not satisfactory because of the slow response to congestion when the number of RREQ packets is large. To address this problem, in this paper, we researched the statistical data of packet delivery ratio, sending rate, route discovery frequency and Hello packet interval, and drew the fitting curve of them. Through the fitting curve we have found that the curve of packet delivery ratio and sending rate is exponential function. Therefore, by taking advantage of the curve of exponentially distributed, preset values of RED threshold can be determined before network starts.
Thus, as the process of increasing RREQ packets obeying Poisson process and the serving time is exponentially distributed in M/M/1 model, this paper proposes a congestion control mechanism called Dynamic RED (DRED) based on the fitting curve of packet delivery ratio and sending rate. DRED make preset values of responding threshold and dynamically adjust them according to the fitting curve of packet delivery ratio and sending rate.
The remainder of this paper is organized as follows. First we introduce RED algorithm in Section 2. Then we focus on DRED and its interactions with RED algorithm in Section 3. In Section 4, numerical results and theoretical analysis of both proposed and conventional models are compared and analyzed at different scene. Finally, we conclude the paper in Section 5.
Random Early Detection (RED)
The RED algorithm uses a weighted average of the total queue length to determine when to drop packets. When a packet arrives at the queue, if the weighted average queue length is less than a minimum threshold value m in q , no drop action will be taken and the packet will simply be queued. If the average queue length is greater than m in q but less than a maximum threshold m a x q , an early drop test will be performed as described below. As shown in Figure 1 , an average queue length, which is in the range between the two thresholds m in q and m a x q , indicates some congestion has begun and flows should be notified via dropped packet. If the average is greater than the maximum threshold m a x q , a forced drop operation will occur. An average queue length in this range indicates persistent congestion and packets must be dropped to avoid a persistently full queue. (The forced drop is also used when the queue is full but the average queue length is still below the maximum threshold.) Note that by using a weighted average, RED avoids overreaction to bursts and instead reacts to longer-term trends. Furthermore, because the thresholds are compared to the weighted average (with a typical weighting factor q w of 1/512), it is possible that no forced drops will take place even when the instantaneous queue length is quite large. The early drop action in the RED algorithm probabilistically drops the incoming packet when the weighted average queue length is between m in q and m a x q . In contrast, the forced drop action in the RED algorithm is guaranteed to drop the incoming packet. In the case of early drops, the probability of dropping the packets depends on several other parameters of the algorithm. An initial drop probability
is computed, where m a x q is the maximum drop probability (an additional control parameter) and Q _ a v g is the weighted average queue length. The actual drop probability is a function of the initial probability and a count of the number of packets queue since the last packet was dropped:
  
Dynamic RED
Literature [4] presented an analytical study focusing on the fine tuning of RED parameters. Utilizing a statistical analysis approach, [3] formulated an optimization problem aiming at addressing the loss and delay tradeoff of RED queuing discipline. It is a two-phase iterative solution. In the first phase, fixed threshold values , vary according to the queue capacity K which is a fixed value. The weight q w used to calculate thresholds is also fixed.
However, the approach mentioned above is not appropriate because the threshold values are fixed. Therefore, in this paper, we establish a novel congestion control model consisting of two parts. The first part is to set threshold values and adjust them dynamically according to the fitting curve of packet delivery ratio and sending rate, and the second part is to control the Hello packet interval. Hello packet interval and life period is regulated according to the average RREQ queue length dynamically.
Q _ m in and Q _ m a x
When the traffic in network increases, we figure out the packet delivery ratio in different packet transmission rate. Then we draw the fitting curve of packet delivery ratio and sending rate, as shown in Figure 2 . Figure 2 depicts the packet delivery ratio in different packet transmission rate. It shows that the relation between packet delivery ratio and transmission rate approximately follows an exponential distribution. Assume that the ratio is bounded by the exponential distribution:
where () f  is the weight to calculate ratio, and varies within a very small range.  is the average length of RREQ packet queue ( _ Q a v g ) calculated using (2).
In (1),  and  are the parameters to fit the curve. They can be calculated by some statistical software, e.g., MATLAB. As input process is a Poisson distribution in M/M/1 model, we design a distribution function to calculate weight () f  . The function should satisfy the following constraints with parameter  :
(a) () f  reduces as  becomes larger, and () f  will tend to 0 if  is approaching to infinity.
(b) () f  becomes larger as  increases from initialization. () f  will not increase until  reach a certain value and then () f  becomes smaller. (c) () f  is nonzero during network initialization phase. In M/M/1 model, the number of arrivers obeys Poisson distribution, and the weight () f  is the tune parameter to calculate packet delivery ratio. According to what has been discussed above, we can consider () f  as a Poisson process.
In formula (3), k is the current length of RREQ packet queue and () f  ranges from 0 to 1. We set a confidence interval based on the ratio to calculate Q _ n o w . Then the confidence interval of (1) is
, where n is the maximum length of RREQ queue and it is a fixed value, σ is the confidence level, and Q _ lim is calculated by (4).
By the statistics of the average length of RREQ packet queue under different packet sending rate, we also obtain the relation between the two parameters, as shown in Table 1 . 
_ P d r o p
The average length of RREQ queue is a typical "growth and consumption" process in practice, so how to control the "growth and consumption" congestion process is what we want to discuss in this paper. We simplify the process as a queuing model, and describe the congestion control model with three parameters, namely input process, serving process and queuing rules, it is an M/M/1 model.
The input process is used to describe the arrival of request packets. We assume that the packets arrive randomly. Each source node generates a request. Their time intervals all obey the same exponential distribution. The serving process mainly refers to the operation of forwarding and deleting RREQ messages. The queuing rules specify how to handle congestion message: (a) Drop packets in the queue when the packet is in waiting state. This rule is called the "clear all blocking". (b) Don't execute the delete operation. But in this case, messages have to be in a waiting state. So the order of message service in the queue will be usually specified, such as random service.
Let { ( ) 0 L t t  } be the length of RREQ queue at time t . Then the probability of remaining steady state in the queue can be presented by formula (5). . Therefore, in the time of ( , ) t t t  , the probability of transfer is: 
o t o t t o t j
On the left side of formula (8), () ot  is the transfer increment when the serving process is completed, then
Similarly,
The probability of no transfer is
in the time of ( , ) t t t  while the probability of one or more transfer is ( )( 
We can calculate the instantaneous average queue length a from the equilibrium probability: 
where s notes the number of the packets in the queue. Since request packets arrive randomly, the congestion state will not change before blocking packets are eliminated, so
As the packet delivery ratio and average packet length are exponential distribution, when there are j data packets in accordance with the processing speed
From (14), (15) and (5), we can get the probability of average length exceeding the threshold: The proposed algorithm is presented in Algorithm 1. 
Algorithm 1: DRED Algorithm
In the experiment we found that even the randomly dropping method cannot control RREQ queue length effectively in high traffic. The length of RREQ queue will be large for a long time. Traditional expanding ring search has three fixed parameters: initial ring
T T L _ S T A R T , expanding ring T T L _ IN C R E M E N T , and the final ring T T L _ T H R E S H O L D .
When it is the initialization phase, the initial ring is used to search destination node. And if there is no available route to destination node, the ring value which is the sum of
T T L _ S T A R T and T T L _ IN C R E M E N T will be broadcasted to network until it has reached T T L _ T H R E S H O L D . If there is no available route under the condition of ring value T T L _ T H R E S H O L D
, the source node will give up route discovery to the destination node, and consider the destination is unreachable. This method is to control the spreading rate of RREQ packets in the network. Therefore, the method decreases the congestion and overhead in networks. But, it cannot adapt to the congestion condition dynamically due to the fixed value. We set
T T L _ T H R E S H O L D as a variable value according to the fitting curve
where x refers to the queue length. So when RREQ queue length is long, we'll inhibit the increase of expanding ring to reduce the spread rate of RREQ message in the network. The second problem is about the Hello packet interval. In literature [12] , Hello packet interval is calculated based on the active degree of the neighbor nodes. The standard to judge the active degree of neighbor nodes is the number of packets transported by neighbor nodes per unit time. In this paper, Hello packet interval is changed with the average queue length. The RREQ queue length will be longer as the average queue length becomes larger. In the case of average queue length becoming larger, the RREQ queue length will be longer, and the
Numerical Simulations
To evaluate of the network performance, we modified AODV and AOMDV with the proposed mechanism using NS2.35. The mechanism can also be applied to other reactive routing protocols which make route discovery with flooding request and maintain the path link integrity with Hello packets. Simulation settings are shown in Table 2 . (1) Node movement model.
The number of nodes is 50. Topology range is a rectangular. The node mobility pause time is 0s, 50s, 100s, 200s and 300s, respectively. And the wireless propagation model is TwoRayGround model. Simulation time is 300s. We select three parameters to evaluate the network performance, i.e., packet delivery ratio, average end-to-end delay and route discovery frequency.
With the communication flow model mentioned above, we set the packet delivery ratio of AODV and AOMDV be 20% according to the curve depicted in Figure 2 . And the packet 7, No.4 (2014) 
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Copyright ⓒ 2014 SERSC delivery ratio ranges from 15%∼40% according to the confidence interval. We calculate the packet sending rate by formula (3) and obtain the corresponding average queue length by Table 2 . Their values are respectively 12∼38 per/s and 13∼48. Then we set them as thresholds Q _ m in and Q _ m a x . Finally, we compute the average of them running 20 simulation experiments in different pause time. The results are compared to AODV, AOMDV and literature [3] , as shown in Figures 3, 4 Figure 3 shows that the average end-to-end delay is reduced both in the literature [3] and the mechanism proposed in this paper. However, our mechanism has smaller average end-toend delay when the pause time increases up to 100s and above. This is because when the pause time is small, the nodes move quickly, leading to the severe change of network topology and the increase of broken links. Therefore the RREQ packet is forwarded more frequently from the source node to destination. This will cause severe congestion of RREQ packets. To solve this problem, literature [3] drops all RREQ packets when the length of queue is longer than the threshold values. Our mechanism drops the arriving RREQ packets with a certain probability while increasing a little delay when the nodes move speedily. Figure 4 shows that our mechanism is very effective in improving the performance of packet delivery ratio. We estimate the packet delivery ratio based on the fitting function curve, and then the corresponding average queue length is set to the threshold. The packet delivery ratio obtained by the experiment results is in the range of our forecast. What is more, it is higher than that in literature [3] . This will provide us an approach to predict the network parameters according to the tolerance values of the packet delivery ratio, and then it makes the whole network process under control. Figure 5 shows the route discovery frequency. The route discovery frequency will increase slightly owing to the threshold strategy is used to forwarding. The route discovery frequency increases dramatically with the pause time in literature [3] , while it keeps steady with the proposed mechanism. It is slightly larger than the original protocols.
In terms of controlling the Hello packet interval, we refer to the parameter settings in [12] , as shown in Table 3 . Figure 6 shows the Hello packet overhead for various node numbers based on the proposed approach compared to that of literature [12] . The Hello packet overhead given by literature [12] is about 50% of the original protocol, and it is given only about 30% by the mechanism proposed in our work. Thus it reduces the Hello packet overhead effectively. Figure 7 shows the aggregated throughput when the max speed varies. From the result we find that the aggregated throughput is much larger based on our mechanism than that of literature [12] . This indicates that the proposed method of deciding the period of sending Hello packets can more easily adapt to the dynamic network topology and can maintain a larger network throughput when the nodes move faster which may lead to severe network congestion. The above simulation results and analysis show that DRED greatly improves the performance in terms of the packet delivery ratio and the average end-to-end delay when the route discovery frequency is increased slightly. The performance of the average end-to-end delay, the packet delivery ratio and the routing discovery frequency are better than those in literature [3] , and the Hello packet overhead and the aggregated throughput have been improved considerably compared to literature [12] . Therefore, our system has better performance for reactive routing protocols.
Conclusions
In this paper, we mainly solved the problem of REEQ packets congestion in reactive MANET routing protocols when the network traffic is high. First of all, we fit the function curve between the packet delivery ratio and the packet sending rate, and then we analyzed the relation between packet sending rate and average queue length of RREQ queue. According to the average queue length of RREQ queue and the fitting curve, we set the RREQ threshold values and the probability to drop redundancy packets randomly. Finally, we verified the improved mechanism on AODV and AOMDV based on the above theory. The simulation results indicate that the mechanism proposed in this paper avoids obvious increase of routing discovery frequency, achieves smaller average end-to-end delay and Hello packet overhead, and provides better packet delivery ratio. Furthermore, the packet delivery ratio in network is controllable, which provides reference to design the network parameters theoretically according to the tolerance values of an index in MANET networks.
