A FLIR image typically varies quickly as a function of target-sensor orientation (i.e., as a function of the target pose). As the target pose changes, particular components of the target become visible and others are hidden. We define a class of a given target as a set of target-sensor orientations over which the associated images remain relatively invariant or stationary. In the context of classification, each image under test is assigned to a particular class, and consequently by determining the class association we implicitly also ascertain the target identity.
Images can be classified by focusing on the target subcomponents visible in each class, and by considering the relationships between their relative positions and excitation strengths. We employ a set of templates for representation of the target subcomponents, with the templates designed via a Karhunen-Loeve (KL) expansion based on training data. Rather than employing direct matched filtering, the KL templates are used to design Wiener filters [1] , with this approach referred to as expansion matching (EXM) filtering [1] . There is a set of EXM filters for each class-dependent set of target components, with the relative position of the filters dictated by the expected relative position of the target components. For N target components, correlation of a test image with the associated component-dependent EXM filters yields an N-dimensional feature vector.
One of the challenges in the classification of FLIR images is that, for a fixed target pose, one can realize multiple images, with the ensemble of FLIR images accounting for variable target history and imaging conditions. For example, the FLIR signature of a vehicle depends on the temperature of the vehicle (e.g. how long the engine has been on or off), weather conditions, and on the characteristics of background clutter.
If a subcomponent is occluded or is relatively cold in the FLIR image, the correlation with the corresponding EXM filter yields a low value. Conversely, if the entire subcomponent is present (not occluded) and is warm, the correlation value with the corresponding EXM filter is high. Therefore, a two-state model ("low" and "high" states) is used to model the statistical variation of each component of the feature vector (corresponding to a particular target subcomponent), with the statistics of each state modeled via a distinct Gaussian density [2, 3] . Further, the states sampled by successive coefficients of the feature vector are modeled as a Markov process. The Markov model is motivated in part by Markov random fields (MRF) [4, 5] . In [5] MRFs are used to characterize the interactions between the neighboring pixels for texture classification. In this paper we utilize a Markov model to characterize the relationship between neighboring target subcomponents (rather than pixels). The physical relationships between the different target subcomponents are modeled in a tree-like fashion, yielding a hidden Markov tree (HMT), analogous to that applied previously in the context of wavelet analysis [2] .
We compare the performance of the EXM-HMT image classification algorithm against several recently developed techniques. Hidden Markov trees were first proposed in the context of wavelet analysis, where they were used to model the relationships between wavelet coefficients at different levels (or scales) [2] . In our formulation the two Markov states correspond to target subcomponents being imaged brightly or weakly in a given image ("high" and "low" states, respectively), while in the context of a wavelet decomposition the two Markov states correspond to a given wavelet coefficient being large or small [2, 3] . The wavelet filters are not necessarily well matched to a given class of imagery, motivating the aforementioned use of a KL expansion to design filters appropriate for a given class of data. Nevertheless, it is of interest to address the performance of the EXM-HMT algorithm relative to the original wavelet-based HMT classifier [2] . Such a comparison is considered in Sec. IV.
As a second comparative study, we consider an alternative use of hidden Markov models (HMMs). In particular, a recent paper [6] has employed the moments of the Radon transform to design HMMs for the purpose of image classification. The features used in the Radon-transform HMM (RT-HMM), the moments of the Radon transform, are analogous to measuring the dimensions of the image along one-dimensional projections about the image center of mass. While the RT-HMM performs well in classifying images that are of distinct size, the algorithm has difficulty when the sizes of the images are approximately the same.
As a final comparative algorithm, we consider learning vector quantization (LVQ) [7] to encode the feature vectors. In particular, we use the same KL-based EXM filters discussed above, to generate the N-dimensional feature vector. However, instead of modeling this feature vector via the HMT, we perform LVQ-based quantization [7] , this termed EXM-LVQ. By comparing EXM-LVQ with EXM-HMT, both employing the same feature vectors, we address the quality of the HMT model vis-à-vis the simpler LVQ approach.
The remainder of the paper is organized as follows. In Sec. II we describe the feature extraction process using expansion-matching (EXM) filters. We model the statistical variation of the feature vectors for each class of images via a hidden Markov tree (HMT), as described in Sec. III. In Sec. IV we briefly present the alternative algorithms, in particular the wavelet-based HMT, RT-HMM and EXM-LVQ. Example results using forward-looking infrared (FLIR) images of four vehicles are presented in Sec. V. Conclusions and ideas for extending the work are presented in Sec. VI.
II. Feature Extraction

Feature templates
Consider the mth target class, this corresponding to a contiguous set of targetsensor orientations over which the image of a given target is approximately stationary.
Assume that the image of this target class is composed of P m -1 subcomponents, with this made more explicit below. We derive representative templates for each of the P m -1 target subcomponents, as well as a separate template representative of the composite target image. We therefore employ a total of P m templates for a given target class, P m in general class dependent. As an example, we have P m =7 templates for the image in Fig. 1 : one corresponding to the entire image, as indicated in Fig. 1(a) , and six subcomponents, as indicated in Fig. 1(b) . The choice of the number of subcomponents, as in Fig. 1(b) , is dependent on the characteristics of the images of a particular class. There is clearly flexibility in the choice of the parameter P m as well as in the choice of the specific target subcomponents. This aspect of the algorithm has not been optimized, since for the FLIR imagery considered here the subcomponents are relatively clearly defined by the different components of the vehicle.
Assume a total of M classes (across all targets of interest) and that we have N m training images for class m. Moreover, assume that the m th class is characterized by P m regions, in the sense discussed above. It is essential that the N m training images belonging to a particular class be centered about the same reference point, and that they are oriented at the same reference angle. Since we are dealing with training data, for which the actual target position is typically known, this alignment is not difficult. In the context of testing, for which the actual target identity and orientation is unknown, such alignment is not as simple. However, in the context of our algorithm this issue concerning the testing phase is relatively straightforward, as discussed further below.
EXM filter formulation
From the training data associated with class m, we have N m realizations of each of the P m regions. A traditional technique in pattern matching would employ the N m training images for each of the P m regions to derive a region-dependent set of eigenvectors [8] .
This representation can then be used in the context of a region-dependent KarhudenLoeve (KL) transform [8] . As we discuss in Sec. 2.3, we ultimately employ a KL representation, but not based on the original N m training images directly. In particular, we first form a set of N m Wiener filters [1, 8] for each of the P m class-dependent regions (a distinct filter designed from each of the N m training images), with the KL decomposition performed on the Wiener filters rather than on the original data. A summary of why we have employed this approach is discussed below.
Matched filters [8] are commonly used to correlate a particular pattern or feature template with a given signal, which in our case is a two-dimensional image. For a given feature template the matched filter is an optimal filter in the sense that the SNR is maximized, with SNR defined as the ratio of the filter's response at the center of the pattern to the variance of the filter's response to white Gaussian noise. However, one of the drawbacks of a matched filter [1, 9] is that the response off the center of the feature can be high (since the matched filter is optimized only with respect to the response at the center of the template). As a result the response has a broad peak, and it is difficult to locate the features in the image, especially if the image has several similar features close to each other. In our work we have several proximate target subcomponents.
Expansion matching (EXM) filters [1, 9] alleviate the above limitation of a matched filter. The EXM filter formulation is the Wiener filter solution for restoring a delta function blurred by the feature template [1, 9] . By applying the EXM filter to the image and restoring the delta function, we determine the location of the feature template. 
In the frequency domain the EXM filter (Wiener filter, with the feature template as the blurring function and the delta function as the function that is to be restored) is implemented as follows [8] ) , (
The matched filter is represented as
is the complex conjugate of the Fourier transform of the feature template
. The S λλ and S cc are the power spectral densities of the noise and the input sequence (delta function), respectively.
The DSNR is defined as
Since DSNR provides some control over the off-peak response, the EXM filter response has a sharper peak. The matched filter on the other hand is optimized for maximum SNR, which is defined as
The off-center response is not addressed by the SNR criterion, and the peaks in the response are broad, often leading to problems in locating the template in the image (especially when there are several proximate components). Assuming white noise, the ratio ) , (
By increasing the ratio cc S S λλ , the response of the EXM filter tends towards the matchedfilter response, with broader peaks, but more robust to noise. By setting the ratio parameter cc S S λλ to zero, the EXM filter becomes a high pass filter, i.e., an edge detector, with a sharp peak in the filter response, but highly sensitive to noise. In practical applications, the value of the ratio parameter should be set to achieve a tradeoff between a sharp peak in the response of the filter and robustness to noise. In the example results reported in Sec. V, we have set cc S S λλ =10 (note also that each template has been normalized by the energy in the template).
In Fig. 2 we consider the matched filter and EXM filter, and their respective performance, for the original image in Fig. 1(a) . The response of the EXM filter has a sharp peak ( Fig. 2(c) ), whereas the response of the matched filter has a broad peak ( 
We use the Karhunen-Loeve transform, explained in the next section, to reduce the computational complexity of correlating the image with the N m filters of
Σ to form the feature vector. 
Eigendetectors using Karhunen-Loeve transform
For each image class we have a set of eigen templates corresponding to each of the P m -1 subcomponents of the FLIR image, and one set of eigen templates corresponding to the entire image. For notational purposes let p=1 denote the template corresponding to the entire image, while p=2 through P m denote the templates corresponding to the P m -1 subcomponents in class m. The eigen template set 1 , m Ε is termed a coarse-feature eigen template, since it is derived from the entire target image, from node j+1 to the two children j l and j r are modeled as a Markov process, i.e., the state transitions to the "child" nodes are dependent only on the state of the "parent" node.
There are four possible state transitions from j+1 to j l : element at j+1 could be H and the
state transition, listed above, is characterized by a probability. A similar set of statetransition probabilities are defined between j+1 and j r . The initial-state probability is defined as the probability that the top (root) node is in the "high" or "low" state. The hidden Markov tree is completely characterized by the dual-state model for each element (with the aforementioned single-Gaussian model applied per state), the state transition probabilities, and the initial state probability for the top node.
The binary tree structure in Fig. 5(a) is compatible with our understanding of the physical nature of infrared images. The intensity of infrared images is a function of the temperature of the vehicles. In such images, "high" and "low" states correspond to whether a particular part of the target is "hot" or "cold" (and/or whether it is occluded or not). Referring to Fig. 5 , the states of nodes 2 and 3, i.e., correlation with the templates corresponding to the body of the vehicle, are dependent on the state of the correlation with the entire image, i.e. node 1. If node 1 is in the "high" state, it means that the vehicle is predominantly "hot", and therefore, it is likely that nodes 2 and 3 are also in the "high"
state. The states of nodes 2 and 3 are therefore modeled as being conditioned on the state of node 1. Since parts 4 and 5 are close to 2, the states of 4 and 5 are likewise modeled as being conditioned on the state of 2; similarly, the states of 6 and 7 are dependent on the state of 3. The state of node 2 is, however, not exclusively dependent on state of node 1.
It may also be influenced by state of node 3, since both nodes 2 and 3 are connected via node 1. Similarly, node 6 may be influenced by node 1. It is also possible to model each subcomponent as being directly influenced by multiple neighboring subcomponents [10] .
Such an approach, however, is not explored in this paper, and will be addressed in future work. It is also important to note that the form of the tree (definition of "parent" and "child") nodes is not unique and has not been optimized here.
In the training phase, an HMT is developed for each of the M classes of images 
VI. Comparative Algorithms
Radon transform HMM
In the Radon-transform hidden-Markov-model (RT-HMM) algorithm [6] , the Radon transform is employed to generate a sequence of one-dimensional projections of an image, at different angles about the image (Fig. 6 ), using angular sampling δθ . The feature vector is comprised of Q moments, and here we use Q=3 corresponding to variance, skewness and kurtosis, with such a feature vector computed for each of the onedimensional Radon projections. The sequence of associated feature vectors is classified via a hidden Markov model (HMM) [6, [11] [12] [13] [14] . As mentioned in the Introduction, the moments of the projections principally measure the dimensions and general shape of the image from different angles around the image. While this approach is successful in classifying images that are of different dimensions, the algorithm is not successful in classifying images of similar dimensions, as demonstrated in Sec. V.
We again have M target classes (the same target classes are defined for each classifier), and a distinct RT-based HMM is developed for each class. The states of the RT-HMM (refer to [11] [12] [13] [14] ) are defined as the angular regions over which the Radon transform remains relatively unchanged, where here the states are defined in the context of the angular position of the Radon transform. A Gaussian-mixture density is used to characterize the Q-dimensional feature vectors of each such state. In the testing phase, the feature vector of a given image is passed through each HMM, and it is classified as belonging to that model for which the conditional probability of the image given the model is maximum. In the examples in Sec. V we use four Gaussian mixtures per RT-HMM state, with this found to yield the best performance for the data considered here.
Wavelet-based HMT
The wavelet-HMT employs a quadtree structure [2] , in which each parent node is connected to four child nodes, as shown in Fig. 7 (in the HMT model for the EXM-HMT algorithm discussed in Sec. III, we employ a binary tree structure). We here implement a decomposition based on the Haar wavelet, although the wavelet-based HMT is applicable to general wavelets. The wavelet decomposition of the FLIR images is performed to the coarsest level, and quadtree HMTs are developed for the sequence of high-high, high-low and low-high images, using the coarsest and two subsequent finer levels (a total of three levels). We go down to the coarsest wavelet level because to do otherwise leads to multiple quadtrees, and in general the imagery is spatially non-stationary. Consequently, for this case tying [3] is inappropriate. With the finite available imagery available for training, we cannot accurately estimate HMT parameters for more than three wavelet levels.
There is a wavelet quadtree for the sequence of high-high (HH), high-low (HL) and low-high (LH) FLIR imagery (for three levels), with these taken here as statistically independent, for simplicity. Therefore, we compute the total likelihood that a given image is associated with a given class as the product of the likelihoods of the three associated wavelet-quadtree HMTs. Due to variation in the pixel amplitudes of the image, caused by changing imaging conditions, the variance on "high" and "low" states of the wavelet coefficients is large. This vitiates the classification performance of the wavelet-HMT, for the data considered.
LVQ using EXM features
Learning vector quantization (LVQ) [7, 15] , a supervised learning algorithm, has been applied to wavelet features [7] for classifiying FLIR images. In this paper we use LVQ on the features extracted via the EXM filters in (3), thereby employing a set of discrete codes to represent the image feature space. A codebook generated by vector quantization (VQ) [16] is used as the starting point for LVQ. The codebook is then refined by LVQ to maximize classification performance, translating into the separation between the class-dependent codebook elements (quantified by Euclidean distance metric). An image is classified as belonging to the same class as the code for which the Euclidean distance is minimum.
V. Results
Methodology
We employ the above algorithms to classify FLIR images of four vehicles. We Above we quantified the number of images of each class used for testing and training. In the context of examining algorithm performance, we varied the definition of which particular images were used for testing and training, to examine the statistical variability of the results. This issue is discussed further below.
Analysis of results
The classification results for the wavelet-HMT, RT-HMM, EXM-LVQ and EXM-HMT algorithms are presented in Tables 1-4 
VI. Conclusions and Future Work
We have proposed an EXM-HMT algorithm for image classification. The algorithm has been applied to the problem of classifying vehicles via FLIR imagery.
Since the images of a target vary as a function of the target-sensor angle, we segmented the target into classes (sets of contiguous target-sensor angles over which the FLIR imagery is approximately stationary), and developed an HMT for each target class. There are several topics worthy of further study. As has been discussed, in the context of the HMT representation of the EXM-filter-derived features, there are many ways in which to define the parent and children components in the tree. This is an issue that could be optimized to yield improved performance. Moreover, it is of interest to consider using multiple trees for a given target class, and fusing their outputs. The basic EXM-HMT algorithm could also be employed for the analysis of a sequence of FLIR images, in the context of video. In such a scenario one will typically view a given target from a sequence of classes (poses). Each frame in the sequence can be modeled via the EXM-HMT algorithm, while the sequence can be modeled based on the extension of previous HMM work [3] . Fig. 1(a) . (a) EXM filter of the image in Fig. 1(a), (b) matched Filter of the image in Fig. 1(a) , (c) correlation of the EXM filter with the image in Fig. 1(a) , (d) correlation of the matched filter with the image in Fig. 1(a) . (13)). The neighborhoods (Ns) are shown for the subcomponents of the target in Fig. 1 , with a similar neighborhood defined to the overall image ( Fig. 1(a) ). the HMT is applied to a three-level quadtree, where each "parent" image (node) connected to four "child" nodes at a lower level. Table 2 . Confusion matrix as in Table 1 , for the RT-HMM algorithm. Table 3 . Confusion matrix as in Table 1 , for the EXM-LVQ algorithm. Table 4 . Confusion matrix as in Table 1 , for the EXM-HMT algorithm. Table 5 . Classification performance of the wavelet-HMT algorithms, defined with respect to identify the correct target (but not necessarily the correct target class). Table 6 . Confusion matrix as in Table 5 , for the RT-HMM algorithm. Table 7 . Confusion matrix as in Table 5 , for the EXM-LVQ algorithm. Table 8 . Confusion matrix as in Table 5 , for the EXM-HMT algorithm. Table 8 
