ABSTRACT. We investigate the geography of Hilbert schemes that parametrize closed subschemes of projective space with a specified Hilbert polynomial. We classify Hilbert schemes with unique Borel-fixed points via combinatorial expressions for their Hilbert polynomials. We realize the set of all nonempty Hilbert schemes as a probability space and prove that Hilbert schemes are irreducible and nonsingular with probability greater than 0.5.
INTRODUCTION
Hilbert schemes parametrizing closed subschemes with a fixed Hilbert polynomial in projective space are fundamental moduli spaces. With the exception of Hilbert schemes parametrizing hypersurfaces [ACG11, Example 2.3] and points in the plane [Fog68] , the geometric features of typical Hilbert schemes are still poorly understood. Techniques for producing pathological Hilbert schemes are known, generating Hilbert schemes with many irreducible components [Iar72, FP96] , with generically nonreduced components [Mum62] , and with arbitrary singularity types [Vak06] . What should we expect from a random Hilbert scheme? Can we understand the geography of Hilbert schemes? Our answer is that the set of nonempty Hilbert schemes forms a graph and a discrete probability space, and that irreducible nonsingular Hilbert schemes are unexpectedly common.
Let Hilb p (P n ) denote the Hilbert scheme parametrizing closed subschemes of P n with Hilbert polynomial p. Polynomials that are Hilbert polynomials of homogeneous ideals are classified in [Mac27] . Any such admissible Hilbert polynomial p(t) has a combinatorial expression A polynomial is an admissible Hilbert polynomial if it is the Hilbert polynomial of a nonempty closed subscheme of a projective space. As a consequence, admissible Hilbert polynomials correspond to nonempty Hilbert schemes. We have the following classification. The uniqueness of the sequences of integers attached to an admissible polynomial is also explained by the aforementioned sources.
We define the Macaulay-Hartshorne expression of an admissible Hilbert polynomial p to be its expression p(t) = , for e 0 ≥ e 1 ≥ · · · ≥ e d > 0. Similarly, we define the Gotzmann expression of p to be its expression p(t) = Proof. Rewriting the Macaulay-Hartshorne expression of p as
Lemma 2.4. If p(t) ∈ Q[t] is an admissible Hilbert polynomial with Macaulay-Hartshorne expression
we prove that
= e 0 holds.
.
By induction, this equals
. The addition formula [GKP94, Section 5.1] yields
and we obtain
, as desired. Now we write the Macaulay-Hartshorne expression as
and repeat the decomposition on the second part. With s := t − e d , this yields the sum
whose first part equals
, by the previous paragraph. Reindexing with j := k + e d and evaluating at s := t − e d gives
. Therefore, we have
, where e d+1 := 0. This shows that r = e 0 and that e i − e i+1 parts equal i in the partition associated to the Gotzmann expression of p, for all 0
e i holds and it follows that (b 1 , b 2 , . . . , b r ) is conjugate to (e 1 , e 2 , . . . , e d ).
We define the Macaulay-Hartshorne partition of an admissible Hilbert polynomial
to be the partition (e 0 , e 1 , . . . , e d ), and the Gotzmann partition of p(t) = Example 2.5. The twisted cubic curve X ⊂ P 3 is defined by the ideal
x 1 x 2 x 3 ]. The Macaulay-Hartshorne and Gotzmann expressions for the Hilbert polynomial of the twisted cubic are
respectively. The partitions are (e 0 , e 1 ) = (4, 3) and (b 1 , b 2 , b 3 , b 4 ) = (1, 1, 1, 0). Observe that (3) is conjugate to (1, 1, 1), but that (1, 1, 1, 0) has r = e 0 = 4.
We describe two binary relations on the set of admissible Hilbert polynomials. Let p be an admissible Hilbert polynomial with Macaulay-Hartshorne partition (e 0 , e 1 , . . . , e d ) and Gotzmann partition (b 1 , b 2 , . . . , b r ). We define a mapping Φ, from the set of admissible Hilbert polynomials to itself, that takes p to the polynomial Φ(p) with Macaulay-Hartshorne partition (e 0 , e 0 , e 1 , . . . , e d ) and Gotzmann partition (
, which is admissible, by Proposition 2.3.
To define the second binary relation on the set of admissible Hilbert polynomials, let Ψ : 
. Therefore, the restriction of Ψ defines a mapping from the set of admissible Hilbert polynomials to itself, which we also denote by Ψ. To better understand Φ, we consider the backwards difference operator ∇ : 
Remark 2.8. Setting a = 0 in Part (ii) shows that ∇ Φ(p) = p, so that Part (iii) shows that (∇ Φ − Φ ∇)(p) = r − k. In other words, applying Φ and then ∇ returns p, but applying ∇ and then Φ may alter the constant term of p.
Proof.
(i) Because ∇ is a linear operator on Q[t], it suffices to prove the statement for polynomials of the form (
. Hence, terms of the form t+0−(j−1) 0 are dropped, and as they all equal 1, we are left with
, where b r+1 := 0. On the other hand, we
, and taking the difference yields the polynomial Φ Ψ − Ψ Φ (p) (t) = (t + 1 − r) − 1 = t − r.
Example 2.9. Example 2.5 shows that p X (t) = t+1 1
In the other order, we find that
t+1, then we also obtain [∇(q)] (t) = 3t+1. In fact, the expression
shows that the polynomial q is an admissible Hilbert polynomial. This polynomial is the Hilbert polynomial of the (minimally embedded) first Hirzebruch surface, also known as the blow-up of P 2 at a point.
The mappings Φ and Ψ endow the set of admissible Hilbert polynomials with the structure of a graph. The infinite binary tree has 2 j vertices at height j, for all j ∈ N. We define the Macaulay tree M to be the infinite binary tree of admissible Hilbert polynomials in Theorem 2.10.
Proof. We prove that the admissible Hilbert polynomial
where e 0 ≥ e 1 ≥ · · · ≥ e d > 0. We proceed by induction on the length d + 1 of the partition (e 0 , e 1 , · · · , e d ). If d = 0, then we have
= e 0 = Ψ e 0 −1 (1), which proves the claim. The induction hypothesis on the partition (e 1 , e 2 , · · · , e d ), shows that
(1). Applying Φ to both sides, we obtain
and applying Ψ e 0 −e 1 to both sides yields the desired equality. Because every finite binary sequence of Ψ's and Φ's has a unique such expression, we obtain the result. 6
A portion of M is displayed in Figure 1 , in terms of Gotzmann expressions. is also encoded in the Gotzmann expression. In particular, we have the conjugate version
of the expression in the proof of Theorem 2.10, where b 1 ≥ b 2 ≥ · · · ≥ b r ≥ 0. Moreover, these explicit expressions for the path from 1 to p(t) show that the height of the vertex p(t)
Example 2.12. The Hilbert polynomial of the twisted cubic curve X ⊂ P 3 has partitions (e 0 , e 1 ) = (4, 3) and (b 1 , b 2 , b 3 , b 4 ) = (1, 1, 1, 0); see Example 2.5. The Macaulay-Hartshorne expression and the proof of Theorem 2.10 give Ψ 4−3 Φ Ψ 3−1 (1) = 3t+1, while the Gotzmann expression and Remark 2.11 give
This path is shown in Figure 2 . From Example 2.9, we find that the path associated to the Hilbert polynomial of the minimally embedded Hirzebruch surface
(1/3)t 3 +(3/2)t 2 + (13/6)t + 1
(1/2)t 2 + (7/2)t (1/2)t 2 +(5/2)t+1
(1/2)t 2 +(5/2)t+2
(1/6)t 3 +(3/2)t 2 + (7/3)t + 1
(1/2)t 2 +(3/2)t+1
(1/2)t 2 +(3/2)t+2
(1/2)t 2 +(3/2)t+3
(1/6)t 3 + t 2 + (17/6)t + 1 (1/6)t 3 + t 2 + (11/6)t + 1
(1/6)t 3 + t 2 + (11/6)t + 2
(1/24)t 4 + (5/12)t 3 + (35/24)t 2 + (25/12)t + 1 Ψ FIGURE 2. The path from 1 to p(t) := 3t + 1 in the Macaulay tree 8
THE FOREST OF LEXICOGRAPHIC IDEALS
This section connects lexicographic ideals with the Macaulay tree M. Specifically, Theorem 3.9 shows that M reappears infinitely many times in the set of saturated lexicographic ideals, with exactly one tree L c for each positive codimension c ∈ Z. To prove this, we study two mappings on the set of lexicographic ideals, defined in analogy with Φ and Ψ. Explicit monomial generators of lexicographic ideals given in terms of Macaulay-Hartshorne expressions help to understand Hilbert polynomials of images of lexicographic ideals under our two mappings.
Lexicographic, or lex-segment, ideals are monomial ideals whose homogeneous pieces are spanned by maximal monomials in lexicographic order. These ideals are central to the classification in [Mac27] of admissible Hilbert polynomials. Their combinatorial nature captures geometric information about Hilbert schemes, as shown by [Har66, PS05, Ree95, RS97] in studying connectedness, radii, and smoothness.
For any vector u :
Example 3.1. We have
, lexicographic order gives rise to two monomial ideals associated to I. First, the lexicographic ideal for the Hilbert function
n whose i-th graded piece is spanned by the 
Saturation with respect to the irrelevant ideal x 0 , x 1 , . . . , x n ⊂ K[x 0 , x 1 , . . . , x n ] does not affect the Hilbert function in large degrees, so L p I n also has Hilbert polynomial p I .
Example 3.2. If X ⊂ P 2 is three distinct noncollinear points, then the Hilbert function of 2, 3, 3, 3, 3 , . . . ).
Given a finite sequence of nonnegative integers a 0 , a 1 , . . . , a n−1 ∈ N, consider the monomial ideal L(a 0 , a 1 , . . . , a n−1 ) in K[x 0 , x 1 , . . . , x n ] with monomial generators x a n−1 +1 0 , x a n−1 0 x a n−2 +1 1 , . . . , x a n−1 0 
If a 0 = 0, then the minimal monomial generators are those listed in Part (i).
Proof.
(i) Substituting the values a j := e j − e j+1 determined by the Macaulay-Hartshorne expression of p(t) in the definition of L(a 0 , a 1 , . . . , a n−1 ) gives the listed monomials. In degree 0 , a 1 , . . . , a n−1 ) is a lexicographic ideal. For any monomial g in the saturation L : x 0 , x 1 , . . . , x n ∞ , there exists j ∈ N such that gx j n ∈ L. Because the generators of L are not divisible by x n , this implies that g ∈ L, showing that L is saturated.
Before showing that L has the correct Hilbert polynomial, we first prove that the auxiliary ideal
. We prove the general case by induction on d := deg p.
. By the short exact sequence
where the injection sends 1 → x
, and
by the previous paragraph, so that p L = p. Hence, L := L(a 0 , a 1 , . . . , a n−1 ) = L p n is the lexicographic ideal for p in K[x 0 , x 1 , . . . , x n ].
(ii) We know that x
n−(ℓ+2) , because either a 0 = a 1 = · · · = a ℓ = 0, or a 0 = 0 and ℓ = −1. If ℓ ≥ 0, then the monomial
from Part (i) are redundant, as they are multiples of the last monomial generator. Removing these redundancies gives the monomial generators m 1 , m 2 , . . . , m n−(ℓ+1) . For all i ∈ {2, 3, . . . , n − (ℓ + 1)} and all j ∈ {1, 2, . . . , i − 1} there exists x k dividing m j to higher order than the order to which it divides m i , and minimality follows.
To show that L(a 0 , a 1 , . . . , a n−1 ) is saturated in the proof of Lemma 3.3, we could alternatively apply Lemma 5.2. The nonminimal list of generators in Lemma 3.3(i) is useful for describing operations on lexicographic ideals in terms of the Macaulay-Hartshorne and Gotzmann partitions of their Hilbert polynomials; see Proposition 3.7. Importantly, Lemma 3.3 shows that all sequences a 0 , a 1 , . . . , a n−1 of nonnegative integers determine a lexicographic ideal.
The next example uses Lemma 3.3 to identify minimal monomial generators.
Example 3.4. The twisted cubic X ⊂ P 3 has p X (t) = t+0 0+1
, with lexicographic ideal L 3t+1 3 ⊂ K[x 0 , x 1 , x 2 , x 3 ]; see Example 2.5. We have d = 1, e 0 = 4, e 1 = 3, e 2 = 0, and e 3 = 0, so that a 0 = 1, a 1 = 3, and a 2 = 0. Hence, applying Lemma 3.3 yields L In analogy with the mapping Ψ , we define the lex-expansion of any lexicographic ideal L p n := L(a 0 , a 1 , . . . , a n−1 ) to be the lexicographic ideal Ψ L p n := L(a 0 + 1, a 1 , a 2 , . . . , a n−1 ). The following lemma explains our choice of notation for lex-expansion. . Applying Lemma 3.3, we have a 0 = 0, a 1 = 3, and a 2 = 0, so L 
Proposition 3.7. Let p be an admissible Hilbert polynomial and n > deg p a positive integer. We have
n+1 and Φ L(a 0 , a 1 , . . . , a n−1 ) = L(0, a 0 , a 1 , . . . , a n−1 ) holds for all a 0 , a 1 , . . . , a n−1 ∈ N, so extension preserves codimension. 
Proof. Let q denote the Hilbert polynomial of
Because K[x 0 , x 1 , . . . , x n+1 ] has n + 2 variables, we reindex the powers in this list of generators to describe q. For all i ∈ {1, 2, . . . , d + 1}, set a 
n−1 to the list, we find that
This gives monomial generators of Φ(L The following describes a forest structure on the set of lexicographic ideals. 
RANDOM SCHEMES IN THE HILBERT FOREST
In this section, we transform the set of nonempty Hilbert schemes into a discrete probability space, exploiting the graph structure on the set of lexicographic ideals. This allows probabilistic statements about the geometry of random Hilbert schemes. In Examples 4.5-4.7, we regard the dimensions and degrees of subschemes parametrized by Hilbert schemes, and the radii of Hilbert schemes, as random variables and we estimate their expected values and variances. For positive c ∈ Z, we call the tree H c of Theorem 4.1 the Hilbert tree of codimension c, and we call the disjoint union H := c∈N,c>0 H c the Hilbert forest.
Proof. Each pair of an admissible Hilbert polynomial p and positive c ∈ Z uniquely determines both a lexicographic ideal L p n and a Hilbert scheme Hilb p (P n ), where n := c + deg p. The specified graph structure makes this correspondence into a graph isomorphism. Hilbert schemes in a fixed H c parametrize subschemes in infinitely many different projective spaces.
Example 4.2. The ray (Hilb 1 (P c ), Hilb 2 (P c ), . . . , Hilb Ψ k (1) (P c ), . . . ) of H c contains all Hilbert schemes of points in P c . The ray (Hilb Consider an edge Hilb
For any x ∈ P n , there is a rational
for all X such that x / ∈ X. This does not extend to a regular mapping, even in elementary cases. For instance, to complete such a mapping ϕ : Hilb 1 (P 2 ) Hilb 2 (P 2 ), the value ϕ(x) must parametrize a double point at x, which is a subscheme of every line of approach through x. Hence, ϕ has no well-defined value at x.
The lexicographic point of Hilb
It is nonsingular and lies on a unique irreducible component (Hilb
. Consider an edge of the form Hilb 
has Hilbert polynomial Φ(p). By change of coordinates, this is true for general points on Hilb p (P n )) lex , thus there is a rational mapping (Hilb
. This mapping cannot be extended to other irreducible components of Hilb p (P n ), or even to the intersection of the lexicographic component with other irreducible components, due to the presence of nonlexicographic Borel points on these components; see [Ree95, Remark 2.2] and Theorem 7.4. Remark 4.4. For fixed positive n ∈ Z, nonempty Hilbert schemes Hilb p (P n ) are found in the Hilbert trees H c , for all 1 ≤ c ≤ n. Given 1 ≤ c ≤ n, these are all vertices in H c with corresponding admissible Hilbert polynomials of degree n − c.
Consider the probability measure Pr : 2
Hc → [0, 1] with sample space H c determined by a normalized nonnegative function pr : H c → R; see [Bil95, Examples 2.8-2.9]. To mimic uniform distribution, every vertex of H c at a fixed height is equally likely; given a mass function f c : 
k , as vertices have height k and pdm c = d with
If f c is geometric, then we obtain E pdm c = (1 − p c )/2p c , where p c = f c (0). If f c is Poisson with mean λ c > 0, then we have E pdm c = λ c /2. We similarly compute E pdm 2 c by applying the identity
which converges to Example 4.6. Let rad c : H c → N map any Hilbert scheme Hilb p (P n ) to its radius, defined as the radius of the incidence graph of components of Hilb p (P n ). The inequality rad c ≤ 1 + pdm c holds by [Ree95, Theorem 7] , so for all Hilb p (P n ) ∈ H c and r ∈ N, if we have pdm c Hilb p (P n ) ≤ r − 1, then we have rad c Hilb p (P n ) ≤ r, which implies that Pr pdm c ≤ r − 1 ≤ Pr rad c ≤ r holds. The likelihood that every component intersects the lexicographic component satisfies 2 holds, so that Pr rad c ≤ 2 ≥ 8/9 for p c := 1/2. If f c is Poisson, then Pr rad c ≤ 2 ≥ (1 + λ c /2)e −λc/2 . Hence, depending on the underlying distribution, random Hilbert schemes can have small radii with high probability.
The expected value is independent of the underlying distribution in the next example. 
Hence, the inequality 0 ≤ var pdg c = E pdg 2 c − E pdg c 2 yields E pdg c ≤ √ 12 ≈ 3.46.
BOREL IDEALS
This section examines analogues of Φ and Ψ for Borel ideals, concluding with a wellknown algorithm that generates saturated Borel ideals.
A monomial ideal I ⊆ K[x 0 , x 1 , . . . , x n ] is Borel, or strongly stable, if, for all monomials m ∈ I, for all x j dividing m, and for all x i > lex x j , we have mx i x −1 j ∈ I. In characteristic 0, this is equivalent to being fixed by the linear action of upper triangular matrices in GL n+1 (K); see [BS87a, Proposition 2.7]. For any monomial m, let max m be the maximum integer j such that the variable x j divides m, and min m be the minimum such integer. i | x i divides g and 0 ≤ i < n − 1 contains no minimal monomial generators of I. The expansion of I at an expandable generator g is the monomial ideal
see [Moo12, Definition 3.4]. The monomial 1 ∈ 1 is vacuously expandable with expansion x 0 , x 1 , . . . , x n−1 ⊂ K[x 0 , x 1 , . . . , x n ]. Lemma 5.2(i),(iii) ensure that the expansion of a saturated Borel ideal is again saturated and Borel.
. . , a n−1 ) = m 1 , m 2 , . . . , m n−(ℓ+1) be lexicographic, as in Lemma 3.3. The last generator is m n−(ℓ+1) := x
n−(i+1) to order a i − 1, which is not the case for any m j . Therefore, the expansion at m n−(ℓ+1) has generators n−(ℓ+2) x n−1 . These are exactly the minimal monomial generators of the ideal L(a 0 + 1, a 1 , a 2 , . . . , a n−1 ). Hence, the expansion of L p n at m n−(ℓ+1) equals L(a 0 + 1, a 1 , a 2 , . . . , a n−1 ) = Ψ L The following is the heart of the algorithm in [Ree92] generating saturated Borel ideals. 
