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1. INTRODUCTION 
The Euler equations describe compressible inviscid gas flows with rotation. They are widely used in 
the aerospace industry. The Euler equations are derived by considering the laws of conservation of 
mass, momentum and energy for an inviscid gas. The result is a nonlinear hyperbolic system of con-
servation laws. Only for very simple flow problems, analytical solutions exist. For almost all 
engineering problems solutions must be found numerically. Several discretization methods have been 
developed which yield solutions of good quality (good resolution of shock waves, slip lines, etc.). 
However, generally the computational cost is high. In 1983 a project was started at the Centre for 
Mathematics and Computer Science (CWI) in Amsterdam for the development of more efficient 
methods. So far, a multigrid method for the solution of the 2D steady Euler equations has been 
developed, implemented and tested. 
In the method, the steady Euler equations are discretized by a finite-volume upwind discretization 
[9]. Both first- and second-order discretizations are obtained by the projection-evolution approach 
[14]. In the projection-stage of this approach the discrete values, located in the volume centers, are 
interpolated to yield continuous distributions in each volume. First-order accuracy is obtained by 
piecewise constant interpolation, second-order accuracy by piecewise linear interpolation. In case of 
flows with discontinuities (shock waves or slip lines), the occurrence of spurious non-monotonicity 
(wiggles) when using a second-order interpolation, is suppressed by the use of a limiter in the interpo-
lation formulae [23]. In this paper we use the Van Albada limiter [1,20]. In the evolution-stage, a 
Riemann problem is considered for the computation of the flux at each volume wall. To approxi-
mately solve each Riemann problem we use the Osher scheme [ 16]. 
To obtain solutions of the system of first-order discretized equations, the nested nonlinear multigrid 
(FMG-FAS-) iteration method appears to be a very efficient solution method [9]. However, the mul-
tigrid solution of a system of second-order discretized equations appears to be less efficient [21]. 
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Therefore, for the solution of the latter system we make use of an Iterative Defect Correction (IDeC-) 
process [2]. In each iteration of this process, the second-order discretization is only used for the con-
struction of an appropriate right-hand side for a system of first-order discretized equations. Non-
linear multigrid (FAS) is used to solve this system. 
To show that the method efficiently yields good Euler flow solutions we consider a NACA0012-
airfoil at: 
(i) M 00 =0.85, a= 1° (flow with upper surface shock, lower surface shock and tail slip line), and 
(ii) M 00 = l.2, a= 7° (flow with detached bow shock, oblique tail shock and tail slip line). 
Both flows are isenthalpic. To show the use of the method in case of a non-isenthalpic flow, we con-
sider a NACA0012-bi-airfoil with working propeller disk, at M 00 =0.5, a=2° (flow with internal 
shock and subsonic jet). 
In section 2 a description is given of the first- and second-order discretizations. In section 3 the 
solution method is described. In section 4 we discuss the numerical results, and in section 5 some 
conclusions are listed. 
2. DISCRETIZATION 
Consider on an open domain 0EIR2 the 2D steady Euler equations in conservation form and without 
source terms: 
2.fJq)_ +lKhl = 0 (2.1) 
ax ay • 
where q =(p,pu,pv,El is the state vector of conservative variables, and where 
f(q)=(p,pu 2 +p,puv,(E+p)ul and g(q)=(pv,puv,pv 2 +p,(E+p)vl are the flux vectors. The so-
called primitive variables of (2.1) are the density p, the velocity components u and v, and the pressure 
p. For a perfect gas, the total energy per unit of volume, E, is related to the primitive variables as 
E = p/(y-1)+ 1hp(u2 +v 2 ) where y is the ratio of specific heats. 
To allow solutions with discontinuities we consider the Euler equations in their integral form. Then 
the 2D steady Euler equations read 
f {coscf>/(q)+sincf>g(q)}ds = o, vn· en, 
arf 
(2.2) 
where a· en is an arbitrary subregion of 0, an· the boundary of n·' and (cos<j>,sinij>) the outward 
unit normal on an·. A straightforward and simple discretization of (2.2) is obtained by subdividing 0 
into disjunct quadrilateral subregions O;,j (the finite volumes) and by requiring that 
al}coscpf(q)+sincpg(q))ds = 0 (2.3) 
for each volume O;,j separately. We restrict ourselves to subdivisions such that only ni,j±I and oi±l,j 
are the neighbouring volumes of oi,j· 
Using the rotational invariance of the Euler equations: 
cos</> f (q) +sin 4> g(q) = r- 1 (4>)/ (T(cp)q), 
where T(cp) is the rotation matrix 
0 0 0 
0 cos<j> sincp 0 
T(cp) = 0 -sincp coscp 0 ' 
0 0 0 
(2.3) becomes: 
(2.4) 
(2.5) 
3 
j T- 1 (.P)f (T(</>)q)ds = 0. (2.6) 
an,,, 
A numerical approximation of this formula is obtained by 
F;,1 : = f; + 1;,.J + f;,1 + ,1, - f;- 0 ,1 - f;,1_0. = 0, (2.7) 
with 
f; + 11:.J = I;+ '6.J T- 1(</>;+0.;)fR(T(</>; + 'h,J)qf + Vi,J• T(</>; + i;,,1)q'j + 11i.1) (2.8) 
and similar relations for f; _ i~.J and J;,1=0 . In (2.8 ), I;+ 'h.J is the length of the volume wall 
(iQi+Vi,j = Qi,jnfl;+l,j and (COS</>;+0,j, sin</>;+v;,j) the Outward unit normal on o!J;+i/i,j (fig. 2.la). 
Further, fR : IR4 X R4 ~IR4 is a so-called approximate Riemann-solver and q1 + 'li,J and qj + 'h,J are state 
vectors located at the left and right side of volume wall an;+ 'li,J (fig. 2.1 b ). The flux vector f; + 'l:z,J 
represents the transport of mass, momentum and energy per unit of time, across 3fl;H$,J· For a more 
detailed discussion of (2.7) and (2.8) we refer to [9, 19]. 
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Fig. 2.1: Finite volume fl;,J· 
The application of an approximate Riemann-solver is the essential part of the evolution-stage, 
whereas the computation of the states q1 + 'h.J and qi+ 'h,J is the essential part of the projection-stage 
[14]. As the name suggests an approximate Riemann-solver is used to obtain an approximate solution 
of the Riemann initial-value problem (4,6]. Several approximate Riemann-solvers exist [13,16,18,22]. 
Here, we use Osher's Riemann-solver because of its consistent treatment of boundary conditions and 
its continuous differentiability (9,16,17]. For details about an efficient implementation of Osher's 
approximate Riemann-solver we refer to [9]. 
Depending on the way the states ql+11i,J and q'i+Vi,J are computed, the discretization (2.7) is first- or 
second-order accurate. First-order accuracy is obtained by taking 
ql+Vi,J = q;,1, and 
q'i+Vi,j = q;+J,j· (2.9) 
Second-order accuracy can by obtained by for example the ic-schemes introduced by Van Leer [14): 
I I+ic 1-ic 
q; + Vi,J = q;,J + - 4-(q; + 1.1 -qi,J) + - 4-(q;,1 - q; -1,j), and 
l+ic 1-ic 
q/+l/:z,j = q;+I,j +-4-(q;,j-qi+l.j)+-4-(q;+l,j-qi+2,)' 
(2.10) 
with " E [-1,1]. For ic = -1, " = 0, " = 113 and " = I we find respectively: the fully one-sided 
upwind scheme, the Fromm scheme, the upwind biased scheme (third-order accurate for lD 
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problems) and the central scheme. A disadvantage of these IC-schemes is that near discontinuities, 
spurious non-monotonicity (wiggles) appears [ll]. A way to avoid this is by using a limiter. We 
modify the K-schemes by introducing a limiter such that the schemes become monotone and remain 
second-order accurate. Let qi N.1 and q~ .l.*J..j be the kth component (k = 1,2,3,4) of qi+ 'li.J and q~ + 'h.J. 
We rewrite (2.10) as 
ql<AI = q\kl + l/ul. (R\kl)(q(*l-q(kl1 ·) and I+ I•:,) 1.J 0 'i'K l,j l.J I - •) ' 
q~ !~t, = q}k_; 1.1 +l/;if,c(1IR}kj1/J{q}"j 1.1 -q\k)2,j), 
where 
\k) - (k) 
R\k) = qi+ i., q,,J 
1
·1 (k)_ (kl . ' q,,j q,-1,, 
and where iti.:R-+R is defined by 
i/J.(R) = 1 ;IC + 1 ;IC R. 
If we replace !Ji,,(R) in (2.11) by !Ji~m(R), where !Ji~m(R) is defined by 
.r.lim(R) = -1!i__.r. (R) 
"'" R2 +t "'" ' 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
then (2.11) results in a monotone and yet second-order accurate scheme [20]. The function if:ni:R-+R 
is called the limiter. The choice K = 0 corresponds with the Van Albada limiter [l,20), hence the Van 
Albada limiter can be considered as a modification of the Fromm scheme. Notice that we have a 
piecewise linear interpolation in each volume if 
if; +'lz,j - q;,j = q;,j - q; _ 'h,j· 
It can be easily seen that (2.15) holds if 
!Ji~m(R) = Rlf;~(l/R), 
(2.15) 
(2.16) 
and this is only true for K = 0. An advantage of the Van Albada limiter is that in the neighbourhood 
of discontinuities the scheme resembles the fully one-sided upwind scheme, which is a natural scheme 
in such regions. For all fl.ow solutions presented in this paper we used o/F(R) although 1/!IB(R) seems 
a reasonable choice as well. 
In case 01.i is a boundary volume, so that for example 30; + *·i is part of the domain boundary, no 
limiter can be used to compute ql + *·i and q; _ Y>.J. In this case we use a simple linear interpolation, i.e. 
qlH:.J = q;,i+l/i(q;,1 -q;-1.1),and (2.17) 
The boundary conditions, together with the state q1+ll2.J• are used to compute the state if;+Y>,J· This 
computation is done by considering the Riemann initial-boundary value problem (9,17]. The flux 
f.+¥i.j at aoi+!O,j is computed by (2.8). 
3. SoLUTION METHOD 
The method to solve the system of nonlinear discretized equations is based on a multigrid technique. 
For readers unfamiliar with multigrid techniques we refer to (3,5). 
Let 
(3.1) 
and 
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(3.2) 
he first- and second-order accurate finite-volume upwind discretizations of the 20 steady Euler equa-
tio,ns with source term r. Hence. (Fk(q11 )),,1 =F,.1 is defined by (2.7), (2.8) and (2.9), and 
1F;,(qn))1,1 =F1•1 is defined by (2.7), (2.8), (2.1 l) and (2.12) with 1/;.(R)=l/;Sm(R) (the Van Albada lim-
iter). Although in general r = 0, we prefer to describe the solution method for systems with an arbi-
trary right-hand side. The subscript h denotes the meshwidth. To apply multigrid we construct a 
nested set of grids, such that each volume in a grid is the union of 4 volumes in the next finer grid. in 
the obvious way. Let D,., with h 1 >h 2 > · · · >h1 = h be a sequence of such nested grids. So Di., and 
Di., are respectively the coarsest and the finest grid. 
The solution method for (3.2) can be divided into three successive stages. The first stage is the Full 
Multigrid (FMG-) method, which is used to find a good initial approximation of (3.l). The second 
stage is a nonlinear multigrid (FAS-) iteration method, which is used to find a better approximate 
solution of (3. l ). The first iterand is the solution obtained by the FMG-method. The third and last 
stage is an Iterative Defect Correction (IDeC-) process. which is used to find an approximate solution 
of (3.2). The first iterand of this process is obtained from the second stage. We will now discuss these 
stages more fully. 
Stage I: The Full Multigrid (FMG-) method. 
Let 
(3.3) 
be the first-order discretization on 0 11,, i = 1,2,. . .,/. The FMG-method (or nested iteration) starts with 
a crude initial exstimate of q11 ,; the solution on the coarsest grid. To obtain an initial estimate on the 
finer grid D•,.,, first the solution on the next coarser grid On. is improved by a single FAS-iteration 
(stage II). Hereafter this improved approximation is interpolated to the finer grid o.,.,. These steps 
are repeated until the highest level has been reached. The interpolation used to obtain the first guess 
on a next finer grid is a bilinear interpolation. For this purpose the grid D._ is subdivided into dis-
junct sets of 2 X 2 volumes. The four states corresponding with each set are interpolated in a bilinear 
way, and since each volume of 01i, overlaps 2 X 2 finer grid volumes of o.,.,, 4 X 4 new states are 
obtained on o.,.,. 
Stage II: The non/inear multigrid (FAS-) iteration method. 
To find a better approximation to (3.1) we apply the FAS-iteration method on the finest grid (Oh,). 
One FAS-iteration on a general grid 0 11, is recursively defined by the following steps: 
(0) Start with an approximate solution of q._. 
(I) Improve qh. by application of p (pre-) relaxation iterations to Fl, (q11,) = r._. 
(2) Compute the defect dh.: = '"· - Fl(q",). A 
(3) Find an approximation of q.__, on the next coarser grid 011,_,. Either use q.,_,: = _i!:-• q11,, where 
I,::-• is a restriction operator, or use the last obtained approximation q11,_,. (We use this last 
obtained approximation.) 
(4) Compute r11,_,: = FL (q11,_,)+~-·d,,, where In:·• is another restriction operator. 
(5) Approximate the solution of FL, (q11,_,) = r1t,_, by a FAS- iterations on D1t,_,. The result is called 
q,,,_,. (a = I results in a so-called V-cycle and a = 2 in a W-cycle.) 
(6) Correct the current solution by qh,: = q,,, + l°t, (q1t,_, -q11,_,), where ~-• is a prolongation 
operator. 
(7) Improve q,,, by application of q (post-) relaxation iterations to Fl, (q11) == '•,· 
The steps (2) - (6) are called the coarse-grid correction. These steps are skipped on the coarsest grid. 
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In order to complete the descrir,tion of a FAS-iteration we have to discuss: (i) the choice of the 
transfer operators It,, I',,:-• and !,::-•, (ii) the relaxation method, and (iii) the FAS-strategy, i.e. the 
numbers p, q and o. 
(i) Choice of the operators: 
The restriction operators .fi::·• and/~:-• are defined by 
(qh,.)i.J = <fi::·•qh)i.J: = i{(qh,hi.21+(qh,h;-1,21+(qh,hi.21-1 +(qh,hi-1,21-d,and (3.4) 
(3.5) 
The prolongation operator it, is defined by 
(It qh,.,}2;,21 =(/',,;_, qh,., >u-1,21 =(It qh,_,}2i,21-I =(/t, qh,_, >u-1,21-1: =(qh,_,}i,j· (3.6) 
Note that this prolongation is different from the bilinear interpolation used in FMG. By defining the 
transfer operators in this way, it can be verified that 
(3.7) 
i.e. the first-order coarse grid discretizations of the steady Euler equations are Galerkin approxima-
tions of the fine grid discretizations. This is a very important property because it i.inplies that the 
coarse grid correction efficiently reduces the smooth component in the residual. 
(ii) The relaxation method: 
We use Collective Symmetric Gauss-Seidel (CSGS-) relaxation. Collective means that the four vari-
ables corresponding to a single volume are relaxed simultaneously. At each volume visited we solve 
the four nonlinear equations by Newton's method (local linearization). It appears that a single New-
ton iteration is sufficient. For details about the local linearization formulae we refer to [9]. 
(iii) The FAS-strategy: 
We use a fixed strategy: a = 1 and p = q = 1, i.e. we use V-cycles with one pre- and one post-
relaxation. 
Stage III: The Iterative Defect Correction (IDeC-) process. 
For an introduction to the defect correction approach we refer to [2]. We approximate the solution of 
(3.2) with the IDeC-process: 
Fi(q~n+ I)) = Fi(q~n)) + (rh - F~(q~n>)) , n = 0, 1,2,. .. , (3.8) 
where qW> is the solution obtained in stage II. It is clear that the fixed point of this iteration process is 
the solution of (3.2). In fact it is not really necessary to iterate until convergence. For smooth solu-
tions a single IDeC-iteration is sufficient to obtain second-order accuracy [7]. For solutions with 
discontinuities experience shows that one or a few IDeC-iterations significantly improve the accuracy 
of the solution [11 ]. 
For each IDeC-iteration we have to solve a first-order system with an appropriate right-hand side. 
It appeared that it is inefficient to solve this system very accurately. Application of a single FAS-
iteration to approximate q~n+l) in (3.8) usually is the most efficient strategy [7,11]. 
In fig. 3.1. we give an illustration of the complete solution process. Suppose there are 5 nested 
grids(/ = 5). Between two succeeding points A,B we have one FAS-iteration (V-cycle). Between two 
succeeding points B,A we have a bilinear interpolation in the FMG-stage, and an appropriate right-
hand side computation in the IDeC-stage. 
c : relaxation 
Fig. 3.1: Schematic representation of (a 5-level) solution process. 
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4. RESULTS 
To show that the method is feasible for a good and efficient computation of typical Euler flows, we 
consider two standard Euler test cases for a NACA0012-airfoil (M 00 =0.85, a= l 0 and 
M 00 =1.2, a=7°) and compare our results with results from [24]. (M 00 denotes the Mach number at 
infinity and a the airfoil's angle of attack.) Both airfoil flows are isenthalpic, i.e. (E + p )Ip is uni-
formly constant. (This fact is not exploited in our computations.) To test our method in case of 
non-isenthalpic Euler ft.ow we consider a configuration composed of two NACA0012-airfoils and a 
propeller disk. The NACA0012-airfoils are placed in parallel formation, the propeller disk is placed 
between the airfoil noses (fig. 4.1 ). The configuration can be interpreted as a model for a bi-plane with 
airscrew(s) between its leading edges. The propeller disk is modelled as a line-distribution of x-
momentum and energy sources. For the NACA0012-bi-airfoil with propeller disk, no results to com-
pare with are available. 
[12 
Fig. 4.1: NACA0012-bi-airfoil with propeller disk. 
The NA CA 0012-airfoi/: 
For the NACA00l2-airfoil we use a 128X32 0-type grid with the outer boundary at an approximate 
distance from the airfoil of l 00 chord lengths (fig. 4.2). Following [8, 11 ], we impose unperturbed flow 
conditions at the outer boundary, although we do not overimpose. For the subsonic outer boundary 
of the first test case we impose 3 conditions at the inflow part of that boundary 
( u = M 00 cosa, v = M 00 sin a, c = I), and l condition at the outflow part (u = M 00 cosa ). For the super-
sonic test case we impose 4 conditions at inflow (u =M 00 cosa, v =M 00 sina, c = l,p = 1), and nothing 
at outflow. For both test cases we perform 10 IDeC-iterations and use a multigrid algorithm with 4 
coarser grids. 
u 
' Q ~ 
~/c 
a. In full. 
Fig. 4.2: 128 X 32-grid NACA0012-airfoil. 
o.s 
x/c 
b. In detail. 
J.5 
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The results obtained for M 'lCl = 0.85, a= I 0 are presented in fig. 4.3. In fig. 4.3a and 4.3b we 
present convergenct! histories. In fig. 4.3a the residual ratio I j(F~(q~n>));,1 11 ~ l(F~(q~0»);,1 1 (L 1-norm) (•./) (•.;) 
is plotted versus n; the number of IDeC-iterations. In fig. 4.3b we show the convergence history of the 
lift and drag force acting on the airfoil. (For a definition of lift, drag and their proper scaling we refer 
to e.g. [15].) Although the L 1-norrn of the residual ratio is decreasing rather slowly, fig. 4.3b shows 
that a practical convergence of the lift and drag has been obtained after - 7 IDeC-iterations. This is 
typical for IDeC-processes. The shaded areas in fig. 4.3b represent the values of lift and drag as 
presented in {24) by 7 other investigators. As the best reference results from [24) we selected those 
obtained by Schmidt & Jameson. For the lift and drag they find: c1=0.3472, c,=0.0557, whereas we 
find (after the IOth IDeC-iteration): c1=0.3565, cd=0.0582. 
In fig. 4.3c we show a contour plot of the Mach number distribution and make a comparison with 
the distribution as obtained by Schmidt & Jameson. Both distributions show a good (i.e. a sharp and 
monotone) capturing of the two shock waves, and of the slip line leaving the airfoil's tail. Concerning 
the sharpness of the discontinuities, it should be noticed that Schmidt & Jameson used a 320X64 (!) 
0-type grid. 
In fig. 4.3d and 4.3e we show a contour plot of our pressure and entropy distribution. (No refer-
ence results are available.) The pressure distribution clearly shows the smoothness of the pressure 
across the slip line (up to the airfoil's tail). The Kutta-condition is satisfied automatically. The 
entropy distribution s Is"" - l, with s =pp -y has a convection of spurious entropy generated at the 
airfoil's nose of 0.003 only. Even more clear than the Mach number distribution, the entropy distri-
bution shows the good capturing of all three discontinuities. The slight spreading of the slip line in 
downstream direction is only due to the grid enlargement in this direction. 
The results obtained for M 00 = 1.2, a= 7° are presented in fig. 4.4. The convergence histories of the 
residual ratio and the lift and drag are presented in fig. 4.4a and 4.4b respectively. As the best refer-
ence results from (24] we selected for this test case those obtained by Veuillot & Vuillot. As values for 
the lift and drag they find: c1=0.5280, cd=0.1530, whereas we find (after again the IOth IDeC-
iteration): c,=0.5237, cd=0.1551. Veuillot & Vuillot obtained their results on a 201 X55 C-type grid. 
In fig. 4.4c-4.4e we show the solution obtained for this test case. Oearly visible in the various 
figures is the detached bow shock, the oblique tail shock, the slip line and the smoothness of the pres-
sure across the latter. The rather large spreading of the bow shock is only due to the rather large grid 
coarseness in this region (fig. 4.2b). In the entropy distribution (fig. 4.4e) the 'separation' from the 
bow shock of the contour line s Is.., - l = 0.002 properly shows the variable strength of the bow shock. 
Just as for the previous test case the entropy distribution has a convection of spurious entropy gen-
erated at the airfoil's nose of 0.003 only. 
In [Ill it is shown for five different airfoil flows that we need 5 !Dee-iterations on an average to 
drive the lift to within ~% of its final value. (The drag appeared to converge even faster in most 
cases.) On the single pipe Cyber 205 on which we performed all our computations, for a 128X32-grid, 
5 IDeC-iterations take in scalar mode -100 sec (i.e. -5 msec per volume and per iteration). In vec-
tor mode it takes -50 sec. We did not extensively tune our code for use on vector computers since 
the method brings with it some severe inhibiters for vectorization. However, for large scale computa-
tions where all data cannot be kept in core, an advantage of the present method is the small number 
of iterations required. (For most Euler codes this number is significantly larger.) If all data cannot be 
kept in core, a small number of iterations results in a small data transport load. Since IO-times 
rather than CPU-times may be the bottleneck in large scale computations on vector computers, we 
consider this feature as an extra advantage of the present method. 
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a. Convergence history residual ratio. b. Convergence history lift and drag coefficient. 
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Fig. 4.3: Results for NACA0012-airfoil at M 00 =0.85, a= 1°. 
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Fig. 4.4: Results for NACA0012-airfoil at M 00 =1.2, 01.=7°. 
The NACA{)()J2-bi-airfoil with disk: 
For this configuration we use a 128 X 48-grid as shown in fig. 4.5. The non-smoothness of the grid at 
the airfoil noses possibly leads to a solution of worse quality. In [JO], where only a first-order accurate 
discretization was used, we already observed a spurious entropy rise along a kinked wall. However, to 
investigate the capabilities of a second-order discretization v.ith respect to this non-smooth grid, and 
simply to avoid extensive grid generation efforts we prefer the present grid to a smooth grid in a 
multi-domain approach. The outer boundary of the grid is taken at an approximate distance from the 
configuration of 10 chord lengths. For the solution algorithm 5 IDeC-iterations and 4 coarser grids 
are taken. 
a. In full. b. In detail. 
Fig. 4.5: 128 x 48-grid NACAOO 12-bi-airfoil with propeller disk. 
We consider the configuration twice at M 00 =0.5, a=2°; namely with the propeller disk switched 
off and with the propeller disk switched on. In both cases we impose unperturbed conditions at the 
outer boundary (u=M 00 cosa, v=M 00 sina and c=l at inflow, andp=l at outflow). We assume the 
propeller disk to be located inside the volumes, i.e. we assume that the propeller does not coincide 
with any volume wall. In each volume S"2;,J which is intersected by the propeller disk, a local line 
source of x-momentum and energy per unit of length and time ((8i);.J respectively (o4 )i,J) are com-
puted in the following way. We assume a sudden rise in the pressure: 
p = (l +lf)p;,]' (4.1) 
with 8 constant. Further, following [12,ch.3] we assume the flow through the propeller disk to be 
isentropic: 
pp-y=p;,jP1-:/· 
With these two relations and with the steady jump relations 
pu - p1,1u1•1 = 0, 
(pu 2+p)-(P1,1ur,J+p;,1 ) = (82);.J' 
puv - p1,1u1•1v1,1 = 0, 
{_x_p + Vip(u 2 + v2)}u - {.,,~ 1 pi,J + l/ip;,1(uf,1 + vf.1)}u;,j = (04);,1, y-1 l 
(4.2) 
(4.3) 
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Fig. 4.6: Results for NACA0012-bi-airfoil with propeller disk, at M ro =0.5, a=2°, 
propeller off (left), propeller on (right). 
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we have obtained a system of 6 equat~ons with 6 unknowns (p,u, v,p,(o2);,J and (o4 );,j) from which 
(02)1,J and (04);,J can be computed. (So m each volume rl,,1 which is intersected by the propeller disk, 
the x-momentum and energy source are functions of 8 and q1,1 only.) In the IDeC-proces (3.8) we take 
':h ~rh(q~nl), with (rh(q~n))),,J =l;,j(0,(02)lj ,0,(84 )}1)7 , where l;,J is the length of the propeller part 
ms1de n,,F The use of source terms which depend on the solution fits perfectly well in the IDeC-
process. 
For the case with working propeller we take o=O.l. For both cases (propeller on and off) we 
observe convergence to the solution of F~(qh)=rh(qh). The values of lift and drag of the upper and 
lower airfoil (after the 5th IDeC-iteration) are given below. 
propeller disk 
off (o=O) on (8=0.l) 
c,...., -0.24 -0.89 
C[,_ 0.59 1.26 
cd_ -0.01 0.01 
ed.,_ 0.02 0.06 
Tab. 4.1: Lift and drag coefficients for NACA0012-bi-airfoil with propeller disk, at M 00 =0.5, a=2°. 
Clearly visible is the large influence of the working propeller on the lift force acting on each of the 
two airfoils. 
In fig. 4.6 we give the Mach number, pressure and entropy distribution as obtained for both cases. 
In the Mach number distribution for the case with working propeller we clearly observe the Mach 
number increase and shock wave, which have been introduced in the internal flow part (and, con-
sistently, the Mach number decrease in the external flow part). The imposed sources are such that the 
flow has developed from fully subsonic into transonic. In the pressure distribution (fig. 4.6b) for the 
case with working propeller we observe that the assumed pressure jump appears indeed. Further, the 
corresponding entropy distribution (fig. 4.6c) shows the assumed isentropy through the propeller. For 
both cases (propeller on and oft), the entropy which is spuriously generated at the airfoil noses and 
convected downstream, is an order of magnitude larger than for the single-airfoil. Cause of this is 
the non-smoothness of the grid at the noses of the bi-airfoil. 
5. CONCLUSIONS 
The Fromm scheme supplied with the Van Albada limiter yields second-order accurate solutions 
without spurious non-monotonicity and with sharp discontinuities. Comparison with the results of 
other investigators shows that for flows with discontinuities we obtain solutions of the same good 
quality on a grid which may be twice as course (in each coordinate direction). 
For the computation of airfoil flows with the steady Euler equations, Iterative Defect Correction 
and nonlinear multigrid are found to be very efficient tools. It appears that it is sufficient to perform 
only a few IDeC-iterations; each implying only a single FAS-iteration. 
An important property of the present method is that it is completely parameter-free; it needs no 
tuning of parameters. 
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