Abstract. The IETF designed the Routing Protocol for Low power and Lossy Networks (RPL) as a candidate for use in constrained networks. Keeping in mind the di↵erent requirements of such networks, the protocol was designed to support multiple routing topologies, called DODAGs, constructed using di↵erent objective functions, so as to optimize routing based on divergent metrics. A DODAG versioning system is incorporated into RPL in order to ensure that the topology does not become stale and that loops are not formed over time. However, an attacker can exploit this versioning system to gain an advantage in the topology and also acquire children that would be forced to route packets via this node. In this paper we present a study of possible attacks that exploit the DODAG version system. The impact on overhead, delivery ratio, end-to-end delay, rank inconsistencies and loops is studied.
Introduction
The emergence of low-cost low-power resource constrained nodes capable of wireless networking enables new applications ranging from a smart electricity grid to mobile health solutions. Such constrained network devices could be integrated with the existing Internet infrastructure, so that they may utilize software services already available coupled with the nodes control and data-gathering capabilities.
Lacking any form of multi-hop routing, most networks of such resource constrained devices rely on a router being present on the local link. The Routing Protocol for Low-power Lossy Networks (RPL) was designed by the IETF [1] to fit within resource constraints of embedded devices. RPL not only forms loop-free routing topologies but also optimizes these for application specific goals, e.g. energy conservation, by using metrics available to a device. However, the features that enable RPL to provide this level of flexibility could also be manipulated by malicious nodes to cause harm to the network.
Some of these attacks can be mitigated by using the security mechanisms proposed by RPL, however, important details like key-management are left-out by the current standard [2] and cryptographic algorithms are not only complex to implement unless there is dedicated cryptographic hardware support, but also consume significant resources on constrained devices [3] . An evaluation of several popular RPL implementations 3 reveals that none of them support secure RPL operation. This makes attacks on RPL quite a possibility.
One attack that can misuse an internal RPL process, normally used for ensuring a loop and error free topology, is the version number attack. A malicious node modifies the version number associated with a topology, thereby forcing a rebuild of the entire routing tree. Since the version number is included in control messages by parents, there is no established mechanism for ensuring the integrity of the reported version number. A forced rebuild can cause increased overhead, depletion of energy reserves, channel availability issues and even loops in the routing topology. This paper studies the e↵ects that a version number attack can have upon an RPL network.
The paper is organized as follows. An overview of related work is presented in Section 2, followed by an overview of the RPL protocol in Section 3. The version number attack is detailed in Section 4 and the experimental setup used for evaluating the impact of this attack is provided in Section 5. Results of the study are discussed in Section 6 before drawing conclusions in Section 7.
Related work
The IETF RoLL working group performed a security threat analysis for RPL [8] . This study identified potential security issues in RPL networks and proposed countermeasures to address them. The identified threats were partly classified into four categories: (1) authentication, (2) confidentiality, (3) integrity and (4) availability. The version number attack considered here could be categorized as an integrity threat, i.e. an unauthorized modification attack. The IETF security threat study does not, however, provide an assessment of the seriousness of such attacks, which is the goal of this study.
In recent years, several studies on attacks in RPL networks have also been performed. For instance, authors of [9] investigated consequences of black-hole attacks in RPL networks and how they can be detected using specific measurable metrics. Others works such as [10] or [11] explored several attacks against RPL, including sink-hole and worm-hole. However, these are attacks that could be addressed by enabling the secure mode of RPL operation as well.
Version number attacks have also been suggested previously [12, 13] , but their e↵ects have not been analyzed to understand whether it would be prudent to mitigate such attacks or not. The Version Number and Rank Authentication (VeRA) [13] approach provides integrity of version numbers and ranks advertised in control messages via hash and signature operations. Their approach is not only shown to be faulty by the authors of [14] , but another mechanism called TRAIL that uses the root as a trust anchor and monotonically increases node ranks is also proposed by them. Considering that both approaches require maintaining state information that is likely to diminish already constrained computing resources, it is interesting that the impact of version number attacks on RPL networks was not analyzed before. As such, this study aims to quantify the consequences a version number attack can have on a network.
3 The RPL protocol RPL forms loop-free topologies termed Destination Oriented Directed Acyclic Graphs (DODAGs), which organize nodes into a hierarchical structure of a single root, children and further descendants. Objective functions are used by RPL to optimize the topology based on predefined goals, e.g. energy consumption, hop-count or link quality. Multiple instances of RPL, each being an execution of RPL with a specific objective function, can be run within a network, each with its own DODAGs [1] . While a node may be a member of multiple instances, it can only join a single DODAG in an instance at any point in time.
An RPL DODAG is created and maintained by the use of the following control messages: (1) DODAG Information Solicitation (DIS), (2) DODAG Information Object (DIO) and (3) Destination Advertisement Object (DAO). A node wishing to join a network begins by broadcasting DIS messages. These solicit DIO messages, which contain information, like node ID and objective code point, about the DODAG. Since DIO messages are also periodically broadcast, a node may choose to just wait till it receives one from its neighborhood. The rate at which these DIO messages are broadcast is determined by the trickle algorithm [15] . Essentially, the longer a DODAG has been stable, the fewer the number of DIO transmissions.
A node determines its rank in the DODAG by calculating it from the objective code point specified in a received DIO message. If multiple DIO messages from several neighbors are received, then the neighbor that provides the best rank is chosen as the parent. This approach forms upwards routes, i.e. towards the root. The DAO message, which contains all routable prefixes, is sent up the tree to form downwards routes [1] . Each node receiving the DAO message aggregates the prefixes and propagates it further upwards, thereby making downwards routes available to parents.
Loops are avoided by ignoring messages, which arrived from a descendant, traveling downwards. Furthermore, nodes are normally only permitted to change their parents in case of improvements in rank. Any movement in the topology that results in worse ranks is prohibited, unless it occurs during a loop avoidance measure or when the root creates a new version. Even with built-in methods to avoid loops, it is possible for a loop or rank inconsistencies to occur in some situations. There are a few methods provided by RPL to rectify such situations.
The data path validation mechanism is used to detect rank related inconsistencies. Special flags, to indicate expected direction of the packet ('O' flag) and rank errors detected while forwarding ('R' flag), are carried in the RPL IPv6 header options [16] of multi-hop data packets. A rank inconsistency occurs when there is a mismatch in the direction indicated by the 'O' flag [1] . The 'R' flag is set on such a packet and it is forwarded. A loop is detected when a packet with an inappropriate 'O' flag and the 'R' flag enabled is received. This packet is dropped and the trickle timer used for controlling DIO transmissions is reset [15] .
Nodes disappearing from a network due to lack of battery power or poor link conditions is more likely to occur in low-power lossy networks than loops in an RPL network [17] . To deal with such situations, RPL provides the global and local repair mechanisms. When the global repair mechanism is used, it initiates a rebuild of the entire DODAG by incrementing the version number of the DODAG [1] . The version number is carried in the DIO message; each receiving node compares its existing version number against the one received from its parent and in case the received version is higher, it must ignore its current rank information, reset trickle timers and initiate a new procedure to join the DODAG. Amounting to a reconstruction of a new DODAG, this global repair mechanism guarantees a loop free topology, however, is also quite costly.
To avoid rebuilding the entire DODAG when a parent node disappears, two local repair mechanisms are also provided [1] . The first allows nodes to temporarily route through neighbors of the same rank, while the other approach is to switch parents. These approaches may be used in combination as well to avoid any loss of connectivity.
Version Number Attack
The version number is used by the root to control the global repair process of RPL and to ensure that all nodes in the DODAG are up-to-date with the routing state. Every DIO message carries the version number so that in case receiving nodes are part of an outdated DODAG version, they can join the new DODAG by recalculating their rank and then updating their stored version number. An older value of the version advertised in DIO messages indicates that the node did not migrate to the new version of the DODAG. Such a node should not be considered a preferred parent by other nodes. While the global rebuild process is ongoing, it is possible for two versions of a DODAG to temporarily coexist. To avoid loops data packets are permitted to transit from the old version to the new one but not the other way, as shown in Figure 1 . This is because the old version is no longer a DAG and loop free topologies cannot be guaranteed in this situation.
To avoid possible inconsistencies in the network, the version number should be propagated unchanged through the DODAG. However, there is no mechanism in RPL to check if the integrity of the version number is maintained in received DIO messages. A malicious node may change this field in its own DIO messages to harm the network. Nodes receiving a malicious DIO, with a new version number, will reset their own trickle timer, update the version in their own records and advertise this new version through DIO messages to their neighborhood as well. This can cause the illegitimate version number to propagate through the network.
Such manipulation of the version number in the DIO packets does not only cause an unnecessary rebuild of the whole DODAG but it also generates loops in the topology. This can negatively impact energy reserves of the nodes, routing of data packets and channel availability. Furthermore, since the new version of the DODAG is not built from the root the topology is no longer acyclic, allowing loops to occur.
Experimental Setup
The Contiki 2.6 operating system [4] was used to perform an evaluation of the version number attack. Contiki is appropriate for this study because not only does it provide an RPL implementation that works on multiple platforms, but also allows the emulation of some common platforms within the Cooja simulator [18] . The default RPL implementation of Contiki does not support the complete data path validation mechanism. While it uses 'O' flags to detect possible rank inconsistencies, it does not set the 'R' flag or drop packets with this flag. Furthermore, the trickle timers are also not reset the way they should be. Since this mechanism is used to repair inconsistencies and loops, both of which are expected to be created by the version number attack, the Contiki implementation was modified to include it. Another motivation behind this was to study the impact of the version attack on RPL while any mitigation approaches described by the standard are functioning.
The TelosB mote was used as the development platform since its resources, while limited, are enough for the Contiki RPL implementation to function. Rather than building a topology of actual nodes the TelosB binary was used in Cooja, which uses MSPSim to emulate the MSP430 architecture and the performance of a MSP430F1611 microcontroller used by the TelosB. This allows us to test a relatively large size of topology under multiple scenarios. The e↵ect of the lossy IEEE 802.15.4 is also minimized allowing us to study the behavior of RPL, rather than its interaction with the channel.
A grid topology of 20 nodes, shown in Figure 2 , was setup for all experiments in Cooja. Across all experiments, node 1 is the DODAG root and also the sink to which all other nodes send messages every twenty seconds. This scenario is adopted because it allows relocation of the attacker to multiple positions easily, making it possible to study the consequences of the attack from di↵erent locations and neighborhood scenarios within a network. A random back-o↵ of up to six seconds is also added to this periodic transmission time so that packet collisions are avoided when possible. The nodes are placed at a regular distance of 30m from their vertical and horizontal neighbors. The transmission strength is set such that packets are received successfully by nodes within a 30m radius and the signal causes interference with other nodes for a radius of 60m. This ensures that every node only has vertical and horizontal neighbors reachable during the simulation, thereby adding predictability and ease of analysis to the results. Each simulation lasts for a lifetime of fifty minutes. One simulation was executed without any attacker in the network so as to obtain a baseline for comparisons against. Further nineteen simulations are also run, with the location of the attacker being fixed to one of nodes 2 to 20, such that at least one simulation with the attacker located at every node between 2 and 20 is executed. Moving the position of the attacker in the network allows us to study the impact that the position of an attacker and the size of neighborhood have upon the behavior of the RPL network. This entire set of twenty simulations is repeated five times to obtain some statistical significance in order to ensure dependability. Attacks start after five minutes of simulation time, so that the network has enough time to settle and a stable RPL topology emerges.
The following metrics used to perform this study: (1) Packet overhead, which is the total number of RPL control packets, i.e. DIS, DIO and DAO 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 message, transmitted (outgoing overhead) and received (incoming overhead) in the network. As such, in the no attacker scenario these are the messages necessary to form and maintain an RPL DODAG. (2) Delivery ratio, which is the number of data packets successfully delivered to the sink (node 1) compared to the total number of data packets generated by all nodes in the network. (3) Average end-to-end delay, which is the average amount of time it takes for all packets, from every node in the network, to be successfully delivered to the sink. Lost and dropped packets are not considered in this calculation. (4) Inconsistencies, which are the number of packets detected by a node that are destined for a descendant but also arrive from a child or vice versa. (5) Loops, which are the number of packets detected by a node that not only indicated an inconsistency but also have the 'R' flag enabled, i.e. a possible loop was previously detected on this path.
Results
The average incoming and outgoing packet overhead experienced by the entire network, for each location of the attacker, is shown in Figure 3 . The incoming and outgoing overhead when there is no attacker (attacker ID 0 in the figure), both are about 1250 packets, which can be considered reasonable for a network 0 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 of 20 nodes that functions for 50 minutes. However, as soon as an attacker is introduced, the overhead can increase by up to 18 times in the network. At first glance it appears that the overhead increases as the attacker moves into regions where it has more neighbors. Closer inspection of Figure 3 reveals that mostly nodes in the bottom row of the topology (4, 8, 12, 16 and 20) produce localized maximums in their column of the topology. Since each of these nodes end up towards the tail-end of their section of the DODAG, it also implies that the further away a node is from the root, the more damage it can do because this provides it an opportunity to spread the damage further. The location of nodes 2 and 5 produces a topology that is analogous to each other, thereby leading to results that are similar in both their cases. As such, not only the number of neighbors, but also the distance from the root impacts the level of increase in the overhead.
Since the position of the attacker can impact the overhead, it is interesting to also investigate which nodes a particular position of the attacker can e↵ect. Only the per node outgoing packet overhead is plotted in Figure 4 , because the incoming and outgoing packet overhead is closely related. While it is intuitive to assume that the largest increase in overhead would be contributed by nodes neighboring the attacker, because these are most likely to form loops, the results from Figure 4 indicate otherwise. The version number attack, by design, is propagated across all neighbors, even if they are not relatives of the current node. This causes a significant increase in control packets to cascade all across the network, leading to the observed results. As such, a version number attack is worse than many others because it does not only impact the attacker's neighborhood but also the entire network.
This increased overhead decreases channel availability, thereby impacting delivery ratio. The delivery ratio, averaged over five runs, for the entire network, with respect to the location of the attacker, is shown in Figure 5 . It is immediately apparent that the version number attack can have a significant impact on delivery ratio, with it being reduced by up to about 30%. More interestingly, a similar pattern can be seen in the e↵ect on delivery ratio, as was on the overhead. As such, the path length of the location of the attacker is also shown in Figure 5 . This makes it clear that there is a strong correlation between the distance of the attacker from the root and the e↵ect of the version number attack on delivery ratio. A good example of this is that the delivery ratio when the attacker is located on nodes 2 and 5 is exactly the same, and they both also have a path length of 1 to the root. In fact, the correlation between the delivery ratio and path length can be seen across all positions of the attacker, with the attacker located at the bottom of the topology in Figure 2 , i.e. farthest from the root, leading to worst impact on delivery ratio.
The end-to-end delay is also a good measure of a network's performance. The average end-to-end delay for di↵erent attacker locations can also be seen in Figure 5 . Any packet that was not delivered did not contribute towards calculation of the end-to-end delay. As with other metrics, it is obvious that an attack significantly impacts end-to-end delay, by almost doubling it as against no attack within the network. Unlike overhead and delivery ratio, there is no strong correlation between location of the attacker and the delay. This is because the delay is e↵ected by a number of things, such as the channel availability, number of loops, possible alternate routes, neighborhood density, etc. The large number of factors that can influence this also cause a high variation in the delay results across the set of simulations, as is also evident from Figure 5 .
Since the version number attack creates loops and rank inconsistencies in the network, it is important to also understand how these are e↵ected. The total number of loops and inconsistencies in the network can be seen in Figure 6 . The pattern of rank inconsistencies and loops are closely related because loops are a form of rank inconsistency and also counted into it. Unlike before, attacker locations farthest from the root generally lead to the least number of inconsistencies and loops in the network. On the other hand, attacker locations closest to the root, but with most amount of neighbors lead to the highest number of inconsistencies and loops. For example, nodes 3 and 6 create more inconsistencies than nodes 2 and 5, which are closer to the root node. This is because both nodes 2 and 5 have fewer neighbors than nodes 3 and 6. As such, the number of loops are closely related to the number of neighbors an attacker has and increases with proximity to the root. Closer proximity to the root likely has this behavior because it forces a rebuild from the root faster as well, causing this to cascade into the rest of the DODAG before a new attack cycle can begin.
This interesting relationship of inconsistencies and loops with the location of the attacker means that it would be useful to understand where in the network most of this e↵ect is centered. As such the number of loops and inconsistencies per node are plotted in Figures 7 and 8 respectively. It is immediately apparent from these plots that as the location of the attacker shifts towards higher node IDs, the loops and inconsistencies also shift the area of impact towards them. Closer analysis reveals that while there might be some loops created in nodes that are farther away from the attacker, the majority of them are located within the direct neighborhood. In fact, the bulk of these loops and inconsistencies are detected by the parent, and alternate parents, of the attackers. This is because most of the packets will be routed towards the preferred parent, or the alternate parent in case of the preferred parent being unavailable. The next highest quantity of loops and inconsistencies is detected at the children of the attackers. For example, when the attacker is located at node 11, the highest number of loops and inconsistencies are detected by parent nodes 7 and 10. The children, nodes 12 and 15, account for the majority of the rest of these anomalous situations.
Conclusions
A study was performed to quantify the e↵ects of version number manipulation attacks within RPL networks. Through simulations it was discovered that control overhead can increase by up to 18 times, thereby impacting energy consumption and channel availability. This in turn can reduce the delivery ratio of packets by up to 30% and nearly double the end-to-end delay in a network. A strong correlation between the position of the attacker and the e↵ect on the network was also observed. An attacker located as far away from the root as possible causes the highest increase in overhead, and similarly a higher path length between the attacker to the root also causes the higher packet loss. It was also discovered that loops and rank inconsistencies created by the attack are generally located around the neighborhood of the attacker, with parents or alternate parents experiencing the maximum loops, followed by the descendants.
Such impact caused by the version number attack makes it important to develop mechanisms that can be used to mitigate it, especially since the integrity of the version field in the DIO message is not verified even in secure operation mode of RPL. However, since RPL is likely to be used in low-power lossy networks comprised mostly of constrained devices, these mitigation strategies should be as simple as possible.
