Technological changes in renewable energy technologies play an important role in the context of climate change as they contribute to a reduction of technology costs and lead to an increasing market penetration of emission reducing technologies. This paper provides a comprehensive literature review highlighting numerous motivations and necessities underlying the introduction of renewable energy policies. Starting with a brief overview on the induced innovation hypothesis, we show that policy intervention has been an effective tool to change relative prices, thus, incentivizing innovation, but that also various influencing factors are at play. We show that the literature agrees on the need for specific renewable energy policies in order to overcome concomitant market failures and barrier. We highlight that technology specific policies are generally understood as necessary complements to environmental non-technology specific policies in order to generate adequate demand in energy markets. However, in that respect, we outline the ongoing debate on the effectiveness of different technology specific policies on the demand-pull side and the role of technology-push policies. Additionally we provide a summary on methodological approaches to measure policy efforts and technological change respecting different impact levels and stages within the technological change process. Finally, by focusing on international competitiveness and technology cost we highlight two aspects of the effects renewable technology innovation and respective policy support.
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Climate change induced by increasing carbon dioxide (CO 2 ) emissions caused by economic development is a serious challenge (IPCC, 2007) . Substantial efforts are required to limit the concentration of CO 2 equivalents (CO 2 e) to a level that avoids serious temperature increases and the subsequent dramatic effects on economic performance, welfare, and ecosystems (Stern, 2007) . Increased adoption and diffusion of renewable energy technologies (RET) is critical in this context (Stern, 2007 , IPCC, 2011 . The appeal of renewable energy has risen due to its potential for reducing dependence on energy imports (Valentin, 2011) . At the same time, renewable energy offers possibilities for generating local environmental and health benefits along with the facilitation of energy access (Mahapatra et al., 2009 ) and can have positive impacts on employment, competitiveness, and sustainable or "green" growth (Ragwitz et al., 2006 , Council, 2009 , Edenhofer and Stern, 2009 , OECD, 2010 .
In this context, technology advances and technological changes play an important role as they should help to lower technology costs which in turn should lead to increased market penetration of RE technologies. Hence, technological development should be accelerated in order to make low carbon or RETs cheaper, more efficient and better adapted to large-scale use (Jaffe et al., 2001 , Hoffert, 2002 , Vollebergh and Kemfert, 2005 , Braun et al., 2010 , Acemoglu et al., 2012 . However, the rapid adoption and diffusion of renewable energies is being hampered by multiple obstacles. Research in this field documents numerous market failures and barriers ranging from unfavourable pricing mechanisms, high costs and risks, limited transmission access, as well as non-consideration of concomitant benefits (Painuly, 2001, Beck and Marinot, 2004) . The objective of this paper is to give a short summary of these obstacles and a thorough literature review of the research analysing the impact of policies as well as the other driving forces aimed at fostering technological change of RETs. Additionally, we discuss several measures that strive to assess or quantify policy efforts and their impact on technological change. We also highlight the potential benefits resulting from innovation in RET.
The paper is organized as follows. Section 2 provides an overview of energy market failures and barriers, and the justification for government intervention. Section 3 presents the theory behind and the evidence for the impact environmental regulation on technological change, outlining the link between market forces, policies and technological change in general. Section 4 focuses on technical change in renewable energy and presents literature discussing the role of policies, especially market-pull and technology-push policies, as well as technology-neutral or technology-specific promotion schemes. Additionally, this section presents an overview of findings in the literature with respect to the importance of the mix and design of policy measures. Section 5 provides a summary of the indicators generally used in the literature to assess technological change and the respective promotional policies. Selected benefits from technological change in RET are presented in Section 6 and Section 7 concludes.
Energy market failures, externalities and government intervention
The theoretical literature suggests that government intervention in terms of regulation and implementing environmental policies is necessary in order to correct for externalities (Weitzman, 1974) . In this context, market failures are understood to be deviations from perfectly functioning markets under neo-classical assumptions. Pricing mechanisms are incomplete as either consumption cannot be restricted or costs cannot be completely internalised. Market barriers can be defined as any disincentive discouraging market entrance or participation and the use or adoption of a good (Brown, 2001) . This is not necessarily linked to the functioning of the market as such (Jaffe and Stavins, 1994, Jaffe et al., 2004) .
This section gives a brief overview and Table 2 .1 summarizes the identified market failures and barriers with respect to the innovation, diffusion and adoption of renewable energy technologies (RET). Sources: adopted from Brown (2001) and extended by the authors according to Mitchell et al. (2011) , Beck and Marinot (2004) , Menanteau et al. (2003) and Painuly (2001) .
Unpriced costs or negative externalities:
A major market failure is that prices of fossil fuels generally do not adequately reflect a variety of associated social costs. The absence of an adequate price for fossil energy fuels results in these goods being consumed above social optimum (Brown, 2001, Gillingham and Sweeney, 2010) . Without policy intervention, emissions from fossil fuel combustion are not priced at social optimum due to the public good character of clean air and the environment (non-exclusion criteria). A negative environmental externality arises as the social costs of greenhouse gases (GHGs) exceed the private costs of emission. Consequently, substitutes for fossil fuels, such as renewable energies, will be underused if incentives to invest in alternatives are not provided by mitigating external costs (Owen, 2006) . Another negative externality is supply vulnerability and its associated price along with national security risks linked to oil and gas imports (Bohi and Toman, 1996) . Costs associated with these risks, such as increased military and diplomatic expenditures, are not adequately reflected in fossil fuel energy prices. As a result, without policy intervention, companies do not take into account the social costs of emissions or potential supply shocks and, consequently, do not sufficiently invest in alternatives (Egenhofer et al., 2004) .
Unpriced benefits or positive externalities: Knowledge generation in clean energy technologies accrues benefits to society, but this is often underprovided due to spillovers to others that prevent knowledge-generating firms from capturing the full economic benefit of their investment. Knowledge, as such, is non-rivalrous in consumption as there is no marginal cost to others who benefit from it. At a zero price, however, no knowledge is generated, as resources are necessary to acquire it. Furthermore, knowledge is, to some extent, nonexcludable as it can diffuse to other market participants at very low cost (Stiglitz, 1999) . The creation of knowledge through research and development (R&D), for instance, generates positive externalities as it generates societal benefits without incurring consumption costs for everyone. This risk of innovation leakage and benefit exploitation by competitors also implies that individual firms cannot capture the full economic benefits of their R&D efforts, leading to significant underinvestment from a social point of view (Arrow, 1962 , Jaffe, 1986 , Nordhaus, 2002 , Jaffe et al., 2005 , Popp, 2006 . Consequently, policy intervention is required in order to assure adequate intellectual property rights and provide incentives to generate knowledge and innovate while allowing sufficient, socially beneficial knowledge diffusion.
Economies of scale and market power:
Another market imperfection prevails in energy markets where increasing returns and significant learning-by-using effects are relevant. Competition between conventional energy sources and renewable energies would be highly unprofitable for the latter without policy intervention to ensure that producers can capture the gains of future cost reductions induced through learning-by-using (Neuhoff, 2008) . In markets, especially network markets with increasing returns, even inferior technologies that have been adopted might have initial advantages over new, superior technologies to the extent that the invention and adoption of new technology is discouraged (Katz and Shapiro, 1985 , Arthur, 1989 , Acemoglu et al., 2012 . Hence, historically grown vertically integrated utilities can effectively exercise market power to the detriment of small or renewable energy facilities with special characteristics such as decentralized production and intermittency (Neuhoff, 2005, Jamasb and Pollitt, 2008) . Additionally, conventional energy companies exhibit organizational strength and networks that allow them to use lobbying power against renewable energy policy design and enactment (Hughes, 1986 , Mitchell et al., 2011 .
Information market failures and distortions:
The adoption and diffusion of fossil fuel saving technologies at a non-optimal level is often linked to mechanisms related to markets with information failures (Jaffe and Stavins, 1994, Levine et al., 1995) . Neoclassical market efficiency assumes free and perfect information. However, in reality, the transaction costs for consumers associated with information collection and decision-making complexities are high, especially with regard to clean energy investment and consumption (Brown, 2001) . With respect to nascent technologies, however, information plays an important role (Young, 2010) . For instance, the uncertainty associated with the return on investment in innovation is often particularly large and constitutes an obstacle to upping innovative efforts (Scherer et al., 2000) . In this context, the principal-agent problem is another market failure because, for instance, landlords and tenants have diverging incentives to invest in distributed renewable energy generation and energy efficiency. For example, although tenants are likely to benefit from investment, landlords are not compensated for the costs they bear, which results in considerable underinvestment (Levinson and Niemann, 2004, Murtishaw and Sathaye, 2006) . Another type of market distortion is the failure to coordinate activities when building up a successful business, e.g. developing a new technology. Simultaneous investments are necessary in machinery and material manufacturing and training, but a lack of coordination among the different economic actors can have a negative impact on markets and economic development (Kydd and Dorward, 2004) .
Market barriers:
Other obstacles to renewable energy technology diffusion are related to the often low interest and awareness of policy makers, producers and consumers when it comes to energy issues, capital market barriers, as well as distortionary fiscal and regulatory policies, and the coordination among institutions (Brown, 2001 , Henriques and Sardorsky, 2008 , van den Bergh and Bruinsma, 2008 , IPCC, 2011 . Capital market barriers, such as uncertainty about future energy prices, lead to higher perceived risks and, thus, to strict investment criteria with hurdle rates that reduce investment Metcalf, 1993, Sanstad et al., 1995) . Additionally, due to high upfront investment costs for renewable energy facilities, the discount rates for firms investing in fossil fuel extraction are considerably lower than the discount rates for companies investing in renewable energies. This results in considerable underinvestment in renewable energies relative to the economically efficient level (Gillingham and Sweeney, 2010) . Distortionary fiscal and regulatory policies in the form of subsidies for conventional energy services, time consuming, slow or drawn-out administrative procedures for project approval, and unfavourable standards also discourage investment (Ragwitz et al., 2005) .
The subsequent sections highlight the important role that policy intervention plays in reducing these market failures and barriers. Focusing on the market failures and barriers inhibiting technological change, we first describe the concept of technological change in general (Section 3) and, in more detail, the characteristics and effects of the different policies for supporting technological change in RET (Section 4). It becomes apparent that the challenges for policy makers are manifold, as they have to balance multiple market failures and respective policies that are likely to trigger opposition from interest groups. Furthermore, they have to weigh up political objectives and the costs that these policies are likely to incur (Haas et al., 2004 , Aldy et al., 2010 .
Economics of induced technological change
Technology has a strong impact on economic growth and determines how society's economic activity affects the environment. Research on technological change therefore has a long tradition. Before examining the effect of policy on renewable energy innovation, it is necessary to integrate this analysis into more general research on the topic. This section defines our understanding of innovation and describes the theoretical and empirical research on the impacts of technological change on environmental or energy technologies in general. In this context, the roles of market forces and policy are also highlighted.
In economics, technological change is understood as the static shift in the production possibility frontier (Solow, 1957) and as the gradual, more dynamic process from the creation of new technology to its commercial introduction to the market place (Schumpeter, 1934 , Jaffe et al., 2001 , Braun et al., 2010 . In this context, this paper follows Jaffe et al. (2001) and uses the term invention to refer to the development of a new product and innovation to denote the successful commercial introduction of a new product to the market. Furthermore, diffusion is used to describe the process by which a successful innovation gradually becomes widely available for use through its adoption by firms and individuals. Collectively, we understand the process of technological change to be the cumulative economic and environmental impact of a new technology as it progresses through these three stages.
Environmental economics research on technological change has grown considerably, emphasizing the need to address the public good character of knowledge as well as negative externalities from fossil fuel combustion by means of government intervention . Much of the literature draws its motivation from the induced innovation hypothesis, which proposes that the direction of technological change corresponds to the direction of change in relative prices that can be influenced by policy (Hicks, 1932 , Jaffe et al., 2003 , Vollebergh, 2007 .
Market forces and technological change
Early energy-economic models treated technological change as exogenous provide a comprehensive literature overview of this topic). However, technological change is increasingly being conceptualized as endogenous -the result of decisions made by market participants responding to economic incentives such as prices (Romer, 1990 , Aghion and Howitt, 1997 , Acemoglu, 2002 . Newell et al. (1999) , for instance, test the induced innovation hypothesis by examining the effect of price changes on the energy efficiency of consumer durables. The analysis estimates product characteristics for durables like gas-fired water heaters and air conditioning units in the US between 1958 and 1993. They find that the rate of overall innovation is independent of prices and regulation, but that energy price changes impact the direction of innovation for some products. By differentiating alternative energy and energy efficiency technologies into 11 categories and analysing their impact factors, Popp (2002) finds that energy prices and the past stock of knowledge based on patents have positive effects on current innovation. Similarly, Crabb and Johnson (2010) , using a dynamic model to represent innovation in energy-efficient vehicle technology from 1980 to 1999, confirm that fuel prices are a major driver of innovation.
While these studies focus on the role of prices on innovation, there are also a large number of studies on the role of prices for the adoption of clean energy technologies. For instance, Rose and Joskow (1990) find that fuel-saving technology is adopted by US electricity generators in response to increasing fuel prices. Similarly, show that the adoption of thermal insulation technology positively responds to energy prices. However, they also show that underinvestment in new technology is also likely, because increased energy prices are often perceived as temporary. Focusing on US manufacturing industries, both Pizer et al. (2002) and Linn (2008) show that energy price increases trigger the adoption of specific energysaving technologies.
In conclusion, the research on the effect of market forces highlights the fact that the rate and direction of technological change is induced by relative prices. In the light of existing externalities and knowledge market failures, it is widely accepted that government intervention is required to correct the market (Weitzman, 1974) . Hence, policy that induces purposive changes in the relative prices is necessary (Vollebergh, 2007) .
Policy intervention and technological change
In view of the market failures outlined in section 2, much of the literature analysing the relationship of market forces and technological change also investigates the effects of policy intervention. Here, it is important to highlight the debate about the path of technological change and the subsequent implications about which incentives are necessary and which types of policy are the most suitable. While some argue that several breakthrough technologies will emerge if policy concentrates on investing in technological inventions (Wigley et al., 1996 , Hoffert, 2002 , others underline the incremental character of past innovations (Fri, 2003 , Neuhoff, 2005 and the importance of setting incentives to induce innovation through private profit-making investment activity (Grubb et al., 1995 , Dowlatabadi, 1998 , Jaffe et al., 2003 . In light of accelerating climate change, others emphasize the need for early abatement efforts by creating technology demand and supporting learning-byusing (Stern, 2007 , Fischer and Newell, 2008 , Gerlagh et al., 2009 ).
Theoretical research on technical change suggests that environmentally-friendly innovation is induced more by market-based policies such as tradable permits than by command-and-control policies such as performance or technology standards. 2 Command-and-control measures are seen as problematic as investment appropriation is not sufficiently guaranteed and technology lock-in is possible as there are no incentives to exceed the control target (Hahn and Stavins, 1991) . Magat (1978) , working with an innovation possibilities frontier model of induced innovation, in which research augments capital and labour in the production function, and Millimen and Prince (1989) find that emission taxes or emission trading are superior policy instruments to technology or emission standards for inducing technological change at the firm level, because additional returns from innovation can be generated that reduce the cost of regulatory adjustment. However, Magat (1979) and Montero (2002) also show that, under strategic interaction in a Cournot market model, emission standards might induce greater R&D incentives. Fischer et al. (2003) highlight that the effect of a policy on innovation and technology adoption depends, among other factors, on the innovators' ability to appropriate spillovers of related new technology, on the cost of technology and the number of competitors.
Similar to the theoretical literature on policy-induced innovation, the empirical literature analyses the effect of different policies and their design and thus policy choice. Lanjouw and Mody (1996) compared 17 countries including the US, Japan and Germany and found that increases in pollution abatement costs and expenditures (PACE) induce increased patenting activities in environmentally-friendly technologies. Similar results based on studies using PACE are found in Hamamoto (2006) for private R&D spending in Japan and in Brunneimer and Cohen (2003) for environmental patents in several US industries. Focusing on environmental technology patents, Hasics et al. (2012) find that private PACE leads to increased environmental patenting, contrary to public abatement spending. But they also show that governmental R&D appropriations lead to an increase in environmental patents. Specifically, several studies compare the effect of market-based approaches with command-and-control measures. test the influence of mandatory and voluntary building standards, energy taxes, and subsidies on the diffusion of energy-saving technologies in US households between 1979 and 1998. They find that energy price expectations have a positive but diminishing effect. They conclude that price-based instruments such as energy taxes and technology subsidies may strongly stimulate adoption as they help to overcome technology cost disadvantages. They also show that the implemented building standards did not affect investment decisions about insulation, which suggests that these commandand-control instruments have been ineffective due to their non-binding character and setting criteria below existing standards. Hasset and Metcalf (1995) show that tax credits were effective in inducing insulation retrofits in the US. With respect to policy choice, the study of Newell et al. (1999) is of interest because it compares the effect of energy price-based policies, efficiency standards, and labelling. It shows that the effect of price changes on innovation is significant, especially after the introduction of energy-efficiency product labelling, while regulation via standards does not induce innovation. Similarly, Crabb and Johnson (2010) find no effect of efficiency standards and thus conclude that a gasoline or carbon tax may be a particularly effective regulatory tool to induce climate-friendly innovation in the automotive industry as this enhances the price effect. Analysing policy choice, several studies focus on the change in sulphur dioxide (SO 2 ) regulation in the US marked by the Clean Air Act in 1990, which introduced SO 2 emission permit trading. Popp (2003) compares innovation before 1990 under command-and-control regulation and after 1990 in a market-based regulatory environment. He finds that innovation is higher before the introduction of permit trading, but that the type of innovation also changed. While innovation by US firms was only cost-saving oriented under command-and-control regulation, innovation under permit trading targeted both cost savings and emission reductions. Taylor et al. (2003) , who analysed the effect of scrubber requirements on patenting technologies to reduce SO 2 emissions, find that this command-and-control policy instrument had a negative effect on innovation. But they also note that the effect on regulated firms is ambiguous as most innovators are third party equipment suppliers (Taylor, 2008) .
Additionally, several studies find that the stringency, commitment and consistency of policies may be more influential than the policy type. Jaffe and Palmer (1997) explore the effect of regulatory stringency on the innovative activity of US manufacturing firms between 1975 and 1991. 3 Measuring innovation in terms of both R&D spending and successful patent applications yields ambiguous results: regulation has a positive effect on R&D but not on patenting activity. Kerr and Newell (2003) empirically show that increased policy stringency boosted the adoption of lead-reducing technology in US oil refineries. Lanoie (2008) , using a survey in seven OECD countries, finds that greater stringency of regulation induces firms to invest more in environmental R&D. The results suggest that market-based instruments induce less private R&D spending, as these tend to be less stringent than environmental standards. Additionally, he finds that flexible standards which require certain environmental performance levels but do not define how to achieve them induce more environmental R&D than pure technology standards. Similarly, Johnstone and Hascic (2009) use pollution control patent data to demonstrate that flexible policies lead to higher quality innovations as they allow firms to choose from among different options to comply with environmental regulation. White et al. (2013) show that unexpected changes in policies can have negative impacts on investment decisions in the cases of Norway and Ontario. Lipp (2007) compared the different renewable energy policies of Denmark, Germany and the United Kingdom. The results suggest that policy design and commitment are key factors for the successful deployment of RE technologies.
The conclusions drawn from theoretical models attempting to rank policy instruments according to their innovation stimulus and from the empirical literature remain ambiguous and depend on several factors (Fischer et al., 2003 . Summarizing these factors in Table 3 .1 highlights several decisive issues concerning both the market environment in which technological change occurs and the policies aimed at supporting that change. 
The role of policy instruments in promoting RET technological change
The market failures and barriers outlined in Section 2 have a cumulative effect, i.e. they occur at the same time, are interdependent, and individually provide motivation for corrective policy intervention aimed at implementing effective and efficient policies. The literature shows that firms have no incentive to adopt costly pollution control or renewable energy technologies if the missing internalisation of social costs due to market failures is not addressed. Furthermore, the literature above provides broad evidence that regulation may be a primary driver of clean energy technology innovation and adoption, but that policy choice and design are also decisively influential (Gray and Shadbegian, 1998 , Kerr and Newell, 2003 , Snyder et al., 2003 , Popp et al., 2011 . Depending on the type of market failure and the policy goal being pursued by public authorities, a variety of instruments and policies promoting renewable energies are available (Table 4 .1).
In general, these policies can be differentiated into market-pull and technologypush. Technology-push policies primarily aim at increasing the incentives for firms to generate new knowledge and, hence, develop new RETs or improve existing ones by reducing the negative effects caused by the imperfect appropriability of benefits from innovation. Market-pull policies aim to increase the demand for renewable energies by internalizing negative externalities or reducing market barriers. The following discussion highlights the fact that both approaches are crucial in the context of renewable energies and technological change.
Market-pull policies
Market-or demand-pull policies aim at increasing renewable energy use by creating demand for RETs. The environmental economics literature generally agrees that market-pull policies not only boost the utilization of technologies but also induce innovation (Newell et al., 1999) . These policies can generally be differentiated into market-based approaches and command-and-control measures. Market-based approaches encourage firms to innovate through market signals and incentive setting, which still leaves them the flexibility to choose the least costly options. Command-and-control policies, such as technology standards, leave relatively little room to manoeuvre as they principally comprise explicit directives and performance standards . Market-pull policy options for increased renewable energy deployment can take several forms, as they must not specifically focus on innovation but rather on the adoption and diffusion of renewables. Policy options include quantity-and price-driven measures that are either neutral or target specific technologies. The introduction of a carbon tax, for instance, is a non-technologyspecific, price-driven approach, while the establishment of a carbon trading scheme is technology-neutral but quantity-driven, because the quantity is set by a limit on emission allocations and the price of carbon is determined by the market. Similarly, the introduction of feed-in tariffs (FIT) is understood as a technology-specific, pricedriven approach, while renewable portfolio standards or quotas can be seen as a technology-specific, quantity-driven policy measure. 4 Additionally, fiscal incentives such as grants and rebates and a supportive tax policy reduce the costs and risks of renewable energy investments by lowering the upfront investment costs (Sawin, 2004 , Mitchell et al., 2011 . Similarly, public finance can help to directly or indirectly mobilize and create commercial investment in renewable energy projects by reducing the investment risks through loans, guarantees or a long-term commitment to direct public investments (UNEP, 2008).
Technology-neutral policy
In theory, indirect, technology-neutral policies such as pricing carbon through taxes or emission trading schemes (ETS) result in cost-efficient mitigation measures, provided no further market failures exist (Rosendahl, 2004 , Stern, 2007 , Fischer and Newell, 2008 . Establishing a carbon price through a technology-neutral, market-based approach like the ETS provides dynamic incentives for low carbon innovation (Fischer, 2005) , which is thus, in theory, superior to a command-and-control measure in spurring innovation (Jaffe et al., 2002 , Vollebergh, 2007 .
Empirical evidence with respect to the innovation effect of ETS, however, is limited, especially with respect to renewable energies (Hoffmann, 2007, Rogge and Hoffmann, 2010) . Empirical studies which do find evidence that innovation is induced by technology-neutral, demand-pull policies have mostly focused on the innovative effect of the US SO 2 trading scheme, which was introduced in 1990 as outlined above. Popp (2003) , for instance, finds a positive effect of the US sulphur emission trading on pollution control innovation. Taylor et al. (2005) conclude that both marketbased, demand-pull policies and command-and-control measures induce innovation. With respect to the EU ETS, Gagelmann and Frondel (2005) find that the potential innovation effect was limited in its early phase (2005) (2006) (2007) due to the large, free emission allocations and unrestricted Clean Development Mechanism (CDM) and Joint Implementation (JI) credit use. In a qualitative study, Rogge and Hoffmann (2010) find that the EU ETS does affect the rate and direction of technological change of power generation technologies in large-scale, coal-based power generation, but only marginally with respect to renewable energies. Egenhofer et al. (2011) underline that the carbon price and its volatility under the EU ETS is an important element for investment decisions in climate-friendly innovation, but that low prices, the uncertainty of price development and over-allocation of emission rights undermine the predictability of the market scheme and require separate renewable energy policies. Similarly, based on case studies in the German power sector, Rogge et al. (2011) find that the impact of the EU ETS on innovation has remained limited due to the lack of stringency and predictability providing insufficient incentives for corporate innovation activities. They also point out the importance of market factors and the variety of impacts across technologies and firms which highlight the need for an appropriate mix of additional policies to overcome environmental and innovation market failures. Recently, Schmidt et al. (2012) have added empirical evidence to the theoretical and case study literature. They find that the EU ETS has limited effects on innovation, but that long-term emission reduction targets and additional technologyspecific policies are important innovation determinants at the corporate level.
Technology-specific policy
Although the debate is on-going about the contribution of renewable energy support schemes to emission reduction and the effect of additional technology-specific policies on the cost-effectiveness of emission trading, many authors highlight that direct, technology-specific support policies for renewable energies, like feed-in-tariffs, are necessary complements in the light of the knowledge about market distortions and path dependency in socio-technical systems (Haas et al., 2004 , Sijm, 2005 , Bennear and Stavins, 2007 , del Rio, 2009 , Gerlagh et al., 2009 , Aldy et al., 2010 , Lehmann and Gawel, 2013 .
Technology-specific policies aim at increasing the specific demand for renewable energy technologies. Quantity-driven policies allow the market price to be determined by market transactions between actors while ensuring that utility operators generate or sell a predetermined amount of electricity from renewable energy sources (RES-E). The price is determined by the market and operating firms have a certain choice about which RET is used. Price-driven policies provide financial incentives for capacity expansion and direct generation. 5 Additionally, voluntary programmes can be implemented which depend on the consumers' and producers' willingness-to-pay for or invest in renewable energy.
Numerous qualitative and empirical studies show a positive effect of RES-E support schemes on deploying renewable energy technologies for electricity generation (among others: del Río González and Gual, 2007 , Lipp, 2007 , del Río González, 2008 , Lesser and Su, 2008 , Yin and Powers, 2010 , Haas et al., 2011 , Dong, 2012 , Groba et al., 2012 ). Yet the literature on the innovative effect of RES-E policies remains ambiguous concerning the suitability of different renewable energy policy types for inducing innovation. (Green, 2002 , Menanteau et al., 2003 , Grubb, 2004 , Haas et al., 2004 , Haas et al., 2008 , Mitchell et al., 2011 and extended by the authors.
In general, Kemp et al. (1998) and Nill and Kemp (2009) suggest that government should use technology-specific, market-pull policies to create niche markets and protect new innovations from competition with established technologies. Peters et al. (2012) use the existing renewable electricity capacity as a proxy for market-pull policies and find that strong market-pull measures have a positive effect on the innovative output in a country based on patents. The environmental economics literature argues that quantity-based regulation (e.g. renewable obligations) is better suited to promoting positive externalities from innovation in climate-friendly technologies, because it incentivises competition between technologies and thus reduces costs , Popp, 2002 , Jaffe et al., 2003 , Jaffe et al., 2005 , Fischer and Newell, 2008 . The public policy literature, on the other hand, notes that various aspects of policy design are crucial when assessing price-based policies (e.g. FITs) and quantity-based measures (e.g. renewable obligations). In this respect, comparative case studies find that long-term, reliable, government commitment is decisive (Langniss and Wiser, 2003 , Sawin, 2004 , Martinot et al., 2005 , Haas et al., 2008 , Klein et al., 2008 . Most studies emphasize that this is better provided under a FIT mechanism, which is superior with respect to reducing prices and investment risks as well as with respect to supporting learning-by-using (Mendonca, 2007, Toke and Lauber, 2007) . Mitchel et al. (2006) , who compared renewable obligations and FITs in England and Germany, find that the latter are more effective at reducing investment risks for generators. Similarly, Butler and Neuhoff (2005) , when comparing technology-specific policy support schemes in the UK (e.g. quota and tendering) and Germany (e.g. FIT), find that, despite similar policy costs and levels of competition, FITs reduce the costs to consumers resulting in larger RET deployment. They highlight that the uncertainty of financing under quota and tendering schemes reduces investment activity. However, looking at renewable energy technology innovation in terms of patents, Johnstone et al. (2010) compare price-based (feed-in tariff) regulation and quantity-based policies (quotas) and find important differences across renewable energy technologies. Lüthi (2010) , who compares the German, Spanish and Greek photovoltaic (PV) markets, investigates factors determining policy effectiveness. He finds that risk-related factors (e.g. policy stability, administrative hurdles) are more important for determining PV investments than return-related factors (e.g. tariff level). Yet the literature also outlines that there are technological differences concerning the innovation effect of policies. For instance, in a seminal paper, Johnstone et al. (2009) examine patent data of 25 countries over the period from 1978 to 2003 and find empirical evidence that broad policies, such as tradable renewable energy certificates, are likely to induce innovation in technologies that are close to competitiveness with fossil fuels such as wind energy. However, they also highlight that targeted subsidies, such as feed-in tariffs, are required to induce innovation in more costly energy technologies like solar power. Hence, not only specific policies targeting renewable energies in general are required, but these policies should also be differentiated and designed to match the needs of specific renewable technologies.
Technology-push policies
In addition to the benefits that market-pull measures provide, technology-push policies, such as public research and development spending (R&D) as well as fiscal measures that incentivise private R&D, are important in order to internalize the benefits from innovations in climate-friendly technologies. Without adequate policy support, especially in the early stages of innovation, companies tend to underinvest in clean energy technologies, as they cannot exclude spillovers to competitors who have borne none of the development costs. Further, they tend to be risk averse if technology success is uncertain and the time span until market maturity is expected to be lengthy (Jaffe et al., 2005 , Bürer and Wüstenhagen, 2009 .
Several empirical studies demonstrate the positive effect of technology-push policies on innovation in the renewable energy sector. Watanabe et al. (2000) find a positive effect of public R&D funding on innovation in the Japanese PV sector. They argue that this funding initiated a virtuous cycle between innovation, price reduction, market growth and supplementary industry R&D spending. Klaasen et al. (2005) analysed the effect of public R&D spending on wind energy technology innovation in Denmark, Germany and the United Kingdom. Based on a two factor learning curve model, in which investment cost reductions are explained by cumulative capacity and R&D-based knowledge stocks, they find that the learning rates induced through R&D are higher than the learning rates induced by using wind energy technology 6 . Johnstone et al. (2009) , using patent counts as a measure of innovative output, find that public R&D funding positively effects innovation in renewable energy technologies. Additionally, policy support is also required to incentivise private R&D, as this is complementary to the impact from public R&D (del Rio and Bleda, 2012) .
The next section outlines that the best approach is actually a policy mix between technology-push and market-pull measures, as the innovation effects of R&D are greater for less mature technologies. Furthermore, private R&D investments require the creation of a market (Watanabe et al., 2000) with a producer surplus that is needed for reinvestments in R&D (Butler and Neuhoff, 2005, Finon and Menanteau, 2008) .
Policy mix of market-pull and technology-push policies
Some scholars such as Dowlatabadi (1998) and Grubb et al. (1995 Grubb et al. ( , 2002 highlight the importance of market-pull policies to incentivise technology diffusion through the market. Others, such as Hoffert et al. (2002) , insist that technology-push policies are decisive for generating new technologies that can be brought to market maturity, i.e. at cost competitive levels. Yet both the theoretical and the case study literature agree that successful technological change in renewable energies requires a mix of technology-push and market-pull policies to induce innovation and expand renewable energy utilisation (Grubler et al., 1999 , Grubb, 2004 , Neuhoff, 2005 , Jeroen C. J. M. van den Bergh and Frank R. Bruinsma, 2008 , Bürer and Wüstenhagen, 2009 , Johnstone et al., 2010 .
By analysing the innovation chain from basic research, through applied R&D, and demonstration to the commercialisation of a new technology, product or process, Grubb (2004) highlights that policy support of varying intensity and direction is required. Grubb (2004) as well as Bürer and Wüstenhagen (2009) stress that public grants as well as basic and applied R&D are required during the early phase of the innovation chain, while market-pull policies are necessary during later phases to reach full commercialisation (Figure 4.1) . They also outline that a significant challenge for a new technology is to survive what they term the "valley of death" between demonstration, pre-commercialisation and niche market development. Similarly, Fischer (2008) develops a theoretical model showing that public R&D support for emission control technology is only effective if environmental policy, in terms of market-pull measures, is in place to encourage technology adoption in the marketplace. Acemoglu et al. (2012) , use a two-sector growth model with endogenous technical change and knowledge externalities to show that optimal regulation entails both a carbon price and a R&D subsidy to encourage innovation in clean energy technologies. The study of Johnston et al. (2010) , with an empirical analysis of innovation in renewable energy technologies, also highlights that both demand-pull and technology-push instruments have a significant influence on the development of new renewable energy technologies.
Figure 4.1: Innovation chain and required policy types
Note: adapted from Grubb, 2004 In the context of applying different policies to the various stages of technology development, the national system of innovation literature is also important. This provides a holistic picture of the role of institutions (market, research, education, other sectors), incentive structures, networks in the innovation process, and technology characteristics (Edquist, 2006) . Its approach is well suited for comparative studies because it provides information about the heterogeneity of drivers, barriers and policy frameworks and technologies (Coenen and Dìaz, 2010) . Foxon et al. (2005) applied a system of innovation approach to the UK and found that wind onshore technology development here lagged behind other countries due to less favourable policies. Building upon this work, Foxon and Pearson (2007) then analysed policy processes in the UK and found that renewable obligations failed to promote RET innovation because this instrument, among other things, does not account for the different stages of technology development and commercialisation. Similar contributions come from Bergek and Jacobson (2003) , who analysed the wind industry in Germany, Denmark and Sweden; Marinova and Balaguer (2009) who looked at the photovoltaic industry in Australia, Germany and Japan; Negro et al. (2007) who analysed the innovation system in Denmark focussing on biomass; and Hekkert et al. (2007) who explained the rapid diffusion of cogeneration technology in the Netherlands. Del Rio and Bleda (2012) show that FITs are likely to be superior to other policy instruments such as quotas, tradable green certificates and tendering. However, they also highlight that complementary instruments, specifically R&D support, are also required and that the innovation effects depend strongly on specific policy design elements.
In conclusion, the literature identifies several crucial elements. National innovation systems and the mix of implemented policies are important determinants of the technological change process. In addition, specific policies targeted at respective technology development phases are required as much as technologyspecific promotion approaches to enhance the development of less mature technologies.
Methodological approaches to measuring policy efforts and technological change
This paper summarizes the literature on the effects of policy and market forces on technological change in RETs. The previous literature overview already showed that this research applies various indicators to assess invention, innovation and diffusion as well the stringency, consistency, commitment and level of policy support. This section gives a brief overview of these indicators and discusses their characteristics.
Assessing the role of policy in inducing technological change requires awareness of the dimensions involved (OECD, 2009) . The literature reviewed above shows that some papers analyse innovation on the firm level, while others focus more on the effect of policy on innovation at a country level. Additionally, one has to differentiate between the drivers of and barriers to technological change, the elements of technological change, and, last but not least, between technological change as such and the impacts from it (Figure 5 .1).
Figure 5.1: Aspects of measuring innovation
Note: adopted from OECD (2009). The literature (for example in Breitschopf et al., 2005) ) generally differentiates between input (resource) and output (yield) oriented measures of invention and innovation. Input measures ideally refer to the policy that is driving technological change. Output measures capture the results of the inventive or innovative process. Table 5 .1 provides a summary of these measures. With respect to the input measures, researchers would ideally like to identify the relationship between innovation and the shadow price of environmental inputs into the production process, such as pollution . However, because this shadow price, which can be influenced by regulation as outlined above, is hardly observable in reality, alternative measures are required as a proxy for this price and the incorporated policy effect. Environmental policy characteristics, the prices of polluting inputs such as energy or the required pollution abatement expenditures (PACE) are used as such a proxy. The specific effect of newly introduced policies as well as policy stringency or strictness is often of interest. Van Beers and van den Bergh (1997) and Harris et al. (2002) , for instance, applied an index as a policy measure. Countries are ranked based upon the absolute carbon intensity and the change in carbon intensity, with the lowest rank assigned to the worst performer.
Further typical variables used to assess input measures and thus the potential determinants of the innovative process are research personnel and R&D spending. In this context, the level of private R&D spending can be viewed as both an input and an output measure, as it represents an input to a company's innovation strategy and the result of supportive government policies. However, R&D data is often not available in disaggregated technology terms. Hence, the literature highlights that R&D spending might be insufficient as a measure, since this only reflects inputs into the innovative process without measuring the research output. Griliches (1990) , Jaffe (1986) and Popp et al. (2011) show that patent data may be preferable as it provides disaggregated information on innovation in terms of technology type and inventor, thus providing meaningful alternative indicators of innovation and technology diffusion. Hence, patent applications, publications, but also new products and productivity improvements have become common measures to assess the output of innovative processes. Section 6 of this paper also discusses other output-oriented measures of innovation. First, trade in goods and services related to knowledgeintensive industries such as the renewable energy industry can potentially provide insights into the impact of scientific and technological activity on industrial and economic development and the competitiveness of certain firms and industries. Second, analyses of price and technology cost developments are also regularly applied in order to identify technological change processes as well as the role of respective policies.
Benefits from technological change in RET
This paper highlights the impact of energy prices and changes in energy policy on technological change in the area of renewable energy technologies. However, there is another stream of literature worth mentioning which analyses the effect of the induced innovation on two factors, technology costs, e.g. resulting cost reduction of RES-E and (technological) national as well as international competitiveness. 7 7 A more thorough analysis of these aspects is presented in working package 2 of the project "Impact of renewable energy Sources (ImpRES)", conducted by Fraunhofer ISI, DIW Berlin and GWS and IZES.
Competitiveness and international trade
A key question in the context of environmental policy implementation is whether or not environmental regulation reduces or increases a country's competitiveness in international markets (Galeotti and Kemfert, 2004) . In light of the European Union's Lisbon agenda, devised in 2000, and the implementation of "green" recovery programmes following the financial crisis in 2008, the role of environmental policies and their potential to enhance competitiveness, resource efficiency and sustainable growth has attracted considerable attention in the academic literature and the public eye (Edenhofer and Stern, 2009) .
Theoretical studies examining the interaction between international competitiveness and environmental regulation identify two opposing hypotheses. The pollution haven hypothesis postulates that increasing environmental regulation is harmful to industry productivity and competitiveness in terms of trade as it induces higher costs for production and thus for the final product Taylor, 2003, Brock and . The opposing argument is known as the Porter hypothesis and is based on the dynamic competitiveness theory. This suggests that environmental regulatory shocks can induce cost-saving innovations that compensate for compliance costs, thus positively affecting an economy's dynamic behaviour (Porter and van der Linde, 1995, van den Bergh et al., 2000) . The strong interpretation of this hypothesis outlines that the efficiency gains and product enhancements induced by complying with environmental regulation can benefit the whole economy. Jaffe and Palmer (1997) introduce two other versions of this hypothesis. The weaker version argues that environmental regulation induces only certain innovations. This approach ignores the social value of innovation; the effects of reduced emissions on the economy and society are ambiguous. The narrowly strong version of the hypothesis suggests that stringent environmental regulation might only positively impact the domestic environmental (technology producing) industry and increase its competitiveness Palmer, 1997 ). Yet they link this interpretation of the Porter hypothesis to its strong version by outlining that these specific gains in a particular sector can potentially outweigh the cost burden borne by other sectors. The dynamic approach taken within the Porter hypothesis framework also raises questions regarding the effect of regulation on early adopters and regulation laggards, as well as regarding the role of innovation dynamics in terms of imitation, adoption and learning-by-using. In this context, the lead market literature argues that early successful innovation in one country can be successfully commercialized in a global market as well (Cleff and Rennings, 2011) . Thus, the lead market literature augments the weaker interpretation of the Porter hypothesis by suggesting that an early introduction of adequate technology support policies can create an industry with a competitive world market advantage (Beise, 2004, Beise and Rennings, 2005) if other countries follow the demand for climatefriendly technologies.
There are various empirical studies of the pollution haven hypothesis and the Porter hypothesis, but their results diverge. There appears to be no robust empirical confirmation whether regulatory costs for firms are too high and negatively affect competitiveness, or whether environmental regulation induces innovation that compensates the cost of regulatory compliance for the whole economy (Antweiler et al., 2001 , Harris et al., 2002 , Grether and de Melo, 2003 , Jug and Mirza, 2005 . Furthermore, two studies by Lanoie et al. (2008 Lanoie et al. ( , 2011 , which did not focus on competition in terms of trade, found that environmental regulation positively impacts productivity in sectors exposed to international competition. Costantini and Crespi (2008) and Costantini and Mazzanti (2012) were the first to examine OECD and EU trade with energy technologies. They provide positive evidence for the weak and the narrowly strong Porter hypothesis showing that environmental regulation can be a significant source of comparative advantage.
However, when analysing sector-specific trade and competitiveness, the development of the technological regime and the degree of industry heterogeneity have to be taken into account (Cole et al., 2005 (Cole et al., , 2010 . Currently, rather broad indices are being used based on regulation output measures such as emissions or energy intensity or the pollution abatement costs to firms (van Beers and van den Bergh, 1997 , Harris et al., 2002 , van Beers and van den Bergh, 2003 , Costantini and Crespi, 2008 , Constantini and Mazzanti, 2012 , but these might not adequately assess the impact of renewable energy policy and, thus, do not necessarily reflect the impact on the renewable energy sector. Further research is required in this field.
Technology costs' reduction
This section gives an overview of literature discussing the relationship between technology diffusion, learning and technology investment costs. The idea behind this review is to see how well technological changes induced by diffusion or increasing deployment can be captured by changes in technology costs. The objective of this section is to shed some light on the following questions:
-Does technology diffusion (measured as cumulative production) impact learning-by-doing and scaling, both of which reflect technological change? -Can learning-by-doing and scaling effects be captured by technology costs?
Diffusion and learning
Technological learning occurs at two levels: First, at the product level, e.g. size or efficiency increase of a PV module (product innovation) such that, in the case of electricity generation, the specific generation costs (LCOE) decrease. In this context, Wilson (2012) refers to up-scaling at the unit level that leads to a reduction of unit costs. Second, technological learning occurs along the production line of the product, through organizational changes, process innovations or learning-by-doing, so that the costs of producing the product (e.g. PV modules) decrease while, for instance, the product's efficiency might remain unchanged. Nevertheless, this normally entails a decrease in generation costs (final product) as well. Wilson (2012) calls this the learning effect at the industry level, which also includes manufacturing scale effects. He considers both effects -learning-by-doing and up-scaling -to be common characteristics of technology diffusion or cumulated production. This implies that increasing installations or the use of technologies will induce learning, up-scaling or innovations at the product and industry levels that in turn lead to decreasing costs. Likewise, Wilson (2012) states: "The influence of accumulating production experience on costs is captured by the concept of learning." He continues by stating that "learning is a descriptive label for a multi-faceted process of knowledge generation, application and exchange." In addition, market diffusion is a dynamic process with feedbacks (Kobos et al., 2006) to R&D and other factors as well.
Learning and technology costs
Cost curves offer a common framework to conceptualize the production costs over time in order to analyse the cost reduction effects of policy induced diffusion. Experience curves are one technique used to estimate cost curves which depict the relationship between cumulative production (reflecting learning-by-doing) and the unit costs of a technology (Kobos et al., 2006) . The Boston Consulting Group (BCG, 1968) developed this expression but added more parameters explaining the cost decrease. Experience curves are good tools to answer questions like "how much support a technology needs to become competitive,…" (IEA 2000) . Furthermore, experience curves are a relatively simple approach to describe the historical development and performance of technologies and to assess the learning investments needed to make a technology competitive (IEA 2000) . However, recent studies have provided evidence that technology costs are not determined solely by diffusion of the technology.
The study by Isoard and Soria (2001) shows that learning effects at industry level seem to be a significant driving force of productivity growth. Junginger et al. (2006) state that there is a fixed relation between learning and costs, i.e. the cost per technology unit declines at a fixed rate. Kobos et al. (2006) used a two factor experience curve approach and investigated the impact on costs of learning-by-doing (cumulated capacity), innovation and learning-by-searching (cumulated R&D spending). The results suggest that cumulative R&D expenditures are also important and should be included in the learning or experience curve. However, the findings are considered preliminary and the suggestion is to apply different formulations of the learning curve. (2007) critically analyse the use and choice of modelling and estimation strategies for learning curves. Their results illustrate a large variation of estimations for learning rates depending on the model specification and approach used. Weis et al. (2010) , Nemet (2006) , Yeh and Rubin (2012) all drew similar conclusions. Feriol et al. (2009) argue that learning-by-doing may impact the overall costs of a technology, but that the effects of single component improvements that have not yet been studied in detail could better explain the aggregated form of learning. They also point out that cost reductions may not continue indefinitely and that resource constraints or market barriers can limit the scope of further cost improvements. Regarding market constraints, Van der Zwaan et al. (2012) look at the price fluctuations of raw materials, among other things, that might increase costs. When abstracting from raw material prices they find a price reduction over time for wind offshore technologies that could be explained by economies of scale and learning-bydoing. In the case of wind and solar power, Feriol et al. (2009) investigate the impact of diverse factors like single (technical) components, public R&D, trends over time, etc. on the learning rate. For example, only a few components of the technology might be driven by learning-by-doing while others are integrated in other technologies and depend on the respective rate there. They find that, in particular, the geographic coverage (international or national) has a significant influence on the learning rate. Overall, they conclude that empirical studies of energy technology learning rates provide hardly any uniform estimates about the magnitude of these rates.
Söderholm and Sundqvist
Since the empirical evidence on wind turbine prices in the US runs counter to standard learning or experience curve analyses, Bolinger and Wiser (2012) look at other possible price drivers (e.g. labour costs, raw material prices, energy prices) of wind turbine prices -not their unit costs or LCOE. Their findings show that about 70-90% of the price changes can be explained by these factors. Exogenous factors like prices for energy and materials explain about 50% of price changes. Panzer (2012) , who also analyses the impact of energy and raw materials on investment costs, finds that learning-by-doing effects are partly compensated by price factors. In Bolinger and Wiser's (2012) work, endogenous factors like labour cost, turbine scaling, etc. that should benefit from learning explained 50% of price movements. However, these include turbine scaling (26%) that attributes to lower LCOE. So LCOE should be a better measure of learning effects than absolute turbine prices. This was applied by Hernández-Moro and Martínez-Duart (2013). They assess future LCOE based on the learning curve approach and IEA deployment scenarios for renewable energies. They derive specific policy recommendations by revealing the influence on LCOE of other factors such as solar resource, discount rate, operation and maintenance costs and lifetime of the system. Moreover, Neji (1997), Grubler (2010) and Söderholm and Sundqvist (2007) argue that cumulative production is not only an exogenous variable but the result of falling costs and that learning is not solely determined by cumulative production but influenced by innovation activities and efforts at the industry level. Thus the experience curve represents a correlation between cumulated production and costs, but is not an established method to explain falling costs.
Findings on learning rates
The general objective of the literature is to see whether the potential impact of RE deployment or diffusion of RE technologies on innovation can be captured by changes in technology costs. Overall, the discussion in the literature about diffusion, learning and technology costs centres around using experience/learning curves or rates as an appropriate means to measure the cost of a technology depending on its diffusion. An overview of ranges of technology-specific learning rates as well as the geographic coverage and time range for energy technologies is given in Panzer (2012) . They range from 7% for wind on-shore, 10% for wind off-shore to 20% for PV -all global -and 5% for biomass combined heat and power (in Sweden). A negative rate or a very high rate implies that other parameters, not taken into account in this study, are influencing the rate.
The main findings from the literature concerning the application of learning rates to technology cost assessments and hence to technology changes are depicted in Figure 6 .1 and can be summarized as follows:
• Diffusion, expressed as cumulated capacity or production, entails learning and scale effects at the industry level as well as at the unit or product level.
• These learning and scale effects can be partly captured by an experience/learning curve that reflects the relation between cumulated production and unit costs. However, the results vary due to the influence of other drivers like technical components, geographic coverage, material and energy prices, R&D spending, etc.
• Further, learning curves show a correlation but not a strong dependency between these factors. In other words, "learning is not a deterministic outcome" (Wilson, 2012) of cumulative capacity.
• Learning rates for renewable energy technologies are available and have been thoroughly discussed and analysed for wind and PV.
Figure 6.1: Diffusion, learning and technology costs
Source: Authors' composition.
In conclusion, learning curves can be used to assess the investment costs needed to reach a certain technology cost level. Since other factors can compensate or reinforce learning-by-doing effects, they need to be included. This should be done in a technology-, country-and case-specific way.
Conclusions
This literature review highlights that there are numerous motivations and requirements underlying the introduction of renewable energy policies. Starting with a brief overview of the induced innovation hypothesis, we showed that policy intervention has been an effective tool to change relative prices, thus, incentivizing innovation. The available literature on technological change in climate-friendly technologies seems to agree that market-based approaches are more effective than command-and-control measures such as introducing standards. However, it is also emphasized that various factors influence this effect, such as technology type, market structure and policy commitment and stringency.
Focusing on renewable energy technology innovation, the literature agrees that specific renewable energy policies are required in order to overcome concomitant market failures and barriers. The presence of market distortions inhibiting socially optimal investments in renewable energy innovation requires specially tailored policy intervention. We underline the fact that technology-specific policies for renewable energies are necessary complements to environmental non-technology-specific policies, such as emission trading or the introduction of carbon taxes in order to generate adequate demand in energy markets. There is still a lack of agreement here as to which technology-specific policies -renewable portfolio standards or feed-in tariffs -are more effective at inducing innovation. Additionally, we show that technology-push policies are necessary, especially in the early stages of technology With respect to methodological approaches to measuring policy efforts and technological change, we highlight the importance of different impact levels and stages within the technological change process. Additionally, we provide an overview of measures capturing policies for innovation as well as innovation output.
Finally, this paper provides a literature overview on two aspects of the effect of technological change on renewable energy technology. First, we show that there is an increasing body of evidence that environmental regulation and subsequent innovation can be advantageous for the international competitiveness of certain industries in terms of trade. Second, we shed some light on the effect that learningby-doing or searching (innovation) can have on reducing technology costs, but also point out that other factors can contribute to decreasing technology costs.
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