This article is concerned with the Titchmarsh-Weyl m ( ) function for the di erential equation
Introduction
The purpose of this work is to test and apply a method for calculating the Titchmarsh-Weyl m ( ) function for the second order di erential equation
Several potentials are treated, some with and some without analytical solutions. We ÿrst check the accuracy of the method by studying the test case q(x) = x 2 , for which m ( ) has a known analytical form in terms of special functions. We succeed in calculating m ( ) to high accuracy even close to the poles, a region which has not previously been explored in detail by numerical methods; comparative calculations show that some previously proposed methods [4] are not so accurate in this region. The high accuracy enables us to establish some numerical details about the formal spectral sum expression for the m ( ) function and to establish various relationships which are not readily available in the previous literature.
The concept of the m ( ) function arose in the classic work of Weyl [12] , in which he considered the square-integrable solutions of equation (1) on the half-open interval [0; ∞), where q(x) is real-valued and locally Lebesgue integrable in [0; ∞) and is a complex number. Eq. (1) is said to be of limit-circle type if all solutions of it are L 2 (0; ∞); if there is a solution which is not L 2 (0; ∞) for Im = 0, the equation is said to be limit-point. Weyl's classiÿcation of Eq. (1) into limit-point and limit-circle types has important consequences for the spectral theory associated with Eq. (1) in the Hilbert space L 2 (0; ∞), as further shown by Titchmarsh [9 -11] , who considered the analytic properties of the square-integrable solutions of the di erential equation and their relationship with the m ( ) function.
The analytic form for m ( ) is known in those few cases where the closed analytic form of the square-integrable solutions can be found. For example, when q(x) is a positive power of x, the only known examples are q(x) = x 2 ; for which the m ( ) function is a quotient of gamma functions, and q(x) = x, for which the m ( ) function involves a quotient of sums of Bessel functions. In view of the di culty of ÿnding the m ( ) function in closed form, numerical approaches to calculating m ( ) have been developed [2] [3] [4] 8] .
The results reported in this work were obtained by simply using the di erential equation solver NDSolve of the widely available Mathematica package. This solver uses an adaptive steplength approach to maintain accuracy throughout the integration region. It emerges from our calculations that this solver is highly e ective even for a specialized task such as the calculation of the m ( ) function and that it even compares favourably with some of the specialized programs speciÿcally designed to treat the m ( ) function.
Analytical properties of
In this paper we use the real potential q(x) = x 2 to provide a test case for our computational method. The analytic solutions to Eq. (1) involve Hermite polynomials, and arise in the quantum theory of the harmonic oscillator. The equation to be studied is
which for −∞ ¡ x ¡ + ∞ has a discrete spectrum; is taken to be complex and is written as = u + iv. It is known that the parabolic cylinder functions D n (z) of harmonic analysis [9] obey Weber's equation
The change of variable z = √ 2x, transforms equation (3) to the form
The equations (2) and (4) are the same if = (2n + 1), i.e., n = ( − 1)=2. Hence a solution of Eq. (2) for the value = 2n + 1 is
This result is valid even when is complex and enables analytical results for the m ( ) function for q(x) = x 2 to be obtained in terms of gamma functions. For the case x ∈ [0; ∞), with complex, we denote by Â(x; ) and (x; ) the solutions of the di erential Eq. (4) which satisfy the initial conditions
(0; ) = cos ; (0; ) = sin
for some ∈ [0; ], where prime denotes di erentiation with respect to x. The analytic function m ( ), unique in the limit point case, is holomorphic in the upper and lower half-planes and is such that the solution of Eq. (4) deÿned by
has the property (
From Eqs. (6), (7) and (9), we obtain and at the origin:
Let
We now consider the two cases, = 0 and = =2, in turn. When = 0 we have
Therefore
where D n (0) and D n (0) can be given [1] as
Eqs. (14) - (16) give
while setting n = ( − 1)=2 in Eq. (17), gives
The function m 0 ( ) has poles at the points = (4n − 3); n= 1; 2; : : :
because (n) has a pole at n = 0, and at all negative integer values of n. For the test case q(x) = x 2 , setting ; + 2 and − 2 in turn in Eq. (18) and using the property z (z) = (z + 1) produces the relationships
and our independent numerical results were found to satisfy these relations to high accuracy for the case q(x) = x 2 . In the case = 1 2 , the initial conditions (8) and (9) 
We then ÿnd
The eigenvalues are given by = (4n − 1), n = 1; 2; 3; : : : :
3. Numerical calculation of the function m ( ) Much research has been done on the Titchmarsh-Weyl m-coe cient, but so far theoretical studies far outnumber numerical studies, which are principally represented by the works [2] [3] [4] 8] . In the present work, extensive analysis of some analytical and numerical calculations of the m-coe cient is presented.
All the computational algorithms which have been used to calculate the Titchmarsh-Weyl mcoe cient associated with the second order di erential equation
are based on approaches which involve integrating Eq. (23) over the region 06x6X and looking at the limit X → ∞. There are two obvious ways to perform an integration over the x region considered:
1. Start at a large x value, x =X , with (X )=0, (X )=1 and integrate Eq. (23) for backwards to x = 0, forming the ratio − (0)= (0). As X is increased this computed ratio tends towards its asymptotic value m 0 ( ). 2. Start at x = 0, using two functions u and v, with v(0) = u (0) = 1, u(0) = v (0) = 0. Integrate forwards to x=X and form the ratio −v(X )=u(X ). As X is increased this ratio will tend towards the function m 0 ( ). Combining Eqs. (18) and (22) shows that
and so, in principle, the result of either forwards or backwards integration can be used to give both m 0 ( ) and m =2 ( ), although in practice one or other of the methods may be more accurate for a particular value.
In the calculations reported here we utilized Mathematica's built-in di erential equation solver. In principle X should be 'su ciently close' to inÿnity when we integrate backwards from X using the appropriate initial values. In fact, for the case of a test potential which grows rapidly with x, the X value can often be taken to be fairly small to give a required level of accuracy, e.g. X = 5 is often adequate for q(x) = x 2 . In this work, we cross-checked the accuracy of the numerical m ( ) estimates produced by our Mathematica [14] code by using various alternative numerical routines to calculate m ( ). Where the exact analytic form is known, we give the true value to 25 places, and our calculated values agree with the true value to 22 digits; in our numerical comparisons we used the Kirby code [8] with an absolute tolerance of TOL = 10 −11 -10 −14 as one of the alternative methods. Setting = 4n − 1 ± i I in the ÿrst two members of Eq. (20) gives the ratio
which will be required in our later analysis.
Parameterizations of Titchmarsh-Weyl m ( ) functions at poles
If m (z) is analytic in the upper half plane, maps the upper half plane to itself and satisÿes the Herglotz condition
then it is known that m (z) can be represented in the form [5, 6] 
where C 1 and C 2 are uniquely determined real constants with C 2 ¿0, while the spectral function ( n ) is locally bounded, non-decreasing right-continuous and satisÿes the convergence condition
The spectral density d ( )=d is given almost everywhere by
In quantum mechanical applications to the Schr odinger equation, the spectral density may be thought of as a local probability density for the energy of the system. Mathematically, the spectral density provides a complete description of the absolutely continuous spectrum.
In the case of the discrete spectrum for q(x) = x 2 , the functions m 0 ( ) and m =2 ( ) are meromorphic, and the spectral function is a step function on R. The spectrum of the di erential operator in L 2 (0; ∞), subject to Neumann and Dirichlet boundary condition respectively, consists of poles (eigenvalues) at = (4K + 1) and = (4K + 3) for K = 0; 1; 2; : : : . For = 0, the corresponding m 0 (z) can then be expressed as a sum
Setting z = 4J + 1 + iÿ with ÿ → 0 allows us to extract the coe cient C 4J +1 . At z = 4J + 1 + iÿ, the m 0 (z) function has the real and imaginary parts 
and of where S 1 (ÿ) and S 2 (ÿ) are inÿnite series in even and odd positive powers of ÿ, respectively. Our integrator was found to be capable of computing m 0 ( ) even at points very close to the poles, where it tends to inÿnity. This thus made it possible to ÿnd the residues C 4J +1 directly from Eq. (32) by using the su ciently small probe value ÿ = 10 −12 and computing Im m 0 (4J + 1 + iÿ). In this way we obtained the numerical value C 1 = 1:128379167095512573896158951 together with a long sequence of C 4K+1 values which obeyed the law
to extremely high accuracy. This result, which does not appear to have been given in the previous literature, was initially conjectured solely on the basis of our numerical calculation, which involves using Eq. (32) and approaching each pole by decreasing the imaginary part of . As pointed out by the referee, one can derive this result analytically. Setting n = K + 1 in Eq. (25) and taking the limit I → 0 yields Eq. (33) directly; even though both of the m 0 ( ) functions in Eq. (25) then have a pole at I = 0, their ratio correctly gives the ratio of the residues at these poles. The leading coe cient C 1 equals −1 times the residue of m 0 ( ) at = 1. Setting = 1 + in Eq. (18) gives
From the property z (z) = (z + 1) it follows that as → 0 the bracketed quantity in the numerator gives in the limit (1)=1. The denominator gives ( 
Numerical results and discussion
The Mathematica Code [14] gives results which compare favourably with those of more specialized codes [8] , particularly near poles of the m ( ) function. The accuracy of our results permitted the discovery or veriÿcation of various relationships which link values of m 0 ( ) and m =2 ( ) even at di erent R values and which are computationally useful. It also led to the formula (33), relating the coe cients C N in the spectral sum formalism, which had not previously been studied computationally. The poles of the functions m 0 ( ) and m =2 ( ) can be regarded as the real eigenvalues of an associated boundary value problem with Neumann or Dirichlet boundary conditions at the regular endpoint. This fact enables the pole positions to be found by a shooting process for more complicated potentials q(x). We found that the Mathematica Code [14] is also highly accurate for this auxiliary task, as conÿrmed by comparison with the method of [7] for several test cases. Tables 1 and 1a shows some m 0 ( ) and m =2 ( ) values at points very close to the poles over a wide range of values of state number n (16n6250002). It is clear that Re m ( ) is very small compared to Im m ( ) in these regions. Table 2 shows m ( ) for di erent index values K of the imaginary part I = 10 K = −96K68 for = (1 + i10 K and 3 + i10 K ) very close to the = 0 and = =2 poles, respectively. We note that as the value of K changes from 1 to 8 we ÿnd Re m ( ) Im m ( ), but when K changes from −1 to −9 the real part is almost constant while the imaginary part increases by a factor of 10 as the index K changes by −1. This is in accord with the spectral sum representation (30) of the m ( ) functions. Table 3 shows m ( ) values at R ± i10 −N ( R = 1; 3; N = 5; 9). We observed marked di erences in the behaviour of m ( ) at R ± i10
−N and at R ; we deliberately choose these critical points in order to understand the typical features of their behaviour. For example at Z = 1 ± 10 −9 + i10 Therefore, Re m 0 ( ) ∓C 1 10 9 and Im m 0 ( ) C 1 10 9 ; here we pick the dominant pole contribution. At the poles the imaginary part is dominated by the pole, and the real part is dominated by a 'background' term of Eq. (31).
In Table 3 , we compare our numerical results with analytical ones. The general agreement conÿrms the accuracy of our results; only at very large and very small values does the numerical calculation show a decline in accuracy.
The numerical results throughout Table 3 obey the necessary complex conjugation property
After making exhaustive tests for the case q(x) = x 2 we studied other potentials. Table 4 shows specimen m 0 ( ) function values for several forms of potential q(x). Three of these have analytical solutions; besides the quoted formula for q(x) = x 2 we have: (i) for q(x) = 0, [4] and to our calculations, respectively. For the potentials q(x) = x 3 ; x 10 ; sin x the full results are our calculated results and the underlined digits are those of Ref. [4] q(x) (ii) for q(x) = x, Table 5 also shows results for the cases q(x) = x 3 ; x 10 ; sin x, for various values of R and I . In all cases comparison is given with the method of [4] and with analytical results when available. The results suggest that the calculation can be extended with conÿdence to other potentials. It is important to point out that the choice of the distance X and the number of steps have played an important role in controlling the rate of convergence in our calculations. The general consideration governing our choice is that as increases the value of X and the number of steps both increase. To select the best converged m 0 ( ) we require stability of the results with respect to the variation of X and of the number of steps for a given value. This feature is made very clear in Table 5 and strengthens our conÿdence in the quoted results. Even higher accuracies can be achieved at the expense of greater computation times; in general, increasing the parameter increases the required computation time. Because of the variable precision available, Mathematica is, of course perform codes such as the Kirby one [8] which retain a ÿxed double precision accuracy, although we found that the improved accuracy generally requires greater running time than that of Kirby's code for similar calculations.
The Mathematica code used in the calculations requires the input of a maximum number of allowed steps and of a speciÿed error tolerance. It then monitors the rate of change of the solution and adjusts the step length locally throughout the integration to achieve the stated tolerance. The method used for a non-sti problem is an implicit Adams method with an order which is internally varied up to a maximum of 12 to attain the required accuracy. Since the code is a commercial product, it is not possible for a user to access the code to reveal complete details of the technique used. In new applications, it is accordingly important to use as many test cases, comparisons with other techniques and internal consistency checks as possible. In the present application this requirement has been amply fulÿlled, as the discussion indicates. Nevertheless, in view of the many works being published which use commercial packages, we wish to stress the above general guidelines about their critical application in new specialized problem areas.
6. For further reading [13] 
