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Resumen. 
El lavado de activos es un delito que trae consigo un gran número de consecuencias negativas a la sociedad en general. 
Para mitigar este problema en las entidades financieras, que es donde principalmente se presenta, se han desarrollado 
sistemas anti lavado de dinero. Lo anterior origina un nuevo problema: los falsos positivos que se obtienen a partir de 
dichos sistemas, los cuales representan para las entidades financieras pérdidas de dinero, tiempo y foco, al no tratar las 
verdaderas operaciones inusuales. Se evalúan los principales métodos de detección de operaciones inusuales de lavado 
de activos que se encuentran en la literatura, para determinar cuáles técnicas ofrecen los mejores resultados y a partir de 
estas generar un nuevo modelo que mejore los indicadores registrados. A partir de un proceso de revisión y replicación de 
metodologías de detección de anomalías encontradas en la literatura, se pudo generar un nuevo modelo que presenta me-
jores métricas a la hora de clasificar operaciones como normales e inusuales, lo cual puede representar para las entidades 
financieras una manera de disminuir las tasas de falsos positivos en sus sistemas anti lavado.
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Abstract
Money laundering is a crime that brings a large number of negative consequences to society in general. Anti-money 
laundering systems have been developed to mitigate this problem in financial institutions, which is where it is mainly 
presented. This causes a new problem: the false positives obtained from these systems, which represent financial losses 
for the financial entities, as well as time and focus, since they do not deal with the real unusual operations. The main 
detection methods of unusual operations of money laundering found in the literature are evaluated to determine which 
techniques offer the best results and from these generate a new model that improves the registered indicators. From a 
process of review and replication of anomalies detection methodologies found in the literature, a new model that presents 
better metrics when classifying operations as normal and unusual could be generated, this may represent way to reduce 
the false positive rates in their anti-money laundering systems in financial institutions.
Keywords: Classification trees, Vector Support, Metrics; Precision; Financial entities; False positives; Money laundering; 
Unusual operations; Suspicious operations; Detection.
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1. INTRODUCCIÓN
El lavado de activos es un delito cuyo objetivo es 
dar apariencia de legalidad a dineros mal habidos, que 
son producto de delitos como el narcotráfico, venta 
de armas, prostitución, extorsión, entre otros [1]. En 
Colombia, el lavado de activos se encuentra tipificado 
en el artículo 323 del Código Penal [2], en el que se 
declaran todas las actividades por las cuales se puede 
incurrir en esta conducta criminal.
Este delito mueve, según ciertos estudios, entre el 
2% y 5% del producto interno bruto mundial [3], [4], [5] 
y trae consigo efectos negativos sobre la sociedad en 
general, ya que puede distorsionar los precios de los 
bienes, alterar los diversos indicadores de un país y 
adicionalmente, puede ser un multiplicador de activi-
dades ilegales al ayudar a las organizaciones crimina-
les a autofinanciarse y a diversificar sus actividades 
delictivas [6], [7], [8], [9].
Las entidades financieras son regularmente el 
punto de entrada de este delito, debido a que los cri-
minales hacen uso de estas para ingresar los dineros 
mal habidos, y a través de un conjunto de operaciones 
intentan perder el rastro del origen del dinero, para fi-
nalmente usarlo en el sector real sin temor a que se 
averigüe la procedencia no lícita; lo que constituye los 
pasos usuales del lavado de activos: colocación, trans-
formación e integración [6].
Debido a lo anterior, en las entidades financieras 
se implementan sistemas ALD (anti lavado de dinero), 
con el fin de detectar y prevenir operaciones de lavado 
de activos realizadas en la entidad. El problema que 
surge es que estos sistemas suelen presentar un gran 
número de falsos positivos (operaciones normales que 
son reportadas por el sistema como sospechosas de 
lavado de activos) y falsos negativos (operaciones in-
usuales no detectadas por el sistema), porque por un 
lado hay operaciones que sí bien son inusuales, no son 
sospechosas, ejemplo de ello las ganancias ocasiona-
les, y por otro, la astucia de los criminales para camu-
flar los dineros ilícitos [10].
La producción de falsos positivos y falsos nega-
tivos en los sistemas ALD se considera un problema 
por sus proporciones y por sus implicaciones; para dar 
una idea de qué tanto se produce este problema, se 
toma como referencia la encuesta realizada por Dow 
Jones Risks & Compliance y ACAMS a varios encarga-
dos de sistemas ALD en el mundo, en la cual se encon-
tró que más del 44% de los encuestados respondieron 
que poseen tasas de falsos positivos mayores al 50%, 
y existen muchos casos en los cuales estos sistemas 
producen tasas de falsos positivos del 100% [11]. Las 
implicaciones de esta problemática es la pérdida de 
tiempo, esfuerzo y dinero en la investigación de opera-
ciones, que al final fueron falsos positivos del sistema, 
así como la materialización de los efectos negativos 
del lavado de activos sobre las operaciones que no 
fueron detectadas por el sistema, es decir, los falsos 
negativos.
Para mitigar la alta producción de falsos positivos 
y negativos, varias técnicas de detección de anomalías 
han sido propuestas en la literatura [12], [13], [14], sin 
embargo, estas propuestas poseen diferentes métricas, 
conjuntos de datos y variables, por lo cual los resulta-
dos no son fácilmente comparables, y de esta manera 
es difícil determinar cuál posee mejores resultados.
Por tanto, el objetivo que se plantea en este artículo 
de investigación es implementar varias de las técnicas 
más citadas en el ámbito de la detección de operacio-
nes sospechosas de lavado de activos y que posean 
la información suficiente para ser replicadas, con un 
conjunto de datos reales suministrado por una entidad 
financiera, obteniendo métricas que ayuden a determi-
nar cuál de las técnicas tiene un mejor desempeño y 
usarla como base para generar un nuevo modelo de 
detección, con mejores características. Todo esto, 
buscando contribuir a la reducción de falsos positivos 
y negativos que se producen al detectar operaciones 
sospechosas de lavado de activos en el sistema finan-
ciero, con miras a reducir los efectos negativos que 
traen consigo.
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El presente artículo se encuentra organizado de 
la siguiente manera: 1. Se presenta la metodología a 
utilizar, 2. Se detallan los resultados de las técnicas 
seleccionadas en la literatura, 3. Se desarrolla la nue-
va técnica de detección de operaciones sospechosas y 
se presentan sus resultados, 4. Finalmente se exponen 
las conclusiones.
2. METODOLOGÍA
La metodología a utilizar tiene como punto de parti-
da el problema planteado, que, en este caso, es la alta 
producción de falsos positivos por parte de diversos 
sistemas ALD y el efecto negativo que esta tiene en el 
sistema financiero y en la sociedad en general.
Para ello, se realizó un estudio del estado del arte 
de diferentes modelos de detección de lavado de ac-
tivos, en el que se observó que dichos modelos reali-
zan la clasificación de operaciones entre sospechosas 
y normales, teniendo en cuenta solo variables de tipo 
transaccional: montos, tipos y números de operacio-
nes. Con esto en mente, la pregunta de investigación 
que se desea resolver es: ¿Incluir variables sociode-
mográficas de quienes realizan las operaciones que 
deben ser clasificadas entre sospechosas y normales, 
ayuda a disminuir el porcentaje de falsos positivos?
La metodología que se seguirá para resolver la pre-
gunta de la investigación es la siguiente:
En una primera parte, se preparan los diferentes in-
sumos para realizar la implementación y comparación 
de los diferentes modelos de detección; uno de ellos 
es la selección de las métricas que se utilizarán para 
determinar las bondades de cada método y comparar-
los, selección de las variables a utilizar, obtención de 
los datos y separación de estos en las poblaciones de 
entrenamiento y validación. Es muy importante que en 
los datos obtenidos se encuentre una marcación que 
indique operaciones sospechosas reales de lavado de 
activos, con lo cual se puede tener una mayor certeza 
de los resultados.
La segunda parte de la investigación consistirá en 
replicar los diferentes métodos seleccionados de la li-
teratura y aplicárselos al conjunto de validación a uti-
lizar, el cual es el mismo para todos, incluido el que 
se implementará; sobre los resultados al aplicar los 
métodos al conjunto de validación, se obtendrán las 
métricas seleccionadas y se hará un análisis de bon-
dades y desventajas.
La última parte consistirá en crear un nuevo méto-
do de detección de anomalías, que se aproveche de la 
información sociodemográfica que fue agregada, y el 
cual busca superar las bondades de los métodos repli-
cados de la literatura.
Métricas a utilizar
Sobre las métricas a utilizar para determinar las 
cualidades de detección de cada uno de los modelos 
a analizar, son muchas las propuestas que existen en 
la literatura [15], [16], [17]. Las que serán utilizadas en 
este artículo son unas métricas básicas, pero efec-
tivas, que se obtienen de una tabla de contingencia 
como la que se muestra en la Tabla 1.
Tabla 1. Tabla de contingencia para clasificar las operaciones obtenidas
Clasificación
planteada
Verdadera
clasificación
Normal Inusual
Normal Verdadero negativo Falsonegativo
Inusual Falso
positivo Verdadero positivo
Teniendo en cuenta la siguiente convención:
VP: Verdaderos positivos
VN: Verdaderos negativos
FP: Falsos positivos
FN: Falsos negativos
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Se obtienen las siguientes métricas:
Error: métrica que mide el porcentaje de malas cla-
sificaciones, se calcula según se indica en la Fórmula 1.
    (1)
Tasa de detección: métrica que mide el porcentaje 
de operaciones inusuales identificadas correctamente, 
se calcula según se indica en la Fórmula 2.
    (2)
Tasa de falsos positivos: métrica que mide el por-
centaje de operaciones erróneamente clasificadas como 
inusuales, se calcula según se indica en la Fórmula 3.
   (3)
Precisión: métrica que mide el porcentaje de acier-
tos en las transacciones reportadas como inusuales, 
se calcula según se indica en la Fórmula 4.
     (4)
Cada una de las métricas anteriores ayudan a ca-
racterizar el modelo de clasificación; la pretensión es 
evaluar cada una de las anteriores métricas con res-
pecto a cada modelo y, a partir de estas, determinar el 
modelo con las mejores características.
Variables a obtener
Para obtener el listado de variables a solicitar a la 
entidad financiera, lo primero que se requiere es deter-
minar cuáles modelos de identificación de operaciones 
sospechosas de lavado de activos se intentará replicar.
Luego del análisis de la literatura, los modelos esco-
gidos fueron: Redes bayesianas dinámicas [18], Redes 
neuronales de base radial [19], Máquinas de soporte 
vectorial [20], Clúster de dos fases [21], Maximización 
de la esperanza [22] y Sequence Matching [23].
Las variables utilizadas por estos modelos son: 
montos de entrada y salida a las cuentas de los clien-
tes, frecuencia de entrada y salida a las cuentas de los 
clientes, tiempos entre transacciones, tipos de tran-
sacciones (efectivo, electrónica), periodo de la opera-
ción (inicio del mes, mitad del mes, final del mes) y una 
marcación que determina si la persona es o no sospe-
chosa de lavado de activos en la entidad financiera.
Las variables sociodemográficas escogidas que se 
cree pueden aportar a caracterizar mejor a quien realiza 
las operaciones y clasificarlas son: edad, ingresos de-
clarados, egresos declarados, patrimonio, ventas, seg-
mento de cliente (clasificación que le da la entidad al 
cliente), tipo de persona (natural, jurídica), ocupación, 
actividad económica, montos enviados y recibidos in-
ternacionalmente, montos desembolsados en créditos.
Obtención de datos
Las variables enunciadas en la etapa anterior fue-
ron solicitadas a una entidad financiera local, de la 
cual se obtuvo la información completamente anóni-
ma y correspondiente a un año.
Dado que algunos de los modelos elegidos requie-
ren información consolidada, lo obtenido fue separado 
en dos bases independientes, una que contiene el de-
talle, registro a registro y otra que se encuentra conso-
lidada a nivel de persona.
El número de registros de las dos bases son dife-
rentes, dada la anterior condición. La base de datos 
consolidada, como va a nivel de persona, indicando la 
actividad de cada una en todo un año, es apenas de 7 
millones de registros; mientras que la base detallada 
posee 156 millones de registros, esto es algo a tener 
en cuenta en la división de la población que será lleva-
da a cabo en la siguiente etapa.
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Población de entrenamiento y de validación
Las dos bases obtenidas en el anterior paso requie-
ren ser subdivididas en dos conjuntos independientes, 
uno de entrenamiento a partir del cual se entrenarán 
todos los modelos, aunque algunos de ellos requieran 
todos los datos o solo un subconjunto, y otro como 
población de validación, con el cual todos los mode-
los serán ejecutados y, a partir de allí, se tomarán las 
métricas con las que se determinará el modelo con las 
mejores características.
Con la división del universo de registros en estas 
dos bases, la de entrenamiento y validación, hay tres 
temas a tener en cuenta; el primero es definir cuál será 
el porcentaje de datos destinado a cada fin. Para esto 
existen recomendaciones de cómo realizar la subdivi-
sión [24], aunque esto exige cuidado cuando el con-
junto de datos es muy limitado; en el caso de esta in-
vestigación se poseen dos bases con un gran número 
de registros, así existe mayor flexibilidad a la hora de 
escoger los porcentajes; y debido a que es importan-
te tener un buen número de registros para validar los 
modelos replicados, se elige particionar los conjuntos 
de datos en 40% para la población de entrenamiento y 
60% para la población de validación.
El segundo tema a tener en cuenta es que la pobla-
ción que se está tratando no está balanceada, es decir, 
existen muchos más registros normales que inusuales. 
Esto implica que, al realizar la subdivisión en población 
de entrenamiento y validación, se debe cuidar que tam-
bién la distribución de operaciones normales e inusua-
les se mantenga en los dos subconjuntos, de lo con-
trario podría tener impacto en los resultados [25]; por 
tanto, si en el universo de datos un 98% es normal y un 
2% es inusual, esta proporción se debe intentar mante-
ner en las poblaciones de entrenamiento y validación.
Finalmente, el último asunto a considerar es que si 
bien la población está desbalanceada, algunos estu-
dios sugieren que, a nivel del entrenamiento del mo-
delo, los dos conjuntos de datos a clasificar posean un 
número similar de datos [26], [27]; esto aplica para los 
modelos que requieren tomar muestras de la pobla-
ción de entrenamiento.
La manera para realizar este balanceo de datos, 
para las muestras de entrenamiento, será el balanceo 
por debajo [28], que consiste en tomar la totalidad de 
inusualidades de la población de entrenamiento, y po-
nerlo en la muestra balanceada; seguido se elige alea-
toriamente un número igual de registros no inusuales, 
de tal manera que la muestra final para ser utilizada en 
el entrenamiento de los modelos que requieran mues-
tras más pequeñas, posean un número igual de opera-
ciones normales e inusuales.
3. IMPLEMENTACIÓN DE LOS MODELOS DE 
DETECCIÓN
Con los pasos previos realizados, ya se cuenta 
con bases detalladas y consolidadas, tanto de entre-
namiento como de validación, además tienen todas 
las variables requeridas por los modelos estudiados, 
adicional a ello se obtuvieron las métricas a calcular 
con las cuales se determinarán los pro y contras de los 
modelos de detección, solo resta implementarlos con 
la información obtenida y discutir los resultados que 
estos ofrecen.
En las siguientes secciones se resumen las técni-
cas utilizadas, los modelos matemáticos en los que se 
sustentan y los resultados obtenidos al replicar dichas 
técnicas, partiendo de los datos de validación que 
se poseen; sin embargo, no se dará el detalle de las 
mismas, ya que se relacionan los artículos originales 
expuestos por sus autores, por sí se desea mayor pro-
fundización.
Redes bayesianas dinámicas
La primera técnica es la implementada por Raza y 
Haider, que consiste en la utilización de una red baye-
siana dinámica para la obtención de datos anómalos 
en el ámbito del lavado de activos [18].
La implementación de esta técnica está separada 
en tres etapas; la primera, de segmentación, en la que 
cada uno de los individuos es asignado a un grupo con 
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el que comparte características comunes, con el que 
se realizan fácilmente comparaciones. La segunda 
etapa corresponde a la identificación de la Red Baye-
siana Dinámica de cada uno de los grupos en los que 
se segmentó la población. La tercera y última etapa 
es la de identificación de anomalías, que se hace con 
base en la Red Bayesiana identificada en la etapa ante-
rior y con una métrica especial creada por los autores 
de esta técnica de detección, denominada AIRE (índice 
de anomalía utilizando rango y entropía).
Los resultados de esta técnica, luego de ser repli-
cados con los datos y variables que se poseen, son los 
presentados en la Tabla 2.
Tabla 2. Resultados implementación Red bayesiana dinámica
Modelo Red Bayesiana Dinámica
Número de muestras 2.957.028
Error 0,89%
Verdaderos positivos 197
Verdaderos negativos 2.930.627
Falsos
Positivos 19.034
Falsos negativos 7.170
Tasa de detección 2,67%
Tasa de falsos positivos 0,65%
Precisión 1,02%
Se puede concluir de las mediciones anteriores, lo 
siguiente:
• Los puntos positivos de la técnica radican en las 
bajas tasas de error y de falsos positivos, pero los 
puntos negativos están en la poca precisión y la 
muy baja tasa de detección, lo que vuelve la técnica 
poco aplicable como modelo principal de detección.
• Por otra parte, este modelo aún se podría con-
siderar un modelo de filtrado, con el que se elimi-
narían muchos registros de la muestra que no son 
anómalos, y que pueden ser utilizados por modelos 
más precisos para obtener mejores resultados.
Redes neuronales de base radial
Este modelo de detección fue generado utilizando 
la técnica de redes neuronales de base radial, para ob-
tener las transacciones anómalas dentro de un conjun-
to de datos [19].
El modelo se divide en tres partes, la primera es la 
obtención de las variables de entrada, que antes de ser 
analizadas por el modelo, son normalizadas de manera 
que sus valores estén en el rango 0 a 1. El segundo 
paso corresponde a la conformación de las n capas 
ocultas, que posee la red neuronal, a partir de los datos 
de entrada y utilizando un algoritmo de APCIII Clúster 
que resulta en un número n de grupos que se debe-
rían conformar; y de estos grupos se obtiene el ancho 
gaussiano de los mismos, indispensable para ejecutar 
el modelo. Finalmente, el último paso consiste en en-
contrar los pesos con los cuales se puedan mapear las 
capas ocultas a las de salida, siendo dos (probabilidad 
de ser usual y probabilidad de ser inusual), para esto 
se utiliza un algoritmo de RLS con el que se completan 
los datos solicitados por el modelo.
Dado lo anterior, se ejecuta el modelo con la pobla-
ción de entrenamiento y posteriormente se envía la 
población de validación para obtener los resultados de 
clasificación y realizar las mediciones planteadas; los 
resultados están presentados en la Tabla 3.
Tabla 3. Resultados modelo de Red neuronal de base radial
Modelo Red neuronal de base radial
Número de muestras 4.514.994
Error 52,47%
Verdaderos positivos 18.117
Verdaderos negativos 3
Falsos positivos 2.127.981
Falsos negativos 5.779
Tasa de detección 75,82%
Tasa de falsos positivos 52,62%
Precisión 0,76%
Fuente: elaboración propia.
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La conclusión sobre este modelo fue:
• Se puede observar que este modelo posee una bue-
na tasa de detección, no obstante, la tasa de error 
es demasiado alta, al igual que la tasa de falsos pos-
itivos; mientras que la precisión se mantiene muy 
baja, por lo cual es un modelo de poca aplicabilidad 
en un ambiente real.
Máquinas de soporte vectorial
Este modelo utiliza la técnica de máquinas de so-
porte vectorial, para realizar hiperplanos que dividan la 
población entre usual e inusual, a partir de la población 
de entrenamiento, con el cual se logra clasificar la po-
blación de validación [20].
La técnica consiste básicamente en dos pasos; en 
el primero se determinan las variables a ingresar y se 
les realiza un pequeño proceso de transformación, que 
busca estandarizar el rango de cada una de estas; el 
segundo consiste en ingresar los datos que recibe la 
técnica, que son el factor de control y el castigo por 
mala clasificación; teniendo esto presente basta con 
entrenar el modelo con individuos de la población de 
entrenamiento y posteriormente realizar la clasifica-
ción de la población de validación. Una vez realizado 
esto, se obtienen las métricas que se consignan en la 
Tabla 4.
Tabla 4. Resultados máquinas de soporte vectorial
Modelo Máquina de soporte vectorial
Número de muestras 4.514.994
Error 2,61%
Verdaderos positivos 13.860
Verdaderos negativos 4.383.436
Falsos positivos 107.662
Falsos negativos 10.036
Tasa de detección 58,00%
Tasa de falsos positivos 2,40%
Precisión 11,41%
Las conclusiones sobre este modelo son las si-
guientes:
• Este es el modelo más interesante hasta el momen-
to, ya que posee una tasa de error baja, una tasa de 
detección significativa, además una tasa de falsos 
positivos baja y su precisión es alta comparada con 
las métricas anteriores.
• El problema que podría surgir de esta técnica es el 
alto volumen de datos clasificados como inusuales, 
en total 121.522 datos, que representa un gran 
número de inusualidades para ser atendidas por un 
equipo de Compliance.
Clúster de dos fases
El Clúster de dos fases se basa en la modificación 
de una técnica de clasificación en conjunto con un mo-
delo de escogencia de grupos anómalos [21].
Como su nombre lo dice, esta posee dos fases; en 
la primera fase propone que sobre el grupo de datos 
se realice una técnica de clasificación por medio de 
un algoritmo de K medias, pero este algoritmo ha sido 
modificado de tal manera que no le importe que el nú-
mero de individuos de los grupos que entregue quede 
desbalanceado.
La segunda fase toma los grupos arrojados en la 
primera fase y calcula sobre el promedio de distancia 
de estos, un árbol de expansión mínimo sobre el cual 
se elimina la arista más grande para obtener así dos 
poblaciones separadas y, mediante un conteo de ele-
mentos en estas poblaciones, se determina el conjunto 
inusual.
Al comparar la clasificación realizada con la pobla-
ción de validación, se obtienen las muestras que se 
presentan en la Tabla 5.
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Tabla 5. Resultados Clúster de dos fases
Modelo Clúster de dos fases
Número de muestras 4.514.994
Error 0,530%
Verdaderos positivos 7
Verdaderos negativos 4.491.045
Falsos positivos 53
Falsos negativos 23.889
Tasa de detección 0,029%
Tasa de falsos positivos 0,001%
Precisión 11,67%
Las conclusiones sobre este modelo son las si-
guientes:
• Se observa en las métricas obtenidas que el error 
y la tasa de falsos positivos es muy bajo, lo cual es 
positivo, pero la tasa de detección también lo es. 
Por otra parte, la precisión comparada con las an-
teriores es alta.
• Este modelo, aunque tenga una tasa de detección 
tan baja, aún puede ser aplicable en el mundo real, 
gracias a que los resultados arrojados por esta 
técnica son pocos y aunque esto suceda entrega 
datos inusuales, asimismo, el esfuerzo que llevaría 
estudiar todos los casos arrojados no es tan eleva-
do y se está obteniendo buena recompensa al repor-
tar varias operaciones que en efecto son inusuales.
Maximización de la esperanza
Este modelo busca por medio del algoritmo de 
maximización de la esperanza, encontrar de manera 
iterativa el conjunto de datos que maximiza la probabi-
lidad de ser inusuales [22].
Esta técnica es no supervisada, por lo que no re-
quiere conocer si los individuos son inusuales o no en 
la etapa de entrenamiento, pues en un número de itera-
ciones realiza la agrupación de los individuos en varios 
grupos, en los cuales mide ciertas métricas para deter-
minar la correctitud de estas clasificaciones, cuando 
llega al final del número de iteraciones parametrizadas 
o no supera la tolerancia indicada, arroja cuál de los 
grupos formados es el inusual.
Al llegar a los resultados de transacciones anóma-
las, se obtienen las métricas definidas, las cuales se 
presentan en la Tabla 6.
Tabla 6. Resultados Maximización de la esperanza
Modelo Maximización de la esperanza
Número de muestras 4.514.994
Error 0,530%
Verdaderos positivos 10
Verdaderos negativos 4.491.015
Falsos positivos 83
Falsos negativos 23.886
Tasa de detección 0,04%
Tasa de falsos positivos 0,002%
Precisión 10,75%
Las conclusiones sobre este modelo son las si-
guientes:
• Este modelo también presenta una tasa de error 
baja, tasa de falsos positivos baja, pero una de de-
tección baja. La precisión es razonable vistos los 
modelos anteriores.
• Al igual que el modelo de Clúster de dos fases, los 
resultados son muy pocos, pero dentro de estos hay 
operaciones sospechosas, lo cual le da aplicabilidad 
en el mundo real evaluando el esfuerzo/ganancia.
Sequence Matching
Secuence Matching tiene un enfoque diferente y 
en vez de observar una transacción, observa una se-
cuencia de esta comparándola simultáneamente con 
secuencias de referencia para determinar si son in-
usuales o no [23].
Esta técnica se realiza en cuatro partes; una en 
la que para cada variable se obtienen umbrales, para 
determinar a partir de qué punto se puede considerar 
el valor como “muy grande”; en la segunda se selec-
cionan las transacciones en las que por lo menos una 
variable de una operación supere el umbral definido 
anteriormente; en la tercera se seleccionan transac-
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ciones de referencia; y en la cuarta se comparan las 
transacciones elegidas en la segunda con las elegidas 
en la tercera y las que definitivamente tengan un com-
portamiento diferente a dichas operaciones de refe-
rencia son clasificadas como inusuales.
Al implementar esta técnica con la población de va-
lidación se obtienen las métricas que se presentan en 
la Tabla 7.
Tabla 7. Resultados Sequence Matching
Modelo Sequence Matching
Número de muestras 3.437.420
Error 1,6%
Verdaderos positivos 383
Verdaderos negativos 3.381.921
Falsos positivos 47.257
Falsos negativos 7.859
Tasa de detección 4,64%
Tasa de falsos positivos 1,38%
Precisión 0,8%
Las conclusiones sobre este modelo son las si-
guientes:
• De esta técnica hay poco que rescatar, si bien la 
tasa de errores y de falsos positivos es relativa-
mente baja, la tasa de detección y la precisión tam-
bién lo es, lo cual le resta mucha aplicabilidad en el 
sector real.
4. IMPLEMENTACIÓN DEL NUEVO MODELO
A partir del conocimiento adquirido al implementar 
los anteriores modelos, obtener las métricas de cada 
uno y poder observar sus fortalezas y debilidades, se 
formula un nuevo modelo con el cual se espera conse-
guir mejores indicadores.
De las técnicas revisadas, la que presenta métricas 
más robustas en cuanto a que maneja errores bajos, 
con una tasa de falsos positivos también baja, pero 
una tasa de detección y una precisión decente, es la 
técnica de máquina de soporte vectorial; entre sus 
virtudes se encuentra la capacidad de filtrar un gran 
número de operaciones no inusuales manteniendo un 
grupo de inusualidades considerable, no obstante la 
desventaja radica que en un ambiente real esa canti-
dad de registros puede llegar a ser difícil de atender en 
profundidad.
Por otro lado, se tiene una técnica sencilla de im-
plementar, pues sus resultados siguen siendo decen-
tes y, sobre todo, es aplicable en el sector real debi-
do a que con muy poco esfuerzo se pueden obtener 
operaciones inusuales en un gran conjunto de datos; 
esa técnica es la de clúster de dos fases. Otro aspecto 
importante de esta es que toma varias técnicas y las 
aplica consecutivamente a un conjunto de datos para 
ir refinando los resultados encontrados.
En ese orden de ideas, tomando esos dos aprendi-
zajes obtenidos luego de la replicación de los diferen-
tes modelos de detección estudiados, el que la máqui-
na de soporte vectorial sirve como buena técnica para 
filtrar datos no inusuales y que se pueden encadenar 
métodos diferentes a un grupo de datos para obtener 
mejores resultados, se forma el nuevo modelo de de-
tección que se plantea en este artículo.
El modelo que se plantea en la presente investi-
gación posee cuatro fases; en la primera de ellas se 
determina qué variables serán utilizadas en el modelo, 
para ello se utilizará la población de entrenamiento y 
se realizará un proceso de selección de variables Bac-
kward, Forward y Stepwise sobre el total de variables 
contra la variable respuesta, si la persona tuvo opera-
ciones inusuales o no. Luego de ello, se tomarán todas 
las variables que por lo menos hayan sido selecciona-
das por uno de los métodos anteriores.
En la segunda fase se aplicará la técnica de máqui-
na de soporte vectorial sobre las variables selecciona-
das en el anterior paso; esto en la población de entre-
namiento. El objetivo de la técnica en este punto será 
filtrar operaciones no inusuales tratando de disminuir 
la población y manteniendo un número considerable 
de operaciones inusuales.
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En la tercera fase, sobre las operaciones que supe-
raron el anterior filtro se construirá un árbol de clasifi-
cación, con el objetivo de obtener un conjunto de da-
tos no tan amplio como la población de entrenamiento 
inicial y que tenga las características de transacciones 
capaces de superar el filtro de las máquinas de sopor-
te vectorial; pero como siguen siendo operaciones de 
entrenamiento, mantienen la marcación de si la ope-
ración es inusual o no, a partir de lo cual se crea el 
entrenamiento del árbol de clasificación.
La última fase consiste en aplicar en la población 
de validación las fases dos y tres, con lo cual sus da-
tos serán filtrados gracias a la técnica de máquina de 
soporte vectorial entrenada en la fase dos y con las 
variables obtenidas en la fase 1; posteriormente será 
aplicado, sobre los datos restantes, el árbol de clasifi-
cación entrenado en la fase tres; y los que sean clasi-
ficados por este como inusuales, serán los reportados 
como tal por la nueva técnica.
Al aplicar estas cuatro fases sobre la población de 
validación se obtienen las métricas observadas en la 
Tabla 8.
Tabla 8. Resultados nuevo modelo
Modelo Nuevo Modelo
Número de muestras 4.514.994
Error 0,66%
Verdaderos positivos 1.756
Verdaderos negativos 4.483.282
Falsos positivos 7.816
Falsos negativos 22.140
Tasa de detección 7,35%
Tasa de falsos positivos 0,17%
Precisión 18,34%
Como se puede ver, comparativamente son muchas 
las bondades de este nuevo modelo sobre los modelos 
estudiados y contrastados anteriormente, la precisión 
obtenida del 18.34% mejora en un 57.16% más la me-
jor precisión obtenida hasta ahora que era la del clús-
ter de dos fases; las tasas de error y de falsos positivos 
siguen siendo significativamente muy bajas, del 0.66% 
y 0.17%, respectivamente; lo más importante del mé-
todo es la cantidad de registros que al final reporta 
como sospechosos, tan solo 9.572 individuos, tenien-
do en cuenta el gran número de individuos del que se 
parte originalmente (4.514.994 individuos), el que se 
tenga un método que clasifique a una cantidad no tan 
significativa como sospechosa teniendo una precisión 
bastante buena según los indicadores de referencia 
resulta provechoso, porque este número de registros 
brinda la posibilidad de realizar una investigación mi-
nuciosa en cada uno de los individuos marcados como 
sospechosos por el modelo; así gran parte del esfuerzo 
realizado no se perderá y sube considerablemente la 
cantidad de reportes realizados a los entes superiores.
5. TRABAJOS FUTUROS
Los resultados de la implementación del modelo 
creado fueron positivos en comparación a lo revisado 
en la literatura; no obstante, hay modelos más robus-
tos que pueden ser empleados con el fin de refinar mu-
cho más los resultados, porque si bien lo arrojado es 
aplicable en la vida real con un resultado aceptable, 
continúa siendo alto el umbral de operaciones no de-
tectadas.
Esta investigación otorga un punto de partida so-
bre la utilización de variables no transaccionales en la 
detección de operaciones sospechosas de lavado de 
activos, y cómo éstas pueden ayudar a la obtención de 
mejores resultados.
6. CONCLUSIONES
Este artículo da cuenta de una breve introducción 
al problema del lavado de activos, las consecuencias 
de este en la sociedad y de cómo las entidades finan-
cieras trabajan para mitigar su impacto implementan-
do sistemas de detección de lavado de activos, con 
lo cual se introduce un nuevo problema que radica en 
poder detectar efectivamente el lavado de activos sin 
producir altos índices de falsos positivos, pues esto 
ocasiona pérdida de recursos como tiempo de perso-
nas encargadas de investigar estas operaciones y di-
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nero de las entidades financieras, además que la poca 
eficiencia de los sistemas de detección da cabida a 
que se materialicen los riesgos del lavado de activos.
Al implementar las principales metodologías de la-
vado de activos encontradas en la literatura, las cuales 
solo hacen uso de variables transaccionales y no tie-
nen en cuenta una caracterización de quién realiza la 
operación, se compararon con unas métricas definidas 
en el artículo, estableciendo que la técnica que más 
bondades ofrece es la máquina de soporte vectorial. 
Este conocimiento y la experiencia obtenida al imple-
mentar las otras técnicas permitió crear una nueva, 
la cual, sí hace uso de variables sociodemográficas 
de quien realiza la operación, y fue evaluada con las 
mismas métricas, así se estableció que ofrece mejores 
resultados.
Finalmente, la nueva técnica implementada consis-
tió en la utilización del mejor modelo estudiado, que 
es la máquina de soporte vectorial, así los datos arro-
jados por este fueron posteriormente utilizados por un 
árbol de clasificación consiguiendo ser refinados y se 
obtuvieron mejores resultados.
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