In collaboration with Heathrow airport, we develop a predictive system that generates quantile forecasts of transfer passengers' connection times. Sampling from the distribution of individual passengers' connection times, the system also produces quantile forecasts for the number of passengers arriving at the immigration and security areas.
Introduction
Passengers arriving at an airport often experience delays, especially at immigration and security.
These delays are caused in large part by the volatility and uncertainty in arrival patterns of passengers at immigration desks and security lanes. Airports and airlines have long invested in optimizing and controlling aircrafts' arrivals and departures (Barnhart and Cohn 2004 , Lohatepanont and Barnhart 2004 , Lan et al. 2006 , Atkinson et al. 2016 . Once passengers have disembarked, however, airports have little knowledge of passengers' whereabouts in the airport. Improved passenger tracking in real time, in particularly transfer passengers, would enable airports to better serve their passengers, stabilize and predict departure times, and plan resourcing needs.
Flights landing or departing from international hubs often carry a high proportion of connecting passengers. For example, the vast majority of the flights traveling through Heathrow, the busiest airport in Europe with more than 75 million passengers each year (Heathrow 2016) , have at least 25% connecting passengers. Missed connections are the third leading reason for filing a complaint with an airline (MacDonald 2016) . Therefore, it is critical that the passengers' transfer journeys are optimized to ensure the airport can fulfil its mission to "give passengers the best airport service in the world" (Ferrovial 2016 ).
We take a passenger-centric approach to studying transfer passenger flows in the airport. Motivated by our collaboration with Heathrow, we develop a system that predicts the distributions of the connection times of international arriving passengers. With these distributions, airport decision makers can identify passengers with high chance of missing their outbound flights, and take proactive action to reduce missed connections. Here, the connection time is defined as the time difference between a passenger's arrival at the airport, i.e. when their plane arrives at its gate, and their arrival at airlines' conformance desk, which is the last check point before passengers progress to immigration and security. The system also samples from the distribution of each passenger's connection time to predict the passenger flows, or the number of arrivals at the conference desk. These forecasts are updated every 15 minutes based on real-time data. In addition to the average number of arrivals, we also predict quantiles to enable robust resource planning for peak and trough passenger flows. The system is currently in use at Heathrow airport, informing the resourcing of immigration desks and security lanes, informing airlines of late passengers, and facilitating improved collaborative decision-making.
Passenger delays and passenger flow management have already received some attention in the literature. Wei and Hansen (2006) build an aggregate demand model for air passenger traffic in a hub-and-spoke network, and find that airlines can attract more connecting passengers by increasing service frequency. Barnhart et al. (2014) develop a methodology for modeling delays of the domestic passengers in the United States, and study the key factors that affect the performance of the National Air Transportation System. In their paper, they mention that lack of passenger travel data has made it difficult for researchers to explore passenger centric problems. To the best of our knowledge, no studies relating to passengers' transfer journeys exist that are based on actual data of passengers' travel information.
Our paper is the first to study passengers' transfer journeys using airport data, and provide decision support in real time. Real-time data has been used for decision-making in other contexts (Bertsimas and Patterson 2000, Mukherjee and Hansen 2009) . Most of these studies, however, focus on air traffic problems. Additionally, the integration of machine learning, big data, and real-time decision making has received only limited attention in the literature (Shang et al. 2017 ). Our study is also the first of its kind to exploit large data sets of flight and passenger information using customized machine-learning algorithms.
A predictive system that can be implemented at the airport must meet three requirements. First, the approach must produce both accurate point forecasts and well-calibrated quantile forecasts. Second, the operational plan needs to be updated frequently; and thus, any predictive system developed must be capable of generating forecasts rapidly. Third, the model needs to be intuitive in the sense that it enables airport managers to understand the key factors that influence passengers' connection times. This third requirement was essential in order to secure the buy-in of Heathrow teams for scaling up implementation.
The predictive model is based on the regression tree method (Breiman et al. 1984) . The interpretation of the results summarized in a regression tree is intuitive compared to other advanced machine learning methods (Friedman et al. 2001) . Although the regression tree method has been widely used to make point forecasts in business (Eliashberg et al. 2007 , Ferreira et al. 2015 , Xue et al. 2015 , few have applied it to make prediction intervals. In this study, we first train and tune a regression tree using Heathrow's historical data. Next we fit a Gamma distribution to each leaf of the regression tree in order to generate quantiles of the passengers' connection time. Other machine learning algorithms, such as quantile regression forests (Meinshausen 2006) , can also generate prediction intervals. These methods, however, are often time-consuming and are typically treated as a black box.
Given real-time information, we categorize passengers based on the regression tree, and compute the corresponding distribution of their connection times. We also simulate connection times from each of the passengers' distributions, and calculate the number of passengers arriving at immigration and security areas within 15 minute windows. The connection times of passengers travelling on the same flight are assumed to be correlated. Such correlations are incorporated using Gaussian copulas.
We find that the prediction intervals become wider as dependencies increase, and the copula-based simulations make our forecasts more accurate.
Several results are derived from the regression tree model. First, we report key findings on significant factors that affect passengers' connection times, based on a reduced version of the tree. Second, we compare the performance of our regression tree model in forecasting individual connection times against a naïve model, and four other methods that are widely used in the machine learning community: linear regression, quantile regression, quantile regression forest and gradient boosting machine with a quantile regression objective. Finally, we compare the performance of our regression tree model in predicting number of arrivals at immigration and security areas against a naïve model and the linear regression. Given the simplicity of the regression tree, we anticipated trading off accuracy for improved interpretability and run time. Surprisingly, the single regression tree performs favorably in both point forecasting and quantile forecasting.
Our work offers the following contributions. First, to our knowledge, we are the first to develop a predictive system using real-time data to forecast passenger movements at an airport. Second, we make use of a popular machine learning algorithm to produce distributional forecasts instead of point estimates. In order to derive insights from the model, we define a stable tree such that the tree is easy to interpret, and the findings from the tree do not vary much when retraining the model. Third, our system provides individual and aggregate level predictions simultaneously. Finally, we identify key factors that influence passengers' connection times. When combined, these contributions assist practitioners and academics looking to use machine learning to solve practical problems.
The system was first tested in a live trial at Heathrow in July 2016. Following this, it was adapted for stability, prior to being fully implemented in 2017. Accuracy tests over July and August 2017 suggested that the average accuracy of the model outperformed Heathrow's existing methods. Following the positive feedback and results so far, Heathrow is planning to extend the system to enhance other airport processes. We are currently in discussion with Aéroports de Paris, who manage the three biggest international airports in Paris, to implement a similar system.
Problem Description
In 2015, a third of Heathrow's passenger traffic, or approximately 24 million arriving passengers, were connecting passengers, moving through Heathrow to other destinations. When compared with transfer passengers arriving on domestic flights, those arriving on international flights have more complex journeys and an increased level of interaction with Heathrow stakeholders. For instance, international arrival passengers need to go through security at Heathrow, while domestic arrival passengers can go directly to their boarding gate after landing. The transfer journey of passengers arriving on international flights is the focus in this study.
The journey for Heathrow connecting passengers is not dissimilar to other international hubs.
Typically, once an international flight lands at Heathrow and the passengers disembark, connecting passengers follow signs for flight connections. Passengers arriving at Heathrow Terminals 2, 3, or 4 transfer to Terminal 5 using a shuttle bus. Upon arrival at Terminal 5, passengers check in at the The focus of our study is on forecasting connection times between passengers' arrivals at the airport and their arrivals at Terminal 5's conformance desks. These forecasts of the arrival time at the conformance desks will allow the airlines to predict which passengers are at risk of missing their outbound flights. Given these predictions, the airlines, with the support of the Passenger Flow Manager, will be able to expedite late passengers. The forecasts of the number of passengers arriving at the conformance desks will also support making decisions on allocating security resources. Moreover, with the predictive model, point and quantile forecasts can be generated in real time, allowing both managers to plan for peak and trough passenger flows.
In this study, we utilize data on 3.7 million passengers arriving from international flights and departing from Terminal 5 to train the model. While our study focuses on Terminal 5 departures, the system has been extended to include other terminals. There are two major constraints to consider:
the availability of real-time data and the time needed to adjust plans. For example, it usually takes a Security Flow Manager more than half an hour to move staff between terminals. To guarantee that a manager has enough time to make adjustments, the forecasts should be provided as soon as new data comes in. This requires an effective procedure that can produce accurate forecasts ahead of time.
The Predictive Model
In this section, we begin by describing the data used to train and test the predictive model. We follow with details about the model itself and the process of selecting tuning parameters. Insights from the model and accuracies of its predictions are presented in Section 4. All the code of this study is available from the authors.
Data Processing
The data sources available at Heathrow can be classified into two categories: flight level data and passenger level data. The flight level data provides detailed information on departures, arrivals, and aircraft features (e.g., aircraft body type) for individual flights. The passenger level data records each passenger's travel information, such as their travel class.
Historical data for all of 2015 was used to train and test the model. This data was collected from three data sets: the Business Objective Search System (BOSS), the Baggage Daily Download (BDD), and the Conformance data sets. The BOSS data contains all flight information data. The BDD data records every piece of connecting baggage through Heathrow on the previous day. Each of the records also contains passenger information, such as passengers' arriving and connecting flight number. The
Conformance data, provided on a daily basis, stores the records of passengers' boarding pass scans at the conformance desks.
The data sets were consolidated in Microsoft Access. As shown in Figure 2 , the BDD data was exported from a MySQL server, and the Conformance data was merged from daily CSVs into a single CSV. Next the BDD and the Conformance data sets were joined, resulting in a new table containing all rows from both data sets as long as there was a match between the dates, outbound flight numbers, and passenger seat numbers. If there was no match, the data was discarded. Finally, flight-level information was added to the new table by mapping inbound flight dates and flight The target variable of our study -passengers' connection times ∆t -was calculated as the time difference between the arrival time at the airport and the arrival time at the immigration and security areas. Here, the arrival time at the airport and at the immigration and security areas are approximated by the "on-chock time" in the BDD data set, and the "local conformance time" in the Conformance data set, respectively. The "on-chock time" is recorded when the chocks of an aircraft are in place, meaning the aircraft has landed and is parked at the gate. The "local conformance time"
is recorded when the boarding pass is scanned at a conformance desk, and the passenger progresses to the immigration and security areas. Although ∆t is the target variable in our predictive system, in practice we report arrival times at immigration and security for managers at APOC to use in their daily decision-making.
The data was cleansed for rerouted passengers, negative connection times, and connection times greater than the 99% quantile. The resulting data set contains approximately 3.7 million passenger records and 30 variables. The median and mean of ∆t are 27.0 minutes and 30.5 minutes, respectively.
Feature Engineering
It is well known that feature engineering, or creating new input features for machine learning models, is a key part of building an accurate predictive model (Domingos 2012) . Every problem is domainspecific so that better features are often the deciding factor of a model's performance. In this study, we create seven features relying on Heathrow experts' knowledge of the aviation domain and the connecting passengers' journey. The features which are engineered are:
Inbound flight region and outbound flight region. Airports in the data set are grouped into four categories based on their retail market regions provided by Heathrow: Europe, East Asia, North America, and rest of the world. According to the data we collected from 2015, the majority of international aircrafts landing at Heathrow were from Europe (39%) and North America (37%).
Similarly, the destinations of most flights departing from Terminal 5 were also in these two regions (33% for Europe and 30% for North America).
Punctuality of the arriving flight. Punctuality is defined as the time difference between the actual on-chock time of an inbound flight and its scheduled arrival time. Passengers on late flights might collectively be affected, e.g. in cases of lack of gate availability. In general, 74% of the flights arriving at Heathrow over 2015 are reported to land within 15 minutes of their scheduled arrival times . According to our data, we find that there is a long variability in the punctuality of international arrival flights, with a mean of 42 minutes and standard deviation of 55 minutes.
Hour of the day the arriving flight lands at the airport. A passenger can move faster through the airport during hours when the airport is not busy. The busiest hours in 2015 were 6:00 -7:00 and 12:00 -13:00, both with an average of 28 international flights landing at the airport.
Compared to other time periods during a day, the airport was relatively calm after 16:00 and before midnight. On average, only 16 flights arrived at the airport per hour during this period. Arriving flight load factor and connecting flight load factor. The load factor is calculated as the ratio of the actual number of passengers to the capacity of the flight. Passengers arriving on a flight that is relatively full may need more time to disembark from the aircraft. The mean load factor of the flights in our data set is 0.79, which is slightly higher than the overall average load factor at Heathrow (Heathrow 2016).
A full list of the 37 variables is shown in Table A Table A.2 and Table A .3 in the Appendix.
The Regression Tree Model for Connection Times
We first select a random 80% of the days in the data as the training set, and the remaining 20%
as the test set. We randomly select days instead of passengers' records because of the convenience of predicting passenger flows, or the number of passengers arriving at the conformance desk within certain time windows. The training set is used to tune two parameters of the tree -the maximum depth of the tree and the minimum size of the leaf node.
The scoring rule we use to evaluate the forecasts is the popular pinball loss function (Jose and Winkler 2009 , Hong et al. 2016 , Grushka-Cockayne et al. 2017 . Given a realization y, the pinball
In this study, we score the median, or the 0.50 quantile, and the 0.05, 0.25, 0.75, and 0.95 quantiles that describe the central 50% and 90% prediction intervals. The point forecast we score is the median, and we use the mean absolute error (MAE) to measure its accuracy. The pinball loss function of the 0.50 quantile is equivalent to one-half times the mean absolute error.
The predictive model built in this study is based on the regression tree method. In most cases, the interpretation of the results summarised in a regression tree is simple. This simplicity is not only useful for the purpose of rapid prediction, but can also yield intuitive explanations on why observations are predicted in a particular manner.
The regression tree method is widely used in generating point forecasts; however, relatively few studies have applied it to produce quantiles. We obtain distributional forecasts from a regression tree. After the regression tree is fit, each of the leaves represents a segment of the passengers, and thus contains a number of observations. We find that the majority of the leaves have instances that follow right-skewed distributions. We fit several distributions that can capture right skewness, such as the Gamma and Gumbel distributions. The Gamma distribution stands out because of its out-of-sample accuracy based on the average pinball score over five quantiles. Given a connecting passenger's information, the regression tree will first determine which leaf (or segment) this passenger belongs to; the Gamma distribution attached to this leaf will then provide the quantile forecasts of this passenger's connection time, and the probability of this passenger being late for his onward flight. Another way to model the distribution is to directly use the empirical distribution of the observations within each leaf. This method, however, requires loading in all 3.7 million observations when running simulations in the next session. We choose the parametric method due to its convenience and efficiency.
To avoid overfitting to the training set with a too complex tree, the maximum depth of the tree, d max , and the minimum number of observations, l min , in each leaf are tuned using a five-fold cross validation approach. The tree is fit -for a range of values of the two parameters (5 < d max < 25
with an increment of 1; 100 < l min < 1500 with an increment of 100) -to 80% of the data in the training set, and the pinball loss of the 0.05, 0.25, 0.50, 0.75 and 0.95 quantiles are computed and then averaged in the remaining 20%. This is done in turn for each fold, and the five pinball scores are averaged. The results of the grid search suggest the optimal d max and l min should be 15 and 700, respectively. The tree with these optimal tuning parameters partitions the transfer passengers in our training set into 2,591 segments.
Quantile Forecasts for Arrivals at Immigration and Security
We use the leaf distributions from the regression tree to generate predictions for the number of passengers arriving at immigration and security. Since Heathrow's security resources are planned in 15 minutes intervals, we use similar windows to construct passenger flow patterns. It is difficult to derive analytical expressions for the distribution of the number of passengers arriving at immigration and security, due to our choice of the Gamma distribution in Section 3.3 and the need to assume passengers' connection times are correlated. Therefore, we generate quantile forecasts by running simulations rather than directly applying analytical results.
We simulate connection times for each of the passengers arriving at Heathrow. For each simulation and each 15-minute interval, we calculate the number of passengers arriving at the immigration and security areas. The distribution of the passenger flow in a 15-minute interval is then approximated by the empirical distribution constructed by the number of arrivals obtained from the simulations.
For each 15-minute interval, we only consider passengers arriving in the previous 150 minutes, which is the longest connection time we find in the training set.
Not all passengers travel independently. Many passengers travel in groups, and thus it is important to consider correlations between passengers' connection times. Technically, information is only available for assigning passengers to the same flight. Therefore, in the simulation, we apply a copula approach to incorporate correlations of passengers on the same flight (Nelsen 2007) . Similar to the tuning parameters of the regression tree, the copula parameter is selected using the five-fold cross validation approach.
Different copulas can capture different dependence structures. For example, the Gumbel copula exhibits greater dependence in the upper tail than in the lower, perhaps assuming that slower passengers with longer connection times are more correlated. The Clayton copula, on the other hand, exhibits the opposite, or greater dependence in the lower tail. In our study, however, we select the symmetric Gaussian copula, as the differences of the out-of-sample accuracies among using the three copulas were found to be insignificant.
Results
Next we present several results derived from our predictive model. We first introduce a new way to define a stable tree. We then highlight a few key findings from the stable tree. Finally, the accuracy of our model in predicting connection times and passenger flows is compared against several benchmarks.
Key Findings from the Model
Although the tuned tree has more than two thousand leaves, we progress with a reduced version of the tree. The reason of using a reduced tree is twofold. First, a tree with over a thousand leaves is too complex to interpret. Second, the regression tree method is known to be unstable, and small changes in the training set or different settings of the tuning parameters may cause dramatic changes in the leaves. The reduced version of the tree partitions the passengers into only a few segments, making it easy to explain why a passenger's connection time is predicted in a particular manner. This tree is also relatively stable, which gives us more confidence to generate insights from it.
We define a tree to be stable if it follows two conditions. First, the structure of the tree stays the same when it is fit to different subsamples of the data, and with different settings of the tuning parameters. Here, same tree structure means the splits rely on the same features, and the sequences of these features chosen to be split are the same. Second, the deviations of variables' cutting points across the trees fit to different subsamples and tuning parameters need to be within an acceptable level. To obtain such a stable tree, we first visualize the trees trained using the five folds and with different tuning parameters. We find that the structure of the first four levels of splits remains stable.
The coefficients of variation of the variables' cutting points that appear in the first four levels are within 6%. This reduced version of the tree is also visually manageable so that we can easily derive insights from it.
The first four levels of the tree have partitioned the passengers into 16 segments. we highlight four key findings regarding passengers' connection times.
Key Finding 1: Key Factors
The key factors that impact passengers' connection times are (1) whether or not the passenger arrives at Terminal 5, (2) whether or not the passenger arrives from a European Union (EU) country, (3) perceived connection time, (4) whether or not the passenger is in economy class, (5) Hour of the day the arriving flight lands at the airport, (6) Arriving flight's stand type (pier serviced or remote stand), and (7) the total number of passengers on the arriving flight.
Although our predictive model contains 19 predictors, the first four levels of the tree only use seven of them. Therefore, we treat only these seven features listed above as the key factors that impact passengers' connection times. Figure 4 (a). The coefficient of variation within a segment, defined as the ratio of the standard deviation to the average connection time, is however negatively correlated with the average connection times. Therefore, when taking the average connection time into account, the higher the connection time, the more predictable the journey. Moreover, although the segment with the shortest average connection time has the lowest standard deviation, it is the least predictable when considering the magnitude of the mean.
Key Finding 2: Factor Interactions

Accuracy of Forecasts for Individuals' Connection Times
Among the methods that can generate quantile forecasts, four are widely used by the machine learning community: linear regression, quantile regression, quantile regression forest, and gradient boosting machine (Hong et al. 2016) . Quantile regression and the gradient boosting machine estimate different quantiles independently, possibly resulting in lack of monotonicity in the estimated quantile function.
This longstanding problem is also known as the quantile crossing problem (Bassett and Koenker 1982) . Chernozhukov et al. (2010) propose a method of rearranging the curve into a monotone curve. However, this rearranging method requires the entire quantile regression function, and thus the estimates of thousands of quantile regressions, making the method computationally expensive.
Linear regression and quantile regression forest are able to produce monotone quantiles. Linear regression is also easy to fit and usually runs fast. However, it does not perform well with non-linear relationships and complex interactions. Quantile regression forest is a generalization of the random forest and is competitive in terms of predictive power. However, it is time consuming and typically treated as a black box.
We compare our regression tree model with these four methods and a naïve forecast on the test set.
The naïve model of predicting passengers' connection times is based on their arrival terminals, the most important predictor given by our regression tree. Specifically, given a new passenger's arrival terminal, the quantiles of her connection time are predicted as the quantiles of the connection times of passengers arriving at the same terminal in the training set. The linear regression and the quantile regression are fit to all 19 variables that were selected as predictors in Section 3.3 and their 252 pairs of interactions.
The other two methods, quantile regression forest and gradient boosting machine, have tuning parameters to avoid overfitting. Quantile regression forest fits independent trees and constructs conditional distributions from these trees. It has several tuning parameters, such as the number of trees in the forest and the minimum node size. Gradient boosting is an ensemble technique in which the regression trees are not fit independently, but sequentially, learning from one tree to the next. Since these two methods are extremely time consuming and require large memory size, we are limited in our ability to fit all 19 variables. Instead, we fit the models to the seven key factors identified by our regression tree. We tune the number of trees and the learning rate of the gradient boosting machine.
For the quantile regression forest, we set the number of trees and the minimum node size to 100 and 1000, respectively. It takes more than six hours to train the quantile regression forest on a machine with 16 cores.
Among all six models shown in Table 1 , our regression tree has the lowest average pinball loss (2.73) and is best at three of the five quantiles. Not surprisingly, the naïve model performs the worst with an average pinball loss of 3.38. The quantile regression forest and the gradient boosting machine, which are often considered as advanced machine learning methods with high accuracies, perform worse than the second best model, the quantile regression. The weak performance of these two advanced machine learning methods is likely due to the fact that only seven variables were used to train the models. In terms of point forecasting, our regression tree model has the lowest MAE.
The difference between the MAE of our regression tree model and the second best model, however, is not significant.
While our regression tree approach is not significantly more accurate in generating point forecasts of passengers' connection times, it can be easily applied to forecast the number of passengers arriving at immigration and security. The current implementation of quantile regression forests in leading machine learning tools, such as R or Python, does not provide complete leaf-distributions as outputs.
As mentioned above, the gradient boosting machine and the quantile regression fit quantiles independently. To construct an empirical distribution and simulate from it, thousands of models need to be fit and stored, making the model-training process inefficient. The crossing problem inherent to these two models may also make it difficult to construct empirical distributions. 
Accuracy of Aggregate Forecasts for Arrivals at Immigration and Security
We use the five-fold cross validation approach to search for the copula parameter giving the most accurate predictions for passenger arrivals at immigration and security areas. The average pinball score over five quantiles calculated over peak hours is used to select the copula parameter. If the sum of the actual number of passengers arriving in a given 15-minute interval and those of the previous three 15 minutes is above 200, this 15 minutes interval can be regarded as part of a peak hour (De Reyck et al. 2016 ).
Based on the grid search on the five folds, setting the correlation to 0.5 provides well-calibrated forecasts whereby the correct percentage of realizations falls within the 50% and 90% prediction intervals. This correlation provides the lowest average pinball loss as well. We also notice that the prediction interval becomes wider as the dependencies between passengers' connection times increase.
We construct a naïve model as a benchmark to predict passenger flows. For each day in the training set, we calculate the number of passengers arriving at immigration and security areas during each 15-minute interval. These numbers of passengers across all days in the training set are then used to construct the distribution of the passenger flows. Since linear regression has an assumption that the error terms follow a normal distribution, we can easily simulate from the model and generate quantile forecasts for passenger flows. Similar to our regression tree model, the optimal Gaussian copula parameter is obtained using the five-fold cross validation.
Next we measure the accuracy of the models in predicting passenger flows over peak hours. The pinball losses and the MAE of the forecasts are presented in Table 2 . Our regression tree model outperforms the other two models in all five quantiles. The MAE of the point forecasts generated by our model is also the lowest. The differences in the pinball losses and the MAE between the regression tree and the linear regression model are statistically significant at the 0.1% level. Figure 5 presents the prediction intervals for a randomly selected day from our test set. These prediction intervals are generated by the naïve model (Figure 5a ), the linear regression (Figure 5b) , and the regression tree model using independent and copula-based simulations, Figure 5c and Figure 5d, respectively. It is easy to observe the accuracy of the point forecasts from the regression tree model. The prediction intervals produced when assuming independence (Figure 5c ) are clearly much narrower than when using copula-based simulations (Figure 5d ). Such narrow intervals could result in overconfidence and misjudged decisions regarding peak activity.
Real-Time Implementation
With the predictive model at hand, we worked with Heathrow's APOC to develop an application for forecasting individual connection times, and the flow of transfer passengers into the immigration and security areas in real time. We use these predictions to also calculate the probability of a passenger missing her connection, and the expected number of late passengers for each outbound flight. The application generates forecasts on a rolling basis and updated every 15 minutes. A prototype of the predictive system was first tested at Heathrow in 2016.
Real-Time Input Data
Real-time data was exported from the Airport Flight Operations System, also known as IDAHO.
IDAHO contains all the required flight level information. Real-time passenger level information was obtained from Passenger Transfer Message (PTM) files. These files are sent by the airline when a flight takes off from an origin airport. PTM files are currently the only real-time data source that contains passenger level information. How far in advance of the flight's arrival these files get sent by the airline has a significant impact on the accuracy of our predictions; for instance, missing PTMs can cause forecasts to underestimate the passenger flow. According to Heathrow, PTMs for 95% of the passengers are received more than 60 minutes prior to arrival, 88% more than 90 minutes, and 68% more than 120 minutes prior to arrival. Therefore, to ensure that there is sufficient data to enable the predictive model to provide accurate forecasts, the forecasting window chosen for the application was 90 minutes.
It should also be noted that the actual on-chock time will not be available if an aircraft is en-route.
In this case, we used estimated on-chock time to calculate the punctuality of the arriving flights and the passengers' arrival times at the conformance desk. If we had neither of the actual or estimated on-chock time, we used the actual time of operation, the estimated time of operation, or the scheduled time of operation. If none of these five fields were presented in IDAHO, we dropped the record.
Forecasting Application
A prototype for real-time forecasting of passenger connection times was developed using a Python GUI scripting interface. Forecasts were generated every 15 minutes, on a rolling basis, for the next 90-minute time window. At the start of each iteration, the application collected real-time information of passengers who have arrived in the previous 150 minutes or will arrive in the next 90 minutes.
The application ran for approximately three minutes on a typical Heathrow machine, and generated as output several CSV files containing individual level and aggregate level forecasts. Plots were also generated to visualize the forecasts of transfer passenger flows.
In the application, users can set the granularity of the passenger flow and the forecasted timehorizon. Forecasts with different granularities are generated for different purposes. For example, the forecasts of passengers arriving in every 5 minutes provide detailed flow profiles, while the forecasts of passengers arriving in every 15 minutes can be used to adjust resourcing plans. Figure 6 shows an example of the output for the forecasts of individual connection times generated at 12:00 on July 1, 2016. Each row in the file represents the forecast for one passenger. In addition to the quantile forecasts of passengers' arrival time at immigration and security areas, this file also contains probabilities of these passengers being late for their connecting flights. Here, a passenger is considered to be late if they arrive at immigration and security later than 30 minutes before the scheduled departure time of the connecting flight. The 30 minutes threshold is often used by the airlines to rebook late passengers. Heathrow and the airlines can easily identify which passengers are at risk of missing their onward flight based on the forecast probabilities. Given this information, they would be able to expedite late passengers and facilitate early re-booking. 
Implementation and Impact
Our predictive system has been implemented at Heathrow since 2017, integrated into the APOC's Dynamic Model of Operations (DMO) system. The probability of a passenger missing her connection appears in a "Connection at Risk" table, and the passenger flow at the Conformance desks is shown in a "Transfer Security Flow" table. The forecasts of the number of late passengers for each departing flight are provided to APOC's connections team who liaise with the airline.
The predictive system is based on the Azure Machine Learning platform. The regression tree is retrained daily with rolling five years of historical data. Unlike our initial approach that fits only Gamma distribution to the terminal nodes, the predictive system in practice fits multiple distributions, including the normal, exponential, Gumbel, Weibull, and Gamma distribution. The system then selects the best distribution for each leaf, according to the in-sample fitting performance. The results show that the Gamma distribution appears to be the best distribution in more than 80% of the cases. On the day of operation, the real-time data is read from Heathrow's SQL server into Azure ML in every 15 minutes. The forecasts for the next 90 minutes are then saved in CSV format to an Azure Blob storage, which is designed to store excessively large quantities of data files.
The Flow Managers in the APOC are currently using the predictive system to optimize the operation for a smoother and more predictable service. Passenger experience has been improved through reduced queuing, as capacity and resourcing along the journey more closely match with the dynamic demand. In addition, the managers are able to identify passengers who are at risk of missing their connection, and work with Heathrow and airline teams to assist and expedite their journeys.
An accuracy test of the expected passenger flows has been conducted over July and August 2017.
The MAE of the forecasts generated from the new predictive system is 38.7, which is 21% lower in comparison to Heathrow's previous system that only generates static predictions the day before operation.
Encouraged by the good results, Heathrow's APOC has expanded the usage of the predictive system to enhance other airport services. Demand forecasts for bags and passengers with restricted mobility have now all been developed using predictive techniques. In addition, real-time prediction of the direct departure flows has been developed to support the optimization of direct security operation.
The team is now looking at how these techniques could be applied to other parts of the passenger journey such as surface access and trolley operations.
Conclusion and Future Work
In this paper, we offer a first study of passengers' transfer journeys using data provided by Heathrow airport. We develop a system to provide real-time information about transfer passengers' journeys through the airport. This information is vital for the airport in order to best serve the passengers, the airlines, and their employees.
Our study makes advanced machine learning accessible to managers with no background working in data science at the APOC. It also enables the APOC to move from fragmented data and Excel based reporting to a more sophisticated data science environment. The capabilities demonstrated by this study inspired institutional investment in improving data science skills. Moreover, the impact of this work extends beyond Heathrow's APOC, with interest expressed by Aéroports de Paris.
The work here demonstrates the usefulness of the regression tree method. Although simple in nature, it provides accurate predictions and easy interpretations. While other models served only as benchmarks here, we encourage continuous exploration of alternative models for improvement.
For instance, we can imagine that ensembles, or a combination of several models, could result in improved performance. In addition, since only few existing machine learning methods are designed to generate the entire quantile function, we encourage future work to focus on developing superior models in forecasting whole probability distributions. Summary inbound aircraft body 55% of the flights' body type was "Narrow", the others were "Wide" outbound aircraft body 51% of the flights' body type was "Narrow", the others were "Wide" ib hour The busiest hours in 2015 were 6:00 -7:00 and 12:00 -13:00, both with an average of 2 8 international flights landing at the airport.
pax travel class 73% of the passengers traveled in economy class ib terminal 65% of the passengers arrived at T5, the others arrived at other terminals ib stand type 91% were pier serviced, the others were remote stand ob stand type 90% were pier serviced, the others were remote stand ib region 39%, 36%, 6%, and 19% of the passengers were from EU countries, North American, Asia, and rest of the world ob region 49%, 30%, 5%, and 16% of the passengers traveled to EU countries, North American, Asia, and rest of the world The numbered nodes are the leaf nodes shown in Figure 3 .
