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TWO-SIDED Lp ESTIMATES OF
CONVOLUTION TRANSFORMS
GARY SAMPSON
Let / and g be two Lebesgue measurable functions on the
real line. Then the equation
= ί
+
~ f(t)g(χ - t)dt
defines the convolution transform of / and g. In an earlier
paper [4] we obtained sharp upper and lower estimates for the
expression
(A) sup
1 E l S
(
where p — 1,2 and 4, with applications to Fourier transform
inequalities. This paper contains estimates of (A) for all
values of p(p*zl) in the case where E — ( — oo, + oo). For
example, one of our theorems implies the following:
"If gf is bounded and has compact support for all i, then
there exists a constant K, l/(p + ΐ)* ^  K S (pf + l)*^-1)*,
such that
(A) = K Γ \**~Kgΐ* - gϊ) (gt* - gt)\*d{%) ."
Jo
Here gt are preassigned decreasing functions and the sym-
bol fι ~ gf means
I {x: \fi(x) I > y} I = I {x: gΐ(x) > y} i for all y > 0 .
Introduction* In an earlier paper [4], we obtained sharp upper
and lower estimates for the expression
(A) sup I Ή Λ ' ' Λ * ••• *fn)(n)d(x)
fi~ot i E
\E\ ύu
where ψ{v) = u, u2. R. O'Neil obtained sharp upper and lower esti-
mates when ψ(u) — u and n — 2, [3, Lemma 1.5]. Our results coincide
with his for this case.
We were able to apply our estimates for the case ψ(u) = u2
(^-arbitrary) to classical Fourier transform inequalities of Hardy and
Little wood.
The main problem of this paper is to determine whether or not
one can obtain the same types of upper and lower estimates for the
functions ψ(u) = up, p > 1. We have, in fact, obtained such estimates
for a class of functions ψ containing the class ψ(u) — up. We are
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able to prove [see Theorem 2.12 and Corollary 2.18 of this paper]
that there exist p, q > 1 such that
(gt* - g:)(χ)]d(χ)
i H ( / l * ••• *fn)(x)d(x)
Jo
In proving our estimates, we use as a major tool Lemma 2.4 which
contains the following inequality:
p =II- Γ * -!l a? Jo =
All the functions /, #, which appear in this paper will be non-
negative, Lebesgue measurable functions for which | {x:f(x) > y} \ < oo
for every y > 0. By the statement f(x) == g(x) we mean that \{x:f(x) Φ
g{x)} I = 0.
I* Preliminaries* The idea of considering the decreasing rear-
rangement /* and symmetrically decreasing rearrangement / of a
function / for finding sharp inequalities of convolution transforms
was first noticed by Hardy, Littlewood and Pόlya [1, Chapter X],
Since all our estimates are in terms of /* and / , we shall start by
defining these concepts.
DEFINITION 1.1 We say the functions / and g are equimeasurable;
we write f~g, if
I {x:f(x) > y } \ = \ { x : g(x) > y] I f o r a l l y > 0 .
DEFINITION 1.2 By f*(x), we denote a function such that
( i ) /*(#) decreases for x > 0
and
(ϋ) / * - / •
Further, for x > 0 we set,
f**(x) = λ \ f*{t)dt ,
X Jo
and finally, we set f(x) = /*(2 | x \).
In a similar manner, we can discuss the decreasing rearrange-
ment of a sequence of nonnegative numbers al9 α2, •• ,α n . That is,
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we rearrange this sequence into a decreasing sequence. The new
sequence is denoted by αf, α*, •••, α*. This sequence is characterized
by the following two properties:
( i ) aϊ ^ af ^ ^ ai ,
and
( i i ) N d a t I a , > y}) = N({af \ af > y}) f o r a l l y > 0 .
For a given set A, N(A) stands for the number of points in A.
Therefore, if ψ e C(— ^ , + oo)? ψ i s increasing, and ψ(0) = 0, we
have
Also, if /(;> 0) is a step function with compact support, then
S -foo j +oo
ψ(f(x))d(x) = — \ ψ(y)d(m(f, y)). Where the second term is a
- c o JO
Riemann-Stieltjes integral with m(f,y) = \{x:f(x) > y}\. Now by a
limiting argument, we see that
f(f(x))dx = Γ Ίr(f*(x))d(x)
^ JO
for all functions / such that m(/, y) < co for y > 0.
A nonnegative sequence (μ^lZ is said to be symmetrically decreas-
ing if aQ^1aι — α_! ^ ^ αw = α_w ^ . It is well-known [1,
Theorom 375, p. 273] that the convolution of symmetrically decreasing
sequences is again a symmetrically decreasing sequence. The previous
statement also holds if the term "sequence" is replaced with the term
"function".
LEMMA 1.5.3 The function h
n
{x) — g^g2 * * gn(%) is a sym-
metrically decreasing function.
Let (α*), φi) and (c^ ) be given symmetrically decreasing sequences.
If a nonnegative sequence (α*) can be rearranged to equal (α*) term-
for-term, then we write (α, ) ^ (α^).
Pόlya [2] had asked: When is the sum S = Σ
r + s + ί = 0 α A ^ , for all
rearrangements of the a'
τ
s, b'8s, c[s (where (α4) — (α<), (64) — (&<), (c4) —
(c"i)) the greatest? Hardy and Littlewood answered this question [2]
by proving the general statement
1
 This equation holds without any restriction on f; however, we need these restric-
tions in order for equation (1.4) to hold.
2
 This is the counterpart to (1.3) for functions.
3
 The proof can be found in [4].
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Σ a
r
b
s
ct - - ^ Σ δrδsCί . . . .
r+s + ί-| =0 r+s + t-] =0
They were later able to prove the theorem for functions [1, Theorem
379; p. 279] which we now state.
THEOREM A (Hardy and Littlewood).4
(1.6)
 r
^ 5 (+O°r1(ί)(/1 * . . . *fn)(t)dt = [+~ r(t)hΛ(t)dt .
In (1.6) if we set r*(x) = χ[J,«], then the estimate on the right
S «/2 A%(£)cί(£). In Theorem B, we give our estimate of (1.6)
-«/2
which has many advantages over the above estimate.
THEOREM B.3 If gf* is finite for each x, then there exists a con-
stant K, 1/2*1"1 ^ K ^ 1, such that
(1.7)
sup I (/
x
*/2 * . . . *fn)(x)d(x)
\E\£u JE
= Ku \ x*-2(gϊ* - gf) {gt* - gΐ)d{x) .
Here, K depends on u and gf, gt , gt.
If we set R
n
(oή = d/(d(x)){x \ dv(vn~2(gf* — gf) - (g** — g*)), then
JίC
by combining Theorem A with Theorem B we see that there exists
a constant K ( l / ^ " 1 <^  K ^ 1) such that
Ul2
 h
n
{x)d{x) = κ\Ud(x)R
n
(x) .
~«/2 JO
In general, the right side of (1.8) (our estimate) is easier than
the left side to determine. For example, take g*(x) — l/xXi, with
0 < λ4 < 1. Thus, we see that Rn{x) plays an important role in the
solution of (1.7). In the next lemma, we state some important pro-
perties of this function.
LEMMA 1.9.6 // tn~2 (g** - gf) . . . (g** - g*)eL(a, «>) for each
a > 0, then the function R
n
(x) has the following properties:
4
 The case n = 2 appears in the cited reference; however, the general case is easily
derivable from it.
5
 One of the properties of R
n
{x) is that
Γ R
n
(x)d(x) = w Γ (s—'te** - g*) '"(9Γ- g*Wx).
JO Jtt
6
 This lemma can easily be verified.
TWO-SIDED LP ESTIMATES OF CONVOLUTION TRANSFORMS 351
(a) R
n
{x) ^  0, x ^ 0,
(b) R
n
{x) decreases, x ^ 0.
(c) Γ R
n
{t)dt = x[~ dt(t~*(gf* - Qΐ) (gV - fl£)).
JO Jx
(d) [ R
n
{t)dt - ^ ( α ? ) = xn(gr - &*) (</?* - fl£).
Jo
II* Two-sided estimates* As has been stated earlier, our main
problem here is to show that there is a constant K > 0 such that
S +o ••• *)(x)d(x)
W * - Λ*) ••• toί* - gt))d(χ)
where ^?, * ,^ί are preassingned decreasing functions and the su-
premum is taken over all fίs such that/* ~ gf. We obtain this result
for ψ's that are a proper subclass of the convex functions (see Defini-
tion 2.7) Let us begin by developing properties of this class of ^'s.
DEFINITION 2.1. We say that a function f e V ( A ) on [α, 6], if
1. f(a) = 0
2. ψ'(t) exists for £ e [α, 6]
3. 0 ^ ψ'(t) and increases (decreases) for te[a, 6].
LEMMA 2.2. 1/
1. f e V cm [0, oo)
2. 0 ^ /, ^  e L
x
[0, ^] /or each u >0
3. ί*/(ί)dί ^ Γ flr(ί)dί /or ^ > 0
Jo Jo
4. /(£) decreases for t ^ 0, ί/ιβ^
Γ t^ [U ψ(g(t))dt for u^0.
Jo
Proof. First let us assume that / and g are continuous on [0, oo)#
Since f e V we get by the Mean-Value-Theorem
- f{f{t)) ^ ψ\f{t)){g{t) -
Therefore,
[ψ(g(t)) - f{f(t))dt ^ [ ψf(f(t))(g(t) -f{t))dt
Jo Jo
and by the second Mean-Value-Theorem for integrals there is a
0 ^ £ ^  u such that,
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Now we apply a limiting argument to get the general case.
LEMMA 2.3. // ψe V on [0, ©o), £fom
sup (+ ψ(ft * . . . *fn)(x)d(x) = (+~ ψ(hu(x)d(x)) .
/ 4 J J
Proof. In Theorem A set r*(ί) = Z[Of«](i), then we find that
Γ"χ*(*)(/i * -*f
n
)(x)d(x) £ Γ/2 K(x)d(x)
J—°° J—«/2
where | 2?| ^ t6.
Therefore,
( / i * ••• *fn)*(*)d(x) ^ ( « ( o ; ) d ( a ; ) for u^O.
Jo
By Lemma 2.2 this implies
Γ t((Λ * *f*)*(x))d{x) ^  (W ψ{K{x))d{x) for ^ ^ 0 .
Jo Jo
Hence,
Thus by (1.4),
~ψ[(Λ* *fn)(x)]d(x) ^ \+ψ(K(x))d(x) .
o J
T o s a y t h a t geLp(0, <»), m e a n s
We shall henceforth use the symbol || | |p to mean the pth norm over
LAO, °°).
LEMMA 2.4. If ge Lp(0, ») for p > 1,
1 f*
-U"
a; Jo
1/p + l/pf = 1. In particular, for the case p — 2 we get that
1
X Jo
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^ =
 n
 'I x I = n
e l s e w h e r e
Proof Let a M -no j. g
n
(x)
and suppose that feL
ι
(λ L^. We see that
[f(t)g
n
(t)dt = i- (V(*17- +
Jo % Jo Jo
o χ
ι
 \Jo
by simply differentiating both sides for u e [^ , m] and then letting
>7 —> 0. Therefore,
(2.5)
Since 1/p + 1/p' = 1 we have,
\\g
n
\\P= sup Γ/(ί)flfn(ί)dί ^ sup
9* -
0? Jo
1) 1_
X Jo
We also have that
— g»-g»(χ)\\ ^
X Jo U P X Jo
+ \\9n\\p
Therefore,
{p + 1) n II a?
Since geLp(0, oo), we finally see that
1) for each n
f || 0II, ||(p + 1) N x Jo
The case p — 2 follows immediately from (2.5).
DEFINITION 2.6. We say that a function ψ e V (p, g) on [α, b] if
there exist 1 < p and 1 < q such that ψllp e V on [α, b] and n/r1/9 e A
on [α, &].
For example, the functions ψ(x) — xr with r > 1 belong to V(^> ?)
on [0, oo] where p — r — e and <? = r + ε for some suitably chosen
ε > 0.
LEMMA 2.7. If ψe V(p, [0, oo) f ψ(f*(t))dt
Jo
<
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— Γ
4- l)q Jo
where 1/p + l/pf = 1.
Proof. First, since f e V (p, q) on [0, oo), this implies there exist
p,q>l such that ψllp e V and fUq e A Thus,
ψ^(l/x\j* -/*(»)) ^ ^ 1/P(l/»JV*
Now by applying Jensen's inequality we see
(2.8) Wl/ajV* - /*(
V Jo
Now by (2.8) we get that
\ Jo j \p x Jo
and by applying Lemma 2.4 we find
Since α/r1/? e A we have that
W - (V* -/*(»
V a; Jo
- (V*) ~
x Jo /
^ — (V1 / f f(/*) ~ t 1 /
X Jo
Therefore by Lemma 2.4 we have that
W— (V* -
V X Jo
1 Γ x
X Jo
THEOREM 2.9. // ψe\/(ρ,q) on [0, oo) αwd
then
1 1 f°° -l
t)' + 1) (2n~1)a Jo
<
gl
* ~
 gl)]d{x)
^ (q + 1)' 'fo?* - fiff) (gV ~ g:)]d(x)
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where 1/p' + 1/p = 1.
Proof. By (1.8), where 1/2*-1 ^ K ^ 1, we see that
Γ h*(x)d{x) ^  Γ E
n
(x)d(x) ^  2%~1 Γ h*(x)d(x) for % ^  0 .
Jo Jo Jo
Since both i2
m
 and hi are decreasing, this implies by Lemma 2.2
(2.10) 1
£ jr(2<-ιh:)(x)d(x) .
Jo
Now applying Lemma 2.7 to (2.10) we see that there exist a p > 1
and # > 1 such that
(2.11) * Γ v(λ:)(*)d(*) ^ Γ t ( - Γ Λ. - J2.
(^ + 1)? Jo Jo \χ Jo
and
(2.12) Γ t ( - Γ Λ. - B
n
(x))^ {p' + 1)» Γ
Jo \ x Jo / Jo
Since f 1 / ? eA, this implies
^/«(ί) = [*φ(v)dv
Jo
where 0 < φ and is decreasing on [0, oo).
Therefore for α ^  1,(2.13) f(at) ^ α9
Now applying (2.13) to the right side of (2.12) we conclude
(2.14) Γ Jλ [ R
n
 - B
n
(x)) £ (p' + l)»(2-r Γ
Jo \ x Jo / Jo
We then apply Lemma 1.9(d) and Lemma 2.3 to (2.11) and (2.14) to
obtain our result.
COROLLARY 2.15. / /
Γ (R
n
(x))rd(x) < - ,
Jo
then
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( r '+ l ) (2-y '• L - 9Ϊ) - to* - βi)]'d(x)
-
 s u
ξ [ 2 [(/ι*/.*•••*Λ)(&)N(s)
^ (r + 1)" Γ [ α - ' f o * * - gf) •••(</**- flr*)Ms)
Jo
where 1/r + 1/r' = 1 αraZ r ^ 1.
Proof. Apply Theorem 2.9 with τ/τ(u) = ur and g = r + ε, p =
r — ε with ε > 0. Then, let ε go to zero.
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