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Energy transfer by a wave transmitted from one nondissipative system to another
In the May 2017 issue, Mishra argues that the same function s /(1 + s) 2 of an appropriate dimensionless parameter s describes the transfer of energy from one system to another in four different physical situations. 1 His third and fourth examples are of a classical and a quantum mechanical plane wave, respectively, incident on a boundary separating one homogeneous semi-infinite medium from another. Both are described by a wave equation and so it is not surprising that one gets the same functional form for their transmittances. Even Mishra's second example of a head-on elastic collision between two masses could be thought of as part of a Newton's cradle in which energy is transferred by direct collisions. That could then be described as a mechanical wave pulse propagating along a line of mechanical oscillators.
However, I think the analogy is imperfect for his first case of an emf with internal resistance r in series with a load resistance R. Unlike the other three situations, this one is dissipative, with the incident energy (electrical in this case) becoming irreversibly converted into another form of energy (thermal in this example). In his second, third, and fourth examples, there is no such energy conversion. Furthermore, one cannot really say that energy is "transferred" from the internal to the load resistor, unlike say example 2 where kinetic energy is collisionally transferred from one mass to the other. Finally, at most only half of the incident (electrical) energy in the first example can end up as (thermal) energy in the load resistor, unlike in the other three examples where when s = 1 all of the incident energy ends up in the transmitted system. In point of fact, the "available energy" should properly refer to I = 2 /(R + r) rather than 2 /r. But in that case, the energy transferred to the load resistor ratioed to the available energy is (1) which is maximized for s ➝  and not for s = 1. A better electrical circuit example would be a pair of coupled LC oscilletters
Energy transfer in two-body collision
In this section, we consider an example of head-on elastic collision of two bodies in one dimension. 3 Here let us consider a mass (m 1 ) coming with momentum P 1 colliding with a mass (m 2 ) initially at rest (P 2 = 0), and then mass m 1 moving with momentum P 3 and the other mass m 2 moving with momentum P 4 . So we write the equation for momentum conservation before and after the collision as
And for conservation of energy we have
Solving these two equations, the momenta P 3 and P 4 after collision are given in terms of P 1 as
.
So energy transferred to the second body of mass m 2 can be written as (8) Since the initial available energy is , and we take m 1 /m 2 = s, we find that 
Significance of a Recurring Function in Energy Transfer
Subodha Mishra, Siksha 'O' Anusandhan University, Bhubaneswar, India T he appearance of a unique function in the energy transfer from one system to the other in different physical situations such as electrical, mechanical, optical, and quantum mechanical processes is established in this work. Though the laws governing the energy transformation and its transfer from system to system are well known, 1 here we notice a unity in diversity; a unique function appears in various cases of energy transfer whether it is a classical or a quantum mechanical process. We consider four examples, well known in elementary physics, from the fields of electricity, 2 mechanics, 3 optics, 4 and quantum mechanics. 5 We find that this unique function is in fact the transfer function 6 corresponding to all these physical situations, and the interesting and intriguing finding is that the inverse Laplace transform 6 of this transfer function, which is the impulse-response function of the systems when multiplied by a factor of -½, is the solution of a linear differential equation for an "instantly forced critically damped harmonic oscillator. " It is important to note that though the physical phenomena considered are quite distinct, the underlying process in the language of impulse-response of the system in the time domain is a unique one. To the best of our knowledge we have not seen anywhere the above analysis of determining the unique function or its description as a transfer function in literature.
Electrical energy transfer to a resistance
In a DC electrical circuit consisting of an emf (e) having internal resistance r and an external resistance (load)R in series, the current 2 in the circuit is given as (1) The power transferred to external resistance R is given as ,
where s = R/r. Hence we get the ratio of energy transferred to available energy as ,
s where the right-hand side is a function of s only. The above function ( Fig. 1 ) increases monotonically from zero as s increases from zero and has the maximum value 1/4 at s = 1, and then decreases monotonically as s increases. At s = 1, maximum power e 2 /4r is transferred to the load and is known as the load matching condition. We will see that in other different physical situations such as mechanical, optical, and quantum mechanical, the same function appears in the energy transfer processes. regions defined by the potential is given as
where r and t are amplitudes of the reflected and transmitted waves, respectively, and and . The unknown quantities r and t, are determined by using the continuity of Y and d Y/dx at x = 0. One gets r = (k -q)/(k + q) and t = 2k/(k + q).
Since one can show that the incident current density is j inc = hk/m and transmitted current density is j trans = (hq/m) |t| 2 , the transmission coefficient T (which when multiplied with the incident energy is the fraction of energy transmitted) is given as . (24) s Taking k/q = s, we have
Significance of as a transfer function
Though the four different physical phenomena studied are different in their nature, still they have this unique function s/(1+s) 2 as the ratio of output energy to input energy. This observation drives the idea that for all these different phenomena, the underlying process can be described effectively by a single transfer function. 6 The transfer function of a linear dynamical system 6 is defined as the ratio of the Laplace transform of its output in the time domain to the Laplace transform of its input in time domain. If the continuous-time input signal is x(t) and output signal is y(t), and their Laplace transforms 6 
are X(s) and Y(s) respectively, then the transfer function H(s) is defined as (26) If X(s) is equal to 1 [which corresponds to Laplace transform of x(t) = d (t)], then Y(s) = H(s).
In all the energy transfer cases described by us in this paper, we take the ratio of the output energy to the input energy, s/(1 + s) 2 , as the transfer function that corresponds to the ratio of Laplace transform of some y(t) (which is to be determined) to the Laplace transform of x(t). Since our input energy is a constant quantity, we, without loss of generality, take X(s) = 1 in that energy unit, then here Y(s) is equal to the transfer function H(s). Our aim here is to find out the impulse-response function h(t) of the system, which is the inverse Laplace transform of H(s), and to find out the linear differential equation whose solution is y(t) and source term is x(t) = d (t) . Now we have (27) Taking the inverse Laplace Transform of both sides of the above equation, we get
Energy transfer in optical transmission
Here we consider electromagnetic energy transmission 4 when light is incident normally in the z-direction on a medium having refractive index n 1 and travels to another medium having refractive index n 2 . We consider both the media nonmagnetic. The incident, reflected, and transmitted electric waves are given as
and since the magnetic field is related to the electric field as , corresponding magnetic waves are given as
Applying the boundary conditions at the boundary (z = 0) as E ||1 = E ||2 and B ||1 = B ||2 to the wave equations and solving for E r and E t , and taking ratio of velocities in the two media as v 1 /v 2 = n 2 /n 1 , we get
As we know, the average electromagnetic energy flux in the z-direction is given by .
So we get coefficient of transmission T as
Taking n 1 /n 2 = s, we can rewrite the above as
Maximum energy transfer occurs for s = 1, i.e, n 1 = n 2 . This is obvious as there is no boundary and there is no reflection but only transmission.
Energy transfer in a 1D potential step
Here we consider a quantum particle having mass m and momentum hk being incident from the left x < 0 on the potential step 5 defined as V(x) = 0 for x < 0 and V(x) = V 0 for x > 0. The Schrödinger equation satisfied by the particle is given as (
The particle has kinetic energy and total energy E. As we know from elementary quantum mechanics, the solution for the wave function for the particle in two (28) This is the impulse-response function (Fig. 2) of the four systems analyzed in this paper.
Since we want to find out the generalized system description for the four cases discussed in this paper in the time domain, we will find out the differential equation satisfied by y(t) as a solution. So we rewrite Eq. (27) as
Taking the inverse Laplace transform 6 of both sides of the above equation and after doing some algebra, we find,
In deriving the above differential equation, since we already know that y(t)= e -t -te -t , we have taken the initial conditions as y(0) = 1 and as the boundary conditions. Since we know that we have an impulsive d (t) (Fig. 2) , we can add -2 d (t) to the right-hand side of Eq. (30) as a force term. -2 appears due to the initial conditions. So we can write
The y(t) = e -t -te -t does satisfy the above equation (Appendix I). 7 Now multiplying both sides of Eq. (31) by -1/2 and defining the new function we have the equation
We know that for a forced damped harmonic oscillator, the equation of motion 8 is given as
where m is mass of the oscillator, b is damping constant, and k is the force constant. We also know that for a critically damped oscillator 8 Comparing Eq. (32) with Eq. (33), we observe an interesting point that the y n (t) is the solution of a linear differential equation for an 'instantly forced critically damped harmonic oscillator' with mass m = 1, damping constant b = 2, and force constant k = 1. In fact y n (t) is the Green function for Eq. (32) as shown in Appendix I. 7 
Conclusion
We notice whether the process is classical or quantum mechanical, in the four examples studied above such as energy transmission from a real emf to a resistive load in a DC circuit (s = R/r), from a moving mass m 1 to a mass m 2 initially at rest, after a head-on collision (s = m 1 /m 2 ), in normal optical transmission across a refractive boundary (s = n 1 /n 2 ), and in onedimensional quantum particle wave transmission across the potential step (s = k/q), the functions s/(1+s) 2 appears in the calculated ratio of energy transferred to total available energy. This is a unique function that manifests itself in different processes such as electrical, mechanical, optical, or quantum mechanical. We also find that this unique function is in fact the transfer function of the above systems, and its inverse Laplace transform gives the impulse-response function in the time domain. The redefined response function y n (t) is found to obey the linear differential equation for an "instantly forced, critically damped harmonic oscillator. " The four distinctly different phenomena are described by a single process when expressed in the language of impulse-response in the time domain. Further questions raised by one of the referees include the physical meaning of y(t) and the uniqueness of the s/(1 + s) 2 It is quite common for an oscillatory system to be coupled to another one, accidentally or deliberately. Technological examples include the electrical and electromechanical filters used in communications, the strings and sounding boards of musical instruments, mechanical vibration dampers, and loudspeakers in "bass reflex" enclosures. As we will see here, interaction with another system can substantially alter the frequency response of both oscillators. The classic example, illustrated in many texts, is two pendula joined by a spring. If one pendulum is started swinging with small amplitude, the other slowly builds up amplitude as the spring feeds energy from the first into the second. Then the energy flows back into the first and the cycle repeats. The general behavior can be quite complicated, depending on the initial excitation as well as the system parameters, but a particularly simple situation can be set up for two identical pendula. If you start the two swinging together they will continue to swing in unison at their natural frequency. Alternatively, if they are started exactly out of phase (swinging in opposite directions), they will maintain this motion, but at a higher frequency than they would oscillate if uncoupled. These two possibilities are called the normal modes of the system, and are illustrated in Fig. 1 . When the pendula are not identical there are still two normal modes, but the motions are more complicated and neither mode is at the uncoupled frequency. We will see this in detail later.
For convenience, we will study the electronic analog of a pendulum. In a previous experiment you observed the behavior of a series RLC circuit, with and without a driving force. In this experiment you will observe the response of a pair of coupled RLC circuits, as idealized in Fig. 2 . The components L a C a form one LC resonant circuit and the components L b C b form the other. The capacitor C c couples the two circuits. In the limit as C c ␣ →∞ the two circuits are uncoupled, since the capacitor could then be replaced by a wire as far as AC signals are concerned. The other limit, C c →0, corresponds to strong coupling, and the circuits behave like a single LC circuit with L = L a ␣ +␣ L b and 1/C = 1/C a + 1/C b . The intermediate range of relatively weak coupling is more interesting. As we will see below, this situation leads to two frequencies, ω + and ω -, which are near the average of the two uncoupled resonant frequencies, and whose difference will depend on the coupling. Our analysis will ignore the series resistances in the two circuits since we already know that a small amount of damping will not significantly affect the resonant frequencies. where we also used definitions in Eq. 7 and 8. With these relations, the expression for q b simplifies to
Further simplification occurs if we choose initial conditions such that q a (0) is non-zero, while q b (0) and all the currents are zero. (In the pendulum example, this is equivalent to pulling one mass aside and releasing it from rest.) Then A a = B a = A and we obtain
Expanding the exponentials into sines and cosines and taking the real parts we finally arrive at This shows quite clearly that q a and q b each consist of a high frequency oscillation at ϖ modulated by a lower frequency ω ex . The modulation on q a and q b is ninety degrees out of phase, indicating that the total energy is flowing back and forth between the circuits. Comparing these results with what we found in the more general cases we can recognize the claimed similarities in behavior. You will also have a chance to see all of this experimentally. For later use we also derive an explicit expression for w ex for identical oscillators in the limit ω ac , ω bc << ω+, ω − :
We can calculate this from component values and compare with a measured. ωex. In principle we could find the normal mode frequencies for arbitrary component values using the free oscillations described by Eq. 27 and 28, but in practice they are very hard to determine from the complicated waveform. Instead, we can drive one oscillator with a sine wave and measure the response of the coupled system. We expect, from previous experiments, that the response of the circuit will be maximum at the natural frequencies, so this gives us a way to measure ω+ and angular frequency ω-directly. The resulting data should look something like Fig. 3 , which is a plot of Eq. 20 for experimentally reasonable parameters. Note that as the circuits are tuned toward equal resonant frequency the normal mode frequencies come together but are never equal.
Experimental Procedure: Experimental Procedure: Experimental Procedure: Experimental Procedure: Experimental Procedure:
A. Energy Modulation Our first exercise will be to pulse the circuits and watch the energy slosh back and forth between the two capacitors. The method is similar to what you used in studying transients in a single RLC circuit.
Wire up the circuit shown in Fig. 4 . The variable capacitor has a range of 250 -650 pF so it can vary the oscillation frequency for the first RLC circuit in a range centered on that of the second. The 3.3 ohm resistor is used to reduce the impedance of the function generator. Otherwise the 50 ohm internal impedance would introduce too much damping in our first oscillator. Channel 1 measures the charge on C a (approximately) and Channel 2 measures the charge on C b . Begin with C c at an intermediate value, say 0.01 µF. Set the HP 33120A function generator to produce a maximum-amplitude square wave at 200-300␣ Hz. Adjust the time base and vertical sensitivity of the scope so that you can see the transients that occur each time the square wave reverses polarity. You will probably find it convenient to connect the HP 33120A's "TRIG" output as an external trigger for the scope.
Vary the tunable capacitor and observe the qualitative behavior of the signals. Find the capacitor setting that gives the slowest beat frequency on C b . By minimizing ω ex in this way we achieve the condition C a = C b assumed in our previous analysis. Using this setting, sketch the two waveforms and identify the relevant features on your sketch. You should be able to recognize the decay of the signal due to the finite resistance in the circuit and the expected cos ω ex t and sin ω ex t dependencies of the q a and q b envelopes. Be sure to get a good estimate of the modulation frequency ω ex for comparison with later measurements. Don't forget that the minima in the modulation envelope occur at intervals of 2π /2ω ex , not 2π /ω ex .
