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SMA N 3 Boyolali merupakan salah satu Sekolah Menengah Atas di kota 
Boyolali yang terdapat 2 jurusan yaitu IPA dan IPS. Penjurusan siswa ini 
mengarahkan peserta didik agar lebih focus mengembangkan kemampuan dan 
minat yang dimiliki. Jurusan yang tidak tepat bisa sangat merugikan siswa dan 
masa depannya. Dengan penjurusan tersebut diharapkan dapat memaksimalkan 
potensi, bakat atau talenta individu, sehingga juga akan memaksimalkan nilai 
akademisnya. Untuk mengatasi permasalahan tersebut adalah dengan cara 
menerapkan proses data mining. 
Teknik data mining yang digunakan dalam penentuan jurusan ini 
menggunakan metode Decision Tree Algoritma C4.5, Naive Bayes dan Clustering 
Algoritma K-Means. Sedangkan atribut yang digunakan terdiri dari Gender, 
Minat, Rata-rata IPA, Rata-rata IPS, Psikotest IPA, Psikotest IPS, Asal Sekolah 
dan Jurusan. Dalam melakukan analisa ini menggunakan bantuan software 
RapdMiner 5 untuk mengetahui metode apa yang paling baik. 
Pengimplementasian data mining menggunakan perbandingan 3 metode 
dapat diketahui bahwa berdasarkan dari nilai precision, metode naive bayes lebih 
baik digunakan untuk penelitian ini dibandingkan dengan metode yang lain 
dengan nilai 77,51%. Sedangkan berdasarkan nilai recall dan accuracy, decision 
tree lebih baik digunakan dibanding metode yang lain dengan nilai recall sebesar 
90,80% dan nilai accuracy sebesar 79,14%. Variabel yang paling berpengaruh 
dalam menentukan penjurusan yaitu rata-rata IPA sehingga perlu dijadikan 






Kata kunci : Data Mining, Decision Tree Algoritma C4.5, Naive Bayes, 







SMA N 3 Boyolali yang berdiri 
sejak tahun 1989 merupakan salah 
satu Sekolah Menengah Atas di Kota 
Boyolali yang beralamat di Jalan 
Perintis Kemerdekaan, Pulisen, 
Boyolali. Akan tetapi di SMA 
tersebut hanya tersedia dua jurusan 
yaitu IPA dan IPS. Penjurusan siswa 
ini bertujuan mengarahkan peserta 
didik agar lebih fokus 
mengembangkan kemampuan dan 
minat yang dimiliki. Jurusan yang 
tidak tepat bisa sangat merugikan 
siswa dan masa depannya. Dengan 
penjurusan tersebut diharapkan dapat 
memaksimalkan potensi, bakat atau 
talenta individu, sehingga juga akan 
memaksimalkan nilai akademisnya. 
Penentuan jurusan ini akan 
berdampak terhadap kegiatan 
akademik selanjutnya dan 
mempengaruhi pemilihan bidang 
ilmu atau studi bagi siswa-siswi yang 
ingin melanjutkan ke perguruan 
tinggi nantinya. Menentukan jurusan 
yang dilakukan secara manual 
mempunyai banyak kelemahan. 
Karena data yang digunakan cukup 
banyak sehingga menyita waktu dan 
menguras tenaga, serta menuntut 
ketelitian ekstra. 
Dengan melakukan mining, 
diharapkan dapat digali suatu potensi 
yang lebih dari sekedar informasi 
data sekolah saja tetapi juga dapat 
menganalisis penjurusan siswa. 
Sehingga dengan demikian dapat 
dianalisis penjurusan siswa yang 
sudah ada ataupun menemukan 
peluang-peluang yang baru serta 
menemukan rencana strategis dalam 
proses pengklasifikasian jurusan 
terhadap siswa. 
Berdasarkan permasalahan 
tersebut, maka dalam penelitian ini 
akan dilakukan perbandingan 
terhadap 3 metode untuk penjurusan 
siswa menggunakan data mining, 
yaitu metode decision tree algoritma 
C4.5, naive bayes dan clustering 
dengan algoritma k-means. Dengan 
harapan setelah diolah dengan data 
mining, dapat memberikan 
rekomendasi bagi siswa yang 
mengalami kebingungan dalam 
mengambil pilihan jurusan serta 
memudahkan bagi pihak sekolah 






1. Telaah Penelitian 
 
Pada penelitian Nugroho 
(2014), data yang berlimpah 
membuka peluang diterapkannya 
data mining untuk pengelolaan 
pendidikan yang lebih baik dan data 
mining dalam pelaksanaan 
pembelajaran berbantuan komputer 
yang lebih efektif. Penelitian ini 
dilakukan untuk memanfaatkan data- 
data yang melimpah tersebut sebagai 
sumber informasi strategis untuk 
mngklasifikasi masa studi dan 
predikat kelulusan dengan 
menggunakan teknik Decision Tree 
algoritma C4.5 dan Naive Bayes 
digunakan untuk melakukan prediksi 
masa studi dan predikat kelulusan 
mahasiswa yang masih aktif. 
Interpretasi hasil penelitian 
mengindikasikan bahwa variabel 
yang perlu digunakan sebagai 
pertimbangan bagi fakultas untuk 
memperoleh tingkat masa studi yang 
efektif adalah renta SKS, sedangkan 
variabel yang perlu digunakan 
sebagai pertimbangan untuk 
memperoleh predikat kelulusan yang 
maksimal adalah peran serta 
mahasiswa untuk menjadi asisten 
2. Landasan Teori 
 
a. Data Mining 
 
Data Mining adalah 
serangkaian proses untuk menggali 
nilai tambah berupa pengetahuan 
yang selama ini tidak diketahui 
secara manual dari suatu kumpulan 
data. (Munawaroh, 2013) 
b. Decision Tree 
 
Decision Tree adalah struktur 
pohon, dimana setiap node 
merepresentasikan atribut yang telah 
diuji, setiap cabang merupakan suatu 
pembagian hasil uji, dan node daun 
(leaf) merepresentasikan kelompok 
kelas tertentu. Level node teratas dari 
sebuah Decision Tree adalah node 
akar (root) yang biasanya berupa 
atribut yang paling memiliki 
pengaruh terbesar pada suatu kelas 
tertentu. (Hastuti, 2012) 
c. Naive Bayes 
 
Naive Bayes merupakan teknik 
prediksi berbasis probabilistic 
sederhana yang berdasar pada 
penerapan Teorema Bayes dengan 
asumsi independensi yang kuat. 
(Prasetyo, 2012) 
d. Algoritma K-Means 
 
Algoritma K-Means adalah 





Rata – rata IPA X3 
Rata – rata IPS X4 
Psikotest IPA X5 
Psikotest IPS X6 





sederhana dibandingkan dengan 
algoritma klastering lain. K-Means 
membagi data kemudian 
mengelompokannya ke dalam 
beberapa klaster yang memiliki 
kemiripan dan memisahkan setiap 
klaster berdasarkan perbedaan antar 
masing-masing   klaster.   (Hariyadi, 
b. Penentuan sampel 
 
Untuk mendapatkan sampel 
yang dapat menggambarkan dan 
mewakili jumlah populasi 
menggunakan bantuan metode 
slovin dengan nilai maksimal e = 
5%.  (Umar,  2004)  seperti  pada 
persamaan 1. 






a. Penentuan Atribut 
 
Setelah semua data dianalisa 
dan diseleksi melalui beberapa 
pertimbangan dari data yang 
diperoleh, ditetapkan atribut-atribut 
yang digunakan yaitu : 
Tabel 1. Atribut yang digunakan 
Dimana : 
 
n = ukuran sampel 
N = ukuran populasi 
e = persen toleransi ketidaktelitian 
 
c. Pengelompokan Data 
 
Setelah selesai menentukan 
atribut-atribut yang akan digunakan 
kemudian nilai dari atribut tersebut 
dikelompokan untuk mempermudah 
dalam proses data mining 
menggunakan 3 metode tersebut. 
d. Implementasi Data Mining 
 
1. Decision Tree Algoritma C4.5 
 
Decision Tree adalah 
salah satu metode untuk 
pengklasifikasian data. Hal 
yang harus dilakukan adalah 
menghitung entrophy dan 





Persamaan 2 Rumus Entrophy                 1log2p1 –   2log2p2      …       nlog2pn   …………………  (2) 
Persamaan 3 Rumus Information Gain :                                          ..........................  (3) 
2. Naive Bayes 
 
Naive Bayes merupakan 
pengklasifikasian dengan 
metode probabilitas dan 
statistic untuk memprediksi 
peluang di masa depan. 
(Bustami, 2013) 
Persamaan 4 teorema Bayes : 
                     ……… (4) 
      
3. Clustering Algoritma K-Means 
 
K-Means Clustering 
merupakan salah satu metode 
data clustering  non-hirarki 
yang mengelompokkan data 






Persamaan 5 Rumus jarak Euclidean : 




1. Pengambilan sampel 
 
Apabila diketahui siswa 
SMA N 3 Boyolali selama 5 tahun 
memiliki jumlah 1240 siswa dan 
memiliki toleransi ketidaktelitian 
5%.  Maka  jumlah  sampel  yang 
diambil yaitu: 
n =   
       
 
n = 1240 / 1 + 1240 x (0,05)2 
 
n = 1240 / 1 + 1240 x 0,0025 
 
n = 1240 / 1 + 3,1 
n = 12430 / 4,1 
 
n = 302,43290 siswa 
 
Jadi dibulatkan menjadi 302 
siswa yang digunakan bahan 
sampling. 
2. Hasil Implementasi Decision 





















Gambar 2.  Tampilan hasil decision tree pada Scatter Plot 
 
3. Implementasi Naive Bayes 
 
menggunakan RapidMiner 5 
 
Rancangan proses untuk 
prediksi data penjurusan siswa 

















Gambar 3. Rancangan proses Naive 
Bayes menggunakan data training 
 
 
Gambar 4. Rancangan proses 
Naive Bayes menggunakan data 
testing 
4. Implementasi  Clustering  K- 
Means menggunakan 
RapidMiner 5 
Rancangan proses untuk 
pengelompokan data penjurusan 
siswa menggunakan RapidMiner5 





Rata-rata IPA 0,207 
Rata-rata IPS 0,023 
Psikotest IPA 0,003 
Psikotest IPS 0,009 














Gambar 7. Tampilan hasil Clustering K-Means  pada Scatter Plot 
 




a. Menentukan Root Node 
 
Atribut yang memiliki 
nilai information gain paling 
tinggi di pilih sebagai root 
node. 











Psikotest IPA 0,065 
Psikotest IPS 0,060 









Rata-rata IPS 0,220 
Psikotest IPA 0,029 
Psikotest IPS 0,034 











Psikotest IPA 0,000 
Psikotest IPS 0,000 









Menentukan internal node 
pada rata-rata IPA70<nilai≤80 
didapatkan nilai information gain 
seperti  pada tabel  3. 
 








d. Menentukan leaf node 
 
Menentukan leaf node pada 
rata -rata IPA dan IPS 
70<nilai≤80 dengan gender laki- 
laki. 
 







Dari hasil tersebut dapat 
disimpulkan bahwa atribut Rata- 
rata IPS merupakan internal node 
pada rata-rata IPA 70<nilai≤80. 
 
c. Menentukan internal node kedua 
 
 
Menentukan internal node 
kedua pada rata-rata IPA 
70<nilai≤80   dan   rata-rata   IPS 
 




gain seperti pada 
 
Tabel 4. Nilai Information Gain 
 
Dari hasil tersebut dapat 
disimpulkan bahwa gender laki- 
laki menghasilkan leaf node IPS, 
dikarenakan hasil dari semua 
information gain bernilai 0 dan 
probabilitas siswa jurusan IPA 
tidak ada. 
 





Sebagai  contoh  diambilkan 




ciri sebagai berikut: Laki-laki, 
minat IPS, rata-rata IPA 
70<nilai≤80, rata-rata IPS 
70<nilai≤80, nilai psikotest IPA 
25<skor≤45, psikotest IPS 
skor>65, asal sekolah wilayah II. 
Apakah siswa tersebut masuk 
jurusan IPA atau IPS? 
 
Perhitungan data test berdasarkan 
data training : 
 
Fakta menunjukkan : 
P(Y=IPA) = 163/302= 0,539 




P (X1=Laki-laki |Y= IPA) 
 
 
= 28/163 =0,171 
 
 
P (X1=Laki-laki |Y= IPS) 
 
 
= 89/139 =0,640 
 
 
P (X2=IPS |Y= IPA)= 17/163 =0,104 
P (X2=IPS |Y= IPS)= 45/139 =0,323 
P (X3=70<nilai≤80 |Y= IPA) 
 
 
= 7/163 =0,042 
 
 
P (X3=70<nilai≤80 |Y=IPS) 
 
 
= 64/139 =0,460 
P (X4 =70<nilai≤80 |Y=IPA) 
 
 
= 7/163 =0,042 
 
 
P (X4 =70<nilai≤80 |Y=IPS) 
 
 
= 13/139 =0,093 
 
 
P (X5 =25<Skor≤45 |Y=IPA) 
 
 
= 37/163 =0,226 
 
P (X5 =25<Skor≤45 |Y=IPS) 
 
 
= 33/139 =0,237 
 
 




P (X6=Skor>65 |Y= IPS) 
 
= 11/139 =0,079 
 
P (X7=Wilayah II |Y=IPA) 
 
= 102/163 =0,625 
 
P (X7=Wilayah II |Y=IPS) 
 
 
= 99/139 =0,712 
 
 






































Pada metode ini untuk 
mengelompokan data penjurusan 
siswa dilakukan perhitungan 
dengan berbagai tahap, 
diantaranya: 
a. Menentukan cluster 
 
Pada tahap ini data 
penjurusan siswa dibagi 
menjadi 5 cluster. 
b. Menentukan Centroid 
 
Pada tahap ini mencari nilai 
 
centroid pada setiap pusat. 
 
 





   Centroid    
 X1 X2 X3  X4 X5 X6 X7 
1-60 7 9,2 10  11,6 12,4 18 7,2 
61-120 7,2 10,2 10,6 11,6 11,8 19 12,2 
121-180 6,8 9,2 9,2 11 14,6 21,2 13,2 
181-240 7,2 9,4 9,8 12 12,6 17,4 10,4 
241-302 8,8 10 7,2 11 13,6 18,6 8,8 
 
 
Berdasarkan tabel diatas 
merupakan data centroid awal 
dari 5 cluster yang sudah 
ditentukan. 
c. Menentukan Euclidean distance 
Pada tahap ini mencari jarak 
antar data dalam melakukan 
pengelompokan data dengan 





8. Hasil Perbandingan 3 Metode 
 
Untuk mengetahui metode 
apa yang paling baik dalam 
penelitian         ini         dilakukan 
perbandingan 3 metode dalam 
hitungan Accuracy, Precision dan 
Recall. 
Tabel 7. Hasil Perbandingan 3 Metode 
 
Komponen Decision Tree Naive Bayes K-Means 
Accuracy 79,14% 76,82% 36,40% 
Precision 75,51% 77,51% 64,25% 
Recall 90,80% 80,37% 25,40% 
Berdasarkan   hasil   perbandingan 
 
diatas dapat disimpulkan bahwa 
metode Decision Tree lebih baik 
digunakan untuk penelitian ini 
dikarenakan tingkat accuracy dan 
recall-nya lebih tinggi 
dibandingkan dengan metode 
lainnya. Sedangkan metode naive 
bayes memiliki nilai precision 
yang lebih tinggi dibanding 
metode lainnya. 
9. Interpretasi Hasil Penelitian 
 
Interpretasi hasil penelitian 
mengindikasikan bahwa variabel 
yang perlu dipertimbangkan bagi 
pihak sekolah untuk penentuan 
jurusan di SMA N 3 Boyolali 





1. Rata-rata IPA merupakan variabel 
yang paling mempengaruhi dalam 
penelitian  ini.  Hal   ini   terbukti 
 
bahwa  rata-rata  IPA  menempati 
posisi sebagai root node. 
2. Berdasarkan dari nilai precision, 
metode naive bayes lebih baik 
digunakan untuk penelitian ini 
dibandingkan dengan  metode 
yang lain dengan nilai 77,51%. 
3. Berdasarkan nilai recall dan 
accuracy, decision tree lebih baik 
digunakan dibanding metode yang 
lain dengan nilai recall sebesar 
90,80% dan nilai accuracy 
sebesar 79,14%. 
4. Berdasarkan analisa dari 3 metode 
diatas, metode decision tree 
merupakan metode yang paling 
mudah dimengerti, dikarenakan 
metode ini memiliki pola yang 
jelas untuk mengetahui variabel 
apa yang paling berpengaruh. 
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