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We theoretically study electrical responses of magnetization in Weyl semimetals. The Weyl semimetal is a
new class of topological semimetals, possessing hedgehog type spin textures in momentum space. Because
of this peculiar spin texture, an interplay of electron transport and spin dynamics might provide new method
to electrical control of magnetization. In this paper, we consider the magnetically doped Weyl semimetals,
and systematically study current- and charge-induced spin torque exerted on the local magnetization in three-
dimensional Dirac-Weyl metals. We determine all current-induced spin torques including spin-orbit torque,
spin-transfer torque, and the so-called β-term, up to first order with respect to spatial and temporal derivation and
electrical currents. We find that spin-transfer torque and β-term are absent while spin-orbit torque is proportional
to the axial current density. We also calculate the charge-induced spin torque microscopically. We find the
charge-induced spin torque originates from the chiral anomaly due to the correspondence between spin operators
and axial current operators in our model.
I. INTRODUCTION
Electrical manipulation of magnetization is of major inter-
est in the field of spintronics for achieving low-energy con-
sumption electronic devices1. In ferromagnetic metals, spin-
polarized currents are widely used to control magnetization
dynamics such as spin-transfer torque and spin pumping2–5.
Utilizing charge currents, however, suffers from the Joule
heating, limiting the energy efficiency. Recently, the applica-
tion of the topological properties of materials has drawn much
interest to achieve a more efficient manipulation of the mag-
netization. For instance, in magnetically doped topological
insulators and ferromagnetic insulators deposited on the sur-
face of a topological insulator6,7, electrical manipulation of
magnetic textures8,9, electric field- or current-induced magne-
tization switching10–13, and spin-charge conversion14–16 have
been considered theoretically and experimentally. Topologi-
cal materials are often realized by strong spin-orbit coupling,
thus the spin degrees of freedom couple to the momenta,
known as the spin-momentum locking. Spin-momentum lock-
ing may provide a new means to achieve a reliable and less
dissipative control of magnetization.
As a new class of topological materials, Weyl semimet-
als are intensively researched. Weyl semimetals are charac-
terized by pairs of bulk gapless points each distinguished by
their chirality.17,18 Close to the gapless points, excitations are
described by a three-dimensional linear dispersion which is
analogous to the Weyl fermion in high-energy physics. To
realize Weyl semimetals, at least time-reversal or inversion
symmetry must be broken.19,20 Weyl semimetals whose time-
reversal symmetry is broken by the magnetic ordering of lo-
cal moments are especially promising for spintronics appli-
cations, because they possess both magnetic and topological
properties. To realize magnetic Weyl semimetals, there are a
lot of theoretical proposals such as pyrochlore iridates21, mul-
tilayers of topological insulators and normal insulators22, and
magnetically doped topological insulators23–25 Recently, the
noncollinear antiferromagnets Mn3X (X = Sn,Ge) were theo-
retically and experimentally proposed as time-reversal broken
Weyl semimetals.
In our previous papers26,27, we found that spin torque can be
generated by an applied gate voltage in a magnetic field, so-
called charge-induced spin torque, and proposed a spintronic
device incorporating magnetic Weyl semimetals. Our deriva-
tion was phenomenological, based on the peculiar coupling
between magnetization and charge density emerging from the
topological nature of Weyl semimetals. The microscopic ori-
gin of the effect still has to be clarified. One of the main fo-
cuses of this paper is to give the physical understanding of the
charge-induced spin torque. In addition to the charge-induced
spin torque, the magnetization responses to the applied cur-
rents are also not well known. In this paper, we study mag-
netization dynamics in magnetic Weyl semimetals by con-
sidering spin torques. We present a microscopic calculation
of spin torques, specifically spin-orbit torque, spin-transfer
torque, β-term, and the charge-induced torque in our contin-
uum model for magnetic Weyl semimetals. Consequently,
we obtain the analytical form of the spin-orbit torque and
the charge-induced spin torque in magnetic Weyl semimetals.
The results concerning the charge-induced spin torque is con-
sistent with that proposed in Ref. 26, and is understood by the
chiral anomaly. We also find that the spin-transfer torque and
β-term are absent in magnetic Weyl semimetals. The absence
of spin-transfer torque and β-term is understood by the corre-
spondence of transport and spin phenomena which our model
possesses.
II. FORMALISM
Magnetization dynamics is described by the Landau-
Lifshitz-Gilbert equation as
dMˆ
dt
= γ0H × Mˆ + α0Mˆ × dMˆdt + Te, (1)
where γ0 is the gyromagnetic ratio, H is an external magnetic
field, and α0 is the damping constant. The effect of the back-
ground of conduction electrons is described in terms of spin
torques as
Te(r) = JS Mˆ × 〈σˆ(r)〉 (2)
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2where 〈σˆ(r)〉 is the spin density of conduction electrons.28 The
spin torques can be obtained by calculating 〈σˆ(r)〉. In a weak
spin-orbit coupled system, the spin density can be expanded
as
〈σˆ(r)〉 = a0 dMˆdt + b0Mˆ ×
dMˆ
dt
+ (a · ∇)Mˆ + Mˆ × (b · ∇)Mˆ
(3)
in the first order of time derivative and spatial gradient. The
first two terms are a correction to the Gilbert damping and
the spin Berry phase term renormalizing the magnitude of
spin, respectively. The last two terms describe the current-
induced spin torques, the spin-transfer torque and so-called β-
term. With conventional Schro¨dinger like electrons, the spin-
transfer torque and the β-term are proportional to a spin cur-
rent jS , described by TSTT ∝ ( jS ·∇)Mˆ and Tβ ∝ Mˆ×( jS ·∇)Mˆ,
respectively.29 In strong spin-orbit coupled systems, other
types of current-induced spin torques are expected. For ex-
ample, in two-dimensional Rashba systems or surface of the
three-dimensional topological insulators, spin-orbit torque is
expected due to spin-momentum locking, TSO ∝ zˆ × j where
zˆ is the normal vector perpendicular to the surface and j is an
electric current.11,12
In addition to current-induced torques, the spin torque gen-
erated by a local charge density in the presence of an external
magnetic field is expected in anomalous Hall ferromagnets.26
There is a relationship, in anomalous Hall ferromagnets,
between the charge density and the magnetization, ρind ∝
σAHEMˆ · B26,30,31 where ρind is the induced charge-density
and σAHE is the magnitude of the anomalous Hall conductiv-
ity. The relation states that the local charge density increases
when the magnetization is parallel to the external magnetic
field and decreases when it’s antiparallel. As an inverse effect
of this relation, a spin torque is generated by modifying the lo-
cal charge density to flip the magnetization. This spin torque
is called charge-induced spin torque. Time-reversal symme-
try broken Weyl semimetals are known to host the anomalous
Hall effect32, so charge-induced spin torque is also to be ex-
pected.
In this paper, we calculate the non-equilibrium electronic
spin polarization in magnetic Weyl semimetals generated by
electric voltage and currents. As a simple model, we con-
sider a Weyl semimetal realized in a Dirac semimetal coupled
to the local moments of magnetic dopants.24,25 This might be
realized in magnetically doped topological insulator systems
such as chromium-doped Bi2Se3 and (Bi,Sb)2Te3, where in-
creasing chromium concentration reduces the strength of spin-
orbit coupling and leads to a topological phase transition into
a normal insulator phase with band gap closing.33,34 For clar-
ify, we note that the Dirac semimetal considered here is not
a symmetry-protected Dirac semimetal such as Cd2As3 and
Na3Bi.35–37 The low-energy effective Hamiltonian of the mag-
netic Weyl semimetals22,31 is
HWSM =
∫
drψ†(r)
[
{vFτzσ · (−i∇ + eA(r, t)) − EF} − τz∆
+JS Mˆ(r, t) · σ
]
ψ(r) + Vˆimp. (4)
The first term describes a Dirac semimetal consisting of de-
generate three-dimensional massless electrons where vF is the
Fermi velocity, σ = (σx, σy, σz) are Pauli matrices repre-
senting real spin operators, and τz = ±1 labels the chiral-
ity of two Weyl nodes. In the second and third terms, ∆
parameterizes the inversion-symmetry breaking, being finite
in noncentrosymmetric materials, and J is the exchange cou-
pling constant between conduction electron spins and local
magnetic moments, S is spin of localized magnetic moments.
Mˆ = (Mx,My,Mz) is a normalized directional vector of the
magnetic moments. The last term is the coupling to random
impurities given as Vˆimp =
∫
drψ†(r)Vimp(r)ψ(r). We con-
sider non-magnetic impurities Vimp(r) =
∑
i u(r − Ri) with
short-range potential u(r) → u0δ(r). A Gaussian average is
taken for impurity positions as Vimp(r)Vimp(r′) = niu20δ(r − r′)
where ni is the concentration of impurities. Without impuri-
ties (Vˆimp = 0), the band structure of this Hamiltonian consists
of two Weyl nodes with separation 2JS Mˆ/vF in momentum
space and 2∆ in energy. For clarification, ∆ is different from
the chiral chemical potential describing Fermi energy differ-
ence between two Weyl nodes.
The Green’s function of the Hamiltonian Eq. (4) is given as
Gλ(iωn, k) = [iωn + EF + λ∆ − λvF k · σ − Σλ(iωn, k)]−1(5)
where Σλ is the self energy induced by impurity scattering,
and λ = ±1 are the eigenvalues of τz labeling the chiral-
ity. In the first Born approximation, the imaginary part of
the self energy is given as Im Σλ = niu20
∑
q Im Gλ(iωn, q) =
piniu20Dλ(EF)sgn(ωn) ≡ ηλsgn(ωn) where Dλ(EF) is the den-
sity of states at the Fermi energy for a node with the chirality
λ, and ηλ is the electron damping rate by impurity scattering.
We neglect the real part of the self energy because they can be
absorbed into the Fermi energy. In the following, we assume
that the damping rate is the same in both nodes, η ≡ η+ = η−,
and η << EF corresponding to a weak impurity scattering
regime. We calculate spin torques in the lowest order of η.
III. CURRENT-INDUCED SPIN TORQUES
In this section, we discuss the current-induced magne-
tization dynamics. For current-induced spin torques, we
consider small transverse magnetization fluctuations, δM =
(δMx, δMy, 0), ‖δM‖ << 1, in the presence of the static elec-
tronic fields. Coupling to an electric field is introduced by
H′ =
∫
dr j(r) · A(r) where j(r) = ψ†(r) jˆψ(r) is a current
operator. Here the saturation magnetization axis is taken in
z-axis. We calculate the conduction electron’s spin density in
response to an electric field within linear response theory as
〈σα(q)〉 = χiα(q)Ei,
χiα(q) = lim
Ω→0
Kiα(q,Ω + i0) − Kiα(q, 0)
iΩ
(6)
where Kiα(q,Ω) = i
∫ ∞
0 dte
iΩt〈[σα(q, t), ji]〉 is a dynamical
correlation function between the electron spin and the elec-
tric currents. Here we consider a uniform electric field, thus
3(a)
(b)
FIG. 1. Feynman diagrams for the current-induced spin torques, (a)
the spin-orbit torque and (b) the spin-transfer torque and the β-term.
the wave vector q comes only from the magnetization fluc-
tuations. Furthermore, we assume that the spatial variation of
the magnetization fluctuation is small and expand the response
function up to linear order in q and δM as
Kiα(q,Ω) ≈ Kiα(Ω) + 2Ki jαβ(Ω)q jδMβ, (7)
where indices α, β = 1, 2 denote direction in spin space and
i, j = 1 ∼ 3 denote direction in momentum space. The first
term corresponds to the spin-orbit torque while the second
term corresponds to torque appearing when the magnetization
is not uniform such as the spin-transfer torque and the β-term.
The response functions are obtained by
Kiα(iΩm) = kBTe
∑
n,k,λ
Tr
[
σαGλvi,λG+λ
]
(8)
Ki jαβ(iΩm) = kBTeJS
∑
n,k,λ
Tr
[
σαGλvλ, jGλσβGλvλ,iG+λ
−σαG−λvλ,iGλσβGλvλ, jGλ
]
(9)
where vλ is velocity operators of electrons with the chirality λ,
and Gλ,G±λ denote Gλ(iωn, k),Gλ(iωn ± iΩm, k), respectively,
and are expressed as Feynman diagrams in Fig.1.
Before moving on to the detail calculation of the response
functions, let us examine Ki jαβ with symmetry arguments. Af-
ter some calculation shown in Appendix A, the response func-
tion can be written as
Ki jαβ = Aδαβδi j + Bδαiδβ j +Cδα jδβi. (10)
By substituting this into Eq.(6) and (7), the spin density asso-
ciated with the electric field and magnetic textures is
〈σ〉 = A(E · ∇)δM + BE(∇ · δM) +C∇(E · δM). (11)
In the linearized Hamiltonian, Eq.(4), there is a correspon-
dence between the axial velocity operators and the spin oper-
ators, i.e.
v5 = τz
∂HWSM
∂k
= vFψ†σψ. (12)
This suggests that the spin operators and the axial current op-
erators are identical except for a constant factor38
j5 = −eψ†v5ψ = −evFψ†σψ. (13)
The electron spins couple to the magnetization by the ex-
change interaction as −M · σ, while the axial currents couple
to the axial vector potential as −A5 · j5. Due to the corre-
spondence between the spin operators and the axial current
operators, magnetization and the axial vector potentials cou-
ple to electrons in the same way, namely the electrons cannot
distinguish the perturbations. By using this correspondence,
Eq.(11) can be interpreted in the axial transport picture as
〈 j5〉 = A(E · ∇)A5 + BE(∇ · A5) +C∇(E · A5) (14)
in the expression explicitly depending on the axial vector po-
tentials. This expression is not gauge invariant under the lo-
cal chiral gauge transformation. Namely, these terms are pro-
hibited when local chiral gauge symmetry is present. Conse-
quently, coefficients of these terms including the spin-transfer
torque and the β-term are going to be zero.39 On the other
hand, the spin density associated with Kiα is gauge invariant
since it only includes electric field. Therefore only the spin
susceptibility of spin-orbit torque is finite while the others
must be zero. A similar discussion exists for a ferromagnetic
insulator on the surface of a topological insulator12, however
the responsible symmetries are different, i.e. the U(1) gauge
symmetry for the TI surface but the chiral gauge symmetry
for the Weyl semimetals. Note that the correspondence be-
tween the spin operators and the axial velocity operators re-
tains when the band dispersion close to the Fermi energy is
described by k-linear term. If the dispersion deviates from lin-
ear, including k2-term, there is no restriction from local chiral
gauge symmetry, and the spin-transfer torque and the β-term
are also expected.
The leading order of the spin response function associated
with the spin-orbit torque in damping rate, η, is calculated in
Appendix A, giving
Kiα(Ω) = iΩδαi
e
6pi2vF
∑
λ
(EF + λ∆)2
η
= iΩδαi
eEF∆
3pi2v2Fη
, (15)
and the spin density induced by the applied electric fields is
given by
〈σ〉 = eEF∆
3pi2v2Fη
E. (16)
The associated spin torque is therefore
Te(r) =
eJS EF∆
3pi2v2Fη
Mˆ × E = − JS
evF
Mˆ × 〈 j5〉 (17)
where 〈 j5〉 = −(e2EF∆/3pi2vFη)E is the axial current density.
The second equality is obtained from the correspondence be-
tween the spin and the axial transport phenomena. Equation
(16) indicates that the spin density is induced in the direction
of the applied electric field. The effect can be understood by
4the Rashba-Edelstein effect. In the Weyl Hamiltonian, mo-
mentum and spin are fixed to be parallel or antiparallel de-
pending on the chirality, the spin-momentum locking. Sup-
pose that the electric field is applied in the +x direction, the
Fermi surface is shifted along −kx direction, and the number
of the electrons with +kx decreases whereas the number with
−kx increases. Because of spin-momentum locking, the im-
balance of the momentum induces positive x component of
the net spin density for the right-handed and negative for the
left-handed. When ∆ = 0, meaning two Weyl nodes are lo-
cated at the same energy, the induced spin density of each
node has same magnitude but opposite direction, thus the con-
tributions cancel out. Once ∆ becomes non-zero, the cancella-
tion is incomplete and the net spin density becomes finite. In
the presence of inversion-symmetry, ∆ has to vanish. There-
fore, to observe the spin-orbit torque, both the inversion and
time-reversal symmetries must be broken.
IV. CHARGE-INDUCED SPIN TORQUE
In this section, we microscopically derive the charge-
induced spin torque, and discuss the relation to the chiral
anomaly. The charge-induced spin torque is described as
a spin response to the external electric voltage and mag-
netic fields. Coupling to external fields is introduced by
H′ =
∫
dr j(r) · A(r) where j(r) = ψ†(r) jˆψ(r) and H′′ =
e
∫
drψ†(r)φ(r)ψ(r) where φ(r) is an electric potential. We
calculate the electron’s spin density 〈σ〉 up to linear order in
both the electric scalar potential, φ, and the vector potential
A. The electron’s spin density can be obtained as
〈σα(q)〉 = 2χiα(q)φAi(q) (18)
where α and i denote spin and velocity direction, respectively,
and χiα(q) is the response function of the spin polarization
given by
χiα(q) = −e2vF
∑
ω,k,λ
{
Tr
[
σαG˜−λGλvi,λGλ
]
+Tr
[
σαGλvi,λGλG˜+λ
]}
, (19)
where G˜±λ ≡ Gλ(ω, k ± q) and Gλ ≡ Gλ(ω, k). The response
function is represented diagrammatically in Fig. 2. This is cal-
culated in Appendix B, and the result up to O(η0), the leading
order in the scattering rate for the charge-induced spin torque,
is given by
χiα(q) = −i
e2
4pi2vF
αi jq j, (20)
where i jk is antisymmetric under any permutation of indexes.
From Eq.(18), the spin density induced by the external fields
is given as
〈σα(q)〉 = e
2
2pi2vF
φαi jiqiA j(q) =
e2
2pi2vF
φBα(q), (21)
+
FIG. 2. Feynman diagrams for the charge-induced spin torque.
where Bα(q) = αi jiqiA j(q) is the external magnetic field.
Therefore, the spin torque associated with this process is ex-
pressed by
Te(r) =
e2JS
2pi2vF
φMˆ × B(r) = σAHEφMˆ × B(r), (22)
where σAHE = e
2S J
2pi2vF
is the anomalous Hall conductivity of
magnetic Weyl semimetals. By replacing the electric poten-
tial with the shift in the chemical potential, φ → −δµF/e,
Eq. (22) is consistent with our previous result obtained
phenomenologically.26
The physical origin of the spin polarization, Eq.(21), can
be understood by considering the Landu levels of chiral
fermions. Here we consider Weyl fermions in a uniform mag-
netic field applied along the z direction. Defining canonical
momenta as pii = −i∇i + eAi + τz(JS/vF)Mi where i = x, y, the
Hamiltonian given in Eq.(4) can be written as31
HWSM = τzvF
(
kz + τz
JS
vF
Mz
)
σz + τzvF
(
pixσx + piyσy
)
. (23)
The spin operators are described by
σi = τz
δHWSM
vFδpii
, σz = τz
δHWSM
vFδkz
. (24)
The correspondence between the spin operators and the ax-
ial velocity operators still holds in the presence of magnetic
fields. The Hamiltonian, Eq.(23) can be solved obtaining the
energy eigenvalues
Eλ0(kz) = −λvFkz − JS Mz, (25)
Eλn(kz) = −vFsgn(n)
√(
kz + λ
JS Mz
vF
)2
+ 2eBz|n| (26)
where n = ±1,±2, · · · are the Landau indices, λ = ±1 labels
the chirality. The z component of the total spin density is given
by the sum of contributions from all states below the Fermi
energy
〈σz〉tot = 1vF
∑
kz
EF>En(kz)∑
n
[
v+n,kz − v−n,kz
]
, (27)
where vλn,kz =
dEλn (kz)
dkz
is the group velocity, while x and y com-
ponents become zero because the Landau levels disperse only
along the kz axis.
Let us first consider contributions from the zeroth Landau
levels. The group velocity of the zeroth Landau levels is −vF
5for the right-handed electrons (λ = +1), and +vF for the left-
handed electrons (λ = −1). Therefore, in the zeroth Landu
levels, both right and left-handed electrons have down spins
with respect to the magnetic field. By contrast, the non-zero
Landau levels do not contribute to the total spin density. Sup-
pose ε is a some energy which cuts the non-zero Landau lev-
els below Fermi energy, the momenta associated with ε are
obtained as
kλ± = −λ
JS Mz
vF
±
√
(ε/vF)2 − 2eBz|n|. (28)
The group velocity of the non-zero Landau levels at energy ε
is
vλn,kλ± =
1
vF
dEλn(kz)
dkz
∣∣∣∣∣∣
kz=kλ±
= ∓vFsgn(n)
√
(ε/vF)2 − 2eBz|n|
ε/vF
when |ε| > √2eBz|n|vF . So there always exist two states pos-
sessing opposite sign of the velocity within a Landau level
with the chirality λ. According to the above arguments, con-
tributions to the spin density from the non-zero Landau levels
exactly cancel out.
The total spin density, therefore, is given only by the ze-
roth Landau levels and estimated as 〈σz〉tot = −n0(EF) where
n0(EF) is electron density in the zeroth Landau levels below
the Fermi energy. When the Fermi energy is shifted by the
applied gate voltage, φ, the induced spin density is given by
〈σz〉 = −gLL
∫ EF−eφ
EF
dED(E)
=
e2
4pi2vF
φBz (29)
where gLL =
∣∣∣∣ eBz2pi ∣∣∣∣ is the zeroth Landau level degeneracy
and D(E) = 2/2pivF is the density of the states for the one-
dimensional linear dispersion. This result is identical to Eq.
(21).
Above results are derived from the continuum model where
the energy dispersion is linearized and each chirality is sepa-
rated. It is, however, not obvious that analysis with the con-
tinuum model always gives the same results as a lattice model
where the energy-momentum cutoff is naturally introduced
and the chirality is no longer a good quantum number. For ex-
ample, the chiral magnetic effect in equilibrium, predicted us-
ing a continuum model, is actually absent in lattice systems.40
In the following, we numerically examine the spin density of
Weyl semimetals on a lattice to check whether the predicted
phenomenon survives.
We describe a Dirac-Weyl semimetal in a magnetic field
using the lattice Hamiltonian41
HLattice =
∑
j=x,y,z
(
T j + T
†
j
)
+ HW + Hexc (30)
where T j =
∑
R c
†
R+e j
(
−itα j + rα4
)
eiA j(R)cR are the the trans-
lation operators in j = x, y, z directions, α j = σ jτz and
α4 = −σ0τx being 4×4 Dirac matrices satisfying the anticom-
mutation relation, HW =
∑
c†R(3rα4)cR is the Wilson term in
 
 
-0.002
-0.001
 0
 0.001
 0.002
-0.3 -0.2 -0.1  0  0.1  0.2  0.3
 0
-0.3 -0.2 -0.1  0  0.1  0.2  0.3
Fermi energy        [eV]
[eV]
(a)
(b)
FIG. 3. (Color online) (a) Electron spin density calculated as a func-
tion of the Fermi energy. (b) Landau level structure of the lattice
Hamiltonian of the Weyl semimetal. The zeroth landau levels are
shown as a solid line, while non-zero Landu levels are dashed lines.
The parameters are chosen as t = −0.248 eV, r = 0.414 eV, J = 0.2
eV, Mˆ = zˆ, Bˆ = B0 zˆ, and B0 = φ0/128 where φ0 is the magnetic flux
quantum.
the massless case, and Hexc is the exchange Hamiltonian. The
effect of the magnetic field is introduced by the Peierls phase.
We use typical materials parameters for Bi2Se3 determined to
fit ab initio calculations.42,43 The external magnetic field is
taken to be uniform and pointing in the +z direction with the
Landau gauge, A(R) = (0, B0x, 0).
We calculate the electron spin density below the Fermi en-
ergy, 〈σz〉(EF) = 〈c†σˆzc〉, by numerical diagonalization of the
Hamiltonian. To measure the response to external fields, we
evaluate 〈∆σz〉(EF) ≡ 〈σz〉(EF)|Bz=B0 − 〈σz〉(EF)|Bz=0 which
is shown in Fig. 3 (a). When the Fermi energy is −0.2 [eV]
<∼ EF <∼ 0.2 [eV], the proportion relation between z compo-
nent of the spin density and the Fermi energy is clearly seen
as we expected from our analysis with the continuum model,
Eq.(29), whereas the perpendicular component to the mag-
netic field is always zero, independent of EF . Within this en-
ergy scale, the Landau levels shown in Fig.3 (b) behave as the
Eq.(26), namely the linearized continuum model where the
chirality is a good quantum number describes the spectrum
well. On the other hand, when |EF | >∼ 0.2 [eV], the spin den-
sity deviates from EF-linear dependence. In this regime, two
Landau level branches with opposite chirality hybridize while
they are approaching kz = 0 point. In above argument based
on the continuum model, we have neglected the hybridization
of the chirality, therefore our theory, Eq.(21), is unapplicable
in this energy regime. According to the numerical results, we
conclude that the spin density response to the applied electric
voltage shown in Eq. (21) can be expected even in the lattice
system when the Fermi energy is located in the linear disper-
6sion regime.
We now discuss the relationship between the charge-
induced spin torque and the chiral anomaly. As we already
mentioned in the previous section, the spin operators can be
expressed in terms of the axial velocity operators in Weyl
semimetals. The correspondence suggests that we can replace
the spin vertex with the axial current vertex in Fig. 2, and Eq.
(21) can be interpreted as
〈 j5〉 = e
3
2pi2
φB. (31)
According to the discussion in the previous section, Eq.(31)
is disallowed if U(1) gauge symmetries are present because
it explicitly depends on a gauge potential, φ. However, the
presence of the chiral anomaly makes this an exceptional case.
The conservation law of axial currents can be violated even in
the presence of the chiral gauge symmetry, which is known
as the chiral anomaly.44–46 The violation of the axial current
conservation is governed by the anomaly equation. By taking
the divergence, we obtain
∇ · 〈 j5〉 = − e
3
2pi2
∇φ · B = e
3
2pi2
E · B.
This equation coincides with the anomaly equation in a static
case, suggesting that Eq.(31) is allowed as a part of the
anomaly equation. This indicates that the charge-induced spin
torque is a consequence of the chiral anomaly.
Recently many attempts have been made to observe evi-
dence of the chiral anomaly47, for example through the ob-
servation of a negative magnetoresistance48–53. Observing
a charge-induced torque is another direct piece of evidence
of the chiral anomaly. Experimentally, this phenomenon is
captured as a frequency shift in the ferromagnetic resonance
(FMR) peak. In ferromagnetic metals, the interaction energy
of the magnetization is given by the sum of the Zeeman en-
ergy and the exchange energy with the background conduction
electron spins, U = (−γ0ρS S B0 + JS 〈σz〉) Mˆz where ρS is the
density of local moments. By substituting the contribution
from the charge-induced spin torque, Eq.(21), the interaction
energy is obtained as
U = −γ0ρS S
(
1 − e
2J
2pi2γ0ρS vF
φ
)
B0Mˆz
≡ −γ0ρS S
(
1 − ∆B
B0
)
B0Mˆz (32)
where ∆B/B0 = e
2J
2pi2γ0ρS vF
φ = eJ2pi2γ0ρS vF δµF characterizes the
shift in the FMR peak. With typical material parameters for
magnetic doped topological insulators such as CrxBi2−xTe3
(J = 10 meV, ~vF = 2.2 eVÅ−1, and ρS = 1.1 × 10−4Å−3
with chromium concentration x = 0.1), we qualitatively esti-
mate the shift in the FMR peak as
∆B
B0
≈ 0.3 ×
(
δµF
[eV]
)
. (33)
This indicates that when a FMR measurement is performed
while changing the gate voltage, the FMR peak shifts linearly
in the applied gate voltage. If the chemical potential is shifted
0.1 [eV] by the gate voltage, the shift of the FMR peak can be
up to 3%.
V. DISCUSSION AND CONCLUSION
In this paper, we have studied electrically-induced spin
torques, charge-induced spin torque, spin-orbit torque, spin-
transfer torque, and β-term. They are summarized as
Te = σAHEφMˆ × B + χSOTMˆ × E (34)
where χSOT = (eJS EF∆)/(3pi2vFη), and the spin-transfer
torque and the β-term are absent because of the chiral gauge
symmetry. The first term denotes the charge-induced torque
generated by an applied voltage, while the second term is the
spin-orbit torque driven by an electric field due to the spin-
momentum locking. These two terms are both electrically-
driven spin torques, however, the origins are completely dif-
ferent. The charge-induced spin torque is an adiabatic phe-
nomenon in which all states below Fermi energy contribute.
On the other hand, the spin-orbit torque is a non-equilibrium
spin torque, associated with electrons near the Fermi surface.
In our analysis, we have taken account only of intra-nodal
scattering. This assumption is valid when the Fermi energy
is located close to the Weyl nodes and the two nodes are well
separated. The absence of the spin-transfer torque and the β-
terms is guaranteed as long as this assumption is valid. When
the Fermi energy is far from the Weyl nodes or the distance be-
tween nodes is small, states with different chirality hybridize
and chiral gauge symmetry is no longer present. In this case,
there is no symmetry restriction, and the spin-transfer torque
and the β-terms are also to be expected.
It is straight forward to introduce vertex corrections. Sev-
eral theoretical papers have concluded that, in Weyl semimet-
als, ladder type corrections only modify the Fermi velocity of
the current vertex.54–56 Because our model includes the cor-
respondence between the velocity and the spin operators, the
vertex is also only modified in the coefficient. Therefore our
results are not cancelled by the vertex correction, and valid
after a modification in the Fermi velocity vF → ΛF , being the
renormalized velocity.
Finally we discuss other spin torques within the chiral trans-
port picture. As we introduced in Eq.(3), the amplitude of the
spin and the Gilbert damping are modified by the conduct-
ing electrons. They are expressed as 〈σ〉 = (δα/JS )δM˙ +
(δS/JS ) zˆ × δM˙ where δα and δS are the modification to the
Gilbert damping constant and the amplitude of spins, respec-
tively. Here we take the saturated magnetization axis in z
axis. In the chiral transport picture, the coefficients are noth-
ing but the longitude and Hall conductivity for the axial cur-
rents, expressed as 〈 j5〉 = (evF/JS )a0e + (evF/JS )b0 zˆ × e
where e = δM˙ is the chiral electric field. If two Weyl nodes
are well separated, the coefficients are equivalent to the con-
ductivities of the vector currents. Namely, the correction to
the Gilbert damping constant and the amplitude of spin are ex-
plicitly written as δα = (JS/evF)σxx and δS = (JS/evF)σxy.
These relations coincide with those of a ferromagnetic insula-
tor deposited on the surface of a topological insulator.12
In conclusion, we microscopically derived the electrically
induced spin torques in magnetically doped Weyl semimetals.
Firstly, we examine current-induced spin torques. Because of
the spin-transport correspondence and the local chiral gauge
7symmetry, we found that the spin-transfer torque and the β-
terms are absent as long as the two Weyl nodes with opposite
chirality is well separated in momentum space. Consequently,
in the magnetic Weyl semimetals, only the spin-orbit torque
is expected as current-induced spin torques up to first order
with respect to spatial and temporal derivation and electrical
currents. We derived the analytical expression and found the
non-equilibrium spin density is induced in the applied elec-
tric field direction when the inversion symmetry is broken, in
other words, ∆ , 0. The phenomenon is understood by the
Rashba-Edelstein effect because of the spin-momentum lock-
ing.
Secondly, by using a linear response theory, we derived the
analytical expression of the charge-induced spin torque in-
duced by the gate voltage in the presence an external mag-
netic field, and succeeded to reproduce our previous results
obtained phenomenologically. We also discussed that the
charge-induced spin torque is understood in terms of the chiral
anomaly and the correspondence between the spin phenomena
and the chiral transport phenomena. This indicates that the
observation of the charge-induced spin torque might be direct
evidence of the chiral anomaly. Experimentally, it is expected
to be observed as a frequency shift of the ferromagnetic reso-
nance peak which is estimated as ∼ 3%.
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Appendix A: Current-induced spin torques
1. Spin-orbit torque
The detail calculations for the spin-orbit torque is presented in this section. In this section, µ, ν, ρ and γ are dummy indices,
running over 1 ∼ 3 and summed in all the values of the indices. Let us start with the Eq.(8), and proceed our calculation as
Kiα(iΩm) = kBTevF
∑
n,k,λ
λTr
[
σαGλσiG
†
λ
]
= kBTevF
∑
n,k,λ
λDλ(iωn + iΩm, k)Dλ(iωn, k)Tr
[
σαg0λ(iωn + iΩm, k)σig0λ(iωn, k) + v2Fkµkνσασµσiσν
]
= kBTevF
∑
n,k,λ
λDλ(iωn + iΩm, k)Dλ(iωn, k)
{
g0λ(iωn + iΩm, k)g0λ(iωn, k)Tr [σασi] + v2F
k2
3
δµνTr
[
σασµσiσν
]}
(A1)
after dropping terms which are odd in momentum, where Dλ(iωn, k), g0λ(iωn, k) are defined by
Dλ(iωn, k) ≡
[
(iωn + EF + λ∆ − Σλ(iωn, k))2 − v2F k2
]−1
(A2)
g0λ(iωn, k) ≡ iωn + EF + λ∆ − Σλ(iωn, k) (A3)
satisfying Gλ(iωn, k) = Dλ(iωn, k) (g0λ + λvF k · σ) , and we have used the relation kµkν = k23 δµν under symmetrical integration.
The trace calculations are performed as
Tr [σασi] = 2δαi , δµνTr
[
σασµσiσν
]
= −2δαi. (A4)
By defining the Green’s function projected onto conduction and valence band as
gλ,±(iωn) ≡ [iωn + EF + λ∆ ∓ vFk + iηsgn(ωn)]−1 (A5)
and using the following relations,
Dλ(iωn, k)g0λ(iωn, k) =
1
2
[
gλ,+(iωn) + gλ,−(iωn)
]
(A6)
Dλ(iωn, k)vFk =
1
2
[
gλ,+(iωn) − gλ,−(iωn)] , (A7)
the response function is expressed by
Kiα(iΩm) = kBTevFδαi
∑
n,k,λ
λ
[
1
3
{
gλ,+(iωn)gλ,+(iωn + iΩm) + gλ,−(iωn)gλ,−(iωn + iΩm)
}
+
2
3
{
gλ,+(iωn)gλ,−(iωn + iΩm) + gλ,−(iωn)gλ,+(iωn + iΩm)
}]
(A8)
8Next we are going to perform the Matsubara summation,
kBT
∑
n
gλ,±(iωn)gλ,±(iωn + iΩm) =
i
2pi
∫
d f ()
[{
gRλ,±() − gAλ,±()
}
gRλ,±( + Ω) + g
A
λ,±( −Ω)
{
gRλ,±() − gAλ,±()
}]
=
i
2pi
∫
d
[
{ f ( + Ω) − f ()} gRλ,±( + Ω)gAλ,±() + f ()
{
gRλ,±()g
R
λ,±( + Ω) − gAλ,±( −Ω)gAλ,±()
}]
≈ i
2pi
∫
d f ()
[
(gRλ,±)
2 − (gAλ,±)2
]
+
iΩ
2pi
∫
d
[
f ′()gRλ,±g
A
λ,± − f ()
{
(gRλ,±)
3 + gRλ,±)
3
}]
+ O(Ω2)
=
i
2pi
∫
d f ′()
(
gRλ,± − gAλ,±
)
+
iΩ
2pi
∫
d f ′()
[
gRλ,±g
A
λ,± −
1
2
{
(gRλ,±)
2 + (gAλ,±)
2
}]
= − i
2pi
(
gRλ,± − gAλ,±
)
− iΩ
4pi
(
gRλ,± − gAλ,±
)2
(A9)
kBT
∑
n
gλ,±(iωn)gλ,∓(iωn + iΩm) =
i
2pi
∫
d f ()
[{
gRλ,±() − gAλ,±()
}
gRλ,∓( + Ω) + gλ,±( −Ω)
{
gRλ,∓() − gAλ,∓()
}]
≈ i
2pi
∫
d f ()
(
gRλ,±g
R
λ,∓ − gAλ,±gAλ,∓
)
+
iΩ
2pi
∫
d
[
f ′()gRλ,∓g
A
λ,± − f ()
{
gRλ,±(g
R
λ,∓)
2 + (gAλ,±)
2gAλ,∓
}]
+ O(Ω2) (A10)
kBT
∑
n
[
gλ,+(iωn)gλ,−(iωn + iΩm) + gλ,−(iωn)gλ,+(iωn + iΩm)
]
=
i
pi
∫
d f ()
(
gRλ,+g
R
λ,− − gAλ,+gAλ,−
)
+
iΩ
2pi
∫
d
[
f ′()gRλ,+g
A
λ,− − f ()gRλ,+gRλ,−
(
gRλ,+ + g
R
λ,−
)
+ c.c
]
= O(Ω0) + iΩ
2pi
∫
d f ′()
[
gRλ,+g
A
λ,− − gRλ,+gRλ,− + c.c
]
= O(Ω0) − iΩ
2pi
∫
d f ′()
(
gRλ,+ − gAλ,+
) (
gRλ,− − gAλ,−
)
= O(Ω0) + iΩ
2pi
(
gRλ,+ − gAλ,+
) (
gRλ,− − gAλ,−
)
(A11)
where gR,(A)λ,± ≡ gR,(A)λ,± (), f () is the Fermi-Dirac distribution function, and we have substituted iΩm → Ω. We have also used
the relation dd g
R,(A)
λ,± = −(gR,(A)λ,± )2, and assumed zero temperature, namely f () = −δ(). In the weak scattering regime where
η << EF , the Green’s functions can be expanded by gRλ,± − gAλ,± = −2piiδ(EF + λ∆∓ vFk), and momentum integrals are evaluated
9as ∑
k,λ
(A9) =
∑
λ
λ
∫
dk3
(2pi)3
iΩ
4pi
[(
gRλ,+ − gAλ,+
)2
+
(
gRλ,− − gAλ,−
)2]
≈ − Ω
4pi2v3F
∑
λ
λ
∫
dξξ2
[
δ(EF + λ∆ − ξ)
(
1
EF + λ∆ − ξ + iη −
1
EF + λ∆ − ξ − iη
)
+δ(EF + λ∆ + ξ)
(
1
EF + λ∆ + ξ + iη
− 1
EF + λ∆ + ξ − iη
)]
=
iΩ
2pi2v3F
∑
λ
λ
(EF + λ∆)
η
= iΩ
EF∆
pi2v3Fη
, (A12)
∑
k,λ
(A11) =
∑
λ
λ
∫
dk3
(2pi)3
iΩ
2pi
(
gRλ,+ − gAλ,+
) (
gRλ,− − gAλ,−
)
≈ Ω
2pi2v3F
∑
λ
λ
∫
dξξ2
i
2pi
(
−2piiδ(EF + λ∆ − ξ) − iη(EF + λ∆ − ξ)2 + η2
)
×
(
−2piiδ(EF + λ∆ + ξ) − iη(EF + λ∆ + ξ)2 + η2
)
= − iΩ
2pi2v3F
∑
λ
λ
∫
dξξ2
[
δ(EF + λ∆ − ξ) η(EF + λ∆ + ξ)2 + δ(EF + λ∆ + ξ)
η
(EF + λ∆ − ξ)2
]
= − iΩ
2pi2v3F
∑
λ
λ
η
4
= 0 (A13)
where we have neglected O(Ω0) terms because they are cancelled by the definition of the spin susceptibility, Eq.(6). By substi-
tuting these result for Eq.(A8), the response function is obtained by
Kiα(Ω) = iΩ
eEF∆
3pi2v2Fη
(A14)
which is presented in Eq.(15).
2. Spin-transfer torque and β-term
In this section, we present the detail calculations for obtaining Eq.(10). Let us start with the first term of Eq.(9),
Ki jαβ(iΩm) = kBTeJS v
2
F
∑
n,k,λ
Tr
[
σαGλσ jGλσβGλσiG+λ
]
= kBTeJS v2F
∑
n,k,λ
Dλ(iωn + iΩm, k)Dλ(iωn, k)3
{
g0λ(iωn, k)3g0λ(iωn + Ωm, k)Tr
[
σασ jσβσi
]
+δµν
(vFk)2
3
g0λ(iωn, k)2
(
Tr
[
σασ jσβσµσiσν
]
+ Tr
[
σασ jσµσβσiσν
]
+ Tr
[
σασµσ jσβσiσν
])
+δµν
(vFk)2
3
g0λ(iωn, k)g0λ(iωn + iΩm, k)
(
Tr
[
σασ jσµσβσνσi
]
+ Tr
[
σασµσ jσβσνσi
]
+ Tr
[
σασµσ jσνσβσi
])
+v4F
k2k2
15
(
δµνδργ + δµρδνγ + δµγδνρ
)
Tr
[
σασµσ jσνσβσρσiσγ
]}
.
The second term can be estimated by just exchanging i ↔ j and replacing Ωm → −Ωm. The equation looks cumbersome,
however the Pauli matrices always appear with even number in trace. This constrains the response function to being proportional
to pairs of Kronecker deltas with all possible combination of indices,
Ki jαβ(iΩm) = Aδαβδi j + Bδαiδβ j +Cδα jδβi (A15)
where A, B,C are constants of proportionality.
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Appendix B: Charge-induced torque
The detail calculations for the charge-induced spin torque is presented in here. Because the charge-induced spin torque is an
adiabatic spin torque, namely the leading order of the spin torque is give in O(η0). We focus on the non dissipation case, η = 0.
We also assume that the Fermi energy is located on the Weyl nodes, EF = 0. For calculating the charge-induced spin torque,
it is easier to introduce the Dirac’s Gamma matrices and express the Green’s function as G(k) = [vFkiγi]−1 where i = 1 ∼ 4,
k = (k, ω/vF) is a four-momentum and the gamma matrices are defined as
γi ≡ iτyσi (i = 1, 2, 3) , γ4 ≡ −iτx (B1)
satisfying {γi, γ j} = 2ηi j with the Euclidean metric ηi j = diag(−1,−1,−1,−1).31 The interaction with the electromagnetic fields
and the magnetization are given as
HEM = −
∫
d3r evFAiψiγiψ (B2)
Hexc = −
∫
d3r JS Mˆ · ψiγγ5ψ (B3)
where Ai = (A, φ/vF) for i = 1 ∼ 4, and ψ ≡ ψ†(r)τx, ψ ≡ c(r), and γ5 ≡ γ1γ2γ3γ4 = τz, thus the current and spin operators are
given by
ji =
δHEM
δAi
= −ievFψiγiψ, σi = δHexc
δ(JS Mi)
= −iψγiγ5ψ.
With this notation, Eq.(19) is rewritten as
χiα(q) = i
e2
vF
∫
d4k
(2pi4)
Tr
[
γαγ5
6k
k2
γ4
6k
k2
γi
(6k+ 6q)
(k + q)2
+γαγ5
(6k− 6q)
(k − q)2 γi
6k
k2
γ4
6k
k2
]
(B4)
where four-momenta are expressed in the Feynman’s slash notation, 6k = kiγi. Here the α = 1 ∼ 3 and i = 1 ∼ 4 denote the spin
and velocity direction respectively. Note that, because the integral in Eq.(B4) is divergent, it should be evaluated with a proper
regularization scheme. In this paper, we introduce dimensional regularization. The basic idea of the dimensional regularization
is to perform an integral of an analytic function in the space-time dimension d where the integral converges, then taking limit
d → 4 after obtaining the analytical expression in d-dimension. By expanding Eq.(B4) in terms of the incident momentum q,
one can obtain χiα(q) = i(e2/vF)
(
Παi − Παi jq j
)
+ O(q2) where
Παi =
∫
ddk
(2pi)d
kµkνkρ
k6
Tr
[
γαγ5γµγ4γνγiγρ
]
+ (i↔ 4) (B5)
Παi j =
∫
ddk
(2pi)d
kµkνkρkλ
k8
Tr
[
γαγ5γµγ4γνγiγργ jγλ
]
− ( j↔ 4)
(B6)
with dummy indices µ, ν, ρ, λ = 1 ∼ d. Since the integral is odd in four-momentum, O(q0) term is zero, Παi = 0. O(q1) term,
therefore, becomes the leading order in incident momentum, which is evaluated as
Παi j =
1
d(d + 2)
∫
ddk
(2pi)d
1
k4
(
Tα4i j − Tα ji4
)
(B7)
Ti jkl ≡ −
(
δµνδρλ + δµρδνλ + δνρδµλ
)
Tr
[
γ5γiγµγ jγνγkγργlγλ
]
where we have used
kµkνkρkλ =
k4
d(d + 2)
(
δµνδρλ + δµρδνλ + δνρδµλ
)
(B8)
under the symmetrical integration. To evaluate the trace, we have to take care of the commutation relation between γ5 and γµ
because γ5 is essentially defined in four-dimension. If we impose all gamma matrices to satisfy the anticommutation relations,
γ5 commutes with γµ for µ = 1 ∼ 4 while commutes with γµ for other µ. Keeping this in mind, trace parts with Kronecker delta
are evaluated as
Tα4i j = (d − 4)(d + 2)Tr
[
γ5γ4γαγiγ j
]
d→4
= −4(d − 4)(d + 2)αi j (B9)
11
The momentum integral in d-dimension is also performed as∫
ddk
(2pi)d
1
k4
= − 1
(4pi)d/2
Γ(2 − d2 )
Γ(2)
d→4
=
1
(4pi)2
(
1
d/2 − 2 − γ
)∣∣∣∣∣∣
d→4
(B10)
where we have used the expansion of the Gamma function near the pole, Γ(x) ≈ 1/x−γ, and γ ≈ 0.5772 is the Euler-Mascheroni
constant. By substituting Eq.(B9) and (B10) for Eq. (B7), we finally obtain
Παi j = − 16(4pi2) αi j
1
d(d + 2)
(d − 4)(d + 2) 1
d − 4
∣∣∣∣∣
d→4
= − 1
4pi2
αi j, (B11)
and, as a result, the susceptibility, Eq. (20), is obtained.
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