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Abstract
Euclidean time projection is a powerful tool that uses exponential decay to extract the low-
energy information of quantum systems. The adiabatic projection method, which is based on
Euclidean time projection, is a procedure for studying scattering and reactions on the lattice. The
method constructs the adiabatic Hamiltonian that gives the low-lying energies and wave functions
of two-cluster systems. In this paper we seek the answer to the question whether an adiabatic
Hamiltonian constructed in a smaller subspace of the two-cluster state space can still provide
information on the low-lying spectrum and the corresponding wave functions. We present the
results from our investigations on constructing the adiabatic Hamiltonian using Euclidean time
projection and extracting details of the low-energy spectrum and wave functions by diagonalizing
it. In our analyses we consider systems of fermion-fermion and fermion-dimer interacting via a
zero-range attractive potential in one dimension, and fermion-fermion interacting via an attractive
Gaussian potential in three dimensions. The results presented here provide a guide for improving
the adiabatic projection method and for reducing the computational costs of large-scale calculations
of ab initio nuclear scattering and reactions using Monte Carlo methods.
∗ serdarelhatisari@kmu.edu.tr
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I. INTRODUCTION
Understanding the structure of atomic nuclei and answering important questions relevant
for the synthesis of the elements requires more nuclear data. Experimental efforts are limited
due to the fact that important nuclear processes involve charged nuclei and the repulsive
Coulomb effects at energies relevant for stellar nucleosynthesis result in inaccurate cross
sections [1–3]. Therefore, ab initio calculations of nuclear scattering and reactions are of
significant importance for answering long standing questions in nuclear physics. There has
been significant progress in ab initio methods which combine modern theoretical approaches
with powerful computational developments [4–10]. However, in most of these numerical
methods the computational scaling limits studying nuclear reactions with a projectile nucleus
A > 3. Therefore, the computational capabilities of the current ab initio methods are needed
to be improved to perform large scale calculations.
The Euclidean time projection method is a powerful numerical technique that gives access
to the low-energy information of the systems by projecting out the high-energy physics. The
fact that makes the Euclidean time projection so powerful is that it works as a subspace
projection. See Chapter 6 of Ref. [18] for a detailed discussion. The adiabatic projection
method is a standard technique for studying elastic scattering and inelastic reactions of two
clusters on the lattice. By means of the Euclidean time projection the adiabatic projection
method describes the low-energy physics of the systems consisting of clusters. The method
uses every possible cluster state on the lattice to construct the initial cluster states, |R〉,
which is parameterized by the relative separation between clusters, R, and evolve them in
Euclidean time using the microscopic Hamiltonian of underlying theory. The Euclidean time
evolution acts as a low-energy filter, and in the limit of large Euclidean projection time, the
description of the low-lying two-cluster states becomes exact and they span the low-energy
subspace of two-body continuum states for participating clusters. Then these dressed two-
cluster states are used to construct a low-energy effective Hamiltonian for clusters, which is
called the adiabatic Hamiltonian. Finally, by diagonalizing the adiabatic Hamiltonian we
can obtain the low-energy spectrum and corresponding wave functions of the two-cluster
system, and study reactions such as,
a+ b→ a+ b,
a+ b→ c+ d, (1)
a+ b→ c+ γ,
where a, b, c are nuclear clusters and γ is a photon. The method was used to study the ra-
diative neutron capture reaction p(n, γ)d [11], the elastic scattering phase shifts for neutron-
deutron d(n, n)d [12, 13], and proton-proton fusion process p(p, e+νe)d [14]. To improve the
accuracy and efficiency of the method, in Refs. [15, 16] computational advancements in the
construction of the adiabatic Hamiltonian and in the extraction of the scattering informa-
tion from the adiabatic Hamiltonian were introduced. These computational developments
helped for the efficiency and accuracy of larger-scale calculations of alpha-alpha scattering
using Monte Carlo simulations [8, 17].
The adiabatic Hamiltonian is constructed using the low-energy subspace of two-body con-
tinuum states, and its eigenstates are not orthogonal to and contaminated with the states
spanning outside this low-energy subspace. Nevertheless, the Euclidean time projection
method plays crucial role and releases these contaminations and gives the exact descrip-
tion of the low-lying states for large Euclidean time. This raises the question whether the
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adiabatic Hamiltonian constructed with a smaller number of initial cluster states defined
on the lattice can give the low-energy information. Answering this question is important
because the required computational cost for computing the adiabatic Hamiltonian scales
quadratically with the number of initial cluster states. Therefore, in this paper we study
two-cluster scattering on the lattice to answer this question, and we present the results from
our calculations and analyses.
II. LATTICE FORMALISM
In this section we introduce the lattice theory of two-component fermions, and we work
with natural units where ~ = c = 1. The non-relativistic Hamiltonian in D-dimensions is,
Hˆ =
∑
s
1
2ms
∫
dDr∇b†s(r)∇bs(r)
+
1
2
∑
s,s′
∫ ∫
dDr dDr ′ b†s′(r
′) bs′(r
′)Vss′(r− r ′)b†s(r) bs(r) , (2)
where s labels the particle species, D stands for the number of spatial dimensions, and bs
(b†s) is the annihilation (creation) operator.
In our calculations, we use a lattice that is periodic with the lattice spacing a, and we
define all physical quantities in lattice units (l.u.) multiplying them by the corresponding
powers of a. Therefore, the non-relativistic lattice Hamiltonian is,
Hˆ = Hˆ0 + Vˆ , (3)
where the free non-relativistic lattice Hamiltonian is,
Hˆ0 =−
∑
s
1
2ms
Dˆ∑
lˆ=1ˆ
∑
n
[
N∑
k=−N
c
(N)
|k| b
†
s(n) bs(n+ k lˆ)
]
, (4)
and the lattice potential is,
Vˆ =
1
2
∑
s,s′
∑
n ′
∑
n
b†s′(n
′) bs′(n
′)Vss′(n− n ′)b†s(n) bs(n) , (5)
n labels the lattice sites, and c
(N)
k are the set of coefficients which gives the Laplace operator
on the lattice with the truncation error O(a2N) [19, 20],
c
(N)
k =
{
(−1)k+1 2 (N !)2
k2 (N+k)! (N−k)! , k 6= 0
−2∑Nk=1 c(N)k , k = 0 . (6)
For convenience we set parameters to values for systems of nuclear physics. We choose
the masses ms = 1 GeV, and we use values for the interaction strengths that produce
considerable amount of scattering in the systems.
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III. ADIABATIC PROJECTION METHOD
In this section we discuss the adiabatic projection method which constructs a low-energy
effective Hamiltonian for clusters, the so-called adiabatic Hamiltonian. The method uses
the initial cluster states, which is parameterized by the two-cluster displacement vector R.
Using the Slater-determinant we define the initial cluster states as,
|R〉 =
∑
n
|n+R〉1 ⊗ |n〉2 . (7)
A schematic view of initial cluster state in a two-dimensional lattice is illustrated in Fig. 1.
For a D-dimensional lattice, the number of initial cluster states is NR = L
D. Then the
𝑛𝑥 , 𝑛𝑦  1
𝑛𝑥 , 𝑛𝑦   
 2
R
FIG. 1: A two-dimensional sketch of the two-cluster initial state |R〉 separated by displace-
ment vector R
method evolves these states in Euclidean time using the microscopic Hamiltonian of the
system and forms dressed cluster states that is spanning the low-energy subspace of the
two-cluster state space,
|R〉τ = exp(−H τ) |R〉 , (8)
where τ = Lt at is Euclidean time, Lt is the number of time steps, and at is the lattice
spacing in temporal direction. In the limit of large Euclidean time τ , the dressed cluster
states span the low-energy subspace of the two-cluster state space. Now we use these dressed
cluster states to compute the projected Hamiltonian,
[Hτ ]R,R′ = τ/2〈R|H|R〉τ/2 , (9)
and since the dressed states are not orthogonal we also compute the norm matrix,
[Nτ ]R,R′ = τ/2〈R|R〉τ/2 . (10)
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Finally, we define the adiabatic Hamiltonian in the subspace spanned by NR two-cluster
states as,
[Haτ ]R,R′ =
∑
R′′,R′′′
[N−1/2τ ]R,R′′ [Hτ ]R′′,R′′′ [N
−1/2
τ ]R′′′,R′ , (11)
and by diagonalizing [Haτ ]R,R′ we obtain the low-energy spectrum and eigenstates of the
two-cluster system. Here we denote the eigenstates of the adiabatic Hamiltonian by |ψi(τ)〉
and the corresponding energies are E
(a)
i (τ) for i = 0, 1, 2, . . . , NR − 1.
For a D-dimensional lattice, the number of eigenstates of the microscopic Hamiltonian
Hˆ is N = LD(A−1), where A is the total number of particles in the system. Let |φi〉 be
eigenstates of the microscopic Hamiltonian Hˆ with low-lying energies Ei ordered as,
E0 ≤ E1 ≤ E2 ≤ ... . (12)
The eigenstates of the adiabatic Hamiltonian form a subspace of the complete eigenstates
of the microscopic Hamiltonian Hˆ. Therefore, the two-cluster low-lying spectrum can be
determined only with an error governed by Euclidean time,∣∣E(a)n (τ)− En∣∣ ∼ O (e−(ENR−En)τ) , (13)
In Eqs. (13) the difference (ENR−En) is positive and independent of τ , and for increasing
Euclidean time τ the right-hand side of these equations are expected to approach to zero. In
Fig. 2 for a fermion-dimer system we show the error estimates in the lowest three energies.
The discussion of the fermion-dimer system is the subject of Section IV B. As seen from Fig. 2
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FIG. 2: Plot shows the error estimates in the lowest three energies of the adiabatic Hamil-
tonian for a fermion-dimer system. Since ENR > En, the difference (ENR − En) is positive
and independent of τ , and for increasing values of τ the horizontal axes should be read from
right to left.
as Euclidean time τ increases the error e−(ENR−En)τ approaches to zero, and consistently∣∣∣E(a)n (τ)− En∣∣∣ vanishes with non-zero slopes. There results indicate that the adiabatic
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projection in Euclidean time gives a systematically improvable description of the low-lying
scattering states of clusters, and in the limit τ →∞ the description is exact.
In practice, due to the required computational cost it is not practical to go to very large
values of τ , and we obtain the exact spectrum from the adiabatic Hamiltonian by means of
Euclidean time extrapolation using an ansatz resembling Eq.(13),
E(a)n = lim
τ→∞
En . (14)
The adiabatic projection method acts as a low-energy filter, and projects out the states
corresponding to the high-energy spectrum. Then the question arises, whether using a
number of initial cluster states that is less than NR would be sufficient to extract the correct
low-energy information from the constructed adiabatic Hamiltonian. If one is interested in
extracting only the lowest N ′R eigenenergies, where N
′
R < NR, then it might be sufficient
that the number of initial cluster states is greater than or equal to N ′R. Before we proceed
to answer this question, for completeness we introduce the radial adiabatic Hamiltonian in
order to project onto spherical partial waves.
In three dimensions the initial cluster states can be projected onto spherical harmonics
with angular quantum numbers `, `z,
|R〉D=3 =
∑
R′
Y` `z(Rˆ
′) δR2,R′2 |R′〉 . (15)
The projection given in Eq. (15) also ensures that cubic lattice points with the same radial
distance squares, R2, are summed by weighting them with the spherical harmonics Y` `z(Rˆ).
Furthermore, we can define a radial bin size, aR, in the radial direction, then cubic lattice
points within the bin size aR in radial distance can be group together. For a comprehensive
discussion and details see Refs. [8, 16, 21]. In one-dimensional lattice Eq. (15) takes rather
simple form,
|R〉D=1 =
∑
R′
δR,|R′| |R′〉 . (16)
and lattice points with equidistant are binned together. Then the radial dressed cluster
states read,
|R〉Dτ = exp(−H τ) |R〉D , (17)
and they are used to compute the projected radial Hamiltonian, norm matrix, and radial
adiabatic Hamiltonian in a similar fashion described as Eqs. (9), (10) and (11).
[Haτ ]R,R′ =
∑
R′′,R′′′
[N−1/2τ ]R,R′′ [Hτ ]R′′,R′′′ [N
−1/2
τ ]R′′′,R′ . (18)
After constructing the adiabatic Hamiltonian in radial coordinates, we employ the spherical
wall method [15, 16, 22], which is a general method to extract the two-cluster asymptotic
wave functions and scattering information efficiently on the lattice. The method introduces
a spherical hard wall with radius Rwall into the relative separation between two clusters
on a periodic lattice and removes the periodic boundary condition. The spherical wall
method allows one to efficiently and accurately compute scattering phase shifts or reaction
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amplitudes for the systems with higher orbital angular momenta, spin-orbital coupling, or
in the presence of long-range interactions.
Now we return back to the question whether it is necessary to use all possible initial
cluster states parameterized by the relative displacement of two clusters to extract the two-
cluster asymptotic wave functions and the energies. To answer the question one can redefine
the initial cluster states given in Eqs. (15) and (16) by introducing a constraint on the
selection of states |R′〉 in the summation. Therefore, we consider the following initial cluster
states in one and three dimensions, respectively,
|R〉D=1 =
∑
R′
δR,|R′| δ0,mod(|R′|,m) |R′〉 , (19)
and
|R〉D=3 =
∑
R′
Y` `z(Rˆ
′) δR2,R′2 δ0,mod(R′2,m) |R′〉 , (20)
where mod(N,m) is the modulo operator. The second Kronecker deltas in Eqs. (19) and (20)
select and add the only every other mth states into the binning. This constraint reduces the
number of initial cluster states used in the calculation by a factor of 1/m without reducing the
range of the two-cluster separation length which is important since we extract the asymptotic
wave function from the adiabatic Hamiltonian. When we set m = 1, Eq. (19) and (20) are
equivalent to Eqs. (15) and (16), respectively. Therefore, since we aim to construct the
adiabatic Hamiltonians which are restricted to the subspace of dressed cluster states given
in Eq. (8), in our calculations we use the initial cluster states given in Eqs. (19) and (20) by
setting m = 2 or m = 3.
IV. LATTICE CALCULATIONS AND RESULTS
We study the extraction of the low-lying spectrum and corresponding wave functions from
a radial adiabatic Hamiltonian constructed using a set of initial cluster states defined in a
subspace of the complete two-cluster separation state space. In the following we consider
scattering of two particles in one and three spatial dimensions, and fermion-dimer scattering
in one spatial dimension on the periodic lattice. We benchmark the results against scattering
parameters from the exact calculations in the continuum limit.
A. Two-particle scattering
In this section we consider a simple system of two distinguishable spin–1
2
particles with
equal masses and interacting via an attractive delta function potential on a periodic lat-
tice. The free non-relativistic microscopic Hamiltonian is defined by Eq. (4), and the delta
function potential on the lattice is
Vˆ = C0
∑
n
b†↑(n) b↑(n)b
†
↓(n) b↓(n) , (21)
where C0 is the interaction strength. In this calculation, we set the lattice spacing a =
0.01 MeV−1 and the interaction strength C0 = −0.103 which forms a dimer with binding
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FIG. 3: Two-particle scattering phase shifts in one spatial dimension calculated three differ-
ent methods; the exact continuum formula, the microscopic Hamiltonian, and the adiabatic
projection method. The solid line is from the continuum calculation. The results from the
microscopic Hamiltonian are denoted by red asterisks. The orange diamonds, magenta tri-
angles, green circles and blue squares show the results from the radial adiabatic Hamiltonian
at Euclidean time τ = 0.025, 0.050, 0.075, 0.150 MeV−1, respectively.
energy 2.5. We construct the radial adiabatic Hamiltonian using initial cluster states given
in Eq. (19) for m = 2. The adiabatic projection method, when applied to a system consisting
of two point-like particles using all possible two-body initial cluster states given in Eq. (7),
constructs an adiabatic Hamiltonian which is equivalent to the microscopic Hamiltonian.
However, here we use N ′R initial cluster states, which form a proper subspace of the complete
two-cluster separation state space. As a result, the eigenstates of the constructed radial
adiabatic Hamiltonian are not completely orthogonal to all two-body states, and they are
contaminated with states lying outside the considered subspace. One practical way to reduce
these contaminations systematically is to use Euclidean time projection method, which gives
access to eigenstates that span the low-energy subspace of the complete system.
We consider a simple system of two particles for simplicity and clarity, and we employ the
Euclidean time projection method to construct the radial adiabatic Hamiltonian. Then we
compute the scattering phase shifts from the radial adiabatic Hamiltonian at various values
of Euclidean time, and these results are benchmarked against phase shifts from the exact
calculation in the continuum limit given by,
δ(p) = cot−1
(
− p
C0 µ
)
, (22)
where p is the relative momentum and µ is the reduced mass of two-particle system. In
Fig. 3 we show two-particle scattering phase shifts in the continuum limit, computed from
the microscopic Hamiltonian, and computed from the radial adiabatic Hamiltonian at various
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FIG. 4: Plots of two-particle scattering phase shifts up to ` = 4 in three spatial dimensions.
The solid line is the results in the continuum limit. The scattering phase shifts computed
using the microscopic Hamiltonian are denoted by red squares. The black diamonds, green
triangles, blue circles show the results from the reduced radial adiabatic Hamiltonian at
Euclidean time τ = 0.033, 0.047, 0.073 MeV−1, respectively.
values of Euclidean time. These results indicate that the low-lying spectrum of the adiabatic
Hamiltonian includes some contributions from the high-energy states of the system, and as
the initial states are projected in Euclidean time, it systematically improves the description
of the two-particle low-energy states.
To extend our investigation to three spatial dimensions and higher partial wave scattering
states, now we focus on a system of two distinguishable spin–1
2
particles with equal masses
and interacting via an attractive Gaussian potential on a periodic cubic lattice.
Vˆ = Cg
∑
n′,n
b†↑(n
′) b↑(n
′) exp
(
−|n
′ − n|2
2R2g
)
b†↓(n) b↓(n) , (23)
where Cg is the interaction strength, and Rg is the range of the potential Rg. In this
calculation, the lattice spacing is a = 0.01 MeV−1, the interaction strength is set to Cg =
−8.0 MeV, and the range of the potential is Rg = 0.02 MeV−1. We construct the reduced
radial adiabatic Hamiltonian using the initial cluster states defined in Eq. (20) and m = 2
for orbital angular momentum ` ≤ 4, and we extract the scattering phase shifts using the
spherical wall method. The results are summarized in Fig. 4.
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B. Fermion-dimer scattering
Now we extend our investigation beyond two particles and we consider a fermion-dimer
system in one spatial dimension consisting of two-component fermions. Here we set the
lattice spacing a = 0.01 MeV−1, and we choose the interaction between the two spin com-
ponents to be attractive and zero-ranged with a strength C0 = −0.103. This interaction
forms a bound state composed of one spin-↑ and one spin-↓ fermions which is called dimer.
Therefore, the fermion-dimer system is the simplest nontrivial example of two-cluster system
that one can consider.
interaction forms a bound state composed of one spin-↑ and one spin-↓ fermions which is
called dimer. Therefore, the fermion-dimer system is the simplest nontrivial example of
two-cluster system that one can consider.
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FIG. 5: Plot of the fermion-dimer scattering length as function of Euclidean time. The
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the radial adiabatic Hamiltonian. NR, N
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R denotes the number of initial cluster
states given by Eq. (21) for m = 1, m = 2, and m = 3, respectively. κ is the dimer binding
momentum κ =
√
2µB.
We define the first radial adiabatic Hamiltonian in the subspace spanned by NR cluster
states given by Eq. (21) for m = 1, the second radial adiabatic Hamiltonian in the subspace
spanned by N �R cluster states given by Eq. (21) for m = 2, and the third radial adiabatic
Hamiltonian in the subspace spanned by N ��R cluster states given by Eq. (21) for m = 3. We
note that the eigenstates of each of these three radial adiabatic Hamiltonian form subspaces
of the complete eigenstates of the microscopic Hamiltonian, and they are not orthogonal to
the states lying outside the these subspaces. As discussed in Section IVA, by means of the
Euclidean time projection method we can construct the adiabatic Hamiltonian as function
of Euclidean time and project out the undesired states that are mixed with the low-energy
states. Then we extract the two-cluster scattering information by applying the spherical
wall method to the adiabatic Hamiltonian.
In fermion-dimer scattering, we compute the low-energy scattering phase shifts of the
fermion-dimer system at various values of Euclidean time τ . Since we are interested in
scattering information at low energies, we find it convenient to present the fermion-dimer
low-energy scattering parameters, i.e. scattering length, instead of plotting the fermion-
dimer scattering phase shifts at various values of τ . Provided that the interaction between
two clusters has a finite range, then at low energies the scattering phase shifts δ(p) can be
10
FIG. 5: Plot f t fermion-dimer scattering length as function f Euclidean time. The solid
line de otes the result in the continuum, the red squares, blue circles, and green triangles
are from the radial adiabatic Hamiltonians. NR,
′
R, and N
′′
R denotes the number of initial
cluster states given by Eq. (19) for m = 1, m = 2, and m = 3, respectively. κ is the dimer
binding momentum κ =
√
2µB.
We define the first radial adiabatic Hamiltonian in the subspace spanned by NR cluster
states given by Eq. (19) for m = 1, the second radial adiabatic Hamiltonian in the subspace
spanned by N ′R cluster states given by Eq. (19) for m = 2, and the third radial adiabatic
Hamiltonian in the subspace spanned by N ′′R cluster states given by Eq. (19) for m = 3. We
note that the eigenstates of each of these three radial adiabatic Hamiltonian form subspaces
of the complete eigenstates of the microscopic Hamiltonian, and they are not orthogonal to
the states lying outside the these subspaces. As discussed in Section IV A, by means of the
Euclidean time projection method we can construct the adiabatic Hamiltonian as function
of Euclidean time and project out the undesired states that are mixed with the low-energy
states. Then we extract the two-cluster scattering information by applying the spherical
wall method to the adiabatic Hamiltonian.
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In fermion-dimer scattering, we compute the low-energy scattering phase shifts of the
fermion-dimer system at various values of Euclidean time τ . Since we are interested in
scattering information at low energies, we find it convenient to present the fermion-dimer
low-energy scattering parameters, i.e. scattering length, instead of plotting the fermion-
dimer scattering phase shifts at various values of τ . Provided that the interaction between
two clusters has a finite range, then at low energies the scattering phase shifts δ(p) can be
parameterized by the effective range expansion,
p tan δ(p) =
1
afd
+
1
2
rfd p
2 + . . . , (24)
where afd and rfd are the fermion-dimer scattering length and effective range, respectively.
Therefore, we construct the adiabatic Hamiltonian for various values of τ and use them
to extract the two-cluster scattering phase shifts. Then we can compute the scattering
length afd and the effective range rfd at Euclidean time τ by fitting the truncated effective
range expansion given in Eq. (24) to the lattice scattering data. In Fig. 5 we plot afd κ
as a function of Euclidean projection time τ , where κ is the dimer binding momentum
κ =
√
2µB. These results show from the reduced adiabatic Hamiltonian, we can obtain
the wave functions and use them in asymptotic limit to extract the low-energy scattering
information. Furthermore, as seen in Fig. 5, the reduced adiabatic Hamiltonian calculations
allows one to go larger Euclidean time since it requires less numerical effort and also delays
numerical stability problems produced by large ill-conditioned norm matrices.
V. CONCLUSION
The adiabatic projection method is a general framework for studying scattering and
reactions on the lattice. Euclidean time projection plays a crucial role in the method since
it works as a subspace projection and give information in the subspace which is spanned by
the low-lying states of two-cluster system.
In this paper we have presented the results from our investigations on extracting the
low-energy eigenstates of two-body systems by diagonalizing the adiabatic Hamiltonian con-
structed in subspaces. We have examined the effects of reducing the size of the subspaces by
studying two-particle systems in one and three spatial dimensions as well as fermion-dimer
system in one spatial dimension. In two-particle systems, it is computationally practical to
use every possible separation states, and the resulting adiabatic Hamiltonian matches with
the microscopic Hamiltonian. Nevertheless, for simplicity and clarity we have studied two-
particle systems deeply in one and three spatial dimensions, and we have constructed adia-
batic Hamiltonians in subspaces of the total systems. We have computed the two-particle
scattering phase shifts in one dimension and two-particle scattering phase shifts for orbital
angular momentum up to ` = 4 in three dimensions. We have found that the eigenstates
of the adiabatic Hamiltonian are contaminated by the states lying outside the considered
subspaces, and the Euclidean time projection method have released these contamination
and given the exact description of the low-lying states for large Euclidean time.
Also we have extended our investigations from two-particle scattering to two-cluster scat-
tering and considered a simplest non-trivial example of two-cluster system, the fermion-dimer
system. We have constructed the radial adiabatic Hamiltonians using three different sub-
spaces of the two-cluster state space. We have computed the fermion-dimer scattering phase
shifts and extracted scattering parameters in the low-energy limit. Similarly, we have found
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that the eigenstates of the adiabatic Hamiltonian are mixed with the states which span
outside the considered subspaces, and Euclidean time projection acts as a low-energy filter
and cools the system to its low-lying states.
The results presented in this paper show that using a number of initial states which is less
than the number of states of the complete system does not prevent us from extracting the
low-lying eigenstates thanks to the Euclidean time projection method. Furthermore, due to
the fact that using less number of initial cluster states requires smaller number of numerical
operations, the numerical instability problem resulting from inverting large ill-conditional
norm matrices is reduced significantly.
Throughout this paper we have employed exact methods for the adiabatic projection
calculations, and the computational effort for exact methods scales quadratically with the
number of initial cluster statesNR but exponentially with nucleon numberA. For instance, in
order to compute the norm matrix given in Eq. (10), we need to calculate the dressed cluster
states as shown in Eq. (8) by performing Lt/2 times matrix-matrix multiplications between
the matrices exp(−Hat) ∈ CLD(A−1)×LD(A−1) and |R〉 ∈ CLD(A−1)×NR , repeatedly. Here the
spin and isospin degrees of freedom are neglected. The computation of the norm matrix in
Eq. (10) with exact methods requires (2LD(A−1) − 1)LD(A−1)NR Lt/2 + (2LD(A−1) − 1)N2R
floating-point operations. Therefore, for a large number of nucleons the adiabatic projection
calculations with the Euclidean time projection method can be employed by means of the
auxiliary-field projection Monte Carlo method [8, 13, 17]. The calculation of the norm
matrix using Monte Carlo methods requires 2LDA (Lt + A)N
2
R floating-point operations,
and the computational cost scales quadratically both with the number of initial cluster
states NR and with nucleon number A. Therefore, being able to use a smaller NR would
reduce the computational cost significantly, especially for large scale calculations. Therefore,
the results and discussions given here provide a useful guide for improving the adiabatic
projection method and for reducing the computational costs in lattice effective field theory
calculations.
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