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Abstract
This paper gives criteria for a Cohen–Macaulay local ring to beGorenstein, in terms of the vanishing
of Ext modules. The main results extend earlier work of Ulrich.
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1. Introduction
In [7], Ulrich gave a nice criterion for a Cohen–Macaulay local ring to be Gorenstein, in
the presence of a module which requires a relatively high number of generators. Ulrich’s
theorem is as follows:
Theorem 1.1 (Ulrich). Let R be a local Cohen–Macaulay ring, and suppose that there
exists a ﬁnitely generated R-module M with positive rank such that
(i) 2(M)> e(R)rank(M) and
(ii) ExtiR(M,R)= 0 for 1 i dim(R).
Then R is Gorenstein
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Recall that a ﬁnitely generated R-module M is maximal Cohen–Macaulay (MCM) if
depth(M)= dim(R). We say that a ﬁnitely generated R-moduleM has a rank ifMP is free
of constant rank r for all associated primes P of 0. In this case we say thatM has rank r. We
let e(M) denote the multiplicity ofM. Some well-known facts we will use are that ifM has
a rank, then e(M)= e(R)rank(M). Furthermore, if x1, . . . , xd are a system of parameters,
then (M/(x1, . . . , xd)M)e(M) with equality if and only ifM is MCM and the maximal
ideal m is integral over (x1, . . . , xd).
Note that ifM is MCM (with a rank) with the property that 2(M)> e(M), then Ulrich’s
theorem says that R is Gorenstein if and only if ExtiR(M,R)= 0 for 1 i dim(R). Hence
the Gorenstein property for Rmay be “checked” on the moduleM, provided thatM requires
a suitably high number of generators.
We seek to reﬁne this result in various ways. A drawback of Ulrich’s theorem is that
there may be no good way of producing a moduleM with the required properties. It would
therefore be of interest to replace the condition 2(M)> e(M) by the weaker condition
that b(M)> e(M) for some b> 2, or by some other condition which may be more easily
satisﬁed.Our interest in ﬁnding such a criterion is partiallymotivated bywishing to apply the
criterion to understanding when a Cohen–Macaulay local domain of positive characteristic
p is Gorenstein in terms of the decomposition ofR1/q (q=pe) into indecomposableMCMs.
Understanding such a decomposition is highly relevant to understanding tight closure.
We are able to give several such improvements bymaking the slightly stronger assumption
that ExtjR(M,R) = 0 for 1j dim(R) + 1. In Section 3 we show that the condition
2(M)> e(R)rank(M) can be replaced by the condition 2(M)e(R)rank(M) in this
case.
Our main improvements are in Section 2. Assuming there is an MCM M such that
b(M)> e(M) for some positive b, we roughly prove that if R is Gorenstein at primes
of codimension less than or equal to a quadratic polynomial in b, then R must be Goren-
stein. For low values of b, however, we obtain more compelling results. For example, we
are able to prove that if R is Gorenstein in codimension 3 and there is an MCM M of pos-
itive rank such that 3(M)> e(M) and ExtjR(M,R) = 0 for 1j dim(R) + 1 then R
must be Gorenstein (see Corollary 2.6). We prove in Corollary 2.7 that if R is Gorenstein
in codimension 7 and there is an MCM M of positive rank such that 4(M)> e(M) and
ExtjR(M,R)= 0 for 1j dim(R)+ 1 then R must be Gorenstein. The exact statements
in general are somewhat complicated.
In what follows, if (R,m) is a Cohen–Macaulay local ring with canonical module ,
and if M is an R-module, we denote the module HomR(M,R) by M∗ and the module
HomR(M,) byM∨. We note that
M∗ = HomR(M,R)HomR(M,HomR(,))HomR(M ⊗ ,)= (M ⊗ )∨.
It follows thatM∗ is an MCM module ifM ⊗  is an MCM module.
2. The main results
In this section we consider the case in which ExtiR(M,R)=0 for all 1 id+1, where
d is the dimension of the Cohen–Macaulay ring R. This, of course, is a mild strengthening
of Ulrich’s hypothesis.
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Observe that if R is Cohen–Macaulay with a canonical module and RP is Gorenstein for
all primes of height 0, then the canonical module has a rank, namely one. We will use this
in the next few lemmas and theorems.
Lemma 2.1. Let R be a Noetherian local Cohen–Macaulay ring with a canonical module
, and suppose that RP is Gorenstein for all primes P of height 0. Let M be an MCM
R-module with a rank. Let x1, . . . , xd be a system of parameters. For all R-modules N, we
let N denote N/(x1, . . . , xd)N . Consider the following statements:
(1) ExtiR(M,R)= 0 for all 1 id .
(2) (M)= (HomR(M,R)).
(3) M ⊗  is an MCM module.
Then (1) ⇒ (2) ⇒ (3) ⇒ (2). If R is Gorenstein on the punctured spectrum, then
(2)⇒ (1).
Proof. The implication (1) ⇒ (2) is given in Ulrich’s paper [7]. (There it is proved that
(1) implies thatM∗ is MCM, and that (M∗)= (HomR(M,R)); but this certainly implies
(2), since M andM∗ are then MCM of the same rank.)
To prove (2)⇒ (3), note that,
(M ⊗ )= (M ⊗ )= (HomR(M ⊗ ,)).
But HomR(M ⊗ ,)HomR(M,R), and (2) therefore implies that
(M ⊗ )= (HomR(M,R))= (M)= e(x1, . . . , xd;M).
On the other hand, since  has rank one, e(x1, . . . , xd;M) = e(x1, . . . , xd;M⊗R). It
follows thatM⊗R is MCM.
Assuming (3), we obtain that
(M ⊗ )= e(x1, . . . , xd;M⊗R)= e(x1, . . . , xd;M)= (M).
By Matlis duality,
(M ⊗ )= (HomR(M ⊗ ,))= (HomR(M,R)).
Hence (2) holds.
We prove (2)⇒ (1) by induction on the dimension d. Assume ﬁrst that d > 1. Note that
the modules ExtiR(M,R) are necessarily torsion for all i1. Therefore, we may choose
some non-zerodivisor x ∈ R so that x annihilates all of the modules ExtiR(M,R), 1 id.
Then the long exact sequence on Ext associated to the short exact sequence
0 → M x−→M → M/xM → 0
decomposes into short exact sequences
0 → Extt (M,R)→ Extt+1R (M/xM,R)→ Extt+1R (M,R)→ 0
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for all 1 td − 1. Moreover, we may note that, by a standard argument (see [6]),
Extt+1R (M/xM,R)Ext
t
R/xR(M/xM,R/xR)
for all t0. It therefore sufﬁces to show that ExttR/xR(M/xM,R/xR)=0 for 1 td−1.
SinceM/xM and (M/xM)⊗ (/x)= (M ⊗)/x(M ⊗) are MCM over R/xR, and
since R/xR is still Gorenstein on the punctured spectrum, this proves the induction step.
All that remains is to prove the base case d = 1. In this case, the short exact sequence
0 → M x−→M → M/xM → 0
induces the exact sequence
0 → M∗ x−→M∗ → Hom(M/xM,R/xR)→ Ext1(M,R)→ 0,
and it follows that Ext1(M,R) = 0 if and only if M∗/xM∗ = Hom(M/xM,R/xR). But
by assumption (2),M ⊗  is MCM, whence
(M ⊗ )∨
x(M ⊗ )∨ = Hom
(
M ⊗ 
x(M ⊗ ) ,

x
)
,
and it follows that
M∗
xM∗
= (M ⊗ )
∨
x(M ⊗ )∨ = Hom
(
M
xM
⊗ 
x
,

x
)
= Hom(M/xM,R/xR). 
An immediate corollary of this Lemma partially solves a conjecture of Tachikawa. We
were informed of this conjecture by L. Avramov. The corollary below was obtained by
Avramov et al. [1].
Corollary 2.2. Let (R,m)beaCohen–Macaulay local ringof dimensiondwith a canonical
module , and assume that RP is Gorenstein for all primes of height 0. If ExtiR(, R)= 0for 1 id , then R is Gorenstein.
Proof. Note that  is a Cohen–Macaulay R-module with a rank, so that we can
apply the Lemma above. The implication (1) implies (3) shows that ⊗R is a maxi-
mal Cohen–Macaulay module. However, since this module is generically free of rank 1, it
always has torsion if  is not free. 
Lemma 2.3. Let (R,m) be a Cohen–Macaulay local ring of dimension d with a canonical
module, and assume that RP is Gorenstein for all primes of height 0. If M is a ﬁnitely
generated MCM R-module with a rank and such that ExtiR(M,R)= 0 for all 1 id + 1,
then TorR1 (M,)= 0.
Proof. We consider a short exact sequence
0 → U → Rn → M → 0.
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Just the fact that Ext1R(M,R)= 0 implies that this gives a short exact sequence
0 → M∗ → Rn → U∗ → 0.
Moreover, it is apparent from a long exact sequence of Ext modules that ExtiR(U,R) = 0
for all 1 id , and therefore bothM⊗R andU⊗R are MCMmodules, by Lemma 2.1.
Applying the functor HomR(−,) and noting that (M∗)∨M ⊗  whenever M⊗R is
an MCM module, we obtain the exact sequence
0 → U⊗R→ n → M⊗R. (1)
Since tensoring the original short exact sequence with  yields the exact sequence
0 → TorR1 (M,)→ U⊗R→ n → M⊗R→ 0, (2)
and since the maps are the same as those in (1), we see by comparing the above sequences
that TorR1 (M,)= 0. 
An important notion in this work is the ratio of the number of generators of a module to
its rank. Since this ratio plays an equally important role in the work of Ulrich, we introduce
the following deﬁnition.
Deﬁnition 2.4. Let (R,m) be a local ring, and let M be an MCM R-module of positive
rank. We deﬁneU(M)= (M)/rank(M). We further deﬁne
U(R)= sup{(M)/rank(M) : M MCM of positive rank}.
One of the objects in applying Ulrich’s ideas is to produce MCM modules M for which
U(M) is relatively high. It is easy to see thatU(R)e(R), and that equality is achieved if
and only if R possesses a linear maximal Cohen–Macaulay module [2,7].
We proceed to the main theorem:
Theorem 2.5. Let (R,m) be aCohen–Macaulay local ring of dimension dwith a canonical
module, and assume that RP is Gorenstein for all primes P of height less than s, where
s2. If there exists an MCM R-module M of positive rank such that
(i) max{
√
4s−7+3
2 , (1+
√
s − 2)}(M)> e(M) and
(ii) ExtiR(M,R)= 0 for 1 id + 1,
then R is Gorenstein.
Remark. Before beginning the proof of Theorem 2.5, we note a restatement of inequality
(i). Recall that U(M) = (M)/rank(M), and e(M) = e(R)rank(M). Hence condition (i)
can be rewritten as
max
{⌊√
4s − 7+ 3
2
⌋
, (1+√s − 2)
}
U(M)> e(R),
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or
U(M)> e(R)/t (s),
where t (s)=max{
√
4s−7+3
2 , (1+
√
s − 2)}. Of course, if t (s) is large compared to e(R),
this inequality is more easily satisﬁed.
Proof of Theorem 2.5. If R is not Gorenstein, we let N be the ﬁrst syzygy module of .
Set r = r(R), the type of R. Since TorR1 (M,)= 0 by Lemma 2.3, the exact sequence
0 → N → Rr → → 0
induces a short exact sequence
0 → M ⊗N → Mr → M ⊗ → 0.
M ⊗  is MCM by Lemma 2.1, and it follows thatM ⊗N is an MCM module, as well.
We set b= (N), so that r and b are the zeroth and ﬁrst Betti numbers of , respectively,
and  has a minimal presentation of the form
Rb → Rr → → 0.
Since  has rank one, the r × b matrix A deﬁning the homomorphism Rb → Rr must
satisfy Ir (A) = 0. On the other hand, Ir−1(A) deﬁnes the Gorenstein locus of R, so has
height at least s, by hypothesis.
By a theorem of Bruns [3],
height(Ir−1(A))b − r + 3. (3)
We may therefore conclude that bs + r − 3.
We prove the theorem by ﬁrst proving that if (1 +√s − 2)(M)> e(M) and condition
(ii) holds then R is Gorenstein.
Since (M ⊗ )= r (M) and e(M ⊗ )= e(M), we may conclude that
re(M)/(M)< 1+√s − 2.
This implies that
rank(N)= r − 1<√s − 2.
Using the fact that bs + r − 3, we therefore obtain the inequality
U(N)= (N)
rank(N)
= b
r − 11+
s − 2
r − 1 , (4)
which combinedwith our estimate for the rank ofN givesU(N)> 1+√s − 2. This implies
that
(M ⊗N)
e(M ⊗N) =U(N)
(M)
e(M)
> 1,
a contradiction. R must therefore be Gorenstein.
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Next we consider the case in which 
√
4s−7+3
2  (M)> e(M). Set n=
√
4s−7+3
2 . From
the inequality n
√
4s−7+3
2 , we obtain that
n2 − 3n+ 4s. (5)
Since (M⊗R) = r(M) and e(M⊗R) = e(M), we may conclude that re(M)/
(M)<n. This implies that
rank(N)= r − 1<n− 1.
Again considering the short exact sequence
0 → M ⊗N → Mr → M ⊗ → 0,
we obtain the estimate,
e(M⊗RN)= re(M)− e(M ⊗ )re(M)− (M ⊗ ).
This further implies that
(M)(N)= (M⊗RN)e(M⊗RN)re(M)− (M ⊗ ).
Hence (M)(N)r(e(M)− (M)), and therefore
s + r − 3b = (N)r
(
e(M)
(M)
− 1
)
<r(n− 1),
where the last inequality follows from the fact that e(M)/(M)<n. Since rn − 1, we
obtain that
s < r(n− 2)+ 3(n− 1)(n− 2)+ 3= n2 − 3n+ 5.
Comparing with (5) above, we see that
s = n2 − 3n+ 4.
We now proceed as in the previous case. This gives the bound
U(N)= (N)
rank(N)
= b
r − 1
s + r − 3
r − 1 , (6)
which implies that
(M ⊗N)
e(M ⊗N) =U(N)
(M)
e(M)
>
s + r − 3
r − 1
1
n
.
We claim that (s + r − 3)/(r − 1)1/n1. Recall that rn− 1. Hence
s + r − 3
r − 1
1
n
=
(
s − 2
r − 1 + 1
)
1
n

(
s − 2
n− 2 + 1
)
1
n
=
(
n2 − 3n+ 2
n− 2 + 1
)
1
n
= 1.
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This proves that (M ⊗N)/e(M ⊗N)> 1, a contradiction.
R must therefore be Gorenstein. 
Remark. We remark that the two constants (√4s − 7 + 3)/2 and 1 + √s − 2 occur-
ring in Theorem 2.5 are very close to one another, and that, for particular choices of s,
either may give the greater number. In fact, just using a little high-school algebra, we can
see that
√
s − 2+ 3
2
<
√
4s − 7+ 3
2

√
s − 2+ 2
for any s2, as well as that
√
4s − 7+ 3
2

√
s − 2+ 3
2
+ 1
8
√
s − 2
for s > 2. This means that (√4s − 7+ 3)/2 and 1+√s − 2 differ by at most one for all
s, and that for large s, each has a more or less equal probability of being greater.
One can easily check that (√4s − 7+3)/2 gives the greater constantwhen s=2, 4, 5, 8,
while 1+√s − 2 is greater when s = 7 (they give the same number for s = 3, 6).
Applying the theoremwith some small values of swill give a few corollaries that compare
nicely with Ulrich’s theorem.
Corollary 2.6. Let (R,m) be a Cohen–Macaulay local ring with a canonical module, and
assume that R is Gorenstein in codimension three. If R possesses an MCM module M such
that
(i) 3(M)> e(M), and
(ii) ExtiR(M,R)= 0 for 1 i dim(R)+ 1,
then R is Gorenstein
Proof. Set s = 4 in the above theorem. Then (√4s − 7 + 3)/2 = 3 and the Corollary
follows immediately. 
Corollary 2.7. Let (R,m) be a Cohen–Macaulay local ring with a canonical module, and
assume that R is Gorenstein in codimension seven. If R possesses an MCM module M such
that
(i) 4(M)> e(M), and
(ii) ExtiR(M,R)= 0 for 1 i dim(R)+ 1,
then R is Gorenstein
Proof. Set s = 8 in the above theorem. Then (√4s − 7 + 3)/2 = 4 and the Corollary
follows immediately. 
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Corollary 2.8. Let (R,m) be a Cohen–Macaulay local ring with a canonical module, and
assume that R is Gorenstein in codimension s1. If
e(R)<max
{⌊√
4s − 3+ 3
2
⌋
, (1+√s − 1)
}
,
then R is Gorenstein.
Proof. This follows immediately from Theorem 2.5, since R is MCM, (R) = 1, and
ExtiR(R,R)= 0 for all i > 0. 
For the remainder of this section we assume that (R,m) is an F-ﬁnite reduced local ring
with perfect residue ﬁeld k of positive characteristic p. Recall F-ﬁnite means the Frobenius
map makes R into a ﬁnite module over itself. By q we denote a varying power pe of p. The
modules R1/q satisfy
lim
e→∞
(R1/q)
e(R1/q)
= eHK(R)
e(R)
 1
d! ,
where eHK(R) is the Hilbert-Kunz multiplicity of R with respect to the maximal ideal m.
An immediate corollary of Theorem 2.5 is:
Corollary 2.9. Let (R,m) be an F-ﬁnite Cohen–Macaulay reduced local ring of prime
characteristic, with perfect residue ﬁeld k, which admits a canonical module, and suppose
that RP is Gorenstein for every prime P with height(P )< s. If
(i) max{
√
4s−7+3
2 , (1+
√
s − 2)}eHK(R)> e(R), and
(ii) ExtiR(R1/q, R)= 0 for all 1 id + 1 and all q = pe,
then R is Gorenstein.
This result is related to the work of Goto [4], who proved a similar result with in general
much weaker hypothesis, except that in Goto’s paper, it is crucial that R1/q be self-dual for
some q.
In the case that R is a d-dimensional standard graded algebra over a perfect ﬁeld K of
characteristic p, we can do even better. We note that, for all sufﬁciently large q = pe, the
algebra R1/q has a direct R-module summand M with the property that
(M)/e(M)> 1/(d − 1)!.
To see this, note that for any q, R[q] ⊆ R(q), the qth Veronese subring of q, and R splits
over R(q) as the direct sum of the modules Ri,q , 0 i < q, where
Ri,q =
⊕
t∈Z
Ri+tq .
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We note that, for any q and any i, e(m;Ri,q) = qd−1e(R). On the other hand, for q
sufﬁciently large,
(R−1,q)dimKRq−1 = e(R)
(d − 1)! q
d−1 + O(qd−2).
Moreover, since R is a Cohen–Macaulay ring, it follows from classical results that the
remainder O(qd−2) part of the Hilbert function is positive. This shows that
(R−1,q)> e(R−1,q)/(d − 1)!
Thus the modulesR−1,q , seen as R-modules via restriction of scalars for the Frobenius map,
satisfy the stipulated condition.
Corollary 2.10. Let R be a standard graded Cohen–Macaulay algebra over a perfect
ﬁeld of characteristic p, and assume that dim(R)3. Then R is Gorenstein if and only
if ExtiR(R1/q, R)= 0 for all 1 i dim(R) and all q = pe.
Proof. As in the preceding discussion, there exists some q=pe and some direct R-module
summand ofR1/q such that 2 (M)> e(M). FromExtiR(R1/q, R)=0 for all 1 i dim(R)
it certainly follows that ExtiR(M,R) = 0 for all 1 i dim(R). We may therefore apply
Theorem 1.1 in order to conclude that R is Gorenstein. 
In fact, by consideringmoduleswhich are kernels of surjections fromone direct summand
of R1/q to another, one can force the ratio (M)/e(M) to be arbitrarily close to (or greater
than) 2d−2/(d − 1)! [5, Note 3.4.3]. If M is such a module, and if ExtiR(R1/q, R) = 0
for all 1 id + 1, then it follows from the long exact sequence on Ext modules that
ExtiR(M,R)= 0 for all 1 id . We therefore recover the following corollary of Theorem
1.1.
Corollary 2.11. Let R be a standard graded Cohen–Macaulay algebra over a perfect ﬁeld
of characteristic p, and assume that d = dim(R)4. Then R is Gorenstein if and only if
ExtiR(R
1/q, R)= 0 for all 1 id + 1 and all q = pe.
3. Ulrich’s theorem revisited
In this section we ﬁrst observe that there are always modules which satisfy the inequality
(M)2 rank(M), and use this to prove a newversion ofCorollary 2.8.Moreover, assuming
one more Ext module vanishes as in Section 2, we are able to prove a version of Ulrich’s
original theorem with equality allowed between the multiplicity and twice the minimal
number of generators of the module.
Proposition 3.1. Let (R,m) be a local ring, and let M be any R-module of ﬁnite rank and
inﬁnite projective dimension. Then for some n, the nth syzygymodule Syzn(M) ofM satisﬁes
U(Syzn(M))2. In fact, one may choose n(M)/2.
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Proof. Let M be an R-module, and consider a minimal free resolution
· · · → Rb → Ra → M → 0
ofM. Ifa2 rank(M), thenweare done.Otherwise, by additivity of ranks, rank(Syz1(M))
a−1
2 . If (Syz
1(M))< 2 rank(Syz1(M)), as well, then we see that ba − 2. Since M has
inﬁnite projective dimension, this can only go on so long: the Betti numbers of M can
decrease by two at most ((M)/2)− 1 times, before they must necessarily rebound. 
Corollary 3.2. Let (R,m) be a Cohen–Macaulay local ring with a canonical module, and
suppose that RP is Gorenstein for every prime P with height(P )< s for some s > 0. If
2 max
{⌊√
4s − 7+ 3
2
⌋
, (1+√s − 2)
}
>e(R),
and if there exists a ﬁnite-rank R-module M, of inﬁnite projective dimension, such that
ExtiR(M,R)= 0 for all i?0, then R is Gorenstein.
Proof. Since any syzygy of M satisﬁes the same condition on the Ext modules, we may
assume thatM is an MCM module. Moreover, it follows from Proposition 3.1 that we may
assumeU(M)2. Thus, setting
t (s)=max
{⌊√
4s − 7+ 3
2
⌋
, (1+√s − 2)
}
,
we have
t (s)(M)2t (s) rank(M)> e(M),
and it follows from Theorem 2.5 that R must be Gorenstein. 
Finally, we give an argument for the case in which R possesses an MCMmoduleM with
2(M) = e(M). The following lemma is well-known, but for lack of a suitable reference
we include a proof.
Lemma 3.3. Let I be an ideal of a Noetherian ring R such that I contains a non-zerodivisor.
Suppose that (I ) = 2, and let J be the kernel of a surjective map R2 → I → 0. Then
J  I ∗.
Proof. Fix a non-zerodivisor x ∈ I which we may assume is a minimal generator of I.
Choose another element y ∈ I such that (x, y)=I .We may assume the map fromR2 onto I
sends the ﬁrst standard basis element to x and the second to y. In this case J can be identiﬁed
with the ordered pairs (r, s) ∈ R2 such that rx + sy = 0. We claim that J  (x : y). If
(r, s) ∈ J , deﬁne ((r, s)) = s ∈ (x : y). This map is clearly surjective. It is one-to-one
since ((r, s))= ((r ′, s′)) implies that s = s′ and then rx = r ′x. As x is a non-zerodivisor,
it follows that (r, s) = (r ′, s′). Next we can identify I ∗ with (x : y) as follows. Deﬁne a
map : I ∗ → (x : y) by(f )=f (x), where f ∈ I ∗. To see that f (x) ∈ (x : y) note that
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f (x)y = f (xy)= xf (y).  is surjective since u ∈ (x : y) implies that the map gu from I
to R given by gu(ax + by) = ua + bv (where uy = vx) is a well-deﬁned homomorphism
(multiplication by u/x). Finally iff ∈ I ∗ and f (x)=0, then for all y ∈ I , 0=yf (x)=xf (y)
shows that f = 0 as x is a non-zerodivisor. 
Theorem 3.4. Let (R,m) be a Cohen–Macaulay local ring with a canonical module, and
such that RP is Gorenstein for all primes of height one. If there exists an MCM R-module
M with a positive rank such that
(i) 2(M)e(M), and
(ii) ExtiR(M,R)= 0 for 1 id + 1,
then R is Gorenstein.
Proof. As before, if follows fromLemma 2.1 thatM⊗R is anMCMmodule. In particular,
e(M)= e(M⊗R)(M⊗R)= r(M),
where r is the type of R. Hence 2r and we may assume that r = 2. Let N be the ﬁrst
syzygy of . The ﬁrst part of the proof of Theorem 2.5 proves thatM⊗RN is also MCM.
Hence
e(M)= e(M⊗RN)(M⊗RN)= (M)(N),
since the rank of N is one. Hence 2(N), and we may assume that (N)= 2. However,
Lemma 3.3 then implies that N  ∗ and the ﬁrst syzygy of N is isomorphic to N∗ 
(∗)∗   (the last isomorphism follows as R is Gorenstein in codimension one).
To continue the proof of the theorem, we have shown there are exact sequences,
0 → ∗ → R2 → → 0 and
0 → → R2 → ∗ → 0.
The ﬁrst sequence proves that∗ is Cohen–Macaulay.Apply HomR( ,) to the second
sequence. Since ∗ is maximal Cohen–Macaulay, we obtain the short exact sequence,
0 → ∗∨ → 2 → R → 0,
which shows that this sequence splits, and that R is a direct summand of 2. Applying
HomR( ,) once more gives us that  is a direct summand of R2 which implies that 
is projective and hence free. Thus R is Gorenstein. 
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