Abstract-It is believed that atherosclerotic plaque rupture may be related to maximal stress conditions in the plaque. More careful examination of stress distributions in plaques reveals that it may be the local stress/strain behaviors at critical sites such as very thin plaque cap and locations with plaque cap weakness that are more closely related to plaque rupture risk. A "local maximal stress hypothesis" and a stress-based computational plaque vulnerability index (CPVI) are proposed to assess plaque vulnerability. A critical site selection (CSS) method is proposed to identify critical sites in the plaque and critical stress conditions which are be used to determine CPVI values. Our initial results based on 34 2D MRI slices from 14 human coronary plaque samples indicate that CPVI plaque assessment has an 85% agreement rate (91% if the square root of stress values is used) with assessment given by histopathological analysis. Large-scale and long-term patient studies are needed to further validate our findings for more accurate quantitative plaque vulnerability assessment.
INTRODUCTION
In our previous paper, 37 a three-dimensional (3D) MRI-based computational model with multicomponent plaque structure and fluid-structure interactions (FSI) was introduced to perform mechanical analysis for human atherosclerotic plaques and identify critical flow and stress/strain conditions which may be related to plaque rupture. However, to identify a limited number of risk indicators for plaque assessment and rupture predictions from the vast amount of data given by 3D medical images and computational simulations is a very challenging job. In this paper, we will introduce a "local maximal stress hypothesis" and a stress-based computational plaque vulnerability index (CPVI) to assess plaque vulnerability. Local maximal stress results tracked at critical sites in the plaque will be used to determine CPVI values for the reasons given in this paper. A semiquantitative histopathological method will be used to classify plaques into different grades, according to factors, which are known to correlate with plaque vulnerability. This histopathological classification will be used as the "gold standard" to validate our computational index. 34 human coronary plaque samples (2D slices) were studied and our CPVI index showed an impressive 85% agreement rate with histopathological classifications.
Cardiovascular disease (CVD) is the no. 1 killer in the western world and it has been suggested that it will become the leading cause of death worldwide in the twenty-first century. 13, 23, 27, 28 More than 60% of all myocardial infarction is caused by rupture of a vulnerable plaque. "Every year, nearly half of heart attack victims (over 650,000 only in the United States) are unaware of their vulnerability to a near future heart attack until it happens. And more than 220,000 of them die within an hour. Essentially, they each are a walking time bomb and completely unaware." said Dr. Morteza Naghavi, chairman of the SHAPE (Screening for Heart Attack Prevention and Education) Task Force who founded the Association for Eradication of Heart Attack (AEHA). 2 Available screening and diagnostic methods are insufficient to identify the victims before the event occurs. 21, 22 Noninvasive methods to identify additional new and emerging biomarkers to assess plaque vulnerability and predict possible rupture before the fatal event actually happens are urgently called for. 2 The current state of the art for screening and diagnosis of patients with atherosclerotic plaques is still based on medical images such as MRI, ultrasound, intravascular ultrasound (IVUS), or CT technologies and experiences from their physicians. In recent years, MRI techniques have shown great potential to noninvasively quantify plaque size, shape, and components (fibrous cap, lipid-rich necrotic core, and calcification/inflammation). 32 , 40 Yuan 41 and Cai et al. 7 developed multicontrast techniques to improve the quality of MR images and to better differentiate various components of the plaque. Attempts of using ultrasound and IVUS techniques have been made to quantify vessel motion, mechanical properties, and vessel wall structure, even to predict rupture locations. 8, [24] [25] [26] IVUS has the ability to provide more accurate information about lumen surface conditions including inflammation and erosion. 24 Chandran et al. presented a mechanical analysis of diseased arterial segments reconstructed from intravascular ultrasound images in order to quantitatively identify regional alterations in the elastic constants with atherosclerotic lesions. 8 Their method could be potentially employed to identify the extent and location of atherosclerotic lesions in a systematic analysis and may potentially be used for the early detection of lesion growth. However, IVUS is minimally invasive which limits its potential in clinical applications.
While plaque morphology and related imaging technologies are important for identifying vulnerable plaques and providing critical information about plaque components, mechanical forces also play an important role in plaque progression and rupture process. Both mechanical forces (rupture triggers) and plaque structure are key factors in the rupture process and should be considered in an integrated way. 10 Mechanical image analysis has the potential to provide a new spectrum of mechanical biomarkers for more accurate plaque assessment. Since plaque stress cannot be measured directly under in vivo condition, computational modeling becomes an essential tool.
MRI-based computational simulations for plaque rupture investigation and vulnerability assessment have been proposed but are limited to 2D or 3D structure-only or 3D flow-only models due to the complexity of the problem. 9, 11, [16] [17] [18] [19] [20] 39 Kaazempur-Mofrad et al. introduced a 3D MRI-based FSI model to investigate the correlations between fluid dynamic parameters and histological markers of atherosclerosis.
14 In vivo MRI data were acquired with in-plane resolution of approximately 0.39 mm × 0.39 mm and slice thickness of 2 mm. It was difficult to identify plaque components in the vessel wall with that resolution. Therefore, plaque components were not included in their 3D model. Tang et al. have been developing models with fluid-structure interactions for blood flow in stenotic arteries and effects of various controlling factors on flow and stress/strain distributions have been quantified. [33] [34] [35] [36] [37] [38] While various computational models have been introduced to perform mechanical stress analysis for atherosclerotic plaques and many good results have been published, a mechanical stress-based computational index scheme to assess plaque vulnerability is lacking in the current literature.
MODELS AND METHODS

The Solid and Fluid Models
For the 3D FSI models, blood flow is assumed to be laminar, Newtonian, viscous and incompressible. The incompressible Navier-Stokes equations with arbitrary Lagrangian-Eulerian (ALE) formulation are used as the governing equations, which are suitable for FSI problems with frequent mesh adjustments. Both artery vessel material and plaque components in the plaque are assumed to be hyperelastic, isotropic, incompressible and homogeneous. No-slip conditions and natural traction equilibrium conditions are assumed at all interfaces. The 3D nonlinear modified Mooney-Rivlin (M-R) model is used to describe the material properties of the vessel wall and plaque components. 3, 4 The strain energy function is given by.
where I 1 and I 2 are the first and second strain invariants, c i and D i are material constants chosen to match experimental measurements and existing literature. 5, 6, 15, 19, 39 In this paper, the following values were chosen for the baseline models: vessel material: c 1 = 92, 000 dyn cm
These parameter values were used in our previous studies and the stress-strain curve derived from the M-R model agrees well with experimental data. 15, [33] [34] [35] [36] [37] [38] Further details about the models can be found from our earlier paper (Tang et al. 37 and Bathe). 3, 4 For 2D models, cross-sectional MRI images are used to get the geometries. The solid model and material parameters are the same as those used in the 3D FSI model. Lumen pressure is imposed to obtain stress/strain distributions in the plaque. No flow will be involved in these 2D models because we are taking only one cross-section of the plaque and no pressure gradient can be prescribed. Even though 2D models are more simplified than 3D models, relative differences of stress/strain values from different plaques can still be used for quantitative plaque assessment. 3D plaque samples and MRI data are not readily available. Furthermore, 3D models are much harder to solve and requires much more computing resources (CPU time: about 8 min for one cardiac cycle for 2D model, 180 min for one cycle for 3D FSI model with IBM Server X-series 235, Type 8671, dual-processor each at 2.4 GHz, 6-GB RAM). 2D plaque samples are used in this paper to obtain some preliminary data, which may justify further effort using 3D models. 
Fixation Procedures and Histopathological Plaque Vulnerability Index (HPVI)
Due to lack of 3D plaque samples and MRI data, this study was conducted mainly based on 2D MRI slices obtained from human coronary plaque samples, with a few 3D samples used for illustration purposes only. 34 2D MRI images of coronary artery plaques were collected from 14 autopsy patients (10 males, 4 females, aged 60 ± 15 years). Six patients died of coronary artery disease (CAD). All specimens were fixed in a 10% buffered formalin solution and placed in a polyethylene tube. They were stored at 4
• C within 12 h after removal from the heart. MRI imaging was taken within 2 days at room temperature.
After completion of MR study, the transverse sections with a thickness of 5 µm were obtained at 0.5 mm intervals from each specimen. These paraffin-embedded sections were stained with hematoxylin and eosin (H&E), Masson's trichrome, and elastin van Gieson's (EVG) stains to identify major plaque components: calcification (Ca), lipid rich necrotic core (LRNC), and fibrotic plaques (FP). Sections were examined by Dr. Saffitz to characterize plaque structure and composition. We used the following Histopathological Plaque Vulnerability Index (HPVI) for plaque classifications and vulnerability assessment. HPVI values (denoted by V, ranging from 0 to 4) for atherosclerotic plaques were determined using a semiquantitative analysis of structural features known to correlate with vulnerability. These features include (a) the size and distribution of the soft lipid core (which correlates directly with risk of rupture); (b) the fibrous capsule thickness (which correlates inversely with vulnerability); (c) the number of macrophages and T-lymphocytes at the shoulders of the plaque and near the luminal interface (which correlates directly with tendency to rupture); (d) the number of smooth muscle cells (which correlates inversely with risk of rupture). The HPVI class definitions and their comparisons with AHA classifications [29] [30] [31] are given by Table 1 . Some plaque samples from different classes are given in Fig. 1 . While we are trying to bring quantitative analysis to plaque assessment, it should be noted that quantitative plaque classification is extremely difficult and is subject to change and adjustment according to further scientific and clinical findings due to the complexity of plaque structure and limitation of measurement accuracies. HPVI will be used as the basis to establish computational plaque assessment schemes and validate computational findings.
Segmentation and 3D Reconstruction
MRI data sets obtained from human atherosclerotic plaques with high resolution were read and segmented by a self-developed software package Atherosclerotic Plaque Imaging Analysis (APIA) written in Matlab (MathWorks, MATLAB, Natick, MA). All the segmented 2D slices were then read into ADINA input file, pixel by pixel. ADINA is a commercial finite element package (ADINA R & D, Inc., Watertown, MA) which has been tested by hundreds of real-life applications and has been used by Tang et al. in the last several years to solve FSI models. [33] [34] [35] [36] [37] [38] Computational mesh was made using ADINA automated mesh generation system. However, due to the complexity of plaque geometry, each plaque was divided into many "volumes" (ADINA terminology) so that proper mesh could be chosen to fit the shape of each component, the vessel, and the fluid domain. Finer mesh was used for thin plaque cap and components with sharp angles to get better resolution and handle high stress concentration behaviors. Intensive interactions and additional programming from the operator/researcher were needed due to the complexity of plaque morphology and components. Figure 2 shows a 2D coronary plaque slice sample and a 3D plaque geometry re-constructed from 36 MRI slices of a cadaveric human coronary plaque sample with relatively high resolutions (0.1 mm × 0.1 mm for 2D, 0.25 mm × 0.23 mm × 0.5 mm for 3D). The diameter of the 3D plaque sample is about 5-6 mm. MR image slice thickness is 0.5 mm. The total length of the vessel shown is 17.5 mm. Some smoothing (third-order spline) was applied to correct numerical and MR artifacts.
Solution Method for the Computational Model
The 2D structure model and 3D fully coupled fluid and structure models were solved by ADINA. ADINA uses unstructured finite element methods for both fluid and solid models. Nonlinear incremental iterative procedures are used to handle fluid-structure interactions. The governing finite element equations for both the solid and fluid models are solved by the Newton-Raphson iteration method. For the 2D cases, both steady and pulsating pressure conditions were imposed in the lumen and stress/strain distributions in the plaques were obtained from the solutions of the model. For the 3D cases, the artery was stretched axially and pressurized gradually to specified conditions before we began the unsteady simulation under pulsating pressure conditions. Mesh analysis was performed until differences between solutions from two consecutive meshes were negligible (less than 1% in L 2 -norm). Details of the computational models and solution methods can be found from Bathe 3,4 and Tang et al. 37 
Assessing Plaque Vulnerability: CSS Method and CPVI
The "Maximal Stress Hypothesis" May Be Misleading
To assess plaque vulnerability mechanically, we must start from a good "candidate" list, i.e., mechanical stress/strain quantities and their locations which may be related to plaque rupture. One current hypothesis in the literature is that maximal stress may be related to possible plaque rupture and may be used for plaque vulnerability assessment (maximal stress hypothesis). 9, 12, [18] [19] [20] 39 As reasonable as it sounds, the validity of the maximal stress hypothesis is really questionable. Figures 3-5 show that global maximal stress often appears at healthy parts of the vessel where either vessel wall is thinner than the diseased plaque side or vessel curvature is large. [35] [36] [37] Indeed, stress distributions in atherosclerotic plaques are affected by many factors which include (but are not limited to) (a) Blood pressure which is the driving force of flow and vessel deformation. (b) Vessel and plaque geometry. Vessel thickness and lumen area are both important. Thicker wall leads to lower stress in the structure. Narrower lumen area reduces the total fluid force acting on the structure and also leads to lower stress in the plaque. 31 -34 At the throat of the plaque (narrowest part of the lumen), pressure is lower due to high velocity there. In addition to that, the vessel wall (which includes artery and plaque material) is much thicker in the plaque region. Lumen area is reduced. Those factors lead to lower stress in the plaque region. That is why maximal stress was often observed at the healthy part of the vessel when the healthy side of the vessel is much thinner than the diseased side [ Figs. 3(a) , 4(b), and 5]. On the other hand, a large lipid pool and very thin plaque cap may change that. Global maximal stress can be observed at plaque cap if the cap becomes very thin and the lipid core is large enough. The combination of plaque geometry, vessel thickness, plaque cap thickness and flow forces determines global maximal stress and its location. The relationship between global maximal stress and plaque rupture needs to be further investigated.
Proposing the Local Maximal Stress Hypothesis and CSS Method
For the above reasons, we turn our attention to local maximal stress/strain values and their variations-a local maximum of a function only requires that it is the greatest value in a surrounding neighborhood. Figure 3(b) shows that a local maximal stress was found at the thin cap location where plaque rupture may be possible while the "maximal stress hypothesis" criterion missed this site [ Fig. 3(a) ]. We propose the following "local maximal stress hypothesis": local maximal stress values at critical locations may be more closely related to possible plaque rupture and may be used for more accurate mechanical plaque assessment. Preliminary results will be presented in next section to support our proposed hypothesis. Since any global maximum is certainly a local maximum, we are broadening our search when using the local maximum hypothesis.
Stress/strain conditions and locations which may be related to plaque rupture are called "critical stress/strain conditions" and "critical sites." A "critical site selection" (CSS) method is proposed to concentrate on plaque stress/strain behaviors at locations where local stress/strain maxima are found. These will include locations of very thin cap, weakened cap sites, and other sites of special interest. Search for local maxima and their sites can be programmed easily and made automatic. Stress/strain values at those sites will be grouped by site category, analyzed by standard statistical methods, and the group showing best correlation with HPVI will be chosen as the "critical site" (CS) stress/strain values. Critical sites which are clearly caused by fixation procedures and imaging artifacts will be excluded from further statistical analysis. Experience from physicians, radiologists, and pathologists can be combined with computational techniques in the critical site selection process. In a way, we are trying to program experience from physicians, radiologists, and pathologists in a more automatic and robust process. Overall, the site-selection process is automatic and site additions/exclusions will be made only if they are fully justified by known reasons such as imaging artifacts, excessive deformation from fixation, and model limitations. It is extremely challenging 35 to identify a short list of critical indicators to be used by physicians to assess plaque vulnerability from the vast time-dependent 3D flow and stress/strain data and complex correlations among various factors. CSS method reduces the full 3D search to the investigation of well-selected sites.
The 3D plaque sample given by Fig. 2(e) will be used to demonstrate some preliminary results from our CSS method. Pulsating upstream pressure Pin = 90-150 mmHg, downstream pressure Pout = 89.5-126 mmHg were chosen to represent a typical high-pressure case (see Fig. 6 ). Corresponding flow rate is between 2-15 ml s −1 . A 10% axial prestretch was applied. Six sites were selected from various locations to observe stress/strain variations under various conditions (Fig. 7) . Among them, X 4 is a critical site at the thin cap of a lipid core; X 1 and X 2 are located between the Ca block and lumen; X 3 , X 5 , and X 6 are less critical points serving as "control." Figure 7(d) shows that the thin cap location (X 4 ) has much greater (>400%) stress variation than other locations. This result shows a clear difference of stress behaviors between the critical site (thin cap over a large lipid core) and other noncritical sites.
Introducing the Stress-Based Computational Plaque Vulnerability Index
Computational simulations will be performed using plaque morphologies obtained from MRI images. Critical stress values (Stress-P 1 at selected critical sites corresponding to maximal pressure value from one cardiac cycle) will be obtained using the CSS method for each of the samples. Statistical analysis using an ordinal multinomial generalized linear model 1 will be performed to quantify the relation between these CS Stress-P 1 values and plaque vulnerability as defined by HPVI. A stress-based computational plaque vulnerability index (CPVI, also ranging from 0 to 4) will be assigned to each 2D slice sample evaluated according to the highest probability predicted by the statistical model. Stress intervals for all CPVI grades will also be determined based on the data from the samples evaluated. Good agreement between CPVI and HPVI will indicate that the CPVI scheme has certain potential for future clinical applications. Preliminary results are given in next section.
RESULTS
CPVI Determined by an Ordinal Multinomial General Linear Model
Initial results were obtained from 34 MRI 2D slices from 14 autopsy patients (human coronary plaques) using 2D models under pulsating pressure conditions given by Fig. 6 . Histological images of the plaques were examined to classify the vulnerability of these plaques. Histological and MR images of four selected plaques together with their segmented contour plots showing boundaries of various components and selected critical sites are given in Fig. 1 . The site-selection procedure was explained in the previous section. Simulations were conducted under pulsating pressure (P = 90-150 mmHg) and CS Stress-P 1 values corresponding to peak pressure were obtained for statistical analysis. Since the srelationship between plaque vulnerability (HPVI) and CS Stress-P 1 is unknown (i.e., whether it is linear, nonlinear, or of any other type of relationship), an ordinal multinomial general linear model was fit to the data using CS Stress-P 1 as the predictor. 1 In this model, CPVI grades are treated as ordinal numbers, i.e., their order is maintained, however, CPVI = 4 does not mean that it is twice as much as CPVI = 2. The fitted model took the form where S stands for CS Stress-P 1 which is used as the predictor. The probabilities C(k) in (2) are cumulative probabilities: i.e.,
The individual probabilities which are computed from the fitted model (2) and used to decide the classification are given by
where C(−1) = 0 and C(4) = 1,
The model was fit using the method of maximum likelihood, with the computations performed by the genmod procedure of SAS statistical software. Based on this model, estimates of the probabilities of each case taking on each of the possible HPVI values were computed ( Table 2 ). The value k was assigned as the CPVI value for that plaque sample for which the estimated probability, Pr(k) was highest (see Table 2 ). Correspondence between CPVI grades and CS Stress-P 1 values as quantified by this procedure is given by Table 3 . HPVI, CPVI, CS Stress-P 1 and the estimated probabilities (labeled Pr(0), Pr(1), Pr(2), Pr(3), and Pr (4)) for the 34 slice samples are listed and compared in Table 2 . The agreement rate is about 85% which is fairly impressive. The agreement rate became 91% when the square root of CSST Stress-P 1 values was used in the statistical analysis procedure.
Linear Regression Analysis and the Pearson Product-Moment Correlation
Comparison between the global maxima of Stress-P 1 distribution and the CS Stress-P 1 values is given by Fig. 8 which shows clearly that CS Stress-P 1 correlates much better with HPVI than global maxima of Stress-P 1 . The linear function fitting the data by regression analysis [ Fig. 8(b) ] is given by
where V is HPVI, and S stands for CS Stress-P 1 . The correlation (Pearson product-moment correlation) between CS Stress-P 1 and HPVI is 0.92, which is highly significant (p < 0.0001). A 99% confidence interval for the population correlation is (0.82, 0.97). In contrast, the correlation between global maximum stress and HPVI is 0.46, which, while significant (p = 0.0125), is not highly significant. A 99% confidence interval for the population correlation is (−0.01, 0.72).
DISCUSSION
Model Assumptions and Limitations
The main purpose of this paper is to communicate our views and preliminary evidence that the "local maximal stress hypothesis" should be used to replace the "maximal stress hypothesis" so that research effort could lead to better results and findings. The CPVI results were from 2D models based on 34 2D MRI slices from 14 patients while the corresponding histopathological data (HPVI) were used as the benchmark to quantify CPVI grades. Our findings will be further improved when more 3D data and results become available. When using 3D MRI data and 3D models, HPVI will be determined for each slice and the highest HPVI value from all the slices will be picked as the HPVI grade for the plaque under consideration. The 3D stress/strain solutions will be searched numerically to identify local maxima and their locations. Those sites will be examined and critical sites and the associated stress/strain values will be selected to be used for statistical analysis and CPVI assignment. We are currently accumulating more 3D plaque samples and results will be reported in a future paper.
Another limitation of the current investigation is that it is based on ex vivo MRI images. The plaques are no longer under in vivo conditions and there are normally considerable differences between their ex vivo and in vivo morphologies. As much as it is desired, in vivo 3D MRI data is not currently available. However, our preliminary results indicate that critical sites are related to local morphologies which are less affected by the differences between ex vivo and in vivo morphologies. The CSS process also helps to eliminate some artifacts caused by fixation procedures and deformation of plaque samples.
In a way, our current research can be viewed as a necessary preparation for future in vivo investigations. With all the above model limitations, our local maximal stress hypothesis and CSS method will remain applicable and will be used in our future investigations to improve the accuracy of our CPVI-based predictions.
CPVI Validation, Gold Standard, and Clinical Relevance
Histopathological analysis is currently regarded as the "gold standard" for validation of MRI tissue identification and is used in this paper as the gold standard for computational plaque assessment. HPVI is used as the benchmark to introduce and establish our stress-based CPVI. While postmortem histological sections do have deformations Note. CPVI values are determined based on value k giving highest predicted probability, Pr(k). CS Stress-P 1 results are from 2D models and are subject to modifications when 3D models are used and more plaque samples become available. Under CPVI vs. HPVI, 1: agree, 0: disagree. Disagreement for Plaque #8 is really marginal.
from their in vivo shape, their critical features such as cap thickness, lipid pool size can be determined, with the help of MRI images taken before sectioning. Longterm patient tracking data with the actual plaque progression and rupture rate can serve as a better in vivo "gold standard" for predictive research. However, collection of 3D in vivo data with detailed plaque component information and development of an in vivo plaque assessment scheme require better resolutions and long-term effort (5-10 years or longer). A gold standard for in vivo plaque assessment has yet to be established. Lack of an in vivo gold standard makes it difficult to assess plaques with ultimate confidence and accuracy. Our results provide initial evidence that computational plaque stress/strain analysis may lead to better quantitative predictions if it can be further validated by large-scale long-term patient studies.
Model Validation; Models Based on Histological, Ex Vivo and In Vivo Data
Computational model validations have been performed based on in vitro experimental data in our previous studies and good agreement was found. [33] [34] [35] [36] It is well known that models based on histological sections are less accurate due to deformations from the fixation procedures. 37 Our current models are based on ex vivo MRI images and axial stretch (for 3D models) and pressurization (for 2D and 3D models) are added to recover the in vivo shape of the plaque as much as computationally possible. For in vivo image-based models, we actually need to shrink the plaque geometry to an estimated zero-stretch/zero pressure shape, then stretch and pressurize it to get the correct initial stress/strain distributions in the plaque. This step can affect the computational stress predictions by as much as 400-600%. 38 Cardiac motion has considerable effect on stress/strain distributions in coronary arteries and will be added in our future models. Validation using in vivo data is tied to the same resolution issues and is difficult at present time. 
Selection of Indices and Multidimensional Nature of Rupture Risk Assessment
While the CS Stress-P 1 values obtained by CSS method were used in this paper to quantify CPVI, it should be understood that the results are preliminary and are only from 2D models. All stress/strain components, together with their variations under pulsating pressure used in the simulation (Fig. 6 , Pin = 90-150 mmHg) were examined. Stress/strain values at peak pressure (Pin = 150 mmHg), their variations between the maximum (150 mmHg) and minimum pressures (90 mmHg), shear stress/strain components were obtained by CSS method for statistical analysis. It was found from the 34 cases that CS Stress-P 1 values have the best correlation with HPVI. Stress-P 1 variations did not give better correlation, as we originally hoped to see.
We are searching for the right index or indices for plaque assessment. It is commonly believed that plaque rupture risk assessment should be multidimensional. Factors from plaque morphology, material strength, lumen surface erosion and inflammation, mechanical stress/strain conditions, blood pressure, cell activities, and chemical environment in the blood should all be taken into consideration. It must be noted that vulnerability is material dependent and the absolute value of stress compared to material strength is an important factor. Results from our 3D models, together with extensive statistical analysis, will give more complete and accurate mechanical analysis. Predictions from mechanical side can be compared with predictions from other channels for comparisons and mutual enhancement.
MRI Resolution Limitation and MRI Image-Based Modeling
For ex vivo 2D MRI images, we actually have 0.1 × 0.1 mm 2 resolution for the first 18 cases, and 0.055 × 0.055 mm 2 (FOV = 28 mm × 28 mm, Matrix = 512 × 512) for the last 16 cases (see Table 2 ). Resolution limitation becomes a real problem mainly when in vivo 3D MRI data are used.
In computational models, contours (or surfaces if 3D method is used) for plaque components are generated based on segmentation data, with interpolations so that computational geometry can be generated. Once the computational geometry is generated, lumen area, lipid pool size, and cap thickness can be calculated numerically. While the actual image resolution does not change in this process, computational analyses are performed based on the computational geometries with high "numerical accuracies." This is commonly done in MRI imaged-based research. Researchers who use MRI to conduct their research try their best to move forward with the limited resolution available, hoping future technology could bring better resolution (the "sit here and wait" strategy would not be helpful to our research). Because of that, computational predictions based on limited resolution can be regarded as "hypothetical" predictions, i.e., they are true if the original data can provide the resolution needed. There are other model assumptions (such as material properties and blood pressure conditions) which also make computational predictions hypothetical. As such, computational predictions are subject to further validations, and should be taken with precaution. One calming argument is that these limitations related to computational modeling can be viewed as "system errors." When the same imaging technology and modeling procedure are applied to patients, all results come with the same system errors and comparative studies can still provide reliable predictions.
In summary, the 2D MRI data used in this paper have reasonable resolutions. However, 3D MRI-based models will have to carry that limitation in the near future while the MRI technology improves itself to deliver higher resolution.
CONCLUSION
Initial evidence has been presented to indicate that the "maximal stress hypothesis" for plaque vulnerability analysis should be improved by the "local maximal stress hypothesis" which states that local maximal stress conditions obtained by CSS method may correlate better with plaque rupture risk. A stress-based computational plaque vulnerability index (CPVI) was introduced. Initial results based on 34 2D MRI images from 14 human coronary plaque samples indicate that CPVI plaque assessment has an 85% agreement rate (91% if square root of stress values was used) with assessment given by histopathological analysis (HPVI). Large scale and long-term patient studies are needed to further validate potential stress/strain risk indicators for plaque vulnerability assessment.
