Introduction
Nowadays, robots are penetrating human lives and carry out many tasks that would have been impossible for machines just few decades ago. One can usually get an "end user" narrow-or single-purpose robotic solution for a specific task with a user interface providing control within the scope of the given task. Another possibility is to get a more generalpurpose robot and design a custom control system for peculiar tasks. The latter usually involves programming using the manufacturer's rudimentary robot movement interface and requires deeper knowledge of robotics, computer sense, control systems etc. Providing a general-purpose control system for general-purpose robots which wouldn't require most of the aforementioned knowledge poses a challenge. It would make robotics appealing to wider audience and possibly speed up development and application of robots. Such system needs to have some "learning" capabilities as well as a friendly user interface for task "teaching". The goal of our work described in this capture is a PC-software-based interactive system for general-purpose robot voice-control. This paper describes the designed prototype, its structure and the dialogue strategy in particular. The interactive control of robots could be used in special situations, when a robot is working in dangerous areas and no programming beforehand is possible. It could also be used in a situation when supervised learning for robot's later autonomous operation has to be done, without knowledge about the robot's programming language. Generally, the robots are actuated by sets of control commands, sometimes by a manual control interface (such as touchpad or joystick). The operator has to know the control commands, syntax rules and other properties necessary for successful robot control. The proposed system tries to simplify this robot programming and make it more user-friendly and easy to use. The system offers commands like "move left" or "elevate arm" that are translated and sent into the corresponding device (robot).
Project features
The project is based on a former research. The research involved a voice-control dialog system, speech recognition, vocabulary design and speech synthesis feedback for user command confirmation. Together with a scene manager and a digital image processing module, it forms the core of the control system as shown in figure 1. The key feature of the system is that it can "learn" a series of commands to autonomously perform certain tasks using the robot. Digital cameras will be used to navigate in the robot's working space. Supported by computer vision algorithms, the system should be able to find objects of interest (and to keep track of them) on the scene including the robot itself and allow the objects to be referred to by user's commands. The main feature is that a user is not required to have knowledge about robot programming, computer vision, etc. The system should also offer a straightforward robot movement control via either verbal commands or graphical user interface (GUI). The system is being developed as a pure-software solution hosted on the Windows platform. The components of the system are described below. 
Scene manager
The scene manager forms a connection between the main program (engine) and the image processing part. It actually controls the image processing module and initiates image acquisition and processing. Using the processed image data, it updates the scene database, keeps track of objects found on the scene and provides the scene object and image data to Executive code of distributed algorithms the main engine. It is also aware of the robot's coordinate system and plans the robot's movement when requested by the engine. The database itself consists of two types of data. It contains the list of parametrized objects detected on the scene as well as the robot calibration data. The latter allows mutual imagespace to robot-space coordinate translation which is used in robot navigation. Each object detected on the scene is internally represented as a data object (class instance), all the objects are stored in a dynamic list. Some of the attributes are: a unique object identifier, object's shape descriptor, central point coordinates, bounding rectangle etc. Such data allows smooth object manipulation and serves as a base for object collision avoidance along the manipulation trajectory. The scene manager also combines unprocessed camera image with scene data to highlight detected objects and to present them to the user via a GUI as shown in figure 2 . The user has a view of the computer's scene understanding and may correctly designate objects of interest in his or her commands. Being in its early stages, the project currently works only with 2D data and relies on the user's z-axis navigation aid. The system is expected to incorporate a second camera and 3D computer vision in the future to become fully 3D aware.
Speech processing
The voice interface between an operator and the controlled process is provided by a speech recogniser and a text-to-speech synthesis (TTS) system (both for Czech language). The TTS synthesis system named EPOS was developed by URE AV Prague. It allows various male or female voices with many options of setting (Hanika & Horak, 1999) . The speech recognition is based on a proprietary isolated word engine that was developed in previous projects (Nouza, 2000) . The recogniser is speaker independent, noise robust, phoneme based with 3-state HMM (Hidden Markov Models) and 32 Gaussians. It is suitable for large vocabularies (up 10k words or short phrases) and allows us to apply various commands and their synonyms (Nouza & Nouza, 2004) . Both voice components are built into a distributed system named DUNDIS (Holada, 2004) . The advantage of this solution is the fact that the designed system needs to incorporate only a relatively simple software client. This client sends speech data to the recognition server where speech recognition is executed. The TTS engine can work separately but in this case it is linked to recognizer due to echo cancellation problem. The unwanted acoustic feedback (meaning that the computer "hears" and recognizes what it "speaks") is eliminated by halfduplexing the communication (it either "speaks" or "listens" but not both at the same time).
Image processing
The robot's working area is captured by a colour high-resolution digital camera (AVT Marlin F-146C, 1/2'' CCD sensor). The camera is placed directly above the scene in a fixed position. We implemented a simple interactive method to synchronize the robot's coordinate system (XY) and the camera's one using pixel units and prepare modifications to compensate geometric distortions introduced by camera lens. The picture 2 shows the overall view of the test workplace. The camera is placed above the scene and is partially visible on the top of the picture. The working scene is composed of the robot's surrounding, most notably the white desk with disks that are placed on ribbons to prevent robot's tool damage (crashing directly into the desk). Digital image processing methods are placed in a library which is served by the scene manager with the object database. The figure 3 shows the circular object detection using the reliable Hough transform (HT). HT is commonly used for line or circle detection but could be extended to identify positions of arbitrary parametrizable shapes. Such edge-based object detection is not too sensitive to imperfect input data or noise. Using a touch-display or verbal commands it is possible to focus the robot onto a chosen object (differentiated by its color or numbering) and then tell the robot what to do. So far the system supports detection of basic geometric shapes (circle, rectangle) and basic colors. 
Robots description
For the purpose of debugging the system, a virtual robot device was designed which behaved like the real one but worked only as a graphical computer simulation. For field tests a real robot had to be used and we chose an industrial robot typically used in robotics lessons which was available to us. The prototype system uses a compact industrial general-purpose robotic arm (ABB IRB 140).
The robot is a 6-axes machine with fast acceleration, wide working area and high payload. It is driven by a high performance industrial motion control unit (S4Cplus) which employs the RAPID programming language. The control unit offers extensive communication capabilities -FieldBus, two Ethernet channels and two RS-232 channels. The serial channel was chosen for communication between the robot and the developed control system running on a PC. The robotic control software module simplifies the robot use from the main engine's point of view. It abstracts from the aspects of physical communication and robot's programming interface. It either accepts or refuses movement commands issued by the core engine (depending on command's feasibility). When a command is accepted, it is carried out asynchronously, only notifying the engine once the command is completed. Industrial robots have their own sophisticated control systems which allow arbitrary task programming. In our case, the RAPID-based ABB control system proved to be not very suitable for applications which require direct movement control by the computer program, not just the RAPID program stored in the control system. Fig. 3 . The system's GUI with the scene view and highlighted objects.
Distributed computing
Most of the system's modules are developed and run on a standard PC to which the robot is connected. Since some of the software modules require significant computational power, the system's response time was far from satisfactory when the whole system ran on a single computer. Therefore, the most demanding computations (namely the object recognition and the voice recognition) were distributed to other (high performance) computers via network (TCP connections). The solution with distributed components is advantageous especially for research and debugging. If any part of the system crashes then after its restart the other parts are quickly reconnected without need to reload and initialize them. Today's local networks are fast enough so any introduced transfer delays are insignificant.
Dialogue strategy
The dialogue scenario contains four vocabularies. The first is composed of simple basic control commands like "move up", "stop" or "take it". They are necessary for basic robot control and many synonyms may be defined for each action. The second group contains unused words and short phrases. It is the biggest group (vocabulary) with tens of thousands items and we can define names of new actions from this group. The names of learned tasks defined by user are the third group of words in the dialogue scenario. The fourth group contains titles for built-in activities like robot calibration, learning initialization or defining a new name for the most recent operation. Items from this group cannot be used in newly defined commands, though. The process of learning a new function starts when the operator says the built-in command "beginning of learning". Any known commands issued afterwards are memorized until "end of learning" command is given. A newly defined task has to be given a name. The new name should consist of one previously unused vocabulary word or unused combination of several words (for example "take it + and + move up"). This simple strategy allows to define new robot's tasks just using voice, without keyboard or mouse. It is possible to use any previously defined tasks to compose a new and more complex task. The picture 3 shows a captured screen of the designed system's GUI. There are buttons representing the basic voice commands on the left side. The majority of the screen is taken up by camera view showing highlighted significant points and detected objects. During the dialog some basic logic rules have to be respected. When the objects on the working scene are being analysed, the robot's arm is moved out of scene first ( fig. 4 ) to avoid object confusion and occlusion. The system stores the last detection result in the scene database. The whole dialog system is event-driven. We can categorize the events into three fundamental branches: operator events, scene manager events and device events.
Operator events
Operator events usually occur in response to operator's requests. For example, commands which are supposed to cause robot's movement, object detection, new command definition or detection of a new object. This kind of event can occur at any time, but the dialog manager has to decide if it was a relevant and feasible request or if it was just a random speech recognition error. Although the acoustic conditions in robotic applications usually involve high background noise (servos, air-pump), the speech recognizer works usually with over 90% recognition score. If the operator says a wrong command or a command out of context (for example, the operator says "drop" but the robot doesn't hold anything) then the event manager asks him or her for a feasible command in the stead of the nonsensical one.
Scene manager events
This sort of event occurs when the scene manager detects a discrepancy in the scene. For example when the operator says "move up" and the robot's arm moves all the way up until the maximum range is reached. When this happen a scene event is generated and the system indicates that the top position was reached.
Other scene event occurs when the operator wants to take up an object, but the system does not know which one because of multiple objects detected on the scene. This event generates a query to the operator for proper object specification.
Device events
These events are produced by external sensors and other components and devices connected to the system. They are processed in the event manager where corresponding action is taken. The response manifests itself in the form of a request for the operator, or more often causes a change in robot's behaviour. The difference between scene manager events and device events is that scene events are generated by the system itself (based on a known scenario, robot geometry, object shape and position). They are computed and predictable. On the other hand, device events' time cannot be exactly predicted before they actually happen.
Examples of dialog
For a simpler robot orientation and navigation the positions on the scene are virtualized. They are named after the Greek letters like "Position α" (alpha) or "Position β" (beta). These virtual positions may be redefined to suit the operator's needs. A blind-area may also be defined and it is completely omitted from any image processing and anything in this area is completely ignored.
As an example (see figure 3.) the robot can grab all the black disks and move them to some other place on the scene. This place is defined as "Position alpha" and the "blind area" is set up on the same coordinates. After this the operator starts an example dialog: The robot finds the remaining three disks and puts them into the selected area. If no disk is found the robot interrupts the execution of the given command and waits for a new command. This is shown in figures 5 and 6.
The figure 7 shows an operation where the system finds a "small red disk", grabs it and puts it onto a chosen "black disk". The navigation of the arm relies only on the image processing results. Fig. 6 . The robot lifting a disk, moving it around and placing it in a desired position. 
Conclusion
The system is especially usable as an accessory robot control interface for assistant and second-rate operations. The designed prototype cooperates with only one specific industry robot (ABB) so far but the robotic control module may easily be extended to support other robots (Katana, mobile robots, etc.) as well. The system offers robot control and robot task programming even to people without explicit programming knowledge. It is sufficient for the operator to know the Czech voice interface of the presented system. The system is able to "memorize" issued commands and reproduce tasks. The designed dialogue strategy was verified using a real robot in real conditions. The fusion of computer vision, voice recognition and robot control is quite challenging but it looks promising. The development itself is rather complicated as it requires knowledge from many different areas of science. Employed computer vision greatly simplifies robot navigation as the user actually sees the system's "understanding" of the scene. This also allows for a much better utilization of voice control. Contemporary computer hardware seems to be adequate for the demanding operations involved, but the system may still require distributed computing (to achieve reasonable response times and user comfort). The presented prototype serves as a base for further development. The system is planned to use 3D vision as well as arbitrary object detection and description to become fully 3D-aware and needing as little user aid as possible.
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