The classic state methods for trajectory estimation in boost phase with multi-range-rate system include method of point-by-point manner and that of spline-model-based manner. Both are deficient in terms of model-approximation accuracy and systematic error determination thus resulting in the estimation errors well beyond the requirements, especially, concerning the maneuvering trajectory. This article proposes a new high-precision estimation approach based on the residual error analysis. The residual error comprises three components, i. e. systematic error, model truncation error and random error. The approach realizes self-adaptive estimation of systematic errors in measurements following the theory of sparse representation of signals to minimize the low-frequency components of residual errors. By taking median-and high-frequency components as indexes, the spline model-approximation is improved by optimizing node sequence of the spline function and the weight selection for data fusion through iteration. Simulation has validated the performances of the proposed method.
Introduction

1
High-precision measurements of exterior ballistic trajectory provide the key basis for the error separation in guidance systems in the development of ballistic spacecraft. The design and test of new types of spacecraft with special maneuverability have raised the requirement for higher trajectory accuracy. An essential modification of the existing exterior ballistic trajectory measurement system is urgently needed to meet the ever-heightening demands. As a brand-new measurement system, the multi-range-rate system differs from others in estimating the position and velocity of a spacecraft only by means of the range-rate measurements [1] . To establish a multi-range-rate measurement system needs to systematically research the construction of tracking radar, the arrangement of locations of multiple radars and the data processing methods. The techniques concerning the tracking radar hardware have been well developed at present, and the research *Corresponding author. Tel.: +86-731-84573260.
E-mail address: gene0572@gmail.com Foundation item: National Natural Science Foundation of China (60604020) 1000-9361 © 2010 Elsevier Ltd. doi: 10. 1016/S1000-9361(09) of the multiple radars arrangement has also reached a quite high level [2] . As for the data processing, Ref. [1] proposed an algorithm based on the trajectory representation via spline function. With the representation, the range-rate measurements at different sampling times could be combined to decrease the number of parameters to be estimated, and thus improve correspondingly the accuracy of the estimation. However, as the algorithm in Ref. [1] uses the equidistantly spaced spline nodes, the truncation errors (or representation errors) of a spline function would exceed the tolerance in the maneuvering phase of the trajectory. The free-node spline function method [3] can solve this problem theoretically though; it consumes rather too much time for searching. The systematic error estimation in the existing data processing borrows the ideas from the so called error model best estimation of trajectory (EMBET) method. It involves the determination of an error model, of which the range-rate measurements containing systematic errors are rather complicated and need sophisticated man-machine conversation. Moreover, the problem about weight selection in the process of multi-range rate data fusion has yet to resolve.
This article proposes an improved algorithm based on the optimization of spline function model and the theory of sparse signal representation.
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The observation equation of multi-range-rate measurement system can be described by , , By rewriting Eq. (1) of K equipments at T moments in the form of a vector, could be obtained
where
; the vectors , X are formed in the same manner, 1 2 ;
and U the vector of systematic error model in the form of F .
1. Trajectory estimation without systematic errors
Without considering the systematic errors or omitting the second term of Eq. (2), the trajectory can be estimated by minimizing the mean square error as follows:
where X is the estimated trajectory and R F X the residual error as the key index of estimation accuracy. Eq. (3) can be solved with the nonlinear least square method [4] [5] and a typical iteration:
where the subscribe i stands for the ith iteration and G the Jacobian matrix in the point-by-point manner.
The estimation based on Eq. (3) implemented at each sampling dot is called point-wise manner in this article. The point-wise manner estimation does only adopt the measurement but not consider the relationship between the state variables at different sampling times (i. e. the information about state transition). The introduction of state transition into equation can improve the estimation accuracy. In comparison with the orbit determination at the coast phase of trajectory, a precise dynamic model of the ballistic target in the boost phase is difficult to establish due to the complex characteristics of thrust forces. However, surveys of the kinetic characteristics of boost phase show that the trajectory satisfies certain requirement for smoothness, and can be well approximated with a spline function [6] . Based on this information about state transition, the trajectory can be modeled by
where D is the spline-based function matrix with given spline nodes and the corresponding coefficients. For the construction of D, refer to Ref. [6] .
Using Eq. (5), the measurements obtained at different sampling times can be combined in the estimation. Meanwhile, the parameters to be estimated are converted from the trajectory state into the spline coefficients . The estimation model becomes 2 2 arg min R F D (6) where ˆ is the estimation of . Then, the trajectory can be derived by substituting with ˆ into Eq. (5).
Similarly, the iteration for solving ˆ is
where G is the Jacobian matrix in the spline model-based manner. Eq. (6) represents the spline model function based on trajectory estimation. The spline model method gets the better of others at least in reduction of the amount of parameters to be estimated and the fusion of measurements at different sampling times to achieve high-precision state estimation with the supporting intervals of spline function.
Trajectory estimation with systematic errors
If the systematic error coefficient is also taken as parameter to be estimated with the point-wise manner method, the number of state parameters would be larger than that of the measurements thus making a unique solution impossible. Fortunately, just as mentioned above, since the spline model method can reduce the parameters to be estimated and makes it possible to estimate and X simultaneity, the objective function becomes 
The solving process of Eq. (8) is the same as that of Eq. (7). Moreover, if which measurements contain systematic errors is known beforehand, the estimation can only be conducted on them. In this case, the objective function becomes 
where I is a subset of . It is worth mentioning that, to use Eq. (9), the prior knowledge is important, which, sadly, is usually quite hard to get. It is discovered that the estimation accuracy will decrease with the number of parameters I increasing. Table 1 , in which the estimation accuracy is judged by the standard deviations of the estimation of trajectory position and velocity, illustrates the relationship between the number of systematic errors to be estimated and the estimation accuracy. The true values of systematic error and random error in the measurements are 0.3 m/s and 0.1 m/s respectively. This article defines the random error as white Gaussian noise and "the value of random error" means its standard deviation. From Table 1 , it can be seen that when the number of systematic error parameters to be estimated exceeds three, the relative error of estimation will be larger than 10%. 
Improved State Estimation Method
The estimation algorithm based on spline model involves the identification and estimation of systematic errors, the selection of spline nodes needed for the construction of spline base D and the determination of the weight of each measurement in the data fusion. This article proposes a new trajectory estimation algorithm with improvements in three aspects. It is based on the component analysis of the residual errors of measurement. Fig.1 (a) shows the residual errors of a range-rate measurement, which, theoretically, can be decomposed into three components: low-frequency ones(see Fig. 1(b) ), median-frequency ones(see Fig. 1(c) )and high-frequency ones(see Fig.  1(d) ). The experience in trajectory data processing demonstrates that the low-frequency components are caused by the inexact estimation of systematic errors while the median-frequency ones are blamed for the truncation errors of spline model, which, usually, can be removed with an appropriate selection of spline nodes. The low-and median-frequency components provide a basis for improving the estimation algorithm.
1. Estimation of trajectory and systematic errors based on sparse representation
As the theory of signal sparse representation [7] says, if a signal can be represented by some base or dictionary with only a few non-zero coefficients(i. e. sparsity), it can be recovered exactly through a number of measurements, even though less than the amount of parameters to be estimated. The information about "sparsity" is tapped into the objective function via a constraint term. Since signal sparse representation is introduced for image processing, the theory and technology for base or dictionary selecNo.1
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· 87 · tion, construction of sparse constraint terms and solving approaches of objective function with sparse constraint terms have undergone comprehensive investigation. Based on a wide-ranging analysis of the measurements in the historical data, it can be found that there are only a few range-rate measurements containing the systematic errors in a given mission. It exactly confirms the hypothesis for using sparse representation theory. With a modification of low-frequency terms in the objective function, the sparse representation theory is firstly introduced in the target tracking. As mentioned above, the low-frequency components in residual errors indicate the existence of inexact estimation of systematic errors, so the minimization of low-frequency terms will lead to appropriate systematic error estimation. To sum up, the improved objective function with sparse constraints [8] and low-frequency terms is Bayesian one and p-norm-based one. The former assumes the prior density which induces sparsity while the latter uses p-norm to measure the sparsity. This article adopts the p-norm. The controlling parameters 1 2 , are used to adjust the strength of constraint terms. In order to preserve the sparsity, let 0 2 p . To solve Eq. (10), the following approximation is made to avoid the possible un-differentiability of the sparse constraint term [9] :
where 0 . The iterative solution with sparse constraint term is In fact, the proposed algorithm based on the sparse hypothesis is similar to the algorithm in Section 2.1. It is noticeable that the unmodified algorithm needs the prior information as to which measurements contain the systematic errors, while the proposed one finds those measurements in self-adaptive manner.
2. Optimization of spline model
In the function approximation with a spline model, the selection of spline nodes is a indispensable step. Spline nodes are closely linked to the function to be approximated. Intuitively, the number of nodes in the fast changing phase should be more than in the phase of slow variation. The estimation algorithm proposed in Ref. [1] uses equidistantly spaced spline nodes, which is fit for the latter situation only. When using it to approximate the maneuvering target trajectory, the truncation errors would surpass the tolerance. The free-node spline model proposed in Ref. [3] can settle the problem, but it consumes rather too much time. As a result, this article puts forward a new procedure for node selection, of which, the principle is to minimize the possible truncation errors in residual errors. It contains the ensuing five steps: 1) Build up an initial node sequence out of equidistantly spaced spline nodes and implement the trajectory estimation.
2) Perform each measurement and record it down as a sampling dot if its residual error exceeds the given threshold th . Denote the set of notes by k A with the subscript standing for the kth measurement.
3)Let
holds true to make 1 2 , , ,
then record down a . Let A denote the set of a thus obtained. m is a given parameter. 4) Find the original selected nodes which are in the interval determined by A and then insert a new node between every two nodes. 5) Repeat 2)-4) until the amount of spline nodes stop increasing.
The determination of controlling parameters th and m is actually to strike a balance between minimization of the truncation errors and suppression of the influences of outliners in measurements.
As the key procedure in data fusion, to determine the weights is ineluctable in multi-range-rate meas-urement system. This article proposes an iteration algorithm to calculate the weights, and proves its convergence. The iteration is as follows:
1) Let the current weights be ( 1,2, , ) k W k K with the initial weights determined according to the nominal accuracy of measurement equipment and use them to estimate the trajectory. Denote the corresponding residual errors by Res k . The unbiased estimation of measurement accuracy is ˆk = std(Res k ), where std ) stands for the sample standard deviation.
2) Make use of the estimated measurement accuracy ˆk and update the weights with the following formula:
, which are optimal by the theory of data fusion. According to the monotone convergence theorem, it is easy to prove the convergence of the iteration described above.
Numerical Simulation
The superiority of proposed algorithm has been elucidated theoretically, and now it will be further validated by means of numerical simulations in this section. The ideal trajectory with its velocity and acceleration for generating measured data is illustrated in Fig.2 , from which, it can be seen that the maneuver phase is at about 120 s. The initial spline node sequence used in trajectory estimation is equidistantly spaced nodes, and the time between every two nodes is 1 s. The number of initial nodes sequence is 50. Fig.3 shows the estimated trajectory errors of the first solution and the corresponding residual errors of measurements in this situation.
A clear truncation error can be found in each residual error in maneuver phase and the estimation error is beyond tolerance. After the initial estimation, the spline node optimization is conducted according to the procedure proposed in Section 3.2. By setting th =0.15 and m =4, the nodes in the maneuver phase can be optimized. Fig. 4 shows the final estimated results with the optimized spline nodes. In comparison with Fig. 3 , it can be seen that the truncation errors caused by an inappropriate node sequence are removed and the accuracy, especially, the velocity accuracy is enhanced. The final node sequence contains 83 nodes. With the purpose of comparison, Fig.5 shows the estimated results with the spline model of 83 equidistantly spaced nodes. From Fig.5 , it is observed that the accuracy is far below that in Fig.4 with clearly observed truncation errors.
Conclusions
Multi-range-rate system is a brand-new measurement system for estimating exterior ballistic trajectory in the boost phase. The data processing procedure constitutes the key part of the system. Based on the different frequency-featured components in the residual errors of the measurements, it is proposed a high-precision trajectory estimation method, in which, the systematic errors are treated in terms of sparse representation, and the spline node sequence is optimized by an iterative intensification according to the truncation errors. The merits of this method can be boiled down to three points: 1) The truncation errors are decreased by the spline nodes optimization based on the median-frequency component of the residual errors of measurement, and it can be restricted to a permissible level.
2) The self-adaptive estimation of systematic errors based on the sparse constraint can eliminate the need for the manual judgment on which measurement contains systematic errors.
3) The weight calculation is optimized iteratively based on the random errors extracted from the high-frequency components of the residual errors. The superiority of the proposed algorithm has been validated through a numerical simulation and a part of the results obtained in this article has also been utilized in actual data processing.
