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Abstract
In this paper, we analyze the spatial information of deep
features, and propose two complementary regressions for
robust visual tracking. First, we propose a kernelized ridge
regression model wherein the kernel value is defined as the
weighted sum of similarity scores of all pairs of patches be-
tween two samples. We show that this model can be formu-
lated as a neural network and thus can be efficiently solved.
Second, we propose a fully convolutional neural network
with spatially regularized kernels, through which the filter
kernel corresponding to each output channel is forced to fo-
cus on a specific region of the target. Distance transform
pooling is further exploited to determine the effectiveness
of each output channel of the convolution layer. The out-
puts from the kernelized ridge regression model and the fully
convolutional neural network are combined to obtain the
ultimate response. Experimental results on two benchmark
datasets validate the effectiveness of the proposed method.
1. Introduction
Visual tracking, which aims to continuously estimate the
positions and scales of a pre-specified target, has been a hot
topic for the last decades. It is widely used in numerous
vision tasks, such as video surveillance, augmented reality
and so on. Current algorithms have achieved very impres-
sive results, however, many problems remain to be solved.
With the emergence of large-scale datasets, deep neural
networks have shown their great capacity in object classifi-
cation, image identification, to name a few. It has been ver-
ified in many prior papers [31, 25, 22] that trackers based
on convolutional neural networks (CNNs) can significantly
improve the tracking performance. Usually, these methods
pretrain their networks on a large scale dataset, and finetune
the networks with the ground-truth data in the first frame of
a sequence. In addition to the CNN-based trackers, meth-
ods based on the kernelized correlation filter (KCF) are also
very popular in recent years for the efficiency and capac-
ity to utilize large numbers of negative samples. As is de-
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Figure 1. Example tracking results of different methods on the
OTB dataset. Our tracker (LSART) has comparable results com-
pared with the state-of-the-art algorithms.
scribed in [17], the KCF method is essentially the kernel-
ized ridge regression (KRR) with cyclically shifted sam-
ples. Methods based on the KCF usually take a region of
interest as the input, which makes it very difficult to ex-
ploit the structural information of the target. In addition, the
cyclically constructed samples also introduce the unwanted
boundary effects. Compared to the KCF method, the domi-
nating reason why the conventional KRR is not widely ap-
plied is that it has to compute a kernel matrix for large num-
bers of samples, which results in heavy computational load.
Both the CNN-and KRR-based trackers have limitations
and they have complementarities. The CNN-based trackers
usually contain a large number of parameters which are dif-
ficult to be finetuned in the tracking problem. As a result,
the trained filter kernels in the convolution layer are usually
highly correlated and tend to overfit the training data. On
the contrary, the KRR-based trackers have limited model
parameters (equal to the number of training samples), and
cannot learn discriminative enough models when training
samples are correlated. In addition, the existing KRR-based
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methods assume that each part of the target is equally im-
portant, and ignore the relationship among different parts.
In this paper, we exploit both the KRR and CNN mod-
els, and learn the complementary spatial-aware regressions
for visual tracking (LSART). First, we propose a kernelized
ridge regression with cross-patch similarities. We assign
each similarity score a weight, and simultaneously learn this
weight and ridge regression model parameters. We show
that the proposed ridge regression model can be reformu-
lated as a neural network, which is more efficiently opti-
mized than the original form. Second, we introduce the spa-
tially regularized kernels into the fully convolutional neu-
ral network. By imposing spatial constraints on the filter
kernels, we enforce each output channel of the convolution
layer to have a response for a specific localized region. We
exploit the distance transform pooling layer to determine
the effectiveness of the outputs from the convolution layer,
and develop a two-stage training strategy to update the CNN
model effectively. Finally, the heat maps obtained by the
KRR and CNN models are combined to generate a final
heat map for target location. Experiments on the popular
datasets demonstrate that our tracker performs significantly
better than other state-of-the-art methods (see Figure 1 for
visualized tracking results).
The main contributions of this paper can be summarized
as follows:
1. We develop a spatial-aware KRR model by introduc-
ing a cross-patch similarity kernel. This model can model
both regression coefficients and patch reliability, which en-
ables our model to be robust to the unreliable patches. The
regression coefficient and similarity weight vectors are si-
multaneously optimized via an end-to-end neural network,
which is new in visual tracking and facilitates seamlessly in-
tegrating our model with deep feature extraction networks.
2. We propose the spatially regularized filter kernels for
CNN, which enforces each filter kernel to focus on a local-
ized region. We also design a two-stream training network
to effectively learn network parameters, which avoids over-
fitting and considers rotation information.
3. We propose the complementary KRR and CNN mod-
els based on their inherent limitations. The spatial-aware
KRR model focuses on the holistic object and the spatial-
aware CNN model focuses on small and localized regions,
thereby complementing each other for better performance.
4. Our method achieves very promising tracking perfor-
mance, especially on the recent VOT-2017 public dataset.
2. Related Work
Algorithms of visual tracking mainly focus on designing
robust appearance models, which are roughly categorized as
generative and discriminative models. With the progress of
deep neural networks and correlation filters, discriminative
appearance models are preferred in the recent works.
Trackers based on correlation filter have attracted more
and more attention for the advantages in efficiency and
robustness. In essential, correlation filter can be viewed
as a kernelized ridge regression (KRR) model that can be
speeded up in the frequency domain. Bolme et al. [3]
exploit the correlation filter with minimum output sum of
squared error for visual tracking. As fast Fourier transform
is used, the tracker achieves very fast tracking performance.
In [16], Henriques et al. first incorporate kernel functions
into the correlation filter, which is named as CSK. The CSK
tracker can also be solved via fast Fourier transform, thus is
efficient. Based on [16], the tracking method [17] further
improves the CSK tracker by using the histogram of gradi-
ent features. Ma et al. [23] exploit complementary nature
of features extracted from three layers of CNN, and use a
coarse-to-fine scheme for target searching. Based on [23],
an online adaptive Hedge method [26] is designed, which
takes both the short-term and long-term regrets into con-
sideration. In this method, they use the CF-based tracker
defined on a single CNN layer as an expert and learn the
adaptive weights for different experts. Danelljan et al. pro-
pose several CF-based trackers with good performance. The
SRDCF method [8] tries to suppress the boundary effects
of the correlation filter by multiplying the filter coefficients
with spatial regularization weights produced by a Gaussian
distribution. This tracker achieves very good performance
even with hand-crafted features. Based on [8], they propose
an adaptive decontamination method [9] for the correlation
filter, which adaptively learns the reliability of each train-
ing sample and eliminates the influence of contaminated
ones. Furthermore, the learning process for correlation fil-
ter is conducted in the continuous spatial domain of various
feature maps [10], which incorporates the sub-pixel infor-
mation. These methods usually exploit the linear or Gaus-
sian kernel to depict the similarity between the target region
and a given candidate region. They inevitably ignore the in-
trinsic structure information within the target region, which
makes the trackers be less effective in dealing with occlu-
sion and deformation challenges. In this work, we introduce
a novel kernel to model the cross-patch similarities, develop
the corresponding KRR optimization model, and provide a
network structure to solve it efficiently.
Compared with trackers based on correlation filters,
CNN-based trackers also achieve good performance in re-
cent years. In [21], a shallow network with two convolution
layers is proposed, which learns the feature representation
and classifier simultaneously. In [31], Wang et al. trans-
fer the model pre-trained on image classification dataset to
visual tracking and exploit the fully convolutional neural
network for target location. Wang et al. [32] propose a se-
quentially training fashion for neural network to avoid the
overfitting problem. Tao et al. [29] off-line train a Siamese
deep neural network on large amounts of extra video se-
quences, and directly apply this model to conduct the op-
timal match during the tracking process. In [25], a multi-
domain CNN-based tracker is proposed, in which the shared
layers are used to obtain generic target representation and
the domain specific layers are adopted for classification.
These CNN-based trackers usually exploit the global infor-
mation regarding the target object and therefore ignore its
spatial layouts. To address this issue, we propose a con-
volution layer with spatially regularized filter kernels to fo-
cus on local regions of the target. Besides, we effectively
combine the proposed KRR and CNN models to develop a
robust tracker.
3. Spatial-Aware KRR
3.1. KRR with Cross-Patch Similarity (KRRCPS)
Given N training samples {(xi, yi)}Ni=1 in frame t, the
conventional ridge regression can be formulated as
wt = argmin
wt
∑
i
(yi −w>t xi)
2
+ λ‖wt‖2, (1)
where xi ∈ Rd×1 denotes the feature vector for sample i,
and yi is its sample label. In Eq. 1, wt ∈ Rd×1 denotes
the linear weight vector, and λ is a regularization constant.
According to the representer theorem [28], the model pa-
rameter wt can be determined as the weighted sum of the
training samples (i.e., wt =
N∑
i=1
αi
txi). Thus, the optimiza-
tion problem (1) can be rewritten as
α∗t = argmin
αt
N∑
i=1
(yi −
N∑
j=1
αtjkij)
2 + λ
N∑
i,j=1
αtiα
t
jki,j ,
(2)
where αti is the weight for sample i, αt = [α
t
1, ..., α
t
N ]
> ∈
RN×1, and ki,j is the kernel value computed between fea-
tures xi and xj . The existing kernel definitions (e.g., linear
kernel and Gaussian kernel) do not fully consider the spatial
layouts of the target, which limits the tracking performance.
In this work, we introduce a kernel function which con-
siders the similarity of all pairs of patches between two sam-
ples. Especially, we divide each sample i into M patches,
and obtain features for each patch m as xmi , then the kernel
value between sample i and j is computed as
kij =
M∑
m,n=1
βtm,nx
m
i
>xnj , (3)
where βtm,n denotes the weight for the similarity score be-
tween m-and n-th patches. This kernel function has at
least two advantages: (a) for each similarity score, the ker-
nel function assigns a learnable weight to make the model
adaptively focus on the similarity scores of reliable regions;
w
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Figure 2. The reformulated network structure for our KRRCPS
model. In Module B, we show two examples on how to crop the
feature maps for f1 and f9. By doing this, we make the responses
generated by different fragments correspond to the same input ROI
region. Best viewed in high resolutions with zoom in.
(b) more similarity pairs between patches are considered,
thereby enhancing the discriminant ability of the model.
By substituting Eq.3 into Eq.2 and introducing a regular-
ization term, we obtain the optimization problem (4).
α∗t ,β
∗
t = arg min
αt,βt
J (αt,βt) , (4)
where we define J (α,β) as
J (α,β)
=
N∑
i=1
(yi −
N∑
j=1
αtj
M∑
m,n=1
βtm,nx
m
j
>xni )
2
+λ1
N∑
i,j=1
αtiki,jα
t
j + λ2
M∑
m,n=1
(
βtm,n
)2
=
∥∥∥∥∥y −
M∑
m,n=1
f>mβ
t
m,nfnαt
∥∥∥∥∥
2
2
+ λ1α
>
t Kαt + λ2 ‖βt‖22 ,
(5)
where βt =
[
βt1,1, β
t
1,2, ..., β
t
M,M
]
is the weight vector for
all cross patches, fm = [xm1 , ...,x
m
N ] stands for the con-
catenated feature matrix for the m-th patch of N samples,
and K denotes the kernel matrix whose (i, j)-th element is
kij =
M∑
m,n=1
βtm,nx
m
i
>xnj .
A conventional solver for the optimization problem (4) is
the alternating iteration algorithm that optimizes αt and βt
iteratively. If βt is fixed, the analytical solution for αt can
be obtained as αt = (K+ λ1I)−1y (I denotes an iden-
tity matrix), whose computation complexity is O(N3). If
αt is fixed, βt can be updated via the gradient descent al-
gorithm, and it is easy to know that the computation com-
plexity for this process is O(dN2). Thus, optimizing αt
and βt via the alternating iteration algorithm is very time
consuming for the online update process.
3.2. Network Structure for KRRCPS
In this work, we attempt to learn αt and βt by reformu-
lating the proposed ridge regression into a neural network.
This reformulation not only provides an efficient solver but
also enables the algorithm to be seamlessly integrated with
state-of-the-art deep feature extraction networks.
In Eq. 5, the response term r =
M∑
m,n=1
f>mβ
t
m,nfnαt can
be sequentially calculated by the following three steps:
A : vtn = fnαt
B : bm,n = f
>
mv
t
n
C : r =
M∑
m,n=1
βtm,nbm,n
. (6)
Thus, we develop an equivalent neural network of our re-
gression model (shown in Figure 2), which takes the ex-
tracted feature map as the input and outputs a heat map for
target localization. This network consists of three modules,
each of which precisely corresponds to one of the three op-
erations in Eq. 6.
Module A: Given the target location, we first crop a rect-
angle region around the target object, and obtain the feature
mapXt with sizeH×W ×C, thus the target size projected
on the feature map is h × w. Based on the projected target
size, we densely crop samples and reshape each sample to
a d (= h × w × C) dimensional vector. This results in a
feature matrix Dt ∈ Rd×N , based on which the output of
the weighted sum layer is obtained as
z = Dtαt, (7)
where z ∈ Rd×1 denotes the response for the current layer
and αt is the weight vector to be learned. We reshape the
vector z to a response map with size h × w × C, and then
divide it into M =
√
M × √M sub-responses with size
(h/
√
M)× (w/√M)×C. We use vt1...vtM to denote these
sub-responses in Figure 2.
Module B: This module corresponds to the second equa-
tion of Eq. 6, which is equivalent to a convolution layer.
Noticing that the feature map corresponding to fm,m ∈
{1, ...,M} is a sub-region of the input feature map Xt and
is different when m varies, we first obtain the feature map
corresponding to fm by cropping Xt (see Module B in Fig-
ure 2 for example) and feed it into a convolution layer which
takes vt1...v
t
M as an ensemble of filter kernels. As we have
M patches in total, the convolution layer has M outputs,
each of which has the size (H−h+1)×(W −w+1)×M .
Module C: We concatenate the M outputs of Module B
through the Concat layer, and input the concatenated feature
maps into a convolution layer, whose kernel size is 1× 1×
M2. This module corresponds to operation C in Eq. 6, and
the filter kernel corresponds to βt.
In this work, we use the backpropagation algorithm to
solve this network. The computational complexity for both
forward and backward propagations is O(dN), which is
much more efficient than the original solver. Note that our
network is defined based on Eq. 5 for model learning. At
the detection stage in frame t, we just need to replace Dt,
αt and βt in the network with Dˆt, αˆt and βˆt which are
iteratively updated using Eq. 8 (η is the update rate).
Dˆt = (1− η)Dˆt−1 + ηDt−1
αˆt = (1− η)αˆt−1 + ηαt−1
βˆt = (1− η)βˆt + ηβt−1
. (8)
4. Spatial-Aware CNN
As is described in previous papers (e.g., [1, 19]), the spa-
tial information plays an important role in a visual tracking
system. However, the spatial layouts of the target object
are usually ignored in the current CNN-based tracking al-
gorithms. What is more, the existing algorithms do not per-
form well when the target object suffers from a severe in-
plane rotation. In this work, we propose a convolution layer
with spatially regularized filter kernels, through which each
convolution kernel only focuses on a specific region of the
target. In addition, as the training samples in visual tracking
are very limited, we develop a two-stream training strategy
to avoid overfitting and consider rotation information.
4.1. CNN with Spatially Regularized Kernels
(CNNSRK)
The proposed CNN framework with spatially regularized
kernels is illustrated in Figure 3 (a), which consists of two
convolution layers interleaved with an ReLU layer and sev-
eral distance transform pooling layers. Given the input fea-
ture map, we first reshape it to 46 × 46 × C, where C is
the channel number. Based on the input feature map, the
first convolution layer (conv1) has a kernel size of 5 × 5,
and outputs a feature map with size 46 × 46 × C1. The
second convolution layer (conv2) has a kernel size of 3× 3
(we divide the input feature into C1 groups), and outputs a
46×46×C1 response map, each channel of which is a heat
map for the target localization. After that, we divide the
response map into several groups (C1/4 groups in our im-
plementation), and sum the responses in each group through
the channel dimension, which results in a 46×46×1 output
for each group. Finally, the obtained response maps are fed
into distance transform pooling layers, and the outputs are
effectively combined to produce a final heat map for target
localization. The detailed structure is shown in Figure 3 (a).
Convolution Layer with Spatially Regularized Filter
Kernels: The target object may experience deformations
and occlusions during tracking, which makes some parts of
the target object more important than others. To address
this issue, Wang et al. [32] modifies the implementation of
the Dropout layer and keep the dropped activations fixed in
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Figure 3. Network structures for our CNNSRK model. (a) The testing network for CNNSRK. We use a convolutional neural network to
estimate the target position and exploit the distance transform pooling layer to determine the effectiveness of each response map. (b) The
training network for CNNSRK. We utilize the two-stage training strategy to update/train the convolution and distance transform pooling
layers separately. A two-stream network is used to learn the rotation information of the target. Best viewed in color with zoom in.
the training process. By doing this, the learned convolu-
tion layers are forced to focus on different parts of the in-
put feature map. But the discriminant ability of their model
is weak as it merely takes parts of the input feature map
for consideration in the training process. In this work, in-
stead of introducing constraints on the input feature map,
we enforce constraints on the filter kernels in the convo-
lution layer. Compared with [30], our method considers
the spatial information, and fixes the filter mask during the
tracking process.
Let Fc ∈ RKh×Kw×Kc denotes the filter kernel weights
associated with the c-th channel of the output feature map
Oc. We introduce the spatial regularization weights Wc
into the convolution layer, which has the same size as Fc.
By considering the spatial regularization weights, the output
feature map Oc can be calculated as,
Oc = (Fc Wc) ∗Xc + b, (9)
where ∗ denotes the convolution operation,  stands for the
Hadamard product,Xc represents the input feature map and
b is the bias term. For constructing Wc, we first generate a
binary mask Mc of size Kh×Kw through Bernoulli distri-
bution B(0.3) and then construct Wc based on this mask,
Wc(p, q, r) =Mc(p, q), (10)
where p, q and r denote the indexes of a 3-dimensional ma-
trix. Clearly, only parts of the spatial regions in Wc have
non-zero values, which forces the filter kernels to focus on
different regions.
Distance Transform Pooling Layer: The distance trans-
form has been used in previous studies for object detection
([11, 27]). Girshick et al. [13] point out that distance trans-
form is indeed a generalization of the max pooling layer and
can be expressed in a similar formula as max pooling.
Given a function y = f(x) defined on a regular grid G,
its distance transform can be calculated as,
Df (s) = max
t∈G
(f(t)− d(s− t)). (11)
Here d(s−t) is a convex quadratic function with d(s−t) =
$(s− t)2 + θ(s− t), where $ and θ are learnable param-
eters. The distance transform pooling layer can be used to
estimate the reliability of the input feature map. Generally
speaking, the larger the learned value $ is, the more reli-
able the input feature map is. When $ = θ = 0, this layer
outputs a response with constant values, which means that
the input feature map does not influence the tracking result.
In this work, the distance transform pooling layer is imple-
mented in the Caffe framework according to [14] and the
pooling region is bounded for efficient computation.
4.2. Two-Stream Training Strategy
Based on our observation that the tracking performance
is inevitably influenced when severe in-plane-rotation1 oc-
curs, we develop a two-stream network to learn the weights
of convolution and distance transform pooling layers. The
proposed two-stream network is presented in Figure 3 (b),
in which the weights of the convolution layers are shared.
The upper branch of the network exploits the same fea-
ture map as the original network (Figure 3 (a)), and the
lower branch uses the input feature map corresponding to
the rotated target object. The previous two layers are the
same as the original network, resulting in two 46× 46×C1
response maps in both upper and lower branches. Then,
we conduct the max-out pooling operation on these two re-
sponse maps to produce a 46× 46×C1 response. We com-
pute the loss for each channel of the response maps and
propagate the loss backward to learn the filters in convolu-
tion layers. After that, we fix the convolution layers and
1Rotation angle is larger than 90 degrees.
(a) (b)
Figure 4. Tracking results with and without two-stream training
process are illustrated in (a) and (b), respectively. We can see that
the proposed two-stream training strategy makes the tracker per-
form better when severe in-plane rotation occurs.
learn the model parameters of the distance transform pool-
ing layers. Some visual results are illustrated in Figure 4,
from which we can see that the proposed two-stream train-
ing strategy facilitates dealing with severe in-plane rotation.
In addition, the reason why we do not directly perform
model learning on the original network (presented in Fig-
ure 3 (a)) is to avoid the overfitting problem. For example,
the original network has a total of 5×5×C×C1+3×3×
C1 + C1 parameters. If C = 512 and C1 = 100, there will
be a total of 1281000 parameters, which are very difficult
to be learned with limited training data in visual tracking.
The proposed two-stream strategy essentially decomposes
the network into several sub-parts and trains each part sep-
arately, thereby facilitating avoiding overfitting.
5. Tracking with Spatial-Aware KRR and CNN
In this section, we describe how to exploit both spatial-
aware KRR and CNN models for robust visual tracking.
5.1. Target Location Estimation
We conduct visual tracking by combining the responses
of our KRR and CNN models. The former one captures
the holistic information of the target, while the latter one
focuses more on the localized region. In frame t, we crop
a search region centered by the estimated object location
of the last frame and then obtain a feature map Xt for this
region. Furthermore, the final heat map of our tracker can
be computed as,
f(Xt) = fKRR(Xt) + γfCNN (Xt), (12)
where γ is a trade-off parameter. fKRR(Xt) and fCNN (Xt)
denote the heat maps produced by KRR and CNN models,
respectively. Finally, we find the position with highest heat
map score in f(Xt) and determine it as the optimal location.
5.2. Scale Estimation
It is not enough to only provide the location for a target
object, which may experience drastic scale variation. In this
work, we also estimate the scale variation of the target after
location estimation. We use S to denote the candidate scale
size and H ×W to denote the input feature map size. For
each sl ∈
{⌊−S−12 ⌋ , ..., ⌊S−12 ⌋}, we crop or pad the input
feature map to size aslH × aslW and reshape it to H ×W
(we use T (Xt, sl) to denote the transformed feature map
for scale l). These transformed maps are then fed into a
fully connected layer to output the scale scores. Finally, we
choose the scale related to the largest score as the optimal
state. After scale estimation, we further exploit the bound-
ing box regression method [12, 25] to refine the tracking
result.
5.3. Model Update
After obtaining the optimal location and scale, we crop
the corresponding search region and extract its feature map
Xt. Then, we generate an ideal heat map of Gaussian distri-
bution [17] and exploit the L2 loss function for finetuning
both KRR and CNN models to fit the ideal heat map. In
this work, the stochastic gradient descent (SGD) method is
adopted for finetuning both networks. For KRR, after model
parametersαt andβt are updated, we further update Dˆt, αˆt
and βˆt based on Eq. 8 . For CNN, our two-stream network
(Section 4.2) is adopted for updating model parameters.
In addition, if scale variation is detected, we update
the scale estimation network with the loss function LS =
1
2 ‖ysl − fS(T (Xt, sl))‖22 (fS denotes the score obtained by
the network, ysl = exp(− 12σ2 s2l ) is a Gaussian function).
6. Experimental Results
In this section, we first introduce the experimental
setups, and then report the experimental results of dif-
ferent trackers on the OTB-2015 and VOT-2017 public
datasets. In addition, we verify the effectiveness of dif-
ferent components of the proposed method. Our source
codes can be downloaded at https://github.com/
cswaynecool/LSART.
6.1. Implementation Details
The proposed tracker is implemented with MAT-
LAB2014a on an Intel 4.0 GHz CPU with 32G memory,
and runs at around 1fps during online tracking. We use the
Caffe toolbox [18] to implement the networks, whose for-
ward and backward operations are conducted on a Nvidia
Titan X GPU. We divide the target into 9 (3× 3) patches in
the kernelized ridge regression model. The trade-off pa-
rameters λ1, λ2 are set as 0.001 and 0.001 respectively.
The learning rate η is set as 0.2 in the first ten frames, and
changed to a smaller learning rate (e.g. 0.001) during the
tracking process. All the networks are trained with the SGD
method, and the learning rates for αt and βt in the KRR
network are set as 8e-9 and 1.6, while the learning rate for
each layer in the CNN network is fixed as 8e-7.
6.2. OTB-2015 Dataset
The OTB-2015 dataset [34] is one of the most com-
monly used benchmarks in evaluating different trackers.
This dataset includes 100 challenging image sequences with
11 different attributes, such as illumination variation, back-
ground clutter, scale variation, fast motion, in-plane rota-
tion and so on. In this dataset, we exploit the the output
of the Conv4-3 layer of the VGG-16 net as the basic fea-
ture for our tracker, and compare our LSART method with
12 state-of-the-art trackers including DSST [6], ECO [5],
CCOT [10], SRDCF [8], KCF [17], DeepSRDCF [7],
CF2 [23], LCT [24], SRDCFdecon [9], HDT [26], Sta-
ple [2] and MEEM [35]. We exploit the one-pass evalua-
tion (OPE) for all the trackers and report both the precision
and success plots for comparison. The precision plots aim
to measure the percentage of frames in which the distance
between the tracked result and the ground-truth is under a
threshold, while the success plots aim to measure the suc-
cessfully tracked frames with various thresholds. Follow-
ing [33], in the precision plots, we use the distance preci-
sion rate at threshold 20 for ranking, while in the success
plots, we use the area under curve (AUC) for ranking.
Figure 5 illustrates both precision and success plots over
all 100 videos in this dataset. We can see that our LSART
method achieves the best performance with a precision
score 92.3% and the second best result with an AUC score
of 67.2%. Overall, in OTB-2015, our tracker has compara-
ble performance compared to the existing best tracker ECO.
Besides, we evaluate different trackers using 8 attributes
and report their precision plots in Figure 6. The results show
that our tracker achieves very promising performance in
handling most of the challenges, especially for deformation
and in-plane rotation. First, the proposed LSART method
improves the second best one by 4.3% in the attribute of
deformation. This improvement is mainly because that our
tracker determines the reliability of the target object adap-
tively and is insusceptible to the unreliable regions. In ad-
dition, for in-plane rotation, our method improves the ECO
method by 1.8%. The underlying reason is that our tracker
exploits the two-stream network to learn the rotation infor-
mation of the target object effectively.
6.3. VOT-2017 Public Dataset
For more thorough evaluations, we test our LSART
tracker on the VOT-2017 public dataset [20] in compari-
son with 11 state-of-the-art methods, including ECO [5],
CCOT [10], CFCF [15], MCPF [36], CRT [4], ECOhc [5],
MEEM [35], FSTC [31], Staple [2], KCF [17] and
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Figure 5. Precision and success plots on the OTB-2015 dataset in
terms of OPE rule. In the legend, we show the distance precision
rates at threshold 20 and area under curve (AUC) scores, based on
which different trackers are ranked.
Table 1. Performance evaluation for 12 state-of-the-art algorithms
on the VOT-2017 public dataset. The best three results are marked
in red, blue and green bold fonts respectively.
Tracker EAO A R AO
LSART 0.323 0.493 0.218 0.437
CFCF 0.286 0.509 0.281 0.380
ECO 0.280 0.483 0.276 0.402
CCOT 0.267 0.494 0.318 0.390
MCPF 0.248 0.510 0.427 0.443
CRT 0.244 0.463 0.337 0.370
ECOhc 0.238 0.494 0.435 0.335
MEEM 0.192 0.463 0.534 0.328
FSTC 0.188 0.480 0.534 0.334
Staple 0.169 0.530 0.688 0.335
KCF 0.135 0.447 0.773 0.267
SRDCF 0.119 0.490 0.974 0.246
SRDCF [8]. Since many top-ranked trackers (e.g. CFCF,
ECO and CCOT) exploit a combination of CNN and hand-
crafted features, we extend our feature set with HOG and
Color Naming like CCOT in this dataset. The VOT-2017
public dataset is one of the most recent datasets for evalu-
ating online model-free single-object trackers, and includes
60 public image sequences with different challenging fac-
tors. Following the evaluation protocol of VOT-2017 [20],
we adopt the expected average overlap (EAO), accuracy and
robustness raw values (A, R) and no-reset-based average
overlap (AO) to compare different trackers. The detailed
comparisons are reported in Table 1.
From Table 1, we can conclude that the proposed LSART
method achieves the top-ranked performance in terms of
EAO, R and AO criteria while maintaining a competitive
accuracy. Especially, our LSART tracker has the best per-
formance among the compared trackers in terms of the EAO
measure, which is the most important metric on the VOT
dataset. Compared with the second best tracker (CFCF),
the proposed method achieves a relative performance gain
of 12.94%. In addition, our tracker achieves a substantial
improvement over the popular ECO method, with a relative
gain of 15.36% in EAO. Note that our tracker has an EAO
of 0.275 without the hand-crafted features, which still out-
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Figure 6. Performance evaluation on different attributes of OTB-2015 in terms of the OPE criterion. The reported attributes include
deformation, background clutter, scale variation, fast motion, in-plane rotation, illumination variation, out-of-plane rotation, low resolution.
performs CCOT and is competitive among the compared
trackers. The OPE rule is also adopted to evaluate differ-
ent trackers and the AO values are reported to demonstrate
their performance. From the last column in Table 1, we can
see that our method achieves comparable performance com-
pared to the MCPF tracker and improves the ECO method
by a relative gain of 8.71%.
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Figure 7. Performance evaluation for each component of the pro-
posed tracker.
6.4. Ablation Studies
In this paper, we propose two complementary spatial
aware regressions for visual tracking, which are respec-
tively the kernelized ridge regression model with cross-
patch similarity and convolution neural network with the
spatially regularized kernels. Here, we conduct ablation
analysis to evaluate each component of our tracker. With
different experimental settings, we obtain the following 4
variants of our tracker, which are respectively named as
“Baseline”, “Baseline+CPS”, “Baseline+SRK” and “Base-
line+CPS+SRK” (LSART). We use the shorthand “Base-
line” to denote the method that directly combines the con-
ventional KRR and CNN models, and adopt the abbrevi-
ations “CPS”, “SRK” to denote the cross-patch similarity
kernel and spatial regularized filter kernel. Using OTB-
2015, the results of different variants are presented in Fig-
ure 7.
First, the direct combination of conventional KRR and
CNN models (i.e., “Baseline”) cannot achieve satisfac-
tory performance (0.841 in precision score and 0.606 in
AUC score). Second, the effectiveness of the CPS mod-
ule can be verified comparing“Baseline+CPS” with “Base-
line”, which contributes to the relative performance gains of
5.35% and 6.93% in precision and success plots. The effec-
tiveness of the SRK module can be validated by comparing
“Baseline+SRK” with “Baseline”. Finally, we can see that
our LSART method (“Baseline+CPS+SRK”) improves the
original “Baseline” method by relative gains of 9.75% in
precision plots and 10.89% in success plots.
7. Conclusion
This paper proposes a robust online tracker by exploit-
ing both spatial-aware KRR and spatial-aware CNN. First,
we propose a novel KRR model with cross-patch similar-
ity (CPS). This model considers the interior structure of the
target, and can adaptively determine the importance of the
similarity score between two patches. We show that the KR-
RCPS model can be reformulated as a neural network, and
thus can be more efficiently solved. In addition, we pro-
pose a complementary CNN model which focuses more on
the localized region via a spatially regularized filter kernel.
Distance transform pooling layers are further exploited to
determine the reliability of the convolutional layers. Finally,
the above-mentioned two models are effectively combined
to generate a final heat map for target location. Experimen-
tal results on two recent benchmarks demonstrate that the
proposed LSART method achieves very promising tracking
performance, especially on the VOT-2017 public dataset.
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