Abstract. The Burgess inequality is the best upper bound we have for the character sum Sχ(M, N ) = M <n≤M +N χ(n). Until recently, no explicit estimates had been given for the inequality. In 2006, Booker gave an explicit estimate for quadratic characters which he used to calculate the class number of a 32-digit discriminant. McGown, used an explicit estimate to show that there are no Norm-Euclidean Galois cubic fields with discriminant greater than 10 40 . Both of their explicit estimates are on restricted ranges. In this paper we prove an explicit estimate that works for any M and N . We also improve McGown's estimates in a slightly narrower range, getting explicit estimates for characters of any order. We apply the estimates to the question of how large must a prime p be to insure that there is a k-th power nonreside less than p 1/6 .
introduction
Let χ be a character mod q. Let S χ (M, N ) be defined as follows
Historically, studying this sum has proven fruitful in analytic number theory to bound the least k-th power non-residue, to bound class numbers, to bound the least inert prime in a number field, to bound the least primitive root, among other applications. The first non-trivial bound for this sum was proven independently by Pólya and Vinogradov in 1918, namely, they showed that there exists an absolute constant c > 0 such that S χ (M, N ) ≤ c √ q log q. The Pólya-Vinogradov inequality is very useful when N is big compared to √ q, but not very useful otherwise (since trivially |S χ (M, N )| ≤ N ). What we want is to have S χ (M, N ) = o(N ), that is, we want an inequality that works well even when N is not large. The best theorem for short character sums is known as the Burgess inequality and allows us to take N as small as q 1 4 −o (1) . 1 We state the theorem below:
Theorem (Burgess) . Let χ be a primitive character mod q with q > 1, and let M and N be non-negative reals with N ≥ 1. Then for r = 2, 3 and for any r ≥ 1 if q is cubefree, the implied constant depending only on ε and r.
To prove the Burgess inequality, one of the keys is the following inequality which relies on a deep theorem of Weil [21] :
Theorem A. For p a prime number, r a positive integer and B a positive real number satisfying r ≤ 9B, let χ be a Dirichlet character to the modulus p, then x mod p 1≤b≤B χ(x + b) 2r ≤ (2r − 1)!!B r p + (2r − 1)B 2r √ p.
The above theorem was proven with weaker constants by Erdös and Davenport in [7] , Burgess improved it to better constants and used it to get the Burgess inequality. In [3] , Booker, proved it with these constants for quadratic characters. In [18] , the author extended it to all characters. The reliance on the Weil estimate makes it difficult to improve the Burgess inequality asymptotically.
Recently, some problems have required getting explicit estimates on the Burgess inequality. Booker in [3] needed an explicit form of the inequality to compute a 32-digit discriminant. McGown in [13] used an explicit form of the inequality to show that there are no Norm-Euclidean Galois cubic fields of discriminant greater than 10
140 . The goal of this paper is to improve their explicit estimates in the ranges they work in and give an explicit estimate that works regardless of the range of N . We will also use these estimates applying them to a question about k-th power non-residues mod p.
The work of Booker and McGown relies on the exposition of Burgess in [12] . In that book, Iwaniec and Kowalski give a sketch of a proof of the following explicit Burgess inequality:
Theorem B. Let p be a large enough prime. Let χ be a non-principal Dirichlet character mod p. Let r be a positive integer, and let M and N be non-negative reals with N ≥ 1. Then In section 3 we improve Theorem B to Theorem 1. Let p be a prime. Let χ be a non-principal Dirichlet character mod p. Let M and N be non-negative reals with N ≥ 1 and let r ≤ 10 be a positive integer. Then for p ≥ p 0 , there exists c 1 (r), a constant depending on r and p 0 such that
where c 1 (r) is given by Table 1.
In the spirit of Theorem B, where we have no restriction on r, we also prove the following corollary: Corollary 1. Let p be a prime such that p ≥ 10 7 . Let χ be a non-principal Dirichlet character mod p. Let r be a positive integer, and let M and N be non-negative reals with N ≥ 1. Then
Restricting N to be less than 4p Theorem. Let p ≥ 2 · 10 4 be a prime number. Let M and N be non-negative integers with 1 ≤ N ≤ 4p
. Suppose χ is a non-principal character mod p. Then there exists a computable constant C(r) such that
where C(r) is given by Table 2 . Values for the constant C(r) in the Burgess inequality.
The restriction that N ≤ 4p and let r ≤ 10 be a positive integer. Then for p ≥ p 0 , there exists c 2 (r), a constant depending on r and p 0 such that
, where c 2 (r) is given by Table 3 .
Using an idea from [14] , we can get rid of the restriction on N for r ≥ 3.
Corollary 2. Let p ≥ 10
10 be a prime number. Let M and N be non-negative integers with N ≥ 1. Suppose χ is a non-principal character mod p and that p ≥ p 0 r p 0 = 10 10 p 0 = 10 Table 3 . Values for the constant c 2 (r) in the Burgess inequality.
for some positive real p 0 . Then for r ≥ 3, there exists a computable constant c 2 (r) depending on r and p 0 , such that
, where c 2 (r) is the same as that of Table 3 whenever r ≥ 3.
Putting an extra restriction on N (now N ≤ 2 √ p), Booker in [3] gave better bounds in the special case of quadratic characters.
Remark 1.
Using Theorem A one could extend Booker's theorem to all orders of χ (with slightly worse constants). The reason we would get slightly worse constants is that in the quadratic case, the inequality in Theorem B can be improved slightly to (2r − 1)!!B r p + (2r − 2)B 2r √ p. Every other part of Booker's proof extends naturally, but this part of the inequality fails when looking at higher orders.
In section 5, we apply these estimates to a question about k-th power nonresidues mod p. Indeed, let p be a prime and let k be an integer with k | p − 1 and k > 1. Let g(p, k) be the least k-th power non-residue mod p. The case k = 2, i.e., the question of how big the least quadratic non-residue is, has been studied extensively. Elliott [8] conjectured that g(p, 2) = O (log p) 1+ε for any real ε > 0. Assuming the extended Riemann Hypothesis, Ankeny [1] showed that g(p, 2) = O (log p) 2 and Bach [2] made this explicit by proving (under ERH) that g(p, 2) ≤ 2(log p)
2 . The best unconditional results (for g(p, 2)) are due to Burgess [5] , who, building on work by Vinogradov [20] , showed that
For k ≥ 3 we have better estimates than those proved by Burgess. To be able to describe them, we must first introduce Dickman's function, a positive continuous nonincreasing function, defined recursively by
Wang Yuan [22] , building on work of Vinogradov [20] and Buchstab [4] , showed for real ε > 0
where α k is the unique root of ρ(α) = and Buchstab proved, for k ≥ e 33 , that
All of the work described so far has been of asymptotic nature. In terms of getting explicit bounds, Karl Norton [16] , building on a technique of Burgess [6] , was able to show that g(p, k) ≤ 3.9p 1/4 log p unless k = 2 and p ≡ 3 (mod 4) for which he showed g(p, k) ≤ 4.7p 1/4 log p. In [18] , the author improved Norton's bounds to 0.9p 1/4 log p and 1.1p 1/4 log p, respectively. These bounds are far from the asymptotic bound of p
+ε . In this paper we find how large p has to be to insure that there is a k-th power non-residue less than p 1/6 . Theorem 3. Let p be a prime number and k be a positive integer such that k | p−1.
Then for p ≥ 10 4685 , the least k-th power non-residue mod p is less than or equal to p 1/6 .
Remark 2. The techniques involved in the proof can be used to answer this question for p α whenever α >
Preliminary lemmas
Let A and N be positive integers. Let v(x) be the number of representations of x asān (mod p), whereā is the inverse of a (mod p), 1 ≤ a ≤ A and M < n ≤ M +N , that is,
The main lemma in this section is the following: Lemma 1. Let p be a prime and let N < p be a positive integer. Let A ≥ 28 be an integer satisfying A < N 12 , then
To prove the lemma regarding V 2 we will need a couple of estimates involving the φ function; the estimates are the following two lemmas:
Lemma 2. For x ≥ 1 a real number we have:
Proof. For 1 ≤ x < 2, the left hand side of (3) is 1, while the right hand side is at least 1. We can manually check that for all integers x satisfying 2 ≤ x ≤ 42 we have
implying that (3) is true for x < 42. Therefore, we may assume that x ≥ 42. Let's work with the sum:
Using that
Moser and Macleod [15] gave a simple proof that for x ≥ 2 we have
Combining (5) with (4) yields for x ≥ 42 that
Lemma 3. For x ≥ 1 a real number we have:
Proof. For 1 ≤ x < 2, the left hand side of (6) is 1, while the right hand side is at least x 2 ≥ 1. Therefore it is true for 1 ≤ x < 2. Now for 2 ≤ x < 3, the left hand side is 3, while the right hand side is at least x 2 ≥ 4. Therefore (6) is true for 1 ≤ x < 3. In the rest of the proof we will assume that x ≥ 3. Let's work with the sum:
From [10, Theorem 422] it follows that for x ≥ 3
.
. Therefore, using (7), (8) 
From (5) we have (for
Combining this with (9) yields the lemma.
Lemma 4. For x ≥ 1 we have:
To get the second inequality we used that
Now, notice that x = x + {x} and log (1 + y) ≤ y, therefore we have
Combining equations (10) and (11) yields
Now we are ready to prove Lemma 1.
Proof of Lemma 1. We'll begin by noting that V 2 is the number of quadruples (a 1 , a 2 , n 1 , n 2 ) with 1 ≤ a 1 , a 2 ≤ A and
Therefore, the number of quadruples in this case is AN . Fix a 1 and a 2 in such a way that a 1 = a 2 . Let k be an integer satisfying
for some n 1 and n 2 . We can put a bound on possible values for k. First of all, k must be a multiple of gcd (a 1 , a 2 ). Now, if we write n 1 = n 1 + M and n 2 = n 2 + M , we have, using
Therefore k lies in an interval of length at most
. Since k is a multiple of gcd (a 1 , a 2 ) and k lies in such an interval, then there are at most
Given a 1 , a 2 and k we can count the number of pairs (n 1 , n 2 ) which would satisfy (12) . The number of pairs is bounded by N gcd (a1,a2) max{a1,a2} + 1. Therefore we get
where
, and (14)
Dealing with S 1 is straightforward, in fact S 1 is (15) a2≤A a1<a2
Now, let's estimate S 2 :
Using Lemma 3, we get
Using that log (
Using that for A ≥ 11 we have
Let's estimate S 3 . We have
Using Lemma 2 yields
From [10, Theorem 422] it follows that for A ≥ 27
Using this and Lemma 4 yields
Using (15), (16) and (17) in (13) yields the following upper bound for V 2 :
Since N ≥ 3A we have the following two inequalities:
Combining (19) and (20) yields
Finally, using that A ≥ 28 and that N > 12A, yields
Combining (21) and (22) in (18) yields (2).
Remark 3.
The main term will come from the log (1.85A) term and the 1.85 can be changed to a smaller number (the limit being e γ ), forcing A to be slightly larger to make the inequalities work. Also, the coefficient on log (1.85A) can be changed to be as close to 6 π 2 as we want as long as A is big enough. It is important to note that big A's will mean forcing p to be much bigger in the estimates for the Burgess inequality.
Remark 4. The constraint A ≥ 28 is used to get the main term to be log (1.85A); however, we can relax the condition on A and get a slightly worse main term. We chose our values this way to get the constants in tables 1, 3 as low as possible for small values of r. Relaxing the A ≥ 28 condition would make these constants worse, but improve the constants for larger values of r. Since the small values of r seem to be the most useful in applications, we decided to focus on minimizing these cases.
Explicit Burgess inequality
Note that
where |θ| ≤ 1 and
Let A and B be positive reals and let H = A B . We will use shifts of length h = ab where a and b are positive integers satisfying a ≤ A and b ≤ B. After averaging over all the pairs (a, b) we get
Let v(x) be defined as in (1), then
then, combining (23) with (24), we get
We can now focus on estimating V . Now define
. Using Hölder's Inequality we get
First note that
From Lemma 1, for A ≥ 28 and A < N 12 , we have
We can also bound W , since by Theorem A, we have (for r ≤ 9B):
(28)
Let's head back to proving the Burgess bound. We will let AB = kN for k a real number to be chosen later. Using the inequalities of V 1 , V 2 and W together with (26) yields the following bound upper bound for
Because of (29) we can see that a good choice for B is the one that minimizes Now we must try to bound AN p + log (1.85A). To do this, we can use the Pólya-Vinogradov inequality to give an upper bound for N , since for N large, the Pólya-Vinogradov inequality would be a better bound than the Burgess inequality. Indeed, if Similarly, we can put a lower bound on N , by noting that 
Now we consider what happens to log (1.85A).
(37) log (1.85A) = log 1.85kN B ≤ log (1.85k log p) + 3 log p 8 , for r = 2, and for r ≥ 3, we get (38) log (1.85A) = log 1.85kN B ≤ log 1.85s k log p
Now, let's bound the error term, the part we have labeled as E(h).
For any a, b such that ab = h < N , we have by induction hypothesis E(h) ≤ c 1 (r)(ab)
1
Combining equations (29), (31), (35), (37) and (39) with (25) yields (for r = 2) 
Similarly, for r ≥ 3, combining equations (29), (31), (36), (38) and (39) with (25) yields
+ 2r
. Now, if we let c 1 (r) be defined as follows 
for r ≥ 3. Therefore from (40) and (41), we get that
All we have to do is pick k to minimize c 1 (r) in such a way that A ≥ 28, and that N ≥ 12A. First, we'll start by showing that B ≥ 15. . To check that A ≥ 28, we use (34) and we note that Table 4 shows the lower bound c 1 (r) must satisfy to have A ≥ 28 in different situations.
We can now find a good value of k ∈ [ 3 64 , 1) and a good value of s for each r and p 0 , and plug in the values of B, k and a lower bound for A on (42) to find c 1 (2) and on (43) to find c 1 (r) for r ≥ 3 in Table 1 and conclude the theorem. The values of k and s we chose can be found on Table 5 .
Proof of Corollary 1. We begin by pointing out that Theorem 1 proves this for 2 ≤ r ≤ 10 and p ≥ 10 7 . We also know that it is true for the r = 1 case by the Pólya-Vinogradov inequality.
Following the proof of Theorem 1, we also have that B ≥ 15 for all r and hence, for any k < 1, we have A < N 12 . It is also worth pointing out that we can use s = 1, since now the constant 2.71 is fixed as the constant in our upper bound, instead of a constant depending on r. Table 5 . Values chosen for k and s to build Table 1 .
We need to show that you can pick a k such that A ≥ 28. First, let's prove that 2.71 
Now we have
2− 1 r
and p ≥ 10 7 we confirm that c(r) ≤ 2.71 whenever r ≥ 3. Since it is also true for r ≤ 2, we conclude our corollary.
Improving McGown's theorem
The main obstacle in improving the (log p) 1 r factor in the Burgess inequality is the bound on V 2 . However, if we put a bound on N , we can make the proof cleaner while also improving the exponent in log p to 1 2r . First we prove a lemma regarding V 2 and then we will be able to prove Theorem 2.
Lemma 5. Let p be a prime, and N be a positive integer. Let A ≥ 30 be an integer such that N > 7A and 2AN < p. Let v(x) be defined as in (1), then
Proof. The proof is essentially the same as that of Lemma 1. Recall that V 2 is the number of quadruples (a 1 , a 2 , n 1 , n 2 ) with 1 ≤ a 1 , a 2 ≤ A and M < n 1 , n 2 ≤ M +N such that a 1 n 2 ≡ a 2 n 1 (mod p). If a 1 = a 2 , since N < p, we have that n 1 = n 2 because n 1 ≡ n 2 (mod p) while |n 1 − n 2 | ≤ N < p. Therefore, the number of quadruples in this case is AN . Fixing a 1 = a 2 and writing
we can put a bound on possible values for k. As shown in the proof of Lemma 1, there are at most (a1+a2)N gcd (a1,a2)p + 1 values of k. Since 2AN < p, then we have that k is uniquely determined.
In the proof of Lemma 1, we showed that given a 1 , a 2 and k, the number of pairs (n 1 , n 2 ) is bounded by N gcd (a1,a2) max{a1,a2} + 1. Now, for A ≥ 30 and N > 7A we have
Using the definition of S 3 as in (14), using the inequalities (17) and (46), for A ≥ 30 and N > 7A, we have
Now we are ready to prove Theorem 2.
Proof of Theorem 2. The proof is very similar to the proof of Theorem 1. We proceed by induction, assuming that for all h < N we have
. Most of the work in the proof of Theorem 2 can be replicated. So I'll just point out the things that change.
The first change is that by employing Lemma 5, (27) becomes
This change affects (29), by deleting AN p inside the parenthesis. Now it looks as follows:
The next change is the range for N , which we deduced by using the Pólya-Vinogradov inequality, the trivial bound, and the case for r − 1. Instead of (33), using our hypothesis and the trivial bound, we now have
log p < N < 2p (50) log (1.85A) = log 1.85kN B ≤ log (3.7k) + 3 log p 8 , for r = 2. Using (49), yields (51) log (1.85A) = log 1.85kN
,
The bound for E(h) is almost the same as in (39), the only difference being the exponent of log p, which is now (50) with (47) yields (for r = 2)
1 4
log (3.7k) k log p + 3 8k
For r ≥ 3, using (31) and (51) with (47) yields
. Now, if we let c 2 (r) be defined as follows To check that A ≥ 30 for k ≥ 3 64 , we do the following: 
We can now find a good value of k ∈ [ ) and a good value of s for each r and p 0 , and plug in the values of B, k, and a lower bound bound for A on (54) to find c 2 (2) and on (55) to find c 2 (r) for r ≥ 3 in Table 3 and conclude the theorem. The values of k and s we chose can be found on Table 7 .
Proof of Corollary 2. By Theorem 2, we have our desired result whenever N < 2p . Therefore, the only thing we need to prove is that for p ≥ 10 10 and r ≥ 3, N < 2p 
Therefore, we may assume that Now, all we need to conclude is to show that the right hand side of (56) is less than 2p The last inequality is true whenever p ≥ 10 10 .
Remark 5. Booker and McGown in their proofs have A range through only prime numbers. This idea makes the constants converge quicker. For large enough p, it doesn't improve the numbers, but it does for smaller p. To save space, we ommited using that technique here, instead focusing on other techniques that made an impact on the "asymptotic" constant. One of the nice ideas not used by McGown or Booker is the idea of using Burgess for smaller r to help out with the larger r. This allows the theorems to extend to the whole range when r ≥ 3.
Remark 6. Theorem A is a little stronger in [18] when the order of the character is bigger. Therefore, one could use that theorem to get better constants for cubic characters, quartic characters and so on.
Least k-th power non-residue
To prove our results on the least k-th power non-residues, we will need the following estimates from [17] : Lemma 6. Let B = lim m→∞ p≤m 1 p − log log x, and let π(x) be the number of primes up to x. Then the following estimates are true:
log log x + B − 1 2 log 2 x < p≤x 1 p for x > 1, p≤x 1 p < log log x + B + 1 2 log 2 x for x ≥ 259, π(x) < x log x 1 + 3 2 log x for x > 1.
From it we derive the following immediate corollary:
Corollary 3. For real numbers x, y satisfying x > y > 1 and x ≥ 259, the following estimate is true: y<p≤x 1 p < log log x − log log y + 1 2 log 2 x + 1 2 log 2 y .
Now we are ready to prove the key lemma (a lower bound on a character sum), which is the essence of Vinogradov's trick. Proof. Since χ(n) is totally multiplicative, χ(n) = 1 for all n ≤ y and y 2 > x we have Using Lemma 6 to estimate π(x) and Corollary 3 for the sum of the reciprocals of primes we get the desired inequality.
We can now prove Theorem 3. We will use the explicit Burgess inequality proved as Corollary 1 because it works for all r.
Proof of Theorem 3. Let χ be a Dirichlet character mod p. Then if n < p and χ(n) = 1, n is a k-th power non-residue. Let r be an integer. Let x ≥ 259 be a real number and let y = x 
