The confining pressure medium was a 7x7x6 "cube" made of an amorphous BoronEpoxy (5:1 by weight) mixture. The sample (a cylinder of 1.2 mm in diameter and 1.2 mm in height) was deformed between hard alumina pistons. Gold foils (2 µm thick) were used as strain markers on the top and the bottom of the sample.
Attained confining pressure was checked from 2D diffraction patterns acquired under hydrostatic conditions, with the equation of state of the sample itself (S3). The uncertainty on the confining pressures is large due to broadening of the (001) peak; estimated confining pressure values before beginning the deformation cycles were 1±0.25 GPa and 4±0.5 GPa, respectively.
The sample was pre-sintered at 40 T (~ 4 GPa) and 200°C overnight. Temperature was imposed by AC current circulating within the graphite furnace, and measured with a W-Re 5%-26% thermocouple, whose junction was terminated at the outer wall of the furnace. Based on previous calibration experiments in this cell assembly using double thermocouples, we corrected the temperature gradient between the thermocouple and the sample assuming the sample temperature is 20% higher than the thermocouple temperature.
-Stress and strain measurements
The experimental setting is shown in Fig. S1 . We measured sample axial strains using X-Ray radiography (image size 1030 x 1300 pixels) with a large beam (2 x 3 mm).
Radiographs were acquired (acquisition time 60 s) using a YAG scintillator and a charge coupled device (CCD, resolution 1.3 µm/pixel). The sample length was defined by the shadows of the two gold foils at its top and bottom (Fig. S2 ).
After collecting each X-ray radiograph for measuring real-time strain, a complete 2D XRD pattern was collected with a 2D X-Ray CCD detector (Brucker SMART-1500) using the angle-dispersive technique. The monochromatic beam wavelength (λ=0.1907 Å) was selected with a Si(111) monochromator. The incident beam was collimated to 100 x 100 µm by WC slits, which were moved into the beam path for each diffraction pattern collection. The beam was aligned at the vertical center of the sample in order to probe a volume with minimal temperature, pressure and stress gradients. Sample position with respect to the incident beam was checked throughout the experiment. Typical accumulation time for diffraction patterns was 300 s. The detector tilt and rotation relative to the incident beam were calibrated with a CeO 2 standard using the fit2D software (S4). More than 440 diffraction patterns were acquired and analyzed in this study. The detector drift, due to the supporting frame's thermal dilation, was systematically checked and corrected during the analysis by manual adjustment of the diffraction rings center.
-Experiment chronology
The highest-pressure (4 GPa) experiments were carried out prior to those at lower pressure (1 GPa) so as to ensure that deformation at 4 GPa would not occur by reactivation of possible brittle features which may have formed at low pressures.
During deformation in the D-DIA, the two differential rams were advanced towards each other first, compressing the sample along the bottom-up axis. Since the differential rams were adjusted independently from the main hydraulic ram outside the D-DIA module, differential stress and sample strain can be controlled independently from hydrostatic pressure, so that the sample can be either shortened or lengthened. At the end of each deformation cycle, the differential rams were retracted to ensure that sample deformation would change from a shortened to a lengthened state, thereby allowing definition of a zero differential stress state for each stress-strain curve.
Data analysis
Sample lengths were determined in pixels between the gold foils marking top and bottom of the sample (Fig. S2) . At least 120 one-pixel columns on each image were measured to define sample length, and then averaged. 2σ errors were typically less than 0.2% for the length measurement. The reference sample length was defined for each deformation cycle at the zero differential stress state within the sample (S5) . We also attempted to use a reference sample length identical for all deformation cycles under a given ram load (S6). Although this changed the final strain and strain rate somewhat, the flow stress at 15% axial strain used in the flow law determination did not change significantly. Final strains were in the range of 9 to 18 %, in multiple deformation cycles. The strain rates were determined based on the slope of the strain -time curves, using a linear regression, in the data range where the strain rate becomes constant (Fig. S3 ). Constant strain rate was reached in all the cycles on at least the last three data points (linear regression coefficients were at least 0.994). 2σ errors for the strain-rate determination were respectively 0.14 and 0.3%, for the lowest and highest strain rates attained.
No stress drop indicative of brittle failure was observed and the recovered sample is homogeneously deformed (Fig. S8a) .
The 2D-diffraction patterns used for stress analysis were transformed in cake plots ( Fig. S4 ) using the Fit2D software (S4). These were then divided into 360 azimuth (δ) angular regions, at 1º interval. Data in each 1° region was integrated and converted into a onedimensional (intensity versus 2θ angle) pattern. Diffraction peak positions and background were then fitted for all 360 azimuths in each diffraction pattern using the Multi-Channel Analyzer package (MCA) developed at GSE-CARS by Mark L. Rivers.
Differential stress t(hkl) for a given (hkl) lattice plane was extracted from d-spacing variations with the diffracting plane true azimuth ψ :
where ψ is related to the azimuth δ on the CCD plate ( Writing this, we neglect the effects of strain hardening on the different (hkl) planes, at this stage not resolvable for antigorite. We neglect the preferred orientation, which is certainly a strong assumption for materials such as serpentines; however i) the main effect is to modify the intensity of the peaks ii) the effect on the shape of the sinusoid is small, and would lead to a very small correction compared to the uncertainties on elastic constants and to the stress variability from one crystallographic plane to another in the sample. We also assume that stress is homogeneous on a given lattice plane (hkl) throughout the diffracting zone.
The elastic moduli G hkl in eq. (1) are relative to various diffracting crystallographic planes. They are calculated using the Reuss hypothesis and eq. (6) from (S8). We used a hexagonal system, with elastic constants (Table S1 ) from compliances of lizardite (S9), rescaled to antigorite linear compressibilities (S10). Varying S 11 , S 33 , S 12 and S 33 by 30 % does not lead to significant variations of the stress values obtained. Little variation of these constants may occur within this small pressure and temperature range; therefore, we did not correct the elastic constants for pressure and temperature dependences. Using the Hill hypothesis (Voigt-Reuss average) in the calculation of G hkl increases the stress values by ~15 % but leads to the same flow law parameters, within uncertainties.
We assume the macroscopic differential stress state σ in the sample to be the average between the stresses t (hkl) (eq. (1)) recorded by the available crystallographic planes (001), (102), and (1601) . For each set of experimental conditions of pressure, temperature, and strain rate (Table S2) , we obtained one stress-strain curve (Fig. S5) . No stress drop indicative of brittle failure was observed.
These stress-strain curves were fitted with hyperbolic functions of the form:
where σ is in GPa, ε is the strain and a and b are constants, as given in Table S2 for each set of experimental conditions. These functions describe both transient hardening near the initial yield point and long-term steady-state behavior (S11).
The stress value at 15% axial strain (Table S3 ) was used as a proxy to define the ultimate flow stress. We determined the best-fit parameters for the flow laws (Table 1) where ε& is the strain rate, σ the differential stress, and A, n, E a , and V* are a material constant, stress exponent, activation energy, and the so-called activation volume, respectively. R is the gas constant, and P and T are the effective confining pressure and temperature in K.
We considered the power law formulation because of evidence of intra-crystalline plasticity as shown by transmission electron microscopy (TEM) on the recovered sample (see § 3) and because such a fit gave the best R 2 value (Table 1, Fig. S7 ).
The equation used for Peierls formulation is
where is the strain rate, σ the differential stress, and A p , E p , τ, q, and p a material constant, activation energy for Peierls dislocation glide mechanism, Peierls stress, and two stress exponents, respectively. p = 1 and q = 2 are the best fitting values (0≤p≤1 and 1≤q≤2 from (S12)). We considered this formulation because deformation at the low temperatures investigated here may be controlled by Peierls mechanism as in others silicates (e.g.(S13)), and because of evidence for intracrystalline plasticity. Only the fits for data at 1 GPa and lower gave acceptable R 2 values with this formalism (above 0.8, Table 1 ). (Fig. S6) . The power law fit to the 1 GPa dataset alone yielded an exponent of 5.8 (1.3), which is not consistent with a dislocation creep deformation mechanism only but must involve contribution also from a mechanism with high stress dependence, such as dislocation glide, or grain boundary However, the fit to the Peierls formulation gave a lower R 2 than the power law. For the data at 4 GPa, the fitted Peierls stress of 7.5 (2) GPa was much higher. The activation energy of 36 kJ.mol -1 was lower than obtained for lower pressure data, and consistent with a negative pressure dependence of the activation enthalpy. This fit was poorly constrained with an R 2 of 0.77.
The apparent pressure dependence of the stress exponent n in the power law formulation (Table 1) may be rationalized by plotting n as a function of the ratio of the differential flow stress σ to the confining pressure P for all triaxial deformation experiments available (S14-16) (Fig. S6) . At 4 GPa, the highest pressure reached in the present experiments, n reaches the lowest value close to 3, for σ/P values below 1. In terms of deformation mechanisms, the decrease in the stress exponent suggests decreasing friction forces and a change in deformation mechanisms from frictional grain boundary sliding, which is the dominant mechanism in high-stress low-pressure experiments σ/P >>1 (14-16) with n up to 70 at 0.35 GPa, to pure dislocation creep in the present experiment at 4 GPa (n≈3). The behavior observed experimentally at 4 GPa is particularly relevant to subduction zones, where σ/P << 1 (S17).
Observation of the deformed sample
The recovered sample was cut using a diamond-wire saw for post-experiment examination. For SEM observation, one slice was embedded in araldite, polished with alumina down to 1/20 µm, and coated with a ~5 nm thick carbon layer in order to avoid electron mass effects. SEM pictures were taken with a JEOL microscope JSM 840, operated at 20kV at the CLYME (Consortium Lyonnais de Microscopie Electronique) facility in Lyon,
France.
The deformation is homogeneous throughout the sample (Fig. S8a) , which is consistent with the absence of stress drop in the stress strain curves. The grain size of the deformed sample, ranging from 5 to 30 µm in length and up to 5 µm in thickness, remained the same as that of the sintered and natural samples. We infer therefore that little recrystallization occurred during deformation. Crystals are sometimes bent, without visible kinks or shear bands as observed in other phyllosilicates (S18). Some cleaved crystals suggest glide on basal crystallographic planes (001) (Fig. S8b) . Deformation may also have occurred by sliding of grain over grain. Grain-over-grain sliding can act in parallel with intracrystalline plasticity, with a variable contribution ("Rachinger Grain Boundary Sliding", (S19)).
However, there is no evidence for this, as the features observed here may well result from the last deformation cycle, in uniaxial extension, followed by decompression from HP.
TEM pictures were acquired using a JEOL 2010 FEG (TEM) operated at 200 kV at the CLYME facility. No difference can be made from SEM and TEM micrographs between the microstructures in the initial rock sample and the powdered sample. 
Viscosity calculation
Effective viscosity values are calculated according to
using a 2/3 factor for transforming the experimental flow law into an effective flow law, following (S21). ε& is the strain rate (s -1
), E a and V* are the activation energy (J.K -1 .mol -1 ) and volume (m 3 .mol -1 ) respectively, A and n parameters for the flow law, P the confining pressure (Pa), T the temperature (K), and R the gas constant. Figures   Fig. S1 -Experimental setting.
The deformation geometry is triaxial; the unique stress component σ 1 represented by two large arrows is vertical, and components within the horizontal plane represented by four large arrows are assumed equal to σ 3 because of the geometric constraints of the D-DIA system.
The thin arrows help three-dimensional viewing. Diffraction patterns and images are collected alternately.
θ is the diffraction angle; δ the apparent azimuth of the diffracting plane on the image plate, related to the true azimuth ψ by sinψ = sinδ cosθ. The lines are a linear regression on the data points when the flow is at nearly steadystate, the slope of which is the strain rate. 2σ errors for strain-rate determination were typically 0.14% and 0.3% for the lowest and highest strain rates in this study, respectively. Table S2 . Error bars represent 1σ only for clarity. Previous data at 0.35 GPa (S16) and 0.5 GPa (S14, S15), and data from this study at 1 and 4 GPa, were fitted to the power law creep equation at each pressure independently. The ratio of flow stress to confining pressure is a measure of the confinement degree. MI:(S16); RP:(S14); E: (S15). Table S3 , fitted to a power law creep equation with pressure dependence (planes, Table 1 ) and b) residuals with the errors bars corresponding to the intrinsic variability of the stress between the (hkl) planes within the sample (Table S3) (2) and parameters a and b in Table S2 . b max(t (hkl) ) -min(t (hkl) ) is the maximum difference between the stresses on the various crystallographic planes at a given strain.
Fig. S7 -a) data from
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