Introduction
Let D be the open unit disc and T its boundary. H p (D) denotes the Hardy space of analytic functions on D.
In 1972, Patil in [9] has given an algorithm to recapture a H p (D), 1 < p < ∞ function F from its values on E, a positive Lebesgue measure subset of T. Let f be the boundary function of F and g its restriction on E.
In fact, using Toeplitz operator techniques he has found a sequence of functions g λ uniformly converging on compact subsets of D to F and also strongly in H p (D).
The same approximants had been obtained thanks to a Carlman's fruitful idea by constructing a "quenching" function, enabling us to eliminate in the Cauchy formula, integration over T \ E. In fact, we first construct an auxilary function ϕ ∈ H ∞ (D)
satisfying :
1. |ϕ(ξ)| = 1 ae on T \ E.
|ϕ(ξ)| > 1 in D.
To do so, we solve a suitable Dirichlet problem. If u is the bounded harmonic solution in D such that :
u(x, y) = 1 a.e on E 0 on T \ E.
then we set ϕ(z) = e u+iv where v is the harmonic function conjugate with u. Thus, we obtain the following formula :
ξ − z dξ L.Baratchart, J.Leblond and J.R Partington have exhibited the same approximants applying optimization methods [1, 2] . Their work was initiated by them and D.Alpay in the H 2 case, the parametre here is a Lagrange multiplier in [1, 2] .
Mukherjee in [11] , has dealt with the upper half plane case by exhibiting the corresponding sequences h λ via the Cayley transform and g λ using Wiener-Hopf operator.
He has shown that results obtained by Patil remain valid in this case.
We wonder if in the case of the upper half plane we can hope better approximation of f out of I on the boundary, where I is a real bounded interval.
An open question is the almost everywhere convergence of g λ to f on T \ I.
Our aim is to show that in the upper half plane, under appropriate conditions, g λ (x) = O(1) with respect to λ out of I. We show also that even if g is the trace of a H 2 function on I, the conjecture is false.
We devide mainly our work into four sections. The first one is the introduction.
The second one deals with nontangential limits of g λ and h λ according to whether the interval is symmetrical around 0 or not. In the third part, we give asymptotic behavior of g λ with respect to λ and exhibit a class of functions such that the trace of g λ remains bounded on R \ I. Examples are given in the fourth section.
Notations:
2. χ I the characteristic function on I.
3. p.v the principal value of the integral.
4. O(f ) a function not exceeding f with respect to λ when λ → +∞.
Boundary value functions
Let recall the two main theorems of recovering functions in the both cases D and C + .
Theorem 1 ([9, thm 1])
Let E ⊂ T with m(E) > 0. Suppose that g is the restriction of f to E. For each
Then as λ → ∞ ; g λ → f unifomly on compact subsets of D. Moreover for 
then as λ → ∞, g λ → F uniformly on compact subsets of the upper half plane.
We treat two cases I =] − a, a[ where a > 0 and I =]a, b[ where 0 ≤ a < b .
Symmetrical case
Remark : One can find this proposition in [8] . We give a correct proof of this.
Proof :
We know that
We wish lim
On one hand
On the other hand,
It is easy to see that,
Finally,
a.e as y → 0 and
We have :
It is known that if f is in L 2 (R), we can construct an analytic function F on C + by the integral formula :
where H is the Hilbert transform.
One can verify that the result remains valid if f is a complex valued function.
Let f = h λ gχ I , we see that :
Indeed,
Usefull formulas of g λ for almost all x are :
1. Note that we do not need to integrate in the upper half plane as this is the case in [7] .
2. When x / ∈ I, observe that we can omit the p.v notation since in this case
Nonsymmetrical case
Let I = [a, b] where 0 ≤ a < b, g as in theorem 2.
Proposition 3
Proof : What is changing here is the value of the integral 
where
For g λ we find the same expression, by substituting G 1 (x) in place of G 2 (x).
a.e as y → 0 and for almost all x :
3 Asymptotic behavior
In this section we wish to estimate g λ (x) when x ∈ J = R \ I.
1 + e −u , a change of variable and H be the following conditions :
goϕ has no singularities in the strip 0 ≤ ℑ(z) < π and does not accumulate on ℑ(z) = π C 1 .
is the following contour and b ∈]π, 3π 2 ] :
M is the class of functions verifying H.
Theorem 3 Let
Proof : Let g be in M.
In order to simplify notations, suppose goϕ has no singularities on ℑ(z) = π.
We have
Note that : λa
Denote k(u, ξ), the quotient e iξu e u (e u + 1)(e u + α) .
We use the residu theorem to estimate
Firstly, remark that singularities of the integral are of the form :
i(π + 2kπ) and i(π + 2kπ) + ln(α) and Γ k(z, ξ)goϕ(z)dz = (Res(kg, iπ) + Res(kg, iπ + ln(α))) 2πi.
Calculations of both residus show that :
Res(kg, iπ) = e −ξπ α − 1 goϕ(iπ) and Res(kg, iπ+ln(α)) = e −ξπ e iξ ln(α)
− α goϕ(iπ+ln(α)).
On the other hand :
When R → +∞ the first integral is the one we deal with. If we set I 1 , I 2 , I 3 and I 4 the four integrals, we have :
Noting c 2 (α, ξ) = c 2 (α), we get :
Remark : Note that we can choose x such that goϕ does not vanish in ln(α) + iπ, In a similar fashion we show that when R → +∞ |I 4 | → 0.
For I 3 , we see that
Without loss of generality, let b = 3π 2 and ifĨ 3 denotes lim R→+∞ I 3 , we get :
by the substitution t = ln(r), we see that With (I) and (II) this ends the proof.
Remark :
1. Calculations show that the nonsymmetrical case give the same results.
2. To boundĨ 3 , the most important is b = π.
3. In the last proof, we supposed that goϕ has no singularities on ℑ(z) = π.
If not, goϕ has for instance n ples, iπ + γ j . Since we can use the residu theorem, we get :
m j is the ordre of the pôle iπ + γ j . Finally :
Then we use the same methode to obtain the desired boundedness.
Theorem 4 Suppose that g satisfies C 2 and goϕ is meromorphic in the strip Ω = {0 < ℑ(z) < π} whose poles are in a finite number in this open set.
Proof : Employing the same methode as in the last theorem and without loss of generality, assume that goϕ(z) has two poles, other than those of k, in Ω, say β 3 and
but Res(kg, iπ) and Res(kg, iπ + ln(α)) are known. If j ∈ {3, 4} and m j is the order of the pole β j , we see that :
where,
Since |Ĩ 2 | = 0 and |Ĩ 4 | = 0 we have,
From the last theorem, ∃M > 0 such that −|Ĩ 3 | ≥ −e −bξ M, then
Note that e (π−b)ξ → 0 as ξ → +∞. If for instance ℑ(β 3 ) ≥ ℑ(β 4 ) we deduce :
Finally this last expression → +∞ as ξ → +∞.
Q.E.D. Since x is arbitrarily taken, it can lie in a neighborhood V of positive measure, where the bounds of I are not contained in V . We get the following :
So we canot hope the ae convergence of g λ on T \ I.
Example 2 illustrates this.
Applications
Let g(x) = g 1 (x) + ig 2 (x).
To simplify calculations, assume a = 1. We assert that g ∈ M. In fact 
That is to say :
2e A simple triangular inequatity application provides us the desired constants.
Note that the fact that goϕ vérifies C 1 is an easy exercise. 
