D iffraction is usually divided into two domainsÐ near ® eld and far ® eld. The boundar y between the two domains depends upon the relative sizes of the aperture and the diffraction pattern at the screen (refer to Fig. 1 ). Since the far ® eld is de® ned as a m athematical approximation, the location of an exact boundar y is problematic. With reasonable con® dence, the far ® eld can be considered to begin at a distance where the pattern has grown by at least a factor of 10. Similarly, the near ® eld can be considered to extend from the aperture to a distance where the pattern has grown by no more than a factor of 2. Classifying intermediate distances is a problem in semantics, not optics. The conversion of relative sizes into a distance depends upon the diffraction angle (see Eqs. 33, 34, and 36). Consider an example given without proof.
With v isib le radiation a 10 m m square aperture will have a near ® eld that extends to ; 200 m m and a far ® eld that begins at ; 1000 m m . These boundaries scale as the square of the aperture size, so that a 100 nm NSOM (near-® eld scanning optical microscopy) tip would have the near ® eld extend to ; 20 nm . At the other extreme, light diffracted by a 1 cm square aperture will not be in the far ® eld until it has traveled a kilometer.
Part I of this Focal Point series was concerned primarily with near-® eld diffraction. 1 In that discussion it was shown that diffraction from a planar aperture is given by the Fres-nel±Kirchhoff equation, (1) where A(j , h ) is the amplitude of a plane wave at the aperture and the rem aining terms are de® ned in Fig.  1 . From geom etry, the radius of the secondar y wave is given by The amplitude U (x, y) is evaluated over an area suf® ciently large to pro-duce``all' ' of the diffraction pattern. The intensity at each point on the screen is given by UU * , while phase is given by Im (U ) f 5 atan .
(3)
2
Re(U ) Numeric evaluation of Eq. 1 will yield both near-and far-® eld diffraction patterns. In practice, its use is restricted to n ear-® eld p rob lem s since an alternative, mathematically simpler approach is available for the far ® eld. Part II will develop Fraunhofer diffraction as a far-® eld approximation to the Fresnel±Kirchhoff equation. It will also show that the Fraunhofer form ula can be recast as a oneor two-dimensional Fourier transfor m . A b rief review o f these transformations will allow the rapid description of a multitude of diffraction phenomena including slits and gratings. A transition to axial symmetry will allow the introduction of Hankel transform s and the ability to describe d if fraction fro m circular and annular apertures. These transform techniques will allow the recognition of shape-preserving distri-FIG. 1 . Diffraction of a plane wave from an arbitrarily shaped, planar aperture. C, point where the z axis intercepts the plane of the aperture; Q, point ( j , h ) on the aperture surface used to evaluate the diffraction integral; P, point (x, y) on the observation screen giving rise to a portion of the diffraction pattern; z0, distance from the aperture to the screen; n, a vector normal to the aperture surface; R, distance from C to P; r, distance from Q to P; and, u , the angle between R and the z axis.
butions of light, such as Herm ite± Gaussian functions, and allow the de® nition of the diffraction angle.
A ® nal section will demonstrate how a lens can be used to take the optical Fourier transform and produce, at the focal point, a Fraunhofer diffraction pattern of an incom ing beam. This concept will be combined with earlier ones to achieve the goal of understanding the role of diffraction in wavelength separation, resolving power, and image form ation.
FRAUNHO FER DIFFRACTION
Far-Field Approximation. When the distance between the aperture and the screen becom es large, Eq. 1 has an analytical solution. 2 For z 0 .
x and z 0 . y, the ratio z 0 /r goes to unity and the r term in the denominator of the spherical wave can be replaced by R (see Fig. 1 ). Since R is independent of j and h , it can be placed in front of the integral.
Finally, r within the exponential needs to be recast in terms of x, y, j , and h . To accomplish this, expand the terms under the radical in Eq. 2 and rewrite using R 2 5 z 1 x 2 1 y 2 .
2 0
In the far ® eld, the diffraction pattern will have expanded to a size where x . j and y . h . This pattern makes the third term under the radical small compared to the ® rst two, allowing the approximation. Since the second term in the approximation is smaller than unity, the square root can be eliminated by using a Maclaurin series expansion. 
can now be written with this substitution. 7) or ikR 2 ie U(x, y) 5 U 9 (x, y). l R W hen the screen is far removed from the aperture, R in the denominator can be treated as a constant. The same assumption cannot be m ade within the e ikR term since it is a sinusoidal function oscillating w ith sm all changes in R. By placing the exponential in front of the integral, we can interpret the amplitude at the screen as a spherical secondary wave multiplied by the function U 9 (x, y). U 9 (x, y) accounts for amplitude and phase changes due to diffraction, while the 2 i/l term is the obliquity factor for the ® rst Fresnel zone (described in Part I, Eq. 21). Comb, comb(j )
focal point
Comb, comb(p 0 )
The Fourier transform pairs can have their variables interchanged. That is, sinc(j 0 ) « rect(p 0 ).
F ou rier T ra n sform F o rm u lation. By de® ning two new variables,
x
l it is possible to rewrite Eq. 7 in a form showing that U 9 and A are related to each other by a two-dimensional Fourier transform .
E E aperture (9) Equation 9 shows that the j -and hdependent spatial distribution of amplitude at the aperture generates a pand q-dependent angular distribution of diffracted light in the far ® eld. In the Fourier transform formulation, each spatial frequency within the plane of the aperture causes a portion of the diffraction light to travel toward the screen at a unique angle. From this perspective, far-® eld diffraction is nothing m ore than the spectrum of the spatial variations in amplitude at the aperture.
The goal of m ost far-® eld diffraction calculations is the determination of the intensity pattern at the screen. To obtain intensity, m ultiply Eq. 7 by its complex conjugate.
Note that the phase term goes to unity. Since the pattern at the screen grows in two dimensions due to both l and R, the (1/l R) 2 term keeps the diffracted power the same as that at the aperture. If the diffracted amplitude at the screen is the computational objective, then Eq. 7 must be used because of the phase term. As long as intensity is the ® nal computational objective, Eq. 7 can be rewritten without the phase term because it will drop out (see Eq. 10).
U( p, q)
Both Eqs. 7 and 11 are referred to as the Fraunhofer diffraction equation. In the following discussion, only one example involves amplitude and Eq. 7. All the rem aining examples involve intensity. T he general co m putatio nal approach uses Eq. 11 in the following way: Start with the functional form of the amplitude at the planar aperture, A(j , h ). Take the Fourier transform to determine the functional form of the amplitude at the screen. Com pute the intensity at the screen by multiplying U ( p, q) by its complex conjugate. Finally, convert the angular distribution of intensity at the screen into a spatial distribution of intensity using x 5 l Rp and y 5 l Rq. Equation 11 merits two additional comments. U ( p, q) seldom needs to be computed by using the Fourier integral. Instead, extensive tables are available that list the Fourier transform of comm on functions. Thus, the conversion of A(j , h ) into U ( p, q) is accomplished without calculation. Additionally, there are several theorems that permit the manipulation of the tabular functions to create m ore complex spatial distributions at the aperture.
Separation of Variables to Form One-Dimensional Fourier Transforms. Consider the situation where the aperture function can be written as the product,
It is now possible to describe the diffraction pattern as a product, U ( p, q)
Each of these equations is a one-dimensional Fourier transform. Common Fourier transform s are given by Bracewell 3 (on page 385) and are shown in Table I . Before using the table, ® rst convert the intensity distribution at the aperture into an amplitude distribution, and then convert the diffraction pattern from amplitude back into intensity. The symbol « will be used to denote the process of for ward and reverse transformation. Two Fourier transform theorem s will prove useful in the following examples (Ref. 3, p. 122 ). The Fourier transform of two convolved functions is the mathematical product of the individual transform s, m m. In A the center peak is truncated at a relative intensity of 0.1 in order to emphasize the satellite peaks.
where J denotes convolution and 3 denotes normal multiplication. Second, the Fourier transform of a derivative is the transform of the function multiplied by i2p p or i2p j .
APERTURES W ITH RECTAN-GULAR SYMM ETRY
Veri® cation of the Fraunhofer Approximation. In the next two sections, the Fraunhofer approximation given by Eq. 11 is compared to the``true' ' diffraction pattern. Since many pedagogically useful aperture functions are dif® cult to examine experimentally, the true pattern is determined by numeric evaluation of Eq. 1. All diffraction patterns shown in the ® gures were generated by a Mathcad implementation described in Part I. 1 Rectangular Aperture. Consider diffraction of a unit amplitude 0.488 m m plane wave as it passes through a 25 3 50 m m (j 0 3 h 0 ) rectangular aperture. The amplitude at the aperture can be m athematically described as rect(25) in the j direction and rect(50) in the h direction. Table I predicts that the functional form of the diffracted amplitude should be sinc(0.04) in the x direction and sinc(0.02) in the y direction. As a result, the diffracted intensity is predicted to have a sinc 2 distribution in each direction. Figure 2A shows a surface plot of the diffraction pattern found on a screen placed 20 000 m m away from the aperture. It is characterized by a strong peak at the center, surrounded by a two-dimensional array of satellites. Although the strongest satellite peaks are along the two axes, there are very weak peaks off axis. T he intensity alon g the axes is shown in Fig. 2B . Since j 0 is two times smaller than h 0 , the reciprocal relationships predict that p 0 should be two times larger than q 0 . The position of the ® rst minima in the sinc functions can be computed by Eq. 8, x 0 5 0.04 3 0.488 3 20 000 5 390 m m and y 0 5 0.02 3 0.488 3 20 000 5 195 m m . Thus, the Fraunhofer approximation correctly predicts that a rectangular aperture function w ill produce a sinc 2 diffraction pattern. Additionally, the details of this prediction agree with the observation.
If the center peak has an intensity of 1, the ® rst satellite along either axis should be 0.047, while the ® rst off-axis satellite should be 0.047 2 5 0.0022. Figure 2A truncates the cen-focal point FIG. 3 . One-dimensional Fraunhofer diffraction pattern from a double slit aperture. The slits are each 5 m m wide with a center-to-center spacing of 45 m m. The diffracted intensity is described by a cos 2 3 sinc 2 distribution. The peak-to-peak cosine spacing is 215 m m, while the rst nodes of the sinc occur at 6 1952 m m.
ter peak at an intensity of 0.1 to emphasize the satellites. The off-axis peaks can barely be seen on the plot. Photographs of this type of diffraction are most often overexposed, giving the viewer the impression that the satellites are m ore intense than actuality.
S lit A p ertu res. M an y w av elength-re solving spectroscopic instruments employ slits. Consider a hypothetical slit that has an in® nite height along the h axis and a ® nite width along the j axis. Table I tells us that if the h -dependence of the aperture function is a constant, the corresponding diffraction variable, q, will be an impulse function, d (0). From Eq. 8 it can be seen that this means u 5 08 , and there is no diffraction in the y direction. A real slit might be 100 3 20 000 m m (j 0 3 h 0 ). Since h is now ® nite, diffraction will occur in the y direction but at an angle ; 200 times smaller than the x direction. Under these conditions, calculations can be restricted to the functions A(j ) and U (p)Ð diffraction is effectively one-dimensional.
Consider two in® nitely tall slits of zero width separated by 45 m m and uniformly irradiated by 0.488 m m light. This is the classic example of diffraction. In Table I the slits are represented by the even double impulse, d d (D j 5 22.5). The Fourier transform of this function is an in®nitely extended cosine, cos(2p p /D p), where D p 5 1/D j . That is, the diffracted light will form a series of bright and dark lines (called fringes) having a cos 2 intensity distribution along the x axis. The fringe spacing is reciprocally related to the separation of the slits. Now m ake the slits realistic by giving them a 5 m m width. If the amplitude is uniform across the slits, they can be represented by the convolution of a rectangle with a double impulse. The Fourier transform is obtained by the convolution theorem of Eq. 13.
The intensity is predicted to have a sinc 2 3 cos 2 distribution. Figure 3 shows the one-dimensional diffraction pattern of intensity at a screen 20 000 m m from the aperture. The spacing between fringes is given by D x 5 0.044 3 0.488 3 20 000/2 5 215 m m . The factor of 2 arises from squaring the cosine (positive and negative excursions of the cosine both produce a peak in Fig.  3 ). The distance from the center of the pattern to the ® rst node of the sinc function is given by x 0 5 0.2 3 0.488 3 20 000 5 1952 m m . Both of these p redicted dim en sion s agree with Fig. 3 .
Diffraction Gratings. The basic principles of a grating can be determined by examining diffraction from an array of slits. Consider an in® nite array of 1.1 m m wide slits with centers separated by 5 m m. When irradiated by a uniform amplitude plane wave, the slit array can be represented by the convolution of a rectangle with a comb function, rect(1.1) J com b (5) . The diffracted amplitude would be described by a sinc function times a com b, sinc(0.91) 3 comb(0.2). To make a physically realistic grating, reduce the size of the array so that it is composed of only 11 slits. The reduction in array size is achieved by m ultiplying the previous convolution by a rectangle, [rect(1.1) J comb(5)] 3 rect(55). Note that, although this 11-slit grating has a physical width of 51 m m , the edges of the truncating rectangle must be positioned halfway between two adjacent slits, yielding a mathematical width of 55 m m.
The Fourier transform is obtained by the convolution theorem. The diffraction pattern is predicted to be a comb of small sinc 2 functions with individual peak amplitudes determined by a second larger sinc function. Because of the reciprocal relationships occurring with Fourier transform s (see Table I ), the sm allest feature in the aperture (the individual slit widths) will determine the largest feature in the diffraction pattern (the peak amplitude of the``teeth' ' in the comb); while the largest aperture feature (the grating width) will determine the smallest diffraction feature (the sinc 2 pro® le of the teeth). Figure 4A shows the one-dimensional diffraction pattern of intensity at a screen positioned 20 000 m m from the aperture. The comb spacing is predicted to be D x 5 0.2 3 0.488 3 20 000 5 1952 m m. The center peak is called the zero-order diffraction, the two adjacent to the center are the ® rst order, etc. Since the locations of the nonzero order peaks are l dependent, a m ultiwavelength spectrum will be spread out along the x axis. Spectral resolution is determined by the width of the grating, with nodal spacing of the sinc function given by x 9 5 0.0182 3 0.488 3 20 000 5 178 m m. Finally, the intensity of each order is determined by the width of the slits, with the ® rst node of the sinc function given by x 0 5 0.91 3 0.488 3 20 000 5 8873 m m .
There are two strategies for increasing the resolution of a grating. First, the distance between the slits can be decreased. This step increases the distance between the spectral orders (free spectral range). As an example, decreasing the slit distances from 5 to 2.5 m m will increase the order spacing from 1952 to 3904 m m. Unfortunately, the amplitude of the ® rst-order peak will decrease because the large sinc function arising focal point from slit width has not changed. A second approach increases the width of the grating. This step decreases the nodal spacing of the small sinc function. As an example, increasing the width from 55 to 105 m m will decrease the nodal spacing from 178 to 89 m m. This change is shown in Fig. 4B .
W hen two closely spaced lines are resolved, where one is intense and the other weak, the weak line often becom es co nfu sed w ith satellite peaks from the sinc 2 function arising from the strong line. The amplitude of the satellite peaks can be reduced by a process called apodization (nofeet m aking). This procedure is accomplished by placing a diamondshaped m ask over the grating. 4 The purpose of the mask is to force the intensity distribution across the grating into a triangular shape, i.e., a maximum at the center slit and zero at the two edge slits. A triangle can be created by convolving two rectangles. rect(j 9 5 27.5) J rect(j 9 5 27.5) « sinc( p 9 5 0.0364) 3 sinc( p 9 5 0.0364).
(17)
Thus, the amplitude Fourier transform is a sinc 2 function. W hen intensity is determined it becomes a sinc 4 function, virtually eliminating the satellite peak s. T his ex am p le is shown in Fig. 4C for the same grating as that used for Fig. 4A . Note that this strategy increases the width of the main peak (decreases the resolution) by a factor of Ï 2.
Amplitude and Intensity Self-Diffraction. It is possible to have an amplitude distribution at the aperture create Fraunhofer diffraction with the same functional form. The example given in Table I is the Gaussian. Because of this pro perty, a Gaussian-shaped beam will maintain its functional form (or transverse shape) while propagating from the aperture, through the near ® eld, to in® nity. Another class of functions, Hermite±Gaussian, has an intensity distribution at the aperture which creates a Fraunhofer diffraction intensity pattern with the same func-tional form . This function differs from a Gaussian, in that the Herm ite±G aussian am plitude diffra cts with a phase change. In both of these cases, the size of the beam will grow as the light diffracts. It is the shape, or functional form, which rem ains constant.
Herm ite±Gaussian functions commonly appear as transverse m odes in optical resonators having rectangular symmetry. Hermite polynomials are generated with the following equation: 
Note that the j and p domains have the same functional form , except for the phase factors 2 i, 2 1, and 1 i. To show that the left and right sides of Eqs. 21±23 are indeed Fourier transforms, evaluate the individual terms within brackets on the left side. Use the fact that the transform of a sum is the sum of the transform s, then use the derivative theorem of Eq. 14 to evaluate any terms containing j /j 0 . For example, with Eq. 22 use the following relationship:
2 p dp Figure 5A shows the amplitude at the aperture for a wavelength of 0.488 m m and the n 5 2 Herm ite± Gaussian function of Eq. 22. Figure  5B shows the diffracted amplitude at a screen placed 40 000 m m from the aperture. The high-frequency oscillation is due to the e ikR /R term in front of the integral in Eq tion of the two peaks is directly proportional to optical wavelength, sinusoidal modulation creates an excellent diffraction grating. Note that diffracted light will only be distributed into two orders, providing ef®cient throughout. Of m ore interest is the observation that peak position depends on spatial frequency. It can be seen that as spatial frequency (1/j 0 ) increases, the angle of diffraction for that frequency increases. Qualitatively, this is the reason why a uniformly illuminated rectangular aperture shows so much ripple in the near ® eld and why the spatial frequency of the ripple decreases with distance from the aperture. The high frequencies``leave' ' the near-® eld diffraction pattern faster than do the low frequencies. Thus, the farther light travels from the aperture, the lower the frequency content near the m iddle of the pattern. The observed change in shape with distance is loosely equivalent to decreasing the number of terms in a Fourier series expansion of a square wave.
APERTURES W ITH AXIAL SYM METRY
The H ankel Transform. Consider the situation where the aperture function has axial symm etry. The variables j , h , x, and y can be transform ed into a radius and angle. 
Since J 0 is even, there is no need to write its argument in Eq. 32 as a negative value. Several one-dimensional Hankel transform s are given by Bracewell 3 (on page 249) and are shown in Table II . Circular or Disk Aperture. Consider diffraction of a l 5 0.488 m m plane wave as it passes through a 50 m m diameter disk aperture. The amplitude at the aperture is given by disk(25). Table II predicts that the functional form of diffracted radial amplitude should be Jinc(0.04). Figure 7 shows diffraction intensity along the radius. The screen is located 20 000 m m away from the aperture. The pattern is characterized by a strong peak surrounded by much weaker satellite peaks. Because of axial symm etry, the full pattern is obtained by rotating the cur ve in Fig. 7 . W hen this is done, the satellite peaks are converted into circularly shaped regions of light called Air y rings. The ® rst m inimum of the Jinc 2 fu nctio n occurs at 2 p 3 0.6097, that is, at r 5 0.61 3 r 0 . The With both rectangular and circular apertures, the diffraction angle is de-® ned with respect to the ® rst node in the pattern. Because diffraction is described b y different fu nctio ns, there are two form ulas. For a rectangular aperture with width 2a, l u ø sin u 5
.
For a circular aperture with diameter d, l u ø sin u 5 1.22 . (34)
Conversion from a circular to an elliptical aperture will produce an elliptically shaped diffraction pattern. Because of the reciprocal nature between r and r , the minor axis of the aperture becomes the m ajor axis of an elliptical Jinc 2 function; that is, the m ajor axes are at 908 to each other. This case is exactly analogous to the changes in diffraction when converting from a square aperture to a rectangular aperture.
Annular and Ring Apertures. An annular aperture looks like a washer and passes light within a circular band having a thickness of D r 5 r o 2 r i . The aperture function can be described as disk(r o ) 2 disk(r i ), w h ich has the H ankel tr an sf or m Jinc(r o ) 2 Jinc(r i ). Figure 8 shows the diffracted intensity along the radius for an annulus with an inner radius of 10 m m and an outer radius of 25 m m. The wavelength is 0.488 nm and the screen is placed 20 000 m m away from the aperture. Note that the intensity of the ® rst Airy ring is much larger than that produced by the disk aperture shown in Fig. 7 .
As r i ® r o an annular aperture becomes a ring and the diffracted amplitude is described by a zero-order Bessel function (see Table II ). Figure  8 shows the diffracted intensity from a ring aperture approximated by an annulus with an outer radius of 25 m m and a thickness of 0.5 m m (a true ring would pass no light). The intensity of the ® rst Airy ring is now 15.3% the center peak. Note that the resolution of the ring aperture is better than an annulus, which itself is better than the disk shown in Fig. 7 .
A x ia lly S y m m etric G a u ssian . T he axially sym m etric G aussian transform s into a Gaussian just as with rectangular symm etry. In Part I it was shown that following the 1/e 2 radius from the aperture, through the near ® eld and into the far ® eld, produced a beam waist following the w ell-know n G aussian propagation equation,
where v a is the radius at the aperture (aperture is larger than the Gaussian). 5 In the far ® eld the term in parentheses is large compared to 1, and the expression can be rearranged to give the diffraction angle, where v a is the 1/e 2 radius and r a is the radius used in the Hankel transform s of Table II . This is yet a third de® nition of the diffraction angle, and is sm aller than those for a constant-amplitude plane wave truncated by either rectangular or circular apertures.
FO CAL SPO T SIZE AND SPA-TIAL RESOLUTION
The Transform Lens. First consider Fig. 6 , which shows that each spatial frequency at the aperture, 1/ j 0 , constructively interferes to produ ce tw o plan e w aves tr av eling away from the aperture at angles given by sin u 0 5 6 l /j 0 . To m easure u 0 by diffraction, one moves an observation screen into the far ® eld, R, where each spatial frequency at the aperture creates a line of light some focal point FIG. 8 . Radial Fraunhofer diffraction pattern from an annulus and a ring. The annulus has an outer radius of 25 m m and an inner radius of 10 m m. The ring is approximated by an annulus with an outer radius of 25 m m and a thickness of 0.5 m m. The diffracted amplitude of the annulus is described by the difference of two Jinc functions. The diffracted amplitude of the ring is described by a zero-order Bessel function. Shown for both cases is the diffracted intensity, which is the square of the amplitude. The maximum intensity of the rst Airy ring produced by the annular aperture is 7.1% the center peak. The rst node is at 6 206 m m. The maximum intensity of the rst Airy ring produced by the ring aperture is 15.3% the center peak. The rst node is at
uniqu e distance fro m the optical axis, R sin u 0 . Now consider a lens irradiated by a plane wave traveling along the optical axis. The lens will focus the wave to a point where the axis intercepts the back focal plane. If the plane wave is at an angle to the optical axis, the focal point will move away from the axis a unique distance, f sin u ø f tan u (see Fig. 9 ). Thus, the Fourier transform of A(j ) is a distribution of angles that can be measured by either placing a screen in the far ® eld or by using a lens and examining the back focal plane. A more quantitative proof is given by Goodman 6 (p. 101).
With a lens it is convenient to treat the aperture as a transparency that modi® es the amplitude of transmitted light. Figure 10 shows two common arrangements of the transparency and a lens. The situation dis-cussed in the previous paragraph co rresp on ds to th e transparency placed against the lens as in Fig.  10A . W hen irradiated by a plane wave, the amplitude distribution at the back focal plane differs from a Fourier transform by a quadratic phase factor
[ ] 2 f which will appear in front of the integral in Eqs. 7 and 11. W hen one is interested in the spatial distribution of intensity at the focal point, the phase factor disappears because of multiplication by the complex conjugate. When the transparency is placed in the front focal plane, as in Fig. 10B , diffraction occurring between the transparency and the lens exactly cancels the quadratic phase factor. Now the back focal plane contains the Fourier transform without the phase factor of Eq. 37. Focusing a Gaussian Beam. The degree to which an axially symmetric Gaussian beam of radius v a can be focused is determined by use of Fig. 10A . W hen the lens is m uch larger than the beam, the focal radius, v f can be determined by Eq. 36 and the lens terms de® ned in Fig. 9 . Given l tan u 5
p v a and v f tan u 5
, f then l f v 5
(38) f p v a For a given wavelength, a small focal spot is achieved by using a short focal length lens or a large beam diameter. That is, the lens should have a sm all f -number or a large num eric aperture.
The relative size of the lens and beam diameter is important since the lens becom es a circular aperture that clips off the edges of the beam. A clipped Gaussian can be represented by the product of the Gaussian with a disk function, yielding a diffraction pattern which is the convolution of a Gaussian with a Jinc. In this expression r f 5 1/r a and D r 5 1/D r . The truncation ratio, r a /D r , is often used to tabulate the effect of clipping. A truncation ratio less than 0.5 will have a small Jinc function, resulting in a diffraction pattern of mostly Gaussian shape and little ripple. A ratio larger than 2 will have a small Gaussian function, resulting in a diffraction pattern of m ostly Jinc shape. W hen the ratio is 1 the diffraction pattern is a convolved shape with a small amount of ripple (see Fig. 11 ).
If a laser beam needs to be m ade larger in order to minimize a focal spot size, it can be expanded until Since the input back focal plane is the output front focal plane, the second lens takes the inverse Fourier transform to create an image of the transparency (see Hecht and Zajac, 7 p. 468 ). If all diffracted light from the transparency is collimated by the ® rst lens, the image will be an exact reproduction. Table II states that a delta function at the transparency contains all spatial frequencies; that is, light is diffracted evenly into 2p steradians. In order to create a delta function image, the diffracted light from all spatial frequencies would have to pass through the optics. In practice the lens radius limits the angular extent of light that can be gathered. The result is a uniformly intense disk of light at the input back focal plane. W hen the second lens forms the image, it inverse transform s the disk function into a Jinc. The image intensity is the square of the convolution. For a transparency and limiting ap ertur e bo th havin g rectangu lar symmetry, the impulse response will be a product of sinc functionsÐ one for each axis. A m ore complex image is determined by separately convolving each axis of the object with the corresponding sinc.
Im age in tensity is given by the square of the last term. A more general arrangement of transparency and lens is shown in Fig. 12B . From this diagram it can be seen that the Fourier transform is produced in the same plane as the source image. Additionally, it is seen that the image of the transparency occurs in a plane separate from the Fourier transform . The lens is still the limiting aperture.
Response of Im aging Optics to Spatial Variations in Amplitude.
T he larg est angle that can pass through the lens in Fig. 12A is given by geometry, sin u max ø tan u max 5 r / f, where r is the lens radius and f is the focal length. To determine the response of the imaging optics, assume that the transparency produces a one-dimensional cosine with a period, j min . Also assume that diffraction from this cosine occurs at u max , where sinu max 5 l /j min . Elimination the sine term between the two expressions yields j min 5 l f /r. As an example, for 0.488 m m light, a lens radius of 1 cm, and a focal length of 10 cm, the smallest spatial period which can be resolved is 4.88 m m . Any smaller spatial period will have a diffraction angle that does not pass through the ® rst lens. To obser ve smaller periods, an instrum ent m ust use either a larger lens or a sm aller focal length (high numeric aperture, low f -number). The theoretical minimum spatial period that can be imaged with standard optics is j m in 5 l . This period has a 908 diffraction angle, which would be dif® cult to collect with an ordinary lens. Shorter periods produce evanescent waves an d r equ ir e no nstand ard im ag in g techniques (Goodm an, 6 p. 58).
In principle, cur ve ® tting can be used to recover the part of the diffraction pattern that was m issed. For example, consider an offset cosine which produces a u 5 0 component as well as the m issed 6 u max components. The impulse response is ® rst determined by ® tting the u 5 0 component to a sinc 2 function. Two duplicates of this function are then shifted to ® t the ripple associated with the peaks that did not pass through the lens. Once the diffraction pattern is digitally reconstructed, it is reverse transformed numerically to obtain a digital image containing the high-frequency cosine. As pointed out by Goodman 6 (on page 165), this method is fraught with the usual problems of ® tting low-am plitude, noisy signals.
For axial symm etry, it is the period of a zero-order Bessel function that is used to determine the minim um ob ser v ab le spatial perio d. From Table II it can be seen that J 0 (2p r /r 0 ) transforms as the radial delta function, ring(r 5 1/r 0 ). Diffracted light will leave the transparency at a ® xed angle to the optical axis, de® ning a conical surface. The minimum spatial period is determined in exactly the same m anner as the one-dimensional cosine, yielding r m in 5 l f /r . Simple cos(2p r /r 0 ) and sin(2p r /r 0 ) functions do not have Hankel transform s, because multiplication by r in Eq. 31 leads to in® nite integrals.
Resolution of Two Points in an Image. For axial symm etry, the Rayleigh condition for resolution of two points occurs when the center of one Jinc 2 function lies on a node of the second Jinc 2 function. For an aperture (lens) of radius r , the distance from the peak to the ® rst node can be determined by the following: Given 0.61l sin u 5 r and r 0 sin u ø tan u 5 , f then 0.61l f r 5
(43) 0 r The Rayleigh criterion was developed for incoherent sources (e.g., uorescence) where intensity from the two points adds. For point sources that are coherent and in phase (e.g., ab sorp tio n), th e am plitudes add. Figure 13 shows these two cases. With incoherent sources separated by r 0 , two peaks occur with a 26% valley between them. Two coherent sources have to be separated by 1.34r 0 to achieve the same degree of resolution. Goodman 6 m entions on page 157 that if two coherent sources can be m ade 180 8 out of phase with each other, the resolution is improved. This is also shown in Fig. 13 . In practice the two peaks will lose intensity as they near one another, and curve ® tting is required to recover peak position.
An alternative method for improving point resolution uses an annular aperture. This approach produces an impulse response that is an interme-diate between the Jinc and a zeroorder Bessel function. As can be seen from Fig. 8 , resolution is substantially improved, albeit with the loss of throughput at the annulus (compared to a disk) as well as the focal point transfer of amplitude from the central peak into the Airy rings. This scheme and others used in astronomy are described by Born and Wolf. 2 
CONCLUSIO N
Fresnel used the concept of spherical secondary waves to demonstrate that propagation of light occurs by interference. He determined that the intensity at a point in space is determined by integrating the amplitudes of these secondar y waves over the surface of the primar y wave (Eq. 12, Part I). The amplitude of each secondary wave is also adjusted for the angle between the prim ary wave surface normal and the point of observation. This correction is called the obliquity factor. By dividing the primar y wave surface into zones of constant phase, Fresnel was able to show that the obliquity factor for the ® rst zone had to be 2 i /l . By assuming that adjacent zones were of nearly the same amplitude but opposite in sign, Fresnel was able to explain a variety of obser ved diffraction patterns from axially symmetric apertures.
The chief limitation to Fresnel' s approach is the inability to determine the functional form of the obliquity factor. To this end, Kirchhoff extended Fresnel' s concept by applying Green' s theorem and extending the integration to an arbitrarily shaped surface surrounding the secondar y sources and the point of interest. The resultant obliquity factor was consistent with Fresnel' s result for the ® rst zone and had a functional form permitting, in principle, evaluation of the integral. Com parison of Eqs. 12 and 35 in Part I shows that the two results are equivalent. Fresnel' s was derived by using the force of logic, while Kirchhoff ' s was derived by using the force of calculus. By switching to a plane wave and planar aperture, one can derive a variant expression (see Eq. 36 in Part I) that is amenable to solution by two-dimensional, numeric integration. With the use of this approach, the diffraction patterns from several axially symmetric apertures were examined and shown to be consistent with the concept of zones.
The main dif® culty with the Fres-nel±Kirchhoff equation (Eq. 36, Part I) is the intractable nature of the integral. Fresnel developed an approximation (Eq. 43, Part I) by making the distance from the aperture to the point of obser vation large compared to the aperture and wavelength. For apertures with rectangular symm etry, the Fresnel approximation can be solved analytically. The results demonstrate that large-am plitude ripple is characteristic of near-® eld diffraction from apertures with sharp boundaries.
Fraunhofer developed an approximation similar to Fresnel' s by m oving the point of observation far from the aperture (Eq. 7, Part II). With rectangular symm etry, this far-® eld approximation can be recast as a Fourier integral (E q. 11, Part II). For apertures with axial symm etry, the Fraunhofer approximation can be recast as a Hankel transform (Eq. 31, Part II). For both transforms, each spatial frequency of the aperture function results in a unique diffraction angle. This angle, in turn, generates an intensity at a unique spatial location within the diffraction pattern. With the use of Fourier transform pairs and theorems, a variety of apertures can be examined to demonstrate the behavior of slits and gratings. With Hankel transform pairs, diffraction from disks, rings, and annuli can be demonstrated. In both cases, diffraction can be used to develop an understanding of spatial and spectral resolution.
Finally, it is shown that a lens, appropriately positioned with respect to the aperture, produces a Fourier or Hankel transform at the focal point. This result can be used to understand how diffraction determines both the focal spot size and spatial resolution within an image.
Extensions to this introduction are underway. The ® rst involves the combination of the diffraction-limited focal spot sizes with the effect of lens design and lens aberrations. The goal is learning how to predict the focal p rop er ties of co m m er cially available lenses. The second extension involves the use of the Fresnel approximation (E q. 43, Part I) to determ ine h ow b eam s p rop ag ate thr oug h o ptical system s, w h ich would naturally include propagation within waveguides.
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