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RESUMO
A natureza interdisciplinar e o rápido desenvolvimento da Web Semântica levaram à
publicação em massa de dados na forma de triplas, utilizando a representação padrão
conhecida como Resource Description Framework (RDF), serializada em diversos formatos
amplamente aceitos. Dado esse grande crescimento, torna-se cada vez mais importante manter
todo esse volume de dados acessível, usável, correto e confiável. Esta preocupação, somada a
esforços para a Ciência aberta, ou seja, a abertura de dados seguindo padrões de transparência
e colaboração, levaram a comunidade científica mundial, a definir um conjunto de princípios
a serem seguidos para garantir a facilidade de descoberta, acesso, interoperabilidade e reuso
aos dados. Tais princípios foram chamados de Princípios FAIR e estipulam uma série de
processos e tratamentos, a chamada FAIRificação, que devem ser aplicados sobre todo o ciclo
de vida de dados e metadados, para que se tornem FAIR. Este trabalho apresenta o
ETL4FAIR, um conjunto de novas extensões e melhorias para o já existente ETL4LOD+,
criado sobre a plataforma Pentaho Data Integration, para apoiar a publicação de dados
conectados. O ETL4FAIR fornece uma interface intuitiva que permite conectar-se a várias
fontes e formatos de dados. As novas extensões, empregando o framework em Java do
RDF4J, inserem melhorias que promovem o acesso a repositórios de dados triplificados, a
terminais SPARQL e a soluções de banco de dados RDF líderes com suporte a SPARQL 1.1
como, por exemplo, o GraphDB.
Palavras-chave: Gestão de dados; princípios FAIR; dados conectados; COVID-19;
VODAN-BR.
ABSTRACT
The interdisciplinary nature and rapid development of the Semantic Web have led to
the mass publication of data in the form of triples, using the standard representation known as
the Resource Description Framework (RDF), serialized in several widely accepted formats.
Given this huge growth, it becomes increasingly important to keep all this volume of data
accessible, usable, correct and reliable. This concern, added to efforts for Open Science, that
is, the opening of data following standards of transparency and collaboration, led the world
scientific community to define a set of principles to be followed to ensure ease of discovery,
access, interoperability and data reuse. These principles were called the FAIR Principles and
stipulate a series of processes and treatments, the so-called FAIRification, which must be
applied over the entire lifecycle of data and metadata, in order for them to become FAIR. This
work presents ETL4FAIR, a set of new extensions and improvements to the existing
ETL4LOD+, built on the Pentaho Data Integration platform, to support the publication of
connected data. ETL4FAIR provides an intuitive interface that allows you to connect to
various data sources and formats. The new extensions, employing the RDF4J Java
framework, introduce enhancements that promote access to triplestores, SPARQL endpoints,
and leading RDF database solutions with SPARQL 1.1 support such as GraphDB.
Keywords: Data management; FAIR principles; connected data; COVID-19;
VODAN-BR.
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1 INTRODUÇÃO
Com o surgimento da pandemia do coronavírus SARS-CoV 2, necessidades de ações
emergenciais de apoio à colaboração na área científica surgiram ao redor do mundo. Dentre
elas, ganhou força o movimento internacional GO FAIR , voltado para o compartilhamento de1
dados, obedecendo critérios bem definidos para disponibilização de resultados de pesquisas,
de modo que pudessem ter maior reuso e maior agilidade em sua interoperabilidade e
exploração. O projeto Virus Outbreak Data Network (VODAN ) surgiu como uma rede de2
implementação ligada à iniciativa GO FAIR, com a necessidade de trabalhar dados
epidemiológicos adotando representações que possibilitassem o uso de abordagens de
Inteligência Artificial para descobrir padrões significativos em surtos epidêmicos. Tal esforço
se faz por meio da criação de uma rede federada de dados usando os princípios FAIR -
Findable, Accessible, Interoperable, Reusable - (WILKINSON, 2017) a fim de permitir sua
disponibilização e reuso em novas pesquisas, respeitando as regras de privacidade exigidas.
Os princípios FAIR enfatizam a capacidade de ação da máquina, ou seja, a habilidade
dos sistemas computacionais de encontrar, acessar, interoperar e reutilizar dados com
nenhuma ou mínima intervenção humana, visto que os humanos dependem cada vez mais do
suporte computacional para lidar com o aumento de volume de dados, bem como com sua
complexidade e velocidade de criação. Além disso, os princípios referem-se a três tipos de
entidades: dados (ou qualquer objeto digital), metadados (informações sobre aquele objeto
digital) e infraestrutura. Por exemplo, um dos princípios define que os metadados e os dados
são registrados ou indexados em um recurso pesquisável (componente de infraestrutura), que
nada mais é do que um repositório que garante a publicação desses dados e metadados,
tornando-os conectados.
Para a gênese de tal estrutura mencionada, é importante ressaltar condições de formato
e condicionamento dos dados que devem ser alcançadas a fim de se adequar ao padrão
exigido na rede do projeto. Um desses possíveis formatos é o Resource Description
Framework (RDF)³, que é o padrão fundamental para a Web Semântica (CYGANIAK,





mapeados em níveis hierárquicos em uma estrutura baseada em grafos, e agora é amplamente
usado em aplicativos da Web Semântica para representar grandes bases e ontologias de dados.
Com o crescimento exponencial da informação, a Web evoluiu de uma rede somente
de documentos interligados para uma em que ambos documentos e dados estão conectados. O
advento dos dados conectados (Bizer, Heath, & Berners-Lee, 2009), do inglês linked data, e
suas tecnologias subjacentes, tornam possível a reutilização e a federação de dados. Em
particular, os dados representados na forma de RDF têm sido amplamente utilizados na
chamada Web de Dados.
1.1 MOTIVAÇÃO
Existem inúmeras ferramentas usadas para a preparação de dados conectados, no
entanto, essas ferramentas são separadas entre si, com configurações diferentes e, em certos
casos, requerem a criação de um script dedicado ou um certo nível de programação para
executar a transformação/conversão de dados e, muita das vezes, não oferecem uma
capacidade de resolução de conflitos ao lidar com todo esse dado.
A fim de superar esses problemas, foi desenvolvida uma ferramenta de
Extração-Transformação e Carga (ETL) que permite o tratamento de dados e a transformação3
desses em triplas, o ETL4LOD+ (DA SILVA, 2018), que se trata de um conjunto de plugins4
associados a ferramenta PDI (Pentaho Data Integration) , capaz de oferecer soluções para o5
processamento de dados RDF com uma boa conectividade e escalabilidade. Ele contém uma
variedade de plugins, cada um com uma funcionalidade determinada, que podem ser
combinados arbitrariamente em tarefas funcionais ou específicas.
O ETL4LOD+ lidou muito bem com o ciclo de vida de dados conectados, porém, com
o advento dos princípios FAIR e do projeto VODAN-BR, fez-se necessário o uso de um
ferramental único com a capacidade de obter os dados, tratar e triplificar, anotando a
semântica dos mesmos, assim como realizar a recuperação e triplificação dos metadados. Para
atender os quesitos referentes à metadados, devem ser gerados metadados de proveniência, ou





de dados, sendo capaz de comprovar a origem e autenticidade desse dado, permitindo sua
reprodutibilidade, bem como aqueles referentes ao dataset gerado, contribuindo com sua
divulgação, localização e acesso. Há de se atentar que proveniência e metadados possuem
relação, mas não são o mesmo, havendo a necessidade de os metadados existentes
descreverem as características mencionadas anteriormente, permitindo caracterizar origem e
processos aplicados a um dado (GIL, 2005). Além disso, é preciso realizar a carga e
exposição desses dados e metadados nos repositórios apropriados, como: GraphDB e FAIR6
Data Point (FAIR DP) , que é um sistema que permite a exposição e armazenamento de dados7
e metadados a respeito de datasets e de acordo com os princípios FAIR.
1.2 OBJETIVO
O objetivo deste trabalho é expandir o ETL4LOD+, ampliando suas funcionalidades
por meio de novos plugins que, integrado aos originais, permitam obter, tratar, triplificar,
anotar semanticamente e carregar dados e metadados em um repositório adequado. Essas
funcionalidades, operando de forma integrada, promovem a publicação e disponibilização de
dados e metadados na Web, contribuindo em ações estabelecidas em diferentes processos de
FAIRificação. Para promover essa expansão, os elementos originais do ETL4LOD+ precisam
ser revisitados e adequados, por meio da atualização de suas dependências e versões de
bibliotecas, e um enriquecimento de suas documentações. Ao complementar a ferramenta com
funcionalidades associadas aos princípios FAIR, que não eram trabalhadas no ETL4LOD+,
passou-se a denomina-la ETL4FAIR.
Em síntese, este trabalho visa:
1. Integrar o ferramental base (ETL4LOD+) e as novas modificações para a última
versão disponível do Pentaho Data Integration, 9.2;
2. Atualizar todas as dependências de bibliotecas e software para versões mais recentes;
3. Melhorar e expandir a documentação existente.
4. Adicionar novos plugins de conexão ao FAIR Data Point para a extração e
carregamento de dados e metadados, assim como a publicação dos dados em triplas





Este capítulo contém uma introdução da necessidade deste trabalho, assim como seu
objetivo.
No Capítulo 2, é apresentada uma revisão da literatura utilizada neste projeto,
mostrando os conceitos mais importantes e explicando-os em detalhes.
O Capítulo 3 aprofunda os aspectos técnicos dos plugins propostos, descrevendo mais
sobre as etapas iniciais do processo de implementação e até mesmo as especificações de cada
um, assim como todas as modificações realizadas com base nos pontos de melhoria
levantados a partir do  ETL4LOD+.
O Capítulo 4 exemplifica o uso de cada plugin em aplicações reais, mostrando os
resultados obtidos ao aplicá-los em alguns conjuntos de dados relacionados à pandemia de
COVID-19, especificamente associados ao projeto VODAN-BR.
Finalmente, no Capítulo 5, uma conclusão é apresentada, incluindo as principais
descobertas, dificuldades encontradas e trabalhos futuros.
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2 REVISÃO DA LITERATURA
Ao longo deste trabalho foram utilizadas diversas tecnologias e conceitos, de modo
que se faz necessário uma breve revisão sobre esses pontos e como tem sido suas respectivas
evoluções.
2.1 WEB SEMÂNTICA
”A Web Semântica não é uma Web separada, mas uma extensão da atual. Nela a
informação é dada com um significado bem definido, permitindo melhor interação entre os
computadores e as pessoas”. Através desta afirmação, Berners-Lee (2001) imagina um mundo
em que programas e dispositivos especializados e personalizados, chamados agentes, possam
interagir por meio da infraestrutura de dados da Internet trocando informações entre si, de
forma a automatizar tarefas rotineiras dos usuários. O projeto da Web Semântica, em sua
essência, é a criação e implantação de padrões (standards) tecnológicos para apoiar este
panorama, que não somente facilitem as trocas de informações entre agentes, mas
principalmente estabeleça uma língua franca para o compartilhamento mais significativo de
dados entre dispositivos e sistemas de informação de uma maneira geral. Nesse sentido, o
World Wide Web Consortium (W3C) define a Web Semântica como a Web de Dados8
Conectados, onde os usuários possuem o poder quanto à criação de repositórios de dados na
Web, construção de vocabulários e escrita para a interoperabilidade desses dados, além do
estabelecimento de uma conexão sobre todos esses elementos por meio de tecnologias como
RDF, SPARQL, OWL, SKOS e etc.
Em suma, a Web Semântica tem por objetivo principal o de fornecer a capacidade de
adição de metadados a dados na Web, ajudando na inclusão de significado a esses dados,
interligando-os de tal forma que uma pessoa ou máquina consiga explorar toda a Web de
Dados Conectados (Berners-Lee, 2006).
8 https://www.w3.org/
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2.1.1 RESOURCE DESCRIPTION FRAMEWORK - RDF
O Resource Description Framework (RDF), desenvolvido com o suporte da W3C, é
uma infraestrutura que permite a codificação, troca e reuso de metadados estruturados. Essa
infraestrutura possibilita a interoperabilidade de metadados por meio de mecanismos que
suportam convenções comuns de semântica, sintaxe e estrutura. O RDF não estipula a
semântica para cada comunidade de descrição de recursos, mas fornece a capacidade para
essas comunidades definirem os elementos de metadados conforme necessário. RDF utiliza
comumente o XML (eXtensible Markup Language) como uma sintaxe para a troca e
processamento de metadados. Porém, existem outros formatos para essa sintaxe, como o
JSON, Ntriple e Turtle. O RDF impõe uma estrutura que fornece a expressão inequívoca da
semântica e, como tal, permite a codificação, troca e processamento por máquina consistente
de metadados padronizados.
Figura 1 - Descrição do RDF.
A aplicação e o uso de dados RDF podem ser ilustrados por exemplos concretos.
Considere as seguintes declarações:
→ “Este trabalho é de autoria de alguém”
→ “Alguém tem a autoria deste trabalho”
Para humanos, essas declarações possuem o mesmo significado, ou seja, este trabalho
foi feito por alguém. No entanto, para máquinas, são sequências de caracteres completamente
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diferentes. Enquanto humanos são extremamente hábeis em extrair significado de diferentes
estruturas sintáticas, as máquinas permanecem bem atrás em comparação nesse quesito.
Usando um modelo em triplas de recursos, tipos de propriedades e valores correspondentes
(sujeito-predicado-objeto), o RDF tenta fornecer um método inequívoco de expressar
semântica em uma codificação legível por máquina.
Figura 2 - Modelo RDF de formato em triplas, definindo um Grafo RDF. Fonte:
https://ceweb.br/livros/dados-abertos-conectados/capitulo-2/
Uma etapa importante no ciclo de vida de um dado aberto e sua representação em
RDF é justamente sua publicação e disponibilização na Web, desse modo, existem várias
soluções de armazenamento RDF, como armazenamento em triplas , armazenamento9
particionado verticalmente, armazenamento de linha ou armazenamento de coluna . Para um10
processamento de consulta eficiente em ambientes orientados à semântica, muitos
armazenamentos RDF que interpretam o predicado como uma conexão entre sujeito e objeto
foram desenvolvidos - por exemplo, Apache Jena - TDB , Amazon Neptune ou11 12
AllegroGraph . Os armazenamentos RDF podem ser considerados como uma subclasse de13
Sistema de Gerenciamento de Banco de Dados (SGBD) de grafos, embora apresentem
abordagens específicas que excedem as do SGBD de grafo geral, como suporte à linguagem
de consulta SPARQL . SPARQL é a linguagem de consulta padrão para dados RDF.14
O GraphDB é um repositório com armazenamento em triplas, semântico, com
raciocínio eficiente, em formato de cluster e que oferece suporte de sincronização de índice
externo, permite a vinculação de texto e dados em grandes grafos de conhecimento (Bishop et








formato RDF, reconciliação de dados, visualização de ontologias e cluster de alto
desempenho, além de suportar integração com MongoDB . Como resultado, o GraphDB15
mostra vantagens competitivas para gerenciamento de dados em grande escala, e pesquisa de
similaridade semântica e, por esse motivo, é o triplestore utilizado como padrão no
desenvolvimento deste trabalho.
2.1.2 LINKED OPEN DATA - LOD
Constituído em um conjunto de recomendações visando a publicação e estruturação de
dados na Web. Trata-se de uma característica pertencente à Web Semântica, usando seus
conceitos e em certos casos se mesclando com essa. Tal conceito especifica que os dados
publicados na Web não permaneçam de forma estática, somente armazenados, assim
utilizando do modelo de dados RDF a fim de estruturar e propiciar a interligação entre os
conteúdos existentes, constituindo os dados interligados ou Linked Data.
Os Dados Abertos Interligados, ou Linked Open Data, ainda mais, trazem consigo a
questão de licença aberta nesses conteúdos, visando sua exposição e acesso aberto. Por
acomodar os requisitos do RDF e dados abertos, acaba por concordar com termos de formatos
não proprietários. Critérios mais bem definidos foram estabelecidos em níveis, caracterizando
esses conjuntos de dados:
1. Disponível na Web
2. Disponível em um formato estruturado e processável por máquina
3. Estar disponibilizado em um formato não proprietário
4. Utilizar padrões abertos da W3C (RDF e SPARQL) para identificar o conteúdo,
permitindo que esse seja acessado por outros
5. Os dados disponíveis possuem interligação com outros conjuntos de dados, gerando
contextos.
Alcançando o nível 5, esses dados estarão devidamente abertos e portando uma
anotação semântica, além de, com essas características, estarem interligado a outros dados,




2.2 FRAMEWORK ETL4LOD+ DE EXTRAÇÃO TRANSFORMAÇÃO E CARGA
Extração, Transformação e Carga (ETL) é o fluxo comum pelo qual os dados de vários
sistemas são combinados a um banco de dados ou outro arquivo de destino, sendo responsável
por lidar com a homogeneidade do armazenamento, possíveis limpezas e problemas relativos
ao carregamento de dados. Soluções ETL surgem do fato de que os dados de negócio da
computação moderna residem em vários locais e em muitos formatos compatíveis. É um
processo chave para reunir todos os dados em um ambiente homogêneo padrão.
Pentaho Data Integration (também chamado de Kettle ou PDI) é uma plataforma17
ETL de código aberto líder no mercado e tem sido ligeiramente modificado para quatro
elementos - ETTL, realizando: (1) extração de fontes originais de dados; (2) transporte de
dados; (3) transformação do dado em um formato e/ou estrutura apropriada; e (4)
carregamento dos dados na fonte de destino para um armazenamento de dados operacional ou
data warehouse/data mart. Oferece um conjunto de funcionalidades baseadas em Java. É
composto por certos componentes principais como o Spoon (uma ferramenta gráfica), Pan
(aplicação de transformação de dados), Chef (ferramenta de criação de fluxos de trabalho),
Kitchen (uma aplicação que auxilia na execução de fluxos em modo batch) e Carte (um
servidor web para monitoração remota).
Figura 3 - Componente Gráfico do PDI (Spoon)
17 https://etl-tools.info/en/pentaho/kettle-etl.htm
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Soluções ETL do tipo não-RDF são os principais aportes para operações de ETL em
bancos de dados relacionais ou outros formatos de dados (por exemplo, CSV/Excel, arquivos
XML). Originalmente, no entanto, não são capazes de processar dados RDF nativamente,
como trocar dados RDF entre sistemas, extrair dados RDF de SPARQL endpoints externos,
transformar dados RDF de um formato para outro ou carregar dados RDF em um SPARQL
endpoint externo ou Banco de dados em Grafos. À medida que os dados RDF ganham força, o
suporte adequado para seu processamento e gerenciamento tornou-se muito importante.
Originado do esforço inicial do projeto LinkedDataBR , que criou o ETL4LOD18
(CORDEIRO et al., 2011), o ETL4LOD+ foi concebido como um conjunto de plugins ETL
do PDI focado no processamento de dados RDF, que permite aos usuários transformar,
mesclar, transferir, atualizar e compartilhar dados e empregando com máximo proveito o
ecossistema da plataforma.
O ETL4LOD+ foi implementado como um conjunto de plugins que estendem as
funcionalidades do já existente ETL4LOD, ampliando as funcionalidades do PDI para
trabalhar com dados conectados.
Figura 4 - ETL4LOD+ Framework.
A última versão do framework apresenta 15 plugins de transformação (DA SILVA,
2018) descritos no quadro 1:
18 https://memoria.rnp.br/pd/gts2010-2011/gt_linkeddatabr.html
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Quadro 1: Lista de Plugins do ETL4LOD+
Steps Descrição
Annotator
Gera triplas no formato NTriple, anotadas através da entrada
e um mapeamento de-para que aplica os termos da ontologia.
Data Cube
Permite gerar arquivos no formato RDF/Turtle com base no
vocabulário Data Cube, fazendo uso de uma tabela obtida de
arquivo ou banco. Esse passo, tal qual o vocabulário que usa,
visa o trabalho com dados multidimensionais com o fim de
publicar na Web.
Property Mapping
Etapa responsável pela definição dos elementos Sujeito,
Predicado e Objeto, bem como a aplicação do vocabulário ao
atribuir predicados ou objetos específicos, além da definição
de tipagem dos elementos. Nessa etapa, os dados obtidos e
formatados com suas URIs ou valores literais são encaixados
no formato de triplas com elementos de ontologias e
vocabulários restritos. Essa se divide em dois tipos: Data
Property Mapping e Object Property Mapping.
Data Property Mapping
Na etapa Data Property Mapping, os objetos se restringem
aos literais com a discriminação do tipo de valor, ou ao tipo
referente ao elemento do sujeito.
Object Property Mapping
Diferentemente do Data Property, no Object Property
Mapping, são relacionados somente elementos identificados
com uma URI, ou seja, não literais, podendo apontar o tipo do
sujeito também nessa etapa.
NTriple Generator
Etapa responsável por serializar o conteúdo no formato de
triplas NTriple (n3). Com os dados de Sujeito, Predicado e
Objeto definidos, bem como os possíveis dados literais com
suas anotações de tipo e linguagem, essa etapa irá gerar uma
saída serializada desses dados, concernente ao formato
NTriple. Assim gerando uma coluna com todos os dados
formatados.
Graph Semantic Level Marker
Possibilita avaliar o nível de expressividade semântica de um
grafo RDF. Ao fazer isso, uma nova tripla é gerada anotando
o nível avaliado. A avaliação se baseia em um arquivo .xml
que estabelece as regras de análise.
Graph Sparql Query Permite realizar querys SPARQL em um Triplestore.
Graph Triplify
Permite converter um subgrafo RDF, quebrando em três
partes: sujeito, predicado e objeto.
Link Discovery Tool
Busca realizar a etapa de encontrar ligações possíveis entre
os elementos através do Silk , porém integrado à interface do19




Permite a busca de termos de ontologia dentro de arquivos de
ontologia (owl) ou através do LOV . Após a busca, os20
resultados dos termos são retornados.
Sparql Endpoint
Possibilita a obtenção de dados de um banco de triplas
através de uma consulta SPARQL do tipo SELECT. Como
resultado, são retornadas as variáveis definidas na consulta,
com seus valores resultantes.
Sparql Run Query
Permite realizar consultas de atualização de um conjunto de
dados (UPDATE, DELETE ou DROP), fazendo alterações
nos dados do banco de triplas.
Sparql Update Output
Permite inserir e atualizar triplas em um banco de triplas,
usando os dados trabalhados no PDI. Esse passo, no entanto,
acaba por se limitar a bancos de triplas com o formato de
autenticação definido, no caso, ao banco Virtuoso .21
Turtle Generator
Permite a geração de triplas RDF/Turtle, através de uma
entrada CSV e um mapeamento para definição das colunas
que geram as triplas, bem como labels e URIs que as anotam
de maneira semântica.
Fonte: (DA SILVA, 2018).
2.3 EXTENSÕES DO ETL4LOD
Com a finalidade de trabalhar sobre outros cenários decorrentes de transformações e
uso de dados conectados, o Grupo de Engenharia do Conhecimento (GRECO) da
Universidade Federal do Rio de Janeiro (UFRJ) vem dedicando esforços no desenvolvimento
de uma série de extensões para o ETL4LOD.
2.3.1 ETL4DBPEDIA
Ngomo (2020) criou um framework que visa melhorar a completude dos dados na
edição portuguesa da DBpedia , bem como a sua qualidade. DBpedia é a base de22
conhecimento da Web Semântica extraída da Wikipedia. DBpedia tem edições (também





ETL4DBpedia , visa publicar na Wikipedia, para posterior extração para a DBpedia, os23
dados ausentes vindos da DBpedia, garantindo que resultarão em recursos e triplas RDF sem
inconsistências. ETL4DBpedia é uma estrutura de arquitetura de duas camadas construída
pela API Java do PDI e que consiste dos seguintes plugins:
● Domain Data Transformer: extrai, limpa e transforma um conjunto de dados
de domínio;
● Templates Maintainer: obtém os nomes dos modelos que correspondem à
string inserida pelo usuário;
● DBpedia Mappings Maintainer: retorna uma lista de modelos e um campo
indicando se são persistentes ou não;
● Template Selector: obtém as classes que estão mais conectadas aos conceitos
escolhidos pelo usuário;
● Template Mapper: permite ao usuário escolher um modelo e alinhar suas
propriedades;
● Article Checker: verifica se o artigo em potencial já existe na Wikipédia;
● Article Content Builder: gera o conteúdo em potencial do artigo com os dados
recebidos da etapa Template Mapper;
● Article Publisher: junta os dados em um formato de texto wiki e os publica na
Wikipédia.
2.3.2 ETL4PROFILING
Criado por Pacheco (2020), o ETL4PROFILING é um framework que utilizou a base24
estabelecida do ETL4LOD+, com uma instalação à parte e, como tal, uma extensão do PDI.
Tem o papel de obter o perfil do banco de dados inserido nos plugins, principalmente
DBpedia, servindo como um complemento ao já mencionado ETL4DBpedia e que consiste
dos seguintes plugins:





● Template Property Analyser: verifica se as propriedades de um template estão
sendo utilizadas pelos seus recursos;
● Template Resource Analyzer: verifica a integridade de cada recurso de
template;
● Resource Properties Analyzer: encontra a completude de um recurso
individual;
● Property Analyzer: estuda a presença de uma propriedade em todos os recursos
do template;
● Template Resource Input Analyzer: compara os recursos que recebe com os
recursos encontrados em um modelo da DBpedia.
2.3.3 ETL4LINKEDPROV
Ainda, como contribuição importante ao processo de tratamento de dados em RDF, o
ETL4LinkedProv foi desenvolvido como parte de uma dissertação de mestrado, criado por
Rogers Mendonça (MENDONÇA, 2016). Nesse trabalho, a questão da proveniência e
metadados associados são abordados no contexto de transformações de dados em workflows
de triplificação. Com isso, há o intuito de trazer maior facilidade na sua obtenção e no
tratamento desse tipo de dados.
O ETL4LinkedProv é uma abordagem, que se baseia na captura máxima dos dados de
proveniência, realizando um monitoramento de todo o processo de transformação do dado em
triplas. Também é definida uma estrutura semântica composta de 4 camadas para a descrição
dos metadados do processo, cada uma com uma ontologia associada: PROV-O , OPMW ,25 26
Cogs e Ontologia de Aplicação. Após a estruturação e anotação com essas ontologias, a27
abordagem prevê a disponibilização dos dados de proveniência por SPARQL Endpoint.
A fim de concretizar o objetivo proposto, foi criado o chamado Agente Coletor de





temporariamente os dados de proveniência. Os quais devem ser posteriormente submetidos à
triplificação através de outros passos do PDI.
2.4 FAIR
Na atualidade, com a imensa quantidade de dados disponíveis, tem-se uma série de
problemas e questões derivadas do grande volume de processamento e trabalho com essa
massa de dados.
Ao empenhar esforços em certos conjuntos de dados, grupos públicos e privados
realizam investimentos financeiros e de tempo com o propósito de obter novas informações
derivadas desses dados, sempre armazenando-os para uso futuro. Porém, todo esse processo
necessita ser agilizado, a fim de obter um bom reuso e facilidade na compreensão do
horizonte de dados, buscando, assim, uma maior economia de recursos e produtividade.
Além desses, há outros problemas envolvidos, como a falta de padronização nos formatos e os
direitos de uso, seja quanto ao dado ou quanto a um software proprietário. Tais problemas
constituem grandes desafios para a eScience .28
Em 2014, no Lorentz Centre, localizado na cidade de Leiden, Holanda, houve um
debate sobre como realizar melhorias no contexto de dados para ciência (WILKINSON,2017).
Da reunião, foi destacada a importância de um conjunto mínimo de princípios que fosse
acordado pela comunidade científica mundial que viabilizasse, assim, possibilitar fácil
descoberta, acesso, interoperabilidade e reuso aos dados. Desse modo, foram definidos os
princípios que guiam o FAIR e são sua base (HENNING,2019):
● Localizável (Findable): Atribuição de uma identificação única e global para
os dados, possibilitando sua indexação e, assim, descoberta tanto por humanos
quanto por máquinas.
● Acessível (Accessible): Definição de um mecanismo para acesso aos dados e
metadados, tornando-os disponíveis, estabelecendo um protocolo livre e,
também, expondo com clareza as permissões sobre o acesso e uso. Ainda é
28 https://pt.wikipedia.org/wiki/E-Science
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ressaltada a importância da exposição e persistência dos metadados, mesmo
não havendo a disponibilidade dos dados.
● Interoperável (Interoperable): Definição de uso de padrões para os dados e
suas descrições (metadados), sendo representados por vocabulários e
ontologias, a fim de poderem ser associados facilmente e de forma automática.
● Reusável (Reusable): Definição de facilidades de reuso através da boa
descrição dos dados, que devem cumprir as características dos outros tópicos e
estar bem anotados, compreendendo seu contexto e apresentando ricos
metadados que permitam descrever bem o conteúdo e também retratar a
proveniência. Assim o processo de reutilização e combinação com diversos
dados de outras fontes torna-se fácil, sendo também automatizada.
2.4.1 FAIR DATA POINT
A fim de atender às demandas dos princípios FAIR, surge o esforço de criação de uma
infraestrutura para expor e armazenar os dados e metadados a respeito de datasets, seguindo
os mencionados princípios. Isso gerou o chamado FAIR Data Point (FAIRDP), um sistema
que permite esses procedimentos sendo composto de três componentes: API do FAIR Data
Point, serviço da API e Cliente (FAIR Data Point, 2020).
O primeiro componente se baseia nos padrões de metadados e dados interligados,
definindo os preceitos e a estrutura da API por meio do uso. O componente utiliza uma
tecnologia REST, possibilitando interoperabilidade e implementações, já que respeita padrões
de serviço Web REST, podendo outros meios realizarem requisições para armazenamento ou
recuperação dos dados (Red Hat, 2020).
O segundo componente, se refere ao serviço que implementa a API. Ele possibilita os
processos mencionados e planejados nas definições. Traz meios de autenticação para controle
da inserção e alteração dos dados, já que o acesso do tipo somente leitura é público.
O terceiro componente que constitui o sistema, é o cliente da API. Esse traz uma
interface web que permite o registro de metadados através do preenchimento no editor
disponibilizado.
O software, assim, permite um meio para a exposição de dados e metadados,
respeitando os princípios FAIR. Com isso, os dados contíguos nesse repositório, são
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estruturados segundo padrões de metadados semânticos, como o DCAT e Dublin Core .29 30
Essas ontologias são voltadas para a catalogação de dados e permitem estruturar os conjuntos
de dados que forem gerados e armazenados no FAIRDP.
Os dados obtidos são de livre acesso em questão de segurança, mas o armazenamento
só ocorre mediante a autenticação e estão estruturados segundo os subgrupos de Catalog,
Dataset e Distribution. Esses subgrupos definem o tipo do elemento FAIR armazenado e são
registrados como instâncias dos shapes no sistema. Além disso, ressalta-se a anotação
semântica dos dados que respeita a estrutura apontada na tabela presente nos anexos A, B, C e
D . Destacando que compreende a estrutura básica, podendo haver a criação de outros tipos31
de elementos no FAIR Data Point.
2.4.2 PASSOS PARA O FAIR
Uma vez especificados os princípios FAIR, se faz necessária a definição de um
procedimento, no qual qualquer conjunto de dados deve passar a fim de se tornar FAIR. Esse
processo é conhecido como FAIRificação. Tal ação vem sendo analisada cada vez mais e
novos padrões estão surgindo, de modo que uma importante proposta para se alcançar tal





Figura 5 - Diagrama de workflow genérico de FAIRificação. Fonte: JACOBSEN, 2020
De forma geral, o fluxo se estabelece em três principais partes: Pré-FAIRificação,
FAIRificação e Pós-FAIRificação.
2.4.2.1 Pré-FAIRificação
Na primeira, o processo depende principalmente do agente de FAIRificação, ou seja,
dos envolvidos responsáveis pelo processo, de modo que o centro de ação se dá pela análise
inicial dos dados. Assim, há a análise do nível FAIR dos dados, de sua estrutura, definindo
objetivos finais, construindo questões de competência, bem como fazendo tal avaliação em
relação aos metadados associados a esses dados.
Nessa primeira etapa, também é realizado um esforço inicial sobre a proveniência,
importante para a divulgação final e reuso. Dados como fonte do dataset, seus metadados
iniciais e seu contexto, devem ser mantidos e bem descritos para momentos posteriores,
visando o bom aproveitamento e uso dessa massa de dados.
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2.4.2.2 FAIRificação
Essa etapa é o cerne do processo que visa, de fato, transformar os dados em FAIR. Em
um primeiro momento é construído um modelo semântico condizente com os dados, para que
se possa definir como serão anotados os dados, utilizando ontologias apropriadas.
Após essa construção, os dados são triplificados, sendo trabalhados para se adequar ao
formato recebido do modelo tornando-os conectados. Tal esquema se alinha com os preceitos
FAIR, por suas definições exigirem elementos básicos para um dado com essa qualidade.
Esses passam a ser identificados unicamente por URIs, possibilitando fácil obtenção e acesso.
Além disso, se tornam padronizados e descritos por termos bem definidos em ontologias,
viabilizando reuso e fácil combinação com dados da mesma forma tratados.
As duas atividades mencionadas: modelagem e triplificação, devem ser também
aplicadas aos metadados. Ainda mais, há de se mencionar que ao triplificar, surge uma
camada de metadados que descrevem os dados iniciais, compondo os metadados do modelo.
Mas o próprio método gera novos metadados da execução e transformação, compondo outra
parte da proveniência.
Após o condicionamento dos dados, esses devem ser expostos, armazenados em um
repositório apropriado, de forma que possam ser recuperados por humanos e consumidos por
máquinas.
2.4.2.3 Pós-FAIRificação
Por fim, a etapa final visa avaliar a estrutura de dados e metadados produzida,
contrapondo com a idealizada inicialmente. Para tal, os objetivos e alvos inicialmente
propostos são verificados, validando se foram cumpridos. Uma das avaliações é quanto às
questões de competência levantadas na pré-FAIRificação.
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2.4.2.4 Suporte por ferramentas
Em algumas das etapas do processo de FAIRificação, há a possibilidade de serem
mediados por ferramentas, possibilitando maior facilidade, semi-automatizando os processos
e minimizando os riscos de erros.
Uma delas é a referente ao levantamento e organização dos metadados através de
ontologias. A análise de ontologias pode ser realizada por meio de ferramentas como Protégé
, permitindo a visualização e exploração necessárias para decisão da modelagem dos dados.32
Outra forma é o auxílio na construção de um esquema semântico para metadados, que oferece
suporte por aplicações, como a plataforma CEDAR , que é um administrador de esquema de33
metadados e auxilia nessa tarefa. Além desses, também há o FAIRifier, que, em sua nova
versão, agrega o OpenRefine com uma extensão , mas limitando a conexão e criação de34
metadados por meio do preenchimento manual de um formulário. Similar, há o Metadata
Editor que permite a geração de metadados FAIR através do preenchimento manual e35
exportação em arquivo.
Para a atividade de triplificação, várias ferramentas estão disponíveis, mas dentre elas,
a em voga neste trabalho, é o framework ETL4LOD+, um conjunto de extensões para o PDI.
Assim, apoia não só a limpeza como a anotação dos dados, unificando diversas manipulações
em um ambiente, e sendo capaz de oferecer a exportação desses dados, com certa limitação
quanto ao destino desses dados, como bancos de triplas, em que existe suporte somente ao
Virtuoso , e como arquivo, somente em texto.36
Das ferramentas mencionadas, muitas se concentram na atividade de triplificação
somente. A exemplo, o Triplify da Universidade de Leipzig, o software Karma da37 38
Universidade do Sul da Califórnia, que também traz certos adicionais, como a limpeza dos
dados e aplicação de ontologias.
Já na carga e manutenção de dados e metadados, algumas ferramentas devem ser









armazenar dados e seus respectivos esquemas em triplas RDF, permitindo o acesso através de
serviços de consultas por SPARQL Endpoint. A segunda permite a carga de metadados
estruturados nos padrões FAIR e sua manutenção, possibilitando a recuperação do que foi
armazenado e indicação de conteúdos externos, como arquivos em endereços e interfaces de
consulta. A última, por fim, se trata de um portal de conhecimento, permitindo carga e
estruturação de conjuntos de dados com descritores, seguindo principalmente a ontologia
DCAT para catalogação de datasets.39
2.4.2.5 Implementações
Esquemas para FAIRificação admitem uma estrutura genérica, para que tenham
capacidade abrangente, podendo esses serem utilizados em diversos contextos e tipos de
dados.
Em vista disto, é importante que meios de concretizar ainda mais o Workflow de
FAIRificação surjam, trazendo, assim, formas mais diretas de tornar dados FAIR e, com isso,
estipular passos mais definidos. Possibilitando um maior controle e definição do processo e
seus resultados de acordo com o desejado. Assim, trabalhos como (OLIVEIRA 2021 MTSR),
fazem esforços nesse sentido, modelando mais profundamente e apresentando uma
abordagem mais prática do Workflow de FAIRificação, a fim de facilitar sua implementação.
Contudo, isso é proposto e construído visando uma estruturação e amadurecimento desses
processos e seu reuso em outros contextos, não perdendo a abrangência, mas sim adicionando
métodos menos generalistas e mais focados na produção.
O ETL4FAIR foi planejado para atuar na necessidade de um instrumental para apoio
ao processo de FAIRificação, que auxilie e permita a melhor implementação desse processo,
sendo capaz de apresentar uma melhor interconexão entre todas as etapas da FAIRificação,




Motivados pela importância dos princípios FAIR, se verificou que o ETL4LOD+
podia ser estendido de modo a oferecer apoio ao processo de FAIRificação.
Nesse sentido, faz-se necessário o desenvolvimento de um ferramental capaz de suprir
todos os passos para, verdadeiramente, trabalhar o ciclo de dados conectados para FAIR,
servindo como base para a arquitetura de dados do VODAN-BR, apoiando o processo de
transformação de dados, e realizando a publicação em repositórios desses dados e seus
metadados. Para isso, foi desenvolvido o framework ETL4FAIR.
O ETL4FAIR foi concebido como uma extensão do ETL4LOD+ e, por conseguinte,40
é um framework que reúne um conjunto de plugins do PDI ETL focado no processamento de
dados RDF, que permite ao usuário transformar, mesclar, transferir, atualizar, compartilhar
dados abertos, com o apoio do ecossistema ETL do PDI. A Figura 6 ilustra a estrutura geral
do framework.
Figura 6 - Arquitetura do ETL4FAIR
Diferentemente do ETL4LOD+, que utiliza o Apache Jena como camada41




aberto, o RDF4J (antiga Sesame API), como camada intermediária para realizar o acesso a42
repositórios de dados com suporte a SPARQL 1.1 (Broekstra, Kampman, & Harmelen, 2002).
Importante ressaltar que ao substituir o Jena pelo RDF4J obtém-se uma API de fácil uso e
acesso para todas as principais soluções de banco de dados RDF (também conhecido como
Triplestores). Além disso, essa solução permite conectar-se a terminais SPARQL remotos e
criar aplicações que potencializam o poder dos dados conectados e da Web Semântica, já que
é um framework aberto muito mais robusto, com diversos métodos já em bibliotecas e com
ampla compatibilidade, vide Figura 7. Com base no ecossistema do ETL PDI, o conjunto de
plugins é implementado pelo back-end de programação Java.
Figura 7 - Arquitetura do RDF4J
Além das modificações nos já existentes plugins do ETL4LOD+ e em todos os
problemas encontrados (comentado mais abaixo), essa primeira implementação do




Figura 8 - Modelo arquitetural do VODAN-BR
1. Carga de dados conectados no padrão FAIR em um triplestore
2. Recuperação de metadados em um FAIR Data Point
3. Carga de metadados em um FAIR Data Point
Para atingir esse objetivo, foram criados três plugins específicos no ETL4FAIR, que
são determinados pela combinação com o protocolo RDF4J e SPARQL 1.1, assim como
REST API , bem como suas finalidades pretendidas:
● Load Triple File: Um plugin que tem por objetivo receber como entrada dados no
formato RDF e realizar o carregamento desse conjunto de dados em um triplestore.
Ele suporta dados RDF de entrada do sistema de arquivos, sendo compatível com
diversos formatos (RDFL/XML, Turtle, N-Triples, Trig, Trix, entre outros) e
triplestores.
● FAIR Data Retriever: Um plugin que tem como objetivo receber uma URL de um
artefato armazenado no FAIR Data Point, como o próprio repositório ou um dataset e
realizar a recuperação desses dados. A saída consiste em três colunas com o sujeito,
predicado e objeto do que foi recuperado na serialização N-Triples.
40
● FAIR Data Loader: Um plugin que tem como objetivo receber uma URL de um FAIR
Data Point, o tipo de armazenamento a ser feito, ou seja, o objeto a ser criado no
repositório, e os metadados triplificados a serem armazenados. Ainda mais, é
necessária a entrada de um usuário e senha para autenticação do processo.
Apesar de ser uma boa melhoria quanto ao ETL4LOD (CORDEIRO et al., 2011), o
ETL4LOD+, com os seus plugins, procurava cobrir todo o fluxo de vida da publicação de
dados em RDF (Figura 9) e verdadeiramente abertos, contudo, uma série de problemas o
impediam de atingir esse objetivo, como:
Figura 9 - Ciclo de Vida da publicação de dados em RDF
Versão desatualizada do Pentaho Data Integration: Atualmente o PDI se encontra
na versão 9.2 e o ETL4LOD+ foi criado para a versão 8.1, impossibilitando seu uso com a
versão mais recente.
Versão defasada das dependências de todos os plugins: Todos os plugins utilizam
uma série de bibliotecas que são necessárias para o correto funcionamento e, essas bibliotecas,
estavam completamente defasadas.
Framework não cobria a parte final do ciclo de vida de dados abertos, a
Publicação: O plugin, Sparql Update Output, tinha como objetivo inserir triplas em um banco
de dados de triplas, porém, ele estava limitado ao formato de entrada, somente N-TRIPLE
(n3), ao repositório de dados, exclusivamente Virtuoso e, acima de tudo, seu código fonte43
apresentava certas inconsistências que impossibilitaram completamente seu correto uso.
43 https://virtuoso.openlinksw.com/
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Como por exemplo, dependências a bibliotecas que já foram descontinuadas, dados de
conexão em codificação rígida (hard-coded, Figura 6) e outros.
Figura 10 - Codificação Rígida
Não estava alinhado com os princípios FAIR e de Ciência Aberta : Nenhum dos44
plugins cobria os princípios FAIR e conexão com FAIR Data Point para enriquecimento de
dados e metadados.
Esse trabalho tem por objetivo atuar sobre todos esses pontos levantados,
enriquecendo o conjunto de plugins com novas funcionalidades, garantindo que o mesmo tem
capacidade de suprir todo o ciclo de laboração com dados verdadeiramente abertos e FAIR.
O ETL4FAIR foi desenvolvido levando sempre em consideração a facilidade de uso e
a eficiência, mantido limpo e direto, sem que o usuário tenha que realizar qualquer tipo de
implementação a parte ou desenvolvimento de codificação. A camada intermediária do
RDF4J possibilita acesso direto a triplestores como Virtuoso e GraphDB , de modo que sua45 46
conexão é a mais robusta o possível e, além disso, oferece todo suporte a conexão com FAIR
Data Points via REST API e estrutura de Parsing para análise sintática e carregamento de47
dados e metadados pretendidos para o FAIR Data Point.
3.1 IMPLEMENTAÇÃO DO ETL4FAIR
O ETL4FAIR herda muitas funções do Pentaho Data Integration e do ETL4LOD+,
tendo a maioria dos recursos necessários para processar dados RDF de uma forma altamente
intuitiva. Do ponto de vista do usuário, ele é livre para instalação e fácil de usar. Sua







conjunto com o Apache Maven para construção do projeto, além de fornecer uma interface49
interativa para o usuário no Spoon do PDI, capaz de adicionar e iniciar diversas tarefas. Uma
tarefa é composta de:
● Nome da Tarefa: Breve resumo do propósito da operação ao preparar e criar uma
tarefa de processamento de dados, ajudando mais no gerenciamento do fluxo de
tarefas, conforme ilustrado na figura 11 (a).
● Steps: Os componentes principais implantados no fluxo para fazer uma tarefa de
processo de dados. Contém entradas, plugins ou saídas desejadas. Para tornar a
operação mais fácil e amigável, os modelos de configurações são definidos em um
modelo de formulário, com campos para mapeamento que foram personalizados para
os requisitos de configurações do plugin e podem ser editados diretamente pelos
usuários, conforme ilustrado na figura 11 (b).
● Hops: São responsáveis por vincular os objetos (nós) escolhidos e indicar para qual
direção os fluxos de dados vão. Uma vez que os Hops são definidos as tarefas são
validadas e prontas para serem executadas, conforme ilustrado na figura 11 (a).
Figura 11 (a) - Um exemplo da interface Gráfica
49 https://maven.apache.org/
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Figura 11 (b) - Front-End de um Plugin
3.1.1 PREPARAÇÃO DO AMBIENTE DE DESENVOLVIMENTO
O ETL4LOD+ estava bem defasado quanto àversão de todas as dependências de seus
plugins e, por isso, foi necessário uma equalização geral dessas dependências, para garantir
uma correta atualização e um ambiente de desenvolvimento mais estável e com mais recursos.
Faz-se necessário pontuar que a única dependência que não foi atualizada foi a do próprio
JDK (Java Development Kit), visto que certas funcionalidades desta versão foram depreciadas
nas versões seguintes, funcionalidades essas que são utilizadas em todo o conjunto de plugins.
Em virtude da facilidade em encontrar e executar o download da Versão 8 do JDK no site
oficial da Oracle , ele foi mantido. Todas as outras dependências foram alteradas conforme o50
quadro 2:
Quadro 2: Lista de dependências atualizadas
Dependência Mudança
PDI Da versão 8.1 para a versão 9.2.0.0-290
xstream Da versão 1.4.10 para a versão 1.4.18
50 https://www.oracle.com/br/java/technologies/javase/javase8-archive-downloads.html
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httpclient Da versão 4.5.6 para a versão 4.5.13
httpcore Da versão 4.4.10 para a versão 4.4.14
jena Da versão 3.8.0 para a versão 3.17.0
commons-compress Da versão 3.8.0 para a versão 3.17.0
libthrift Da versão 0.10.0 para a versão 0.15.0
any23 Da versão 2.2 para a versão 2.4
json Da versão 20180718 para a versão 20210307
jackson Da versão 2.9.7 para a versão 2.12.5
json-ld Da versão 0.12.1 para a versão 0.13.3
mysql Da versão 5.1.35 para a versão 8.0.25
slf4j Da versão 1.7.6 para a versão 1.7.36
Fonte: própria
Após essa equalização de ambiente, toda a documentação do conjunto de plugins foi
revista, visando uma melhora na clareza dos processos e facilidade para a integração e
instalação por parte do usuário.
3.2 LOAD TRIPLE FILE
Porquanto o plugin Sparql Update Output do ETL4LOD+ não estava cobrindo
corretamente a etapa de publicação dos dados na Web e, mesmo se estivesse cobrindo, estaria
limitado ao triplestore Virtuoso. Foi necessário a implantação de um novo ferramental para
cobrir essa importante fase no ciclo de vida dos dados conectados. Parte da implementação
pode ser vista no Apêndice D.
O Load Triple File visa substituir o Sparql Update Output e melhorar o mesmo, a fim
de oferecer uma interface de simples uso para inclusão de dados triplificados em triplestores
genéricos e com suporte a diferentes formatos e não só N-Triples. Com esse intuito, o plugin
apresenta uma interface com poucas configurações necessárias e que seguem uma ordem
lógica quanto a inserção de dados em um Triple Store, sendo essas configurações imediatas,
conforme a figura 11 (b).
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Note que as configurações necessárias são:
● Nome do Step: necessário para todos os plugins do PDI.
● URL do triplestore: URL de conexão com o banco em grafos que irá armazenar os
dados do arquivo de input.
● Validação de repositório existente: A fim de proporcionar uma experiência mais
personalizada ao usuário, foi incluído a possibilidade fazer uso de um repositório
(dataset) existente ou não. Ao selecionar que não irá utilizar um dataset existente, a
aplicação cria um repositório com o nome “repo_pdi” e configurações padrões.
● Formato do arquivo: Procurando uma maior robustez no processo e tendo em mente
os diversos formatos de dados RDF, foi adicionado a compatibilidade com os formatos
abaixo:
Figura 12 - Formatos Suportados pelo Load Triple File
○ Onde:
■ TURTLE: arquivos .ttl
■ RDFXML: arquivos .rdf, .rdfs, .owl e .xml
■ RDFJSON: arquivos .rj
■ N3: arquivos .n3
■ NTRIPLE: arquivos .nt
■ NQUAD: arquivos .nq
■ TRIG: arquivos .trig
■ TRIX: arquivos .trix
■ JSONLD: arquivos .jsonld
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● Caminho do arquivo: caminho absoluto do arquivo (como,
C:\Users\User\Documents) ou variável recebida de step anterior.
● Nome do Grafo: cria grafo nomeado no triplestore para armazenar os dados do
arquivo, cria sempre no formato http://etl4FAIR.com/nome_do_grafo_infornado
Figura 13 - Exemplo de grafo nomeado criado no GraphDB
Figura 14 - Exemplo de busca de arquivos na máquina do usuário
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3.2.1 Conectividade e Dependências
O Load Triple File foi desenvolvido tendo como base a camada intermediária
proporcionada pelo RDF4J, visto que a maioria dos mais utilizados triplestores da atualidade
oferecem total suporte ou foram desenvolvidos também sobre o RDF4J. Com isso, tem-se
uma vasta gama de conectividade a triplestores e capacidade de lidar com situações adversas,
pois o RDF4J possui uma lista extensa de métodos para trabalhar com RDF.51
Salienta-se que, mesmo com essa capacidade de fazer uso a diferentes triplestores, o
mesmo apresenta um maior desempenho e nível de integração com o GraphDB, pois ele foi
inteiramente desenvolvido a partir do RDF4J. Portanto, sua incorporação com o GraphDB é
notável e faz-se necessário recomendar seu uso.
Ademais, foram utilizadas duas dependências padrões para o Load Triple File
apresentar o melhor funcionamento.
Quadro 3: Lista de dependências do Load Triple File
Dependência Descrição
RDF4J
Na versão 3.7.1, que oferece uma série de métodos como
capacidade de conexão e carga a Triple Stores, módulos de
Parser para arquivos RDF, criação de grafos nomeados e
outros
GraphDB Free Runtime Incluído pensando na melhor otimização ao uso de recursosdo GraphDB.
3.2.2 Funcionalidade
Ao se utilizar do plugin, uma série de procedimentos são realizados no backend da
aplicação, procedimentos esses que seu correto entendimento é necessário para o melhor uso





O usuário deve inserir todas as configurações descritas na seção 3.2 e, com base
nesses parâmetros, o sistema realiza uma série de ações. Focando nos procedimentos do
sistema, tem-se:
1. Recupera variáveis fornecidas pelo usuário na aplicação gráfica
2. Se conecta ao triplestore com base na URL fornecida
3. Valida se vai utilizar um repositório de dados existente ou não e:
a. Se não, cria um repositório com base nas configurações padrões
listadas no arquivo repo-defaults_test.ttl, que está localizado na pasta
lib da instalação do plugin no PDI
(data-integration\plugins\steps\LoadTripleFile\lib). Esse arquivo cria
um repositório com o nome “repo_pdi”.
b. Se sim, segue para 4.
4. Conecta no repositório informado
5. Usa o parâmetro que contém o nome do grafo nomeado informado para
realizar a carga dos dados sobre esse grafo. Destaca-se que, caso o grafo não
exista, será criado um novo no padrão
http://etl4FAIR.com/nome_do_grafo_infornado
6. Lê arquivo fornecido, seja acessando por um caminho absoluto na máquina do
usuário ou de um step anterior, e salva conteúdo do arquivo em memória
7. Realizar parser do arquivo para validar o formato
a. Se não for um formato compatível com o informado, notifica o usuário
e aborta o fluxo
b. Se for, segue para 8
8. Insere conteúdo do arquivo no grafo nomeado
9. Finaliza fluxo
A figura 15 ilustra de maneira geral todo o caminho percorrido tanto pelo usuário
quanto pela aplicação durante o uso do Load Triple File. Vale evidenciar que, em cada nó
dessa arquitetura são realizadas uma série de validações de ambiente para garantir o correto
uso e funcionamento. Caso detectado algo que impacte nessa normalidade, o fluxo é abortado
e uma mensagem de erro descritiva contendo as informações necessárias para debug é
exibida.
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Figura 15 - Fluxograma geral do Load Triple File
3.3 FAIR DATA RETRIEVER
Com o intuito de promover maior conectividade com o FAIR Data Point, foi realizado
um esforço visando a conexão, manipulação dos metadados em triplas e seu futuro
carregamento. Nesse sentido, esforços foram realizados para garantir a comunicação,
processamento de triplas e recuperação dos metadados contidos em um FAIR Data Point.
Assim, obtendo o plugin FAIR Data Retriever.
Seu desenvolvimento se deu de uma forma bem compacta. A parte central do código
responsável pela recuperação pode ser vista no Apêndice E. Dessa forma, requisitou poucas
configurações, generalizando o tratamento dos dados recuperados. Afinal, esses respeitam
uma estrutura similar como pode ser observado nos apêndices A, B, C e D. Com isso, a
configuração necessária para seu uso é:
● URL do artefato FAIR Data Point: Entrada da URL do artefato a ser recuperado do
repositório FAIR Data Point, Catalog, Dataset e Distribution.
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Figura 16 - Visão do painel do FAIR Data Retriever
3.3.1 Conectividade e Dependências
O FAIR Data Retriever realiza uma conexão com o FAIR Data Point, necessitando de
uma instância ativa, local ou remota, para realizar o processo de requisição e obtenção dos
dados. Sendo assim, foi utilizada uma base de funções de requerimentos HTTP, compatível
com a estrutura REST API existente no FAIR Data Point. Além disso, também foi estruturado
um módulo com o intuito de processar os dados recebidos no formato N-Triple para uma
saída correta, usando a biblioteca Rio Parser, do framework RDF4J.
Quadro 4: Lista de dependências do FAIR Data Retriever
Dependência Descrição
RDF4J/Rio
Na versão 3.7.1, oferece uma série de métodos como
capacidade de conexão e carga a triplesrotes, módulos de
parser para arquivos RDF, criação de grafos nomeados e
outros. Foco no parser, submódulo Rio que permite a
manipulação e destaque das triplas sendo recuperadas.
FAIR Data Point REST API que permite a realização de processos earmazenamento de metadados FAIR.
3.3.2 Funcionalidade
Após o usuário inserir a URL do artefato que se deseja obter, certos processos são
realizados para a recuperação dos dados:
1. GET Request - Primeiramente uma requisição através de protocolo Web HTTP do tipo
GET é definida com uso do endereço fornecido na entrada da aplicação. Em tal, já é
51
configurado o tipo de dado a ser recuperado, no caso, triplas serializadas no formato
N-Triples.
2. Organização dos resultados - O retorno da requisição GET, contendo os dados
desejados, é recuperado via linhas de retorno. Onde esses dados são acumulados no
buffer da aplicação, para o processamento do resultado final na saída do plugin.
3. Processamento das saídas - Após os resultados estarem organizados e acumulados no
formato correto, o parser da biblioteca Rio é executado sobre o conjunto de dados,
quebrando-os em triplas e processando no formato coluna desejado para a saído, ou
seja,  cada uma das colunas como sendo: sujeito, predicado e objeto.
Figura 17 - Fluxograma geral do FAIR Data Retriever
3.4 FAIR DATA LOADER
Uma das necessidades apresentadas, é a carga de metadados nos FAIR Data Points
existentes. Com a praticidade e existência do ambiente Pentaho, a unificação dos processos se
faz importante tanto na geração dos metadados e carga como na documentação do processo.
De tal forma, foi desenvolvido um plugin com a intenção de criar Catalog, Datasets ou
Distributions e carregar os metadados de cada.
O plugin tem como base de funcionamento as requisições REST API do tipo POST. O
artefato em questão também realiza a autenticação do usuário, por meio de um login e senha
definidos, para realizar as operações em seu momento de execução. Como entrada, recebe as
triplas que definem o elemento FAIR a ser criado. Como resultado, retorna o endereço do
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elemento criado para que sub-elementos possam ser criados, como Datasets que pertencem a
um Catalog. Uma parte central do código pode ser vista no Apêndice F.
De forma geral a configuração se dá pelas entradas:
● URL do artefato FAIR DP: Endereço do FAIR Data Point
● Usuário: Usuário registrado no FAIR Data Point para autenticação
● Senha: A senha do usuário cadastrado para prosseguir com a autenticação
● Tipo de carregamento: Caixa de seleção com três opções: Catalog, Dataset e
Distribution. Define o tipo de processo e elemento FAIR a ser criado de acordo
com a opção.
● Publica: Marcação para que os metadados sejam publicados diretamente e não
carregados como Draft.
Figura 18 - Visão do painel do FAIR Data Loader
3.4.1 Conectividade e Dependências
O FAIR Data Loader realiza uma conexão com o FAIR Data Point, necessitando de
uma instância ativa, local ou remota, para realizar o processo de autenticação e
armazenamento dos dados. Dessa forma, foi utilizada uma base de funções de requerimentos
HTTP, compatível com a estrutura REST API existente no FAIR DP.
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Quadro 5: Lista de dependências do FAIR Data Loader
Dependência Descrição
JSON
Necessário para processar o envio e o recebimento de
mensagens no formato JSON pelas requisições
FAIR Data Point REST API que permite a realização de processos earmazenamento de metadados FAIR.
3.4.2 Funcionalidade
Uma vez inseridos os dados de configuração, o plugin necessita da entrada das triplas,
que devem ser geradas nos passos anteriores ao uso desse plugin, no PDI. E, então, são
passadas através do fluxo até a entrada do FAIR Data Loader. O processamento do plugin
pode ser separado em:
1. Preparação: A partir desse ponto, as triplas recebidas no fluxo são acumuladas no
buffer e preparadas para a possível carga.
2. Autenticação: Consiste no processo realizado através de uma requisição GET
autenticada com usuário e senha, obtendo um token de autorização e, assim, concedendo
permissão para realizar alterações. Caso não autorizado, um erro é propagado e notificado no
log do PDI.
3. Criação e carga: Uma vez autorizado, o comando POST de requisição da criação do
elemento e carga de dados, é montado e executado, compondo o token de autorização e todo o
conteúdo que irá compor o elemento.
4. Publicação: Em caso de sucesso na carga dos dados, se foi solicitada a ação de
publicação direta, uma nova ação é feita. Um comando PUT é montado com o token de
autenticação e é executado para alterar o estado do elemento criado. É notificado o sucesso ou
falha da publicação. Caso essa ação não tenha sido solicitada, o processo segue para a última
parte.
5. Resultado: Em caso de sucesso, são retornadas as triplas, o endereço do elemento,
bem como a mensagem de sucesso (Resposta 201). Caso contrário, mensagens de erro são
geradas e notificadas pelo log.
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Figura 19 - Fluxograma geral do FAIR Data Loader
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4 EXEMPLOS DE APLICAÇÃO
Durante a pandemia de COVID-19, que teve início no fim de 2019 , e em ocasiões52
anteriores, vimos um gerenciamento e reutilização de dados abaixo do ideal e, além disso, o
acesso a dados de extrema importância sobre epidemias anteriores nem sempre é acessível
para diferentes populações e países afetados. Por exemplo, os dados das últimas epidemias de
Ebola são muito difíceis de encontrar, acessar e, se forem acessíveis, não são interoperáveis,
muito menos reutilizáveis (J. LEGRAND et al., 2006).
Sob a necessidade urgente de tornar esses dados epidemiológicos verdadeiramente
abertos, garantindo que os mesmos estejam de acordo com os princípios FAIR, o projeto
VODAN-BR , em parceria com o Hospital Sírio Libanês , vem utilizando amplamente a53 54
estrutura fornecida pelo ETL4FAIR, com o propósito de normalizar os dados de internações
de pacientes com COVID-19 para os padrões FAIR, seguindo a estrutura do Formulário de
Relato de Casos Clínicos Global de COVID-19 (Case Report Form - CRF) da Organização
Mundial da Saúde , o COVIDCRFRAPID , possibilitando o uso desses dados em futuras55 56
pesquisas. Isso é alcançado pelo processo de triplificação, aplicando o modelo construído, um
recorte no Apêndice E, baseado na ontologia da OMS COVIDCRFRAPID (Apêndice F).
Na primeira parte deste capítulo, uma análise mais aprofundada foi realizada em todos
os dados selecionados. Além disso, também foi feita uma verificação dos resultados,
esclarecendo mais informações sobre as descobertas. Por fim, alguns comentários adicionais
foram expostos.
4.1 ESTRUTURA
Com o propósito de realizar o processo de FAIRificação (adequar os dados com base









Sírio Libanes (HSL), disponibilizando-os no devido formato para que possam ser utilizados
em pesquisas, foi desenvolvido um módulo de transformações ETL no PDI, fazendo uso do
ETL4FAIR, seguindo o modelo de arquitetura do VODAN-BR (figura 8).
Primeiramente, neste processo, tem-se os dados do HSL em um arquivo, no formato
CSV, que são obtidos via portal da FAPESP , por meio de um download manual. Esses dados57
então são inseridos em um Banco de Dados Relacional da engine PostgreSQL, permitindo a
criação de consultas (Queries) avançadas para a devida análise. Esse volume de dados é
separado em três visões distintas, uma com os dados do paciente, outra com os dados do
desfecho da internação e, por fim, uma visão sobre todos os exames realizados. Essas visões
são salvas nas determinadas tabelas:
Quadro 6: Lista de visões por tabelas
Tabela Descrição
tb_paciente
Contém os dados básicos do paciente como seu numéro de
identificação, e, também, os de caráter demográfico como:
ano de nascimento, sexo, cidade, UF, município e CEP
tb_paciente_covid Contém  os dados iniciais dos pacientes internados no HSL,dada a condição de teste positivo de COVID-19
tb_exames Contém os dados dos exames realizados durante a internaçãodo paciente, apresentando valor de resultado e data
tb_desfecho
Contém os dados referentes ao desfecho da internação,
apresentando os dados da conclusão da assistência como a
data, a unidade e como foi o desfecho, se houve alta médica
ou outro
Exercida essa separação, com os dados obtidos e a modelagem construída, é
necessário iniciar o processo de anotação semântica dos dados, a fim de obter os dados no
padrão FAIR, de acordo com o estipulado. Essa transformação, por sua vez, irá realizar a
concretização da modelagem semântica, aplicando os termos da ontologia, descrevendo os
dados com o significado que possuem. Tal processo é realizado com o suporte do ferramental
oferecido pelo PDI com o plugin ETL4FAIR.
57 https://repositoriodatasharingfapesp.uspdigital.usp.br/
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Com isso, foi construído um workflow com o conjunto de processos de tratamentos e
adequação dos dados iniciais para alcançar o estado final planejado. Tal fluxo de dados foi
separado em quatro módulos.
1. Módulo de Controle: define o fluxo geral de transformação dos dados;
2. Módulo de Internação: responsável pela FAIRificação dos dados iniciais de
internação do paciente, como dados pessoais e demográficos;
3. Módulo de Acompanhamento: responsável pela FAIRificação dos dados que são
gerados enquanto o paciente está internado, representando uma visão evolutiva;
4. Módulo de Desfecho: responsável pela FAIRificação dos dados referente a saída do
paciente;
5. Módulo de Metadados: responsável por realizar a adequação e carga dos metadados
pertinentes, segundo modelo, para um FAIR Data Point.
4.2 MÓDULO DE CONTROLE
Figura 20 - Workflow geral de transformação dos dados
Como era necessário controlar todos os outros módulos e seus respectivos fluxos de
dados, assim como consolidar todos os resultados das transformações em um único conjunto
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de dados e, após isso, criar um arquivo único com esse volume e realizar sua carga em um
triplestore ou FAIR Data Point, esse módulo foi criado. Seu maior objetivo é o de servir como
controlador sobre os outros módulos, de modo que é possível desabilitar um componente se
não é desejado sua execução.
4.3 MÓDULO DE INTERNAÇÃO
Figura 21 - Fluxo de dados do Módulo de Internação
O objetivo dessa transformação é adequar a massa de dados referentes a internação do
paciente à ontologia COVIDCRFRAPID , tornando-os FAIR.58
58 https://bioportal.bioontology.org/ontologies/COVIDCRFRAPID
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4.3.1 Dados do Paciente
Ao dar entrada no hospital, o paciente preenche um formulário com seus dados de
admissão, seguindo o padrão estabelecido no CRF (módulo 1 do COVIDCRFRAPID ), o que59
constitui o primeiro grande volume de dados. Essas informações são:
1. Dados demográficos
a. Nome (anonimizado como identificador único de data Instituição, nesse
caso, o Hospital Sírio Libanes substitui os nomes por ID’s)
b. Sexo





2. Dados do Hospital
a. Nome da Unidade Hospitalar
b. Número de registro do paciente no HSL
c. Número de registro da internação
3. Dados laboratoriais
a. Resultados de exames pelo o qual o paciente teve de realizar
O primeiro passo neste módulo é a recuperação dos dados iniciais do paciente, por
meio de uma consulta na tabela tb_paciente_covid, e a criação de URIs para todas as colunas
seguindo o padrão da ontologia, identificando os recursos.
59 https://apps.who.int/iris/bitstream/handle/10665/333229/WHO-2019-nCoV-Clinical_CRF-2020.4-eng.pdf?sequence=1&isAllowed=y
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Figura 22 - Consulta para obter os dados do Paciente no momento da internação
Figura 23 - Gerador de URIs
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Observe que, ao realizar a consulta (figura 21), são obtidos os dados dos atendimentos
e também é verificada a possibilidade de ser um paciente com recidiva, ou seja, um paciente
que já foi internado no passado devido a COVID. Essa verificação acontece através do JOIN
(junção) da tabela tb_paciente_covid com a tb_desfecho, comparando o identificador único do
paciente. É realizado com o propósito de tornar os dados conectados, recuperando, também,
os dados de todas as outras possíveis passagens do paciente ao Hospital. Além disso, no
Gerador de URIs (figura 22), a grande parte das colunas são derivadas para as URIs
correspondentes definidas na ontologia do CRF, com exceção do nome da unidade hospitalar,
nome do país em que o hospital está inserido (recuperado pelo Wikidata - no caso, Brasil) e60
os valores de idade, onde um tratamento é exigido quanto a anonimização desses valores
(mencionado posteriormente).
Após a criação das URIs, é necessário realizar um tratamento no valor das idades de
pacientes, pois como o quantitativo de pessoas acima de 90 anos é muito inferior comparando
com o restante, é preciso tornar esses valores de idade anônimos, adequando-se a Lei Geral de
Proteção de Dados Pessoais (LGPD). Podemos observar esse tratamento sendo realizado na61
figura 23, onde duas verificações são realizadas, uma no step “idade_maior_90”, que valida se
paciente tem idade maior que 90, onde o grupo, por ser pequeno, poderia ferir a
anonimização, generalizando para maiores de 90. E a outra no step “anonym”, que verifica se,
no conjunto de dados original, a idade já veio com valor anonimizado, referentes a casos
requisitados pelo paciente. Após isso, uma função é aplicada para alterar o valor das respostas
referentes a idade, de acordo com o definido pela ontologia de referência. Assim definindo
uma resposta formatada: idade superior a 91 anos, referente aos casos de mais de 90;





Figura 24 - Tratamento de Idade no Fluxo
Com todas as URIs definidas e as idades tratadas, precisamos anotar todos os dados de
acordo com a Ontologia e, finalmente, triplificar os mesmos. Gerando o objeto final, ou seja,
todos os dados no modelo FAIR, corretamente triplificados, seguindo a representação correta.
Ademais, os conjuntos resultados das triplas são unidos em uma única massa de dados e
salvos no buffer, isto é, no espaço de memória dedicado do PDI, para serem retornados pelo
Módulo de Controle e utilizados para o processo de carga final no triplestore.
Figura 25 - Anotação e triplificação dos dados
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4.3.2 DADOS REGIONAIS DO PACIENTE
Além da idade, outro dado importante modelado é quanto a localização geográfica de
domicílio do paciente. Tal parte pode ser vista na figura a seguir (figura 25).
Figura 26 - Tratamento do Local no Fluxo
De acordo com a modelagem feita, um paciente possui dados de país, cidade e estado.
Contudo, esses podem variar, havendo países diferentes do Brasil, ou casos de anonimização:
Quadro 7: Atributos regionais do paciente
Atributo Valor
Country BR / Estrangeiro
State CD_UF / AnonimizaçãoExigida
City Anonimização Exigida
Esses atributos assumem valores dependendo da situação. Os pacientes brasileiros
recebem o registro do valor BR, para o atributo Country, mas os de nacionalidade diferente
são registrados como Estrangeiros. Para os atributos estado e cidade, os pacientes em que não
foi exigida a anonimização têm anotado o nome da UF e Cidade, caso contrário é deixado que
o dado foi omitido devido à anonimização.
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4.3.3 DADOS DE EXAMES
Figura 27 - Tratamento sobre os dados de Exames do Paciente
O último grupo de dados pertinentes à avaliação do paciente em seu momento de
internação é, justamente, a coleção referente a suas informações de exames. Seguindo o
padrão definido pelo CRF, tem-se uma série de exames, conforme figura 27.
Figura 28 - Lista de Exames aceitos e criação das URIs de Exames
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Para recuperar esses dados e utilizá-los no fluxo, uma consulta é realizada na tabela
tb_exames_realizados (número 1 da figura 26), cruzando esses com a tb_paciente_covid, para
garantir que está se conectando corretamente Exames a Pacientes.
Figura 29 - Consulta para obter os dados de Exames no momento de internação
Com os dados, é realizada a criação das URIs correspondentes a todos os campos da
consulta (número 2 da figura 26 e figura 27), assim como a URI que identifica tanto esse
conjunto de exames a um atendimento quanto o próprio laboratório (número 4 da figura 26 e
figura 29).
Figura 30 - Criação de URIs sobre Exame e Laboratório
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Por fim, todos os dados são anotados (números 5 e 7 da figura 26) e triplificados
(números 6 e 8 da figura 26) de acordo com a ontologia definida e salvos no buffer do PDI
(número 9 da figura 26) para retorno no módulo de controle.
4.4 MÓDULO DE ACOMPANHAMENTO
Figura 31 - Fluxo de dados do Módulo de Acompanhamento
Nesta etapa, o objetivo é anotar e triplificar os dados que são gerados ao longo da
permanência do paciente no hospital e não os referentes a sua chegada. Isto significa que todo
o fluxo de transformação trabalha sobre os dados de acompanhamento por exames do
paciente. Dessa forma, aplicando a modelagem da ontologia. A associação se dá por termos
que descrevem os exames e os resultados numéricos ou descritos como termo também
definido.
A recuperação desse conjunto de dados é através de uma consulta (número 1 da figura
30 e figura 31) nas tabelas tb_desfecho, tb_exames e tb_paciente_covid. Essa consulta é
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diferente das outras, sendo a mais complexa, pois deve-se conectar os dados de Exames a
Pacientes corretamente, garantindo que o seu retorno é somente de dados que foram gerados
para aquela internação durante o seu período de vigência, ou seja, logo após a entrada no
hospital e imediatamente anterior ao desfecho. Como retorno, tem-se algo muito semelhante
ao da figura 26, estruturalmente falando, já que as colunas continuam as mesmas. A diferença
será no processo de geração de URIs e anotações desses dados.
Figura 32 - Consulta para obter dados de Acompanhamento do paciente
Como esses dados são de evolução do paciente, sua anotação, seguindo o padrão
estabelecido na ontologia, é diferente, porém, as informações apresentadas são essencialmente
as mesmas, um novo mapeamento é necessário. Visto que é preciso, no grupo de dados
triplificados ao fim, ter a capacidade de diferenciação de um termo da ontologia para o de
uma instância. Para isso, as URIs são diferentes, onde é inserido um caractere “_” ao fim das
URIs de cada exame (número 2 da figura 30 e figura 32). Além disso, a URI receberá a
identificação do atendimento e data, diferenciando os exames.
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Figura 33 - Criação das URIs de Exames de Acompanhamento
De posse das URIs de cada exame específico, é necessário criar as URIs desse
conjunto de exames, do laboratório e do módulo em si, para anotar corretamente todos os
dados (número 3 da figura 30 e figura 33). Essas URIs são diferentes, pois possuem o termo
FollowUP ao fim do agrupamento dos resultados laboratoriais, garantindo a diferenciação de
um dado evolutivo a um de admissão.
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Figura 34 - Criação das URIs do conjunto de exames, laboratório e módulo
Após a criação das URIs, esses dados são anotados (números 5, 7 e 8 da figura 30),
triplificados (números 6 e 9 da figura 30) e, ao fim, uma massa é gerada com essas
informações e salva no buffer do PDI para recuperação no módulo de controle (número 10 da
figura 30).
4.5 MÓDULO DE DESFECHO
Figura 35 - Fluxo de dados do Módulo de Desfecho
Responsável por anotar e triplificar os dados referentes ao desfecho da internação, ou
seja, do encerramento do acompanhamento do paciente. Se um paciente possui desfecho
registrado, seus exames de COVID e HIV são processados. As informações do tipo de
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desfecho como: melhor, óbito, e etc. são mapeadas com os termos no outcome_question
(número 7 da figura 37). Outro dado é sobre a situação do paciente, baseado no desfecho, que
é definida com termos do vocabulário controlado, referindo à parte ability_self_care (número
5 da figura 37).
A fim de obter o volume de dados referente ao desfecho de cada paciente para uso no
fluxo de transformações, é realizada uma consulta nas tabelas tb_desfecho, tb_exames e
tb_paciente_covid. De modo que as informações de desfecho de cada paciente bem como seu
acompanhamento, se houve algum, e seus dados (figura 35).
Figura 36 - Consulta para obter os dados de Desfecho dos pacientes
Em seguida, o fluxo é separado em duas partes, uma que vai ficar responsável por
anotar e triplificar os resultados de desfechos (figura 37) e a outra por realizar o mesmo
processo só que sobre os dados dos exames de COVID e HIV (figura 38).
Observe que, na figura 37, uma parte do fluxo já segue para anotação (número 2 e 3),
triplificação (número 4 e 11) e salvamento no buffer (número 12), que é sobre a data de
desfecho do paciente e resultados de Patógenos. Ainda acerca dessa parte do fluxo, ocorre a
anotação e triplificação das informações de qual foi o desfecho (número 7 e 10 da figura 37),
a situação do paciente (número 5 e 8 da figura 37) e, por mim, da própria hospitalização
(número 6 e 9 da figura 37).
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Figura 37 - Parte do Módulo responsável pela anotação e triplificação dos dados de Desfecho
Não obstante, na figura 38, é exibido a segunda parte dessa transformação, onde o
foco é sobre a avaliação final da presença ou não de evidência sorológica de infecção causada
pelo vírus da COVID-19 ou HIV. Novamente, o foco é em gerar as URIs correspondentes,
mapeando os termos segundo a definição do vocabulário definido, anotando e triplificando
esses dados.
Note que, uma série de verificações são realizadas logo ao início do processo de
transformação (números 1, 2, 9 e 11 da figura 38). Onde, as primeiras (números 1 e 9 da
figura 38), são para validar a existência ou não de dados dos exames de COVID-19 ou HIV
no prontuário do paciente. Uma observação importante é que, como o objeto maior do estudo
foi auxiliar na pandemia de COVID-19, a existência de exames de COVID já torna
desnecessário a verificação da existência de exames sobre HIV, pois é considerado uma
internação causada diretamente por possível infecção de COVID-19. Posteriormente,
detectado a presença de dados sobre um dos exames, é verificado seu resultado, se é positivo
ou negativo (números 2 e 11 da figura 38) e as URIs desse resultado são geradas (números 3,
4, 5, 10, 12 e 13 da figura 39), bem como suas respectivas anotações (números 7, 8 e 15 da
figura 38) e a triplificação final de todo esse conjunto de dados (número 16 da figura 38).
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Figura 38 - Parte do Módulo responsável pela anotação e triplificação dos dados de Exames
Ao fim da execução de todos os módulos, o buffer do PDI contém todos os dados já no
modelo correto para seu uso no VODAN-BR, ou seja, os dados já foram tratados e
triplificados, com sua semântica completamente anotada segundo os padrões estipulados pela
ontologia do CRF, gerando, assim, a proveniência desse processo. Nesse sentido, o Módulo de
Controle realiza a união dos três conjuntos de dados resultantes de cada um dos Módulos de
Dados (números 4 e 5 da figura 18), bem como a criação de um arquivo com todas as triplas
no formato .n3 (para uso posterior - número 6 da figura 19) e a carga desses dados em um
triplestore, nesse caso, o GraphBD (número 7 da figura 19).
Na carga, passamos as configurações de URL do triplestore, se vamos utilizar um
repositório existente ou não, assim como o nome do repositório, o formato do arquivo, seu
caminho - nesse caso recuperado do passo anterior - e o nome do grafo que queremos
armazenar os dados para exploração no triplestore, conforme imagem 39. Definido os
parâmetros, o plugin estabelece conexão com o triplestore, cria o novo repositório (se for
definido nos parâmetros), cria o grafo nomeado e realizada a carga, vide figuras 40 e 41.
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Figura 39 - Configuração do Load Triple File
Figura 40 - Grafo criado no GraphDB
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Figura 41 - Visualização dos dados inseridos no GraphDB
Em função disso, é finalizado todo o trabalho de FAIRificação com os dados
epidemiológicos de COVID-19 sobre registros e acompanhamento de internações de paciente
no HSL, seguindo a estrutura definida no Formulário de Relato de Casos Clínicos Global de
COVID-19 e possibilitando o uso desses dados em diversas futuras pesquisas.
4.6 MÓDULO DE METADADOS
Uma vez transformados os dados, esses possuem uma camada de anotação e descrição
referente à semântica aplicada. Contudo, há de se destacar a necessidade e existência de mais
informações dessa natureza descritiva.
O próprio processo no qual os dados são submetidos acaba gerando um grupo de
metadados descritivos. Esses, apresentam uma grande importância no quesito de identificação
da forma em que os dados foram gerados, bem como sua origem. Esse ponto traz, de uma
forma básica, o conceito de proveniência, agregando dados que possam descrever o caminho
desse conjunto.
Ressalta-se que, nos princípios FAIR, a descrição de como são os dados, bem como do
próprio dataset que os comporta, é essencial para o reuso em novos contextos e aplicações.
Esse conjunto de descrições define os metadados. Esses, tal como os dados, devem ser
apresentados por meio de uma anotação semântica e em formato de triplas. Para proporcionar
gerência e administração desse novo conjunto de descritores de dados, o FAIR Data Point
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disponibiliza uma estrutura de anotação básica para os elementos a serem armazenados em
seu repositório, contemplando Catalog, Dataset e Distribution.
Assim, visando cumprir essa necessidade, o conjunto de transformações traz mais uma
parte, agora, voltada para esse esforço de coleta e adequação dos metadados para serem
propriamente submetidos ao FAIR Data Point, com o auxílio do ETL4FAIR.
A fim de realizar os testes, no primeiro momento, é definido um conjunto mínimo de
metadados a serem utilizados, com base no processo de ETL. Esses são:
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Uma vez feito o levantamento dos dados requisitados, esses são organizados em
arquivos CSV, sendo um arquivo com o conteúdo de Catalog (Apêndice A), de Dataset
(Apêndice B) e de Distribution (Apêndice C).
De forma similar ao tratamento dos dados, os metadados organizados são adequados
ao formato de triplas. Após a transformação, devem ser armazenados de forma apropriada, ou
seja, publicados no FAIR Data Point. A fim de alcançar esse objetivo, o último módulo, o
Módulo de Metadados, é construído e inserido (número 8 figura 20) no processo da
transformação geral. A figura 42 apresenta a estruturação desse Módulo:
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Figura 42 - Processamento total dos metadados
Na primeira parte, na figura 43, são obtidos os metadados preenchidos referentes ao
Catalog. Esses são separados em dados literais e não literais para devido processamento pelo
“DadosLiteraisCatálogo” do tipo Data Property Mapping, sendo os outros pelo
“DadosNãoLiteraisCatálogo” do tipo Object Property Mapping. Em seguida, são serializados
em triplas pelo NTriple Generator obtendo essas formatadas em NTriple. Por fim, o conteúdo
serializado é carregado no FAIR Data Point através do plugin FAIR Data Loader, configurado
como na figura 47. Destaca-se a possibilidade de o elemento já ser publicado. Como
resultado, o plugin retorna a tripla que referencia o elemento criado a fim de atrelar
subcomponentes em seguida. Essa última condição é realizada através do “PartOfCatalog” do
tipo Object Property Mapping.
Figura 43 - Processamento dos metadados do Catalog
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Figura 44 - Configuração da carga e geração do Catalog
Em seguida, como pode ser visto na figura 45, os dados referentes ao Dataset passam
pelo mesmo processo. São obtidos, condicionados em triplas e serializados em NTriple. Um
ponto de diferença é a tripla do elemento superior, o Catálogo, essa é adicionada às demais
condicionadas e todas são carregadas no FAIR Data Point, configurado segundo a figura 46.
Figura 45 - Processamento dos metadados do Dataset
Figura 46 - Configuração da carga e geração do Dataset
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Por fim, de forma similar, os dados que descrevem o Distribution, passam pelo mesmo
processo (figura 47 e 48). Um último dado, contudo, é obtido através do sistema do PDI,
através do registro de log armazenado em um banco de dados local. O dado obtido é da data
final da transformação, definindo a propriedade issued nos metadados referentes ao conjunto
de dados gerados no processo total descrito. Ainda mais, o endereço de referência do banco de
triplas onde os dados foram carregados também é adicionado ao conjunto de metadados,a fim
de propiciar futuro uso e recuperação do armazenado.
Figura 47 - Processamento dos metadados de Distribution
Figura 48 - Configuração da carga e geração de Distribution
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Figura 49 - Configuração da carga e geração de Distribution
Figura 50 - Preview do FAIR Data Retriever recuperando o elemento Distribution gerado
Após carga dos metadados no FAIR Data Point, esses estão disponíveis para
recuperação e consulta. Uma das formas de se averiguar a carga é pela recuperação, através
do plugin Fair Data Retriever (figura 49), obtendo os dados gerados do FAIR Data Point, por
meio da URL contida na variável de ambiente varGen. O preview de extração pode ser visto
na figura 50. Outra forma de acesso é pelo client do FAIR Data Point, pode ser visualizada a
seguir, o repositório (figura 51), o Catalog(figura 52), Dataset (figura 53) e
Distribution(figura 54).
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Figura 51 - Visualização dos metadados do repositório FAIR Data Point
Figura 52 - Visualização dos metadados de Catalog
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Figura 53 - Visualização dos metadados de Dataset
Figura 54 - Visualização dos metadados de Distribution
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4.7 CONSIDERAÇÕES FINAIS
Ao longo de todo o experimento surgiram novas informações e definições de padrões,
o que auxiliou no processo de criação das transformações. Também foi possível entender
como os metadados são mapeados dentro dos recursos e FAIR Data Points e o quão completos
eles eram. Além disso, muito se descobriu sobre a ontologia definida pelo CRF e processos
epidemiológicos seguidos no mundo todo.
Essas experimentações mostram que o ETL4FAIR é uma ferramenta extremamente
adequada para trabalhar no ciclo de vida de FAIR, bem como auxiliar na arquitetura definida
pelo VODAN-BR e que o uso do PDI auxilia demasiadamente em todo o processo, visto que
ele oferece um ecossistema rico de ferramentas e funcionalidades. Fica evidente, portanto, a
necessidade de se investir na expansão de tal ferramenta.
A jornada de mil passos começa com o primeiro.
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5 CONCLUSÃO
O principal propósito deste trabalho foi o de expor a necessidade de um ferramental
robusto e agregado para auxiliar no ciclo de vida de dados FAIR, visto sua importância.
Servindo como motivador para a integração inicial do processo de FAIRificação com o
ETL4LOD+ e estender suas funcionalidades para incluir a carga de triplas em triplestores,
assim como a capacidade de criar catálogos, datasets ou distribuições e carregar metadados
em um FAIR Data Point. Além disso, também focou em levantar todos os pontos de melhoria
do já existente ETL4LOD+ e implementar alguns, vide todas as atualizações realizadas.
A parte inicial do trabalho foi de estudar a ferramenta proposta pelo ETL4LOD+ e
encontrar os ajustes que necessitavam ser realizados, com o objetivo de ter em mãos um
ambiente de desenvolvimento mais estável e corretamente atualizado.
Ao fim, após o processo de normalização do ambiente e atualização da documentação
e dependências, o trabalho foi focado inteiramente em criar processos que auxiliem o ciclo de
vida FAIR, no caso, a carga correta do dado triplificado em um triplestore e a carga e
recuperação de metadados de um FAIR Data Point. Criando assim três novos plugins e
consolidando a solução como ETL4FAIR.
Em suma, o ETL4FAIR serve como instigador para o auxílio de todas as atividades
necessárias ao se trabalhar com um dado FAIR. Oferecendo suporte como um único
instrumento consolidado que atua de ponta a ponta neste processo, tornando desnecessário o
uso de diversas aplicações que cobrem certos caminhos da jornada de um dado FAIR.
Ademais, beneficia os futuros projetos que irão utilizá-los, já que ele é o ponto de partida
para todos os futuros esforços e desenvolvimentos possíveis de novas integrações.
5.1 DIFICULDADES ENCONTRADAS
5.1.1 DEFINIÇÃO DO ESCOPO
A primeira dificuldade encontrada foi em fechar qual o objetivo do trabalho e o
desenvolvimento correto a ser realizado, visto todos os pontos de melhoria encontrados no
ETL4LOD+. No começo, o foco do trabalho seria direcionado em resolver os problemas de
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integração do ETL4LOD+, corrigir a sua deficiência no suporte a publicação de um dado
LOD em seu devido repositório e realizar uma primeira conexão, bem leve, ao FAIR Data
Point.
Contudo, visto o agravamento da pandemia e a evolução dos estudos do VODAN-BR,
tornou-se muito mais necessário um trabalho em que o foco seria totalmente sobre o processo
de tornar FAIR esses dados epidemiológicos, auxiliando as pesquisas e garantindo a correta
criação de uma rede federada.
Levando-se em consideração esses aspectos, o propósito deste trabalho deixou de ser o
de melhorar a integração do ETL4LOD+ no processo de LOD para o de levantar a
necessidade de um conjunto único de ferramentas que deem suporte a FAIR e realizar os
desenvolvimentos nesse sentido.
5.1.2 TECNOLOGIA
Definido o que deveria ser desenvolvido, a tecnologia também deveria ser escolhida e,
como algum esforço já tinha sido realizado sobre o ETL4LOD+, ele e todo o ecossistema
fornecido pelo Pentaho acabou se mostrando a escolha natural para servir como base do
projeto.
O maior problema em todo esse processo foi o de descobrir os passos necessários para
a implementação dos plugins na já existente estrutura do ETL4LOD+ e sua compatibilidade
com o Pentaho, visto que a documentação existente para criação de plugins customizados no
PDI é bem escassa e os exemplos disponíveis são muito simples e ensinam praticamente62
nada para o caso de uma implementação mais rebuscada e complexa, tanto na parte gráfica
quanto na parte de processamento, que é o caso do ETL4FAIR. E, além da escassez na
documentação do PDI, a documentação do ETL4LOD+ era igualmente carente, não tendo
nenhum exemplo dos plugins já existentes ou descrição de como funcionavam.
Tendo em vista os aspectos observados, a melhor maneira de prosseguir no
desenvolvimento foi, primeiro, realizar um extenso processo de engenharia reversa sobre o63
código existente, com muita leitura e experimentações. Simulando e avançando por meio de





Por último, o aspecto mais desafiador foi o de testar os plugins. Primeiramente, para
realmente testar qualquer modificação no código dos plugins, era necessário construir uma
nova versão, compilando todo o pacote de plugins, e então rodar o Spoon (interface gráfica do
PDI) para validação do que foi feito e batimento de logs e possíveis erros, o que ocorria com
certa frequência, visto que a falta de documentação orientou boa parte do processo por
tentativa e erro. Tornando-se um grande obstáculo no desenvolvimento, não somente pela
complexidade mas, principalmente, pela elevada regularidade.
De mesmo modo, além da dificuldade acarretada pela necessidade de uma compilação
completa a mínima mudança no código, outro ponto de grande impacto foi o fato de os
plugins desenvolvidos precisarem de uma integração com outras ferramentas além do PDI.
Pois, o Load Triple File tem o propósito de inserir arquivos triplificados em um banco de
dados de triplas, logo, é necessário integração com triplestore, no caso, o GraphDB. E o FAIR
Data Retriever e FAIR Data Loader com o objetivo de recuperar e inserir metadados em um
FAIR Data Point. Portanto, a toda modificação, era necessário carregar outros ambientes e,
em certos casos, a demanda de configurações repetitivas nessas outras ferramentas, até que o
processo fosse completamente adequado.
5.2 TRABALHOS FUTUROS
Todos os plugins desenvolvidos visam oferecer suporte a obtenção dos dados,
tratamento e triplificação, permitindo a anotação semântica e distribuição em um triplestore.
Assim como a recuperação, triplificação e exposição dos metadados, gerando a proveniência e
permitindo a reprodutibilidade desse conjunto de dados e metadados. Onde cada plugin possui
o seu propósito e funcionalidade única, de modo que funcionam independentemente um do
outro e auxiliam o processo FAIR. Com isso, certas limitações conhecidas podem ser
resolvidas em trabalhos futuros.
87
5.2.1 Conectividade com um administrador de Esquemas de Metadados
Não obstante, é de grande importância a integração do conjunto de ferramentas
existente com sistemas administradores de esquemas de metadados, que são capazes de
definir e padronizar o processo de criação e uso de templates sobre conjuntos de metadados, a
fim de garantir a melhor gerência do processo de dados FAIR e aumentar a reprodutibilidade
científica, enriquecendo toda a Ciência Aberta. Por consequência, a integração do ETL4FAIR
ao CEDAR, um gerenciador de metadados focado em dados biomédicos e utilizados no
VODAN-BR, é um trabalho que precisa ser realizado, possibilitando a recuperação da
estrutura dos metadados para manipulação e tratamentos dentro do PDI.
5.2.2 Conectividade com um centralizador de dados de pesquisas
Outro ponto a ser explorado é a capacidade de comunicação do ETL4FAIR com o
Dataverse, uma aplicação Web, open-source, que procura compartilhar, preservar, citar,
explorar e analisar dados e metadados de pesquisas científicas. Facilitando a disponibilização
dos mesmos para outros núcleos e permitindo a réplica de trabalhos já desenvolvidos com
exímia facilidade. Permitindo que pesquisadores, periódicos, autores de dados e metadados,
editores, distribuidores de dados e metadados, assim como instituições afiliadas recebam o
devido crédito acadêmico e visibilidade na Web. Aumentando, assim, as chances do
estabelecimento de uma rede completamente integrada e intrínseca a suas definições.
5.2.3 Manutenção
Por fim, mas igualmente importante, como o software é o estado inicial de auxílio aos
pontos levantados ao longo do trabalho, algumas atualizações serão necessárias com o passar
do tempo, seja para corrigir alguns bugs quanto a evoluções tecnológicas de versões em suas
dependências, atualizar a documentação, melhorar o desempenho ou para refatorar os plugins
conforme as mudanças nas definições arquiteturais e de escopo do FAIR ou do VODAN-BR.
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Por se tratar de um trabalho extenso, o software é de livre uso e está disponível no GitHub ,64
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APÊNDICE D – TRECHO DE CÓDIGO DE CARGA DO LOAD TRIPLE FILE
public static void uploadFile(RepositoryConnection repoConnection, File file_Path, IRI context, String
inputFileFormat){
// Base URI





repoConnection.add(file_Path, baseURI, RDFFormat.TURTLE, context);
} catch (IOException e) {
System.out.println("\\n");




// Arquivos .rdf, .rdfs, .owl, .xml
case "RDFXML":
try {
repoConnection.add(file_Path, baseURI, RDFFormat.RDFXML, context);
} catch (IOException e) {
System.out.println("\\n");





APÊNDICE E – CÓDIGO DE RECUPERAÇÂO DO FAIR DATA RETRIEVER
private BufferedReader ProcessaGET(String uri){
BufferedReader bReader = null;
try {
HttpClient client = HttpClientBuilder.create().build();
HttpGet getRequest = new HttpGet(uri);
// Header do request, definindo a captura
getRequest.addHeader("accept", "text/n3");//Captura NTriple
// Executa e obtém resposta
HttpResponse response = client.execute(getRequest);
//Obtém a resposta para um leitor
bReader = new BufferedReader(new
InputStreamReader((response.getEntity().getContent())));
System.out.println("============Output:============");
}catch (ClientProtocolException e) {
e.printStackTrace();






APÊNDICE F – CÓDIGO DE CARGA DO FAIR DATA LOADER
private String gravaDados(String fdpURL, String content, String type, String user, String pass) throws
IOException {//requisita autenticação por meio da função com esse fim e constroi POST para carga de
dados
HttpClient client3 = HttpClientBuilder.create().build();








String generatedElement = "";
HttpPost postRequest = new HttpPost(fdpURL+"/"+type);//Tipo de POST no FAIR Data Point
catalog, dataset ou distribution







// Monta e executa request
HttpResponse response = client3.execute(postRequest);




bReader = new BufferedReader(new InputStreamReader((response.getEntity().getContent())));
while ((output = bReader.readLine()) != null) {
outputTot += output;
}




bReader = new BufferedReader(new
InputStreamReader((response.getEntity().getContent())));
System.out.println("Bad requestion. Parser failure or missing a FAIR
metadata triple"+outputTot);
logBasic("Resposta 400:Bad request. Falha no parser ou metadados
FAIR faltando"+outputTot);
















ANEXO A – FAIR DATA POINT METADATA LAYER
Ontology Term name Datatype Required/Optional Description
RDF rdf:type IRI Required Required to be oftype r3d:Repository





































fdp:metadataIssued DateTime Required Created date of themetadata entry
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fdp:metadataModified DateTime Required
Last modified date of
the metadata entry




RE3Data r3d:institution IRI Optional
r3d:startDate DateTime Optional






r3d:dataCatalog IRI Required List of catalogmetadata URLs
r3d:country IRI Optional
r3d:repositoryIdentifier IRI Required Identifier of therepository.
Fonte: FAIR Data Team, 2018
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ANEXO B – CATALOG METADATA LAYER
Ontology Term name Datatype Required/Optional Description
RDF rdf:type IRI Required Required to be oftype dcat:Catalog
DC terms dct:title String Required Name of the catalogwith the language tag









































Created date of the
metadata entry
fdp:metadataModified DateTime Required
Last modified date of
the metadata entry
RDF Schema rdfs:label String Optional Name of the catalogwith the language tag
FOAF foaf:homepage IRI Optional




Fonte: FAIR Data Team, 2018
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ANEXO C – DATASET METADATA LAYER
Ontology Term name Datatype Required/Optional Description
RDF rdf:type IRI Required Required to be of typedcat:Dataset
DC terms dct:title String Required
Name of the dataset












Created data of the
dataset entry
dct:modified DateTime Optional

























Created date of the
metadata entry
fdp:metadataModified DateTime Required
Last modified date of
the metadata entry




DCAT dcat:distribution IRI Required List of distributionURLs
dcat:theme IRI Required





the dataset with the
language tag
dcat:landingPage IRI Optional Home page of thedataset
Fonte: FAIR Data Team, 2018
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ANEXO D – DISTRIBUTION METADATA LAYER
Ontology Term name Datatype Required/Optional Description
RDF rdf:type IRI Required Required to be of typedcat:Distribution


































Created date of the
metadata entry
fdp:metadataModified DateTime Required
Last modified date of
the metadata entry
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DCAT dcat:accessURL IRI Required(ordcat:downloadURL)
A landing page, feed,
SPARQL endpoint or
other type of resource
that gives access to
the distribution of the
dataset
dcat:downloadURL IRI Required(ordacat:accessURL)
A file that contains
the distribution of the
dataset in a given
format
dcat:mediaType String Required The media type of thedistribution
dcat:format String Optional
dcat:byteSize Decimal Optional
Fonte: FAIR Data Team, 2018
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ANEXO E – RECORTE DA MODELAGEM DO MÒDULO 3
Fonte: OLIVEIRA, Natália et al, MTSR 2021
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ANEXO F – CRF
Ontologia:
https://drive.google.com/file/d/1RvTHFD7D-6EXRkSUpMDwkmjfQrAX9LcZ/view?usp=sh
aring
Formulário:
https://drive.google.com/file/d/12aTWofy9_sDxLGK3SALpz7hy74Q-zaGK/view?usp=sharin
g
