Abstract. We de ne the inverse operation for disjunctive completion, introducing the notion of least disjunctive basis for an abstract domain D: this is the most abstract domain inducing the same disjunctive completion as D. We show that the least disjunctive basis exists in most cases, and study its properties in relation with reduced product of abstract interpretations. The resulting framework is powerful enough to be applied to arbitrary abstract domains for analysis, providing advanced algebraic methods for domain manipulation and optimization. These notions are applied to abstract domains for analysis of functional and logic programming languages.
Introduction
It is widely acknowledged that most program properties need relational abstract domains to be attacked by abstract interpretation ( 18, 24] ). The Cousot and Cousot functional combination by reduced power ( 8] ), and Nielson's tensor product ( 25] ) were the rst systematic methods to induce relational analyses by combining abstract domains. Cousot and Cousot showed in 9] that a relational analysis can be induced by combining reduced product (denoted u) and disjunctive completion (denoted 0) of abstract domains. If D 1 and D 2 are abstract domains, a corresponding domain for relational analysis can always be de ned as 0(D 1 u D 2 ). In this construction, reduced product is attribute independent (viz. the information obtainable from the combination of analyses is essentially the same as the one obtainable by performing the analyses separately), while disjunctive completion introduces relational information by exploiting sets of attribute independent abstract properties. Disjunctive completion is therefore fundamental to implement relational analyses.
Disjunctive completion was originally introduced to exploit disjunctive program properties, notably to prove that merge-over-all-paths (MOP) data-ow analysis can be always expressed in xpoint form ( 8] ). This notion was also considered in Nielson's approach to abstract interpretation using domain theory ( 24] ), and applied in data-ow analysis of functional and logic languages, e.g., to express disjunctive information in Jensen's strictness logic ( 17] ), in Cousot and Cousot comportment analysis ( 10] ), and in analysis of ground-dependencies ( 12] ).
A natural question is: can we invert a process of \domain re nement"? Namely, can we reconstruct the \least basis" which induces a given domain by composition or completion? Recently, 5] attacked the problem of inverting reduced product, introducing the notion of complementation in abstract interpretation. Complementation provides an important tool for abstract domain decomposition into attribute independent factors. In this paper, we consider the inverse for the remaining fundamental operation of disjunctive completion, denoted . We introduce the notion of least disjunctive basis for an abstract domain, and study its properties in relation with reduced product. The interest in this operation is twofold: (1) theoretically, least disjunctive bases contain the least amount of information which characterizes a given disjunctive property; and (2) practically, least disjunctive bases are minimal (viz. non-redundant), providing useful space saving techniques to implement disjunctive completions and relational analyses. In particular, the disjunctive completion of the least disjunctive basis involves the least number of reduction tests in domain implementation (e.g. by powerset construction), as most redundant information has been removed from the source. This operation can be combined with complementation, in order to characterize optimal (viz. most abstract) decompositions for complex relational abstract domains. The resulting framework is powerful enough to be applied to arbitrary abstract domains for analysis, providing advanced algebraic methods for domain manipulation and optimization.
The main achievements of the paper can be summarized as follows. Under weak hypotheses, an abstract domain D can be associated with a unique least disjunctive basis, which is the most abstract domain inducing the same disjunctive completion as D.
Least disjunctive bases distribute compositionally with respect to the reduced product, and enjoy remarkable algebraic properties. We apply the above results to domains for analysis of functional and logic programming languages. In particular, we show that: The Cousot and Cousot lattice of basic comportments ( 10] ) is not the least disjunctive basis of the lattice for disjunctive comportment analysis ( 10] ). The Marriott and S ndergaard domain Def ( 19] ) is the least disjunctive basis inducing the domain for disjunctive ground-dependency analysis of logic programs. This shows that Def , which is strictly less expensive than Pos ( 6, 19] ), always induces the same disjunctive ground-dependency analysis, i.e., (Pos) = Def . Throughout the paper, we assume familiarity with lattice theory (e.g. see 3, 14] ), in particular closure operators (see 20, 28] ), and abstract interpretation ( 7, 8] ).
Abstract Interpretation and Closure Operators
The standard Cousot and Cousot theory of abstract interpretation is based on the notion of Galois connection ( 7, 8] ). In this section, we brie y introduce some notation and recall some well known notions. Each closure operator is uniquely determined by the set of its xpoints, which is its image (L). A set X L is the set of xpoints of a closure operator i X is a The lattice of abstract interpretations. A key point in Cousot and Cousot abstract interpretation theory is the equivalence between the Galois insertion and closure operator approach to the design of abstract domains. Actually, an abstract domain is just a \computer representation" of its logical meaning, namely its image in the concrete domain. In fact, using a di erent but lattice-theoretic isomorphic domain changes nothing in the abstract reasoning. The logical meaning of an abstract domain is exactly captured by the associated closure operator on the concrete domain. More formally, on one hand, if ( ; D; C ; ) is a G.i. then the closure associated with D is the operator D = on C . On the other hand, if is a closure on C and : (C) ! D is an isomorphism of complete lattices (with inverse ?1 ) then ( ?1 ; D; C ; ) is a G.i.. The complete lattice of all abstract interpretations (identi ed up to isomorphism) of a domain C is therefore isomorphic to uco(C ). By the above equivalence, it is not restrictive to use the closure operator approach to reason about abstract properties up to isomorphic representations of abstract domains. Thus, in the rest of the paper, we will feel free to use most of the times this approach, and whenever we will say that D is an abstraction of C , we will mean that D is isomorphic to D (C) (denoted by D = D (C)), for some closure D 2 uco(C ).
In this approach, the order relation on uco(C ) corresponds to the order by means of which abstract domains are compared with regard to their precision. More formally, if i 2 uco(C ) and D i = i (C) (i = 1; 2), D 1 is more precise than D 2 i 1 v 2 (i.e. 2 (C) 1 (C)). Therefore, to compare domains with regard to their precision, we will only speak about abstractions between them, and use v to relate both closure operators and domains (< denotes strict ordering). Further, we will often use the equality symbol = instead of =. In view of this equivalence, the lub and glb on uco(C ) get a clear meaning. Suppose f i g i2I uco(C ) and D i = i (C) for each i 2 I . Any domain D isomorphic to the lub (t i2I i )(C) is the most concrete among the domains which are abstractions of all the D i 's. The interpretation of the glb operation on uco(C ) is twofold. Firstly, any domain D isomorphic to the glb (u i2I i )(C) is (isomorphic to) the well known reduced product ( 8] ) of all the domains D i . Also, the glb D, and hence the reduced product, is the most abstract among the domains (abstracting C ) which are more concrete than every D i . Thus, we will denote the reduced product of abstract domains by the glb symbol u. Complementation in abstract interpretation. Complementation Proposition 3.3 0 C 2 lco(uco(C )).
The meaning of the above proposition is clear: the disjunctive completion is a domain re nement (viz., a monotonic and reductive mapping in uco(C )). Moreover, no re nement can be obtained by disjunctive completion of a domain which is already disjunctively completed (viz., 0 C is idempotent). Being a lower closure operator, 0 C is uniquely determined by its set of xpoints, namely its image 0 C (uco(C)) = f 2 uco(C ) j is additiveg, which is precisely the set of all disjunctive abstract interpretations of C . The following result is an immediate consequence of Proposition 3.3, and characterizes the compositionality of the disjunctive completion with respect to the reduced product of abstract domains. In the following, we positively answer the question above. Firstly, we need two preliminary de nitions formally stating by closure operators this question.
De nition 4.1 Given a complete lattice C , 2 uco(C ) is disjunctively optimizable if 0 C (tf 2 uco(C ) j 0 C ( ) = 0 C ( )g) = 0 C ( ). It is important to note that most of the abstract domains used as basis of a static analysis are nite, and hence, by the above result, disjunctively optimizable. For functional languages, these comprise the abstract domains for standard strictness analysis ( 4, 21, 22] ), and for its generalization of comportment analysis ( 10] ). For logic languages, ground-dependency analysis, supposedly the most known analysis, involves traditionally nite abstract domains ( 1, 6, 16, 19] ); in Section 7, we will determine the least disjunctive basis for one of these abstract domains.
Next theorem provides a condition on the concrete domain in order that every of its abstractions is disjunctively optimizable. The class of (dual-)algebraic lattices is well known from denotational semantics. It is worth noting that this class is wide enough for practical purposes: in fact, any well-founded domain, i.e. any lattice satisfying the descending chain condition, is dual-algebraic, as well as any collecting domain, i.e. any powerset }(X ), for some set X , ordered with the subset or supset relation. The latter case includes the standard concrete domains for collecting semantics in functional and logic programming (e.g. 2, 23] 
we should obtain the contradiction L fh1; nig n2IN f?g.
If we consider the lattice L ! depicted above, and obtained from L by adding the element h0; !i, it is possible to check that L ! is dual-algebraic (although it does not satisfy the descending chain condition). In this case, L! (L ! ) exists, and it is fh1; nig n2IN f?g fh0; !ig. Indeed, for any n 2 IN, the lacking element h0; ni is obtained by disjunctive completion of L ! as h0; !i _ h1; n + 2i. Evidently, this is the least closure whose disjunctive completion is L ! . 2 From now on, whenever we will speak about least disjunctive bases we will suppose that the conditions for their existence hold. 2 It is worth noting that the least disjunctive basis operator depends on the xed concrete domain of reference (an example will be given at the end of Section 7), unless disjunctive abstract interpretations are considered. 
Algebraic Properties and Compositionality
In this section, we study the algebraic properties of the least disjunctive basis with respect to disjunctive completion and reduced product of abstract interpretations. (e) C 
Combining points (f) and (g) above, we get an interesting form of compositionality of the least disjunctive basis operator with respect to the reduced product of abstract domains.
The following is a simple example exploiting the above result on compositionality. 2 Domain decomposition by complementation ( 5] ) and least disjunctive bases can be combined to exploit this form of compositionality of the least disjunctive basis operator. Indeed, complementation provides binary decompositions of abstract domains, and therefore least disjunctive bases can be computed compositionally.
It is important to remark that the least disjunctive basis operator is neither monotonic nor anti-monotonic (hence it is not a closure), as shown below. The meaning of basic comportments in B C is given in Table 1 , in terms of a concretization function ! mapping basic comportments into h}(D ! ); i, which is the concrete domain of the collecting semantics.
As proved by Cousot and Cousot in 10], more precise comportment properties for higher-order functional languages can be characterized by disjunctive completion of the lattice B C of basic comportment analysis. In this case, the mean- In this section, we apply the theory of the least disjunctive basis to Pos, a well known relational domain of propositional formulae for ground-dependency analysis of (constraint) logic programs ( 1, 6, 19] ). The disjunctive completion of Pos has been recently studied by Fil e and Ranzato in 12], where it has been shown that it is strictly more precise than Pos itself. In a sense, this was a surprising result, since the fact that Pos is closed under logical disjunction should lead to an opposite conclusion. Therefore, static analyses based on the disjunctive completion of Pos are more precise. We show that the least disjunctive basis for the disjunctive completion of Pos is the domain Def , which is a proper abstraction of Pos. Def is a domain of propositional formulae already existing in literature, introduced by Dart in 11] for groundness analysis in deductive databases, and used by Marriott and S ndergaard in 19] for ground-dependency analysis of logic programs. Recently, Armstrong et al. in 1] investigated various representations for the formulae in Pos and Def , and they experimentally compared the resulting precision and e ciency of these di erent static analyses. They showed that analyses using Pos achieve a higher precision than those using Def , although there is an additional cost relatively small. However, this additional cost becomes relevant when lifting Pos and Def to the powerset, due to the combinatorial explosion of the disjunctive completion. In view of the work in 1], the results of this section gain an important and signi cative practical impact: the disjunctive ground-dependency analysis of logic programs can be always obtained by disjunctive completion of Def , without losing precision and at a lower cost with respect to the disjunctive completion of Pos. Moreover, this completes the understanding of the problem, since it is the best that one can do in this direction.
The domains Pos and Def . Let Var be a countable set of variables, and let VI be any (non-empty) nite subset of Var containing the variables of interest. As usual, variables are denoted by x; y; z; u; : : :. We assume that the concrete domain of computation of a given logic program is the powerset }(Sub) of idempotent substitutions, ordered with set-theoretic inclusion. Every substitution 2 Sub is an idempotent function mapping each x 2 Var to a term (x) built on the variables in Var, such that (x) 6 = x for a nite number of variables x. A substitution is typically speci ed by listing its non-trivial bindings, viz. = fx= (x) j (x) 6 = xg.
Indeed, it is simple to verify on the previous diagrams for the case of two variables VI = fx; yg, that Def is the least abstraction of Pos having the same disjunctive completion. This particular case is also veri able by applying Corollary 4.10: in fact, Def is precisely the Moore-closure of the join-irreducible elements of 0 }(Sub) (Pos).
Moreover, }(Sub) (Pos) = Def , while Pos (Pos) = M(JI Pos ), and for the case VI = fx; yg, the Moore-closure of the join-irreducible elements of Pos clearly does not coincide with Def (for instance, y ! x 2 Def n M(JI Pos )). This proves the dependency of the least disjunctive basis operator on the concrete domain of reference, as postulated in Section 4.
Related Work
To the best of our knowledge, this is the rst systematic characterization of least disjunctive bases for disjunctive completion in abstract interpretation. However, the use of join-irreducible elements to represent disjunctive properties is de nitely not new, in particular in relation with the work of Nielson. Join-irreducible elements were rstly investigated in the context of abstract interpretation in 24], with the aim of giving an alternative (more concise) representation for the relational (Hoare) powerdomain in analysis of typed functional languages. We extend Nielson's idea in the de nition of our notion of least disjunctive basis. Least disjunctive bases are more general in this sense, since join-irreducible elements can only represent domains which are already disjunctive. The least disjunctive basis operator is applicable to arbitrary abstract interpretations, provided that the hypotheses of Theorem 4.4 or Theorem 4.5 are satis ed. In 24], Nielson investigates also the situation where the abstraction function maps join-irreducibile elements to join-irreducibile elements, de ning the notion of expected form for an abstract interpretation, further studied in 26]. This is a related topic, and provides an interesting application of least disjunctive bases. Nielson suggests the use of expected forms in order to simplify the implementation of functionals induced in abstract interpretation of denotational semantics. The aim of expected forms is therefore similar to that of least disjunctive bases, both providing sensible simpli cations in abstract interpretation design. In particular, some expected forms de ned on collecting semantics, i.e. on some powerset domain, (e.g. for cond in 26]) can be viewed as functionals on the least disjunctive basis of the abstract domain.
