Navier-Stokes equations in a curved thin domain, Part II: global
  existence of a strong solution by Miura, Tatsu-Hiko
ar
X
iv
:2
00
2.
06
34
7v
1 
 [m
ath
.A
P]
  1
5 F
eb
 20
20
NAVIER–STOKES EQUATIONS IN A CURVED THIN DOMAIN,
PART II: GLOBAL EXISTENCE OF A STRONG SOLUTION
TATSU-HIKO MIURA
Abstract. We consider the Navier–Stokes equations in a three-dimensional
curved thin domain around a given closed surface under Navier’s slip bound-
ary conditions. When the thickness of the thin domain is sufficiently small, we
establish the global existence of a strong solution for large data. We also show
several estimates for the strong solution with constants explicitly depending
on the thickness of the thin domain. The proofs of these results are based on a
standard energy method and a good product estimate for the convection and
viscous terms following from a detailed study of average operators in the thin
direction. We use the average operators to decompose a three-dimensional vec-
tor field on the thin domain into the almost two-dimensional average part and
the residual part, and derive good estimates for them which play an important
role in the proof of the product estimate.
1. Introduction
1.1. Problem and main results. This paper is the second part of a three-part
series including [31, 32] of the study of the Navier–Stokes equations in a three-
dimensional curved thin domain. Let Γ be a closed surface in R3 with unit outward
normal vector field n. Also, let g0 and g1 be functions on Γ satisfying
g := g1 − g0 ≥ c on Γ
with some constant c > 0. For a sufficiently small ε ∈ (0, 1] we define a curved thin
domain Ωε in R
3 with small thickness of order ε by
Ωε := {y + rn(y) | y ∈ Γ, εg0(y) < r < εg1(y)}(1.1)
and consider the Navier–Stokes equations with Navier’s slip boundary conditions
∂tu
ε + (uε · ∇)uε − ν∆uε +∇pε = f ε in Ωε × (0,∞),
div uε = 0 in Ωε × (0,∞),
uε · nε = 0 on Γε × (0,∞),
[σ(uε, pε)]tan + γεu
ε = 0 on Γε × (0,∞),
uε|t=0 = uε0 in Ωε.
(1.2)
Here ν > 0 is the viscosity coefficient independent of ε. Also, Γε is the boundary
of Ωε with unit outward normal vector field nε that consists of the inner and outer
boundaries Γ0ε and Γ
1
ε of the form
Γiε := {y + εgi(y)n(y) | y ∈ Γ}, i = 0, 1,
and γε ≥ 0 is the friction coefficient on Γε given by
γε := γ
i
ε on Γ
i
ε, i = 0, 1(1.3)
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with nonnegative constants γ0ε and γ
1
ε depending on ε. We denote by I3 and nε⊗nε
the 3× 3 identity matrix and the tensor product of nε with itself, write
D(uε) :=
∇uε + (∇uε)T
2
, Pε := I3 − nε ⊗ nε
for the strain rate tensor and the orthogonal projection onto the tangent plane of
Γε, and define the stress tensor and the tangential component of the stress vector
on Γε by
σ(uε, pε) := 2νD(uε)− pεI3, [σ(uε, pε)nε]tan := Pε[σ(uε, pε)nε].
Note that [σ(uε, pε)nε]tan = 2νPεD(u
ε)nε is independent of the pressure p
ε and
thus the slip boundary conditions are of the form
uε · nε = 0, 2νPεD(uε)nε + γεuε = 0 on Γε.(1.4)
We refer to (1.4) as the slip boundary conditions in the sequel. The fluid subject to
(1.4) slips on the boundary with velocity proportional to the tangential component
of the stress vector. Such conditions were introduced by Navier [35] and are seen as
an appropriate model for flows with free boundaries and for flows past chemically
reacting walls (see [51]). They also appear in the study of the atmosphere and ocean
dynamics [25–27] and in the homogenization of the no-slip boundary condition on
a rough boundary [11, 19].
The purpose of this paper is to establish the global-in-time existence of a strong
solution uε to (1.2) for large data uε0 and f
ε in the sense that
‖uε0‖H1(Ωε), ‖f ε‖L∞(0,∞;L2(Ωε)) = O(ε−1/2)
when ε is sufficiently small (see Theorem 2.6 for the precise statement). Our result
generalizes the existence results of [12,13,18] for the Navier–Stokes equations in flat
thin domains under the slip boundary conditions (see Remark 2.9). We also derive
several estimates for uε with constants explicitly depending on ε (see Theorem 2.7).
Those estimates are essential for the study of the thin-film limit for (1.2) carried
out in the last part [32] of our study. We prove in [32] that the average in the thin
direction of uε converges on Γ as ε → 0 and characterize its limit as a solution to
limit equations on Γ. Moreover, we observe that the limit equations agree with the
Navier–Stokes equations on a Riemannian manifold introduced in [7, 29, 47] if the
thickness of Ωε is ε (i.e. g ≡ 1) and we impose the perfect slip boundary conditions
(1.4) with γε = 0. We note that the last paper [32] gives the first result on a rigorous
derivation of the surface Navier–Stokes equations on a general closed surface in R3
by the thin-film limit.
1.2. Idea of the proof. To prove the global existence of a strong solution to (1.2)
we argue by a standard energy method as in the case of flat thin domains studied
in [12,13,18]. In the first part [31] of our study we investigated the Stokes operator
Aε for Ωε under the slip boundary conditions (1.4) and proved the uniform norm
equivalence
c−1‖u‖Hk(Ωε) ≤ ‖Ak/2ε u‖L2(Ωε) ≤ c‖u‖Hk(Ωε), u ∈ D(Ak/2ε ), k = 1, 2(1.5)
and the uniform difference estimate for Aε and −ν∆ of the form
‖Aεu+ ν∆u‖L2(Ωε) ≤ c‖u‖H1(Ωε), u ∈ D(Aε)(1.6)
with a constant independent of ε (see Section 5). Using these estimates and average
operators in the thin direction introduced and studied in Section 6, we show that
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the L2(Ωε)-norm of A
1/2
ε uε for a strong solution uε is bounded uniformly in time.
A key point is to apply the estimate for the trilinear term
(1.7)
∣∣∣((u · ∇)u,Aεu)L2(Ωε)∣∣∣ ≤
(
1
4
+ d1ε
1/2‖A1/2ε u‖L2(Ωε)
)
‖Aεu‖2L2(Ωε)
+ d2
(
‖u‖2L2(Ωε)‖A1/2ε u‖4L2(Ωε) + ε−1‖u‖2L2(Ωε)‖A1/2ε u‖2L2(Ωε)
)
for u ∈ D(Aε) with constants d1, d2 > 0 independent of ε (see Lemma 7.5). Based
on this estimate and the uniform Gronwall inequality (see Lemma 8.2) we prove
d1ε
1/2‖A1/2ε uε(t)‖L2(Ωε) <
1
4
for all t ∈ [0,∞) by contradiction, which implies the global existence of the strong
solution uε (see Section 8 for details). The proof of (1.7) relies on (1.5), (1.6), and
a good decomposition of u into the average and residual parts. Using the average
operators and an extension of a vector field on Γ to Ωε satisfying the impermeable
boundary condition, i.e. the first condition of (1.4), we decompose u into the
almost two-dimensional average part ua and the residual part ur satisfying the
impermeable boundary condition, and show good estimates for them separately.
For the average part we derive the product estimate∥∥ |ua|ϕ∥∥
L2(Ωε)
≤ cε−1/2‖ϕ‖1/2L2(Ωε)‖ϕ‖
1/2
H1(Ωε)
‖u‖1/2L2(Ωε)‖u‖
1/2
H1(Ωε)
(1.8)
for ϕ ∈ H1(Ωε) and a similar estimate for ∇ua (see Lemma 6.20). Usually, this
kind of estimate is valid only for a two-dimensional domain due to the dependence
of the Gagliardo–Nirenberg inequality on the dimension of a domain. In our case,
however, since Ωε is close to the two-dimensional surface Γ, we can show a product
estimate for a function on Ωε and that on Γ similar to a two-dimensional one that
implies (1.8) (see Lemma 6.19). For the residual part we prove the L∞(Ωε)-estimate
‖ur‖L∞(Ωε) ≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
(1.9)
in Lemma 6.23. This estimate follows from an anisotropic Agmon inequality on Ωε
(see Lemma 4.3) and Poincare´ type inequalities for ur and ∇ur (see Lemmas 6.21
and 6.22). Here the impermeable boundary condition on ur plays a fundamental
role in the proof of the Poincare´ type inequality for ur. Also, we use the divergence-
free and slip boundary conditions on the original vector field u to estimate ∇ur. In
the proof of (1.7) we use the relations
(u · ∇)u = curlu× u+ 1
2
∇(|u|2), (∇(|u|2), Aεu)L2(Ωε) = 0
to split
(
(u · ∇)u,Aεu
)
L2(Ωε)
= J1 + J2 + J3 into
J1 = (curlu× ur, Aεu)L2(Ωε),
J2 = (curlu× ua, Aεu+ ν∆u)L2(Ωε),
J3 = (curlu× ua,−ν∆u)L2(Ωε)
and estimate J1, J2, and J3 by using (1.5), (1.6), (1.8), (1.9), and other inequalities
given in Sections 4–6. Here the estimates for J1 and J2 are straightforward, but
the estimate for J3 is complicated and requires long calculations (see Section 7).
1.3. Literature overview. The Navier–Stokes equations in thin domains have
been studied for a long time. When a thin domain in R3 has a very small thickness,
it can be seen as almost two-dimensional and we naturally expect to show the global
existence of a strong solution to the Navier–Stokes equations in such a thin domain
for large data. Raugel and Sell [39] first studied this problem for a thin product
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domain Q× (0, ε) in R3 with a rectangle Q and a sufficiently small ε > 0 under the
purely periodic or mixed Dirichlet-periodic boundary conditions. Their approach
was based on a scaling method developed by Hale and Raugel [9, 10] in the study
of damped wave and reaction-diffusion equations in thin domains: they established
the global existence of a strong solution by dilating the thin domain Q × (0, ε)
and analyzing scaled equations in the fixed domain Q× (0, 1) as a perturbation of
the two-dimensional Navier–Stokes equations. The result of [39] was generalized
by Temam and Ziane [49] to a thin product domain ω × (0, ε) in R3 around a
bounded domain ω in R2 under combinations of the Dirichlet, periodic, and Hodge
boundary conditions. Using an average operator in the thin direction instead of the
scaling method, they worked in the actual thin domain to get the global existence
of a strong solution. Under suitable boundary conditions they also established the
convergence as ε→ 0 of the average in the thin direction of the strong solution to a
solution of the two-dimensional Navier–Stokes equations in ω. We refer to [15–17,
33,34] and the references cited therein for further generalizations and improvements
on the results of [39, 49].
The above cited papers studied the Navier–Stokes equations in flat thin domains
which have flat top and bottom boundaries and shrink to domains in R2 as ε→ 0.
However, it is important for applications to consider nonflat thin domains since they
appear in many physical problems (see [40] for examples of nonflat thin domains).
Temam and Ziane [50] first generalized the shape of a thin domain in the study of
the Navier–Stokes equations. They considered a thin spherical shell
{x ∈ R3 | a < |x| < a+ εa}, a > 0
under the Hodge boundary conditions and proved the global existence of a strong
solution and the convergence of its average towards a solution to limit equations on
a sphere as ε→ 0. Also, a flat thin domain with nonflat top and bottom boundaries
{(x′, x3) ∈ R3 | x′ ∈ (0, 1)2, εg0(x′) < x3 < εg1(x′)}, g0, g1 : (0, 1)2 → R
was studied by Iftimie, Raugel, and Sell [18] (with g0 ≡ 0), Hoang [12], and Hoang
and Sell [13]. Under the laterally periodic and vertically slip boundary conditions,
they proved the global existence of a strong solution by using average operators.
The authors of [18] also compared a solution of the original equations with that of
limit equations in (0, 1)2. We refer to [14] for the study of two-phase flows in a flat
thin domain with nonflat top and bottom boundaries.
In the series of this paper and [31, 32] we deal with the curved thin domain Ωε
of the form (1.1). Our thin domain has a nonconstant thickness like the flat thin
domain studied in [12,13,18]. Moreover, its limit set Γ is a general closed surface in
R
3 including a sphere considered in [50] which may have nonconstant curvatures.
There are several works on the asymptotic behavior of eigenvalues of the Laplace
operator on a curved thin domain around a hypersurface (see e.g. [20, 22, 41, 52]).
Also, curved thin domains around lower dimensional manifolds were considered in
the study of reaction-diffusion equations [37, 38, 53]. However, the Navier–Stokes
equations in a curved thin domain in R3 around a general closed surface have not
been studied due to difficulties in analyzing vector fields on and surface quantities
of the boundary of the curved thin domain which has a complicated geometry. Our
study is aimed at giving new methods for overcoming such difficulties.
1.4. Organization of this paper. The rest of this paper is organized as follows.
In Section 2 we present the main results of this paper on the global existence and
estimates of a strong solution to (1.2). Section 3 provides notations and basic results
on a closed surface and a curved thin domain. Fundamental tools for the analysis
of vector fields on the curved thin domain are given in Section 4. In Section 5 we
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summarize the main results of our first paper [31] on the Stokes operator for the
curved thin domain under the slip boundary conditions. Section 6 is devoted to a
detailed study of average operators in the thin direction. The main purpose of that
section is to give a good decomposition of a vector field on the curved thin domain
into the average and residual parts with useful estimates. In Section 7 we show the
good estimate (1.7) for the trilinear term by using the estimates for the Stokes and
average operators given in Sections 5 and 6. Based on that estimate we prove the
main results of this paper in Section 8. In Appendix A we fix notations on vectors
and matrices. Appendix B provides the proofs of lemmas given in Section 4.1 and
Lemma 7.4.
Most results of this paper were obtained in the doctoral thesis of the author [30].
However, we add the new condition (A3) in Assumption 2.2 to consider some curved
thin domains excluded in [30] by showing new results on a uniform Korn inequality
and the axial symmetry of a curved thin domain in the first part [31] of our study.
In particular, we can deal with the thin spherical shell
Ωε = {x ∈ R3 | 1 < |x| < 1 + ε}
under the perfect slip boundary conditions (1.4) with γε = 0 in this paper which
was not considered in [30]. This kind of curved thin domain was studied by Temam
and Ziane [50] under different boundary conditions (see Remark 2.3).
2. Main results
In this section we fix some notations and make assumptions, and state the main
results of this paper (see also Section 3 for notations). The proofs of theorems in
this section are presented in Section 8.
Let Γ be a closed (i.e. compact and without boundary), connected, and oriented
surface in R3 with unit outward normal vector field n. We assume that Γ is of class
C5 and the functions g0, g1 ∈ C4(Γ) satisfy
g := g1 − g0 ≥ c on Γ(2.1)
with some constant c > 0. Note that we do not assume g0 ≤ 0 or g1 ≥ 0 on Γ. For
a sufficiently small ε ∈ (0, 1] we define the curved thin domain Ωε in R3 by (1.1)
and the standard L2-solenoidal space on Ωε by
L2σ(Ωε) := {u ∈ L2(Ωε)3 | div u = 0 in Ωε, u · nε = 0 on Γε}.
To prove the global existence of a strong solution to (1.2) we consider an abstract
formulation for (1.2) in an appropriate function space on Ωε. For this purpose, we
fix notations and make assumptions as follows.
LetR be the space of all infinitesimal rigid displacements of R3 whose restrictions
on Γ are tangential, i.e.
R := {w(x) = a× x+ b, x ∈ R3 | a, b ∈ R3, w|Γ · n = 0 on Γ}.(2.2)
Clearly, the space R is of finite dimension. It describes the axial symmetry of the
closed surface Γ, i.e. R 6= {0} if and only if Γ is invariant under a rotation by any
angle around some line (see [31, Lemma E.1]). Let ∇Γ be the tangential gradient
operator on Γ (see Section 3.1 for the definition) and
Ri := {w ∈ R | w|Γ · ∇Γgi = 0 on Γ}, i = 0, 1,
Rg := {w ∈ R | w|Γ · ∇Γg = 0 on Γ} (g = g1 − g0).(2.3)
By definition, R0 ∩ R1 ⊂ Rg. These spaces are related to the uniform axial sym-
metry and asymmetry of Ωε: if R0∩R1 6= {0} then Ωε is axially symmetric around
the same line for all ε ∈ (0, 1], while it is not axially symmetric around any line for
all ε > 0 sufficiently small if Rg = {0} (see [31, Lemmas E.6 and E.7]).
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Next let P := I3 − n⊗ n be the orthogonal projection onto the tangent plane of
Γ. For a vector field v : Γ→ R3 we set
(∇Γv)S := ∇Γv + (∇Γv)
T
2
, DΓ(v) := P (∇Γv)SP on Γ
and define function spaces for tangential vector fields on Γ by
K(Γ) := {v ∈ H1(Γ)3 | v · n = 0, DΓ(v) = 0 on Γ},
Kg(Γ) := {v ∈ K(Γ) | v · ∇Γg = 0 on Γ}.
(2.4)
If v ∈ K(Γ), then for all tangential vector fields X and Y on Γ we have
∇Xv · Y +X · ∇Y v = 0 on Γ,
where ∇Xv := P (X · ∇Γ)v is the covariant derivative of v along X . Such a vector
field is known as a Killing vector field on Γ that generates a one-parameter group
of isometries of Γ (see [21, 36] for details). By direct calculations we see that
R|Γ := {w|Γ | w ∈ R} ⊂ K(Γ).
The sets K(Γ) and R|Γ represent the intrinsic and extrinsic infinitesimal symmetry
of Γ, respectively. If Γ is axially symmetric then R|Γ = K(Γ) (see [31, Lemma E.3]).
The same relation is valid if Γ is closed and convex by the rigidity theorem of Cohn-
Vossen (see [46]). However, it is not known whether R|Γ agrees with K(Γ) for closed
but nonconvex and not axially symmetric surfaces.
In the rest of this section and Sections 5, 7, and 8 we make the following assump-
tions on the friction coefficients γ0ε and γ
1
ε appearing in (1.3), the closed surface Γ,
and the functions g0 and g1.
Assumption 2.1. There exists a constant c > 0 such that
γ0ε ≤ cε, γ1ε ≤ cε(2.5)
for all ε ∈ (0, 1].
Assumption 2.2. Either of the following conditions is satisfied:
(A1) There exists a constant c > 0 such that
γ0ε ≥ cε for all ε ∈ (0, 1] or γ1ε ≥ cε for all ε ∈ (0, 1].
(A2) The space Kg(Γ) contains only a trivial vector field, i.e. Kg(Γ) = {0}.
(A3) The relations
Rg = R0 ∩R1, Rg|Γ := {w|Γ | w ∈ Rg} = Kg(Γ)
hold and γ0ε = γ
1
ε = 0 for all ε ∈ (0, 1].
Remark 2.3. The condition (A2) or (A3) is satisfied in the following examples:
• It is known (see e.g. [43, Proposition 2.2]) that K(Γ) = {0}, i.e. there exists
no nontrivial Killing vector field on Γ if the genus of Γ is greater than one.
In this case, the condition (A2) is satisfied for any g = g1 − g0.
• The condition (A3) is satisfied when Ωε is a thin spherical shell
Ωε = {x ∈ R3 | 1 < |x| < 1 + ε} (Γ = S2, g0 ≡ 0, g1 ≡ 1)
around the unit sphere S2 in R3 and the perfect slip boundary conditions
u · nε = 0, 2νPεD(u)nε = 0 on Γε(2.6)
are imposed. The Navier–Stokes equations in this kind of thin domain were
studied by Temam and Ziane [50] under the Hodge boundary conditions
u · nε = 0, curlu× nε = 0 on Γε.(2.7)
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Note that the perfect slip boundary conditions (2.6) are different from the
Hodge boundary conditions (2.7) unless the boundary is flat. Indeed, if u
satisfies u · nε = 0 on Γε, then (see [28, Section 2] and [31, Lemma B.10])
2PεD(u)nε − curlu× nε = 2Wεu on Γε,
where Wε is the Weingarten map (or the shape operator) of the boundary
Γε (see Section 3.2) that represents the curvatures of Γε.
For further discussions on Assumption 2.2 we refer to [31, Remarks 2.9 and 2.10].
Under Assumptions 2.1 and 2.2 we define subspaces of L2(Ωε)
3 and H1(Ωε)
3 by
Hε :=
{
L2σ(Ωε) if the condition (A1) or (A2) is satisfied,
L2σ(Ωε) ∩R⊥g if the condition (A3) is satisfied,
Vε := Hε ∩H1(Ωε)3,
(2.8)
where R⊥g is the orthogonal complement of Rg in L2(Ωε)3. Here we consider vector
fields in Rg, which are defined on R3, in L2(Ωε)3 just by restricting them on Ωε.
It is shown in [31, Lemma E.8] that R0 ∩R1 ⊂ L2σ(Ωε). Thus Rg ⊂ L2σ(Ωε) under
the condition (A3). Moreover, Hε and Vε are closed in L2(Ωε)3 and H1(Ωε)3. We
denote by Pε the orthogonal projection from L
2(Ωε)
3 onto Hε.
As we will see below, the function space Hε defined by (2.8) gives an appropriate
abstract formulation for (1.2). The bilinear form for the Stokes problem in Ωε under
the slip boundary conditions is of the form
aε(u1, u2) := 2ν
(
D(u1), D(u2)
)
L2(Ωε)
+
∑
i=0,1
γiε(u1, u2)L2(Γiε)
for u1, u2 ∈ H1(Ωε)3 (see Section 5). In the first part [31] of our study we proved
that aε is bounded and coercive on Vε uniformly in ε.
Lemma 2.4 ([31, Theorem 2.4]). Under Assumptions 2.1 and 2.2, there exist
constants ε0 ∈ (0, 1] and c > 0 such that
c−1‖u‖2H1(Ωε) ≤ aε(u, u) ≤ c‖u‖2H1(Ωε)(2.9)
for all ε ∈ (0, ε0] and u ∈ Vε.
By Lemma 2.4 and the Lax–Milgram theory we see that aε induces a bounded
linear operator Aε from Vε into its dual space V ′ε. We consider Aε as an unbounded
operator on Hε with domain D(Aε) and call it the Stokes operator for Ωε under
the slip boundary conditions or simply the Stokes operator on Hε. In Section 5 we
summarize the fundamental results on Aε established in [31].
Remark 2.5. We impose Assumptions 2.1 and 2.2 in Sections 5, 7, and 8 to employ
the Stokes operator Aε, but we do not use these assumptions explicitly in this paper
except for the inequalities (2.5). Also, the C5-regularity of Γ and the C4-regularity
of g0 and g1 on Γ are not used explicitly in this paper since they are required just
for the proof of the uniform norm equivalence for Aε (see Lemma 5.3) given in the
first part of our study (see [31, Section 6]).
Now let us present the main results of this paper. With the above notations we
consider the abstract formulation for (1.2) in Hε:
∂tu
ε +Aεu
ε + Pε(u
ε · ∇)uε = Pεf ε on (0,∞), uε|t=0 = uε0.(2.10)
We refer to [5,6,45,48] and the references cited therein for the study of the abstract
evolution equation (2.10). For a vector field u on Ωε we define the average of u in
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the thin direction and its tangential component by
Mu(y) :=
1
εg(y)
∫ εg1(y)
εg0(y)
u(y + rn(y)) dr, Mτu(y) := P (y)Mu(y)
for y ∈ Γ (see Section 6). Also, for the Hilbert space
H1(Γ, TΓ) := {v ∈ H1(Γ)3 | v · n = 0 on Γ}
we denote by H−1(Γ, TΓ) its dual space (see Section 3.1). First we give the global
existence of a strong solution to (1.2) for large data.
Theorem 2.6. Under Assumptions 2.1 and 2.2, let ε0 be the constant given in
Lemma 2.4. There exists a constant c0 ∈ (0, 1] such that the following statement
holds: for each ε ∈ (0, ε0] suppose that the given data
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
satisfy
(2.11) ‖uε0‖2H1(Ωε) + ‖Pεf ε‖2L∞(0,∞;L2(Ωε))
+ ‖Mτuε0‖2L2(Γ) + ‖MτPεf ε‖2L∞(0,T ;H−1(Γ,TΓ)) ≤ c0ε−1.
If the condition (A3) of Assumption 2.2 is imposed, suppose further that f ε(t) ∈ R⊥g
for a.a. t ∈ (0,∞). Then there exists a global-in-time strong solution
uε ∈ C([0,∞);Vε) ∩ L2loc([0,∞);D(Aε)) ∩H1loc([0,∞);Hε)
to the Navier–Stokes equations (1.2).
We also establish several estimates for a strong solution to (1.2) with constants
explicitly depending on ε, which are fundamental for the study of the thin-film limit
for (1.2) carried out in the last part [32] of our study.
Theorem 2.7. Under Assumptions 2.1 and 2.2, let ε0 be the constant given in
Lemma 2.4. Also, let c1, c2, α, and β be positive constants. Then there exists a
constant ε1 ∈ (0, ε0] such that the following statement holds: for ε ∈ (0, ε1] suppose
that the given data
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
satisfy
‖uε0‖2H1(Ωε) + ‖Pεf ε‖2L∞(0,∞;L2(Ωε)) ≤ c1ε−1+α,
‖Mτuε0‖2L2(Γ) + ‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ)) ≤ c2ε−1+β .
(2.12)
If the condition (A3) of Assumption 2.2 is imposed, suppose further that f ε(t) ∈ R⊥g
for a.a. t ∈ (0,∞). Then there exists a global-in-time strong solution
uε ∈ C([0,∞);Vε) ∩ L2loc([0,∞);D(Aε)) ∩H1loc([0,∞);Hε)
to (1.2). Moreover, there exists a constant c > 0 independent of ε and uε such that
‖uε(t)‖2L2(Ωε) ≤ c(ε1+α + εβ),∫ t
0
‖uε(s)‖2H1(Ωε) ds ≤ c(ε1+α + εβ)(1 + t)
(2.13)
for all t ≥ 0 and
‖uε(t)‖2H1(Ωε) ≤ c(ε−1+α + ε−1+β),∫ t
0
‖uε(s)‖2H2(Ωε) ds ≤ c(ε−1+α + ε−1+β)(1 + t)
(2.14)
for all t ≥ 0.
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Remark 2.8. The assumption f ε(t) ∈ R⊥g for a.a. t ∈ (0,∞) under the condition
(A3) is necessary in order to recover the momentum equations of the original prob-
lem (1.2) properly from the abstract evolution equation (2.10). When the condition
(A3) is imposed, Theorem 2.6 a priori provides a global solution
uε ∈ C([0,∞);Vε) ∩ L2loc([0,∞);D(Aε)) ∩H1loc([0,∞);Hε)
to the abstract evolution equation (2.10) in Hε = L2σ(Ωε)∩R⊥g . The function space
Rg is of finite dimension and thus closed in L2(Ωε)3. Moreover, under the condition
(A3) we see that Rg = R0 ∩R1 is contained in L2σ(Ωε) by [31, Lemma E.8]. Hence
we have the orthogonal decomposition
L2(Ωε)
3 = Hε ⊕Rg ⊕G2(Ωε) (L2σ(Ωε) = Hε ⊕Rg)
with G2(Ωε) = {∇p | p ∈ H1(Ωε)}. By this decomposition we find that the partial
differential equations in L2(Ωε)
3 recovered from (2.10) in Hε are of the form
∂tu
ε(t)− ν∆uε(t) + [(uε · ∇)uε](t) +∇pε(t) + w(t) = f ε(t)(2.15)
for a.a. t ∈ (0,∞) with ∇pε(t) ∈ G2(Ωε) and w(t) ∈ Rg. These equations contain
the additional vector field w(t), but we can show w(t) = 0 under the assumption
f ε(t) ∈ R⊥g . Indeed, we take the L2(Ωε)-inner product of (2.15) with w (here and
hereafter we fix and suppress t) and use the fact that ∂tu
ε ∈ Hε, ∇pε ∈ G2(Ωε),
and f ε are orthogonal to w ∈ Rg to obtain
‖w‖2L2(Ωε) = ν(∆uε, w)L2(Ωε) −
(
(uε · ∇)uε, w)
L2(Ωε)
.
Noting that we impose the perfect slip boundary conditions (2.6) on uε under the
condition (A3), we carry out integration by parts (see (5.1)) and use div uε = 0 in
Ωε and w · nε = 0 on Γε (note that w ∈ Rg = R0 ∩R1 ⊂ L2σ(Ωε)) to get
(∆uε, w)L2(Ωε) = −2
(
D(uε), D(w)
)
L2(Ωε)
.
Moreover, since w ∈ Rg is of the form w(x, t) = a(t) × x + b(t) for x ∈ R3 with
a(t), b(t) ∈ R3 independent of x, it follows that D(w) = 0 in R3 and thus the above
equality yields (∆uε, w)L2(Ωε) = 0. Also, by integration by parts and u
ε ∈ L2σ(Ωε),(
(uε · ∇)uε, w)
L2(Ωε)
= −(uε, (uε · ∇)w)L2(Ωε) = −(uε, a× uε)L2(Ωε) = 0.
Thus ‖w‖2L2(Ωε) = 0, i.e. w = 0 in (2.15) and the momentum equations of (1.2) are
properly recovered from the abstract evolution equation (2.10).
Remark 2.9. Formally, when Γ = T2 is the flat torus, the function spaces given by
(2.3) and (2.4) are of the form
Ri = {(a1, a2, 0)T ∈ R2 × {0} | a1∂1gi + a2∂2gi = 0 on T2}, i = 0, 1,
Rg = Kg(Γ) = {(a1, a2, 0)T ∈ R2 × {0} | a1∂1g + a2∂2g = 0 on T2}.
These function spaces appear in the study of the Navier–Stokes equations in flat thin
domains around the flat torus [12,13,18]. In [12] and [13,18] the global existence of
a strong solution was established under the conditions (A2) and (A3), respectively,
and assumptions on the data uε0 and f
ε similar to those in Theorem 2.6. Therefore,
Theorem 2.6 generalizes the existence results of [12,13,18] to the curved thin domain
Ωε around the general closed surface Γ.
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3. Preliminaries
We fix notations and give basic properties of a closed surface and a curved thin
domain. The proofs of lemmas in this section are given in the first part [31] of our
study, so we omit them in this paper.
In what follows, we fix a coordinate system of R3 and write xi, i = 1, 2, 3 for the
i-th component of a point x ∈ R3 under this coordinate system. Also, we denote by
c a general positive constant independent of the parameter ε. Notations on vectors
and matrices used in this paper are presented in Appendix A.
3.1. Closed surface. Let Γ be a two-dimensional closed, connected, and oriented
surface in R3 of class C5. We write n and d for the unit outward normal vector
field of Γ and the signed distance function from Γ increasing in the direction of n.
Also, by κ1 and κ2 we denote the principal curvatures of Γ. By the C
5-regularity
of Γ we have n ∈ C4(Γ)3 and κ1, κ2 ∈ C3(Γ), and κ1 and κ2 are bounded on the
compact set Γ. Hence there exists a tubular neighborhood
N := {x ∈ R3 | dist(x,Γ) < δ}, δ > 0
of Γ such that for each x ∈ N we have
x = π(x) + d(x)n(π(x)), ∇d(x) = n(π(x)).(3.1)
with a unique point π(x) ∈ Γ, and d and π are of class C5 and C4 on N , respectively
(see [8, Section 14.6]). Also, by the boundedness of κ1 and κ2 we have
c−1 ≤ 1− rκi(y) ≤ c for all y ∈ Γ, r ∈ (−δ, δ), i = 1, 2(3.2)
if we take δ > 0 sufficiently small.
Let us give differential operators on Γ and surface quantities of Γ. We define the
orthogonal projections onto the tangent plane and the normal direction of Γ by
P (y) := I3 − n(y)⊗ n(y), Q(y) := n(y)⊗ n(y), y ∈ Γ.
They are of class C4 on Γ and satisfy |P | = 2, |Q| = 1, and
I3 = P +Q, PQ = QP = 0, P
T = P 2 = P, QT = Q2 = Q,
|a|2 = |Pa|2 + |Qa|2, |Pa| ≤ |a|, Pa · n = 0, a ∈ R3
on Γ. In the sequel we frequently use these relations (sometimes without mention).
For η ∈ C1(Γ) we define its tangential gradient and tangential derivatives by
∇Γη(y) := P (y)∇η˜(y), Diη(y) :=
3∑
j=1
Pij(y)∂j η˜(y), y ∈ Γ, i = 1, 2, 3(3.3)
so that ∇Γη = (D1η,D2η,D3η)T , where η˜ is a C1-extension of η to N with η˜|Γ = η.
By the definition of ∇Γη we immediately get
P∇Γη = ∇Γη, n · ∇Γη = 0 on Γ.(3.4)
Note that ∇Γη defined by (3.3) agrees with the gradient on a Riemannian manifold
expressed under a local coordinate system (see [31, Lemma B.2]). Hence the values
of ∇Γη and Diη are independent of the choice of an extension η˜. In particular, the
constant extension η¯ := η ◦ π of η in the normal direction of Γ satisfies
∇η¯(y) = ∇Γη(y), ∂iη¯(y) = Diη(y), y ∈ Γ, i = 1, 2, 3(3.5)
since ∇π(y) = P (y) for y ∈ Γ by (3.1) and d(y) = 0. Hereafter the notation η¯ with
an overline always means the constant extension of a function η on Γ in the normal
direction of Γ. When η ∈ C2(Γ) we denote its tangential Hessian matrix by
∇2Γη := (DiDjη)i,j on Γ.
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For a (not necessarily tangential) vector field v = (v1, v2, v3)
T ∈ C1(Γ)3 we define
the tangential gradient matrix and the surface divergence of v by
∇Γv :=
D1v1 D1v2 D1v3D2v1 D2v2 D2v3
D3v1 D3v2 D3v3
 , divΓv := tr[∇Γv] = 3∑
i=1
Divi on Γ.
Then ∇Γv = P∇v˜ on Γ for any C1-extension v˜ of v to N with v˜|Γ = v. We also set
|∇2Γv|2 :=
3∑
i,j,k=1
|DiDjvk|2 on Γ
when v ∈ C2(Γ)3. Let
W := −∇Γn, H := tr[W ] = −divΓn on Γ.(3.6)
We call W and H the Weingarten map of Γ and (twice) the mean curvature of Γ,
respectively. They are of class C3 on Γ by the C5-regularity of Γ. Moreover, since
W = −∇n¯ = −∇2d, Wn = −(∇Γn)n = −1
2
∇Γ(|n|2) = 0 on Γ
by (3.1), (3.5), and |n| = 1 on Γ, the Weingarten map W is symmetric and satisfies
WP = PW =W on Γ.(3.7)
The eigenvalues of W are zero and the principal curvatures κ1 and κ2 (see e.g. [8,
24]). By this fact, (3.2), and (3.7) we have the following lemma.
Lemma 3.1 ([31, Lemma 3.3]). The matrix
I3 − d(x)W (x) = I3 − rW (y)
is invertible for all x = y + rn(y) ∈ N with y ∈ Γ and r ∈ (−δ, δ). Moreover,
{I3 − rW (y)}−1P (y) = P (y){I3 − rW (y)}−1(3.8)
for all y ∈ Γ and r ∈ (−δ, δ) and there exists a constant c > 0 such that
c−1|a| ≤
∣∣{I3 − rW (y)}ka∣∣ ≤ c|a|, k = ±1,(3.9) ∣∣I3 − {I3 − rW (y)}−1∣∣ ≤ c|r|(3.10)
for all y ∈ Γ, r ∈ (−δ, δ), and a ∈ R3.
Moreover, the following relations hold by (3.1), (3.4), (3.5), and (3.8)–(3.10).
Lemma 3.2 ([31, Lemma 3.4]). For all x ∈ N we have
∇π(x) = {I3 − d(x)W (x)}−1 P (x).(3.11)
Let η ∈ C1(Γ). Then its constant extension η¯ = η ◦ π satisfies
∇η¯(x) = {I3 − d(x)W (x)}−1∇Γη(x), x ∈ N(3.12)
and there exists a constant c > 0 independent of η such that
c−1
∣∣∇Γη(x)∣∣ ≤ |∇η¯(x)| ≤ c ∣∣∇Γη(x)∣∣ ,(3.13) ∣∣∇η¯(x) −∇Γη(x)∣∣ ≤ c ∣∣d(x)∇Γη(x)∣∣(3.14)
for all x ∈ N . Moreover, for η ∈ C2(Γ) we have
|∇2η¯(x)| ≤ c
(∣∣∇Γη(x)∣∣ + ∣∣∣∇2Γη(x)∣∣∣) , x ∈ N.(3.15)
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It follows from n ∈ C4(Γ)3, W = −∇Γn on Γ, and Lemma 3.2 that, for x ∈ N ,
∇n¯(x) = −{I3 − d(x)W (x)}−1W (x),(3.16)
|∇n¯(x)| ≤ c, |∇2n¯(x)| ≤ c.(3.17)
Next we define the Sobolev spaces on Γ. For η, ξ ∈ C1(Γ) and i = 1, 2, 3 we have
an integration by parts formula (see [31, Lemma 3.5])∫
Γ
(ηDiξ + ξDiη) dH2 = −
∫
Γ
ηξHni dH2,
whereH2 stands for the two-dimensional Hausdorff measure. Based on this formula,
for p ∈ [1,∞] and i = 1, 2, 3 we say that η ∈ Lp(Γ) has the i-th weak tangential
derivative if there exists ηi ∈ Lp(Γ) such that∫
Γ
ηiξ dH2 = −
∫
Γ
η(Diξ + ξHni) dH2
for all ξ ∈ C1(Γ). We denote this ηi by Diη and define the Sobolev space
W 1,p(Γ) := {η ∈ Lp(Γ) | Diη ∈ Lp(Γ) for all i = 1, 2, 3},
‖η‖W 1,p(Γ) :=

(
‖η‖pLp(Γ) + ‖∇Γη‖pLp(Γ)
)1/p
if p ∈ [1,∞),
‖η‖L∞(Γ) + ‖∇Γη‖L∞(Γ) if p =∞.
Here ∇Γη := (D1η,D2η,D3η)T is the weak tangential gradient of η ∈W 1,p(Γ). We
also define the second order Sobolev space
W 2,p(Γ) := {η ∈W 1,p(Γ) | DiDjη ∈ Lp(Γ) for all i, j = 1, 2, 3},
‖η‖W 2,p(Γ) :=

(
‖η‖pW 1,p(Γ) + ‖∇2Γη‖pLp(Γ)
)1/p
if p ∈ [1,∞),
‖η‖W 1,∞(Γ) + ‖∇2Γη‖L∞(Γ) if p =∞,
where ∇2Γη := (DiDjη)i,j for η ∈W 2,p(Γ), and write
W 0,p(Γ) := Lp(Γ), Hm(Γ) :=Wm,2(Γ), p ∈ [1,∞], m = 0, 1, 2.
Note that Wm,p(Γ) is a Banach space. Also, C2(Γ) is dense in Wm,p(Γ) if p 6= ∞
(see [31, Lemma 3.6]). For a function space X (Γ) such as Cm(Γ) and Wm,p(Γ), let
X (Γ, TΓ) := {v ∈ X (Γ)3 | v · n = 0 on Γ}.
It is the space of all tangential vector fields on Γ whose components belong to X (Γ).
Note that Wm,p(Γ, TΓ) is a closed subspace of Wm,p(Γ)3. Also, C1(Γ, TΓ) is dense
in L2(Γ, TΓ) and H1(Γ, TΓ) (see [31, Lemma 3.7]). We denote by H−1(Γ, TΓ) the
dual space of H1(Γ, TΓ) and by [·, ·]TΓ the duality product between H−1(Γ, TΓ)
and H1(Γ, TΓ). By setting
[v, w]TΓ := (v, w)L2(Γ), v ∈ L2(Γ, TΓ), w ∈ H1(Γ, TΓ)
we consider vector fields in L2(Γ, TΓ) as elements of H−1(Γ, TΓ).
3.2. Curved thin domain. Let g0 and g1 be C
4 functions on Γ such that the
difference g := g1 − g0 satisfies (2.1). For ε ∈ (0, 1] we define a curved thin domain
Ωε in R
3 by (1.1), i.e.
Ωε := {y + rn(y) | y ∈ Γ, εg0(y) < r < εg1(y)}.
The inner and outer boundaries Γ0ε and Γ
1
ε of Ωε are given by
Γiε := {y + εgi(y)n(y) | y ∈ Γ}, i = 0, 1
and the whole boundary of Ωε is denoted by Γε := Γ
0
ε ∪ Γ1ε. Let N be the tubular
neighborhood of Γ of radius δ > 0 given in Section 3.1. Since g0 and g1 are bounded
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on Γ, there exists ε˜ ∈ (0, 1] such that ε˜|gi| < δ on Γ for i = 0, 1. Replacing gi with
ε˜gi for i = 0, 1 we may assume ε˜ = 1. Then for all ε ∈ (0, 1] we have Ωε ⊂ N and
we can apply the lemmas given in Section 3.1 in Ωε.
Let τ iε and n
i
ε be vector fields on Γ given by
τ iε(y) := {I3 − εgi(y)W (y)}−1∇Γgi(y),(3.18)
niε(y) := (−1)i+1
n(y)− ετ iε(y)√
1 + ε2|τ iε(y)|2
(3.19)
for y ∈ Γ and i = 0, 1. By (3.4) and (3.8), τ iε is tangential on Γ.
Lemma 3.3 ([31, Lemma 3.8]). For all y ∈ Γ, i = 0, 1, and k, l = 1, 2, 3 we have
|τ iε(y)| ≤ c, |Dkτ iε(y)| ≤ c, |DlDkτ iε(y)| ≤ c,(3.20)
|τ iε(y)−∇Γgi(y)| ≤ cε, |∇Γτ iε(y)−∇2Γgi(y)| ≤ cε(3.21)
with a constant c > 0 independent of ε.
Let nε be the unit outward normal vector field of Γε. It satisfies
nε(x) = n¯
i
ε(x), x ∈ Γiε, i = 0, 1,(3.22)
where n¯iε = n
i
ε ◦ π is the constant extension of niε (see [31, Lemma 3.9]). We define
the tangential gradient and the tangential derivatives of ϕ ∈ C1(Γε) by
∇Γεϕ := Pε∇ϕ˜, Dεiϕ :=
3∑
j=1
[Pε]ij∂jϕ˜ on Γε, i = 1, 2, 3,
where Pε := I3 − nε ⊗ nε and ϕ˜ is any C1-extension of ϕ to an open neighborhood
of Γε with ϕ˜|Γε = ϕ. For u = (u1, u2, u3)T ∈ C1(Γε)3 we set
∇Γεu :=
Dε1u1 Dε1u2 Dε1u3Dε2u1 Dε2u2 Dε2u3
Dε3u1 D
ε
3u2 D
ε
3u3
 on Γε.
Then we have
∇Γεu = Pε∇u˜ on Γε(3.23)
for any C1-extension u˜ of u to an open neighborhood of Γε with u˜|Γε = u. We also
define the Weingarten map of Γε by
Wε := −∇Γεnε on Γε
and the Sobolev spaces on Γε as in Section 3.1. By (3.22) the functions nε, Pε, and
Wε on Γε can be compared with the constant extensions of n, P , and W .
Lemma 3.4 ([31, Lemma 3.10]). For x ∈ Γiε, i = 0, 1 we have∣∣nε(x) − (−1)i+1 {n¯(x)− ε∇Γgi(x)}∣∣ ≤ cε2,(3.24) ∣∣Pε(x)− P (x)∣∣ ≤ cε,(3.25) ∣∣Wε(x) − (−1)i+1W (x)∣∣ ≤ cε,(3.26)
with a constant c > 0 independent of ε.
Since ∇Γgi is bounded on Γ by gi ∈ C4(Γ), it follows from (3.24) that
|nε(x) − (−1)i+1n¯(x)| ≤ cε(3.27)
for all x ∈ Γiε, i = 0, 1. In the sequel we use (3.27) instead of (3.24).
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Let us give a change of variables formula for an integral over Ωε. For functions
ϕ on Ωε and η on Γ
i
ε, i = 0, 1 we use the notations
ϕ♯(y, r) := ϕ(y + rn(y)), y ∈ Γ, r ∈ (εg0(y), εg1(y)),(3.28)
η♯i (y) := η(y + εgi(y)n(y)), y ∈ Γ.(3.29)
We define a function J = J(y, r) for y ∈ Γ and r ∈ (−δ, δ) by
J(y, r) := det[I3 − rW (y)] = {1− rκ1(y)}{1− rκ2(y)}.(3.30)
Then it follows from (3.2) and κ1, κ2 ∈ C3(Γ) that
c−1 ≤ J(y, r) ≤ c, |∇ΓJ(y, r)| ≤ c,
∣∣∣∣∂J∂r (y, r)
∣∣∣∣ ≤ c(3.31)
for all y ∈ Γ and r ∈ (−δ, δ), where ∇ΓJ is the tangential gradient of J with respect
to y ∈ Γ. By the boundedness of κ1, κ2, g0, and g1 on Γ we also have
|J(y, r)− 1| ≤ cε for all y ∈ Γ, r ∈ [εg0(y), εg1(y)].(3.32)
For a function ϕ on Ωε the change of variables formula∫
Ωε
ϕ(x) dx =
∫
Γ
∫ εg1(y)
εg0(y)
ϕ(y + rn(y))J(y, r) dr dH2(y)(3.33)
holds (see e.g. [8, Section 14.6]). By (3.31) and (3.33) we observe that
c−1‖ϕ‖pLp(Ωε) ≤
∫
Γ
∫ εg1(y)
εg0(y)
|ϕ♯(y, r)|p dr dH2(y) ≤ c‖ϕ‖pLp(Ωε)(3.34)
for ϕ ∈ Lp(Ωε), p ∈ [1,∞). We also have the following estimates for the constant
extension η¯ = η ◦ π of a function η on Γ and for a function on Γiε, i = 0, 1.
Lemma 3.5 ([31, Lemma 3.12]). For p ∈ [1,∞) we have η ∈ Lp(Γ) if and only if
η¯ ∈ Lp(Ωε), and there exists a constant c > 0 independent of ε and η such that
c−1ε1/p‖η‖Lp(Γ) ≤ ‖η¯‖Lp(Ωε) ≤ cε1/p‖η‖Lp(Γ).(3.35)
Moreover, η ∈W 1,p(Γ) if and only if η¯ ∈W 1,p(Ωε) and we have
c−1ε1/p‖η‖W 1,p(Γ) ≤ ‖η¯‖W 1,p(Ωε) ≤ cε1/p‖η‖W 1,p(Γ).(3.36)
Lemma 3.6 ([31, Lemma 3.13]). For i = 0, 1 and p ∈ [1,∞) let ϕ ∈ Lp(Γiε) and
ϕ♯i be given by (3.29). Then ϕ
♯
i ∈ Lp(Γ) and
c−1‖ϕ‖Lp(Γiε) ≤ ‖ϕ
♯
i‖Lp(Γ) ≤ c‖ϕ‖Lp(Γiε),(3.37)
where c > 0 is a constant independent of ε and ϕ.
4. Fundamental tools for analysis
4.1. Sobolev inequalities. Let us present Sobolev inequalities on Γ and Ωε. The
proofs of Lemmas 4.1 and 4.3 are given in Appendix B. Also, we omit the proof of
Lemma 4.2 since it is given in the first part [31] of our study.
First we give Ladyzhenskaya’s inequality on Γ.
Lemma 4.1. There exists a constant c > 0 such that
‖η‖L4(Γ) ≤ c‖η‖1/2L2(Γ)‖∇Γη‖
1/2
L2(Γ)(4.1)
for all η ∈ H1(Γ).
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Next we present Poincare´ and trace type inequalities on Ωε. For a function ϕ on
Ωε and x ∈ Ωε we define the derivative of ϕ in the normal direction of Γ by
∂nϕ(x) := (n¯(x) · ∇)ϕ(x) = d
dr
(
ϕ(y + rn(y))
)∣∣∣
r=d(x)
(y = π(x) ∈ Γ).(4.2)
Note that for the constant extension η¯ = η ◦ π of η ∈ C1(Γ) we have
∂nη¯(x) = (n¯(x) · ∇)η¯(x) = 0, x ∈ Ωε.(4.3)
Lemma 4.2 ([31, Lemma 4.1]). There exists c > 0 independent of ε such that
‖ϕ‖Lp(Ωε) ≤ c
(
ε1/p‖ϕ‖Lp(Γiε) + ε‖∂nϕ‖Lp(Ωε)
)
,(4.4)
‖ϕ‖Lp(Γiε) ≤ c
(
ε−1/p‖ϕ‖Lp(Ωε) + ε1−1/p‖∂nϕ‖Lp(Ωε)
)
(4.5)
for all ϕ ∈W 1,p(Ωε) with p ∈ [1,∞) and i = 0, 1.
By the Sobolev embedding theorem (see [1]) a function ϕ inH2(Ωε) is continuous
and bounded on Ωε. The following anisotropic Agmon inequality gives the explicit
dependence of a constant on ε in the L∞(Ωε)-estimate for ϕ.
Lemma 4.3. There exists a constant c > 0 independent of ε such that
(4.6) ‖ϕ‖L∞(Ωε) ≤ cε−1/2‖ϕ‖1/4L2(Ωε)‖ϕ‖
1/2
H2(Ωε)
× (‖ϕ‖L2(Ωε) + ε‖∂nϕ‖L2(Ωε) + ε2‖∂2nϕ‖L2(Ωε))1/4
for all ϕ ∈ H2(Ωε).
4.2. Consequences of the boundary conditions. In this subsection we derive
several properties of vector fields satisfying the impermeable boundary condition
u · nε = 0 on Γε(4.7)
or the slip boundary conditions
u · nε = 0, 2νPεD(u)nε + γεu = 0 on Γε.(4.8)
Here ν > 0 is the viscosity coefficient independent of ε and γε ≥ 0 is the friction
coefficient on Γε given by (1.3). Also, for a vector field u on Ωε we denote by
D(u) := (∇u)S = ∇u+ (∇u)
T
2
the strain rate tensor. First we deal with vector fields satisfying (4.7).
Lemma 4.4. For i = 0, 1 let u ∈ C(Γiε)3 satisfy (4.7) on Γiε. Then
u · n¯ = εu · τ¯ iε, |u · n¯| ≤ cε|u| on Γiε,(4.9)
where τ iε is given by (3.18) and c > 0 is a constant independent of ε and u.
Proof. By (3.19), (3.22), and (4.7) on Γiε we immediately get the first equality of
(4.9). The second inequality of (4.9) follows from the first one and (3.20). 
As a consequence of Lemma 4.4 we show Poincare´ type inequalities for the normal
component with respect to Γ of a vector field on Ωε.
Lemma 4.5. Let p ∈ [1,∞). There exists c > 0 independent of ε such that
‖u · n¯‖Lp(Ωε) ≤ cε‖u‖W 1,p(Ωε)(4.10)
for all u ∈W 1,p(Ωε)3 satisfying (4.7) on Γ0ε or on Γ1ε. We also have∥∥P∇(u · n¯)∥∥
Lp(Ωε)
≤ cε‖u‖W 2,p(Ωε)(4.11)
for all u ∈W 2,p(Ωε)3 satisfying (4.7) on Γ0ε or on Γ1ε.
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Proof. Let u ∈ W 1,p(Ωε)3. We may assume that u satisfies (4.7) on Γ0ε without loss
of generality. By (4.3) and (4.4) with i = 0,
‖u · n¯‖Lp(Ωε) ≤ c
(
ε1/p‖u · n¯‖Lp(Γ0ε) + ε‖∂nu‖Lp(Ωε)
)
.(4.12)
Moreover, we apply the second inequality of (4.9) and then use (4.5) with i = 0 to
the first term on the right-hand side of (4.12) to get
‖u · n¯‖Lp(Γ0ε) ≤ cε‖u‖Lp(Γ0ε) ≤ cε1−1/p‖u‖W 1,p(Ωε).(4.13)
Combining (4.12) and (4.13) we obtain (4.10).
Next suppose that u ∈ W 2,p(Ωε)3 satisfies (4.7) on Γ0ε. Noting that∣∣∣∂n[P∇(u · n¯)]∣∣∣ ≤ c(|∇u|+ |∇2u|) in Ωε
by (3.17) and (4.3), we apply (4.4) with i = 0 to get∥∥P∇(u · n¯)∥∥
Lp(Ωε)
≤ c
(
ε1/p
∥∥P∇(u · n¯)∥∥
Lp(Γ0ε)
+ ε‖u‖W 2,p(Ωε)
)
.(4.14)
Since the tangential gradient on Γ0ε depends only on the values of a function on Γ
0
ε,
we observe by (3.23) and the first equality of (4.9) that
Pε∇(u · n¯) = ∇Γε(u · n¯) = ε∇Γε(u · τ¯ iε) = εPε∇(u · τ¯ iε) on Γ0ε.
Hence we have
P∇(u · n¯) = Pε∇(u · n¯) +
(
P − Pε
)
∇(u · n¯)
= εPε∇(u · τ¯0ε ) +
(
P − Pε
)
∇(u · n¯)
on Γ0ε. By this formula, (3.13), (3.17), (3.20), and (3.25),∣∣P∇(u · n¯)∣∣ ≤ cε(|u|+ |∇u|) on Γ0ε.
From this inequality and (4.5) it follows that∥∥P∇(u · n¯)∥∥
Lp(Γ0ε)
≤ cε (‖u‖Lp(Γ0ε) + ‖∇u‖Lp(Γ0ε)) ≤ cε1−1/p‖u‖W 2,p(Ωε).
Applying this inequality to the right-hand side of (4.14) we obtain (4.11). 
Next we consider the slip boundary conditions (4.8).
Lemma 4.6. Let i = 0, 1. If u ∈ C2(Ωε)3 satisfies (4.8) on Γiε, then
Pε(nε · ∇)u = −Wεu− γε
ν
u on Γiε.(4.15)
Proof. Since u · nε = 0 on Γiε, we have
0 = ∇Γε(u · nε) = (∇Γεu)nε + (∇Γεnε)u = (∇Γεu)nε −Wεu on Γiε
and thus (∇Γεu)nε =Wεu on Γiε. By this equality and (3.23),
2PεD(u)nε = Pε{(∇u)nε + (∇u)Tnε} = (∇Γεu)nε + Pε(nε · ∇)u
=Wεu+ Pε(nε · ∇)u
on Γiε. Hence it follows from the second equality of (4.8) that
Pε(nε · ∇)u = 2PεD(u)nε −Wεu = −γε
ν
u−Wεu on Γiε.
Thus (4.15) is valid. 
Using (4.15) we show an estimate which is essential for a Poincare´ type inequality
for the derivatives of the residual part in the decomposition of a vector field on Ωε
based on the average in the thin direction (see Lemma 6.22).
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Lemma 4.7. Let p ∈ [1,∞). Suppose that the inequalities (2.5) are valid. Then
there exists a constant c > 0 independent of ε such that∥∥P∂nu+Wu∥∥Lp(Ωε) ≤ cε‖u‖W 2,p(Ωε)(4.16)
for all u ∈W 2,p(Ωε)3 satisfying (4.8) on Γ0ε or on Γ1ε.
Proof. For i = 0 or i = 1 let u ∈W 2,p(Ωε)3 satisfy (4.8) on Γiε. Since ∂nu = (n¯·∇)u
in Ωε and n, P , and W are bounded on Γ, we observe by (4.3) that∣∣∣∂n[P∂nu+Wu]∣∣∣ ≤ c(|∇u|+ |∇2u|) in Ωε.
We apply (4.4) and the above inequality to get∥∥P∂nu+Wu∥∥Lp(Ωε) ≤ c(ε1/p ∥∥P∂nu+Wu∥∥Lp(Γiε) + ε‖u‖W 2,p(Ωε)) .(4.17)
Moreover, since ∂nu = (n¯ · ∇)u and u satisfies (4.8) on Γiε,
P∂nu = (−1)i+1Pε(nε · ∇)u+ Pε[{n¯− (−1)i+1nε} · ∇]u+
(
P − Pε
)
(n¯ · ∇)u
= (−1)i+1
(
−Wεu− γε
ν
u
)
+ Pε[{n¯− (−1)i+1nε} · ∇]u+
(
P − Pε
)
(n¯ · ∇)u
on Γiε by (4.15). Hence by (2.5) and (3.25)–(3.27) we get∣∣P∂nu+Wu∣∣ ≤ ∣∣Wu− (−1)i+1Wεu∣∣+ cε(|u|+ |∇u|) ≤ cε(|u|+ |∇u|)
on Γiε, which together with (4.5) implies that∥∥P∂nu+Wu∥∥Lp(Γiε) ≤ cε (‖u‖Lp(Γiε) + ‖∇u‖Lp(Γiε)) ≤ cε1−1/p‖u‖W 2,p(Ωε).
Applying this inequality to (4.17) we obtain (4.16). 
4.3. Impermeable extension of surface vector fields. In the analysis of inte-
grals over Ωε involving a vector field on Γ it is convenient to consider its extension
to Ωε satisfying the impermeable boundary condition (4.7). Let τ
0
ε and τ
1
ε be the
vector fields on Γ given by (3.18). We define a vector field Ψε on N by
Ψε(x) :=
1
g¯(x)
{(
d(x) − εg¯0(x)
)
τ¯1ε (x) +
(
εg¯1(x) − d(x)
)
τ¯0ε (x)
}
, x ∈ N.(4.18)
By definition, Ψε = ετ¯
i
ε on Γ
i
ε, i = 0, 1. Let us give several estimates for Ψε.
Lemma 4.8. There exists a constant c > 0 independent of ε such that
|Ψε| ≤ cε, |∇Ψε| ≤ c, |∇2Ψε| ≤ c in Ωε.(4.19)
Moreover, we have∣∣P∇Ψε∣∣ ≤ cε, ∣∣∣∣∂nΨε − 1g¯∇Γg
∣∣∣∣ ≤ cε in Ωε.(4.20)
Proof. Applying (3.20) and
0 ≤ d(x) − εg¯0(x) ≤ εg¯(x), 0 ≤ εg¯1(x)− d(x) ≤ εg¯(x), x ∈ Ωε(4.21)
to (4.18) we get the first inequality of (4.19). Also, by ∇d = n¯ in N we have
∇Ψε = 1
g¯
{n¯⊗ (τ¯1ε − τ¯0ε ) + Fε} in N,(4.22)
where Fε is a 3× 3 matrix-valued function on N given by
Fε := −∇g¯ ⊗Ψε + ε(∇g¯1 ⊗ τ¯0ε −∇g¯0 ⊗ τ¯1ε ) + (d− εg¯0)∇τ¯1ε + (εg¯1 − d)∇τ¯0ε .
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By (2.1), (3.20), and |n| = 1 on Γ we see that the first term on the right-hand side
of (4.22) is bounded on N uniformly in ε. Moreover, from (2.1), (3.13), (3.20), the
first inequality of (4.19), (4.21), and g0, g1 ∈ C4(Γ) we deduce that
|Fε| ≤ cε in Ωε.(4.23)
Hence the second inequality of (4.19) follows. Similarly, differentiating both sides of
(4.22) and using (2.1), (3.13), (3.15), (3.17), (3.20), the first and second inequalities
of (4.19), and g0, g1 ∈ C4(Γ) we can derive the last inequality of (4.19).
Let us prove (4.20). First note that
P [n⊗ (τ1ε − τ0ε )] = (Pn)⊗ (τ1ε − τ0ε ) = 0,
[(τ1ε − τ0ε )⊗ n]n = |n|2(τ1ε − τ0ε ) = τ1ε − τ0ε
on Γ. From these equalities, (4.2), and (4.22) we deduce that
P∇Ψε = 1
g¯
PFε, ∂nΨε = (∇Ψε)T n¯ = 1
g¯
(τ¯1ε − τ¯0ε ) + FTε n¯ in N.
Hence we observe by (2.1) and (4.23) that∣∣P∇Ψε∣∣ ≤ c ∣∣PFε∣∣ ≤ c|Fε| ≤ cε in Ωε.
Also, applying (2.1), (3.21), and (4.23) to the equality for ∂nΨε we obtain∣∣∣∣∂nΨε − 1g¯∇Γg
∣∣∣∣ ≤ 1g¯ ∑
i=0,1
∣∣τ¯ iε −∇Γgi∣∣+ |Fε| ≤ cε in Ωε.
Thus the inequalities (4.20) are valid. 
For a tangential vector field v on Γ (i.e. v · n = 0 on Γ) we define
Eεv(x) := v¯(x) + {v¯(x) ·Ψε(x)}n¯(x), x ∈ N,(4.24)
where v¯ and n¯ are the constant extensions of v and n. By the definition of Ψε we
easily see that Eεv satisfies the impermeable boundary condition (4.7).
Lemma 4.9. For all v ∈ C(Γ, TΓ) we have Eεv · nε = 0 on Γε.
Proof. For i = 0, 1 we observe by (3.19), (3.22), and v · n = 0 on Γ that
v¯ · nε = (−1)i εv¯ · τ¯
i
ε√
1 + ε2|τ¯ iε|2
, n¯ · nε = (−1)
i+1√
1 + ε2|τ¯ iε|2
on Γiε.
From these equalities and Ψε = ετ¯
i
ε on Γ
i
ε by (4.18) we get Eεv · nε = 0 on Γiε. 
Also, it is easy to show that Eεv ∈ Wm,p(Ωε) for v ∈Wm,p(Γ, TΓ).
Lemma 4.10. There exists a constant c > 0 independent of ε such that
‖Eεv‖Wm,p(Ωε) ≤ cε1/p‖v‖Wm,p(Γ)(4.25)
for all v ∈Wm,p(Γ, TΓ) with m = 0, 1, 2 and p ∈ [1,∞).
Proof. By (3.13), (3.15), (3.17), and (4.19) we have
|Eεv| ≤ c|v¯|, |∇Eεv| ≤ c
(|v¯|+ ∣∣∇Γv∣∣) , |∇2Eεv| ≤ c(|v¯|+ ∣∣∇Γv∣∣+ ∣∣∣∇2Γv∣∣∣)
in Ωε. These inequalities and (3.35) imply (4.25). 
If Ω˜ε is a flat thin domain of the form
Ω˜ε = {x = (x′, x3) ∈ R3 | x′ ∈ ω, εg˜0(x′) < x3 < εg˜1(x′)},
where ω is a domain in R2 and g˜0 and g˜1 are functions on ω, then we have
div(Eεv)(x) =
1
g˜(x′)
div(g˜v)(x′), x = (x′, x3) ∈ Ω˜ε (g˜ := g˜1 − g˜0)
NAVIER–STOKES EQUATIONS IN A CURVED THIN DOMAIN, PART II 19
for v : ω → R2 (see [13, Lemma 4.24] and [18, Remark 3.1]). This is not the case for
the curved thin domain Ωε of the form (1.1) since the principal curvatures of the
limit surface Γ do not vanish in general. However, we can show that the difference
between div(Eεv) and g
−1divΓ(gv) is of order ε in Ωε.
Lemma 4.11. There exists a constant c > 0 independent of ε such that∣∣∣∣∇Eεv −{∇Γv + 1g¯(v¯ · ∇Γg)Q
}∣∣∣∣ ≤ cε (|v¯|+ ∣∣∇Γv∣∣) in Ωε(4.26)
for all v ∈ C1(Γ, TΓ). Moreover, we have∣∣∣∣div(Eεv)− 1g¯divΓ(gv)
∣∣∣∣ ≤ cε (|v¯|+ ∣∣∇Γv∣∣) in Ωε.(4.27)
Proof. Since
∇Eεv = ∇v¯ + [(∇v¯)Ψε + (∇Ψε)v¯]⊗ n¯+ (v¯ ·Ψε)∇n¯ in N
by (4.24) and (v · ∇Γg)Q = [(v · ∇Γg)n]⊗ n = [(n⊗∇Γg)v]⊗ n on Γ, we have
(4.28)
∣∣∣∣∇Eεv −{∇Γv + 1g¯(v¯ · ∇Γg)Q
}∣∣∣∣
≤
∣∣∇v¯ −∇Γv∣∣+ |[(∇v¯)Ψε]⊗ n¯|+ |(v¯ ·Ψε)∇n¯|
+
∣∣∣∣[(∇Ψε − 1g¯ n¯⊗∇Γg
)
v¯
]
⊗ n¯
∣∣∣∣ in N.
Also, by ∇Ψε = P∇Ψε +Q∇Ψε = P∇Ψε + n¯⊗ ∂nΨε in N and (4.20) we get∣∣∣∣∇Ψε − 1g¯ n¯⊗∇Γg
∣∣∣∣ ≤ ∣∣P∇Ψε∣∣+ ∣∣∣∣n¯⊗ (∂nΨε − 1g¯∇Γg
)∣∣∣∣ ≤ cε in Ωε.
Applying this inequality, (3.13), (3.14), (3.17), (4.19), and |d| ≤ cε in Ωε to the
right-hand side of (4.28) we obtain (4.26). Moreover, since
tr
[
∇Γv + 1
g
(v · ∇Γg)Q
]
= divΓv +
1
g
(v · ∇Γg) = 1
g
divΓ(gv) on Γ
by tr[Q] = n · n = 1 on Γ, the inequality (4.27) follows from (4.26). 
5. Stokes operator under the slip boundary conditions
We summarize the fundamental results of the first part [31] of our study on the
Stokes operator for Ωε under the slip boundary conditions. Throughout this section
we impose Assumptions 2.1 and 2.2 and fix the constant ε0 given in Lemma 2.4.
Integration by parts shows that
(5.1)
∫
Ωε
{∆u1 +∇(div u1)} · u2 dx
= −2
∫
Ωε
D(u1) : D(u2) dx+ 2
∫
Γε
[D(u1)nε] · u2 dH2
for u1 ∈ H2(Ωε)3 and u2 ∈ H1(Ωε)3 (see also [31, Lemma 7.1]). From this formula
it follows that, if u1 satisfies div u1 = 0 in Ωε and the slip boundary conditions
(4.8) and u2 satisfies the impermeable boundary condition (4.7), then
ν
∫
Ωε
∆u1 · u2 dx = −2ν
∫
Ωε
D(u1) : D(u2) dx−
∑
i=0,1
γiε
∫
Γiε
u1 · u2 dH2.
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Hence the bilinear form for the Stokes problem
−ν∆u+∇p = f in Ωε,
div u = 0 in Ωε,
u · nε = 0 on Γε,
2νPεD(u)nε + γεu = 0 on Γε
is of the form
aε(u1, u2) := 2ν
(
D(u1), D(u2)
)
L2(Ωε)
+
∑
i=0,1
γiε(u1, u2)L2(Γiε)
for u1, u2 ∈ H1(Ωε)3. Let Hε and Vε be the function spaces defined by (2.8). Then
for each ε ∈ (0, ε0] the bilinear form aε is uniformly bounded and coercive on Vε
by Lemma 2.4. Hence by the Lax–Milgram theorem it induces a bounded linear
operator Aε from Vε into its dual space V ′ε such that
V′ε〈Aεu1, u2〉Vε = aε(u1, u2), u1, u2 ∈ Vε,
where V′ε〈·, ·〉Vε is the duality product between V ′ε and Vε. If we consider Aε as an
unbounded operator on Hε with domain
D(Aε) = {u ∈ Vε | Aεu ∈ Hε},
then Aε is positive and self-adjoint on Hε by the Lax–Milgram theory. Hence the
square root A
1/2
ε of Aε is well-defined on D(A
1/2
ε ) = Vε and
(Aεu1, u2)L2(Ωε) = (A
1/2
ε u1, A
1/2
ε u2)L2(Ωε)(5.2)
for all u1 ∈ D(Aε) and u2 ∈ Vε (see [5, 45]). Moreover, by a regularity result for a
solution to the Stokes problem (see [2, 4, 44]) we observe that
D(Aε) = {u ∈ Vε ∩H2(Ωε)3 | 2νPεD(u)nε + γεu = 0 on Γε}(5.3)
and Aεu = −νPε∆u for u ∈ D(Aε), where Pε is the orthogonal projection from
L2(Ωε)
3 onto Hε. In what follows, we call Aε the Stokes operator for Ωε under the
slip boundary conditions or simply the Stokes operator on Hε.
In our first paper [31] we studied the Stokes operatorAε in detail. We present the
main results of [31] below which are essential for the proof of the global existence
of a strong solution to (1.2).
Lemma 5.1 ([31, Lemma 2.5]). There exists a constant c > 0 such that
c−1‖u‖H1(Ωε) ≤ ‖A1/2ε u‖L2(Ωε) ≤ c‖u‖H1(Ωε)(5.4)
for all ε ∈ (0, ε0] and u ∈ Vε. Moreover, if u ∈ D(Aε), then we have
‖A1/2ε u‖L2(Ωε) ≤ c‖Aεu‖L2(Ωε).(5.5)
Lemma 5.2 ([31, Theorem 2.6]). There exists a constant c > 0 such that
‖Aεu+ ν∆u‖L2(Ωε) ≤ c‖u‖H1(Ωε)(5.6)
for all ε ∈ (0, ε0] and u ∈ D(Aε).
Note that the H1(Ωε)-norm of u appears in the right-hand side of (5.7), not its
H2(Ωε)-norm. This is essential for a good estimate for the trilinear term(
(u · ∇)u,Aεu
)
L2(Ωε)
, u ∈ D(Aε)
derived in Section 7.
Lemma 5.3 ([31, Theorem 2.7]). There exists a constant c > 0 such that
c−1‖u‖H2(Ωε) ≤ ‖Aεu‖L2(Ωε) ≤ c‖u‖H2(Ωε)(5.7)
for all ε ∈ (0, ε0] and u ∈ D(Aε).
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Lemma 5.4 ([31, Corollary 2.8]). There exists a constant c > 0 such that
‖u‖H1(Ωε) ≤ c‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
(5.8)
for all ε ∈ (0, ε0] and u ∈ D(Aε).
6. Average operators in the thin direction
The purpose of this section is to study average operators in the thin direction
which play a fundamental role in the analysis of the Navier–Stokes equations (1.2).
Throughout this section we assume ε ∈ (0, 1] and denote by η¯ = η ◦ π the constant
extension of a function η on Γ in the normal direction of Γ. We also write ∂nϕ =
(n¯ · ∇)ϕ for the derivative of a function ϕ on Ωε in the normal direction of Γ.
6.1. Definition and basic properties of the average operators. Let us give
the definition of average operators and show their basic properties.
Definition 6.1. We define the average operator M as
Mϕ(y) :=
1
εg(y)
∫ εg1(y)
εg0(y)
ϕ(y + rn(y)) dr, y ∈ Γ(6.1)
for a function ϕ on Ωε. The operatorM is also applied to a vector field u : Ωε → R3
and we define the averaged tangential component Mτu of u by
Mτu(y) := P (y)Mu(y) =
1
εg(y)
∫ εg1(y)
εg0(y)
P (y)u(y + rn(y)) dr, y ∈ Γ.(6.2)
For the sake of simplicity, we denote the tangential and normal components with
respect to the surface Γ of a vector field u : Ωε → R3 by
uτ (x) := P (x)u(x), un(x) := {u(x) · n¯(x)}n¯(x), x ∈ Ωε(6.3)
so that u = uτ +un and uτ ·un = 0 in Ωε (note that un is a vector field). Moreover,
we use the notations (3.28) and (3.29) and sometimes suppress the arguments of
functions. For example, we write
Mϕ =
1
εg
∫ εg1
εg0
ϕ♯ dr, Mτu =
1
εg
∫ εg1
εg0
u♯τ dr on Γ.
Lemma 6.2. Let p ∈ [1,∞). There exists c > 0 independent of ε such that
‖Mϕ‖Lp(Γ) ≤ cε−1/p‖ϕ‖Lp(Ωε),(6.4) ∥∥Mϕ∥∥
Lp(Ωε)
≤ c‖ϕ‖Lp(Ωε)(6.5)
for all ϕ ∈ Lp(Ωε).
Proof. By Ho¨lder’s inequality and (2.1),
|Mϕ(y)|p =
∣∣∣∣∣ 1εg(y)
∫ εg1(y)
εg0(y)
ϕ♯(y, r) dr
∣∣∣∣∣
p
≤ cε−1
∫ εg1(y)
εg0(y)
|ϕ♯(y, r)|p dr
for all y ∈ Γ. Integrating both sides of the above inequality over Γ and using (3.34)
we obtain (6.4). The inequality (6.5) follows from (3.35) and (6.4). 
Lemma 6.3. Let p ∈ [1,∞). There exists c > 0 independent of ε such that
‖Mτu‖Lp(Γ) ≤ cε−1/p‖u‖Lp(Ωε)(6.6)
for all u ∈ Lp(Ωε)3.
Proof. SinceMτu =Muτ on Γ and |uτ | ≤ |u| in Ωε by (6.2) and (6.3), the inequality
(6.6) immediately follows from (6.4). 
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Lemma 6.4. Let p ∈ [1,∞). There exists c > 0 independent of ε such that∥∥ϕ−Mϕ∥∥
Lp(Ωε)
≤ cε‖∂nϕ‖Lp(Ωε),(6.7) ∥∥ϕ−Mϕ∥∥
Lp(Γiε)
≤ cε1−1/p‖∂nϕ‖Lp(Ωε), i = 0, 1(6.8)
for all ϕ ∈W 1,p(Ωε).
Proof. For y ∈ Γ and r ∈ (εg0(y), εg1(y)) we have
ϕ♯(y, r)−Mϕ(y) = 1
εg(y)
∫ εg1(y)
εg0(y)
{ϕ♯(y, r) − ϕ♯(y, r1)} dr1.(6.9)
Since ∂ϕ♯/∂r = (∂nϕ)
♯ by (3.28) and (4.2),
|ϕ♯(y, r)− ϕ♯(y, r1)| =
∣∣∣∣∫ r
r1
∂
∂r2
(
ϕ♯(y, r2)
)
dr2
∣∣∣∣ ≤ ∫ εg1(y)
εg0(y)
|(∂nϕ)♯(y, r2)| dr2.
Noting that the right-hand side is independent of r1, we apply this inequality to
the right-hand side of (6.9) and then use Ho¨lder’s inequality to get
|ϕ♯(y, r)−Mϕ(y)| ≤
∫ εg1(y)
εg0(y)
|(∂nϕ)♯(y, r2)| dr2
≤ cε1−1/p
(∫ εg1(y)
εg0(y)
|(∂nϕ)♯(y, r2)|p dr2
)1/p
.
Since the last term is independent of r, this inequality and (3.34) imply that∥∥ϕ−Mϕ∥∥p
Lp(Ωε)
≤ c
∫
Γ
∫ εg1(y)
εg0(y)
|ϕ♯(y, r) −Mϕ(y)|p dr dH2(y)
≤ c
∫
Γ
εg(y)
(
cεp−1
∫ εg1(y)
εg0(y)
|(∂nϕ)♯(y, r2)|p dr2
)
dH2(y)
≤ cεp‖∂nϕ‖pLp(Ωε).
Thus (6.7) follows. We also have (6.8) by applying (4.5) to ϕ−Mϕ and using (4.3)
and (6.7) to the resulting inequality. 
Lemma 6.5. Let p ∈ [1,∞). There exists c > 0 independent of ε such that
‖Mu · n‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε)(6.10)
for all u ∈W 1,p(Ωε)3 satisfying (4.7) on Γ0ε or on Γ1ε.
Proof. By (6.4) we observe that
‖Mu · n‖Lp(Γ) = ‖M(u · n¯)‖Lp(Γ) ≤ cε−1/p‖u · n¯‖Lp(Ωε).
Applying (4.10) to the right-hand side we obtain (6.10). 
Lemma 6.6. Let p ∈ [1,∞). There exists c > 0 independent of ε such that∥∥u−Mτu∥∥Lp(Ωε) ≤ cε‖u‖W 1,p(Ωε)(6.11)
for all u ∈W 1,p(Ωε)3 satisfying (4.7) on Γ0ε or on Γ1ε.
Proof. Noting that
u−Mτu = (u · n¯)n¯+
(
uτ −Muτ
)
, |(u · n¯)n¯| = |u · n¯|,
|∂nuτ | =
∣∣∣∂n(Pu)∣∣∣ = ∣∣P∂nu∣∣ ≤ |∂nu| ≤ c|∇u|
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in Ωε by (4.3), (6.2), and (6.3), we deduce from (4.10) and (6.7) that∥∥u−Mτu∥∥Lp(Ωε) ≤ ‖u · n¯‖Lp(Ωε) + ∥∥uτ −Muτ∥∥Lp(Ωε)
≤ cε(‖u‖W 1,p(Ωε) + ‖∂nuτ‖Lp(Ωε))
≤ cε‖u‖W 1,p(Ωε).
Hence (6.11) is valid. 
Unlike the case of a flat thin domain (see [12, 13, 18]), the constant extension of
M on L2(Ωε) is not symmetric since the Jacobian J 6≡ 1 appears in the change of
variables formula (3.33). However, its skew-symmetric part is small of order ε.
Lemma 6.7. There exists a constant c > 0 independent of ε such that∣∣∣∣(Mϕ1, ϕ2)L2(Ωε) −
(
ϕ1,Mϕ2
)
L2(Ωε)
∣∣∣∣ ≤ cε‖ϕ1‖L2(Ωε)‖ϕ2‖L2(Ωε)(6.12)
for all ϕ1, ϕ2 ∈ L2(Ωε) and∣∣∣∣(Mτu1, u2)L2(Ωε) −
(
u1,Mτu2
)
L2(Ωε)
∣∣∣∣ ≤ cε‖u1‖L2(Ωε)‖u2‖L2(Ωε)(6.13)
for all u1, u2 ∈ L2(Ωε)3.
Proof. For ϕ1, ϕ2 ∈ L2(Ωε) we have(
Mϕ1, ϕ2
)
L2(Ωε)
=
∫
Γ
Mϕ1
(∫ εg1
εg0
ϕ♯2J dr
)
dH2
= ε(Mϕ1, gMϕ2)L2(Γ) +
∫
Γ
Mϕ1
(∫ εg1
εg0
ϕ♯2(J − 1) dr
)
dH2
by (3.33) and (6.1). Similarly,(
ϕ1,Mϕ2
)
L2(Ωε)
= ε(gMϕ1,Mϕ2)L2(Γ) +
∫
Γ
(∫ εg1
εg0
ϕ♯1(J − 1) dr
)
Mϕ2 dH2.
Since (Mϕ1, gMϕ2)L2(Γ) = (gMϕ1,Mϕ2)L2(Γ), we see by (3.32) that
(6.14)
∣∣∣∣(Mϕ1, ϕ2)L2(Ωε) −
(
ϕ1,Mϕ2
)
L2(Ωε)
∣∣∣∣
≤ cε
{∫
Γ
|Mϕ1|
(∫ εg1
εg0
|ϕ♯2| dr
)
dH2 +
∫
Γ
(∫ εg1
εg0
|ϕ♯1| dr
)
|Mϕ2| dH2
}
.
Moreover, applying Ho¨lder’s inequality twice and using (3.34) and (6.4) we get∫
Γ
|Mϕ1|
(∫ εg1
εg0
|ϕ♯2| dr
)
dH2 ≤ ‖Mϕ1‖L2(Γ)
{∫
Γ
εg
(∫ εg1
εg0
|ϕ♯2|2 dr
)
dH2
}1/2
≤ c‖ϕ1‖L2(Ωε)‖ϕ2‖L2(Ωε)
and a similar inequality for the last term of (6.14). Hence (6.12) follows.
Let u1, u2 ∈ L2(Ωε)3. By (6.2), (6.3), and PT = P on Γ we have
Mτu1 · u2 = PMu1 · u2 =Mu1 ·
(
Pu2
)
=Mu1 · u2,τ , Mτu2 =Mu2,τ
in Ωε (here u2,τ = Pu2 on Ωε). Thus it follows from (6.12) that∣∣∣∣(Mτu1, u2)L2(Ωε) −
(
u1,Mτu2
)
L2(Ωε)
∣∣∣∣
=
∣∣∣∣(Mu1, u2,τ)L2(Ωε) −
(
u1,Mu2,τ
)
L2(Ωε)
∣∣∣∣
≤ cε‖u1‖L2(Ωε)‖u2,τ‖L2(Ωε)
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and we obtain (6.13) by this inequality and |u2,τ | ≤ |u2| in Ωε. 
6.2. Tangential derivatives of averaged functions. In this subsection we give
formulas and inequalities for the tangential derivatives of the average operators.
Lemma 6.8. For ϕ ∈ C1(Ωε) we have
∇ΓMϕ =M(B∇ϕ) +M
(
(∂nϕ)ψε
)
on Γ,(6.15)
where the matrix-valued function B and the vector field ψε are given by
B(x) :=
{
I3 − d(x)W (x)
}
P (x),
ψε(x) :=
1
g¯(x)
{(
d(x) − εg¯0(x)
)∇Γg1(x) + (εg¯1(x)− d(x))∇Γg0(x)}(6.16)
for x ∈ N .
Proof. The constant extension of Mϕ is given by
Mϕ(x) =
1
εg¯(x)
∫ εg¯1(x)
εg¯0(x)
ϕ(π(x) + rn¯(x)) dr, x ∈ N.
We differentiate both sides of this equality with respect to x ∈ N and set x = y ∈ Γ.
Then by (3.5), (3.7), (3.11), and (3.16) with d(y) = 0 we get
∇ΓMϕ(y) = I(y)
εg(y)
+
1
εg(y)
∫ εg1(y)
εg0(y)
{I3 − rW (y)}P (y)(∇ϕ)♯(y, r) dr(6.17)
for y ∈ Γ. Here we use the notations (3.28) and (3.29) and set
I(y) := −∇Γg(y)
g(y)
∫ εg1(y)
εg0(y)
ϕ♯(y, r) dr + εϕ♯1(y)∇Γg1(y)− εϕ♯0(y)∇Γg0(y).
To the right-hand side we apply
εϕ♯1(y)∇Γg1(y)− εϕ♯0(y)∇Γg0(y) =
[
(ϕψε)
♯(y, r)
]εg1(y)
r=εg0(y)
=
∫ εg1(y)
εg0(y)
∂
∂r
(
(ϕψε)
♯(y, r)
)
dr
and the equalities ∂ϕ♯/∂r = (∂nϕ)
♯ and ∂ψ♯ε/∂r = ∇Γg/g by
ψ♯ε(y, r) =
1
g(y)
{(
r − εg0(y)
)∇Γg1(y) + (εg1(y)− r)∇Γg0(y)}.
Then we have
I(y) =
∫ εg1(y)
εg0(y)
(
(∂nϕ)ψε
)♯
(y, r) dr = εg(y)
[
M
(
(∂nϕ)ψε
)]
(y), y ∈ Γ.
Applying this and {I3− rW (y)}P (y) = B♯(y, r) to the right-hand side of (6.17) we
obtain (6.15). 
Remark 6.9. There exists a constant c > 0 independent of ε such that
|B| ≤ c, |ψε| ≤ cε in Ωε(6.18)
by (4.21) and the boundedness of W , P , ∇Γg0, and ∇Γg1 on Γ. Moreover,
|∂kB| ≤ c, |∇ψε| ≤ c,
∣∣∣∣∇ψε − 1g¯ n¯⊗∇Γg
∣∣∣∣ ≤ cε in Ωε, k = 1, 2, 3(6.19)
by (2.1), (3.13), (4.21), ∇d = n¯ in N , and the regularity of W , P , g0, and g1 on Γ.
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Lemma 6.10. There exists a constant c > 0 independent of ε such that
‖Mϕ‖Wm,p(Γ) ≤ cε−1/p‖ϕ‖Wm,p(Ωε)(6.20)
for all ϕ ∈Wm,p(Ωε) with m = 1, 2 and p ∈ [1,∞).
Proof. Let ϕ ∈ W 1,p(Ωε). From (6.4) and (6.15) it follows that
‖∇ΓMϕ‖Lp(Γ) ≤ c
(
‖M(B∇ϕ)‖Lp(Γ) +
∥∥M((∂nϕ)ψε)∥∥Lp(Γ))
≤ cε−1/p (‖B∇ϕ‖Lp(Ωε) + ‖(∂nϕ)ψε‖Lp(Ωε)) .
Here B and ψε are bounded on Ωε uniformly in ε (see Remark 6.9). Hence
‖∇ΓMϕ‖Lp(Γ) ≤ cε−1/p‖∇ϕ‖Lp(Ωε) ≤ cε−1/p‖ϕ‖W 1,p(Ωε).(6.21)
Combining (6.21) with (6.4) we obtain (6.20) with m = 1. When ϕ ∈W 2,p(Ωε) we
apply (6.21) with ϕ replaced by B∇ϕ and (∂nϕ)ψε. Then by (6.18) and (6.19),
‖∇ΓM(B∇ϕ)‖Lp(Γ) +
∥∥∇ΓM((∂nϕ)ψε)∥∥Lp(Γ) ≤ cε−1/p‖ϕ‖W 2,p(Ωε).
Therefore, applying ∇Γ to (6.15) and using the above inequality we get
‖∇2ΓMϕ‖Lp(Γ) ≤ cε−1/p‖ϕ‖W 2,p(Ωε)
and (6.20) with m = 2 follows from this inequality, (6.4), and (6.21). 
Lemma 6.11. There exists a constant c > 0 independent of ε such that
‖Mτu‖Wm,p(Γ) ≤ cε−1/p‖u‖Wm,p(Ωε)(6.22)
for all u ∈Wm,p(Ωε)3 with m = 1, 2 and p ∈ [1,∞).
Proof. We observe by the C4-regularity of P on Γ and (6.20) that
‖Mτu‖Wm,p(Γ) = ‖PMu‖Wm,p(Γ) ≤ c‖Mu‖Wm,p(Γ) ≤ cε−1/p‖u‖Wm,p(Ωε).
Hence (6.22) is valid. 
Lemma 6.12. There exists a constant c > 0 independent of ε such that∥∥P∇ϕ−∇ΓMϕ∥∥Lp(Ωε) ≤ cε‖ϕ‖W 2,p(Ωε)(6.23) ∥∥P∇ϕ−∇ΓMϕ∥∥Lp(Γiε) ≤ cε1−1/p‖ϕ‖W 2,p(Ωε), i = 0, 1(6.24)
for all ϕ ∈W 2,p(Ωε) with p ∈ [1,∞).
Proof. By (3.7), (6.15), and (6.16) we have P∇ϕ−∇ΓMϕ = u+ v¯ in Ωε, where
u(x) := P (x)∇ϕ(x) −
[
M
(
P∇ϕ
)]
(π(x)), x ∈ Ωε,
v(y) :=
[
M
(
dW∇ϕ
)]
(y)− [M((∂nϕ)ψε)](y), y ∈ Γ.
We apply (6.7) to u and use (4.3) to get
‖u‖Lp(Ωε) ≤ cε
∥∥∥∂n(P∇ϕ)∥∥∥
Lp(Ωε)
≤ cε‖ϕ‖W 2,p(Ωε).(6.25)
Also, from (6.5) and∣∣dW∇ϕ∣∣ ≤ cε|∇ϕ|, |(∂nϕ)ψε| ≤ cε|∇ϕ| in Ωε
by (6.18) and |d| ≤ cε in Ωε it follows that
‖v¯‖Lp(Ωε) ≤ c
(∥∥dW∇ϕ∥∥
Lp(Ωε)
+ ‖(∂nϕ)ψε‖Lp(Ωε)
)
≤ cε‖∇ϕ‖Lp(Ωε).(6.26)
Combining (6.25) and (6.26) we obtain∥∥P∇ϕ−∇ΓMϕ∥∥Lp(Ωε) ≤ ‖u‖Lp(Ωε) + ‖v¯‖Lp(Ωε) ≤ cε‖ϕ‖W 2,p(Ωε).
Hence (6.23) holds. Also, (6.24) follows from (4.3), (4.5), and (6.23). 
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Lemma 6.13. There exists a constant c > 0 independent of ε such that
‖Mu · n‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε)(6.27)
for all u ∈W 2,p(Ωε)3 with p ∈ [1,∞) satisfying (4.7) on Γ0ε or on Γ1ε.
Proof. By (6.15) we have
∇Γ(Mu · n) = ∇ΓM(u · n¯) =M
(
B∇(u · n¯))+M(∂n(u · n¯)ψε) on Γ.
To the right-hand side we apply (6.4) and
|B∇(u · n¯)| ≤ c ∣∣P∇(u · n¯)∣∣ , |∂n(u · n¯)ψε| ≤ cε|∇u| in Ωε
by (3.9), (4.3), and (6.18) to deduce that
‖∇Γ(Mu · n)‖Lp(Γ) ≤ c
(∥∥M(B∇(u · n¯))∥∥
Lp(Γ)
+ ‖M(∂n(u · n¯)ψε)‖Lp(Γ)
)
≤ cε−1/p (‖B∇(u · n¯)‖Lp(Ωε) + ‖∂n(u · n¯)ψε‖Lp(Ωε))
≤ c
(
ε−1/p
∥∥P∇(u · n¯)∥∥
Lp(Ωε)
+ ε1−1/p‖∇u‖Lp(Ωε)
)
.
Applying (4.11) to the first term on the last line we obtain
‖∇Γ(Mu · n)‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε).
The inequality (6.27) follows from this inequality and (6.10). 
Next we estimate the weighted surface divergence of the average of a vector field
on Ωε satisfying the divergence-free condition in Ωε and the impermeable boundary
condition (4.7) on Γε.
Lemma 6.14. For p ∈ [1,∞) let u ∈ W 1,p(Ωε)3 satisfy div u = 0 in Ωε and (4.7).
Then there exists a constant c > 0 independent of ε and u such that
‖divΓ(gMu)‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε).(6.28)
If in addition u ∈ W 2,p(Ωε)3, then we have
‖divΓ(gMu)‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε).(6.29)
Proof. Let u ∈ W 1,p(Ωε)3 satisfy div u = 0 in Ωε and (4.7). We use the notations
(3.28) and (3.29) and define functions on Γ by
η1 :=
∑
i=0,1
(−1)i(u♯i −Mu) · τ iε, η2 :=
∑
i=0,1
(−1)iMu · (τ iε −∇Γgi),
η3 := −gM
(
d tr
[
W∇u
])
, η4 := gM(∂nu · ψε),
(6.30)
where τ0ε and τ
1
ε are given by (3.18). First we show that
divΓ(gMu) = η1 + η2 + η3 + η4 on Γ.(6.31)
By (3.7), (6.15), and (6.16) we have
g divΓ(Mu) = g tr[∇ΓMu] = gM(tr[B∇u]) + gM(tr[ψε ⊗ ∂nu])
= gM
(
tr
[
P∇u
])
+ η3 + η4
on Γ. Moreover, since div u = 0 and (n¯⊗ n¯)∇u = n¯⊗ ∂nu in Ωε,
tr
[
P∇u
]
= div u− tr[(n¯⊗ n¯)∇u] = −n¯ · ∂nu in Ωε.
By these equalities and divΓ(gMu) = ∇Γg ·Mu+ g divΓ(Mu) on Γ we get
divΓ(gMu) = ∇Γg ·Mu− gM(∂nu · n¯) + η3 + η4 on Γ.(6.32)
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Let us calculate the second term on the right-hand side. Since
(∂nu · n¯)♯(y, r) = [∂n(u · n¯)]♯(y, r) = ∂
∂r
(
(u · n¯)♯(y, r)
)
for y ∈ Γ and r ∈ (εg0(y), εg1(y)) by ∂nn¯ = 0 in Ωε, we have
g(y)[M(∂nu · n¯)](y) = 1
ε
∫ εg1(y)
εg0(y)
∂
∂r
(
(u · n¯)♯(y, r)
)
dr
=
1
ε
{(u · n¯)♯(y, εg1(y))− (u · n¯)♯(y, εg0(y))}
for y ∈ Γ. Moreover, since u satisfies (4.7) on Γε,
(u · n¯)♯(y, εgi(y)) = ε(u · τ¯ iε)♯(y, εgi(y)) = ε(u♯i · τ iε)(y), y ∈ Γ
by (4.9). Hence
gM(∂nu · n¯) = u♯1 · τ1ε − u♯0 · τ0ε = ∇Γg ·Mu− η1 − η2 on Γ.
Combining this with (6.32) we obtain (6.31).
Let us estimate η1, . . . , η4 in L
p(Γ). Noting that
η(y) = η¯(y + εgi(y)n(y)) = η¯
♯
i (y), y ∈ Γ, i = 0, 1(6.33)
for a function η on Γ, we apply (3.20), (3.37), and (6.8) to η1 to deduce that
‖η1‖Lp(Γ) ≤ c
∑
i=0,1
∥∥u−Mu∥∥
Lp(Γiε)
≤ cε1−1/p‖u‖W 1,p(Ωε).(6.34)
The first inequality of (3.21) and (6.4) imply that
‖η2‖Lp(Γ) ≤ cε‖Mu‖Lp(Γ) ≤ cε1−1/p‖u‖Lp(Ωε).(6.35)
To η3 and η4 we apply (6.4) and∣∣∣d tr[W∇u]∣∣∣ ≤ cε|∇u|, |∂nu · ψε| ≤ cε|∇u| in Ωε
by (6.18), |d| ≤ cε in Ωε, and the boundedness of W on Γ to get
‖η3‖Lp(Γ) ≤ cε−1/p
∥∥∥d tr[W∇u]∥∥∥
Lp(Ωε)
≤ cε1−1/p‖∇u‖Lp(Ωε),
‖η4‖Lp(Γ) ≤ cε−1/p‖∂nu · ψε‖Lp(Ωε) ≤ cε1−1/p‖∇u‖Lp(Ωε).
(6.36)
Applying (6.34)–(6.36) to (6.31) we obtain (6.28).
Now we assume u ∈ W 2,p(Ωε)3 and estimate ∇Γη1, . . . ,∇Γη4 in Lp(Γ). Let
Gi(y) := ∇Γgi(y)⊗ n(y)− gi(y)W (y), y ∈ Γ, i = 0, 1.
Then ∇Γu♯i = (P + εGi)(∇u)♯i on Γ for i = 0, 1 by (3.29) and
∇Γ
(
y + εgi(y)n(y)
)
= P (y) + εGi(y), y ∈ Γ, i = 0, 1.
Hence
∇Γη1 =
∑
i=0,1
(−1)i{(∇Γu♯i −∇ΓMu)τ iε + (∇Γτ iε)(u♯i −Mu)}
=
∑
i=0,1
(−1)i
[{(
P (∇u)♯i −∇ΓMu
)
+ εGi(∇u)♯i
}
τ iε + (∇Γτ iε)(u♯i −Mu)
]
on Γ. Since G0 and G1 are bounded on Γ, we see by (3.20) that
|∇Γη1| ≤ c
∑
i=0,1
(|P (∇u)♯i −∇ΓMu|+ ε|(∇u)♯i |+ |u♯i −Mu|) on Γ.
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From this inequality, (3.37), and (6.33) we deduce that
‖∇Γη1‖Lp(Γ)
≤ c
∑
i=0,1
(
‖P (∇u)♯i −∇ΓMu‖Lp(Γ) + ε‖(∇u)♯i‖Lp(Γ) + ‖u♯i −Mu‖Lp(Γ)
)
≤ c
∑
i=0,1
(∥∥P∇u−∇ΓMu∥∥Lp(Γiε) + ε‖∇u‖Lp(Γiε) + ∥∥u−Mu∥∥Lp(Γiε)) .
To the right-hand side we apply (4.5), (6.8), and (6.24) to obtain
‖∇Γη1‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε).(6.37)
Next we estimate the Lp(Γ)-norm of ∇Γη2. From (3.21) and
∇Γη2 =
∑
i=0,1
(−1)i{(∇ΓMu)(τ iε −∇Γgi) + (∇Γτ iε −∇2Γgi)Mu} on Γ
it follows that |∇Γη2| ≤ cε(|Mu|+ |∇ΓMu|) on Γ. Hence by (6.20) with m = 1,
‖∇Γη2‖Lp(Γ) ≤ cε‖Mu‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε).(6.38)
To estimate the tangential gradient of η3 in L
p(Γ), we define
φ := tr
[
W∇u
]
on Ωε
so that η3 = −gM(dφ) on Γ. Then by (6.15) we have
∇Γη3 = −M(dφ)∇Γg − g
{
M(φB∇d) +M(dB∇φ) +M(∂n(dφ)ψε)} on Γ.
Here the second term on the right-hand side vanishes since B∇d = Bn¯ = 0 in Ωε
by (6.16) and Pn = 0 on Γ. Thus (6.4) implies that
‖∇Γη3‖Lp(Γ) ≤ c
(
‖M(dφ)‖Lp(Γ) + ‖M(dB∇φ)‖Lp(Γ) +
∥∥M(∂n(dφ)ψε)∥∥Lp(Γ))
≤ cε−1/p (‖dφ‖Lp(Ωε) + ‖dB∇φ‖Lp(Ωε) + ‖∂n(dφ)ψε‖Lp(Ωε)) .
Moreover, noting that W is of class C3 on Γ and
|d| ≤ cε in Ωε, ∂nd = n¯ · ∇d = |n¯|2 = 1 in N,
we use (3.13), (4.3), and (6.18) to get
|dφ| ≤ cε|∇u|, |dB∇φ| ≤ cε(|∇u|+ |∇2u|), |∂n(dφ)ψε| ≤ cε(|∇u|+ |∇2u|)
in Ωε. Hence we obtain
‖∇Γη3‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε).(6.39)
Let us estimate ∇Γη4 in Lp(Γ). Setting ξ := ∂nu · ψε on Ωε we have
∇Γη4 = (Mξ)∇Γg + g
{
M(B∇ξ) +M((∂nξ)ψε)} on Γ
by (6.15). From this equality and (6.4) we deduce that
‖∇Γη4‖Lp(Γ) ≤ c
(
‖Mξ‖Lp(Γ) + ‖M(B∇ξ)‖Lp(Γ) +
∥∥M((∂nξ)ψε)∥∥Lp(Γ))
≤ cε−1/p (‖ξ‖Lp(Ωε) + ‖B∇ξ‖Lp(Ωε) + ‖(∂nξ)ψε‖Lp(Ωε)) .(6.40)
We apply (6.18) and (6.19) to ξ = ∂nu · ψε and (∂nξ)ψε to get
‖ξ‖Lp(Ωε) ≤ cε‖∇u‖Lp(Ωε),
‖(∂nξ)ψε‖Lp(Ωε) ≤ cε
(‖∇u‖Lp(Ωε) + ‖∇2u‖Lp(Ωε)) .(6.41)
Moreover, by (3.9), (6.16), (6.19), and P (n⊗∇Γg) = (Pn)⊗∇Γg = 0 on Γ,
|B∇ψε| ≤ c
∣∣P∇ψε∣∣ = c ∣∣∣∣P (∇ψε − 1g¯ n¯⊗∇Γg
)∣∣∣∣ ≤ cε in Ωε.
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Using this inequality and (6.18) to B∇ξ = B{∇(∂nu)}ψε +B(∇ψε)∂nu we get
‖B∇ξ‖Lp(Ωε) ≤ cε
(‖∇u‖Lp(Ωε) + ‖∇2u‖Lp(Ωε)) .(6.42)
From (6.40)–(6.42) it follows that
‖∇Γη4‖Lp(Ωε) ≤ cε1−1/p‖u‖W 2,p(Ωε).(6.43)
Finally, from (6.31), (6.37)–(6.39), and (6.43) we deduce that∥∥∇Γ(divΓ(gMu))∥∥Lp(Γ) ≤ 4∑
j=1
‖∇Γηj‖Lp(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε)
and conclude that (6.29) is valid. 
Lemma 6.15. For p ∈ [1,∞) let u ∈ W 1,p(Ωε)3 satisfy div u = 0 in Ωε and (4.7).
Then there exists a constant c > 0 independent of ε and u such that
‖divΓ(gMτu)‖Lp(Γ) ≤ cε1−1/p‖u‖W 1,p(Ωε).(6.44)
If in addition u ∈ W 2,p(Ωε)3, then we have
‖divΓ(gMτu)‖W 1,p(Γ) ≤ cε1−1/p‖u‖W 2,p(Ωε).(6.45)
Proof. First note that, for a function η on Γ we have
divΓ(ηn) = ∇Γη · n+ η divΓn = −ηH on Γ
by (3.4) and (3.6). By this equality and Mτu =Mu− (Mu · n)n on Γ we get
divΓ(gMτu) = divΓ(gMu) + g(Mu · n)H on Γ.
From this equality and the regularity of g and H on Γ it follows that
|divΓ(gMτu)| ≤ c(|divΓ(gMu)|+ |Mu · n|),∣∣∇Γ(divΓ(gMτu))∣∣ ≤ c (∣∣∇Γ(divΓ(gMu))∣∣+ |Mu · n|+ |∇Γ(Mu · n)|)
on Γ. These inequalities, (6.10), and (6.27)–(6.29) imply (6.44) and (6.45). 
For a vector field u on Ωε let ∂nu be its derivative in the normal direction of Γ.
In Lemma 4.7 we observed that the tangential component of ∂nu with respect to Γ
is compared with the vector field −Wu. Next we derive a similar relation for the
normal component of ∂nu by using Lemmas 6.12 and 6.14.
Lemma 6.16. There exists a constant c > 0 independent of ε such that∥∥∥∥∂nu · n¯− 1g¯Mτu · ∇Γg
∥∥∥∥
Lp(Ωε)
≤ cε‖u‖W 2,p(Ωε)(6.46)
for all u ∈W 2,p(Ωε)3 with p ∈ [1,∞) satisfying div u = 0 in Ωε and (4.7).
Proof. Since ∂nu = (n¯ · ∇)u = (∇u)Tn in Ωε, we have
tr[(n¯⊗ n¯)∇u] = tr[n¯⊗ {(∇u)T n¯}] = tr[n¯⊗ ∂nu] = ∂nu · n¯ in Ωε.
By this equality, n⊗ n = I3 − P on Γ, and div u = tr[∇u] = 0 in Ωε,
∂nu · n¯ = tr[∇u]− tr
[
P∇u
]
= −tr
[
P∇u
]
in Ωε.
Also, since ∇Γg is tangential on Γ,
1
g
Mτu · ∇Γg = 1
g
Mu · ∇Γg = 1
g
divΓ(gMu)− divΓ(Mu)
=
1
g
divΓ(gMu)− tr[∇ΓMu]
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on Γ. From these equalities and (2.1) we deduce that∥∥∥∥∂nu · n¯− 1g¯Mτu · ∇Γg
∥∥∥∥
Lp(Ωε)
≤ ∥∥P∇u−∇ΓMu∥∥Lp(Ωε) + c ∥∥∥divΓ(gMu)∥∥∥Lp(Ωε)
and we apply (3.35), (6.23), and (6.28) to the right-hand side to get (6.46). 
6.3. Decomposition of a vector field into the average and residual parts.
In the study of the Navier–Stokes equations in a three-dimensional thin domain
it is convenient to decompose a three-dimensional vector field into an almost two-
dimensional one and a residual term and analyze them separately. To give a good
decomposition of a vector field on Ωε we use the impermeable extension operator
Eε given by (4.24) and the averaged tangential component of a vector field on Ωε.
Definition 6.17. For a vector field u on Ωε we define the average part of u by
ua(x) := EεMτu(x) =Mτu(x) +
{
Mτu(x) ·Ψε(x)
}
n¯(x), x ∈ N,(6.47)
where Ψε is the vector field given by (4.18) and Mτu is the averaged tangential
component of u given by (6.2). We also call ur := u− ua the residual part of u.
By Lemmas 4.10, 6.3, and 6.11 we see that if u ∈ Wm,p(Ωε)3 with m = 0, 1, 2
and p ∈ [1,∞) then ua and ur belong to the same space.
Lemma 6.18. There exists a constant c > 0 independent of ε such that
‖ua‖Wm,p(Ωε) ≤ c‖u‖Wm,p(Ωε), ‖ur‖Wm,p(Ωε) ≤ c‖u‖Wm,p(Ωε)(6.48)
for all u ∈Wm,p(Ωε)3 with m = 0, 1, 2 and p ∈ [1,∞).
Since the average part ua can be seen as almost two-dimensional, we expect to
have a good L2(Ωε)-estimate for the product of u
a and a function on Ωε. Indeed,
we can apply the following product estimate on Ωε to u
a.
Lemma 6.19. There exists a constant c > 0 independent of ε such that
‖η¯ϕ‖L2(Ωε) ≤ c‖η‖1/2L2(Γ)‖η‖
1/2
H1(Γ)‖ϕ‖
1/2
L2(Ωε)
‖ϕ‖1/2H1(Ωε)(6.49)
for all η ∈ H1(Γ) and ϕ ∈ H1(Ωε).
Proof. Throughout the proof we use the notation (3.28) and suppress the arguments
of functions. By (3.34) and (6.1) we have
‖η¯ϕ‖2L2(Ωε) ≤ c
∫
Γ
|η|2
(∫ εg1
εg0
|ϕ♯|2 dr
)
dH2 = cε
∫
Γ
g|η|2M(|ϕ|2) dH2.
Noting that g is bounded on Γ, we apply Ho¨lder’s inequality to the last term to get
‖η¯ϕ‖2L2(Ωε) ≤ cε‖η‖2L4(Γ)‖M(|ϕ|2)‖L2(Γ).(6.50)
The L4(Γ)-norm of η is estimated by (4.1). To estimate the last term of (6.50) let
us show M(|ϕ|2) ∈W 1,1(Γ). By M(|ϕ|2) ≥ 0 on Γ, (2.1), and (3.34),
‖M(|ϕ|2)‖L1(Γ) =
∫
Γ
1
εg
(∫ εg1
εg0
|ϕ♯|2 dr
)
dH2 ≤ cε−1‖ϕ‖2L2(Ωε).(6.51)
Also, by (6.15), (6.18), and ∇(|ϕ|2) = 2ϕ∇ϕ in Ωε we get
|∇ΓM(|ϕ|2)| ≤ |M
(
B∇(|ϕ|2))|+ |M(∂n(|ϕ|2)ψε)| ≤ cM(|ϕ∇ϕ|) on Γ.
Hence from (6.4) and Ho¨lder’s inequality we deduce that
‖∇ΓM(|ϕ|2)‖L1(Γ) ≤ c‖M(|ϕ∇ϕ|)‖L1(Γ) ≤ cε−1‖ϕ∇ϕ‖L1(Ωε)
≤ cε−1‖ϕ‖L2(Ωε)‖∇ϕ‖L2(Ωε).
(6.52)
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Now we observe that the Sobolev embeddingW 1,1(Γ) →֒ L2(Γ) is valid since Γ ⊂ R3
is a two-dimensional compact surface without boundary (see e.g. [3, Theorem 2.20]).
By this fact, (6.51), (6.52), and ‖ϕ‖L2(Ωε) ≤ ‖ϕ‖H1(Ωε) we obtain
‖M(|ϕ|2)‖L2(Γ) ≤ c‖M(|ϕ|2)‖W 1,1(Γ) ≤ cε−1‖ϕ‖L2(Ωε)‖ϕ‖H1(Ωε).
Finally, we apply the above inequality and (4.1) to (6.50) to get
‖η¯ϕ‖2L2(Ωε) ≤ c‖η‖L2(Γ)‖η‖H1(Γ)‖ϕ‖L2(Ωε)‖ϕ‖H1(Ωε),
which shows (6.49). 
Lemma 6.20. For ϕ ∈ H1(Ωε), u ∈ H1(Ωε)3, and ua given by (6.47) we have∥∥ |ua|ϕ∥∥
L2(Ωε)
≤ cε−1/2‖ϕ‖1/2L2(Ωε)‖ϕ‖
1/2
H1(Ωε)
‖u‖1/2L2(Ωε)‖u‖
1/2
H1(Ωε)
(6.53)
with a constant c > 0 independent of ε, ϕ, and u. If in addition u ∈ H2(Ωε)3, then∥∥ |∇ua|ϕ∥∥
L2(Ωε)
≤ cε−1/2‖ϕ‖1/2L2(Ωε)‖ϕ‖
1/2
H1(Ωε)
‖u‖1/2H1(Ωε)‖u‖
1/2
H2(Ωε)
.(6.54)
Proof. Since
|ua| ≤ (1 + |Ψε|)
∣∣Mτu∣∣ ≤ c ∣∣Mu∣∣ in Ωε
by (4.19) and |Mτu| = |PMu| ≤ |Mu| on Γ, we have∥∥ |ua|ϕ∥∥
L2(Ωε)
≤ c
∥∥ ∣∣Mu∣∣ϕ∥∥
L2(Ωε)
.
Hence we get (6.53) by applying (6.49) with η = |Mu| to the right-hand side of this
inequality and using (6.4) and (6.20).
Let us prove (6.54). We differentiate both sides of (6.47) to get
∇ua = ∇
(
Mτu
)
+
[{
∇
(
Mτu
)}
Ψε + (∇Ψε)Mτu
]
⊗ n¯+
(
Mτu ·Ψε
)
∇n¯
in Ωε. Hence by (3.13), (3.17), (4.19), Mτu = PMu on Γ, and P ∈ C4(Γ)3×3,
|∇ua| ≤ c (∣∣Mτu∣∣+ ∣∣∇ΓMτu∣∣) ≤ c (∣∣Mu∣∣+ ∣∣∇ΓMu∣∣) in Ωε.
From this inequality it follows that∥∥ |∇ua|ϕ∥∥
L2(Ωε)
≤ c
(∥∥ ∣∣Mu∣∣ϕ∥∥
L2(Ωε)
+
∥∥ ∣∣∇ΓMu∣∣ϕ∥∥L2(Ωε)) .
We apply (6.49) with η = |Mu| and η = |∇ΓMu| to the right-hand side and then
use (6.4) and (6.20) to obtain (6.54). 
Next we derive a Poincare´ type inequality for the residual part ur = u− ua. By
Lemma 4.9, the average part ua given by (6.47) satisfies the impermeable boundary
condition (4.7). Hence ur satisfies (4.7) if u itself satisfies the same condition. This
observation is essential for the proof of the Poincare´ type inequality for ur.
Lemma 6.21. Let u ∈ H1(Ωε)3 satisfy (4.7). Then
‖ur‖L2(Ωε) ≤ cε‖ur‖H1(Ωε)(6.55)
for ur = u− ua, where c > 0 is a constant independent of ε and u.
Proof. We use the notation (6.3) for the tangential and normal components of a
vector field on Ωε. By the definition (6.47) of u
a,
urτ = Pu
r = Pu− Pua = Pu−Mτu = uτ −Muτ in Ωε.(6.56)
This equality and (4.3) imply that
∂nu
r
τ = P∂nu
r = ∂nuτ , |∂nuτ | =
∣∣P∂nur∣∣ ≤ |∂nur| in Ωε.
From these relations and (6.7) we deduce that
‖urτ‖L2(Ωε) =
∥∥uτ −Muτ∥∥L2(Ωε) ≤ cε‖∂nuτ‖L2(Ωε) ≤ cε‖∂nur‖L2(Ωε).(6.57)
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Moreover, ur = u−ua satisfies (4.7) by the assumption on u, since ua satisfies (4.7)
by Lemma 4.9 and (6.47). Hence we can apply (4.10) to ur to get
‖urn‖L2(Ωε) = ‖ur · n¯‖L2(Ωε) ≤ cε‖ur‖H1(Ωε).
By this inequality, (6.57), and
‖ur‖2L2(Ωε) = ‖urτ‖2L2(Ωε) + ‖urn‖2L2(Ωε), ‖∂nur‖L2(Ωε) ≤ c‖ur‖H1(Ωε)
we conclude that (6.55) is valid. 
We can also show a Poincare´ type inequality for ∇ur if u satisfies the divergence-
free condition in Ωε and the slip boundary conditions (4.8) on Γε.
Lemma 6.22. Suppose that the inequalities (2.5) are valid and u ∈ H2(Ωε)3 sat-
isfies div u = 0 in Ωε and (4.8). Then
‖∇ur‖L2(Ωε) ≤ c
(
ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)
)
(6.58)
for ur = u− ua, where c > 0 is a constant independent of ε and u.
Proof. As in the proof of Lemma 6.21 we use the notation (6.3). Noting that
ur = urτ + u
r
n, I3 = P +Q in Ωε,
we split the gradient matrix of ur into
∇ur = P∇urτ +Q∇urτ + P∇urn +Q∇urn in Ωε(6.59)
and deal with the four terms on the right-hand side separately.
First we estimate the L2(Ωε)-norm of P∇urτ . Since
∇urτ = ∇
(
uτ −Muτ
)
= ∇uτ −
(
I3 − dW
)−1
∇ΓMuτ in Ωε
by (3.12) and (6.56), we observe by (3.4) and (3.8) that
P∇urτ =
(
P∇uτ −∇ΓMuτ
)
−
{
I3 −
(
I3 − dW
)−1}
∇ΓMuτ in Ωε.
Hence we apply (3.10) with |d| ≤ cε in Ωε, (3.35), (6.20), and (6.23) to get∥∥P∇urτ∥∥L2(Ωε) ≤ ∥∥P∇uτ −∇ΓMuτ∥∥L2(Ωε) + cε ∥∥∇ΓMuτ∥∥L2(Ωε)
≤ cε‖uτ‖H2(Ωε)
≤ cε‖u‖H2(Ωε).
(6.60)
Here the last inequality follows from uτ = Pu in Ωε and P ∈ C4(Γ)3×3.
Next we deal with Q∇urτ . Since (∇urτ )T n¯ = (n¯ · ∇)urτ = ∂nurτ in Ωε, we have
Q∇urτ = n¯⊗ [(∇urτ )T n¯] = n¯⊗ ∂nurτ ,
∣∣Q∇urτ ∣∣ = |∂nurτ | in Ωε.
By (4.3) and (6.56) we also get
∂nu
r
τ = ∂n
(
Pu−Mτu
)
= P∂nu in Ωε.
From these relations we deduce that∥∥Q∇urτ∥∥L2(Ωε) = ∥∥P∂nu∥∥L2(Ωε) ≤ ∥∥P∂nu+Wu∥∥L2(Ωε) + ∥∥Wu∥∥L2(Ωε)
≤
∥∥P∂nu+Wu∥∥L2(Ωε) + c‖u‖L2(Ωε).
Moreover, since we assume that the inequalities (2.5) are valid and u satisfies (4.8),
we can apply (4.16) to the first term on the last line. Hence we obtain∥∥Q∇urτ∥∥L2(Ωε) ≤ c (ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)) .(6.61)
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Let us estimate the L2(Ωε)-norm of P∇urn. Since urn = (ur · n¯)n¯ in Ωε, we have
P∇urn =
[
P∇(ur · n¯)
]
⊗ n¯− (ur · n¯)P∇n¯ in Ωε.
By this formula, (3.17), and |n| = 1 and |P | = 2 on Γ,∥∥P∇urn∥∥L2(Ωε) ≤ c(∥∥P∇(ur · n¯)∥∥L2(Ωε) + ‖ur · n¯‖L2(Ωε)) .
Here ur satisfies (4.7) by the assumption on u since ua satisfies (4.7) by Lemma 4.9
and (6.47). Hence we apply (4.10), (4.11), and (6.48) to the above inequality to get∥∥P∇urn∥∥L2(Ωε) ≤ cε‖ur‖H2(Ωε) ≤ cε‖u‖H2(Ωε).(6.62)
Now let us consider Q∇urn = n¯⊗ ∂nurn. Since
urn = (u
r · n¯)n¯ =
(
u · n¯−Mτu ·Ψε
)
n¯, ∂nu
r
n =
(
∂nu · n¯−Mτu · ∂nΨε
)
n¯
in Ωε by (4.3) and (6.47), we have∣∣Q∇urn∣∣ = |∂nurn| = ∣∣∂nu · n¯−Mτu · ∂nΨε∣∣
≤
∣∣∣∣∂nu · n¯− 1g¯Mτu · ∇Γg
∣∣∣∣+ ∣∣Mτu∣∣ ∣∣∣∣∂nΨε − 1g¯∇Γg
∣∣∣∣
in Ωε. By this inequality, |Mτu| ≤ |Mu| on Γ, (4.20), (6.5), and (6.46),∥∥Q∇urn∥∥L2(Ωε) ≤
∥∥∥∥∂nu · n¯− 1g¯Mτu · ∇Γg
∥∥∥∥
L2(Ωε)
+ cε
∥∥Mu∥∥
L2(Ωε)
≤ cε‖u‖H2(Ωε).
(6.63)
Note that u satisfies div u = 0 in Ωε and (4.7) by the assumption on u and thus we
can apply (6.46). Finally, applying (6.60)–(6.63) to (6.59) we obtain (6.58). 
As a consequence of Lemmas 6.21 and 6.22, we obtain a good L∞(Ωε)-estimate
for the residual part ur.
Lemma 6.23. Suppose that the inequalities (2.5) are valid and u ∈ H2(Ωε)3 sat-
isfies div u = 0 in Ωε and (4.8). Then
‖ur‖L∞(Ωε) ≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
(6.64)
for ur = u− ua, where c > 0 is a constant independent of ε and u.
Proof. Since ur ∈ H2(Ωε)3 by Lemma 6.18, we have
‖ur‖L∞(Ωε) ≤ cε−1/2‖ur‖1/4L2(Ωε)‖ur‖
1/2
H2(Ωε)
× (‖ur‖L2(Ωε) + ε‖∂nur‖L2(Ωε) + ε2‖∂2nur‖L2(Ωε))1/4
by the anisotropic Agmon inequality (4.6). Moreover, by (6.55) and (6.58) we have
‖ur‖L2(Ωε) ≤ cε‖ur‖H1(Ωε) ≤ cε
(‖ur‖L2(Ωε) + ‖∇ur‖L2(Ωε))
≤ cε (ε‖u‖H2(Ωε) + ‖u‖L2(Ωε))
and
‖∂nur‖L2(Ωε) ≤ c‖∇ur‖L2(Ωε) ≤ c
(
ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)
)
.
We also observe by (6.48) that
‖∂2nur‖L2(Ωε) ≤ c‖ur‖H2(Ωε) ≤ c‖u‖H2(Ωε).
From the above inequalities we deduce that
‖ur‖L∞(Ωε) ≤ c
(
ε‖u‖H2(Ωε) + ‖u‖L2(Ωε)
)1/2 ‖u‖1/2H2(Ωε).
Using (a+ b)1/2 ≤ a1/2 + b1/2 for a, b ≥ 0 to this inequality we obtain (6.64). 
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7. Estimate for the trilinear term
The purpose of this section is to derive a good estimate for the trilinear term(
(u · ∇)u,Aεu
)
L2(Ωε)
, u ∈ D(Aε),
which is essential for the proof of the global existence of a strong solution to (1.2).
Throughout this section we impose Assumptions 2.1 and 2.2 and fix the constant
ε0 given in Lemma 2.4. For ε ∈ (0, ε0] let Hε be the subspace of L2(Ωε)3 given by
(2.8) and Aε the Stokes operator on Hε introduced in Section 5.
Lemma 7.1. For any α > 0 there exist constants c1α, c
2
α > 0 such that
(7.1)
∣∣∣((u · ∇)u,Aεu)L2(Ωε)∣∣∣ ≤ (α+ c1αε1/2‖u‖H1(Ωε)) ‖u‖2H2(Ωε)
+ c2α
(
‖u‖2L2(Ωε)‖u‖4H1(Ωε) + ε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε)
)
for all ε ∈ (0, ε0] and u ∈ D(Aε). (In fact, c1α does not depend on α.)
To prove Lemma 7.1 we give three auxiliary lemmas. As in the previous sections,
we denote by η¯ = η ◦ π the constant extension of a function η on Γ. Let n0ε and n1ε
be the vector fields on Γ given by (3.19) and
W iε(x) := −{I3 − n¯iε(x) ⊗ n¯iε(x)}∇n¯iε(x), x ∈ N, i = 0, 1.
Also, for x ∈ N let
n˜1(x) :=
1
εg¯(x)
{(
d(x)− εg¯0(x)
)
n¯1ε(x)−
(
εg¯1(x) − d(x)
)
n¯0ε(x)
}
,
n˜2(x) :=
1
εg¯(x)
{(
d(x) − εg¯0(x)
)γ1ε
ν
n¯1ε(x) +
(
εg¯1(x)− d(x)
)γ0ε
ν
n¯0ε(x)
}
,
W˜ (x) :=
1
εg¯(x)
{(
d(x)− εg¯0(x)
)
W 1ε (x) −
(
εg¯1(x) − d(x)
)
W 0ε (x)
}
.
For a vector field u on Ωε we define
G(u)(x) := 2n˜1(x)×
[
W˜ (x)u(x)
]
+ n˜2(x)× u(x), x ∈ Ωε.(7.2)
Lemma 7.2 ([31, Lemma 7.2]). Suppose that the inequalities (2.5) are valid. Then
there exists a constant c > 0 independent of ε such that
|G(u)| ≤ c|u|, |∇G(u)| ≤ c(|u|+ |∇u|) in Ωε(7.3)
for all u ∈ C1(Ωε)3, where G(u) is the vector field on Ωε given by (7.2).
Lemma 7.3 ([31, Lemma 7.3]). The integration by parts formula
(7.4)
∫
Ωε
curl curlu · Φ dx
= −
∫
Ωε
curlG(u) · Φ dx+
∫
Ωε
{curlu+G(u)} · curlΦ dx
holds for all u ∈ H2(Ωε)3 satisfying (4.8) and Φ ∈ L2(Ωε)3 with curl Φ ∈ L2(Ωε)3,
where G(u) is the vector field on Ωε given by (7.2).
For the proofs of Lemmas 7.2 and 7.3 we refer to our first paper [31].
We also present a useful estimate for the curl of the average part ua.
Lemma 7.4. For u ∈ C1(Ωε)3 let ua be given by (6.47). Then∣∣P curlua∣∣ ≤ c (∣∣Mu∣∣+ ε ∣∣∇ΓMu∣∣) in Ωε,(7.5)
where c > 0 is a constant independent of ε and u.
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The proof of Lemma 7.4 is given in Appendix B.
Now let us prove Lemma 7.1. The main tools for the proof are the estimates for
the Stokes and average operators given in Sections 5 and 6.
Proof of Lemma 7.1. The proof is basically the same as that of [12, Proposition 6.1],
but we require further calculations.
Let u ∈ D(Aε). First note that u ∈ H2(Ωε)3 and it satisfies div u = 0 in Ωε and
the slip boundary conditions (4.8) by (5.3), and thus we can apply all the lemmas
in the previous sections to u. Let ua be the average part of u given by (6.47),
ur := u− ua the residual part, and ω := curlu. Since
(u · ∇)u = ω × u+ 1
2
∇(|u|2), Aεu ∈ Hε ⊂ L2σ(Ωε), ∇(|u|2) ∈ L2σ(Ωε)⊥,
we have (∇(|u|2), Aεu)L2(Ωε) = 0 and thus(
(u · ∇)u,Aεu
)
L2(Ωε)
= (ω × u,Aεu)L2(Ωε) = J1 + J2 + J3,
where
J1 := (ω × ur, Aεu)L2(Ωε),
J2 := (ω × ua, Aεu+ ν∆u)L2(Ωε),
J3 := (ω × ua,−ν∆u)L2(Ωε).
Let us estimate J1, J2, and J3 separately. By (5.7) and (6.64),
|J1| ≤ ‖ur‖L∞(Ωε)‖ω‖L2(Ωε)‖Aεu‖L2(Ωε)
≤ c
(
ε1/2‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
1/2
H2(Ωε)
)
‖u‖H1(Ωε)‖u‖H2(Ωε)
= cε1/2‖u‖H1(Ωε)‖u‖2H2(Ωε) + c‖u‖
1/2
L2(Ωε)
‖u‖H1(Ωε)‖u‖3/2H2(Ωε).
To the last term we apply Young’s inequality ab ≤ αa4/3 + cαb4 to get
|J1| ≤
(
α+ cε1/2‖u‖H1(Ωε)
)
‖u‖2H2(Ωε) + cα‖u‖2L2(Ωε)‖u‖4H1(Ωε).(7.6)
Next we deal with J2. By (6.53) we have
‖ω × ua‖L2(Ωε) ≤ cε−1/2‖ω‖1/2L2(Ωε)‖ω‖
1/2
H1(Ωε)
‖u‖1/2L2(Ωε)‖u‖
1/2
H1(Ωε)
≤ cε−1/2‖u‖1/2L2(Ωε)‖u‖H1(Ωε)‖u‖
1/2
H2(Ωε)
.
(7.7)
From this inequality, (5.6), and (5.8) it follows that
|J2| ≤ ‖ω × ua‖L2(Ωε)‖Aεu+ ν∆u‖L2(Ωε)
≤ cε−1/2‖u‖1/2L2(Ωε)‖u‖
2
H1(Ωε)
‖u‖1/2H2(Ωε)
≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε).
Applying Young’s inequality ab ≤ αa2 + cαb2 to the last line we further get
|J2| ≤ α‖u‖2H2(Ωε) + cαε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε).(7.8)
The estimate for J3 is more complicated. Let Φ := ω× ua. Since ω ∈ H1(Ωε)3 and
ua ∈ H2(Ωε)3, we have Φ ∈ H1(Ωε)3 by the Sobolev embeddings (see [1])
H1(Ωε) →֒ L4(Ωε), H2(Ωε) →֒ L∞(Ωε).
Also, since −∆u = curl curlu = curlω by div u = 0 in Ωε,
J3 = −ν(∆u,Φ)L2(Ωε) = ν(curlω,Φ)L2(Ωε)
= −ν(curlG(u),Φ)L2(Ωε) + ν(ω +G(u), curl Φ)L2(Ωε) = J13 + J23 + J33
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by (7.4). Here G(u) is given by (7.2) and
J13 := −ν(curlG(u),Φ)L2(Ωε),
J23 := ν(G(u), curl Φ)L2(Ωε),
J33 := ν(ω, curl Φ)L2(Ωε).
Noting that Φ = ω × ua, we apply (7.3) and (7.7) to J13 to deduce that
|J13 | ≤ c‖∇G(u)‖L2(Ωε)‖Φ‖L2(Ωε) ≤ cε−1/2‖u‖1/2L2(Ωε)‖u‖
2
H1(Ωε)
‖u‖1/2H2(Ωε).
Then using (5.8) and Young’s inequality ab ≤ αa2 + cαb2 we get
|J13 | ≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)
≤ α‖u‖2H2(Ωε) + cαε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε).
(7.9)
Let us estimate J23 . The curl of Φ = ω × ua is bounded by
|curlΦ| ≤ c(|∇ω||ua|+ |ω||∇ua|) ≤ c(|ua||∇2u|+ |∇ua||∇u|) in Ωε.
By this inequality, (7.3), and Ho¨lder’s inequality we get
|J23 | ≤ c
∫
Ωε
|u|(|ua||∇2u|+ |∇ua||∇u|) dx
≤ c (‖ |ua| |u| ‖L2(Ωε)‖∇2u‖L2(Ωε) + ‖ |∇ua| |u| ‖L2(Ωε)‖∇u‖L2(Ωε)) .
To the last line we apply (6.53) and (6.54) to obtain
|J23 | ≤ cε−1/2
(
‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε) + ‖u‖1/2L2(Ωε)‖u‖
2
H1(Ωε)
‖u‖1/2H2(Ωε)
)
≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε),
where the second inequality follows from (5.8). Hence Young’s inequality yields
|J23 | ≤ α‖u‖2H2(Ωε) + cαε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε).(7.10)
To estimate J33 = ν(ω, curlΦ)L2(Ωε) we observe by Φ = ω × ua that
curlΦ = (ua · ∇)ω − (ω · ∇)ua + (div ua)ω − (div ω)ua in Ωε.
Moreover, since ua satisfies ua · nε = 0 on Γε by Lemma 4.9 and (6.47), we have∫
Ωε
ω · (ua · ∇)ω dx = −1
2
∫
Ωε
(div ua)|ω|2 dx
by integration by parts. By these equalities and divω = div curlu = 0 in Ωε we get
J33 = ν(ω, (u
a · ∇)ω − (ω · ∇)ua + (div ua)ω)L2(Ωε)
=
ν
2
(div ua, |ω|2)L2(Ωε) − ν(ω, (ω · ∇)ua)L2(Ωε).
(7.11)
Noting that ua = EεMτu by the definition (6.47), we write
(div ua, |ω|2)L2(Ωε) =
∫
Ωε
1
g¯
(
divΓ(gMτu)
)
|ω|2 dx
+
∫
Ωε
(
div(EεMτu)− 1
g¯
divΓ(gMτu)
)
|ω|2 dx
and apply (2.1), (4.27), and Ho¨lder’s inequality to the right-hand side to get
|(div ua, |ω|2)L2(Ωε)| ≤ c(K1 + εK2 + εK3)‖ω‖L2(Ωε),
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where
K1 :=
∥∥∥ ∣∣∣divΓ(gMτu)∣∣∣ |ω| ∥∥∥
L2(Ωε)
,
K2 :=
∥∥ ∣∣Mτu∣∣ |ω| ∥∥L2(Ωε) ,
K3 :=
∥∥ ∣∣∇ΓMτu∣∣ |ω| ∥∥L2(Ωε) .
To K1 we apply (6.49) and use (6.44) and (6.45). Then we have
K1 ≤ c‖divΓ(gMτu)‖1/2L2(Γ)‖divΓ(gMτu)‖
1/2
H1(Γ)‖ω‖
1/2
L2(Ωε)
‖ω‖1/2H1(Ωε)
≤ cε1/2‖u‖H1(Ωε)‖u‖H2(Ωε) ≤ cε1/2‖u‖2H2(Ωε).
Also, by Mτu = PMu on Γ, P ∈ C4(Γ)3×3, (6.4), and (6.20) we see that
‖Mτu‖Hk(Γ) ≤ c‖Mu‖Hk(Γ) ≤ cε−1/2‖u‖Hk(Ωε),
‖∇ΓMτu‖Hk(Γ) ≤ c‖Mu‖Hk+1(Γ) ≤ cε−1/2‖u‖Hk+1(Ωε)
for k = 0, 1 (with H0 = L2). Using (6.49) and these inequalities we obtain
K2 ≤ cε−1/2‖u‖1/2L2(Ωε)‖u‖H1(Ωε)‖u‖
1/2
H2(Ωε)
≤ cε−1/2‖u‖2H2(Ωε),
K3 ≤ cε−1/2‖u‖H1(Ωε)‖u‖H2(Ωε) ≤ cε−1/2‖u‖2H2(Ωε).
From these inequalities and ‖ω‖L2(Ωε) ≤ c‖u‖H1(Ωε) we deduce that
|(div ua, |ω|2)L2(Ωε)| ≤ c(K1 + εK2 + εK3)‖ω‖L2(Ωε)
≤ cε1/2‖u‖H1(Ωε)‖u‖2H2(Ωε).
(7.12)
Let us estimate (ω, (ω · ∇)ua)L2(Ωε). By ω = curlur + curlua we have
(ω, (ω · ∇)ua)L2(Ωε) = (ω, (curlur · ∇)ua)L2(Ωε) + (ω, (curlua · ∇)ua)L2(Ωε).
The first term on the right-hand side is bounded by
|(ω, (curlur · ∇)ua)L2(Ωε)| ≤ c‖∇ur‖L2(Ωε)‖ |∇ua| |ω| ‖L2(Ωε).
To the right-hand side we apply (6.58) and
‖ |∇ua| |ω| ‖L2(Ωε) ≤ cε−1/2‖ω‖1/2L2(Ωε)‖ω‖
1/2
H1(Ωε)
‖u‖1/2H1(Ωε)‖u‖
1/2
H2(Ωε)
≤ cε−1/2‖u‖H1(Ωε)‖u‖H2(Ωε)
(7.13)
by (6.54). Then we get
(7.14) |(ω, (curlur · ∇)ua)L2(Ωε)|
≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖2H2(Ωε) + ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)
)
.
Also, noting that
curlua = P curlua + (curlua · n¯)n¯, (n¯ · ∇)ua = ∂nua in Ωε
we decompose (ω, (curlua · ∇)ua)L2(Ωε) into the sum of
L1 :=
(
ω,
(
(P curlua) · ∇)ua)
L2(Ωε)
, L2 := (ω, (curlu
a · n¯)∂nua)L2(Ωε).
To L1 we apply (7.5) and Ho¨lder’s inequality to get
|L1| ≤ c
∫
Ωε
|ω| (∣∣Mu∣∣+ ε ∣∣∇ΓMu∣∣) |∇ua| dx
≤ c‖ |∇ua| |ω| ‖L2(Ωε)
(∥∥Mu∥∥
L2(Ωε)
+ ε
∥∥∇ΓMu∥∥L2(Ωε)) .
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Hence from (3.35), (6.4), (6.20), (7.13), and ‖u‖H1(Ωε) ≤ ‖u‖H2(Ωε) it follows that
|L1| ≤ cε−1/2‖u‖H1(Ωε)‖u‖H2(Ωε)
(‖u‖L2(Ωε) + ε‖u‖H1(Ωε))
≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖2H2(Ωε) + ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)
)
.
To estimate L2 we see by the definition (6.47) of u
a, (4.3), and (4.19) that
|∂nua| =
∣∣Mτu · ∂nΨε∣∣ ≤ c ∣∣Mτu∣∣ = c ∣∣PMu∣∣ ≤ c ∣∣Mu∣∣ in Ωε.
By this inequality, |curlua · n¯| ≤ c|∇ua| in Ωε, (6.5), and (7.13),
|L2| ≤ c
∫
Ωε
|ω||∇ua| ∣∣Mu∣∣ dx ≤ c‖ |∇ua| |ω| ‖L2(Ωε) ∥∥Mu∥∥L2(Ωε)
≤ cε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε).
Applying the above estimates to (ω, (curlua · ∇)ua)L2(Ωε) = L1 + L2 we obtain
|(ω, (curlua · ∇)ua)L2(Ωε)|
≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖2H2(Ωε) + ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)
)
.
From this inequality and (7.14) we deduce that
|(ω, (ω · ∇)ua)L2(Ωε)|
≤ |(ω, (curlur · ∇)ua)L2(Ωε)|+ |(ω, (curlua · ∇)ua)L2(Ωε)|
≤ c
(
ε1/2‖u‖H1(Ωε)‖u‖2H2(Ωε) + ε−1/2‖u‖L2(Ωε)‖u‖H1(Ωε)‖u‖H2(Ωε)
)
.
Using Young’s inequality ab ≤ αa2 + cαb2 to the last term we further get
|(ω, (ω · ∇)ua)L2(Ωε)|
≤
(
α+ cε1/2‖u‖H1(Ωε)
)
‖u‖2H2(Ωε) + cαε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε).
We apply this inequality and (7.12) to (7.11) to show that
|J33 | ≤ c
(|(div ua, |ω|2)L2(Ωε)|+ |(ω, (ω · ∇)ua)L2(Ωε)|)
≤ c
(
α+ ε1/2‖u‖H1(Ωε)
)
‖u‖2H2(Ωε) + cαε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε).
(7.15)
Since J3 = J
1
3 + J
2
3 + J
3
3 , we see by (7.9), (7.10), and (7.15) that
|J3| ≤ c
(
α+ ε1/2‖u‖H1(Ωε)
)
‖u‖2H2(Ωε) + cαε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε)
and this inequality combined with (7.6) and (7.8) yields∣∣∣((u · ∇)u,Aεu)L2(Ωε)∣∣∣ ≤ |J1|+ |J2|+ |J3|
≤
(
c1α+ c2ε
1/2‖u‖H1(Ωε)
)
‖u‖2H2(Ωε)
+ cα
(
‖u‖2L2(Ωε)‖u‖4H1(Ωε) + ε−1‖u‖2L2(Ωε)‖u‖2H1(Ωε)
)
.
Here cα > 0 is a constant depending only on α and c1, c2 > 0 are constants inde-
pendent of ε and α. Replacing c1α by α in the above inequality we obtain (7.1). 
Finally, we fix α and write (7.1) in terms of the Stokes operator Aε.
Lemma 7.5. There exist constants d1, d2 > 0 such that
(7.16)
∣∣∣((u · ∇)u,Aεu)L2(Ωε)∣∣∣ ≤
(
1
4
+ d1ε
1/2‖A1/2ε u‖L2(Ωε)
)
‖Aεu‖2L2(Ωε)
+ d2
(
‖u‖2L2(Ωε)‖A1/2ε u‖4L2(Ωε) + ε−1‖u‖2L2(Ωε)‖A1/2ε u‖2L2(Ωε)
)
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for all ε ∈ (0, ε0] and u ∈ D(Aε).
Proof. Applying (5.4) and (5.7) to the right-hand side of (7.1) we get∣∣∣((u · ∇)u,Aεu)L2(Ωε)∣∣∣ ≤ (cα+ d1αε1/2‖A1/2ε u‖L2(Ωε)) ‖Aεu‖2L2(Ωε)
+ d2α
(
‖u‖2L2(Ωε)‖A1/2ε u‖4L2(Ωε) + ε−1‖u‖2L2(Ωε)‖A1/2ε u‖2L2(Ωε)
)
with positive constants c, d1α, and d
2
α independent of ε. We take α = 1/4c in the
above inequality to obtain (7.16). 
8. Global existence and estimates of a strong solution
Based on the results in the previous sections we prove Theorems 2.6 and 2.7. As
in Section 7 we impose Assumptions 2.1 and 2.2 and fix the constant ε0 given in
Lemma 2.4. For ε ∈ (0, ε0] let Hε and Vε be the function spaces given by (2.8) and
Aε the Stokes operator on Hε. We also write η¯ = η ◦ π for the constant extension
of a function of η on Γ in the normal direction of Γ.
First we recall the well-known result on the local-in-time existence of a strong
solution to the Navier–Stokes equations (see e.g. [5, 6, 45, 48]).
Theorem 8.1. For a fixed ε ∈ (0, ε0] let
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3).
When the condition (A3) of Assumption 2.2 is imposed, suppose that f ε(t) ∈ R⊥g
for a.a. t ∈ (0,∞). Then there exists T0 ∈ (0,∞) depending on Ωε, ν, uε0, and f ε
such that the problem (1.2) admits a strong solution uε on [0, T0) satisfying
uε ∈ C([0, T ];Vε) ∩ L2(0, T ;D(Aε)) ∩H1(0, T ;Hε) for all T ∈ (0, T0).
If uε is maximally defined on the time interval [0, Tmax) and Tmax is finite, then
lim
t→T−max
‖A1/2ε uε(t)‖L2(Ωε) =∞.
Note that the assumption f ε(t) ∈ R⊥g for a.a. t ∈ (0,∞) is required to recover
the original problem (1.2) properly from its abstract form (see Remark 2.8).
To establish the global-in-time existence of the strong solution uε we show that
the L2(Ωε)-norm of A
1/2
ε uε(t) is bounded uniformly in t. We argue by a standard
energy method and use the uniform Gronwall inequality (see [42, Lemma D.3]).
Lemma 8.2 (Uniform Gronwall inequality). Let z, ξ, and ζ be nonnegative func-
tions in L1loc([0, T );R), T ∈ (0,∞]. Suppose that z ∈ C(0, T ;R) and
dz
dt
(t) ≤ ξ(t)z(t) + ζ(t) for a.a. t ∈ (0, T ).
Then z ∈ L∞loc(0, T ;R) and
z(t2) ≤
(
1
t2 − t1
∫ t2
t1
z(s) ds+
∫ t2
t1
ζ(s) ds
)
exp
(∫ t2
t1
ξ(s) ds
)
for all t1, t2 ∈ (0, T ) with t1 < t2.
We also use an estimate for the duality product between a vector field on Ωε and
the constant extension of a tangential vector field on Γ.
Lemma 8.3. There exists a constant c > 0 independent of ε such that∣∣(v¯, u)L2(Ωε)∣∣ ≤ cε1/2‖v‖H−1(Γ,TΓ)‖u‖H1(Ωε)(8.1)
for all v ∈ L2(Γ, TΓ) and u ∈ H1(Ωε)3.
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Proof. We use the notation (3.28) and define
η(y) :=
∫ εg1(y)
εg0(y)
u♯(y, r)J(y, r) dr, y ∈ Γ.
In what follows, we suppress the arguments of functions. Let us show η ∈ H1(Γ)3.
By (3.31), Ho¨lder’s inequality, and (3.34),
‖η‖2L2(Γ) ≤
∫
Γ
εg
(∫ εg1
εg0
|u♯|2 dr
)
dH2 ≤ cε‖u‖2L2(Ωε).(8.2)
Also, by the same calculations as in the proof of Lemma 6.8 we have
∇Γη =
∫ εg1
εg0
{
∂
∂r
(
Jψ♯ε ⊗ u♯
)
+ J(B∇u)♯ +∇ΓJ ⊗ u♯
}
dr on Γ,
where B and ψε are given by (6.16). By this equality, (3.31), (6.18), and (6.19),
|∇Γη| ≤ c
∫ εg1
εg0
(|u♯|+ |(∇u)♯|) dr on Γ.
Hence Ho¨lder’s inequality and (3.34) imply that
‖∇Γη‖2L2(Γ) ≤ c
∫
Γ
εg
(∫ εg1
εg0
(|u♯|2 + |(∇u)♯|2) dr
)
dH2 ≤ cε‖u‖2H1(Ωε).(8.3)
From (8.2) and (8.3) we deduce that η ∈ H1(Γ)3 and
‖Pη‖H1(Γ) ≤ c‖η‖H1(Γ) ≤ cε1/2‖u‖H1(Ωε).(8.4)
Now we observe by (3.33) and v ∈ L2(Γ, TΓ) that
(v¯, u)L2(Ωε) =
∫
Γ
v ·
(∫ εg1
εg0
u♯J dr
)
dH2 = (v, η)L2(Γ) = (v, Pη)L2(Γ).
Moreover, since (v, Pη)L2(Γ) = [v, Pη]TΓ by Pη ∈ H1(Γ, TΓ) (see Section 3.1),∣∣(v¯, u)L2(Ωε)∣∣ = ∣∣[v, Pη]TΓ∣∣ ≤ ‖v‖H−1(Γ,TΓ)‖Pη‖H1(Γ).
Applying (8.4) to this inequality we obtain (8.1). 
Now we are ready to establish the global existence of a strong solution to (1.2).
Proof of Theorem 2.6. We follow the idea of the proofs of [12, Theorem 7.4] and [13,
Theorem 3.1]. Under Assumptions 2.1 and 2.2, let ε0 and d1 be the constants given
in Lemmas 2.4 and 7.5, and
c0 := min
{
1,
C21
4C2
,
C21
4C3
}
, C1 :=
1
4d1
,(8.5)
where C2 and C3 are positive constants fixed later. For ε ∈ (0, ε0] let
uε0 ∈ Vε, f ε ∈ L∞(0,∞;L2(Ωε)3)
satisfy (2.11) (and f ε(t) ∈ R⊥g for a.a. t ∈ (0,∞) when the condition (A3) of
Assumption 2.2 is imposed) and uε be the strong solution to (1.2) on the maximal
time interval [0, Tmax) given in Theorem 8.1. In what follows, we write c for a
general positive constant independent of ε, c0, and Tmax. First note that
‖A1/2ε uε0‖2L2(Ωε) ≤ C2‖uε0‖2H1(Ωε) ≤ C2c0ε−1(8.6)
by (2.11) and (5.4) with a constant C2 > 0 independent of ε and c0. Also,
‖uε0‖2L2(Ωε) ≤ c
(∥∥uε0 −Mτuε0∥∥2L2(Ωε) + ∥∥Mτuε0∥∥2L2(Ωε))
≤ c
(
ε2‖uε0‖2H1(Ωε) + ε‖Mτuε0‖2L2(Γ)
)(8.7)
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by (3.35) and (6.11), and thus it follows from (2.11) that
‖uε0‖2L2(Ωε) ≤ cc0.(8.8)
To prove Tmax =∞ we first derive estimates for
‖uε(t)‖2L2(Ωε),
∫ min{t+1,Tmax}
t
‖A1/2ε uε(s)‖2L2(Ωε) ds, t ∈ [0, Tmax)
with constants explicitly depending on ε. Taking the L2(Ωε)-inner product of
∂tu
ε +Aεu
ε + Pε(u
ε · ∇)uε = Pεf ε on (0, Tmax)(8.9)
with uε and using (5.2) and
(Pε(u
ε · ∇)uε, uε)L2(Ωε) =
(
(uε · ∇)uε, uε)
L2(Ωε)
= 0
by integration by parts, div uε = 0 in Ωε, and u
ε · nε = 0 on Γε we get
1
2
d
dt
‖uε‖2L2(Ωε) + ‖A1/2ε uε‖2L2(Ωε) = (Pεf ε, uε)L2(Ωε) on (0, Tmax).(8.10)
We split the right-hand side into
J1 :=
(
Pεf
ε, uε −Mτuε
)
L2(Ωε)
, J2 :=
(
Pεf
ε,Mτuε
)
L2(Ωε)
and estimate them separately. By (6.11) we have
|J1| ≤ ‖Pεf ε‖L2(Ωε)
∥∥uε −Mτuε∥∥L2(Ωε) ≤ cε‖Pεf ε‖L2(Ωε)‖uε‖H1(Ωε).
To J2 we use (6.13) and (8.1) to get
|J2| ≤
∣∣∣∣(MτPεf ε, uε)L2(Ωε)
∣∣∣∣+ ∣∣∣∣(Pεf ε,Mτuε)L2(Ωε) −
(
MτPεf ε, u
ε
)
L2(Ωε)
∣∣∣∣
≤ c
(
ε1/2‖MτPεf ε‖H−1(Γ,TΓ)‖uε‖H1(Ωε) + ε‖Pεf ε‖L2(Ωε)‖uε‖L2(Ωε)
)
.
We apply these estimates to (Pεf
ε, uε)L2(Ωε) = J1 + J2 and use
‖uε‖L2(Ωε) ≤ ‖uε‖H1(Ωε) ≤ c‖A1/2ε uε‖L2(Ωε),(8.11)
where the second inequality is due to (5.4), and Young’s inequality to obtain
|(Pεf ε, uε)L2(Ωε)|
≤ 1
2
‖A1/2ε uε‖2L2(Ωε) + c
(
ε2‖Pεf ε‖2L2(Ωε) + ε‖MτPεf ε‖2H−1(Γ,TΓ)
)
.
From this inequality and (8.10) we deduce that
(8.12)
d
dt
‖uε‖2L2(Ωε) + ‖A1/2ε uε‖2L2(Ωε)
≤ c
(
ε2‖Pεf ε‖2L2(Ωε) + ε‖MτPεf ε‖2H−1(Γ,TΓ)
)
on (0, Tmax).
By (8.11) we further get
d
dt
‖uε‖2L2(Ωε) +
1
a1
‖uε‖2L2(Ωε)
≤ c
(
ε2‖Pεf ε‖2L2(Ωε) + ε‖MτPεf ε‖2H−1(Γ,TΓ)
)
on (0, Tmax)
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with a constant a1 > 0 independent of ε, c0, and Tmax. For each t ∈ (0, Tmax) we
multiply both sides of this inequality at s ∈ (0, t) by e(s−t)/a1 and integrate them
over (0, t). Then we have
(8.13) ‖uε(t)‖2L2(Ωε) ≤ e−t/a1‖uε0‖2L2(Ωε)
+ ca1(1− e−t/a1)
(
ε2‖Pεf ε‖2L∞(0,∞;L2(Ωε)) + ε‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ))
)
.
Also, integrating (8.12) over (t, t∗) with t∗ := min{t+ 1, Tmax} we deduce that
(8.14)
∫ t∗
t
‖A1/2ε uε(s)‖2L2(Ωε) ds ≤ ‖uε0‖2L2(Ωε)
+ c
(
ε2‖Pεf ε‖2L∞(0,∞;L2(Ωε)) + ε‖MτPεf ε‖2L∞(0,∞;H−1(Γ,TΓ))
)
.
Hence we apply (2.11) and (8.8) to the right-hand sides of (8.13) and (8.14) to get
‖uε(t)‖2L2(Ωε) +
∫ t∗
t
‖A1/2ε uε(s)‖2L2(Ωε) ds ≤ cc0 for all t ∈ [0, Tmax).(8.15)
Next we show that ‖A1/2ε uε(t)‖L2(Ωε) is uniformly bounded in t ∈ [0, Tmax) (note
that it is continuous on [0, Tmax) by u
ε ∈ C([0, Tmax);Vε)). Our goal is to prove
ε1/2‖A1/2ε uε(t)‖L2(Ωε) < C1 =
1
4d1
for all t ∈ [0, Tmax).(8.16)
If (8.16) is valid, then Theorem 8.1 implies that Tmax =∞, i.e. the strong solution
uε exists on the whole time interval [0,∞). First note that (8.16) is valid at t = 0 by
(8.5) and (8.6). Let us prove (8.16) for all t ∈ (0, Tmax) by contradiction. Assume
to the contrary that there exists T ∈ (0, Tmax) such that
ε1/2‖A1/2ε uε(t)‖L2(Ωε) < C1 for all t ∈ [0, T ),(8.17)
ε1/2‖A1/2ε uε(T )‖L2(Ωε) = C1.(8.18)
We consider (8.9) on (0, T ] and take its L2(Ωε)-inner product with Aεu
ε to get
(8.19)
1
2
d
dt
‖A1/2ε uε‖2L2(Ωε) + ‖Aεuε‖2L2(Ωε)
≤
∣∣∣((uε · ∇)uε, Aεuε)L2(Ωε)∣∣∣+ |(Pεf ε, Aεuε)L2(Ωε)| on (0, T ]
by (5.2). By (7.16) and (8.17)–(8.18) with C1 = 1/4d1 we have∣∣∣((uε · ∇)uε, Aεuε)L2(Ωε)∣∣∣ ≤ 12‖Aεuε‖2L2(Ωε)
+ d2
(
‖uε‖2L2(Ωε)‖A1/2ε uε‖4L2(Ωε) + ε−1‖uε‖2L2(Ωε)‖A1/2ε uε‖2L2(Ωε)
)
on (0, T ]. Also, Young’s inequality yields
|(Pεf ε, Aεuε)L2(Ωε)| ≤
1
4
‖Aεuε‖2L2(Ωε) + ‖Pεf ε‖2L2(Ωε).
Applying these inequalities to the right-hand side of (8.19) we obtain
d
dt
‖A1/2ε uε‖2L2(Ωε) +
1
2
‖Aεuε‖2L2(Ωε) ≤ ξ‖A1/2ε uε‖2L2(Ωε) + ζ on (0, T ],(8.20)
where the functions ξ and ζ are given by
ξ(t) := 2d2‖uε(t)‖2L2(Ωε)‖A1/2ε uε(t)‖2L2(Ωε),
ζ(t) := 2
(
d2ε
−1‖uε(t)‖2L2(Ωε)‖A1/2ε uε(t)‖2L2(Ωε) + ‖Pεf ε(t)‖2L2(Ωε)
)(8.21)
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for t ∈ (0, T ]. By (8.15), (8.17), and (8.18) we see that
ξ ≤ cc0ε−1, ζ ≤ c
(
c0ε
−1‖A1/2ε uε‖2L2(Ωε) + ‖Pεf ε‖2L2(Ωε)
)
on (0, T ].
Applying these inequalities to (8.20) we have
(8.22)
d
dt
‖A1/2ε uε‖2L2(Ωε) +
1
2
‖Aεuε‖2L2(Ωε)
≤ c
(
c0ε
−1‖A1/2ε uε‖2L2(Ωε) + ‖Pεf ε‖2L2(Ωε)
)
on (0, T ].
From (5.5) and (8.22) we further deduce that
d
dt
‖A1/2ε uε‖2L2(Ωε) +
1
a2
‖A1/2ε uε‖2L2(Ωε) ≤ c
(
c0ε
−1‖A1/2ε uε‖2L2(Ωε) + ‖Pεf ε‖2L2(Ωε)
)
on (0, T ] with a constant a2 > 0 independent of ε, c0, and T . For t ∈ (0, T ] we
multiply both sides of the above inequality at s ∈ (0, t) by e(s−t)/a2 and integrate
them over (0, t). Then we have
(8.23) ‖A1/2ε uε(t)‖2L2(Ωε)
≤ e−t/a2‖A1/2ε uε0‖2L2(Ωε) + cc0ε−1
∫ t
0
e(s−t)/a2‖A1/2ε uε(s)‖2L2(Ωε) ds
+ ca2(1− e−t/a2)‖Pεf ε‖2L∞(0,∞;L2(Ωε)).
When t ≤ T∗ := min{1, T } we apply (2.11), (8.6), and (8.15) to (8.23) to get
‖A1/2ε uε(t)‖2L2(Ωε) ≤ cc0(1 + c0)ε−1 ≤ cc0ε−1 for all t ∈ (0, T∗].(8.24)
Note that c0 ≤ 1 by (8.5). Next we assume T ≥ 1 and derive an estimate similar
to (8.24) for t ∈ [1, T ]. Since
d
dt
‖A1/2ε uε‖2L2(Ωε) ≤ ξ‖A1/2ε uε‖2L2(Ωε) + ζ on (0, T ]
by (8.20), we can use Lemma 8.2 with z(t) = ‖A1/2ε uε(t)‖2L2(Ωε) to obtain
(8.25) ‖A1/2ε uε(t)‖2L2(Ωε)
≤
(∫ t
t−1
‖A1/2ε uε(s)‖2L2(Ωε) ds+
∫ t
t−1
ζ(s) ds
)
exp
(∫ t
t−1
ξ(s) ds
)
for all t ∈ [1, T ]. Moreover, the functions ξ and ζ given by (8.21) satisfy∫ t
t−1
ξ(s) ds ≤ cc0
∫ t
t−1
‖A1/2ε uε(s)‖2L2(Ωε) ds ≤ c,∫ t
t−1
ζ(s) ds ≤ c
(
c0ε
−1
∫ t
t−1
‖A1/2ε uε(s)‖2L2(Ωε) ds+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))
)
≤ cc0ε−1
by (2.11), (8.15), and c0 ≤ 1. Using these inequalities and (8.15) to (8.25) we have
‖A1/2ε uε(t)‖2L2(Ωε) ≤ cc0ε−1 for all t ∈ [1, T ].(8.26)
Now we combine (8.24) and (8.26) to observe that
‖A1/2ε uε(t)‖2L2(Ωε) ≤ C3c0ε−1 for all t ∈ (0, T ]
with a constant C3 > 0 independent of ε, c0, and T . Hence if we define the constant
c0 by (8.5), then by setting t = T in the above inequality we get
‖A1/2ε uε(T )‖2L2(Ωε) ≤
C21ε
−1
4
, i.e. ε1/2‖A1/2ε uε(T )‖L2(Ωε) ≤
C1
2
< C1,
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which contradicts with (8.18). Therefore, (8.16) is valid for all t ∈ [0, Tmax) and we
conclude by Theorem 8.1 that Tmax =∞, i.e. the strong solution uε to (1.2) exists
on the whole time interval [0,∞). 
Using the inequalities given in the proof of Theorem 2.6, we can also show the
estimates (2.13) and (2.14) for a strong solution to (1.2).
Proof of Theorem 2.7. Let ε0 and c0 be the constants given in Lemma 2.4 and
Theorem 2.6. Since α and β are positive we can take ε1 ∈ (0, ε0] such that
c1ε
α ≤ c0, c2εβ ≤ c0 for all ε ∈ (0, ε1].
Hence for ε ∈ (0, ε1] if uε0 and f ε satisfy (2.12) then the inequality (2.11) holds and
Theorem 2.6 gives the existence of a global strong solution uε to (1.2).
Let us derive the estimates (2.13) and (2.14) for the strong solution uε. Hereafter
we denote by c a general positive constant independent of ε. First note that
‖uε0‖2L2(Ωε) ≤ c(ε1+α + εβ)(8.27)
by (2.12) and (8.7). We apply this inequality and (2.12) to (8.13) to get
‖uε(t)‖2L2(Ωε) ≤ c(ε1+α + εβ) for all t ≥ 0.(8.28)
Also, integrating (8.12) over [0, t] and using (2.12) and (8.27) we have∫ t
0
‖A1/2ε uε(s)‖2L2(Ωε) ds ≤ c(ε1+α + εβ)(1 + t) for all t ≥ 0.(8.29)
Combining (8.28) and (8.29) with (5.4) we obtain (2.13).
Next let us prove (2.14). From (2.12) and (5.4) it follows that
‖A1/2ε uε0‖2L2(Ωε) ≤ cε−1+α.(8.30)
Also, we use (2.12) and (8.27) to (8.14) to deduce that∫ t+1
t
‖A1/2ε uε(s)‖2L2(Ωε) ds ≤ c(ε1+α + εβ) for all t ≥ 0.(8.31)
Note that t∗ = min{t+ 1, Tmax} = t + 1 in (8.14) by Tmax = ∞. Since (8.16) and
(8.28) are valid for all t ≥ 0, we can derive (8.23) for all t ≥ 0 as in the proof of
Theorem 2.6. When t ∈ [0, 1], we apply (2.12), (8.29), and (8.30) to (8.23) to get
‖A1/2ε uε(t)‖2L2(Ωε) ≤ c(ε−1+α + ε−1+β) for all t ∈ [0, 1].(8.32)
Let t ≥ 1. In (8.25) the functions ξ and ζ given by (8.21) satisfy∫ t
t−1
ξ(s) ds ≤ c
∫ t
t−1
‖A1/2ε uε(s)‖2L2(Ωε) ds ≤ c,∫ t
t−1
ζ(s) ds ≤ c
(
ε−1
∫ t
t−1
‖A1/2ε uε(s)‖2L2(Ωε) ds+ ‖Pεf ε‖2L∞(0,∞;L2(Ωε))
)
≤ c(ε−1+α + ε−1+β)
by (2.12), (8.15), and (8.31). Applying these estimates and (8.31) to (8.25) we get
‖A1/2ε uε(t)‖2L2(Ωε) ≤ c(ε−1+α + ε−1+β) for all t ≥ 1.(8.33)
By (5.4), (8.32), and (8.33) we obtain the first inequality of (2.14). To prove the
second one we see that (8.22) holds on (0,∞) since (8.15) and (8.16) are valid on
(0,∞). Thus we integrate (8.22) over (0, t) and use (2.12), (8.29), and (8.30) to get∫ t
0
‖Aεuε(s)‖2L2(Ωε) ds ≤ c(ε−1+α + ε−1+β)(1 + t) for all t ≥ 0.
This inequality combined with (5.7) yields the second inequality of (2.14). 
NAVIER–STOKES EQUATIONS IN A CURVED THIN DOMAIN, PART II 45
Appendix A. Notations on vectors and matrices
In this appendix we fix notations on vectors and matrices. Form ∈ N we consider
a vector a ∈ Rm as a column vector
a =
 a1...
am
 = (a1, · · · , am)T
and denote the i-th component of a by ai or sometimes by a
i or [a]i for i = 1, . . . ,m.
A matrix A ∈ Rl×m with l,m ∈ N is expressed as
A = (Aij)i,j =
A11 · · · A1m... ...
Al1 · · · Alm

and the (i, j)-entry of A is denoted by Aij or sometimes by [A]ij for i = 1, . . . , l and
j = 1, . . .m. We denote the transpose of A by AT and, when l = m, the symmetric
part of A by AS := (A+A
T )/2. Also, we write Im for the m×m identity matrix.
The tensor product of a ∈ Rl and b ∈ Rm is defined as
a⊗ b := (aibj)i,j =
a1b1 · · · a1bm... ...
alb1 · · · albm
 , a =
a1...
al
 , b =
 b1...
bm
 .
For three-dimensional vector fields u = (u1, u2, u3)
T and ϕ on an open set in R3 let
∇u :=
∂1u1 ∂1u2 ∂1u3∂2u1 ∂2u2 ∂2u3
∂3u1 ∂3u2 ∂3u3
 , |∇2u|2 := 3∑
i,j,k=1
|∂i∂juk|2
(
∂i :=
∂
∂xi
)
,
(ϕ · ∇)u :=
ϕ · ∇u1ϕ · ∇u2
ϕ · ∇u3
 = (∇u)Tϕ.
Also, we define the inner product of 3× 3 matrices A and B and the norm of A by
A : B := tr[ATB] =
3∑
i=1
AEi · BEi, |A| :=
√
A : A,
where {E1, E2, E3} is an orthonormal basis of R3. Note that A : B does not depend
on a choice of {E1, E2, E3}. In particular, taking the standard basis of R3 we get
A : B =
3∑
i,j=1
AijBij = B : A = A
T : BT , AB : C = A : CBT = B : ATC
for A,B,C ∈ R3×3. Also, for a, b ∈ R3 we have |a⊗ b| = |a||b|.
Appendix B. Proofs of auxiliary lemmas
The purpose of this appendix is to present the proofs of Lemmas 4.1, 4.3, and 7.4.
First we prove Lemma 4.1 after giving two auxiliary statements. Recall that Γ is a
two-dimensional closed surface in R3 of class C5.
Lemma B.1 ([31, Lemma B.4]). Let U be an open set in R2, µ : U → Γ a C5 local
parametrization of Γ, and K a compact subset of U . For p ∈ [1,∞] if η ∈ Lp(Γ) is
supported in µ(K), then η♭ := η ◦ µ ∈ Lp(U) and
c−1‖η♭‖Lp(U) ≤ ‖η‖Lp(Γ) ≤ c‖η♭‖Lp(U).(B.1)
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If in addition η ∈W 1,p(Γ), then η♭ ∈W 1,p(U) and
c−1‖∇sη♭‖Lp(U) ≤ ‖∇Γη‖Lp(Γ) ≤ c‖∇sη♭‖Lp(U),(B.2)
where ∇sη♭ = (∂s1η♭, ∂s2η♭)T is the gradient of η♭ in s ∈ R2.
We omit the proof of Lemma B.1 since it is given in our first paper [31].
Lemma B.2. Let U be an open set in R2. Then
‖ϕ‖L4(U) ≤
√
2‖ϕ‖1/2L2(U)‖∇sϕ‖
1/2
L2(U)(B.3)
for all ϕ ∈ H10 (U).
The inequality (B.3) is the well-known Ladyzhenskaya inequality on R2 (see [23,
Chapter 1, Section 1.1, Lemma 1]). We give its proof for the readers’ convenience.
Proof. By a density argument, it is sufficient to prove (B.3) for all ϕ ∈ C∞c (U). We
extend ϕ to R2 by setting it to zero outside U . Then
|ϕ(s1, s2)|2 =
∫ s1
−∞
∂
∂t1
(|ϕ(t1, s2)|2) dt1 = 2 ∫ s1
−∞
ϕ(t1, s2)∂t1ϕ(t1, s2) dt1
for each s = (s1, s2) ∈ R2. Thus Ho¨lder’s inequality implies
|ϕ(s1, s2)|2 ≤ 2
(∫ ∞
−∞
|ϕ(t1, s2)|2 dt1
)1/2 (∫ ∞
−∞
|∂t1ϕ(t1, s2)|2 dt1
)1/2
.
Similarly, we obtain
|ϕ(s1, s2)|2 ≤ 2
(∫ ∞
−∞
|ϕ(s1, t2)|2 dt2
)1/2 (∫ ∞
−∞
|∂t2ϕ(s1, t2)|2 dt2
)1/2
.
From the above two inequalities we deduce that
(B.4)
∫
R2
|ϕ(s1, s2)|4 ds1 ds2
≤ 4
∫ ∞
−∞
(∫ ∞
−∞
|ϕ(t1, s2)|2 dt1
)1/2(∫ ∞
−∞
|∂t1ϕ(t1, s2)|2 dt1
)1/2
ds2
×
∫ ∞
−∞
(∫ ∞
−∞
|ϕ(s1, t2)|2 dt2
)1/2(∫ ∞
−∞
|∂t2ϕ(s1, t2)|2 dt2
)1/2
ds1.
We again use Ho¨lder’s inequality to get∫ ∞
−∞
(∫ ∞
−∞
|ϕ(t1, s2)|2 dt1
)1/2(∫ ∞
−∞
|∂t1ϕ(t1, s2)|2 dt1
)1/2
ds2
≤
(∫ ∞
−∞
∫ ∞
−∞
|ϕ(t1, s2)|2 dt1ds2
)1/2(∫ ∞
−∞
∫ ∞
−∞
|∂t1ϕ(t1, s2)|2 dt1ds2
)1/2
≤ ‖ϕ‖L2(R2)‖∇sϕ‖L2(R2)
and a similar inequality for the last line of (B.4). By these inequalities and (B.4),
‖ϕ‖4L4(R2) ≤ 4‖ϕ‖2L2(R2)‖∇sϕ‖2L2(R2).
Since ϕ ∈ C∞c (U) is compactly supported in U , this inequality implies (B.3). 
Proof of Lemma 4.1. Since Γ is compact, by a standard localization argument with
a partition of unity on Γ we may assume that there exist an open set U in R2, a
local parametrization µ : U → Γ of Γ, and a compact subset K of U such that η is
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supported in µ(K). Then η♭ := η ◦µ is supported in K. Moreover, since η ∈ H1(Γ),
we have η♭ ∈ H10 (U) by Lemma B.1 and thus we can use (B.3) to η♭ to get
‖η♭‖L4(U) ≤
√
2‖η♭‖1/2L2(U)‖∇sη♭‖
1/2
L2(U).
Applying (B.1) and (B.2) to this inequality we obtain (4.1). 
Next we present the proof of Lemma 4.3.
Proof of Lemma 4.3. To prove (4.6) we use the anisotropic Agmon inequality
‖Φ‖L∞(V ) ≤ c‖Φ‖1/4L2(V )
3∏
i=1
(‖Φ‖L2(V ) + ‖∂iΦ‖L2(V ) + ‖∂2i Φ‖L2(V ))1/4(B.5)
for V = (0, 1)3 and Φ ∈ H2(V ) (see [49, Proposition 2.2]). For this purpose, we use
a partition of unity on Γ to localize a function on Ωε.
Since Γ is compact and without boundary, we can take a finite number of bounded
open sets in R2 and local parametrizations of Γ
Uk ⊂ R2, µk : Uk → Γ, k = 1, . . . , k0
such that {µk(Uk)}k0k=1 is an open covering of Γ. Let {ηk}k0k=1 be a partition of unity
on Γ subordinate to {µk(Uk)}k0k=1. We may assume that ηk is supported in µk(Kk)
with some compact subset Kk of Uk for each k = 1, . . . , k0. Let η¯k := ηk ◦ π be the
constant extension of ηk and
ζk(s) := µk(s
′) + ε{(1− s3)g0(µk(s′)) + s3g1(µk(s′))}n(µk(s′)),
s = (s′, s3) ∈ Vk := Uk × (0, 1), k = 1, . . . , k0.
Then {ζk(Vk)}k0k=1 is an open covering of Ωε and {η¯k}k0k=1 is a partition of unity on
Ωε subordinate to {ζk(Vk)}k0k=1. For ϕ ∈ H2(Ωε) we define
ϕk := η¯kϕ on Ωε, k = 1, . . . , k0.
Then ϕk is supported in ζk(Kk × (0, 1)) ⊂ ζk(Vk) and
∂nϕk = η¯k∂nϕ, ∂
2
nϕk = η¯k∂
2
nϕ in Ωε, k = 1, . . . , k0
by (4.3). Therefore, if we prove
(B.6) ‖ϕk‖L∞(ζk(Vk)) ≤ cε−1/2‖ϕk‖1/4L2(ζk(Vk))‖ϕk‖
1/2
H2(ζk(Vk))
× (‖ϕk‖L2(ζk(Vk)) + ε‖∂nϕk‖L2(ζk(Vk)) + ε2‖∂2nϕk‖L2(ζk(Vk)))1/4
for all k = 1, . . . , k0, then we obtain (4.6) for ϕ.
Let us show (B.6). In what follows, we fix and suppress the index k. Hence we
assume that ϕ ∈ H2(Ωε) is supported in ζ(K × (0, 1)) ⊂ ζ(V ) with some compact
subset K of U . Taking U small and scaling it, we may further assume that
U = (0, 1)2, V = U × (0, 1) = (0, 1)3.
The local parametrization ζ of Ωε is of the form
ζ(s) = µ(s′) + hε(s)n(µ(s
′)), s = (s′, s3) ∈ V = U × (0, 1),(B.7)
where µ : U → Γ is a C5 local parametrization of Γ and
hε(s) := ε{(1− s3)g0(µ(s′)) + s3g1(µ(s′))}.(B.8)
Since g0, g1, and n are of class C
4 on Γ, K is compact in U , and hε is an affine
function of s3, there exists a constant c > 0 independent of ε such that
|∂siζ(s)| ≤ c, |∂si∂sjζ(s)| ≤ c, s ∈ K × (0, 1), i, j = 1, 2, 3.(B.9)
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Let ∇sζ be the gradient matrix of ζ in s ∈ R3, J the function given by (3.30), and
θ the Riemannian metric of Γ given by
θ(s′) := ∇s′µ(s′){∇s′µ(s′)}T , s′ ∈ U,
∇s′µ :=
(
∂s1µ1 ∂s1µ2 ∂s1µ3
∂s2µ1 ∂s2µ2 ∂s2µ3
)
.
(B.10)
Then
det∇sζ(s) = εg(µ(s′))J(µ(s′), hε(s))
√
det θ(s′), s = (s′, s3) ∈ V,(B.11)
which we prove at the end of the proof. Moreover, since det θ is continuous and
strictly positive on U and K is compact in U , we have
det θ(s′) ≥ c, s′ ∈ K.
Applying this inequality, (2.1), and (3.31) to (B.11) we obtain
det∇sζ(s) ≥ cε, s ∈ K × (0, 1).(B.12)
Now let Φ := ϕ ◦ ζ on V . Then
‖Φ‖L∞(V ) = ‖ϕ‖L∞(ζ(V ))(B.13)
and Φ is supported in K × (0, 1) since ϕ is supported in ζ(K × (0, 1)). Also, since∫
ζ(V )
ϕ(x) dx =
∫
V
Φ(s) det∇sζ(s) ds,(B.14)
we observe by (B.12) that
‖Φ‖L2(V ) ≤ cε−1/2‖ϕ‖L2(ζ(V )).(B.15)
We differentiate Φ(s) = ϕ(ζ(s)) in s ∈ V . Then
∂siΦ(s) = ∂siζ(s) · ∇ϕ(ζ(s)),
∂2siΦ(s) = ∂
2
siζ(s) · ∇ϕ(ζ(s)) + ∂siζ(s) · ∇2ϕ(ζ(s))∂siζ(s)
for s ∈ V and i = 1, 2, and
∂s3Φ(s) = εg(µ(s
′))∂nϕ(ζ(s)), ∂
2
s3Φ(s) = ε
2g(µ(s′))2∂2nϕ(ζ(s))
for s = (s′, s3) ∈ V . Hence (B.9) and the boundedness of g on Γ imply that
|∂siΦ(s)| ≤ c|∇ϕ(ζ(s))|,
|∂2siΦ(s)| ≤ c(|∇ϕ(ζ(s))| + |∇2ϕ(ζ(s))|),
|∂ks3Φ(s)| ≤ cεk|∂knϕ(ζ(s))|,
for i, k = 1, 2 and s ∈ K× (0, 1). Since Φ is supported in K× (0, 1), we deduce from
these inequalities and (B.14) that
‖∂ksiΦ‖L2(V ) ≤ cε−1/2‖ϕ‖Hk(ζ(V )),
‖∂ks3Φ‖L2(V ) ≤ cεk−1/2‖∂knϕ‖L2(ζ(V ))
(B.16)
for i, k = 1, 2 and thus Φ ∈ H2(V ). Hence we can apply (B.5) to Φ = ϕ ◦ ζ and use
(B.13), (B.15), and (B.16) to obtain (B.6).
It remains to show the formula (B.11). In what follows, we use the notation
η♭(s′) := η(µ(s′)), s′ ∈ U
for a function η on Γ. Note that, since η(µ(s′)) = η¯(µ(s′)) by µ(s′) ∈ Γ,
∂siη
♭(s′) = ∂siµ(s
′) · ∇η¯(µ(s′)) = ∂siµ(s′) · ∇Γη(µ(s′))(B.17)
for i = 1, 2 by (3.5). By (B.7) and (B.8) we have
ζ(s) = µ(s′) + ε{(1− s3)g♭0(s′) + s3g♭1(s′)}n♭(s′), s = (s′, s3) ∈ V = U × (0, 1).
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We differentiate ζ(s) and apply (B.17) and −∇Γn =W =WT on Γ to get
∂siζ(s) = {I3 − hε(s)W ♭(s′)}∂siµ(s′) + ηiε(s)n♭(s′), i = 1, 2,
∂s3ζ(s) = εg
♭(s′)n♭(s′)
(B.18)
for s = (s′, s3) ∈ V , where hε(s) is given by (B.8) and
ηiε(s) := ε∂siµ(s
′) · {(1− s3)(∇Γg0)♭(s′) + s3(∇Γg1)♭(s′)}, i = 1, 2.
From now on, we fix and suppress the arguments s′ and s. By (B.18) we have
∇sζ =
∂s1ζ1 ∂s1ζ2 ∂s1ζ3∂s2ζ1 ∂s2ζ2 ∂s2ζ3
∂s3ζ1 ∂s3ζ2 ∂s3ζ3
 = (∇s′µ(I3 − hεW ♭)T + ηε ⊗ n♭
εg♭(n♭)T
)
.
Here we consider n♭ ∈ R3 and ηε := (η1ε , η2ε)T ∈ R2 as column vectors. Since ∂s1µ
and ∂s2µ are tangent to Γ at µ(s
′) we have (∇s′µ)n♭ = 0. Moreover,
W ♭n♭ = 0, (ηε ⊗ n♭)n♭ = |n♭|2ηε = ηε, (ηε ⊗ n♭)(n♭ ⊗ ηε) = ηε ⊗ ηε.
From these equalities and the symmetry of the matrix W ♭ it follows that
∇sζ(∇sζ)T =
(∇s′µ(I3 − hεW ♭)2(∇s′µ)T + ηε ⊗ ηε εg♭ηε
εg♭ηTε ε
2(g♭)2
)
.
Hence by elementary row operations we have
det[∇sζ(∇sζ)T ] = det
(∇s′µ(I3 − hεW ♭)2(∇s′µ)T + ηε ⊗ ηε εg♭ηε
εg♭ηTε ε
2(g♭)2
)
= det
(∇s′µ(I3 − hεW ♭)2(∇s′µ)T 0
εg♭ηTε ε
2(g♭)2
)
= ε2(g♭)2 det[∇s′µ(I3 − hεW ♭)2(∇s′µ)T ].
Since det[∇sζ(∇sζ)T ] = (det∇sζ)2, the above equality implies that
(det∇sζ)2 = ε2(g♭)2 det[∇s′µ(I3 − hεW ♭)2(∇s′µ)T ].(B.19)
To compute the right-hand side we define 3× 3 matrices
A :=
(∇s′µ
(n♭)T
)
, Ah :=
(∇s′µ(I3 − hεW ♭)
(n♭)T
)
.
Then by (∇s′µ)n♭ = 0, W ♭n♭ = 0, the symmetry of W ♭, and (B.10) we have
Ah = A(I3 − hεW ♭),
AAT =
(
θ 0
0 1
)
, AhA
T
h =
(∇s′µ(I3 − h♭W ♭)2(∇s′µ)T 0
0 1
)
.
Noting that A and I3 − hεW ♭ are 3× 3 matrices, we use these equalities to get
det[∇s′µ(I3 − hεW ♭)2(∇s′µ)T ] = det[AhATh ] = det[A(I3 − hεW ♭)2AT ]
= det[(I3 − hεW ♭)2] det[AAT ]
= J(µ, hε)
2 det θ,
where the last equality follows from det(I3 − hεW ♭) = J(µ, hε). From this equality
and (B.19) we deduce that
(det∇sζ)2 = ε2(g♭)2J(µ, hε)2 det θ.
This equality yields (B.11) since g♭ and J(µ, hε) are positive by (2.1) and (3.31). 
Finally, let us prove Lemma 7.4. To this end, we give an auxiliary result.
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Lemma B.3. Let E1, E2, and E3 be vector fields on an open subset U of R
3 such
that {E1(x), E2(x), E3(x)} is an orthonormal basis of R3 for each x ∈ R3 and
E1 × E2 = E3, E2 × E3 = E1, E3 × E1 = E2 in U.
Then for u ∈ C1(U)3 we have
(B.20) curlu = {(E2 · ∇)u ·E3 − (E3 · ∇)u ·E2}E1
+ {(E3 · ∇)u · E1 − (E1 · ∇)u ·E3}E2
+ {(E1 · ∇)u · E2 − (E2 · ∇)u · E1}E3 in U.
Proof. By the assumption, curlu =
∑3
i=1(curlu · Ei)Ei. Since E1 = E2 × E3,
curlu ·E1 = curlu · (E2 × E3) = E2 · (E3 × curlu)
= E2 · {(∇u)E3 − (∇u)TE3}
= (∇u)TE2 · E3 − (∇u)TE3 · E2
= (E2 · ∇)u ·E3 − (E3 · ∇)u · E2.
Calculating curlu · Ei, i = 2, 3 in the same way we obtain (B.20). 
Proof of Lemma 7.4. Let u ∈ C1(Ωε)3 and ua be given by (6.47). Since the surface
Γ is compact and without boundary, we can take a finite number of relatively open
subsets Ok of Γ and pairs of tangential vector fields {τk1 , τk2 } on Ok, k = 1, . . . , k0
such that Γ =
⋃k0
k=1Ok, the triplet {τk1 , τk2 , n} forms an orthonormal basis of R3 on
Ok, and
τk1 × τk2 = n, τk2 × n = τk1 , n× τk1 = τk2 on Ok
for each k = 1, . . . , k0. Then since Ωε =
⋃k0
k=1 Uk with
Uk := {y + rn(y) | y ∈ Ok, r ∈ (εg0(y), εg1(y))}, k = 1, . . . , k0,
it is sufficient to show (7.5) in Uk for each k = 1, . . . , k0.
From now on, we fix and suppress the index k and carry out calculations in U
unless otherwise stated. We apply (B.20) to ua with
E1 := τ¯1, E2 := τ¯2, E3 := n¯
and use Pτi = τi for i = 1, 2 and Pn = 0 on O to get
P curlua = {(τ¯2 · ∇)ua · n¯− (n¯ · ∇)ua · τ¯2}τ¯1 + {(n¯ · ∇)ua · τ¯1 − (τ¯1 · ∇)ua · n¯}τ¯2.
By this equality, (n¯ · ∇)ua = ∂nua, and |τ¯1| = |τ¯2| = |n¯| = 1 we get∣∣P curlua∣∣ ≤ c (|∂nua|+ |(τ¯1 · ∇)ua · n¯|+ |(τ¯2 · ∇)ua · n¯|) .(B.21)
Let us estimate each term on the right-hand side. By (4.3) and (6.47) we have
∂nu
a = ∂n
[
Mτu+
(
Mτu ·Ψε
)
n¯
]
=
(
Mτu · ∂nΨε
)
n¯.
Hence it follows from (4.19) that
|∂nua| =
∣∣Mτu · ∂nΨε∣∣ ≤ c ∣∣Mτu∣∣ = c ∣∣PMu∣∣ ≤ c ∣∣Mu∣∣ .(B.22)
To estimate the other terms we set
uaτ := Pu
a =Mτu, u
a
n := (u
a · n¯)n¯ =
(
Mτu ·Ψε
)
n¯(B.23)
so that ua = uaτ + u
a
n. Let i = 1, 2. Since u
a
τ · n¯ = 0 in U , we have
(τ¯i · ∇)uaτ · n¯ = (τ¯i · ∇)(uaτ · n¯)− uaτ · (τ¯i · ∇)n¯ = −uaτ · (τ¯i · ∇)n¯.
Hence by (3.17) and |τ¯i| = 1 we get
|(τ¯i · ∇)uaτ · n¯| ≤ c|uaτ | ≤ c
∣∣Mu∣∣ , i = 1, 2.(B.24)
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Next we deal with (τ¯i · ∇)uan · n¯. Since τi = Pτi, P = PT , and |τi| = 1 on O,
|(τ¯i · ∇)uan| =
∣∣(∇uan)TP τ¯i∣∣ = ∣∣∣∣(P∇uan)T τ¯i∣∣∣∣ ≤ ∣∣P∇uan∣∣ .(B.25)
Moreover, by the definition (B.23) of uan we have
P∇uan =
[{
P∇
(
Mτu
)}
Ψε +
(
P∇Ψε
)
Mτu
]
⊗ n¯+
(
Mτu ·Ψε
)
P∇n¯
and thus we deduce from (3.13), (3.17), (4.19), and (4.20) that∣∣P∇uan∣∣ ≤ cε (∣∣Mτu∣∣+ ∣∣∇ΓMτu∣∣) ≤ cε (∣∣Mu∣∣+ ∣∣∇ΓMu∣∣) .(B.26)
In the last inequality we also used Mτu = PMu on Γ and the C
4-regularity of P
on Γ. By (B.25) and (B.26) we observe that
|(τ¯i · ∇)uan · n¯| ≤ |(τ¯i · ∇)uan| ≤ cε
(∣∣Mu∣∣+ ∣∣∇ΓMu∣∣) , i = 1, 2.(B.27)
Noting that ua = uaτ + u
a
n, we conclude by (B.21), (B.22), (B.24), and (B.27) that
the inequality (7.5) holds in U . 
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