We develop a numerical method to the integration of ordinary differential equations based on a new look at the Padé approximation. We compare our results with those obtained with the Taylor method.
Introduction
The ordinary differential equations (ODE), which are used to giving a local description of dynamical systems, are in general non-linear. Although the theory of dynamical systems allows in many cases a rigorous determination of qualitative properties, explicit solutions of these equations are in general difficult to find. Through numerical methods [1, 2, 3] and the use of digital computers, it is possible the approximate determination of solutions. Generally speaking, each of the computational methods is optimal for a given family of equations. In the present article, we consider an initial value problem and introduce a one step iterative integration method based over the Padé rational approximations [n/n] PA [4, 5, 6] . Taylor polynomials are a particular case of PA, which quite often give a better approximation than Taylor's. In particular PA rational approximations are quite efficient when the solution to be approximated show poles or a rapid grow on the neighborhood of a point. Integration methods using rational approximations, also called Padé approximants, has been used to find approximate solutions with initial or boundary values [7, 8, 9, 10] or even for integral equations [11] .
Here, we introduce an implementation of the PA in order to obtain approximate numerical solutions of systems of equations with given initial values. This alternative seems more efficient for numerical integration of rigid equations as well as equations with solutions showing divergencies with respect to other integration methods, as Taylor and Runge-Kutta, at least in the cases under our consideration. The reason for this better efficiency lies in the fact that the rational function of degree [n/n] usually produces a better approximation than the Taylor polynomial of degree 2n.
Here, we shall remark that explicit methods based on Taylor or RungeKutta polynomials cannot be used in order to determine regular solutions either when the initial values correspond to a singular point of the equation or when this singularity is crossed along the iteration process. By means of our iterative process, this difficulty can be overcome by a proper factorization of the Padé approximation. We can choose the type of integration interval, either fixed or variable, following the same criteria of any other integration technique, say Runge-Kutta. It is interesting to recall that, since one particular case of Padé approximants is indeed Taylor polynomials, iterative Taylor methods are a particular case of the proposed method. Finally, it is important to say that the algorithm codification is very simple so that it can be solved even for a beginner student. This paper is organized as follows: In Section II, we give a brief description of the method. In Section III, we compare our results with those obtained with the CAC (continuous analytic continuation [12] ) method. Finally, Section IV is devoted to concluding remarks.
Brief description of the method
Let us consider the following:
The prime in (1) denotes the derivative with respect to x. We want to obtain approximate solutions with the initial values y(x 0 ) and z(x 0 ). Take the subintervals
, where x k = x 0 + kh, h = (x m − x 0 )/m, m being the number of partitions of the interval I. On each interval I k , we approximate the solution of (1) by a PA of order [n/n]. The recursive integration algorithm is similar to the used in the CAC method [12] . This goes as follows: starting with the initial values y(x 0 ) and z(x 0 ), we obtain the rational approximations y 0 (x) and z 0 (x) on the first interval and using them the initial values y 0 (x 1 ) and z 0 (x 1 ) for the second interval and so on. Exactly as in the CAC method, we obtain the discrete values y(x k ) and z(x k ), k = 0, 1, . . . , m. We have taken the value h as constant, although the method would be the same if instead we would have considered h to be an adaptive step according to the desired accuracy. On the k − th interval these approximants are written as:
with
with q 0k = s 0k = 1. Then, the 2(2n + 1) coefficients p jk , q jk , r jk and s jk are obtained through the following Padé condition: rational approximations y k (x) and z k (x) should satify y
. . , 2n. Then using (1), we have that
Here u (j) := d j u/dx j . Needless to say that condition (4) requires the assumption that f and g be differentiable up to order 2n − 1. The choice of the order [n/n] of the rational approximation as well as the value of h depend on the specific equation and the approximation desired. The results obtained can be straightforwardly generalized to a first order system with an arbitrary number of unknown functions.
Some examples.
To illustrate our method using the approximation [1/1], we use the iterative solution of equation (1), which can be written by means of the following equations in differences:
In comparison, the Taylor method up to second degree gives:
The prime denotes here total derivative with respect to x. It is simple to realize that both methods require a similar amount of arithmetic operations. This is an additional advantage for our method, which has a better accuracy that Taylor's in problems with poles or other divergencies without the need of higher computational times. Note that the Taylor expansion of equations (5) yields (6) .
The simplest situation in which the method could be applied is to the equation y = Ay. In this case, formulas (5) and (6) give respectively,
From these two equations we obtain
respectively, with k = 0, . . . , n. From the first equation in (8), it is clear that, if A > 0, we have to choose h < 2/A in order to have convergence. This is not a difficulty as one often takes h = 0.1 or smaller, for any one step integration method. Once we have settle this point, it is simple to check that in both approximations one has that
On the contrary if A < 0, using Padé approximation, we obtain that y k → 0 if k → ∞ for arbitrary h. Now, the Taylor approximation converges if and only if h < 1/(2|A|). The latter is the condition for the convergence of both methods. Next, let us analyze the sequence {y n } obtained through the Padé method. Note that at any step the value of y n depends on the previous terms of the sequence {y n }, so that we can write y n = F (y 0 , y 1 , . . . , y n−1 ). The error of each estimator y k of y(x k ) is a sum of two different contributions, one is the truncation in the method of calculation and the other is due to the numerical representation in the computer. We are interested in estimating the error e n = |y n − y(x n )| due to the accumulation of errors during the integration process. Using the Taylor expansion, we write
Taking into account the first equation in (7), we have that
etc, which allows us to rewrite (9) as
Since the initial error is equal to zero, we have not included the initial term k = 0. Then, for any k = 1, 2, . . . , n − 1, we bound the error e k by a fixed quantity that we call ε. If, in addition, we choose h such that
Coming back to the first equation in (7), we note that B n = y n /y 0 . In general, the integration step should be chosen to be smaller than the characteristic time of the rapid component of the solution, which in practical terms means that h 1. Then obviously, B ≈ 1 + Ah. This latter expression can be used for an approximation of (12) . Now, taking into account that our Padé approximation is [n/n], we conclude that
. Then, if for simplicity we take y 0 = 1, we arrive to the following result:
Due to the fact that the exponential function never vanishes, the relative error ε n = e n /y n is more useful in our case. Here, we have two cases: either A > 0, then y n − 1 > 0 and therefore ε n
|A|

O(h
2 ), or A < 0 which implies that y n < 1 and we have ε n 1 |A|yn O(h 2 ). The conclusion is that for the same interval length h, the integration is more precise with the choice A > 0. For the approximation [2/2], the recursive equations are much more complicated:
Here, the prime denotes total derivative with respect to x,
As happens for the [n/n] approximation, if we expand the above expressions in powers of h up to fourth degree, we obtain the fourth degree Taylor approximation. At this point, we wish to remark that if instead a system of two equations we had to deal with a system of n, we would have one recurrence equation for each variable and their form would have been equal to the form of equations (14).
4 Applications.
Rigid equations.
Rigid equations are characterized by rapid and slow variations on the solution components [3] . In the first example that we introduced here, the solution shows a transitory regime with a very small time scale and then a smooth variation. This example is the following equation:
The solution with initial value y(0) = 0 is given by
where y f ast = −0.998 exp(−t/τ 1 ) and y slow = −2.002 exp(−t/τ 2 ). The respective characteristic times of the transitory regime are τ 1 = 10 −3 and τ 2 = 1. In order to give an estimation of the numerical efficiency of the method, let us define the average of the percentile relative error as
where y k is the value as obtained with our method and y(x k ) is the reference solution. This could be either the exact analytic solution or a numerical solution as obtained by a much more precise method that ours. Finally, m is the number of iterations. We compare our method when using the Padé approximations [ CPU times were less than 10 −2 sec. except those corresponding to the last column in the above table that were of the order of 10 −2 sec. The highest values of D k appear in the domain of rapid growing of the solution, i.e., 0 < t < τ 1 . Our method allows to obtain satisfactory numerical solutions, a feature that the Taylor method does not show when h > τ 1 .
Ricatti equation
As is well know, the general form of the Ricatti equation is
The importance of this equation does not lies only on itself but also in its use in quantum mechanics (if u(x) is a solution of the time independent Schrödiger equation, then, v(x) := u (x)/u(x) is a solution of an associated Ricatti equation [13] ) the transformation as well as in population models [14] . Its solutions often show poles, which adds a serious difficulty to the numerical integration. As was noted before, our method is rather efficient in this kind of situations, due precisely to the use of Padé approximants.
As an example, let us take a(x) = −1, b(x) = −1 and f (x) = x 2 . The solution determined by the initial condition y(0) = 1 is given by
where,
and
where α = 1/4(1 − i1/4) and 
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From the results obtained and listed in the table, we notice that there exists a substantial difference in precision between the Padé and Taylor approximations. When h = 0.1, we need to use the Taylor approximation T 7 with D % = 0.1 in order to get an error similar to that obtained with [1/1] . Analogously, Padé approximation [2/2] gives error of the same order than T 10 and even in the latter case we need higher CPU times. Similarly, for h = 0.01, the approximation given by [1/1] is of the same order than the obtained with T 10 and for [2/2] we would require a Taylor approximation of degree twelve or higher. This Taylor approximation would require a CPU time of two degrees of magnitude higher.
We see that Padé approximations permit us a good accuracy for the approximate solutions to the left of the singular points with the additional advantage of needing low CPU times.
To finish the comments on the Riccati equation, let us show a simple explicit example where it is shown how the Padé approximation gives more accuracy than Taylor's.
This example is given by the Riccati equation y (x) = y 2 (x). The solution with the initial value y(0) = 1 is y(x) = 1/(1 − x) that shows a simple pole at x = 1.
Using equations (5) and (6), we obtain the following recurrence relations for the Padé [1, 1] method:
The recurrence relation for the Taylor method is 
Singular regular points.
Another equation which appears quite often in mathematical physics is the Bessel equation
As is well known, the Bessel equation has a singular regular point at the origin. The simplest case is ν = 0. The Bessel equation has the particular advantage that its solutions are very well known so that our results can be compared with those given by the exact solution. In addition, we can compare both ours and the exact solution with the results given by the Taylor approximation. However as is well known, in the interval including the Taylor method, we cannot include the singular regular point x 0 = 0. Then, in order to compare our method with the Taylor method in the vicinity of the origin, we have to take an interval of the form [ε, H] with ε > 0. We take the interval [0. 1, 10] . We fix a particular solution giving the initial values z(0.1) = 1 and z (0.1) = 0. This is In our numerical experiments, we could not determine a polynomial giving the same accuracy than Padé integration. On the other hand, our numerical experiments showed that the Taylor method saturates its error, as the values obtained for T 4 , T 10 and T 15 with D % = 8.10 −1 are equivalent. On the contrary the CPU times go from 0.2 sec. for T 4 up to 66 sec. for T 15 . The origin of this saturation lies on the fact that the terms we add to increase the degree of the polynomial are irrelevant, since they are modulated by the powers of h.
Since the considered Bessel equation has a singular regular point at x 0 = 0, we consider convenient to analyze the error sensitivity near 0 + . This is summarized in the following table: From the results we have obtained, we find out that the proposed method possesses a better quality as approximation as well as a better stability both with respect the CAC method, based on the Taylor polynomials.
Finally, it is necessary to say that the codes used in the different examples were developed with the help of the software Mathematica and evaluated without compiling in a PC with Triple-Core Processor 2.11 GHz, 2 GB RAM.
Concluding remarks.
We have developed a one step integration system for systems of differential equations. By construction, the method is exact when the solutions are rational polynomial functions, as for instance y = y 2 , exactly in the same way that the Taylor method is exact when the solutions are given by polynomials. As test equations, we have considered three different types of equations. In the first case, we have chosen a rigid equation. In the second one, one with a pole in the solution. For the third instance, we have chosen an equation with a singular regular point. In all cases, we have shown that the Padé integration method here proposed possesses better quality of approximation, is numerically more efficient and needs shorter CPU times than the Taylor method.
