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ABSTRACT
This paper proposes a method for jointly performing blind
source separation (BSS) and blind dereverberation (BD) for
speech mixtures. In most of the previous studies, BSS and
BD have been explored separately. It is common that the
performance of the speech separation algorithms deteriorates
with the increase of room reverberations. Also most of the
dereverberation algorithms rely on the availability of room
impulse responses (RIRs) which are not readily accessible in
practice. Therefore in this work the dereverberation and sep-
aration method are combined to mitigate the effects of room
reverberations on the speech mixtures and hence to improve
the separation performance. As required by the dereverber-
ation algorithm, a step for blind estimation of reverberation
time (RT) is used to estimate the decay rate of reverberations
directly from the reverberant speech signal (i.e., speech mix-
tures) by modeling the decay as a Laplacian random process
modulated by a deterministic envelope. Hence the developed
algorithm works in a blind manner, i.e., directly dealing with
the reverberant speech signals without explicit information
from the RIRs. Evaluation results in terms of signal to distor-
tion ratio (SDR) and segmental signal to reverberation ratio
(SegSRR) reveal that using this method the performance of
the separation algorithm that we have developed previously
can be further enhanced.
1. INTRODUCTION
Speech signals captured by microphones in an enclosed envi-
ronment are often contaminated by room reverberations and
the intereferences from the nearby sound sources. Separa-
tion of the target speech from the microphone signals is a
challenging task because of the interfering speech signals,
and the presence of reverberations makes it more challeng-
ing. Therefore, it is important to develop a method which
can separate the target speech from the interfering sounds
and can also reduce the adverse acoustic effects.
We have recently develped a source separation algorithm
in [5], however its performance deteriorates in the presence
of room reverberations. Therefore, we have developed re-
cently a dereverberation algorithm to suppress the room re-
verberation, and in current work this dereverberation algo-
rithm is combined with the separation algorithm to enhance
the separation performance. However the dereverberation
algorithms usually assume the RIRs to be known a priori,
which in practice are not available. To address this problem,
a method is proposed in this work for the blind estimation of
RT and then incorporated with the dereverberation algorithm.
The proposed blind RT estimation method uses the reverber-
ant speech (i.e., mixture) directly to estimate the decay rate
instead of the RIRs. In the proposed method, a Laplacian dis-
tribution based decay model for room reverberation is used
along with an efficient procedure for locating the free decay
in reverberant speech. Finally, the proposed RT estimation
method is incorporated with the algorithms developed for
separation and dereverberation to obtain a joint blind dere-
verberation and separation method for the speech mixtures.
The developed joint algorithm which is a two channel
method has been employed in two different ways. Firstly, the
available mixture signals are used to estimate blindly the RT
based on a maximum-likelihood (ML) method and statistical
modelling of the sound decay rate of the reverberant speech,
followed by the dereverberation of the mixture signals using
the method we have proposed and based on the frequency de-
penedent statistical model. Then the separation algorithm we
have proposed in [5] is applied to these resultant mixtures so
that the source speech signals can be obtained. Secondly, the
separation algorithm [5] is applied first to the mixtures to seg-
regate the speech signals, followed by the blind estimation of
RT from the separated speech signal. Then dereverberation
is employed to the segregated speech signals.
The rest of the paper is organized as follows. Section 3
briefly reviews the separation algorithm we have developed
in [5] followed by the proposed derverberation method in
Section 4. Section 5 explains briefly our proposed RT estima-
tion algorithm, followed by Section 6 in which the proposed
joint blind dereverberation and separation algorithm has been
discussed. Section 7 evaluates the performance of the joint
blind dereverberation and separation algorithm and reports
the experimental results. Section 8 concludes the paper.
2. PROBLEM FORMULATION AND MODELLING
In a cocktail party environment, N speech signals are
recorded by M microphones, which can be described mathe-
matically by a linear convolutive model
z j(n) =
N
∑
i=1
P
∑
p=1
h ji(p)si(n− p+1) ( j = 1, ...,M) (1)
where si and z j are the source and mixture signals respec-
tively, h ji is a P-point room impulse response [1] from source
si to microphone x j. In this study a two-input two-output
system has been considered, i.e., N =M = 2. The main goal
here is to separate the source signals from the mixtures z j(n)
in (1) and also to remove the reverberant effects present in
the mixture signals z j(n) to further enhance the separation
performance. The next section will describe the method used
for the separation of speech signals from the mixtures z j(n).
3. A MULTISTAGE APPROACH TO BLIND
SEPARATION OF CONVOLUTIVE SPEECH
MIXTURES
In this section we will provide a brief overview of a method
we have proposed in [5] for the blind separation of con-
volutive speech mixtures. In this algorithm, we first apply
a convolutive independent component analysis (ICA) algo-
rithm [15] to the microphone recordings. As is common
with many other existing ICA algorithms, the separated tar-
get speech from this step still contains a considerable amount
of interference from other sources. The performance steadily
degrades with an increase of RT. In order to reduce the inter-
ference within the target speech, we estimate the ideal binary
mask (IBM) by comparing the energy of the corresponding
time-frequency (T-F) units from the outputs of the convo-
lutive ICA algorithm, and then apply the estimated IBM to
the original mixtures to obtain the target speech and interfer-
ing sources. Our experimental results reveal that this process
considerably improves the separation performance by reduc-
ing the interference to a much lower level. However, a typical
problem with the binary T-F masking is the introduction of
errors in the estimation of the masks. The errors may result
in some isolated T-F units, causing fluctuating musical noise
[9].
To reduce such noise the estimated IBM is further pro-
cessed by using cepstral smoothing [9]. More specifically,
we transform the binary mask into the cepstral domain, and
smooth the transformed mask over time frames using the
overlap-and-add technique. In the cepstrum domain, it is
easier to distinguish between the unwanted isolated random
peaks and mask patterns resulting from the spectral struc-
ture of the segregated speech. Therefore, different levels of
smoothing can be applied to the binary T-F mask in differ-
ent frequency ranges. The smoothed mask, after being trans-
formed back into the T-F plane, is then applied to the outputs
of the previous step in order to reduce the musical noise. Fur-
ther details about the method can be found in [5].
4. BLIND DEREVERBERATION
To improve the separation performance of [5], we develop
a dereverberation algorithm based on the frequency depene-
dent statistical model [2] and use it for the suppression of late
reverberations. The frequency dependent RIR model used by
our dereverberation method is given as
Hlate(m,k) =
{
β (m,k)e−α(k)mR for m≥ 1,
0 otherwise
(2)
where β (m,k) is a sequence of zero-mean mutually inde-
pendent and identically distributed (i.i.d.) Gaussian random
variables, m is the time frame index, k is the frequency bin
index, R denotes the hop size, and α(k) denotes the decay
rate which can be obtained from the frequency dependent re-
verberation time T60(k) as below
α(k), 3ln(10)
T60(k) fs
(3)
where fs is the sampling frequency. Then T60(k) can be esti-
mated using the proposed blind RT estimation method which
will be discussed in the Section 5. The estimated T60(k) can
be used then to obtain the decay rate α(k). Then the spectral
variance of the late reverberant speech can be estimated as
σ2xlate(m,k) = e
−2α(k)RNle ·σ2x (m−Nle,k) (4)
where σ2x (m,k) is the variance of the reverberant speech
which can be estimated by recursive averaging
σ2x (m,k) = e
−2α(k)R[τ ·σ2x (m−1,k)+(1− τ) · | X(m,k) |2]
(5)
where τ ∈ [0,1] is a forgetting factor and X(m,k) is the T-F
representation of the reverberant speech x(n). Note that Nle is
the number of hops after which the late reverberation begins
and e−2α(k)R measures the reverberation decay rate. We can
then estimate the posteriori signal-to-distortion ratio (SDR)
[6] as follows
ϕ(m,k) =
| X(m,k) |2
σ2xlate(m,k)
(6)
To reduce the late reverberations, we apply the following
spectral subtraction mask [6] to X(m,k)
G˜late(m,k) = 1− 1√
ϕ(m,k)
(7)
In order to avoid over-estimation of σ2xlate(m,k), a lower
bound G˜minlate is applied to all the weighting gains in the mask.
The musical noise induced by spectral mask estimation error
is further reduced by smoothing (Further details can be found
in [3]).
5. BLIND RT ESTIMATION
The key parameter that needs to be estimated for the derever-
beration algorithm is T60(k), which in blind separation, has
to be estimated from the microphone signal. Here we model
the reverberation decay as a Laplacian random process mod-
ulated by a deterministic envelope, and use an efficient pro-
cedure for locating free decay from the reverberant speech.
Then the RT is estimated from the free decays by a maxi-
mum likelihood (ML) estimator. The method was motivated
by our observation that the distribution pattern for tempo-
ral decay of the reverberant hand clap is much closer to the
Laplace distribution [4].
Therefore, the reverberant tail of a decaying sound is
modeled using a sequence of random variables with Laplace
distribution L (θ ,β ), where θ is the mean considered as
zero here and β is the variance of the Laplace distribution.
The model is based on the assumption that the reverbera-
tion tail of a decaying sound denoted here as y is the prod-
uct of a fine structure denoted as r that is a random pro-
cess, and an envelop a that is deterministic. Suppose r(n)
is a random sequence for n ≥ 0, of i.i.d. random variables
having Laplace distribution with zero mean and variance β ,
L (0,β ). Similarly for each n a deterministic sequence is
defined as a(n) > 0. As a result, the model for the room de-
cay y is represented as y(n) = a(n)r(n) [13]. As a(n) is a
time varying term, y(n) are independent but not identically
distributed, with probability density functionL (0,βa(n)).
Suppose that a single decay rate ρ defines the damping
of the sound envelop during the regions of free decay (i.e.,
Figure 1: Block diagram showing the first scheme for the proposed joint blind dereverberation and separation algorithm. z1(n)
and z2(n) are the available mixtures (microphone signals).
the period following the sharp offset of a speech sound) in-
stead of those regions where the sound is actually ongoing,
onset, or gradually declining speech offsets. As a result the
sequence a(n) is determined by [13]
a(n) = exp(−n/ρ) (8)
Hence, the N-dimensional parameter a(n) can be replaced by
a single scalar parameter a which is denoted by ρ as
a= exp(−1/ρ) (9)
As a result Equation (8) can be written as
a(n) = an (10)
The log likelihood function used by the proposed blind
RT estimation method is given as
lnL(a j;y) =−Nln(2)−
N−1
∑
n=0
ln(anj ·β )−
1
β
N−1
∑
n=0
a−nj | y(n) |
(11)
whereas the range of a∈ [0,1) be quantized into Q values, so
that a j is obtained with j = 1, ...,Q. Then, for each a j, the
log-likelihood given by Equation (11) is calculated. The ML
criterion can be used to select the best estimate of a given as
aˆ= argmaxa j{lnL(a j;y)} (12)
then the decay rate ρ in (9) is estimated from aˆ obtained in
(12) which results in the estimation of RT.
To further improve the computational efficiency it would
be helpful to capture the free sound decay regions first in
the reverberant speech signal so that only the detected sound
decay regions can be used for the ML estimation of the decay
rate. Lollmann et al. [8] devised an estimation procedure
which can be used for this purpose. Such a procedure also
has the advantage in reducing the effects of the outliers on the
estimated RT value. We have used this efficient procedure
in our proposed RT estimation method to improve the ML
estimation of the Laplacian parameters.
Now to estimate T60(k) in (3) in each frequency band,
we used the blind RT estimation method discussed above for
the filtered reverberant signal. First, we pass the reverberant
signal x(n) through a Gammatone filter-bank to get sub-band
signals x(p,n), where p is the sub-band index. Subsequently,
x(p,n) were analyzed using Schroeder’s method [14] to esti-
mate the reverberation time Tˇ60(p) in each sub-band p. Since
this filterbank (indexed by p) is different from the one used
in the above section (indexed by k), the Tˇ60(p) values need
to be inter- and extra-polated to obtain the estimate of T60(k)
in each frequency bin k.
First we apply interpolation to Tˇ60(p) so that Tˇ60(p)
from each sub-band p is mapped to T˜60( f ), where f ∈ [ fc−
bw
2 , fc+
bw
2 ] denotes the frequency range (in Hz) of sub-band
p, fc and bw are the centre frequency and the bandwidth of
this sub-band respectively. Then we apply smoothing across
the overlapped regions between the neighbouring sub-bands
T˜60( f ) = T˜60( f1)+
T˜60( f2)− T˜60( f1)
f2− f1 ( f − f1) (13)
where f1 and f2 are the frequency points of the neighbour-
ing sub-bands at which their overlap begins and ends respec-
tively. T˜60( f1) and T˜60( f2) are the reverberation times at fre-
quency points f1 and f2 respectively. For non-overlapped
regions, no such interpolation as (13) is required for T˜60( f ).
Finally, T˜60( f ) is then mapped to the STFT sub-bands by an
extrapolation method as
T60(k) =
k· FK
∑
f=(k−1) FK+1
T˜60( f )/(F/K−1) (14)
Note that, f = 1,2, ...,F , where F is the whole frequency
range and K denotes the number of frequency bins (indexed
by k).
6. JOINT BLIND DEREVERBERATION AND
SEPARATION
This section presents results of joint blind dereverberation
and separation algorithm for speech mixtures proposed in
this paper. The proposed method is assessed in three differ-
ent ways. In the first scheme, mixture signals are employed
to estimate the RT blindly using the proposed blind RT es-
timation method followed by the blind dereverberation us-
ing frequency dependent statistical models employing the RT
obtained from the previous step to estimate the spectral vari-
ance of room reverberation and then the spectral subtraction
mask and the smoothed mask which is used to dereverber-
ate the mixtures. Next the separation algorithm developed
in [5] (called as Multistage algorithm hereafter) is applied to
the dereverberated mixtures in order to segregate the speech
signals. A block diagram is given in Figure 1 explaining the
structure of this scheme.
In the second arrangement, the Multistage algorithm is
applied first to the mixtures to obtain the separated speech
signals. Then using the proposed blind RT estimation
method, RT is estimated blindly from the separated speech
Figure 2: Block diagram showing the second scheme for the proposed joint blind dereverberation and separation algorithm.
z1(n) and z2(n) are the available mixtures (microphone signals).
followed by the frequency dependent statistical model em-
ploying the estimated RT from the previous step to estimate
the spectral variance of room reverberations and then spec-
tral subtraction mask and the smoothed mask which is used
to dereverberate the separated signals. A block diagram is
given in Figure 2 describing the second scheme.
7. EXPERIMENTAL RESULTS AND DISCUSSION
The performance of the proposed joint blind dereverberation
and separation method has been evaluated using simulated
RIRs from the image model [1] and real room recordings
that were obtained in [12]. A pool of ten different speech
signals from the TIMIT database, uttered by 5 male and 5
female speakers and all sampled at 16 KHz, has been used
in the experiments to generate the reverberant mixtures. A
system with two inputs and two outputs is considered here in
this work. The size of the room used in the case of simulated
RIRs is 6.5 x 7 x 8 (m3). The position matrices of two sources
and two sensors (microphones) are set as, [1 1 3;3 1 3],
and [2 3 3;3 3 3] respectively. Performance indices used
in the evaluations are the segmental signal to reverberation
ratio (SegSRR) [7], and the signal to distortion ratio (SDR)
[10, 11]. Notations ∆SegSRR and ∆SDR are used in the
evaluations, where ∆SegSRR = mSegSRRo−mSegSRRi and
∆SDR = mSDRo −mSDRi. SegSRRi and SDRi are the in-
put SegSRR and SDR respectively. Similarly SegSRRo and
SDRo are the output SegSRR and SDR respectively. Note that
mSegSRRo, mSegSRRi, mSDRo, and mSDRi are the average
results for fifty random tests. The performance of the meth-
ods proposed in this paper are compared with that of the Mul-
tistage algorithm which we proposed in [5].
First the simulated room model [1] is used to generate the
reverberant mixture signals from the pool of the clean speech
signals described above, at different reverberation times, i.e.,
T60 = {200, 250, 300, 350, 400, 450, 500}ms to evaluate and
compare the performance of the proposed method at different
RTs. For each T60, ten anechoic signals from the pool have
been used to generate different reverberant mixtures, with
each consisting of two speech sources randomly picked up
from the pool. In total 50 random tests have been carried
out for each T60, and hence in total 350 different reverberant
mixtures have been used here in the evaluation. Table 1 and
2 show for each T60, the results averaged over the 50 random
tests for the first and second scheme of the proposed method
respectively in comparison to the Multistage algorithm.
In another set of experiments real room recordings have
been used that were obtained in [12]. The real recordings
were made in a reverberant room with T60 = 400 ms. Two
omnidirectional microphones vertically placed and closely
spaced are used for the recordings. Different loudspeaker po-
sitions are used to measure the room impulse responses. The
room dimensions are 5.2 x 7.9 x 3.5 (m3), and the distance
between the microphones and the loudspeakers is 2 m. Fur-
ther details about the recordings can be found in [12]. Clean
speech signals from the pool of ten speakers were convolved
with the room impulses to generate the source signals. The
average results of ∆SDR and ∆SegSRR over the 50 different
random tests are given in Table 3 and 4 for the first and sec-
ond scheme of the proposed method respectively.
Table 1: ∆SDR and ∆SegSRR For Simulated Data under Different T60s
T60 ∆SDR (dB) ∆SegSRR (dB)
(ms) Proposed Multistage Proposed Multistage
method method method method
(scheme 1) (scheme 1)
200 4.52 3.61 2.15 1.45
250 3.73 2.91 1.88 1.14
300 3.22 2.45 1.66 0.94
350 2.88 2.18 1.48 0.82
400 2.68 1.96 1.35 0.75
450 2.50 1.77 1.23 0.68
500 2.37 1.62 1.12 0.63
Now if the results obtained for both simulated and real
data are observed in a sequence of the different schemes, it
can be found that the proposed method implemented in the
first scheme consistently giving better results both in terms of
SDR and SegSRR than the Multistage algorithm. For the real
recordings, the proposed method in scheme 1 achieves ap-
proximately 1.5 dB gain for both SDR and SegSRR over the
Multistage algorithm. It is observed that in the first scheme
blind dereverberation applied to the reverberant mixtures
prior to separation helps in improving the separation perfor-
mance. Similarly it can be found that the proposed method in
Table 2: ∆SDR and ∆SegSRR For Simulated Data under Different T60s
T60 ∆SDR (dB) ∆SegSRR (dB)
(ms) Proposed Multistage Proposed Multistage
method method method method
(scheme 2) (scheme 2)
200 4.49 3.61 2.06 1.45
250 3.73 2.91 1.78 1.14
300 3.20 2.45 1.55 0.94
350 2.88 2.18 1.37 0.82
400 2.63 1.96 1.22 0.75
450 2.42 1.77 1.10 0.68
500 2.27 1.62 1.01 0.63
Table 3: ∆SDR and ∆SegSRR For the Real Data
Algorithm ∆SDR (dB) ∆SegSRR (dB)
Proposed method 6.40 3.55
(scheme 1)
Multistage 4.74 2.01
method
Table 4: ∆SDR and ∆SegSRR For the Real Data
Algorithm ∆SDR (dB) ∆SegSRR (dB)
Proposed method 4.85 2.54
(scheme 2)
Multistage 4.74 2.01
method
the second scheme also performs better than the Multistage
algorithm for both simulated and real data. However, it can
be noticed that in the second scheme of the proposed method
improvement is less than the improvement achieved in the
first scheme especially for real recordings. This is because in
the second scheme, the separation algorithm is applied first
and hence the enhancement performance is not as good as in
the first scheme due to the reverberant effects in the mixture
at the time of separation. Therefore, it is concluded that the
proposed blind dereverberation and separation algorithm im-
plemented in the first scheme provides better results in com-
parison to the implementation of the second scheme.
8. CONCLUSION
In this paper a method has been developed to perform blind
dereverberation and separation of convolutive speech mix-
tures jointly. The method has been evaluated in two different
schemes. In the first scheme, the mixture signal is used to
estimate RT followed by blind dereverberation and then the
separation algorithm is applied to the dereverberated mix-
ture to obtain the segregated speech signals. In the second
scheme, the separation algorithm is applied first to the mix-
tures. Then the obtained separated signal is used to estimate
the RT blindly followed by the blind dereverberation. Our
experiments indicate that the proposed method implemented
in the first scheme performs better than the second scheme.
Both schemes outperform our old approach
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