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1. Introduction 
Each symmetric graph G without loops (in the sequel, briefly, graph) can be 
represented as a full subgraph of a product of sufficiently many complete graphs. This 
fact leads to the definition of the dimension of a graph G as the least number of 
complete graphs needed for such a representation (this characteristic is analogous to 
the well-known Dushnik-Miller dimension of partially ordered sets [3, 121, where 
the role of complete graphs is played by the total orders). In [lo] it has been proved 
that the question on dim G s 2 is decidable in polynomial time and, on the other 
hand, the general task to determine dim G is an NP-complete problem (for a detailed 
explanation of the notion of NP-completeness see [ 1, Chapter lo], and for a survey of 
the NP-completeness results see [7,8]). The main aim of this paper is to prove (using 
a variant of the Stockmeyer construction from [S, 131) that already the problem to 
decide whether dim G c 3 is NP-complete. 
Alternately, the dimension of G can be characterized as the least number of 
equivalences Ei on the set of vertices of G such that for E(G’) the set of edges of the 
complement graph one has E(G’) = E1 u l l l WE, while the system of Ei separates 
points. This fact associates the dimension with various characteristics of graphs 
concerned with representing sets of edges by equivalences. Such is the chromatic 
number of the clique graph, or the number x”(G) of disjoint equivalences one needs 
to represent E(G) as EI u l l l u E,,. Of these characteristics we also prove that the 
problem of deciding on ~3 is NP-complete. 
Let us stay a moment at the last mentioned one, the x”(G). This is closely 
connected with the line chromatic number x’(G). Indeed, it can be rephrased as the 
smallest number of colors one needs to color the edges; only, unlike in x’(G), 
adjacent edges are allowed the same color a provided they are sides of a triangle the 
third side of which is also colored by a. It is unknown whether determining the x’(G) 
is an NP-complete problem or not. It is conjectured it is so; on the other hand, 
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accordi-ng to Vizing’s theorem- see [14]-there is a nolynomial algorithm which 
reaches x’(G) within an error of l- unlike some other combinatorial charac- 
teristics-see [4,6]. It can be easily proved that a construction of a Stockmeyer type 
like the one used here cannot give an answer to that (see Section 5 below). Thus, in a 
way, the result on x” may be viewed as a kind of limit of what can be proved in this 
direction re coloring of edges without radical changes of the methods. 
2. Preliminaries 
A graph (which word will be used here for finite symmetric graphs without loops) 
G = (V(G), E(G)) will be described, according to convenience, in one of the 
following two ways: The set of edges E( G) will be viewed either as a set of undirected 
couples of elements of V(G), or as a symmetric antireflexive binary relation on 
V(G), the set of vertices. An edge {x, y} will be often indicated simply as xy. 
A graph G is :;aid to be a subgraph (a full subgraph, resp.) of H if 
V(G) c V(H) and E(G& E(H) 
(E(G) = E(H) n (V(G) x V(G)), resp.). A full subgraph G of H with V(G) = M is 
said to be spanned by M. 
The compZement G”of G is the graph defined by 
VW’) = V(G) and E(G’) = {{x, y}; x # y, {x, y}tiE(G)}. 
A graph G is said to be complete if E(G) = {{x, y}; x # y}. A maximal complete 
subgraph X of G (or the set V(X)) is called c/&e in G. The clique graph of G, 
denoted by W’G, is defined by 
V( W G) = {X; X is a clique in G}, 
E(W’G)=((A,B};A#B,AnB#ld). 
By the word equiualence, concerning a subset of an E(G), we denote an 
equivalence in the ordinary sense with the couples (x, x) deleted. 
A product 
G=GlXGzX***XG,= i Gi 
i=l 
of graphs is defined by V(G) = X V(Gi), and {(xi, . . * 9 s,,), (~1~. . . , y,)kJW) iff 
Vi {xi, yi} E E(Gi). If Gi = l l l = G,, = H, we write H” insread of 
Each graph G is isomorphic to d full subgraph of a K “, where K is x complete. The 
least such n is called dimension of G and is denoted by dim G (see [9,10,11]). Here 
we will rather use the characteristic 
dim’ G = dim(G’). 
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One can easily prove the following characterization of the dimension (see [ll, 
101): 
. 
Proposition 1. dim’ G k the least number n of equivalerrces Ei such that 
(1) E(G) = k_&r Ei, and 
(2) n,“g, Ei = 0. 
Omitting the second condition, we obtain another characteristic of graphs, the ._ 
idim’ G. Thus, idim” G is defined as the least number-n of ec$uivalences Ei such that 
E(G) =IJa, Eim 
I 
Considering decompositions of E(G) into equivalences iqbtead of coverings by 
equivalences we obtain a characteristic x”(G). Thus, x”(G) is the least number of 
equivalences El, . . . , E,, such that E(G) is their disjoint union. 
Finally, we will be concerned with ,@‘G, the chromatic number of the c!ique 
graph of G. 
Remark 1. (a) Using the-symbol x” is motivated by the relation of the characteristics 
with the line chromatic number x’(G). While x’(G) is concerned with the colorings of 
edges such that adjacent ones have different colors, for x”(G) we accept the same 
colors at adjacent edges provided they are sides of a triangle, the third side of which is 
also equally colored. 
(b) Obviously, for graphs G without triangles 
dim’ G = idim’ G = x%P G = x”(G) = x’(G). 
Proposition 2. We have 
idim’ G s dim’ G s idim” G + 1 
and for each n there is a G with idim’ G = n and dim’ G = n + 1. 
hoof. The inequalities are obvious. Further, for n = 1 consider the complete 
graphs, for n > 1 the graphs depicted in Fig. 1. 
Fig. 1. 
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Remark 2. The equality idim’ G = dim’ G is, however, very common and holds e.g. 
for any graph G sue’? that for any edge xy there is a vertex z # x, y which is joined 
with just one of x, y. 
Proposition 3. (1) dim’ G s x”( G) if ,“( G) 3 2, 
(2) dim’Gs2 # $‘(G)s~, 
(3) on the other hand, for an arbitrary n there is a G such that dim’ G = 3 and 
x”(G) 2 n. 
Proof. (1) and (2) are obvious. For (3) consider the graphs obtained from large 
complete ones deleting one edge a, b. If ax and ay are equally colored (see Remark 
1 (a)), .~y has the same color and hence bx and by have to be colored distinctly. 
Remark 3. The last example is also one of X?%(G) = 2 and x”(G) large. 
Proposition 4. (1) idim’ G c x%f?( G j, 
(2) on the other hand, for every n 2 3 there is a G with dim’ G = n md 
Proof. (1) is obvious. 
(2) Let n be 23. Take a set X with 2”-’ elements and put 
V(G)=Xx{O, l}, E(G) = {{(x, i), (Y, i)); x + Y)- 
Obviously, G’ is isomorphic to K” where K is the two-vertex complete graph. Thus, 
dim’ G = dim K” = n by [9, Theorem 5.41 (the part of sn is, of course, obvious). 
Now, we see easily that the cliques in G are precisely the 
A(M)=(Mx{O})u((X\M)x{l)) (McX). 
Pick a point X~E X and put \/u = {M c .X; X~E M}. We can color the cliques by the 
elements of dl putting 
(p(A(M)) = M 
if M E .M, 
X\M otherwise; 
on the other hand, any two A(M) with v C& intersect so that %!‘G contains a 
complete subgraph with 2’*” -‘---” vertices. Thus x%?‘(G) = 2”n-‘? 
&mark 4. (a) For idim’ G s 2 one has hwever, @G = idim’ G-see Pro- 
position 7. 
(b) For the graph G from the proof of Proposition 4 we have by Vizing’s theorem 
[14] x’(G)s2” - 1 (actually, one sees easily that x’(G) = 2” - 2). Consequently, 
X”(G) s 2” - 1 so that we are provided also with examples of arbitrarily large 
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x%%’ -x” (cf. Proposition 3 where, on the other hand, examples with arbitrarily large 
x” - x%V’ were introduced). 
We say that a graph is triangle-intersection-free (briefly, TIF) if no two triangles 
have a vertex in common. 
Proposition 5. For a TIF graph with x”(G) 2 2, 
Proof. Since no two distinct cliques meet in an edge, the first inequality 1~ evident. 
For the second inequality consider a coloring of edges associated with x” (see 
Remark l(a)) and recolor all the triangles by a new color. 
NOW, let E(G) = Uy.= 1 Ei with Ei equivalences. Obvi. ly, the Ei can be chosen so 
that E: c Ei and UEi = E(G) implies E: = Eim NOW the Ei are disjoint, for if 
XY E Ei A Ej we have either xEi c xEj or xEj c xEi (xE~ is the equivalence class 
containing x) and hence the edg es of xE, (resp. xEj) can be deleted from Ei (resp. Ej). 
Thus, x”(G) s idim’ G and the equalities follow from Proposition 3. 
The following is obvious: 
Observation 1. If G is TIF and if every triangle meets n - 1 further edges in each of 
its vertices, then 
x”(G) = n =Q$Y(G) = n. 
Remark 5. With the exception of the cases x”(G) = 2, the inequalities in Proposition 
5 are ~11 that can be said on the relation of x” and x%V’ in the TIE; case. For the graph 
G in Fig. 2(a) we have x”(G) = 3 and x%((G) = 4. More generally the graph G, in 
Fig. 2(b) has x”(G) = n and x%%‘(G) = II + I (for the definition of the graph D(n) see 
Fig. 2. 
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Construction 1 and Lemma 1 after which also the values of x” and x%‘e will become 
obvious). 
The graphs we will use in the constructions below, however, will satisfy the 
condition from Observation 1, so that we also will have x%e(G) equal to the other 
values. 
3. One and two 
We have obviously 
Proposition 6, (I) dim’ G = 1 iff E (G) = 0, 
(2) idim’ G = 1 @x”(G) = 1 iff @P(G) = 1 iff E(G) is an equivalence. 
Notation I. The graph ((0, 1, . . . , n - 1}, ((0, l}, (1,2}, . . . , {n - 2, n - I}, {n - 1, 
0}}), the cycle of the length n, will be denoted by C,. Further, we use the symbols Y, 
0, A, B for the graphs depicted in Fig. 3. 
Recalling Proposition 3(2) we can extend a result from [lo, Theorem 2.61 as 
follows: 
Theorem 1. x”(G) s 2 iff dim’(G) s 2 iff G contains an isomorphic COP)’ of none of YI 
0 and &,,+l with n 3 2 as a full subgraph. 
Propositim 7. l’jr idim’ = 2 we have also x%‘(G) = 2. 
Proof. Let E(G) = El u E2. Let X be a non-trivial clique of G. Choose x, y E X, 
x z y. Let, say, xy E El. Suppose that X is strictly larger than K, the equivalence class 
of El containing x. Choose a z E X \K. Then, for any ti E K, zu E &, and 
consequently the equivalence class L of Ez containing x is strictly larger than K. Now 
L has to coincide with X since, otherwise, repeating the procedure we would obtain 
L 5 K. Thus, all the non-trivial cliques appear among the equivalence classes of Er 
and E2. Hence x%((G) s 2 and the statement follows (see Proposition 4). 
Y e 
Fig. 3. 
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Theorem 2. @P(G) s 2 iff idim’( G) s 2 iff G contains an isomorphic opy of x A, B, 
and C’zn+l with n 2 2 as a full subgtaph. 
Proof. According to Proposition 7 (and Proposition 4) it suffices to prove the 
statement on @e(G). 
(i) Let x%%‘(G) > 2. Then there exists an odd cycle X0, X1, . . . , X2,, in %V G. 
Choose a shortest one; then, in particular, the Xi are distinct. 
(1) Let n 3 2. Choose xi E Xi+1 for i 6 2n - 1, x2,, E X2,, n X0. Then ~0, x1, . . . , .xzn 
form a copy of &,+I in G. Indeed, suppose xixj E E(G) for some i, j which are not 
neighbors. Consider the clique X containing {xi, xi). Since there is no triangle in 
WG, X has to coincide with one of Xi, Xi+1 and with one of Xi, Xj+l in contradiction 
with the distinctness of the Xi. 
(2) Let Xi, X2, X3 be a cycle in %eG. We can assume X1 n X2 n X3 # $9 (otherwise 
choose xi EXi nX,+l, i = 1,2, ~‘3 E X3 nX1, take the clique X containing {xl, x2, x3} 
and replace, say, X3 by X). 
(2a) Let, for i, j, k distinct, never Xi c Xj uX~. Choose x0 E X1 n X2 n X3, x1 E 
X1 \ w2 v X3). 
(2aa) Let there exist an x2 E X2 1x3 which is not joined with x1. Then there is an 
x3 E X3 which is not joined with xl, and an x4 E X3 which is not joined with x2. Unless 
G contains Y as a full subgraph, we have x4 f x3, x3 is joined with x2, and x4 is joined 
with xi. Thus, (x0, . . . , x4) spans a copy of A in G. 
(2ab) Say that case (2aa) does not occur for any permutation of the indices 1,2,3. 
Take an xi E Xi \ (XzuX3) and an x2 E X2 unjoined with x1, and, further, an 
xi E X2 \(Xt uX3) and an x4 E X3 unjoined with xi. By the assumption, x2 E 
XzuX3 and xi EXI nX3 so that (x0, xi, x2, xi, xi) spans a copy of B in G. 
(2b) Let, say, Xi c X2 uX3. Then we have x2 E Xl \X3 (and hence in X2), 
x3 E Xi \X2 (hence in X3), xi E X3 and xi E X2 such that x2 is not joined with xi and 
x3 is not joined with xi. Thus, for XOE Xl nX2 nX3, (x0, x2, x3, xi, xi} spans either B 
or A(xi and xi being joined or not). 
(ii) On the other hand, if G contains one of Y, A, B, &+I (n 2 2), W G obviously 
contains an odd cycle and hence xW( G) > 2. 
By Proposition 6 and Theorem 1 and 2 we immediately obtain 
Corollary 1. Let n be 1 or 2, and let cp any of the characteristics dim, idim, ,y”, x%7’. 
Then the question whether q(G) = n can be decided in polynomial time. 
4. Three and more 
Conventions. (1) If G, G’ are subgraphs of a graph H, we will say that G meets G’ in 
a vertex x if V(G) n V(G’) = {x}. In cases of G’ consisting of exactly one edge we 
speak of meeting the edge. 
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(2) Throughout this paragraph, a coloring of edges of a graph will be understood 
as one connected with x” in the sense of Remark 1 (b), i.e. such that two adjacent 
edges are given the same color a only if they are two sides of a triangle, the third side 
of which is colored also by a. We speak of an n-coloring if we use n different colors 
(labels of any kind, numbers mostly). 
Construction I. The graph L)( n ) is constructed as follows: 
V(D(n))={l,..., n-l}X{O,l)v(a,b), 
E(D(n)) = {a(i, 0); i = 3,. . . , n - 1) 
u((i, 0), (j, 1); i, j = 1,. . . , n - 1) 
u{b(i, 1); i = 1,. . . , n - 1) 
(see Fig. 4). 
Lemma 1. Let G consist of D(n) and two disjoint cliques X,, Xb such that X, meets 
D(n) in a and Xb meets D(n) in b. Then 
(1) the edges of G can be n-colored, 
(2) iv any n-coloring of G the colors of the edges of X, and Xh coincide. 
Proof. (1) Color Xa and Xh by 0, a(i, 0) and b(i, 1) by i, and (i,O)(j, 1) by 
i +j (mod n). 
(2) Since we need n - 1 colors for a (i, 0), all the edges of X,3 have be colored by the 
s&me color, say 0. Then none of a (i, 0) is colored by 0 and hence for every i there is a j 
such that (i, O)(j, 1) is colored by 0. Since for a j we cannot have two (i, O)(j, l), 
(i’, O)(j, 1) colored by 0, we have a O-colored edge adjacent to each (j, 1). Thus none 
of the b(i, 1) is coiored ‘jj 0. Since we have rr cliques meeting in 6, 0 has to be used, 
and the only place left for it is Xh. 
Lemma 2. For any n and k there exists a TIF graph D(n, k) such that each of its 
triangles meets n - 1 further edges, and distinct vertices dl, . o . , dk in Din, k) such that 
Fig. 4. 
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for a:ty graph G consisting of D(n, k) and disjoint cliques X1, . . . , Xk such that Xi 
meets D(n, k ) in dim Then 
(1) there is an n-coloring 01 G, and 
(2) in any n-coloring of G the colors of all the edges in all the Xi coincide. 
Proof. It suffices to construct D(n, 3). (Indeed, then a D(n, k) can be constructed 
taking D1, Dz, . . . , Dk-2 disjoint copies of D(n, 3) with critical points dil, di2, di3, 
and joining the di3 with di+l,l -see Fig. 5.) D(n, 3) can be constructed taking three 
copies of the D(n) from Construction 1 and glueing their a-points in vertices of a 
triangle (see Fig. 6). 
Notation 2. We will denote by r the graph depicted in Fig. 4 and refer to some of its 
points as indicated there. 
Observation 2. Let r be a full subgraph of G, let there be no xy E E(G) such that 
Xg V(r). Y E V(T) and y # ai, c. Let us have a 3-coloring of G. If there are xi,E’ V(I’) 
such that x,Ui (i = 0, 1,2) are equally colored, bc has to have the same color. 
Otherwise there are no restrictions on coloring of bc except those given by the 
coloring of edges SC. 
A well known NP-complete problem is the satisfiability of formulas in conjunctive 
normal form with 3 literals per clause (see [S, 13)). Le., the problem is to decide 
whether, given a formula 
Fig. 6. 
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(where an &ii is a void symbol or a symbol for negation, and xii, ~k,~ are not necessarily 
distinct for ‘,i, j) # (k, m)) one can obtain the value 1 substituting O’s and l’s for the 
variables. 
This was used further in [13] to prove the completeness of the prob!em whether 
x(G) = 3. Namely, for a formula f a graph G(f) obtainable in a polynomial number 
of steps is constructed such that x(G(f)) > 3 iff f is not satisfiable. In the sequel we 
will modify the construction from [ 131 to obtain similar results on the problems 
dimcG~3,idimcG~3,~(G)~3andx%&(G)~3. 
Let f be a formula in conjunctive normal form with 3 literals per clause, say 
n 
A (&OiXOi V &liXli V &2iX2i)* 
i-l 
Let us construct a graph S(f) (S for Stockmeyer) as follows: 
Denote by -1;” the set of all distinct variables occurring in fi Choose a k greater than 
the cardinality of V, than the number of occurrences of every single x E V in f, and 
also than n. 
Take Do, Di, D,, Dx (x E V’) disjoint copies of D(3, k) (see Lemma 2). In DO 
choose one of the di and label it by 0; then, label as many of the others as needed as 14~ 
(x E -V). In D1 choose one of the di and label it 1; then, label as many of the others as 
neededasci (i=l,..., ti ). In D.v (fix, resp.) choose one of the di and label it by 0, 
(6,, resp.); then, label as many of the others as needed by the (i, i) such that x = xii 
with &ii void (with pii = 1, resp.). Take ri, . . . , c, n disjoint copies of the graph r 
from Notation 2 (disjoint, of course, also with all the so far chosen graphs), index 
these points as a t)iy ali, a2i, ci, etc., and identify the ci with the synonymously labeled 
vertices of Dl. 
Finally, choose distinct elements 2, t‘s (x E 3’) so that they are in none of the so far 
chosen graphs. Now, add to the so far obtained graphs the following edges:: 
and 
(i, i)flii (i = 0, 1, 2, i = 1, 29 l l * ) II), 
see Fig. 8. 
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Lemma 3. f(S(j)) s 3 iff f is satisfiable. 
Proof. (i) Let f be satisfiable. Thus, there are L(t) = 0,l which can be substituted 
for the variables 5 so that 
i (FOjL(XOj) V F\jL(Xl,) V &ZjL(X*j)) = 1 
i=l 
(where -10 = 1, 1 1 = 0, which notation will be also used in the sequel. Thus 
for each j at least one of the FijL(xij) is 1. (1) 
We will start 3-coloring of S(f) coloring 02 by 2. Then, the coloring can be extended 
to Do (see Lemma 2) and to uXvX provided we color the last also by 2. Now 
if x = 1, color tvXOX by 1, vx& t;: 0, 
if x = 0, color vx 0 by 0, v,& by 1. 
This (see Lemma 2 again) extends to a coloring over the D,, D, and the edges (i, j)aij 
while the last is uniquely determined. By (i), 
for no j, all the (i, j)aij are colored by 0, 
and, none of the (i, j)aij is colored by 2. Thus, by Observation 2, we can color the rj SO 
that bici is akways colored by 1. Now, let us color 12 by 1 as well; by Lemma 2 it is 
possible to finish the coloring over Dr. 
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(IT) Let S(f) be 3-colored, let 0, 1,2 be used for the coloring. We can assume that 
02 is colored by 2, so that by Lemma 2 all the llxux are colored by 2 and hence the 0~0, 
are colored1 by 0 or 1. Denote by L(x) the color of ~~0~. By Lemma 2 we have (i, & 
colored by E,&(.r,i). Supposing that substituting L(x) for x in f does not give 1. Then 
there is a j such that for i = 0, 1,2, E&(x~~) = 0. By Observation 2, hence, bjci is 
colxed by 0, and consequently, by Lemma 2, so are also the other Ekck. Thus, by 
Observation 2 &ikL(Xik) f 1 for all i. Thus, substituting 1 - L(x) for x we reach the 
value 1. 
For a graph G construct a graph G,, as follows: Take a copy D(n, k) (see Lemma 2) 
disjoint from G and such that k Z- card V(G). For x E V(G) choose g(x) among the d, 
so that x f y + g(x) Z g(y). Now, put 
WC;,,) = V(Gbu V(D(n, k)), 
E’(G,,) = E(G) u E(IXn, k )) u (xg(x); Y E V(G)}. 
By the construction and by Lemma 2 we immediately obtain 
Lemma 4. ( 1) I__’ (f is TIF, so is G,,. 
(2) Let cp be any of the characteristics dim’, idim’, x”, x%f. Thert 
cp(G)sn-1 *Q(C) = n, 
Theorem 3. Let q be my of the characteristics dim’, idim’, x”, x%f. let II be greater or 
equal to 3. Then the problem to decide whether Q( G 1 s II is NP-complete. Moreover, 
this holds true also if we restrict ourseln~s to the TIF graphs. 
Proof. By induction on 12. Since S(f) is obviously TIF, the statement is an immediate 
consequence of Proposition 5,6 and Lemma 3 (and, of course, of the basic result of 
[2, 73). Now, let n 24 be the first natural number such that Q(H) 6 tt is not 
NP-complete. Consider a TIF graph G. By Lemma 4 we can decide whether 
Q( G ) s rz - 1 deciding on Q( G,, ) s n which is a contradiction. 
5. Concluding remarks 
A well known problem in the theory of computational complexity of combinatorial 
problems is that of deciding on v’(G) s 3 (x’ is the line chromatic number). One 
obviously has 
x’(G) 2 X”(G) 
(and, hence, by Proposition 3, x’(G) is Z= than dim’ G and idim’ G; by Remark 4(b), 
however, x%?(G) --x’(G) can be large), and the difference can be arbitrarily large 
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even with x”(G) = 1 (consider the complete graphs). For graphs without triangles, 
however, as we observed in Remark l(b) above, all the numbers x’(G), x”(G), 
x%X(G), dim’ G and idim’ G coincide. Thus, it would be nice to be able to 
strengthen Theorem 3 to a statement on triangle-free graphs (instead of the TIF 
ones). Then, the result would include the x’ , %a. Unfortunately, a variant of the 
construction used can never yield this desirable result. Worse, even if we resign on 
the absence of triangles and wish just to imitate the construction to obtain a separable 
result on x’(G) =S II for some N, our hopes are disappointed. We will show this in the 
following paragraph. 
Let G be a graph. A vertex x E V(G) of degree 1 is said to be pendant. An edge 
incident with a pendant vertex is called pendant edge. 
Proposition 8. If ri Z= 2, there is no graph G such that 
( 1) G is n line colora Me, 
(2) there are three pendant edges which have to have,the same color in every line 
coloring by n colors. 
Proof. Let us suppose that a G = (V, E) with pendant edges el, e2, e3 has the desired 
properties. Let c: E -, !0,1, . . . , n - 1) be a line coloring. We can assume that 
c(er) = c(t*z) = c(e3) = 0. Consider the graph 
G’= (V, c-‘(O)uc-‘(1)). 
In G’, each vertex has a degree ~2 and hence a connected cc-qponent of G’ is a cycle 
or a path. Consequently, the set {er, e2, e3) intersects at least two distinct components 
of G’, say G;, Gi. Define a new coloring c’ putting 
c’(e) = 
c(e) for ee E(G;), 
l-c(e) for eEE(G;). 
NOW, the colors of el, 42, e3 do not all coincide. 
Cotolhy 2. We use the notation of Lemma 2. For n 2 2 and k Z= 3there is no D(n, k) 
without riangles. 
Remark 6. Observe, on the other hand, that for any IZ the construction of Lemma 2 
gives a D(n, 3) with a single triangle. 
The characteristics studied in this paper, similarly as the chromatic number x( G ). 
are concerned with covering graphs by special sets: One deals with 
- equivalences in dim’, idim’ and x”, 
- unions of disjoint cliques in /a/%‘[, 
- matchings in x’, 
- discrete full subgraphs in x. 
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With characteristics of this general pattern, others are vaguely related, namely those 
concerned with the maximal cardinalities connected with the special sets in question 
contained in G. Thus, with x one can associate the cy (G), the maximal cardinality of a 
discrete full subgraph (where, the problem of a!(G) s n is NP-complete), with x’ one 
can associate the matching number (which? on the other hand, is decidable in 
pol)nomial time). 
Let us remark that thus related characteristics which most naturally spring to mind 
in connection with those discussed in this paper do not present new problems: 
The decision on SV( G), the largest number of disjoint cliques in G, is already listed 
among the NP-complete problems in [7]. The eq(G), the largest rank of an 
equivalence E c E(G) is nothing but x(G’). 
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