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Abstract
Using the decomposition method, we present in this paper constructions of multiresolution analyses on a
compact Riemannian manifold M of dimension n (n ∈ N). These analyses are generated by a finite number
of basic functions and are adapted to the study of the Sobolev spaces H 1(M) and H 10 (M).
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1. Introduction
The search for wavelet bases on a bounded domain has been an active field for many years,
since the beginning of the nineties. The constructions are based on the decomposition method,
introduced by Z. Ciesielski and T. Fiegel in 1982 [2,3] to construct spline bases of generalized
Sobolev spaces Wkp(M) (k ∈ Z and 1 < p < ∞) on a Riemannian manifold M . In 1992, we
constructed biorthogonal wavelet bases on two-dimensional manifold Ω [8,10]. In 1997, the
decomposition method was used by A. Cohen, W. Dahmen and R. Schneider [4–6] to construct
biorthogonal wavelet bases (ψλ, ψ˜λ)λ∈∇ of L2(Ω) where Ω is a bounded domain of Rd (d ∈ N);
these bases were shown to be bases of Sobolev spaces Hs(Ω) for |s| < 3/2. There are others
constructions based on the decomposition method as well by A. Canuto and coworkers [1,15,13]
and by R. Masson [12]. These bases are continuous but not differentiable and have never been
implemented. Moreover, there is a slight difficulty in their presentation, due to notational burden
and it is often unclear how to get other regularity Sobolev estimates than for |s|< 3/2. Recently,
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domain which are adapted to higher regularity analysis (namely, to the study of the Sobolev
space Hk , k ∈ Z).
In this paper, we use the preceding method called decomposition method to construct
biorthogonal multiresolution analyses on a compact Riemannian manifold M of dimension n
(or an open bounded set of Rn), n ∈ N∗. The central problem is to construct extension operators
which are straightforward, relatively simple and are adapted to the scale. The present construc-
tion of biorthogonal analyses differs from the previous one in the sense that these analyses are
generated by a finite number of simple basic functions and have better stability constants. They
are also adapted to the study of the Sobolev space H 1(M) (or H 10 (M)). If we take as example
the L-shaped domain, we obtain easily biorthogonal wavelet bases because the diffeomorphisms
are translations and then the nodes are dyadic points.
The contents of this paper is as follows. In Section 2, we define and study the decomposition
method of a bounded domain. We prove some results associated to the decomposition method as
Decomposition and Extension lemmas. Next we prove a Regular lemma which is very useful in
many equivalence norms.
In Section 3, we define biorthogonal multiresolution analyses on the real line and we prove
that these analyses are adapted to the study of the Sobolev space H 1(R).
Section 4 is devoted to constructions of biorthogonal wavelet bases on the interval [0,1]. Us-
ing tensorialisation, we construct biorthogonal multiresolution analyses on the cube In = [0,1]n.
In the last section, we construct on M biorthogonal wavelet bases which are generated by a
finite number of basic functions.
2. Decomposition method
In the following, we denote by M a compact Riemannian manifold of dimension n (n ∈ N∗).
We assume that the Dirichlet boundary ∂M is piecewise C1. In this section, we define the decom-
position method and we prove some associated results as Decomposition and Extension lemmas
which are very important for our constructions. The following definitions are very important for
constructions of wavelet bases.
Definition 2.1. A subset Q ⊆ M is said to be a n-cube if there exists a diffeomorphism
Φ :U →Rn, where U = IntU ⊃Q, such that Φ(Q)= In.
The norm on L2(Q) can be introduced as follows. We fix a Φ :Q → In as in the definition
and let for f ∈ L2(Q),
‖f ‖L2(Q) =
∥∥f ◦Φ−1∥∥
L2(In).
This norm depends on the choice of Φ . Choosing another diffeomorphism Ψ of Q onto In,
we obtain an equivalent norm.
Definition 2.2. M has a decomposition in n-cubes if we can write M =⋃Ni=1 Qi such that the
n-cubes Qi satisfy the following properties:
(i) If we denote Φj a diffeomorphism from Qj onto In, Φi ◦Φ−1 is an affine application from
Φ(Qi ∩Q) into In.
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(iii) Qi ∩ ∂M is a union of segments or faces of Qi .
(iv) The set Zi = Qi ∩ (⋃<i Q) is a union of segments or faces of Qi and the set Z˜i =
Qi ∩ (∂M ∪⋃<i Qi) is a union of segments or faces of Qi .
The existence of decomposition is proved by Z. Ciesielski and T. Fiegel [3]. There are many
examples of decompositions of bounded domains (triangle, polygon, disc, L-shaped domain,
sphere, . . .) [8,9].
We define the measure dm on M by
∫
f dm=
N∑
i=1
∫ ∫
In
f |Qi ◦Φ−1i dx.
This measure is equivalent to the Lebesgue measure and define a scalar product on L2(M):
〈f |g〉M =
∫
f g¯ dm.
We shall construct wavelet bases which are located in time and frequency. To realize this
object, we introduce the notions of j -dyadic point and j -spline.
Definition 2.3.
(i) For j  0, a j -dyadic point is a point m ∈ M such that for i ∈ {1, . . . ,N}, m ∈ Qi and
2jΦi(m) ∈ Zn. We denote by Mj the set of j -dyadic points of M .
(ii) For j  0, A j -spline is a continuous function f :M → C such that, for i ∈ {1, . . . ,N}
and every dyadic cube Qj,(k1,k2,...,kn) = [ k12j , k1+12j ] × · · · × [ kn2j , kn+12j ] contained in Q,
f ◦Φ−1i |Qj ,k1,k2 is a polynomial of the form (a1 + b1x1)× · · · × (an + bnxn).
We give here the first associated result with decomposition.
Lemma 2.1 (Decomposition lemma). The application
H 1(M)→
N∏
i=1
H 1(Qi), f → (f |Qi)1iN,
is an isomorphism from H 1(M) onto the closed subspace H of ∏Ni=1 H 1(Qi) of functions
(fi)1iN such that fi |Qi∩Q = f|Qi∩Q in L2(Qi ∩Q), where Qi ∩Q is equal to a closed
face. In particular, the norms ‖f ‖H 1(M) and
∑N
i=1 ‖f |Qi‖H 1(Qi) are equivalent on H 1(M).
Proof. This lemma is immediate, because the compatibility condition fi |Qi∩Q = f|Qi∩Q per-
mits to derive f =∑Ni=1 fiχQi on every square separately and to deduce: ∂∂x f =∑Ni=1( ∂fi∂x )χQi
where χQi is the characteristic function of Qi . 
We introduce here the notion of extensions which are very useful to construct wavelet bases
in our domain M from those constructed in the cube In = [0,1]n.
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operators (Ei :L2(Qi)→ L2(M))1iN is called a family of extensions if:
(i) (Eif )|Qi = f where f ∈ L2(Qi).
(ii) supp(Eif )⊂⋃i Q.
(iii) For f ∈ H 1(Qi) and f |Zi = 0, Eif ∈ H 1(M) and the application Ei is continuous from
H 1,Zi (Qi)= {f ∈H 1(Qi) | f |Zi = 0} into H 1(M).
A second associated result with decomposition is given by the following lemma.
Lemma 2.2 (Extension lemma). Let (Ei) be a family of extensions. Then the application
(fi)1iN →
N∑
i=1
Eifi
is an isomorphism from ∑Ni=1 L2(Qi) onto L2(M) and from ∑Ni=1 H 1,Zi (Qi) onto H 1(M).
Proof. This lemma is immediate because the inverse isomorphism is given by f → (fi)1iN
where fi is defined by fi = (f −∑<i Ef)|Qi . 
Remark. We have the same result for H 10 (M) if we replace in Definition 2.4 and Lemma 2.2 the
spaces H 1(M) by H 10 (M) and H
1,Zi (Qi) by H 1,Z˜i (Qi) where Z˜i =Qi ∩ (∂M ∪⋃<i Q).
We conclude that, for the study of H 1(M) or H 10 (M), we need to study the spaces H
1,Z(Q)=
{f ∈ H 1(Q) | f/Z = 0} where Z is a union of faces of ∂Q. For T ⊂ {0,1} and I = [0,1],
we denote by H 1,T (I ) the space of functions f ∈ H 1(I ) such that f |T = 0. For T1 = {t ∈
{0,1} | {t}× [0,1] ⊂ Z} and T2 = {t ∈ {0,1} | [0,1]×{t} ⊂ Z}, we have H 1,Z(Q)=H 1,T1(I ) ⊗ˆ
H 1,T2(I ).
We need the following results established in [10] to prove many equivalence norms in Sobolev
spaces H 1(M) and H 10 (M).
Lemma 2.3.
(i) If g ∈ L2(R2) with compact support then there exists a positive constant C such that, for
every sequence (λk1,k2) ∈ 2(Z2), we have:∥∥∥∥∑
k1∈Z
∑
k2∈Z
λk1,k2g(x − k1, y − k2)
∥∥∥∥
L2(R2)
C
(∑
k1
∑
k2
|λk1,k2 |2
)1/2
. (2.1)
(ii) Moreover, if |ξ1|αgˆ(ξ1, ξ2) ∈ L2(R2) where 0 < α < 1, then there exists a constant positive
C′ such that, for every sequence (λk1,k2) ∈ 2(Z2), we have∥∥∥∥|ξ1|α(∑
k1
∑
k2
λk1,k2e
−k1ξ1e−ik2ξ2
)
gˆ(ξ1, ξ2)
∥∥∥∥
L2(R2)
 C′
(∑
k1
∑
k2
|λk1,k2 |2
)1/2
. (2.2)
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(i) g has a compact support.
(ii) ∫ g(x)dx = 0.
(iii) g ∈Hε(Rn) for ε > 0.
Let us denote by gj,k the function gj,k(x)= 2j n/2g(2j x − k). Then, for j ∈ Z and k ∈ Zn, there
exists a positive constant C such that for every sequence (λj,k) ∈ 2(Z×Zn) and every function
f ∈ L2(Rn) we have ∥∥∥∥∑
j∈Z
∑
k∈Zn
λj,kgj,k
∥∥∥∥
L2(Rn)
 C
(∑
j∈Z
∑
k∈Zn
|λj,k|2
)1/2
, (2.3)
and (∑
j∈Z
∑
k∈Zn
∣∣〈f |gj,k〉∣∣2)1/2  C‖f ‖L2(Rn). (2.4)
Proof. We prove first this lemma for n= 2. We denote by
Ωj =
∑
k1∈Z
∑
k2∈Z
λj,k1,k2 2
j g
(
2j x − k1,2j y − k2
)
.
We consider 0 < ε < 1. From Lemma 2.3 there exists a positive constant C such that
∥∥(|ξ |ε + |η|ε)Ωˆj (ξ, η)∥∥L2(R2) C2jε(∑
k1∈Z
∑
k2∈Z
|λj,k1,k2 |2
)1/2
.
We have ∫ ∫
g dx dy = 0.
Then, we write
g = ∂
∂x1
g1 + ∂
∂x2
g2,
where gi, i = 1,2, belongs to L2(R2), gi has compact support and ξi gˆi(ξ1, ξ2) ∈ L2(R2). We
conclude from Lemma 2.3 applied to gi, i = 1,2 and α = 1 − ε, that if we denote by
Ωi,j =
∑
k1∈Z
∑
k2∈Z
λj,k1,k22
j gi
(
2j x − k1,2j y − k2
)
,
we have
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 C2−j2j (1−ε)
(∑
k1
∑
k2
|λj,k1,k2 |2
)1/2
= C2−jε
(∑
k1
∑
k2
|λj,k1,k2 |2
)1/2
,
where C is a positive constant. Then, we obtain, for j  :
∣∣〈Ωj |Ω〉∣∣= 14π2 ∥∥(|ξ | + |η|)−εΩˆj∥∥2∥∥(|ξ | + |η|)εΩˆ∥∥2,
 C2−ε|j−|
(∑
k1
∑
k2
|λj,k1,k2 |2
)1/2(∑
k1
∑
k2
|λ,k1,k2 |2
)1/2
.
Thus there exists a positive constant C′ such that∥∥∥∥∑
j∈Z
Ωj
∥∥∥∥
2
 C′
(∑
j
∑
k1
∑
k2
|λj,k1,k2 |2
)1/2
.
We have the same proof for every n 2. Then the Regular lemma is proved. 
3. Multiresolution analyses on the real line
In this section, we present multiresolution analyses defined on the real line. These analyses
will be used in next sections. We denote ϕ and ϕ∗ the functions defined by:
ϕˆ(ξ)=
∞∏
j=1
m0
(
ξ
2j
)
, where m0(ξ)= 1 + cos ξ2 ; (3.1)
ϕˆ∗(ξ)=
∞∏
j=1
m∗0
(
ξ
2j
)
, where m∗0(ξ)=
(
1 + cos ξ
2
)
(2 − cos ξ), (3.2)
where “ ˆ ” is the classical Fourier transform on R [12].
We recall here some main properties of these analyses.
ϕ(x)= (1 − |x|)+ = sup(1 − |x|,0); (3.3)
ϕ and ϕ∗ are in L2(R); (3.4)
there exists ε > 0 such that ϕ ∈H 1+ε(R); (3.5)
suppϕ = [−1,1], ϕ(x)= ϕ(−x),
∑
k∈Z
ϕ(x − k)= 1,
∑
k∈Z
kϕ(x − k)= x; (3.6)
suppϕ∗ = [−2,2], ϕ∗(x)= ϕ∗(−x),
∑
ϕ∗(x − k)= 1,
∑
kϕ∗(x − k)= x; (3.7)
k∈Z k∈Z
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2
ϕ(2x + 1)+ ϕ(2x)+ 1
2
ϕ(2x − 1); (3.8)
ϕ∗(x)= 1
2
ϕ∗(2x + 2)+ 1
2
ϕ∗(2x + 1)+ 3
2
ϕ∗(2x)+ 1
2
ϕ∗(2x − 1)− 1
4
ϕ∗(2x − 2); (3.9)〈
ϕj,k, ϕ
∗
j,q
〉
L2(R) = δk,q . (3.10)
It is clear that the functions ϕj,k , k ∈ Z, form a Riesz basis of Vj (R) and the functions ϕ∗j,k ,
k ∈ Z, constitute a Riesz basis of its dual V ∗j (R) such that L2(R) = Vj (R) ⊕ (V ∗j (R))⊥. The
projector Pj from L2(R) into Vj (R) parallel to (V ∗j (R))⊥ is given by
Pjf =
∑
k∈Z
〈
f,ϕ∗j,k
〉
ϕj,k, (3.11)
and satisfies classical relations Pj+1 ◦ Pj = Pj ◦ Pj+1 = Pj , such that Qj = Pj+1 − Pj is
a projector from L2(R) into Wj(R) = ImQj = Vj+1(R) ⊕ (Vj (R))⊥ parallel to (W ∗j (R))⊥,
where W ∗j (R)= (KerQj)⊥ = V ∗j+1(R)⊕ (Vj (R))⊥. A basis of Wj(R) is given by the functions
ψj,k(x) = 2 j2 ψ(2j x − k), k ∈ Z, where the associated wavelet ψ is usually defined by ψ̂(2ξ) =
e−iξm(ξ + π)ϕ̂(ξ) and a basis of W ∗j (R) is given by the functions ψ∗j,k(x) = 2
j
2 ψ∗(2j x − k),
k ∈ Z, where ψ̂∗(2ξ)= e−iξm(ξ + π)ϕ̂∗(ξ). Moreover, the two bases are in duality for the scalar
product of L2(R) and we have:
〈
ψ(x),ψ∗(x − k)〉
L2(R) = δk,0; (3.12)
Qjf =
∑
k∈Z
〈
f,ψ∗j,k
〉
ψj,k; (3.13)
suppψ = [−1,2], ψ(x)=ψ(1 − x),
+∞∫
−∞
ψ(x)dx =
+∞∫
−∞
xψ(x)dx = 0,
〈
ψ(x),ϕ∗(x − k)〉
L2(R) = 0 for k ∈ Z; (3.14)
suppψ∗ = [−1,2], ψ∗(x)=ψ∗(1 − x),
+∞∫
−∞
ψ∗(x) dx =
+∞∫
−∞
xψ∗(x) dx = 0,
〈
ψ∗(x),ϕ(x − k)〉
L2(R) = 0 for k ∈ Z; (3.15)〈
ψj,k,ψ
∗
j,q
〉
L2(R) = δj,j ′δk,k′ . (3.16)
We have ϕ ∈ H 1+ε(R), then we can apply the derivation method described in [9] to obtain
new multiresolution analyses. More precisely, we denote by
ωˆ(ξ)=
∞∏
m˜0
(
ξ
2j
)
, where m˜0(ξ)=m0(ξ) 2e
−ξ
1 + e−iξ , (3.17)
j=1
A. Jouini, M. Kratou / Journal of Functional Analysis 248 (2007) 128–151 135and
ωˆ∗(ξ)=
∞∏
j=1
m˜∗0
(
ξ
2j
)
, where m˜∗0(ξ)=m∗0(ξ)
1 + e−iξ
2
. (3.18)
Then, we have:
dϕ
dx
= ω(x + 1)−ω(x), (3.19)
ω∗(x)=
x∫
x−1
ϕ∗(t) dt, (3.20)
〈
ω(x)
∣∣ ω∗(x − k)〉= δk,0. (3.21)
The functions ωj,k = 2j/2ω(2j x − k), k ∈ Z, constitute a Riesz basis of the space V˜j (R) and
the functions ω∗j,k = 2j/2ω∗(2j x − k), k ∈ Z, constitute a Riesz basis of the space V˜ ∗j (R). The
fundamental properties of ω and ω∗ are:
ω(x)= χ[0,1](x), (3.22)
where χ[0,1] is the characteristic function of the interval [0,1];
ω ∈Hε(R) and ω∗ ∈H 1+ε(R); (3.23)
suppω = [0,1], ω(x)= ω(1 − x),
∑
k∈Z
ω(x − k)= 1; (3.24)
suppω∗ = [−2,3], ω∗(x)= ω∗(1 − x),
∑
k∈Z
ω∗(x − k)= 1,
∑
k∈Z
kω∗(x − k)= x − 1
2
,
∑
k∈Z
k2ω∗(x − k)= x2 − x + 1
6
; (3.25)
ω(x)= ω(2x)+ω(2x − 1); (3.26)
ω∗(x)= −1
8
ω∗(2x + 2)+ 1
8
ω∗(2x + 1)+ω∗(2x)+ω∗(2x − 1)
+ 1
8
ω∗(2x − 2)− 1
8
ω∗(2x − 2)− 1
8
ω∗(2x − 3). (3.27)
The projector P˜j from L2(R) into V˜j (R) parallel to V˜ ∗j (R)⊥ has the following properties:
P˜j f =
∑
k∈Z
〈
f |ω∗j,k
〉
ωj,k; (3.28)
P˜j ◦ P˜j+1 = P˜j . (3.29)
Let f be in H 1(R). Then we have the commutation property
d
(Pjf )= P˜j
(
df
)
. (3.30)dx dx
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(ker Q˜j )⊥ = V˜ ∗j+1(R) ∩ V˜j (R)⊥. W˜j (R) and W˜ ∗j (R) have the dual bases χj,k and χ∗j,k , k ∈ Z
where χj, = 2j/2χ(2j x − k) and χ∗j, = 2j/2χ∗(2j x − k), the functions χ and χ∗ are given by
χ = dψ
dx
, (3.31)
χ∗ =
+∞∫
x
ψ∗(t) dt, (3.32)
and the projectors Qj and Q˜j are defined by
Q˜jf =
∑
k∈Z
〈
f |χ∗j,k
〉
χj,k, (3.33)
and
d
dx
Qjf = Q˜j
(
df
dx
)
for f ∈H 1(R). (3.34)
We can now establish the main result of this section.
Proposition 3.1. Let j0 ∈ Z. Then:
(i) The norms ‖f ‖2 and ‖Pj0f ‖2 + (
∑
jj0 ‖Qjf ‖22)1/2 are equivalent on L2(R).
(ii) The norms ‖f ‖H 1 and ‖Pj0f ‖2 + (
∑
jj0 4
j‖Qjf ‖22)1/2 are equivalent on H 1(R).
Proof. We have
∑
k∈Z ϕ(x − k) = 1 and
∑
k∈Z kϕ(x − k) = x. Then
⋃
j∈Z Vj (R) is dense in
H 1(R) and, more precisely, there exists a positive constant C such that for f ∈H 2(R), we have∥∥∥∥f −∑
k∈Z
f (k)2−j/2ϕj,k
∥∥∥∥
2
C2−2j‖f ′′‖2,
and ∥∥∥∥f −∑
k∈Z
f (k)2−j/2ϕj,k
∥∥∥∥
H 1(R)
C2−j‖f ′′‖2.
We write f = Pj0f +
∑
jj0 Qjf and, by using Lemma 2.4, we obtain that
∑
k∈Z |〈f |ψ∗j,k〉|2
and ‖Qjf ‖22 are equivalent. Then property (2.1) gives the control of f by the norm
C
(
‖Pj0f ‖22 +
∑
‖Qjf ‖22
)1/2
.jj0
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the same result for χ and χ∗. Then, we obtain∥∥∥∥dfdx
∥∥∥∥
2
≈
∥∥∥∥P˜j0 dfdx
∥∥∥∥
2
+
(∑
j0
∥∥∥∥Q˜j dfdx
∥∥∥∥2
2
)1/2
,
and we conclude that ∥∥∥∥Q˜j dfdx
∥∥∥∥
2
=
∥∥∥∥ ddxQjf
∥∥∥∥
2
≈ 2j‖Qjf ‖2.
Then, the Proposition 3.1 is proved. 
4. Multiresolution analyses on the interval [0,1]
In this section, we study the construction of biorthogonal multiresolution analyses on the
interval I = [0,1] with a specific treatment for the boundaries conditions. These analyses will be
used for the cases of the square and the manifold.
We denote by Vj (I ) and V ∗j (I ) the spaces of restrictions to I of elements of Vj (R) and of
V ∗j (R) where (Vj (R),V ∗j (R)) the biorthogonal multiresolution analysis of L2(R) described in
the previous sections. The functions ϕj,k|I ,0  k  2j , form a Riesz basis of Vj (I ) and the
functions ϕ∗j,k|I , −1 k  2j + 1, form a Riesz basis of V ∗j (I ). However, Vj (I ) and V ∗j (I ) do
not have the same dimension because the functions ϕ and ϕ∗ do not have the same support (see
(4.3.6) and (4.3.7) [7,14]). Then, the spaces Vj (I ) and V ∗j (I ) are not in duality. For this second
point, we have the following results for the scalar product of ϕj,k|I and ϕ∗j,|I for j  2:
• If k ∈ {1, . . . ,2j − 1}, we have suppϕj,k ⊂ I and then 〈ϕj,k|I |ϕ∗j,|I 〉 = δk,.
• For k = 0, we have 〈ϕj,0|I |ϕ∗j,|I 〉 = 0 if  2 because suppϕ∗j, ⊂ [0,+∞[.• For  ∈ {−1,0,1}, we have〈
ϕj,0|I
∣∣ϕ∗j,∣∣I 〉= 〈ϕ|[0,+∞[|ϕ∗(x − )〉,〈
ϕ|[0,+∞[|ϕ∗
〉= 1
2
,
〈
ϕ|[0,+∞[|ϕ∗(x + 1)+ ϕ∗(x)+ ϕ∗(x − 1)
〉= 1∫
0
(1 − x)x dx = 1
6
,
then
〈
ϕ|[0,+∞[|ϕ∗(x + 1)
〉= −1
2
and
〈
ϕ|[0,+∞[|ϕ∗(x − 1)
〉= 1
12
.
We define
V Tj (I )=
{
f ∈ Vj (I )
∣∣ f |T = 0},
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V Tj (I )⊂ V Tj+1(I ).
We shall construct a subspace V ∗Tj (I ) of V ∗j (I ) such that V ∗Tj (I ) ⊂ V ∗Tj+1(I ) and V Tj (I ) and
V ∗Tj (I ) are in duality for the scalar product on I . To realize this object, we define V ∗Tj (I ) as
the space of restrictions to I of elements of V ∗j (R) such that their restriction to ]−∞,0] is a
polynomial of degree  d(0) and their restriction to [1,+∞[ is a polynomial of degree  d(1)
where d(t)= 0 if t ∈ T , d(t)= 1 if  /∈ T . We have immediately
V ∗Tj (I )⊂ V ∗Tj+1(I ).
We denote by DTj = { k2j | 0  k  2j , k2j /∈ T }. Then, the functions ϕj,k|I , k2j ∈ DTj , form a
Riesz basis of V Tj (I ). A basis of V
∗T
j (I ) is given by the functions ϕ
∗
j,k , 2 k  2j − 2 which
are extended by 0 on the complement of I , the functions (ϕ∗j,−1 + ϕ∗j,0 + ϕ∗j,1)|I and (ϕ∗j,2j−1 +
ϕ∗2,2j+1)|I (the first one is extended by 2j/2 on ]−∞,0] and by 0 on [1,+∞[ and the second is
extended by 0 on ]−∞,0] and by 2j/2 on [1,+∞[) and the functions
(−ϕ∗j,−1 + ϕ∗j,1)∣∣I if 0 /∈ T
and
(
ϕ∗
j,2j−1 − ϕ∗j,2j+1
)∣∣
I
if 1 /∈ T
(the first one is extended by 23j/2x and 0 and the second is extended by 0 and 23j/2(1 − x)). By
using Gram–Schmidt orthogonalization, we obtain biorthogonal bases of V Tj (I ) and V
∗T
j (I ).
More precisely, we have the following result.
Lemma 4.1. The spaces V Tj (I ) and V ∗Tj (I ) have dual bases (ϕTj,d) and (ϕ∗T(j,d)), d ∈DTj , where
ϕT(j,d) = 2j/2ϕT[j,d]
(
2j (x − d)) and ϕ∗T(j,d) = 2j/2ϕ∗T(j,d) = 2j/2ϕ∗T[j,d](2j (x − d)),
and:
• for 0 < d < 1, ϕT[j,d] = ϕ;
• if 0 /∈ T , ϕT[j,0] = (ϕ(x)− 12ϕ(x − 1))|[0,+∞[ = β(x);
• if 1 /∈ T , ϕT[j,1] = (ϕ(x)− 12ϕ(x + 1))|]−∞,0[ = β(−x);
• for 2 2j d  2j − 2, ϕ∗T[j,d] = ϕ∗;
• ϕ∗T[j, 1
2j
] = (ϕ∗(x + 2)+ ϕ∗(x + 1)+ ϕ∗(x))|[−1,+∞[ = α∗(x);
• if 0 /∈ T , ϕ∗T[j,1] = (3ϕ∗(x)+ 6ϕ∗(x − 1))|]−∞,0[ = β∗(−x).
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PTj f =
∑
d∈DTj
〈
f |ϕ∗T(j,d)
〉T
(j,d)
, (4.1)
and satisfies PTj ◦ PTj+1 = PTj+1 ◦ PTj = PTj . The projector on WTj (I ) = V Tj+1(I ) ∩ V ∗Tj (I )⊥
parallel to W ∗Tj (I )= V ∗Tj+1(I )∩ V Tj (I )⊥ is given by QTj = PTj+1 − PTj .
We will now construct bases of WTj (I ) and W
∗T
j (I ). We remark first that dimW
T
j (I ) =
dimW ∗Tj (I ) = 2j . We denote by ΔTj = {d ∈ DTj+1 | d /∈ DTj }. The space WTj (I ) contains the
functions ψj,k , 1  k  2j − 2, and the space W ∗Tj (I ) contains the functions ψ∗j,k , 1  k 
2j − 2. We have 2j − 2 functions in WTj (I ) (the same number in W ∗Tj (I )). Then, we must con-
struct two functions in every space. We denote by ATj (I )= V Tj (I )⊕Vect{ψj,k | 1 k  2j −2}.
We see that, for 3 k  2j+1 − 3, ϕj+1,k /∈ATj (I ), ϕj+1,0|[0,1] + 12ϕj+1,1 ∈ V Tj ([0,1]) if 0 /∈ T
and ϕj+1,1 +2ϕj+1,2 +ϕj+1,2,3 ∈ V Tj ([0,1]). We have the same treatment for ϕj+1,2j+1 |[0,1] and
ϕj+1,2j+1−1. We conclude that ϕj+1,2 and ϕj+1,2j+1−2 form a generating system of a supplement
of ATj (I ) in V
T
j+1(I ). We have the same result for 4 k  2j+1 − 4. Then, ϕ∗j+1,k ∈A∗Tj (I ) and
we have (
ϕ∗j+1,−1 + ϕ∗j+1,0 + ϕ∗j+1,1
)∣∣[0,1] + ϕ∗j+1,2 + ϕ∗j+1,2 + ϕ∗j+1,3 ∈A∗Tj (I ),(
ϕ∗j+1,−1 + ϕ∗j+1,11
)∣∣[0,1] + 2ϕ∗j+1,2 + 3ϕ∗j+1,2 + 3ϕ∗j+1,2 ∈A∗Tj (I ),
and finally
ϕ∗j+1,3 −
1
2
ϕ∗j+1,2 ∈A∗Tj (I ).
We conclude that ϕ∗j+1,2 and ϕ∗j+1,2,2j+1−2 form a generating system of a supplement of A
∗T
j (I )
in V ∗Tj+1(I ). By using Gram–Schmidt orthogonalization, we obtain the following result.
Lemma 4.2. The spaces WTj (I ) and W ∗Tj (I ) have dual bases ψT(j,d) and ψ
∗T
(j,d), d ∈ ΔTj , where
ψT(j,d) = 2j/2ψT[j,d](2j (x − d)), ψ∗T(j,d) = 2j/2ψ∗,T[j,d](2j (x − d)) and:
• for 3 2j+1d  2j+1 − 3,ψT[j,d] =ψ(x + 12 );
• ψT[j, 1
2j+1 ]
=
{ 1
2ϕ(x + 12 )+ψ(x + 12 )− 12ϕ(x − 12 )= γ (x) if 0 ∈ T ,
(−ϕ(x + 12 )+ψ(x + 12 )+ 14ϕ(x − 12 ))[− 12 ,+∞] = δ(x) if 0 /∈ T ;
• ψT[j,1− 1
2j+1 ]
=
{− 12ϕ(x + 12 )+ψ(x + 12 )+ 12ϕ(x − 12 )= γ (−x) if 1 ∈ T ,
( 14ϕ(x + 12 )+ψ(x + 12 )− ϕ(x − 12 ))|]−∞, 12 [ = δ(−x) if 1 /∈ T ;
• for 3 2j+1d  2j+1 − 3,ψ∗T[j,d] =ψ∗T[j,d] =ψ∗(x + 12 );
• ψ∗T[j, 1
2j+1 ]
=
⎧⎨⎩ (
1
2ψ
∗(x + 12 )+ ϕ∗(x + 32 )+ ϕ∗(x + 12 ))|[− 12 ,+∞[ = γ
∗(x) if 0 ∈ T ,
(2ψ∗(x + 12 )− 8ϕ∗(x + 12 )+ 2ϕ∗(x + 12 ))|[− 1 ,+∞[ = δ∗(x) if 0 /∈ T ;2
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2j+1 ]
=
⎧⎨⎩ (
1
2ψ
∗(x + 12 )+ ϕ∗(x − 12 )+ ϕ∗(x − 32 ))|]−∞, 12 ] = γ (−x) if 1 ∈ T ,
(2ψ∗(x + 12 )+ 2ϕ∗(x + 12 )− 8ϕ∗(x + 12 ))|[− 12 ,+∞[ = δ
∗(−x) if 1 /∈ T .
We have 〈ψ∗T(j,d)|ψT(j,d ′)〉 = δd,d ′ . Then, the projector QTj is given by
QTj f =
∑
d∈ΔTj
〈
f
∣∣ψ∗T(j,d)〉ψT(j,d). (4.2)
Proposition 4.1. Let j0  2. Then, we have:
(i) the norms ‖f ‖2 and ‖PTj0f ‖2 + (
∑
jj0 ‖QTj f ‖22)1/2 are equivalent on L2(I );
(ii) the norms ‖f ‖H 1 and ‖PTj0f ‖2 + (
∑
jj0 4
j‖QTj f ‖22)1/2 are equivalent on H 1,T (I ).
Proof. We recall that χ∗ = ∫ +∞
x
ψ∗(u) du (see (3.32)). We denote:
Γ ∗(x)=
+∞∫
x
γ ∗(u) du for x −1
2
and
Δ∗(x)=
+∞∫
x
δ∗(u) du for x −1
2
.
Then, we have Δ∗(− 12 )= 0 and Γ ∗(− 12 ) = 0. We obtain, for f ∈H 1(I ):
〈
f
∣∣ψ∗T(j,d)〉= 〈dfdx
∣∣∣∣2j/2χ∗(2j (x − d)+ 12
)〉
2−j if 3 2j+1d  2j+1 − 3,
〈
f
∣∣ψ∗T
(j, 1
2j+1 )
〉= −Γ(−1
2
)
f (0)2−j +
〈
df
dx
∣∣∣∣2j/2Γ ∗(2j x − 12
)〉
2−j if 0 ∈ T ,
=
〈
df
dx
∣∣∣∣2j/2Δ∗(2j x − 12
)〉
2−j if 0 /∈ T ;
〈
f
∣∣ψ∗T
(j,1− 1
2j+1 )
〉= −Γ(−1
2
)
f (1)2−j +
〈
df
dx
∣∣∣∣2j/2Γ ∗(2j (1 − x)− 12
)〉
2−j if 1 ∈ T ,
=
〈
df
dx
∣∣∣∣2j/2Δ∗(2j (1 − x)− 12
)〉
2−j if 1 /∈ T .
If f ∈ H 1,T (I ) = {f ∈ H 1(I ) | f |T = 0}, then Γ (− 12 )f (t), t ∈ T , are equal to zero and we
obtain
QTj f = 2−j Q˜Tj
(
df
)
,dx
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Q˜Tj u=
∑
d∈ΔTj
〈
f
∣∣χ∗T(j,d)〉ψT(j,d).
We extend now the functions β,γ, δ,α∗, β∗, γ ∗, δ∗,Δ∗ and Γ ∗ in H 1+ε(R) or Hε(R) such that
these functions have integrals equal to zero and have compact support. Finally, and by using
Lemma 2.4, we obtain the norm equivalences. 
5. Multiresolution analyses on the cube
We shall use multiresolution analyses constructed on the previous section (on the interval)
to construct those on the cube Q = [0,1]n = In. Using Definition 2.3 and classical method in
wavelet theory, we define Vj (In) as the space of continuous functions on In such that their
restriction to every dyadic cube Qj,(k1,k2,...,kn) = [ k12j , k1+12j ]× · · ·× [ kn2j , kn+12j ] is a polynomial of
the form (a1 + b1x1)× · · · × (an + bnxn). We have Vj (In) = Vj (I )⊗ Vj (I )⊗ · · · ⊗ Vj (I ) and
a basis of Vj (In) is given by the functions ϕ(j,k1,k2,...,kn) = (ϕj,k2)|I ⊗ (ϕj,k2)|I ⊗ · · · ⊗ (ϕj,k2)|I
(0 k1  2j , . . . ,0 kn  2j ). We have the following result.
Proposition 5.1. Let j0  2. Then, we have
(i) Vj (In)⊂ Vj+1(In)⊂H 1(In).
(ii) ∀j  0, ∀f ∈ Vj (In), ‖f ‖H 1(In)  C2j‖f ‖L2(In), where C is a positive constant.
(iii) If fj ∈ Vj (In), ‖∑∞j=0 fj‖H 1(In)  C(∑∞j=0 4j‖fj‖2L2(In))1/2, where C is a positive con-
stant.
(iv) For f ∈H 2(In), there exists a positive constant C such that:
∥∥∥∥∥f −
2j∑
k1=0
. . .
2j∑
kn=0
2−j f
(
k1
2j
, . . . ,
kn
2j
)
ϕ(j,k2,...,kn)
∥∥∥∥∥
2
 C 2−2j
(
n∑
i,j=1
∥∥∥∥ ∂2f∂xi∂xj
∥∥∥∥
2
)
, (5.1)
∥∥∥∥∥f −
2j∑
k1=0
. . .
2j∑
kn=0
2−j f
(
k1
2j
, . . . ,
kn
2j
)
ϕ(j,k1,...,kn)
∥∥∥∥∥
H 1(In)
 C2−j
(
n∑
i,j=1
∥∥∥∥ ∂2f∂xi∂xj
∥∥∥∥
2
)
. (5.2)
The
⋃
j Vj (I
n) is dense in H 1(In) and
⋃
j (Vj (I
n)∩H 10 (In)) is dense in H 10 (In).
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sition 4.1. To prove (iii), we extend the function fj =∑ . . .∑2−j fj ( k12j , . . . , kn2j )ϕ(j,k1,...,kn) by
extending ϕ(j,k1,...,kn) in ϕj,k1 ⊗ · · · ⊗ ϕj,kn . The obtained function f¯j satisfies
‖f¯j‖L2(Rn)  C‖fj‖L2(In),
where C is a positive constant. Then, we have∥∥∥∥∥
∞∑
0
f¯i
∥∥∥∥∥
L2

(∑
4−j
)1/2(∑
4j‖f¯j‖22
)1/2
.
To estimate ‖ ∂
∂x
∑∞
j=0 f¯j‖2, we apply Lemma 2.4 to the function ∂ϕ∂x ⊗ · · · ⊗ ϕ, and we have∥∥∥∥ ∂∂x ∑
j
fj
∥∥∥∥
2
=
∥∥∥∥∑
j
∑
k1
. . .
∑
kn
f
(
k1
2j
, . . . ,
kn
2j
)(
∂ϕ
∂x
⊗ · · · ⊗ ϕ
)
j,k1,...,kn
∥∥∥∥
2
.
There exists a positive constant C such that∥∥∥∥ ∂∂x ∑
j
fj
∥∥∥∥
2
C
(∑
j
∑
k1
. . .
∑
kn
∣∣∣∣f( k12j , . . . , kn2j
)∣∣∣∣2)1/2.
Thus ∥∥∥∥ ∂∂x ∑
j
fj
∥∥∥∥
2
 C′
(∑
j
4j‖fj‖22
)1/2
,
where C′ is a positive constant. Then
∑
j f¯j ∈ H 1(Rn) and
∑
j fj ∈ H 1(In). To prove (5.1)
and (5.2), we study first the case j = 0. The application f → If where If is the polynomial
(a1 + b1x1)× · · · × (an + bnxn) equal to f on the points (ε1, . . . , εn), εi ∈ {0,1}, is continuous
from H 2(In) in H 1(In). Then f − If vanishes on affine polynomials and there exists a positive
constant such that
‖f − If ‖H 1(In)  C inf
ai
‖f − a0 − a1x1 − · · · − anxn‖H 2(In).
Thus
‖f − If ‖H 1(In)  C′
(
n∑
i,j=1
∥∥∥∥ ∂2f∂xi∂xj
∥∥∥∥
2
)
,
where C′ is a positive constant.
In the general case, we consider A(j,k1,...,kn) : In → Qj,(k1,...,kn), given by (x1, . . . , xn) →
( k1+x1j , . . . , kn+xnj ). For ε = 0 or 1, we have2 2
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k1
∑
k2
2−j f
(
k1
2j
, . . . ,
kn
2j
)
ϕ(j,k1,k2)
∥∥∥∥2
Hε(Rn)
=
∑
k1
∑
k2
∥∥f − I(f ◦A(j,k1,...,kn) ◦A−1(j,k1,...,kn))∥∥2Hε(Qj ,k1,...,kn )
 2εj2−nj
∑
k1
∑
k2
‖f ◦A(j,k1,...,kn)‖2Hε(In)
 C′2εj2−nj
∑
k1,...,kn
∑
|α|=2
∥∥∥∥ ∂2∂xα1 (f ◦A(j,k1,...,kn))
∥∥∥∥2
L2(In)
 C′′2εj2−nj
∑
k1
∑
k2
∑
|α|=2
∥∥∥∥∂2f∂xα1
∑
|α| = 2
∥∥∥∥∂2f∂xα
∥∥∥∥2
L2(Inj ,k1,...,kn)
,
where C′,C′′ positive constants. Proposition 5.1 is then proved. 
We study now the spaces H 1,Z(In) = {f ∈ H 1(In) | f |Z = 0} where Z is a union of faces
of ∂In. We have H 1,Z(In) = H 1,T1(I ) ⊗ˆ H 1,T2(I ) ⊗ˆ · · · ⊗ˆ H 1,Tn(I ) (Ti, i = 1,2, . . . , n, are
defined in Section 4) and then we define biorthogonal multiresolution analyses on In by
V Zj
(
In
)= Vj (In)∩H 1,Z(In)= V T1j (I )⊗ V T2j (I )⊗ · · · ⊗ V Tnj (I ),
and
V ∗Zj
(
In
)= V ∗T1j (I )⊗ V ∗T2j (I )⊗ · · · ⊗ V ∗Tnj (I ).
The spaces V Zj (I
n) and V ∗Zj (In) are in duality for the scalar product on In and the projector
PZj from L
2(In) into V Zj (I
n) parallel to V ∗Zj (In)⊥ is given by
QZj =
∑
ε
θ
T1,ε1
j ⊗ θT2,ε2j ⊗ · · · ⊗ θTn,εnj ,
where ε = (ε1, . . . , εn) ∈ {0,1}n | {(0, . . . ,0)} and θTi ,0j = PTij and θTi ,1j =QTij .
To describe bases of V Zj (In),V ∗Zj (In),WZj (In) = ImQZj and W ∗Zj (In) = (kerQZj )⊥, we
denote by Dnj = Dj × · · · × Dj the set of dyadic points of In,DZj = {d ∈ Dnj | d /∈ Z},ΔZj =
{d ∈DZj+1 | d /∈DZj }. The dual bases of V Zj and V ∗Zj are given by ϕZ(j,(d1,...,dn)) = ϕ
T1
(j,d1)
⊗· · ·⊗
ϕ
Tn
(j,dn)
and ϕ∗Z(j,(d1,...,dn)) = ϕ
∗T1
(j,d1)
⊗ · · · ⊗ ϕ∗Tn(j,dn) for (d1, . . . , dn) ∈ DZj . In the same way, dual
bases of WZj and W
∗Z
j are given by ψ
Z
(j,(d1,...,dn))
and ψ∗Z(j,(d1,...,dn)) for (d1, . . . , dn) ∈ΔZj where
ψ
Z,(ε1,...,εn)
(j,(d1,...,dn))
= ηε1(j,d1) ⊗ · · · ⊗ η
εn
(j,dn)
, (5.2.3)
where ε = (ε1, . . . , εn) ∈ {0,1}n | {(0, . . . ,0)} and η0(j,di ) = ϕ
Ti
(j,d2)
if 2j di ∈ Z and η1(j,di ) =
ψ
Ti
(j,d2)
for other case. We have the same result for ψ∗Z(j,(d1,d2)). By using again Lemma 2.4 and
classical wavelet theory, we obtain the following result.
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(i) the norms ‖f ‖2 and ‖PZj0f ‖2 + (
∑
jj0 ‖QZj f ‖22)1/2 are equivalent in L2(In);
(ii) the norms ‖f ‖H 1 and ‖PZj0f ‖2 + (
∑
jj0 4
j‖QZj f ‖22)1/2 are equivalent in H 1,Z(In).
6. Multiresolution analyses on a manifold
We recall that we denote a n-dimensional compact manifold by M and we assume that the
Dirichlet boundary ∂M is piecewise C1. In this section, we define and study the space Vj (M)
and we prove that this space allows to approximate the functions of H 1(M) by simple functions.
Next, we construct on M biorthogonal wavelet bases which are generated by a finite number of
basic functions and adapted to the study of the Sobolev spaces H 1(M) and H 10 (M).
We define Vj (M) as the space of j -splines on M . We denote by ϕ¯j,m, m ∈ Mj (see Defini-
tion 2.3), the function defined as follows: if m ∈Qi, ϕ¯j,m|Qi = ϕ(j,2jΦi(m)) (where ϕ(j,k1,...,kn) =
ϕj,k1 |I ⊗ · · · ⊗ ϕj,kn |I ) and if m /∈Qi, ϕ¯j,m|Qi = 0. We can then describe a basis of Vj (M).
Lemma 6.1. The functions ϕ¯j,m,m ∈ Mj , form a basis of Vj (M). More precisely, we have
ϕ¯j,m(m
′)= δm,m′ for m,m′ ∈Mj and, for f ∈ Vj (M), f =∑m∈Mj 2−j f (m)ϕ¯j,m.
Proof. To prove that ϕ¯j,m ∈ Vj (M), it is enough to prove that ϕ¯j,m is continuous. The function
ϕ¯j,m|Qi is continuous for all i, it is enough to prove
(ϕ¯j,m|Qi )|Qi∩Q = (ϕ¯j,m|Q)|Qi∩Q.
If Qi ∩ Q = ∅, which is true. If Qi ∩ Q is a line segment, we obtain ϕ¯j,m|Qi (m) =
ϕ¯j,m|Q(m)=2j . Finally if Qi ∩Q is a face of Qi and Q, we discuss two cases:
∗ if m /∈Qi ∩Q then (ϕ¯j,m|Qi )|Qi∩Q = (ϕ¯j,m|Q)|Qi∩Q = 0;
∗ if m ∈Qi ∩Q then (ϕ¯j,m|Qi )|Qi∩Q ◦Φ−1i is a continuous function, affine on every dyadic
interval of Φi(Qi ∩Q), equal to 2j on Φi(m) and 0 on other dyadic points.
We have the same result for (ϕ¯j,m|Q)|Qi∩Q ◦Φ−1 . We conclude that
(ϕ¯j,m|Qi )|Qi∩Q ◦Φ−1 = (ϕ¯j,m|Qi )|Qi∩Q◦Φ−1i ◦Φi ◦Φ
−1

equal to (ϕ¯j,m|Q)|Qi∩Q ◦Φ−1 , and then we have (ϕ¯j,m|Qi )|Qi∩Q = (ϕ¯j,m|Q)|Qi∩Qi . For f ∈
Vj (M), we consider the application
f˜ = f −
∑
m∈Mj
2−j f (m)ϕ¯j,m.
We have f˜ ∈ Vj (M) and f˜ (m) = 0 where m is a dyadic point. We conclude that f˜ ◦ Φ−1i is
equal to zero on every n-cube Q
j,k1,k2,...f˜ ◦Φ−1i and then f˜ = 0. The Lemma 6.1 is proved. 
We can now establish the first result of this section. In fact, the spaces Vj (M), j  0, have the
following properties.
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(i) (Vj (M))j0 is an increasing sequence of subspaces of H 1(M).
(ii) (Bernstein inequality) There exists a constant C > 0 such that
∀j  0, ∀f ∈ Vj (M), ‖f ‖H 1(M)  C2j‖f ‖L2(M).
(iii) If fj ∈ Vj (M) and if ∑∞j=0 4j‖fj‖2L2(M) < +∞ then ∑+∞j=0 fj ∈ H 1(M) and
‖∑∞j=0 fj‖H 1(M)  C(∑∞j=0 4j‖fj‖2L2(M))1/2 for a constant C > 0.
(iv) Uj0Vj (M) is dense in H 1(M) and
⋃
j0(Vj (M)∩H 10 (M)) is dense in H 10 (M).
Proof. It is clear that Vj (M) ⊂ Vj+1(M) and Vj (M) ⊂ H 1(M) (because f |Qi ∈ H 1(Qi)
if f ∈ Vj (M) and the continuity of f gives the accord of f |Qi and f |Q on Qi ∩ Q).
The Decomposition lemma and Proposition 5.1 give the Bernstein inequality and the inequal-
ity ‖∑∞0 fj‖H 1(M)  C(∑∞0 4j‖fj‖22)1/2. In the same way, if f ∈ H 1(M) and for i =
1, . . . ,N,f |Qi ∈ H 2(Qi), Proposition 5.1 proves that
∑
m∈Mj f (m)2
−j ϕ¯j,m has a limit f in
H 1(M) when j → +∞. Then, the proposition is proved. 
We introduce now the following spaces:
V
Zi
j (Qi)= Vect{ϕ¯j,m|Qi |m ∈Qi, m /∈ Zi}, 1 i N,
and the extension operators
Ei,j :V
Zi
j (Qi)→ Vj (M), ϕ¯j,m|Qi → ϕ¯j,m,
E∗i :L2(Qi)→ L2(M), f → f¯ with f¯ |Qi = f, and f¯ |M\Qi = 0.
We remark that the application f → f ◦ Φ−1i is an isomorphism from V Zij (Qi) onto
V
Φi(Zi)
j (Q) (multiresolution analyses defined in the previous section). We consider the bases
ϕ
Φi(Zi)
(j,d) and ϕ
∗Φi(Zi)
(j,d) respectively of V
Φi(Zi)
j (Q) and V
∗Φi(Zi)
j (Q), and the application on Qi de-
fined by g ∈ L2(Q) → g ◦ Φi ∈ L2(Qi). We obtain a basis ϕΦi(Zi)j,φi (m)) ◦ Φi,m ∈ Qi,m /∈ Zi , of
V
Zi
j (Qi) and a basis ϕ
∗Φi(Zi)
(j,Φi(m))
◦Φi of the subspace V ∗Zij (Qi) of L2(Qi). We denote by
V ∗j (M)=
N⊕
i=1
E∗i V
∗Zi
j (Qi).
Then, we have the following result.
Lemma 6.2.
(i) V ∗j (M)⊂ V ∗j+1(M).
(ii) The spaces V ∗(M) and Vj (M) are in duality for the scalar product on M .j
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ϕj,m =Ei,j
(
ϕ
Φi(Zi)
(j,Φi(m))
◦Φi
) for m ∈Qi, m /∈ Zi, (6.1)
ϕ∗j,m =E∗i
(
ϕ
∗Φi(Zi)
(j,Φi(m))
◦Φi
)− ∑
p∈⋃<i Q
〈
E∗i
(
ϕ
∗Φi(Zi)
(j,Φi(m))
◦Φi |ϕj,p
〉
M
ϕ∗j,p
for m ∈Qi, m ∈ Zi. (6.2)
Proof. We have from the previous section V ∗Φi(Zi)j (Q)⊂ V ∗Φi(Zi)j+1 (Q) then we obtain V ∗j (M)⊂
V ∗j+1(M). It is clear that Vj (M)=
⊕N
i=1 Ei,j (V
Zi
j (Qi)) and then the functions ϕj,m form a basis
of Vj (M). The functions ϕ∗j,m constitute a basis of V ∗j (M) because the matrix of bases ϕ∗j,m and
E∗i (ϕ
∗Φi(Zi)
(j,Φi(m))
◦Φi) is superior triangular: ϕ∗j,m−E∗i (ϕ∗Φi(Zi)(j,Φi(m)) ◦Φi) ∈
⊕
<i E
∗
V
∗Z
j (Q)
. To prove
the biorthogonality, we see that if m ∈Qi,m /∈Zi , then 〈ϕ∗j,m|ϕj,p〉 = δp,m. In fact, we have three
possible cases for p ∈Q, p /∈Z:
• if  > i then suppϕ∗j,m ⊂
⋃
ni Qn and suppϕj,p ⊂
⋃
n Qn and we have〈
ϕ∗j,m
∣∣ϕj,p〉M = 0;
• if  < i then we have〈
ϕ∗j,m
∣∣ϕj,p〉= 〈E∗i (ϕ∗Φi(Zi)(j,Φi(m)) ◦Φi)∣∣φj,p〉− ∑
r∈⋃n<i Qn
〈
E∗i
(
ϕ
∗Φi(Zi)
(j,Φi(m))
◦Φi
)∣∣ϕj,r 〉δr,p = 0;
• if = i then we have
supp
{
ϕ∗j,m −
(
ϕ
∗Φi(Zi)
(j,Φi(m))
◦Φi
)}⊂⋃
n<i
Qn,
supp
{
ϕj,p −
(
ϕ
Φi(Zi)
(j,Φi(p))
◦Φi
)}⊂⋃
n>i
Qn,
and thus
〈
ϕ∗j,m
∣∣ϕj,p〉M = ∫ ∫
Q
ϕ
∗Φi(Zi)
(j,Φm(m))
ϕ
Φi(Zi)
(j,Φi(p))
dx dy = δm,p.
This completes the proof of Lemma 6.2. 
The preceding lemma allows that the projector Pj from L2(M) into Vj (M) parallel to
V ∗j (M)⊥ is given by
Pjf =
∑
m∈M
〈
f
∣∣ϕ∗j,m〉Mϕj,m.j
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Wj(M)= Vj+1(M)∩V ∗j (M)⊥ parallel to (W ∗j (M))⊥ = (V ∗j+1(M)∩Vj (M)⊥)⊥. The following
result describes bases of Wj(M) and W ∗j (M).
Lemma 6.3. We have a basis (ψm), m ∈Mj+1\Mj , of Wj(M) and a dual basis (ψ∗m) of W ∗j (M)
which are given for m ∈Qi , m /∈Zi by
ψm =Ei,j+1
(
ψ
Φi(Zi)
(j,Φi(m))
◦Φi
)− ∑
p∈Mj
〈
Ei,j+1
(
ψ
Φi(Zi)
(j,Φi(m))
◦Φi
∣∣ϕ∗j,p)〉mϕj,p,
ψ∗m =E∗i
(
ψ
∗Φi(Zi)
(j,Φi(m))
◦Φi
)− ∑
p∈Mj
〈
E∗i
(
ψ
∗Φi(Zi)
(j,Φi(m))
◦Φi
∣∣ϕj,p)〉mϕ∗j,p
−
∑
q∈⋃<i Q,q∈Mj+1−Mj
〈
E∗i
(
ψ
∗Φi(Zi)
(j,Φi(m))
◦Φi
)∣∣ψq 〉Mψ∗q .
Proof. It is clear that ψm ∈ Wj(M) and ψ∗m ∈ W ∗j (M). Moreover, we have dimWj(M) =
cardMj+1 − cardMj = dimW ∗j (M) (see Definition 2.3 of Mj). We must prove now that〈ψ∗m|ψp〉 = δm,p for m,p ∈Mj+1\Mj . We follow the technique used in the proof on Lemma 6.2.
We have for m ∈Qi , m /∈ Zi :
• suppEi,j+1(ψΦi(Zi)(j,Φi(m)) ◦Φi) ⊂
⋃
i Q, and 〈Ei,j+1(ψΦi(Zi)(j,Φi(m)) ◦Φi)|ϕ∗j,p〉M = 0 is possi-
ble only if p ∈Q,p /∈Z for  i. Then, we obtain suppψm ⊂⋃i Q.
• 〈E∗i (ψ∗Φi(Zi)(j,Φi(m)) ◦ Φi)|ϕj,p〉M = 0 is possible only if p ∈
⋃
i Q and then we obtain
suppψ∗m ⊂
⋃
i Q.
We consider now ψp with p ∈Q,p /∈Z. We have:
• If  > i, 〈ψ∗m|ψp〉M = 0 because |suppψ∗m ∩ suppψp| = 0.
• If  < i, then〈
ψ∗m|ψp
〉
M
= 〈E∗i (ψ∗Φi(Zi)(j,Φi(m)) ◦Φi)∣∣ψp〉− ∑
q∈⋃n<i Qm
〈
E∗i
(
ψ
∗Φi(Zi)
(j,Φi(m))
◦Φi
)∣∣ψq 〉δq,p = 0.
• If = i, then we have
supp
{
ψ∗m −ψ ˆ∗Φi(Zi)(j,Φi(m)) ◦Φi
}⊂⋃
n<i
Qn,
supp
{
ψp −ψΦi(Zi)(j,Φi(m)) ◦Φi
}⊂⋃
n>i
Qn,
and thus 〈
ψ∗m
∣∣ψp〉= ∫ ∫
Q
ψ
∗Φi(Zi)
(j,Φi(m))
ψ
Φi(Zi)
(j,Φi(m))
dx dy = δm,p.
The Lemma 6.3 is then proved. 
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near Zi . This proves that ψm and ψ∗m have compact support which can be controlled.
We shall describe now extensions which allow to construct multiresolution analyses on the
manifold from those constructed on the cube.
Lemma 6.4. The operators Ei , defined on L2(Qi) by
Eif =
∑
m∈M2,m∈Qi\Zi
〈
f |ϕ∗2,m
〉
M
ϕ2,m +
∑
m∈(⋃Mj )\M2,m∈Qi\Zi
〈
f |ψ∗m
〉
M
ψm
define a family of extensions in the sense of Definition 2.2.
Proof. We have suppf =Qi , then we obtain〈
f |ψ∗m
〉= 〈f ◦Φ−1i ∣∣ψ∗Φi(Zi)(j,Φi(m))〉 for m ∈Mj+1 \Mj
and ∑
m∈Mj+1\Mj ,m∈Qi\Zi
〈
f |ψ∗m
〉
M
ψm|Qi =QΦi(Zi)j
(
f ◦Φ−1i
) ◦Φi.
Proposition 5.2 gives
‖f ‖L2(Qi) ≈
( ∑
m∈M2,m∈Qi\Zi
∣∣〈f |ϕ∗2,m〉∣∣2)1/2 +( ∑
m∈(⋃Mj )\M2,m∈Qi\Zi
∣∣〈f |ψ∗m〉∣∣2)1/2,
‖f ‖H 1,Zi (Qi) ≈
( ∑
m∈M2,m∈Qi\Zi
∣∣〈f |ϕ∗2,m〉∣∣2)1/2 +( ∑
m∈(⋃Mj )\M2,m∈Qi\Zi
4j
∣∣〈f |ψ∗m〉∣∣2)1/2.
Then, we have:
• (Eif )|Qi = f because f ◦Φ−1i = (PΦi(Zi)2 +
∑∞
2 Q
Φi(Zi)
j )(f ◦Φ−1i );
• suppEif ⊂⋃i Q;
• Eif ∈ L2(M) (This result is a consequence of Decomposition and Regular lemmas);
• If f ∈ H 1,Zi (Qi),Eif ∈ H 1(M) because the operators Ei,j+1 satisfy for f ∈ V Zij (Qi) the
relation
‖Ei,j+1f ‖L2(M)  C‖f ‖L2(M),
where C is a positive constant independent of j . Then, Eif =∑∞2 fj , where fj ∈ Vj (M) with∑∞
j=2 4j‖fj‖22 <+∞, thus Proposition 6.1 gives Eif ∈H 1(M).
This completes the proof of the lemma. 
A. Jouini, M. Kratou / Journal of Functional Analysis 248 (2007) 128–151 149We establish now the main result of this paper.
Theorem 6.1. There exists a family of functions (ψm)m∈⋃j∈N Mj such that:
(i) the functions (ψm) form an unconditional basis of L2(M) and H 1(M). We denote by ψ∗m
the application: f ∈ L2 ⇒ f =∑m∈⋃j0 Mj ψ∗m(f )ψm.
(ii) ψm ∈ Vj(m)(M) where j (m)= inf{j | j  2,m ∈Mj }.
(iii) suppψm ⊂ {x ∈ M | d(x,m)  C2−j (m)} and d(suppf,m)  C2−j (m) ⇒ ψ∗m(f ) = 0,
where C is a positive constant and d(x, y) is the distance between the points x and y of M .
(iv) There exists a constant C  1 such that, for every sequence (λm) ∈ 2(⋃Mj), we have
1
C
( ∑
m∈⋃Mj
|λm|2
)1/2

∥∥∥∥ ∑
m∈⋃Mj
λmψm
∥∥∥∥
L2(M)
C
( ∑
m∈⋃Mj
|λm|2
)1/2
.
In particular, the norms ‖f ‖L2(M) and (
∑
m∈⋃Mj |ψ∗m(f )|2)1/2 are equivalent on L2(M).
(v) There exists a constant C′  1 such that, for every sequence (λm) ∈ 2(⋃Mj), we have
1
C′
( ∑
m∈⋃Mj
4j (m)|λm|2
)1/2

∥∥∥∥ ∑
m∈⋃Mj
λmψm
∥∥∥∥
H 1(M)
C′
( ∑
m∈⋃Mj
4j (m)|λm|2
)1/2
.
In particular, the norms ‖f ‖H 1(M) and (
∑
m∈⋃Mj 4j (m)|ψ∗m(f )|2)1/2 are equivalent on
H 1(M).
(vi) The functions ψm,m ∈Mj , form a basis of Vj (M) ( for j  2).
(vii) The projector Pjf =
∑
m∈Mj ψ
∗
m(f )ψm is normalized by
Pjf =
∑
m∈Mj
ϕ∗j,m(f )ϕj,m,
where the functions ϕj,m and the linear forms ϕ∗j,m satisfy
the ϕj,m,m ∈Mj , form a basis of Vj (M) and
〈
ϕ∗j,m
∣∣ϕj,m′ 〉M = δm,m′, (6.3)
suppϕj,m ⊂
{
x ∈M | d(x,m) C2−j} and
d(suppf,m) C2−j ⇒ ϕ∗j,m(f )= 0, (6.4)
there exists a constant C′′  1 such that, for every sequence (λm) ∈ 2(Mj ), we have
1
C′′
( ∑
m∈Mj
|λm|2
)1/2

∥∥∥∥ ∑
m∈⋃Mj
λmϕj,m
∥∥∥∥
2
 C′′
( ∑
m∈Mj
|λm|2
)1/2
. (6.5)
Proof. The properties (i)–(iii) are immediate consequences of lemmas described above. To prove
(iv) and (v), we denote by ψm = ϕ2,m and ψ∗m = ϕ∗2,m, for m ∈ M2. We obtain the inequality
‖∑m λmψm‖L2(M)  C(∑m |λm|2)1/2 by Decomposition and Vaguelette lemmas. To obtain the
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∑
m |〈f |ψ∗m〉M |2 C‖f ‖2, we use extensions Ei : fi = (f −
∑
<i Ef)|Qi .
Then, we have
f =
N∑
1
Eifi, ‖f ‖2 ≈
∑
‖fi‖2
and ∑
m
∣∣〈Eifi |ψ∗m〉∣∣2M = ∑
m∈Qi\Zi
∣∣〈Eifi |ψ∗m〉M ∣∣2 = ∑
m∈Qi\Zi
∣∣〈fi |ψ∗m〉M ∣∣2
 C‖fi‖2L2(Qi),
where C is a positive constant.
In the same way, the inequality ‖∑λmψm‖H 1  C(∑n 4j (m)|λm|2)1/2 is deduced from (iv)
and Proposition 6.1. The inverse inequality is obtained by using f = ∑N1 Eifi and ‖f ‖H 1(M) ≈∑N
i=1 ‖fi‖H 1(Qi). Then, Theorem 6.1 is proved. 
Remark. We see that the functions ψm and ϕj,m are obtained from a finite number of basic
functions. We have the same result for ψ∗m and ϕ∗j,m.
We have the same result for the functions which vanish on the boundary of M .
Theorem 6.2. There exists an unconditional basis (ψ˜m), m ∈⋃j∈NMj , m /∈ ∂M , of L2(M)
and H 10 (M) such that the applications ψ˜∗m of the points (ii)–(vi) of Theorem 6.1 (by changing
in the point (v) H 1(M) by H 10 (M) and in the point (vi) Vj (M) by Vj (M) ∩ H 10 (M)). The pro-
jector P˜j f =∑m∈Mj ,m/∈∂M ψ˜∗m(f )ψ˜m is normalized by P˜j f =∑m∈Mj ,m/∈∂M ϕ˜∗j,m where the
functions ϕ˜j,m satisfy the point (vii) of Theorem 6.1 (by changing Vj (M) by Vj (M)∩H 10 (M)).
7. Conclusion
In this paper, we have constructed biorthogonal multiresolution analyses on a compact man-
ifold M of dimension n by using the decomposition method introduced by Z. Ciesielski and
T. Fiegel and extension and regular lemmas. The scaling functions and the associated wavelets
have compact support and are obtained from a finite number of basic functions. These bases are
easy to implement. Finally, these analyses are adapted to the study of the Sobolev spaces H 1(M)
and H 10 (M).
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