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Motivated by the observations of intracellular phase separations and the wetting of cell membranes by protein
droplets, we study nonequilibrium surface wetting by Monte Carlo simulations of a lattice-gas model including
particle creation and annihilation. We find that, even when complete wetting should occur in equilibrium, fast
creation of particles can hinder the surface wetting for a long time due to the bulk droplet formation. When
taking protein degradation into account, we observe that the rapid kinetics of synthesis and degradation can
inhibit not only the phase separation but also the wetting. The results suggest an intracellular control mechanism
of surface wetting by changing the speed of component synthesis and degradation.
Introduction. Liquid-liquid phase separation has recently
drawn much attention in the field of cell biology [1–3]. The
physics and biological functions of phase separation have
been elucidated for proteins and RNAs, including nucleoli [4–
6], nuclear bodies [7, 8], and disordered nuage proteins [9], to
name a few. Particularly interesting is how the positioning of
phase separated droplets inside cells may be physically con-
trolled by the wetting properties of the components. For in-
stance, the difference in the wettability of nucleolar proteins,
FIB1 and NPM1, has been shown to determine the multilay-
ered structure of liquid droplets, which can facilitate the se-
quential RNA processing reactions [10]. In the cytoplasm
of C. elegans embryos, wetting of P-granule droplets on the
outer nuclear membrane has been observed [11]. More re-
cently, it has been shown that the Par proteins in cultured cells
of Drosophila can first form droplets in the cytoplasm before
wetting the cell membrane, which can be a key process in set-
ting the polarity in asymmetric cell division [12, 13].
Surface wetting has been theoretically [14] and experimen-
tally [15, 16] studied based on free energy arguments, for in-
stance to understand the conditions of complete, partial, and
non-wetting in equilibrium [17]. These theories are not di-
rectly applicable to the situation inside cells, since the intra-
cellular environment is typically out of equilibrium due to the
chemical reactions [18]. In terms of the dynamics, the mo-
tion of the droplets is restricted in a size-dependent manner,
as the cell is likely packed with organelles and cytoskeleton
meshes [19], and crowded with macromolecules [20]. There-
fore, it is interesting to consider what strategies cells can be
taking to localize liquid droplets in the cytoplasm or on the
membranes controlling simple chemical kinetics such as pro-
tein creation and degradation.
In this Letter, we investigate how the phase diagram of sur-
face wetting is affected when the components of the phase
separated droplets are created and degraded over time. Using
a simple lattice model with particle creation, we perform nu-
merical simulations and obtain a generic formula for the wet-
ting condition. We find that, even under the situations where
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complete wetting should occur in equilibrium, frequent par-
ticle creation can prevent the surface wetting for a long time
due to the initial nucleation event that takes place in the bulk.
Moreover, in the presence of particle annihilation correspond-
ing to protein degradation, the rapid dynamics of particle cre-
ation/annihilation can inhibit the phase separation and wetting
regardless of the equilibrium free energy. Based on these re-
sults, we find the condition window that the cells may be uti-
lizing to achieve surface wetting.
Model and equilibrium phase diagram. As a minimal
model of the intracellular phase separation, we consider inter-
acting particles in a two-dimensional square lattice with lat-
tice constant 1. A particle at (x, y) (1 ≤ x, y ≤ L) can hop to
a neighboring empty site at a rate Dmin{1, e−∆E}, where ∆E
is the energy increase by hopping (in units of kBT ). We as-
sume a nearest-neighbor interaction −J (< 0), which can be
largely negative to induce equilibrium phase separation. The
effect of the membrane is represented by the one-dimensional
boundaries at y = 0 and L + 1. The affinity of the surface
is parameterized by −h, which is the interaction between the
surface and neighboring particles. To reduce the geometrical
effects of corners, we adopt the periodic boundary condition
in the x-direction.
Motivated by the intracellular protein synthesis, we fur-
ther assume that particles are generated in a randomly cho-
sen empty site at a rate λ (< D), starting from the initial state
with no particles. In addition, we model the saturation of the
protein concentration by stopping the particle creation when
the particle density reaches a saturation value ρsat and set that
time as t = τsat. Thus, the time evolution of the mean den-
sity ρ(t) is represented as ρ(t) = 1 − e−λt = 1 − (1 − ρsat)−t/τsat
(for t < τsat) and ρ(t) = ρsat (for t > τsat). The total evolu-
tion time ttot (> τsat), which includes the waiting time after
the saturation, is taken as the order of the cell-cycle period,
representing the typical time scale that the intracellular envi-
ronment changes. We introduce the typical time of diffusion
τdiff = L2/D and the typical creation time of a single particle
τcre := τsat/ρsatL2 ∝ 1/λ. Then, the effective model parame-
ters are L, J, h, ρsat, ttot/τdiff , and τcre/τdiff .
To investigate the time evolution of the lattice-gas model,
we perform Monte Carlo simulations in the following way.
First, we randomly choose one of the L2 sites, and decide
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2whether to hop in one of the four directions or create a par-
ticle with probability 1/5 each. Then, the hopping or particle
creation is performed when the target site is empty, with prob-
ability Dmin{1, e−∆E}∆t or λ∆t, respectively, where ∆t = D−1.
We count this single step as a time increment of ∆t/5L2, and
repeat the procedure until the final time t = ttot. To obtain the
equilibrium phase diagram, we instead take a random config-
uration with density ρ as the initial state and set λ = 0.
We note that this lattice model demonstrates a diffusion-
limited dynamics, meaning that the droplets can grow or
shrink via Ostwald ripening but the motion of the liquid
droplets are negligible compared to the diffusion of single
particles. This type of model has been used in explaining
phase separation kinetics observed in cells where the motion
of the droplets tend to be very slow [2, 18, 20–22], possibly
due to the high density of cytoskeletons, organelles, and other
macromolecules.
We first show in Fig. 1 the equilibrium phase diagram of a
system with size L = 100 and density ρ = 0.1 with representa-
tive configurations after a long enough waiting without parti-
cle creation. We can see that the phase-separated droplets are
formed when J is larger than a certain value Jc (∼ 2), which
corresponds to the coexistence line. In addition, the droplet is
localized on the surfaces, or surfaces are wet, for sufficiently
large h; especially for h & J, the wetting angle is almost zero.
Assuming large J, we can derive the wetting conditions
observed in Fig. 1 by the following argument. The surface
energy of a circular droplet with radius R [Fig. 2(a)] is es-
timated as piRJ, while that of a droplet wetting the surface
with an angle θ [Fig. 2(b)] is R′(θ)(θ + sin θ)J − 2R′(θ)h sin θ,
where R′(θ) is the radius of curvature of the droplet. Equality
of the volume between the non-wetting and partially wetting
droplets leads to piR2 = (θ − sin θ cos θ)R′(θ)2, from which we
can obtain the θ dependence of R′(θ). Minimizing the energy
difference between the wet and “dry” conditions with respect
to θ, we can obtain the energetically favored states depend-
ing on J and h: non-wetting for h < 0, partial wetting with
cos θ = (2h − J)/J for 0 < h < J, and complete wetting with
θ = 0 for h > J.
Kinetics-dependent wetting fraction. Next, we consider the
situation with particle creation, with the wettable surface con-
dition h = J, where the equilibrium state shows the complete
wetting (see Fig. 1). Since larger affinity can only lower the
probability of particles detaching from the surface without
changing the energetically favored configuration (complete
wetting), the following results will not depend on the value
of h as long as h ≥ J.
As an indicator of surface wetting, we use the wetting frac-
tion φw, i.e., the fraction of particles that are in contact with
the surface directly or indirectly through other particles. Set-
ting a long simulation time compared with the free-particle
diffusion time (ttot  τdiff), we fix the system size, the satu-
ration density, and the total time as L = 30, ρsat = 0.1, and
ttot = 1800τdiff , respectively, while changing the interaction
strength J and the particle creation time τcre. The time evolu-
tion of the mean density ρ(t) for several values of τcre/τdiff is
shown in Fig. 3(a). Note that the final state at t = ttot is not
necessarily at equilibrium.
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FIG. 1. Phase diagram of equilibrium state with representative snap-
shots of configurations. The red solid line is the onset of phase sep-
aration, and the blue dashed line is the theoretical boundary between
partial wetting and complete wetting. We used L = 50, ρ = 0.1, and
ttot/τdiff = 10000 in the Monte Carlo simulation.
θ
(a) (b)
2R
FIG. 2. Schematic figures of (a) a non-wetting circular droplet with
radius R and (b) a partially wetting droplet with a wetting angle θ.
The heatmap in Fig. 3(b) shows the J and τcre dependence
of φw averaged over 30 independent samples. For J . 2, φw
is low since phase separation does not occur in this region just
as in the equilibrium state (see J < Jc in Fig. 1); conversely,
based on the equilibrium diagram, the complete wetting (with
purple colors) is expected as long as J & 2 is satisfied. How-
ever, we find significant J and τcre-dependence of φw for J & 7
(from yellow to purple via orange with decreasing J or in-
creasing τcre). Since ttot is now fixed, this result indicates that
the approach to equilibrium becomes slower due to the rapid
particle creation and the strong interactions.
To understand the observed behavior of φw in Fig. 3(b), we
consider the condition where the surface wetting is achieved
during the set time ttot. As a sufficient condition for surface
wetting, we first note that if a particle reaches the surface be-
fore another particle is created, the droplet will grow on the
surface. Since the diffusion time of a particle from bulk to
the surface is O(τdiff) and the particle creation time is τcre, this
scenario will be achieved if
τcre > Cτdiff , (1)
where C = O(1). This condition is consistent with the seem-
ingly vertical boundary between the high-φw region (purple)
and the middle-φw region (orange) in Fig. 3(b).
To consider the effect of particle interactions, we next focus
on the parameter region with τcre  τdiff , where the droplets
will grow in bulk. Within the mean-field picture, a parti-
cle constituting a drop will freely hop C0L2(1 − ρsat) times
3FIG. 3. (a) Time evolution (0 ≤ t ≤ ttot = 1800τdiff) of the mean density ρ for τcre/τdiff = 0.1 (blue solid), 1 (red dashed), 5 (purple dotted),
and 10 (green dash-dotted) with ρsat = 0.1. (b) The heatmap of the wetting fraction φw at t = ttot (= 1800τdiff) (yellow for φw ≤ 0.7, orange for
0.7 < φw ≤ 0.9, and purple for φw > 0.9) as a function of the creation time τcre and the interaction strength J, with typical final configurations.
The value of φw at each point is statistically averaged over 30 independent numerical simulations. We used L = 30 and ρsat = 0.1. (c) The
heatmap similar to (b) at τcre/τdiff = 0.01 as a function of the total time ttot and the interaction strength J. The value of φw at each point is
averaged over 100 independent numerical simulations. The other parameters are the same as (b).
while colliding with other particles C0L2ρsat times on aver-
age until it reaches the surface [C0 = O(1) is a constant].
On the other hand, the time consumed during collision will
be D−1eC1J since the detaching rate of adjacent particles is
De−C1J according to the dependence of hopping probability
on energy increase [C1 = O(1) represents the mean coordi-
nation number]. Since the particles bound together can only
diffuse at a negligible speed in this model, the effective dif-
fusion time of a particle from bulk to the surface will be
τ˜diff ∼ D−1C0L2(1 − ρsat) + D−1eC1JC0L2ρsat, or
τ˜diff ∼ C0τdiff
(
1 − ρsat + ρsateC1J
)
. (2)
If the effective diffusion time τ˜diff is shorter than the total time
ttot, the particles will finally accumulate on the surface and the
surface wetting will be achieved. Since ttot  τdiff , we can
rewrite this condition for surface wetting as
J < C1−1 ln
(
ttot
C0ρsatτdiff
)
. (3)
This indicates that for droplets or aggregates formed by suf-
ficiently strong interactions, the time it takes for the wetting
can be exponentially long.
The wetting condition Eq. (3) can be checked by simulat-
ing the case with rapid particle creation (τcre/τdiff = 0.01).
We plot in Fig. 3(c) the ttot and J dependence of φw. In the re-
gion satisfying ttot/τdiff  1, we can see that the upper bound-
ary between the high-φw (purple) and low-φw (yellow) regions
follows J ∝ ln ttot.
Effect of protein degradation. In a real cell, the saturation of
a specific protein concentration may be caused by the balance
between the production and degradation, rather than a mono-
tonic increase. Here we will consider how the annihilation of
particles (by rate σ) will change the phase diagram of surface
wetting. Models of phase separation under particle creation
and annihilation [23–27] have been recently discussed in the
context of intracellular droplet formations [18, 21, 28, 29].
The time evolution of the mean density ρ(t) in this case is
given by ρ(t) = (1 + σ/λ)−1[1 − e−(λ+σ)t]. Therefore, we re-
define ρsat and τsat so that ρ(t) = ρsat(1 − e−t/τsat ). The typical
time scale of particle creation is then consistently given by
τcre := τsat/ρsatL2 ∝ 1/λ.
In Fig. 4(a), the wetting fraction φw at t = ttot is plotted
against τcre/τdiff and J. Comparing Fig. 4(a) with Fig. 3(b),
we can see that the low-φw region with yellow colors is ex-
tended when adding the effect of degradation. In particular,
the upper boundary between the high-φw (purple) and low-φw
(yellow) regions merges with the lower boundary. This indi-
cates that there is a maximum speed of particle creation that
allows surface wetting to occur.
To understand the phase diagram, we assume that the steady
state is achieved at t = ttot due to sufficiently fast cre-
ation/annihilation dynamics. In the case of Fig. 4(a), this as-
sumption is satisfied for τcre/τdiff . 1 since the dependence of
φw on the waiting time is very weak in this parameter region,
as exemplified in Fig. 4(b) for the case of τcre/τdiff = 0.1. If
τcre is shorter than a typical nucleation time, which is given
by [30] τnucl = C2τdiffeC3J with some constants C2 and C3, the
droplets will not develop and the surface wetting will not oc-
cur. Conversely, the condition for surface wetting is given as
τcre > τnucl, or
J < C3−1 ln
(
τcre
C2τdiff
)
. (4)
With a small C2 (' 0.1), Eq. (4) explains the upper bound-
ary in Fig. 4(a). The lowest τcre to observe surface wetting
can therefore be obtained by τcre = C2τdiffe2C3 . This result
indicates that the phase diagram of surface wetting under the
presence of protein degradation is similar to the case of mono-
tonic protein level increase, except that the nucleation-limited
step is prohibited in the fast turnover regime.
Discussion and conclusion. To discuss the relevance of
the effect of kinetics on the surface wetting in cells, let us
take typical values of the cell size as L = 20 µm, the diffu-
sion coefficient as D = 10 µm2/s, and the cell-cycle period
as ttot = 24 hours to represent the time scale of intracellular
4FIG. 4. (a) A color plot of the wetting fraction φw as a function of
the creation/annihilation time τcre and the interaction strength J in the
model including creation/annihilation processes [with colors used in
the same way as Fig. 3(b)]. The value of φw at each point is statisti-
cally averaged over 10 independent numerical simulations. We used
L = 30, ρsat = 0.1, and ttot/τdiff = 1800. (b) φw as a function of the
total time ttot (45 ≤ ttot/τdiff ≤ 1800) and the interaction strength J
for a fixed value of τcre/τdiff (= 0.1). The value of φw at each point
is averaged over 30 independent numerical simulations. The other
parameters are the same as in (a).
property change. The diffusion time from the cytoplasm to
the membrane is then estimated as τdiff = L2/D = 40 s. The
particle creation time, or the protein synthesis time, can be cal-
culated as τcre = τsat/Nsat if the saturation time τsat and the sat-
uration number of proteins Nsat are given. The ratio between
the cell-cycle period and the diffusion time is ttot/τdiff = 2160.
As a first example, let us consider a slow protein synthe-
sis and take τsat = 10 hours and Nsat = 100. In this case, we
obtain τcre = 360 s and τcre/τdiff = 9 ( 1), which, based on
Eq. (1), satisfies the condition for surface wetting regardless
of the interaction strength. As another example, we consider a
fast protein synthesis and take τsat = 1 hour and Nsat = 1000.
Then, we obtain τcre = 3.6 s and τcre/τdiff = 0.09 ( 1),
which, based on Eq. (3), is on the margin of surface wet-
ting condition depending on the interaction strength. As we
have seen, the particle annihilation by protein degradation
can work to prevent the surface wetting. Therefore, we pro-
pose that wettability of cellular and nuclear membrane sur-
faces may be regulated using changes in protein-protein inter-
actions by post-translational modifications and/or changes in
the speed of protein synthesis by gene expression regulation.
The presented arguments should hold generically for three-
dimensional cells since dimensionality does not change the
derivation of Eqs. (1) and (3).
In this Letter, we have studied a simple model of phase sep-
aration in the presence of particle creation and annihilation to
consider the wetting conditions in the intracellular environ-
ment. We have shown through the lattice model simulation
and theory that slow protein creation or moderate interaction
strength is required for surface wetting to be achieved when
the protein has its property to phase-separate in the bulk. Our
results demonstrate how the liquid droplets and their locations
in cells may not directly reflect the equilibrium phase even
when they are seemingly in steady state, which is directly rel-
evant in interpreting the images of dynamic cell membrane
wetting. It will be interesting to compare the phase diagram
with experiments with controlled protein synthesis to eluci-
date the details of the intracellular environment.
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