ABSTRACT This paper presents the latest progress on cloud RAN (C-RAN) in the areas of centralization and virtualization. A C-RAN system centralizes the baseband processing resources into a pool and virtualizes soft base-band units on demand. The major challenges for C-RAN including front-haul and virtualization are analyzed with potential solutions proposed. Extensive field trials verify the viability of various front-haul solutions, including common public radio interface compression, single fiber bidirection and wavelengthdivision multiplexing. In addition, C-RANs facilitation of coordinated multipoint (CoMP) implementation is demonstrated with 50%-100% uplink CoMP gain observed in field trials. Finally, a test bed is established based on general purpose platform with assisted accelerators. It is demonstrated that this test bed can support multi-RAT, i.e., Time-Division Duplexing Long Term Evolution, Frequency-Division Duplexing Long Term Evolution, and Global System for Mobile Communications efficiently and presents similar performance to traditional systems.
I. INTRODUCTION
The telecom industry has been witnessing a traffic explosion in recent years. It has been estimated that consumer Internet traffic is expected to increase over 1000 times by the year 2020 with over 50% of the traffic volume in file sharing. Unfortunately, operators will not see a proportionate increase in revenue. Instead, in order to accommodate such a data explosion, traditional operators have to invest in more infrastructure, significantly increasing total costs. This not only increases total cost of ownership (TCO) but also complicates maintenance with several networks such as 2G, 3G and 4G co-existing with each other. In addition, system upgrades will become far more challenging when new technologies such as 5G are introduced into the multi-network environment [1] .
Traditional radio access network architecture is facing various challenges in the 4G era and beyond. First, traditional network deployment usually requires a separate room per site with supporting facilities such as air-conditioning to accommodate the base station (BS) or base-band unit (BBU). This form of deployment is becoming increasingly difficult since available real estate is becoming scarcer and rental costs are increasing. Furthermore, it could be foreseen that this issue would become more severe when heterogeneous networks with a high density of small cells begin to prosper.
Second, interference problems in current LTE networks are much more severe than in 2G and 3G networks due to a larger number of small-cells in order to facilitate higher data capacity. In order to mitigate this interference, collaborative radio techniques such as Coordinated Multi-Point (CoMP) [2] have been proposed. However, efficient CoMP algorithms such as Joint Transmission (JT) cannot achieve maximum performance gain with traditional X2 interface LTE architecture due to high latency and low bandwidth [3] , [4] . Last but not least, power consumption is another concern for operators as both the carbon footprint and energy costs of the network increase. It is pointed out in [6] that a large percentage of power consumption in mobile networks comes from radio access networks (RAN). As a result, saving energy in the network's RAN directly lowers the OPEX of the network.
C-RAN, which is proposed by the China Mobile Research Institute and stands for Centralized, Collaborative, Cloud and Clean RAN [5] , [7] , is a new type of RAN architecture to help operators address the aforementioned challenges. A C-RAN system centralizes different baseband processing resources to form a single resource pool such that the resource can be managed and dynamically allocated on demand. C-RAN has several advantages over traditional base-station architecture, such as increased resource utilization, lower energy consumption and decreased interference (better support for CoMP implementation).
The C-RAN architecture was first proposed in 2009 with further investigations and subsequent trials by joint operators and academic consortia. In South Korea, SK Telecom and Korea Telecom, the two biggest carriers, adopted the C-RAN centralization method to deploy commercial LTE networks. In Japan, DoCoMo has announced their plan of C-RAN implementation in deploying their LTE-A networks. At the same time, several C-RAN projects have been initiated in many organizations such as Next Generation Mobile Networks (NGMN), European Commission's Seventh Framework Programme (EU 7FP), etc. For example, in NGMN a dedicated C-RAN project P-CRAN was founded in 2010 [8] . Led by China Mobile and received extensive supports from both operators and vendors including KT, SKT, Orange, Intel, ZTE, Huawei and AlcatelLucent, this project aimed at promoting the concept of C-RAN, collecting requirements from operators and helping build the ecosystem. The project was closed at the end of 2012, releasing four deliverables to the industry. Through the deliverables, the advantages of C-RAN in saving TCO cost and speeding up site construction are well understood. In 2013 NGMN extended the study on C-RAN in a C-RAN work stream under the project of RAN Evolution. On the basis of previous C-RAN projects, this work stream aims at further detailed study on key technologies critical to C-RAN implementation, including BBU pooling, RAN sharing, function split between the BBU and the RRU, and C-RAN virtualization. In addition, there are several C-RAN related projects under EU FP7. For example, the iJOIN project deals with the interworking and joint design of an open access and backhaul network architecture for small cells on cloud networks [9] . Another project, Mobile Cloud Networking (MCN) aims at exploiting Cloud Computing as infrastructure for future mobile network deployment, operation and innovative value-added services [10] .
C-RAN is not only applicable for existing wireless networks but also an essential element for future 5G systems [1] . C-RAN is supposed to be able to accommodate and facilitate several 5G technologies such as Large Scale Antenna Systems (LSAS), full duplex, ultra-dense networks and so on, mainly thanks to its inherent centralization nature as well as the flexibility and scalability of a cloud-based implementation [6] .
This paper discusses and presents recent C-RAN development and deployment endeavors within China Mobile (CMCC). In Section II, the C-RAN concept and its features will be described in more detail. Critical challenges to a successful C-RAN realization are covered in Section III. Section IV presents field trial results and a GPP-based C-RAN test bed is introduced in Section V, followed by the conclusion in Section VI.
II. C-RAN BASICS
This section gives a basic introduction of the C-RAN concept, features and advantages. 
A. THE CONCEPT OF C-RAN
With distributed BSs as the basic component, a C-RAN system centralizes different baseband processing resources together to form a pool so that resources could be managed and dynamically allocated on demand on a pool level. Fig. 1 shows the C-RAN architecture, which consists of three parts.
• Base-band Unit (BBU) pool: A BBU pool is located at a centralized site and consists of time-varying sets of ''soft'' BBU nodes. A soft BBU is a BBU instance in a traditional network where processing resources and capabilities are dynamically allocated and reconfigured based on real-time conditions (e.g. traffic status).
• Remote Radio Unit (RRU) networks: RRUs will be the same as in traditional systems to provide basic wireless signal coverage.
• Transport networks. A transport network provides a connection between a BBU instance in a pool and the RRU. It could be of different forms depending on the scenario. Some examples include direct fiber connection via dark fiber, microwave transmission and fiber transport networks. VOLUME 2, 2014
B. FEATURES AND ADVANTAGES OF C-RAN
Although C-RAN appears to nothing more than the centralization of BBUs, centralization is just the first step toward a complete C-RAN:
• BBU Centralization: This is the most basic feature of C-RAN.
• Advanced Technology Facilitation: A prerequisite for a pool in C-RAN is an inter-connection switching network of high bandwidth and low latency. This switching mechanism realizes interconnections of different computation nodes and enables efficient information exchanges among them. As a result, many technologies that are difficult to implement in traditional architectures, especially joint processing and cooperative radio, will become viable in a C-RAN context. In this way, the system performance can be improved greatly.
In Section IV, we will demonstrate notable CoMP gain under C-RAN architecture through both simulation and field trials.
• Resource Virtualization/Cloudification: Unlike traditional RAN systems in which computation resources are limited within one BBU and therefore cannot be shared with other nodes, in C-RAN these resources are aggregated on a pool level and can be flexibly allocated on demand. This feature, similar to the cloud and virtualization concept in data centers, is called resource ''cloudification''. It will improve not only resource utilization efficiency but also power consumption.
• ''Soft'' BBU: Traditional wireless equipment are developed based on proprietary platforms and possess only ''hard'' fixed capabilities designed for carrying peak traffic. While in C-RAN BBU pool, through resource cloudification, a BBU is of soft form, which means that the capability of a soft BBU could be dynamically reconfigured and adjusted. In this way, resource utilization efficiency can be greatly increased.
• Facilitation of service deployment on the edge: a C-RAN network covers a larger area and serves more users than traditional single base station. Making use of this, it is possible to move services to or directly deploy new services on the RAN side. In this way, the user experience could be improved and backhaul pressure could be relieved.
III. CHALLENGES AND POTENTIAL SOLUTIONS FOR C-RAN
C-RAN is designed to not only address deployment issues but also improve spectral efficiency (e.g. via collaborative radio or joint processing techniques) as well as energy efficiency (e.g., via resource cloudification). Some features such as centralization are relatively easy to realize while other features such as resource cloudification require long-term development. This section analyzes the major challenges for C-RAN implementation and realization and proposes potential solutions.
A. FIBER RESOURCE CHALLENGE BY CENTRALIZATION
For simplicity, front-haul is defined in the paper as the link between BBUs and RRUs. Typical examples of front-haul protocol include Common Public Radio Interface (CPRI) [11] and Open Base Station Architecture Initiative (OBSAI). Centralization is the critical first step required in order to realize all the other features of C-RAN. Centralization aggregates different BBUs (typically several dozens or several hundred carriers) into one central office with shared facilities. The key challenge for centralization is that it requires a large number of fiber resources if using a dark fiber solution, i.e. direct fiber connection. The issue can be illustrated by the following example. In a TD-LTE system with 20MHz bandwidth and RRUs equipped with 8 antennas (most common scenario in the CMCC network), the CPRI data rate between one BBU and one RRU for one TD-LTE carrier transmission is as high as 9.8Gbps. When considering both UL and DL, 4 fiber connections would be required with 6Gbps optical modules. Since usually one site consists of three sectors with each supporting at least one carrier, the number of fiber connections for one site is as high as 12, which is difficult to achieve for most operators due to limited fiber resources.
In order to overcome the fiber disadvantage in a centralization implementation, various solutions have been proposed. Some are mature enough while others are still in the early stage of development.
Compression techniques are the first steps taken to reduce fiber consumption. There are various kinds of compression techniques such as non-linear quantization and IQ data compression with a lossless 2:1 compression ratio [12] . Another solution is Single Fiber Bi-direction (SFBD) which allows simultaneous transmission of UL and DL on the same fiber. SFBD could further reduce the usage of fiber by another 50%. As a result, when combining SFBD with compression, fiber resources can be reduced 4-fold with lossless performance.
Another method to reduce fiber consumption is to introduce new transport nodes for front-haul transmission. This includes wavelength-division multiplexing (WDM) and microwave transmission. WDM can carry dozens of carriers on a single fiber but may introduce additional delay and noise jitter, requiring careful design and implementation. In addition, microwave transmission may come to play a role as the last 100 meter front-haul solution for the scenarios where it is too expensive or even impossible to deploy fiber.
B. APPLICATION OF CLOUD COMPUTING AND VIRTUALIZATION
C-RAN's core feature is resource cloudification in which processing resources can be dynamically allocated to form a soft BBU entity. Given current vendors' proprietary and closed platforms, it is advantageous to develop a new BBU platform based on virtualization technology found in modern data centers. One suitable method of network virtualization is to use network function virtualization (NFV) which ''consolidate{s} many network equipment types onto industry standard high volume servers, switches and storage, which could be located in Data centers, network nodes and in the end user premises'' [13] .
A new reference system architecture that uses concepts from data center virtualization technologies is proposed in order to realize base station virtualization. As shown in Fig. 2 , the baseband resource pools are deployed on multiple standard IT servers. On each physical server there is an additional dedicated hardware accelerator for the computation-intensive physical layer function processes. The additional hardware accelerator design is required to meet the strict real-time requirements for wireless signal processing. The L2/L3 functionalities are implemented via Virtual Machine (VM) in a virtualization environment. Additional user applications such as Web Cache can be also deployed on the open virtualized platform.
Despite the conceptual simplicity of virtualization, the actual implementation is more difficult. Wireless communication is distinct from IT data centers in that wireless communication has extremely strict requirements for real-time processing. For example, for Time-Division Duplexing Long Term Evolution (TDD-LTE) systems it is required that an ACK/NACK must be produced and sent back to the UE/eNB within 3ms after a frame is received. Traditional data center virtualization technology cannot meet this requirement. Therefore, applying virtualization to the base station requires careful design and special optimization on key function blocks. In particular, some challenges are identified as below.
• Optimization of operating systems and the hypervisor in order to meet the requirements of real-time mobile signal processing, i.e. real-time operating system (RT-OS) and real-time Hypervisor with minimal and stable latency and jitter as well as optimum virtualization overhead.
• Optimization of virtualization management functions to fulfill the real-time constrains, e.g. VM live migration and dynamic resource orchestration with real-time signal processing.
• I/O virtualization to improve the VM's I/O performance and its compatibility with live migration.
• Design on virtualization granularity, taking into account various factors such as the correspondence between the VM and carrier and the requirements on carrier cooperation. The readers can refer to [6] for a more detailed description of the challenges on virtualization implementation.
In the following sections, we will present our latest activities and progress in addressing the challenges in centralization and virtualization.
IV. FIELD TRIALS ON C-RAN CENTRALIZATION
The first step toward C-RAN is BBU centralization which is relatively easy to implement and can be tested with existing 2G, 3G and 4G systems. In the past few years extensive field trials have been carried out in more than 10 cities in China using commercial 2G, 3G and pre-commercial TD-LTE networks with different centralization scale. The main objective of C-RAN deployment in 2G and 3G is to demonstrate the deployment benefits of centralization, including speed-up of site construction and power consumption reduction. One example of the trial is in the city of Changchun where 506 2G BSs in five counties were upgraded to a C-RAN-type architecture, i.e. centralized into several central sites. In the largest central site, 21 BSs were aggregated to support 101 RRUs with total of 312 carriers. It was observed that power consumption is reduced by 41% due to shared air-conditioning. In addition system performance in terms of call drop rate as well as downlink data rate was enhanced using multiple-RRU-co-cell technologies. For the results and benefits by centralization in 2G and 3G trials, readers could be referred to [5] , [7] .
In this section, we will present the field trials in TD-LTE C-RAN from 2013 to very recently. These field trials mainly focused on validation of various front-haul solutions, including CPRI compression, SFBD and WDM, as well as the CoMP gain in C-RAN systems.
A. FIELD TRIALS ON CENTRALIZATION TO VERIFY CPRI COMPRESSION AND SFBD
The trials were carried out in three cities with similar configurations to each other as shown in Table 1 . In this trial, commercial eNBs and EPCs are used together with test UEs.
TABLE 1. System configuration of TD-LTE C-RAN field trial.
Taking one field trial in the city of Chengdu as an example: in the trial, 12 sites, i.e. 36 TD-LTE carriers are centralized. If using a dark fiber solution, one carrier requires 4 fiber cores with 6Gbps optical modules as the CPRI data rate is as high as 9.8Gbps. As the result, the total number of fiber cores needed is 36*4 = 144. In this trial, we adopted CPRI compression with 2:1 compression ratio and SFBD, with which only one fiber core is needed for one carrier. Thus, altogether 36 fiber cores are needed. It can be seen that compared with dark fiber, the saving on fiber resource is fourfold.
To evaluate the potential impact on radio performance by CPRI compression, extensive test cases, including handover, throughput, user-plane latency, control-plane latency and so on were performed to compare the system performance with and without the two technologies. Two examples of test cases are shown in Table 2 and 3, in which coverage as well as throughput are compared It can be seen the performance difference is almost negligible There is little degradation due to compression.
B. FIELD TRIALS TO VERIFY WDM FRONT-HAUL SOLUTION
In order to verify the CPRI over WDM front-haul solution and the uplink CoMP performance in a real network, we set up another C-RAN network in China Mobile's TD-LTE commercial networks. A dense urban area was selected for this trial. The system configuration is similar to the one in the previous subsection except that the RRUs in this trial are the 2-antenna type. Therefore, the CPRI data rate is 2.5Gbps. As shown in Figure 2 , there are totally 7 sites centralized. To save fiber resources, WDM equipments are introduced. The 7 sites, i.e. 21 carriers are connected in two WDM rings, as shown in Fig. 3 . It should be pointed out that from a capacity perspective, the WDM equipments in the trial can support up to 12 10Gbps or 2.5Gbps wavelengths. In other words, one such WDM ring can support 12 LTE carriers. The total length of the two WDM rings is 20 kilometers. Fig. 4 is the picture of the centralized baseband and WDM equipment in the C-RAN central office. The benefits and potential impact on system performance by WDM are carefully examined with the following results.
With the WDM solution in this trial, one pair of fiber cores is needed for each ring, resulting in 4 fiber cores consumed in total. Compared with a dark fiber solution which requires 42 fiber cores (21 carriers, UL and DL), WDM reduces fiber consumption significantly.
The processing delay of the WDM nodes is an important metric of WDM performance. If it is too large, it may impact CPRI transmission. In this trial the processing delay is tested to find that the latency is less than 1us, which is small enough to have no impact on CPRI transmission.
Another key feature of the WDM solution is the protection switch capability. The operators' requirement in this is less than 50ms. In this field trial the fiber is pulled out to simulate the link failure and to trigger the automatic link switch. It is found that the switch time is less than 30ms, meeting operators' requirement.
In addition to the performance of the WDM network itself, we further tested the whole wireless system performance in terms of throughput, coverage, end to end latency, handover success rate and so on, the same as in previous field trial for compression and SFBD. The key finding is that all the performance metrics are almost the same with or without WDM. The trial results show no impact on radio performance with WDM front-haul. For example, Fig. 5 compares downlink and uplink throughput CDF with and without WDM front-haul. The results show very similar throughput performance. Table 4 shows the comparison of user plane ping delay with 32 Byte packages with and without WDM front-haul. The results also indicate similar user plane delay performance. We also tested the handover success rate and the handover latency with the results shown in Table 5 and  Table 6 . It can be seen that the handover signaling latency is almost the same for both with and without the WDM case. In addition, the handover rate is also the same. Finally, it is worth pointing out that the network has been working well for 3 months as a commercial network with no critical failures.
C. FIELD TRIALS TO VERIFY UL COMP IN C-RAN
LTE networks suffer from severe interference issues. Uplink CoMP has the potential to improve uplink capacity and reduce inter-cell interference by jointly processing the received signals from more antennas of the adjacent nodes.
Uplink CoMP needs real-time operation with a great amount of data exchange among cells and requires centralized data processing. Intra-site CoMP is the easiest to deploy in contemporary networks and there is no need to update radio network architecture with sufficient coordination between cells of the same eNodeB. Inter-site CoMP and heterogeneous deployment require ideal backhaul support (fiber) to guarantee low delay, low jitter and high capacity CPRI transport from the RRUs to the centralized baseband. Therefore inter-site CoMP and CoMP in heterogeneous networks highly depend on the C-RAN architecture.
Based on the same C-RAN network with WDM as described in previous section, we further demonstrated the inter-site UL CoMP gain that C-RAN can help to achieve. We tested UL CoMP in the Ring 1 coverage area (Fig. 3) , where the inter-site distance is around 1 kilometer. 6 cells are selected as one collaborative cluster out of which two cells can be dynamically chosen to perform intra-or intersite UL CoMP. In order to emulate real network scenarios, we allocated 5 interfering users in the surrounding cells with full buffer 50% RB (Resource Block) UL traffic. After we turned on all the interfering users, the IoT (Interference over Thermal) in the test area increased 13∼16dB.
During the test, one test user walked around the test area with full buffer uplink traffic. Uplink throughput, serving cell RSRP as well as supporting cell RSRP are captured. Fig. 6 shows the uplink CoMP trial results. Fig. 6 (a) is the absolute uplink throughput comparison and Fig. 6 (b) is the uplink CoMP throughput gain. The results indicate that uplink CoMP has good potential to strengthen the uplink signal and suppress interference. It shows that uplink CoMP gain can reach 40∼100% in the weak coverage area (that is the area where RSRP is lower than −95dBm), and in some areas the gain can exceed 100%. Because of the interference, the uplink throughput cannot reach its peak in high coverage areas (e.g. where RSRP higher than −90dBm) when there is no uplink CoMP. Uplink CoMP can bring a 1∼2 Mbps throughput boost and results in a 20∼50% throughput gain at this area.
V. ACCELERATOR-AND GPP-BASED PROTOTYPE DEVELOPMENT OF VIRTUALIZED C-RAN
As pointed out in Section II, the core feature for C-RAN is resource cloudification. One solution to realize this to adopt virtualization technologies. Since the technology of virtualization is mostly deployed on a general purpose platform (GPP) such as Intel x86 architecture, it is natural to introduce GPPs as a viable C-RAN deployment platform.
To validate C-RAN technical and business feasibility, we set up a Global System for Mobile Communications (GSM)/TD-LTE/Frequency-Division Duplexing Long Term Evolution (FDD-LTE) converged C-RAN Proof of Concept (PoC) test bed in the lab. The test bed was developed based on standard IT servers of x86 architecture. Fig. 7 shows the end-to-end architecture of the test bed. From the figure it can be seen that three Radio Access Technologies, i.e. TD-LTE, FDD-LTE and GSAM can be supported simultaneously. For TD-LTE, a dedicated hardware accelerator called the basebandassisted element (BAE) is used to process partial physical layer functions including FFT, channel coding and decoding. The remaining L1 functions as well as L2 and L3 of TD-LTE are all implemented as virtual machines in the IT servers. As for GSM and FDD-LTE, they are implemented with traditional DSP solutions with baseband cards connected with the platform via Ethernet interfaces.
The common processing units as shown in Fig. 7 are standard IT servers. The servers process L3 function for TD-LTE and O&M functions for TD-L, FDD-LTE and GSM. In the common processing units all the functions such as the TD-LTE L3 are implemented all in forms of virtual machines. In the modem units, as shown in Fig. 7 , IT servers are also used to process partial TD-LTE L1 and the whole TD-LTE L2 protocols in the form of VMs. In addition, CPRI PCIe plug-in cards are equipped for TD-LTE CPRI link termination. It is worth pointing out that in our demo, the realization of all the other functional blocks in TD-LTE with the exception of the accelerator is based on commercial protocol stacks. Some more detailed configuration of the test bed is as follows.
• Basic configuration:
-90 TD-LTE cells, one carrier per cell, 20MHz bandwidth 2.6GHz frequency spectrum with 2 antennas, 3GPP R8 compatible -15 LTE FDD cells, one carrier per cell, 20MHz bandwidth 19GHz frequency spectrum with 2 antennas, 3GPP R8 compatible -72 GSM TRX,1800MHz frequency spectrum with 6/6/6 per BTS
• BBU platform: IT Server (Xeon 2.G, 2 CPUs, 8 cores per CPU) + BAE, commercial TD-LTE L1/L2/L3 protocol stack, no IPSec
• Virtualization implementing environment: Real-time Linux, real-time KVM hypervisor with special optimization and oVirt-based management systems;
• Others: Test UE, RRH 2 × 20W, commercial EPC Since the baseband implementations of GSM and FDD-LTE are realized in traditional way, we then mainly focus our tests on the TD-LTE systems, which are implemented with virtualization on IT servers. We have performed extensive tests from different perspectives.
The prototype is first tested from functional perspective. A GSM call is made between two commercial GSM UEs while at the same time several LTE terminals, including TDD-LTE and TD-LTE terminals, are accessing the LTE VM and downloading files. The services run well for at least 1 hour. To evaluate the capability of GPP in terms of the processing of wireless stacks, we then evaluated the processing benchmark for TD-LTE L1 functions and show the results in Table 7 . The figures for the 2-antenna case are tested based on the platform while those for the 8-antenna case are estimated with the same configuration.
From Table 7 , it can be seen that the processing time for some module functions such as modulation and HARQ Merge are irrelevant to the number of antennas while some are not. IRC and MIMO are the two components which consume the most CPU resources with the high processing time. With the configuration and the evaluation results in the be further calculated that on average around 2.5 CPU cores are required for one 8-antenna cell to meet the commercial capacity requirement.
We also tested the air interface KPI by using and Agilent 89600 VSA analyzer to catch the air interface signal. As shown in Fig. 8 64 QAM Constellation Diagram for TD-LTE, each physical channel is decoded successfully, which demonstrated that the PoC stack is fully 3GPP R8 compliant.
Peak user throughput is also tested with the results shown in Fig. 9 . For TD-LTE with virtualization implemented based on GPPs, the peak throughput is as high as 112.5Mbps on average. It is worth pointing out that even with commercial TD-LTE products the peak throughput is around 120Mbps. The difference is very small, which is mainly due to considerable optimization of every key component, including the operating system, hypervisor and so on.
VI. CONCLUSION
From simple BBU stacking to resource cloudification, C-RAN can benefit both operators and customers by reducing energy consumption and improving spectral efficiency. On the road towards complete C-RAN realization, there lie major two challenges: efficient front-haul solutions to centralization and virtualization implementation to realize resource cloudification.
In this paper we first presented our latest field trials of C-RAN centralization. It is successfully verified that combining CPRI compression with a 2:1 compression ratio and Single Fiber Bi-direction technologies, the fiber consumption can be reduced fourfold compared to a dark fiber solution. In addition, theCPRI over WDM front-haul transport solution shows ideal performance in the C-RAN field trial with no impact on radio performance. WDM would be one of the dominant solutions for future large-scale C-RAN deployment.
We also demonstrated the UL CoMP gain was achieved with a C-RAN architecture through the field trials. The results indicate that uplink CoMP can effectively suppress the interference of neighboring cells and efficiently enhance the uplink signal strength. The uplink CoMP gain is 20∼50% at good coverage areas and can reach 50∼100% at cell edge areas.
To verify the feasibility of the use of GPPs and the NFV implementation, a prototype is developed with the ability to support as many as 90 TD-LTE carriers, 15 FDD-LTE carriers and 72 GSM carriers. This GPP based C-RAN test bed with L1 accelerators demonstrated a similar level of performance to the traditional DSP/FPGA based systems, which gives a positive indication for BBU evolution towards standard IT platforms.
