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SUMMARY
In this paper, we propose a variational multiscale finite-element approximation for the incompressible
Navier–Stokes equations using the Boussinesq approximation to model thermal coupling. The main feature
of the formulation in contrast to other stabilized methods is that we consider the subscales as transient.
They are solution of a differential equation in time that needs to be integrated. Likewise, we keep the
effect of the subscales both in the nonlinear convective terms of the momentum and temperature equations
and, if required, in the thermal coupling term of the momentum equation. Apart from presenting the main
properties of the formulation, we also discuss some computational aspects such as the linearization strategy
or the way to integrate in time the equation for the subscales. Copyright q 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Thermally coupled incompressible flows are of particular interest from the numerical point of view
for different reasons. Apart from their obvious practical interest, very often these flows exhibit
instabilities and even transition to turbulence in situations that, in spite of their complexity, are
easier to analyse than for isothermal flows. The numerical modelling of these instabilities that take
place in rather simple cases is an excellent test for numerical formulations.
In this paper, we propose a finite-element formulation for thermally coupled flows based on the
variational multiscale formalism [1]. The basic idea is to split the unknowns, velocity, pressure and
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temperature, into their finite-element component and a subgrid scale component, hereafter referred
to as subscale. The particular approximation used for these subscales defines the numerical model.
The main feature of the model we propose is that we consider the subscales time dependent and that
we keep their effect in all the terms of the equations to be solved, both the nonlinear convective
terms of the momentum and the heat equation and in the coupling term due to the Boussinesq
model.
The basic formulation for isothermal incompressible flows is described in [2]. As it is explained
there, considering the subscales time dependent and tracking them along the iterative process to
deal with the nonlinear terms has several benefits, such as a better performance in time of the final
formulation, the conservation of momentum or the possibility to model turbulence. In this paper,
we extend the formulation to thermally coupled flows using the Boussinesq approximation and
discuss some implementation aspects of the formulation not touched in [2].
The need to stabilize the standard Galerkin finite-element approximation comes from two main
sources, namely, the wish to use equal velocity–pressure interpolations and to deal with convection-
dominated flows. As it is now well known, both sources of instability can be overcome by using
stabilized formulations. However, the main interest of this paper is not to explain how the stabilized
formulation employed here allows to use equal interpolations or is able to avoid convection insta-
bilities. Our main concern is to explain how to consider dynamic subscales (DS), how to integrate
them in time and how to track them along the iterative process, accounting in particular for the
coupling of heat and momentum equations.
The paper is organized as follows. In Section 2, we present the numerical model and describe its
basic features. This section is a summary of the results presented in [2], together with an extension
of the formulation to thermally coupled flows. Section 3 discusses some implementation issues
of the formulation. In particular, we describe how to deal with the subscales along the iterative
process, some possibilities to integrate them in time and some simplifications in order to reduce
the cost of their storage. Two numerical examples are presented in Section 4, both of them are
two-dimensional. They involve two situations of thermally coupled flows that display a bifurcation
of the solution due to the instability of the basic flow. One of them is the classical Rayleigh–Benard
instability coupled with a Poiseuille flow, which leads to a transient flow even if the bifurcation is
of stationary type. The second example is the classical flow in a cavity with differentially heated
vertical walls. When the Prandtl number is small, the flow exhibits a Hopf bifurcation that leads to
an oscillating flow pattern. The paper concludes in Section 5 with some final remarks and comments.
2. THE NUMERICAL MODEL
2.1. Continuous problem
Let ⊂Rd , with d = 2, 3, be the computational domain in which the flow takes place during
the time interval [0, T ], and let  be its boundary. The initial and boundary value problem to be
considered consists in finding a velocity field u, a pressure p and a temperature ϑ such that
t u + u · ∇u − u + ∇ p + gϑ = f + gϑ0 in , t ∈ (0, T )
∇ · u = 0 in , t ∈ (0, T )
tϑ+ u · ∇ϑ− ϑ = Q in , t ∈ (0, T )
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u = 0 on , t ∈ (0, T )
u = u0 in , t = 0
ϑ = 0 on , t ∈ (0, T )
ϑ = ϑ0 in , t = 0
In these equations,  is the kinematic viscosity,  the thermal diffusivity,  the thermal expansion
coefficient, f the external body forces, ϑ0 the reference temperature, g the gravity acceleration vector,
Q the heat source and u0 and ϑ0 the initial conditions for velocity and temperature, respectively.
For simplicity in the exposition, we have assumed homogeneous Dirichlet boundary conditions for
both velocity and temperature.
To define the functional setting, let H1() be the space of functions such that they and their
first derivatives belong to L2() (that is, they are square integrable), and let H10 () be the sub-
space of functions in H1() vanishing on the boundary. Let also Vst = H10 ()d , Qst = L2()/R,
st = H10 () and define V = L2(0, T ; Vst), Q = L1(0, T ; Qst) (for example) and = L2(0, T ;
st), where L p(0, T ; X) stands for the space of functions such that their X norm in the spatial
argument is an L p(0, T ) function in time, that is, its pth power is integrable if 1p<∞ or bounded
if p =∞.
The weak form of the problem consists in finding (u, p,ϑ)∈ V × Q ×, such that
(t u, v) + 〈u · ∇u, v〉 + (∇u,∇v) − (p,∇ · v) + (gϑ, v)=〈f, v〉 + (gϑ0, v) (1)
(q,∇ · u)= 0 (2)
(tϑ,) + 〈u · ∇ϑ,〉 + (∇ϑ,∇)=〈Q,〉 (3)
for all (v, q,)∈ Vst × Qst ×st, where (·, ·) denotes the L2() inner product and 〈 f, g〉 :=∫
 f g d when functions f and g are such that the integral is well defined.
The dimensionless numbers relevant to this problem are
Re := LU

Reynolds number
Pe := LU

Pe´clet number
Gr := |g|L
3ϑ
2
Grashof number
Pr := 

Prandtl number
Ra := |g|L
3ϑ

Rayleigh number
Fr := U
2
|g|ϑL Froude number
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where L is the characteristic length of the problem, U the characteristic velocity and ϑ the
characteristic temperature difference. When U cannot be determined by the boundary conditions,
for example, because zero velocities are prescribed, U = /L can be taken. These numbers are
related by Ra = Gr Pr, Fr = Re2 Gr−1 and Re = Pe Pr−1.
2.2. Scale splitting and space-discretized problem
Let us consider a finite-element partition {e}, e = 1, . . . , ne, of the computational domain , from
which we can construct finite-element spaces for velocity, pressure and temperature in the usual
manner. We will denote them by Vh ⊂ Vst, Qh ⊂ Qst and h ⊂st, respectively, and, to simplify
the exposition, we will assume that they are all built from continuous piecewise polynomials of the
same degree k.
The basic idea of the multiscale approach, we will follow [1], is to split the continuous un-
knowns as
u = uh + u˜ (4)
p = ph + p˜ (5)
ϑ=ϑh + ϑ˜ (6)
where the components with subscript h belong to the corresponding finite-element spaces. The
components with a tilde belong to any space such that its direct sum with the finite-element space
yields the functional space where the unknown is sought. For the moment, we leave it undefined.
These additional components are what we will call subscales. Each particular variational multiscale
method will depend on the way the subscales are approximated. However, our main focus in
this work is not how to choose the space of subscales (in our case for velocity, pressure and
temperature), but to explain the consequences of considering these subscales time dependent, and
therefore requiring to be integrated in time. Likewise, we will keep the previous decomposition
(4)–(6) in all the terms of (1)–(3). The only approximation we will make for the moment is to
assume that the subscales vanish on the interelement boundaries, e. This happens, for example,
if they are approximated using bubble functions [3], or if one assumes that their Fourier modes
correspond to high wave numbers, as it is explained in [4].
Substituting (4)–(6) into (1)–(3), taking the test functions in the corresponding finite-element
spaces and integrating some terms by parts, and using the fact that u = uh + u˜ is divergence free,
it is found that
(t uh, vh) + 〈uh · ∇uh, vh〉 + (∇uh,∇vh) − (ph,∇ · vh) + (gϑh, vh)
−〈u˜, hvh + uh∇ · vh〉 + (t u˜, vh) + 〈u˜ · ∇uh, vh〉 − 〈u˜, u˜ · ∇vh〉
− ( p˜,∇ · vh) + (gϑ˜, vh)=〈f, vh〉 + (gϑ0, vh) (7)
(qh,∇ · uh) − (u˜,∇qh)= 0 (8)
(tϑh,h) + 〈uh · ∇ϑh,h〉 + (∇ϑh,∇h) − 〈ϑ˜, hϑh + uh · ∇h〉
+ (t ϑ˜,h) + 〈u˜ · ∇ϑh,h〉 − 〈ϑ˜, u˜ · ∇h〉= 〈Q,h〉 (9)
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which must hold for all test functions (vh, qh,h)∈ Vh × Qh ×h . The subindex h in the Laplacian
denotes that it is evaluated elementwise.
The first row in (7) corresponds to the terms arising from the classical Galerkin approximation
of the momentum equation (except for the term due to external forces). Once the velocity subscale
is approximated, the first term in the second row provides additional terms that appear in classical
stabilized finite-element methods (see, for example, [5]). The rest of the terms are non-standard, in
the sense that they are usually neglected. One of our purposes here is to discuss the implications of
these terms. The last row in (7) comes from the contribution of pressure and temperature subscales
and the contribution from the external forces. It is rather standard to take the pressure subscale into
account, but to study the effect of the temperature subscale is one of the objectives of one of our
numerical experiments.
In the left-hand side of (8) the first term is the classical Galerkin contribution, whereas the second
provides (pressure) stability once the velocity subscale is approximated.
Similar comments to those made for (7) apply to (9). The first three terms of the first row
correspond to the classical Galerkin approximation (except for the heat source), the last term of
the first row provides stability in convection-dominated flows when the temperature subscale is
approximated and, finally, the three terms in the left-hand side of the second row are non-standard,
and come from the fact that subscales are never neglected in the previous equations (except for
the fact that they are assumed to vanish on the interelement boundaries, as it has been already
mentioned).
Equations (7)–(9) can be understood as the projection of the original equations onto the finite-
element spaces of velocity, pressure and temperature. The equations for the subscales are obtained
by projecting onto their corresponding spaces, that is, by taking the test function v˜ in the space of
subscales instead of in the finite-element space as in (7)–(9). If P ′ denotes the projection onto any
of the subscale spaces (for velocity, pressure, or temperature), these equations are
P ′[t u˜ + (uh + u˜) · ∇u˜ − u˜ + ∇ p˜ + gϑ˜]= P ′(Ru) (10)
P ′(∇ · u˜)= P ′(Rp) (11)
P ′[t ϑ˜+ (uh + u˜) · ∇ϑ˜− ϑ˜]= P ′(Rϑ) (12)
where
Ru = f + gϑ0 − [t uh + (uh + u˜) · ∇uh − huh + ∇ ph + gϑh]
Rp = −∇ · uh
Rϑ = Q − [tϑh + (uh + u˜) · ∇ϑh − hϑh]
are the residuals of the finite-element unknowns in the momentum, continuity and heat equation,
respectively. Equations (10)–(12) need to be solved within each element and, as we have as-
sumed, considering homogeneous velocity and temperature Dirichlet boundary conditions. Note that
(7)–(9) could have been written in a similar way just replacing P ′ by Ph , the projection onto the
appropriate finite-element space, and changing the role of subscales and finite-element unknowns.
It is not our purpose here to discuss how to approximate (10)–(11) which, in fact, is the essence
of the different stabilized finite-element methods that can be found in the literature. We will adopt
a simple approximation that can be found, for example, in [4] and references therein. Our main
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concern, as in the reference just mentioned, is to keep the time dependence of the subscales,
as well their nonlinear effects. When their time derivative is neglected, we will call them quasi-
static, whereas otherwise we will call them dynamic.
Using the same arguments as in [4], now extended to thermally coupled flows, we propose to
compute the subscales within each element of the finite-element partition as solution to
t u˜ + 1
1
u˜ = P ′(Ru) (13)
1
2
p˜ = P ′(Rp + 1t Rp) (14)
t ϑ˜+ 1
3
ϑ˜= P ′(Rϑ) (15)
where the stabilization parameters 1, 2, and 3 are computed as
1 =
(
c1

h2
+ c2 |uh + u˜|h
)−1
(16)
2 = h
2
c11
= + c2
c1
h|uh + u˜| (17)
3 =
(
c1

h2
+ c2 |uh + u˜|h
)−1
(18)
where h is the element size and c1 and c2 are algorithmic constants (we have adopted c1 = 4 and
c2 = 2 in the numerical experiments).
The approximation adopted for the subscales could certainly be improved, for example, by trying
to relax the assumption that they vanish on the interelement boundaries or by trying to model the
coupling between the three equations in play (momentum, continuity, and heat) in one way or
another. However, our interest here is only to analyse the effect of considering the subscales time
dependent and taking into account their contribution in the nonlinear terms. In particular, it is
important to remark that (13) is nonlinear, both because the velocity subscale contributes to the
advection velocity and because the stabilization parameter 1 depends also on the velocity subscale,
as Equation (15) and the stabilization parameter 3. Likewise, (13) depends on the temperature
subscale, and therefore the velocity–temperature coupling is naturally accounted for.
Even though it is not our purpose to use an ‘accurate’ approximation to the subscales, in some
cases we have found convenient to include the time derivative of Rp in the approximation (14)
of the pressure subscale. This term was neglected in [4], but in some situations it is crucial to
improve pressure stability. This time derivative arises naturally if one takes the divergence of the
exact momentum equation to obtain a pressure Poisson equation for the pressure subscale and then
approximates this pressure equation within each element.
It is observed that in (13)–(15) we have kept the projections P ′ in the right-hand side terms.
Basically, two different options can be considered. Classical stabilized finite-element methods
are recovered by taking P ′ = I (the identity), whereas if P ′ = P⊥h = I − Ph , Ph being the L2-
projection onto the appropriate finite-element space, the subscales turn out to be orthogonal to
this finite-element space. The resulting formulation is termed as orthogonal subscales stabilization
in [4].
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The space-discrete formulation is now complete. However, contrary to what happens with quasi-
static subscales (QSS) and neglecting their nonlinear effects, now it is not possible to obtain a
closed-form expression for these subscales and insert them into (7)–(9) in order to obtain a problem
for the finite-element components of velocity, pressure, and temperature. Prior to discretizing in
time, we cannot go any further than saying that the problem consists in solving (7)–(9) together
with (13)–(15).
2.3. Discretization in time
Any finite-difference scheme can now be applied to discretize in time both in Equations (7)–(9)
and (13)–(15). Obviously, space–time finite-element discretizations are also possible. In order to
make the exposition concise, we will restrict our attention to the trapezoidal rule.
Let t be the time step size of a uniform partition of the time interval [0, T ], 0 = t0<t1< · · ·<t N =
T . Functions approximated at time tn will be identified with the superscript n. For a generic func-
tion f , we will use the notation  f n := f n+1 − f n , t f n =  f n/t , f n+ =  f n+1 + (1 − ) f n ,
01.
The time discretization of (7)–(9) is standard and does not need any further explanation. Given
unh , ϑ
n
h , u˜
n
, and ϑ˜n , it consists of solving the problem
(t u
n
h, vh) + 〈un+h · ∇un+h , vh〉 + (∇un+h ,∇vh) − (pn+1h ,∇ · vh) + (gϑn+h , vh)
−〈u˜n+, hvh + un+h ∇ · vh〉 + (t u˜n, vh) + 〈u˜n+ · ∇un+h , vh〉 − 〈u˜n+, u˜n+ · ∇vh〉
− ( p˜n+1,∇ · vh) + (gϑ˜n+, vh)=〈f, vh〉 + (gϑ0, vh) (19)
(qh,∇ · un+h ) − (u˜n+,∇qh)= 0 (20)
(tϑ
n
h,h) + 〈un+h · ∇ϑn+h ,h〉 + (∇ϑn+h ,∇h) − 〈ϑ˜n+, hϑn+h + un+h · ∇h〉
+ (t ϑ˜n,h) + 〈u˜n+ · ∇ϑn+h ,h〉 − 〈ϑ˜
n+
, u˜n+ · ∇h〉= 〈Q,h〉 (21)
which must hold for all test functions (vh, qh,h)∈ Vh × Qh ×h . Note that the pressure is
considered approximated at time n +1. This avoids the need to deal with the pressure at a previous
time step and does not modify the velocity approximation. As it is well known, the scheme is
expected to be of second-order if = 12 and of first-order otherwise.
Equations (13)–(15) need also to be integrated in time. The simplest option is to use the same
time discretization as for the finite-element equations, which yields
t u˜
n + 1
n+1
u˜n+ = P ′(Rn+u ) (22)
1
n+12
p˜n+1 = P ′(Rn+1p + n+11 t Rnp) (23)
t ϑ˜
n + 1
n+3
ϑ˜
n+ = P ′(Rn+ϑ ) (24)
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However, we will consider two additional options. The first is that the time integration for the
subscales could be less accurate than for the finite-element equations (7)–(9) and still keep the
same order of accuracy in time of the finite-element solution. The formal idea to justify this is
the following. From the expression of the stabilization parameters 1 and 3 in (16) and (18),
respectively, it follows that they behave as the critical time steps of an explicit integration in
time of the momentum and the heat equation [6]. Therefore, we may assume that they are of
order O(t). From (22) it follows that O(1)u˜n+1 + u˜n+1 =O(t)P ′(Rn+u ), and thus we may
conclude that u˜n+1 =O(t)P ′(Rn+1u ). If the residual of the finite-element component is bounded,
|u˜n+1 − u˜n| =O(t2), and therefore evaluating the subscale at n + 1, for example, in (19) in-
stead of at n +  introduces an error of order O(t2), which is the optimal error that can be
reached with the trapezoidal rule (for = 12 ). The same comments apply to (24) for the temperature
subscale.
Considering the subscale equations integrated to first-order and the finite-element equations to
second (or higher) is not particularly relevant in the case of the trapezoidal rule. However, if, for
example, the second-order backward-differencing scheme is used, a first-order integration of the
equation for the subscales avoids the need to store them in two previous time steps. This storage is
the most important cost of integrating the subscales in time. Another aspect to take into account is
that the subscale approximation is not smooth, since the residual of the finite-element components
will be discontinuous across interelement boundaries. Thus, it seems reasonable to use a scheme
as dissipative as possible to integrate the subscales in time. Further comments about this point are
made in Section 4.
A first-order time integration for the subscales is straightforward. Equations (22) and (24) have
to be replaced by their counterparts for = 1.
A third and final possibility that can be considered to integrate (13)–(15) in time is a combination
of exact integration and approximation of the stabilization parameters and residuals at tn+. If this
approximation is done, the equations for the velocity and temperature subscales are
t u˜ + 1
n+1
u˜ = P ′(Rn+u )
t ϑ˜+ 1
n+3
ϑ˜= P ′(Rn+ϑ )
which can be integrated exactly, yielding
u˜n+1 = (u˜n − n+1 P ′(Rn+u )) exp
(
− t
n+1
)
+ n+1 P ′(Rn+u ) (25)
ϑ˜
n+1 = (ϑ˜n − n+3 P ′(Rn+ϑ )) exp
(
− t
n+3
)
+ n+3 P ′(Rn+ϑ ) (26)
2.4. Main features of the formulation
The method described so far is an extension of the formulation proposed in [2] to the case of
thermally coupled flows using the Boussinesq approximation. Even though the main contribution
of this paper is this extension and the discussion of Section 3 about some implementation aspects,
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let us recall some of the fundamental features of the formulation already discussed in [2]. All what
we say for the velocity subscale also applies to the temperature subscale, except if it only makes
sense in the first case.
2.4.1. Time integration properties. The first and most important point to be considered is the effect
of considering the subscales dynamic, and therefore to deal with their time variation. Some of these
properties are:
• The effect of the time integration is now clear. Suppose, for example, that we are using
(22)–(24) to integrate the subscales. Certainly, the effective stabilization parameters have to
be modified (as it is done, for example, in [7, 8]), but when the steady state is reached the
subscale u˜ that is obtained satisfies(
1
t
+ 1
1
)
u˜ = 1
t
u˜ + Ru
from where
u˜ = 1Ru
so that the usual expression employed for stationary problems is recovered.
• From the point of view of the algebraic solver, the factor (1/t + 1/1)−1 instead of 1 is
crucial for the conditioning of the system matrix, since both for t → 0 and for t →∞
the matrix contribution of the stabilization terms is dominated by the contribution from the
Galerkin terms. If 1 is used as stabilization factor, when t → 0 (and thus the leading terms are
those coming from the discretization of the time derivative) both the Galerkin and stabilizing
terms could lead to matrix terms of the same order and the condition number of the matrix of
the Galerkin method could be deteriorated.
• It is clear that space discretization (understood as scale splitting) and time discretization com-
mute, that is time discretization+stabilization (scale splitting)= stabilization (scale splitting)+
time discretization.
• Numerical experiments show that the temporal time integration is significantly improved:
◦ Oscillations originated by initial transients are eliminated.
◦ The numerical dissipation is minimized.
For the numerical results that demonstrate this fact we refer to [2]. This is also observed in
the numerical experiments of Section 4.
• The numerical analysis shows optimal stability without any restriction between 1 and t .
Contrary to classical stabilized methods, anisotropic space–time discretizations are allowed
[9]. See [2] for a stability analysis of the linearized Navier–Stokes equations and [10] for a
complete stability and convergence analysis for the Stokes problem.
2.4.2. Global momentum conservation. This is provided by the term 〈u˜n+ · ∇un+h , vh〉. It can be
shown that global momentum conservation holds if [11]
−
∫

u
n+
h,1 ∇ · un+h d+
∫

u˜n+ · ∇un+h,1 d= 0
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This is implied by the continuity equation
(qh,∇ · un+h ) − (u˜n+,∇qh)= 0
provided Vh,1 Qh . This holds, in particular, for the ‘natural’ choice Vh,1 = Qh . For the standard
Galerkin method, this condition is impossible to be satisfied, since equal interpolation does not sat-
isfy the inf–sup condition. As a conclusion, the term 〈u˜n+ ·∇un+h , vh〉 provides global momentum
conservation.
2.4.3. About the possibility to model turbulence. The term 〈u˜n+, u˜n+ · ∇vh〉= 〈∇vh, u˜n+ ⊗
u˜n+〉 can be understood as the contribution from the residual stress tensor or the subgrid scale
tensor of a large eddy simulation approach. Therefore, we may expect that, in some sense, modelling
u˜n+ implies to model the subgrid scale tensor. The question is how good this model will be. The
numerical models proposed here yield two possibilities, but many others can be devised. Some of
the questions we should pose to any model could be:
• Is the Kolmogorov energy cascade properly reproduced? This implies that the kinetic energy
in the Fourier space
E(k, t) := L
2
∑
|k|∞=k
1
2
|uˆ(k, t)|2
displays an inertial range, where (in 3D)
E(k, t) ∼ CK	2/3k−5/3
In the previous expressions, k is the vector wave number, L the characteristic length of the
domain, CK a constant, 	 the viscous energy dissipation and uˆ the Fourier transform of u. The
symbol ∼ denotes the same asymptotic behaviour in the inertial range.
• Is the model going to be able to reproduce backscatter? If the time evolution of the velocity
subscale and its nonlinear effects are not taken into account this is not possible, since the
additional terms introduced by classical stabilized methods can be shown to produce always
energy dissipation.
• Is the dimension of the global attractor properly reproduced? The heuristic estimate is
N ∼
(
L

K
)3
∼ Re9/4
where 
K is the Kolmogorov length scale and Re the Reynolds number. The closest estimate
analytically proved is (roughly) (L/
K)4.8 [12].
• Are turbulent boundary layers properly approximated? According to Prandtl theory, this implies
a log behaviour right after the laminar sublayer. Likewise, are shear layers properly reproduced?
• Is the energy decay in time correctly captured? And, in particular, in a homogeneous isotropic
turbulence, is relaminarization properly predicted?
These and other properties should be expected from a numerical model that intends to model
turbulent flows. The answer to all these questions deserves further research, both of numerical and
of theoretical nature. Some of the results presented in [2] seem to indicate that in fact it is possible to
model turbulent flows with the numerical approach proposed here, or even with simplified versions
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that can be found in some recent works (see, for example, [13–15] or the review [16] and references
therein). Another important point is that the formulation we propose would account for thermal
turbulence in a natural way. The traditional approach is to relate thermal turbulence to the mechanical
one through the introduction of a turbulent Prandtl number whose physical meaning and adequate
value are not well understood. This would be unnecessary with the approach presented here.
3. SOME COMPUTATIONAL ASPECTS
The purpose of this section is to discuss some of the implementation aspects of the numerical
formulation presented before. In particular, we will concentrate on three points:
• A common format for the different time integration options discussed for the subscales.
• How to deal with the additional nonlinearity introduced by taking into account the nonlinear
effects of the subscales.
• Which simplifications could be done to reduce the storage of the subscales.
3.1. Time integration schemes for the subscales
In Section 2, we have presented three different alternatives to integrate the subscales in time, namely,
the same time integration as for the finite-element component given by (22)–(24), a first-order time
integration obtained by taking = 1 and the approximation given by (25)–(26). All these schemes
can be written as
w˜n+1(x)= n+1(x)w˜n(x) + n+1(x)P ′(Rn+1)(x) (27)
where w is the unknown under consideration (velocity or temperature), R is the corresponding
residual of the finite-element equation and the coefficients  and  depend on the time integration
scheme used. Their expression is given in Table I, where  denotes the appropriate stabilization
parameter (for velocity or for temperature). Coefficients  and  depend on the spatial point and
the time step level through this parameter, which in turn depends on the subscale w˜ and on wh , the
finite-element component of w. Thus, (27) is a nonlinear algebraic equation whose linearization is
discussed in Section 3.2.
3.2. Linearization
Let us consider (27) with Rn+1 = f n+1 −Ln+1wn+1h , where f is the source term of the equation
under consideration (velocity or temperature) including contributions from the time integration,
Table I. Coefficients of the time integration schemes for the subscales.
Method  
First order +t t+t
Trapezoidal rule −(1−)t+t t+t
Exact exp
(
− t
)

[
1 − exp
(
− t
)]
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Ln+1 is the differential operator (in general nonlinear) of this equation and wh is the finite-element
component of unknown w. As it has been mentioned, the coefficients  and  depend on both w˜
and wh through the stabilization parameter . We may explicitly write these dependencies as
w˜n+1 = (w˜n+1, wn+1h )w˜n + (w˜n+1, wn+1h )P ′[ f n+1 −L(w˜n+1, wn+1h )wn+1h ]
Given a guess for the subscale, the linearization of the equation for the finite-element component
is standard and will not be discussed here. Any option is possible. We assume that the i th iterate of
wh in the time step n + 1, denoted by wn+1,ih , has been computed using a guess w˜n+1,i−1 for the
subscale, and now the goal is to obtain a new guess for the subscale, w˜n+1,i . To that end, we use a
simple fixed point scheme. Within each iteration of the loop to update the finite-element unknown,
we solve until convergence
w˜n+1,i, j = (w˜n+1,i, j−1, wn+1,ih )w˜n + (w˜n+1,i, j−1, wn+1,ih )
× P ′[ f n+1 −L(w˜n+1,i, j−1, wn+1,ih )wn+1,ih ] (28)
In this equation, w˜n+1,i, j denotes the subscale computed at the j th iteration within the i-iteration to
compute the finite-element unknown of time step n+1. As initial guess we take w˜n+1,i,0 = w˜n+1,i−1.
Relaxation can be applied to both the inner loop (with iteration counter j) and to the outer loop
(with iteration counter i), so that if 1 and 2 are the relaxation parameters we may reset
w˜n+1,i, j ← 1w˜n+1,i, j + (1 − 1)w˜n+1,i, j−1 (29)
w˜n+1,i ← 2w˜n+1,i + (1 − 2)w˜n+1,i−1 (30)
3.3. Two simplifications
The straightforward way to implement the formulation proposed is to evaluate and store the sub-
scales at the integration points of the numerical integration rule employed to approximate the
integrals. For each scalar subscale (velocity components or temperature) the values to be stored
are those of the previous time step (in the case of the simplest one-step time integration schemes)
and of the previous iteration. This implies an important amount of storage, similar to that required
for internal variables in solid mechanics. In this subsection, we consider two alternatives to reduce
this storage cost.
3.3.1. Underintegration of the subscales. It is well known that the numerical integration rule that
needs to be used to integrate the Galerkin contribution in (19)–(21) is more accurate than the
one that would be needed to preserve the spatial accuracy of the finite-element approximation.
For example, when using finite-element interpolations of degree k, a numerical integration able to
integrate exactly polynomials of degree k would be enough to yield a spatial error of degree k + 1
in L2(), but this may cause either rank deficiency of some of the matrix contributions or a poor
response in time of the time integration scheme employed [17]. This is why these, in principle,
sufficient integration rules are termed underintegration. However, there is no reason ‘a priori’ to
avoid them to integrate the terms that involve the subscales, particularly those that require their
storage.
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3.3.2. Approximation based on nodal stabilization parameters. To simplify the exposition, let
us assume that P ′ f = 0. The following approximation is based on taking a nodal value for the
stabilization parameters, and therefore, for the coefficients  and  appearing in (27).
Let Na(x) be the shape function associated with node a of the finite-element mesh and W na the
nodal value at this node of the finite-element unknown wh at time step n. Here and below index a
runs everywhere from 1 to the number of mesh points, np.
Let us assume that at time level n the subscale w˜n can be expressed as
w˜n(x)=∑
a
na(x)W¯
n
a +
∑
a
n−1a (x)Wˆ na (31)
for certain coefficients W¯ na and Wˆ na , and where
na(x) := P ′Ln Na(x) (32)
Our aim is to show that (31) holds in an approximate sense also at time step n +1 and therefore,
proceeding inductively, it will hold for all time steps. We will, in particular, make use of the
approximation
n−1a (x)= 2na(x) − n+1a (x) + O(t2) (33)
If (31) holds, it is clear that {na(x),n−1a (x)} span the space of subscales. Obviously, these functions
need not to be linearly independent.
Once the nonlinear equation (27) has been solved by the iterative procedure described earlier,
we will have that
w˜n+1(x)= n+1(x)∑
a
(na(x)W¯
n
a + n−1a (x)Wˆ na) − n+1(x)
∑
a
n+1a (x)W n+1a
=∑
a
n+1(x)(W¯ na + 2Wˆ na)na(x)
−∑
a
(n+1(x)Wˆ na + n+1(x)W n+1a )n+1a (x) + O(t2)
where we have made use of (33). The essential approximation, however, is the following. Since
the support of Na(x) is local, each term within the summation is different from zero only in this
local support. The coefficients n+1(x) and n+1(x) can be taken as constants in this support and
equal nodal to the values n+1a and n+1a , respectively. These nodal values can be computed from
nodal averaging of the stabilization parameters on which they depend, or by a least-squares fitting
to preserve the optimal approximation error in space. In the nonlinear scheme (28) this needs to
be done at each iteration. Another possibility is to evaluate directly the stabilization parameters at
the nodes [18].
Using (33) and the approximation just described, we have that
w˜n+1(x)≈∑
a
n+1a (W¯ na + 2Wˆ na)na(x) −
∑
a
(n+1a Wˆ na + n+1a W n+1a )n+1a (x)
From this expression we see that (31) also holds (approximately) at time step n + 1, with
W¯ n+1a = − n+1a Wˆ na − n+1a W n+1a (34)
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Wˆ n+1a = n+1a (W¯ na + 2Wˆ na) (35)
The importance of this result is clear. According to (31), it is not necessary to store the subscales
at the integration points, but it is enough to store the two arrays {W¯ na} and {Wˆ na}, a = 1, . . . , np.
The savings, particularly in 3D cases, are notorious. For example, in 3D unstructured meshes of
P1 elements the ratio of elements to nodal points is about 6, and full integration requires 4 points
per element. Therefore, storing the subscales at the integration points would require 12 times the
memory needed to store arrays {W¯ na} and {Wˆ na}.
Expression (31) together with Equations (34)–(35) to update the coefficients of (31) are enough
if the operator L does not depend on the subscales. However, this is not the case, neither for the
Navier–Stokes nor for the heat equations that we are considering. In the latter case, for example,
and using the trapezoidal rule with = 1 to integrate in time
na(x)= P ′Ln Na(x)= P ′
(
1
t
Na + (unh + u˜n) · ∇Na − Na
)
so that u˜n is needed at the integration points.
Equation (31) has to be considered in fact a representation formula rather than an explicit
expression for the subscales. At each integration point, it has to be understood as a nonlinear
equation whose approximation can be naturally coupled to that of the subscale at time step n + 1.
If n,i, j−1a (x) is the function in (32) evaluated with a guess w˜n,i, j−1 of the subscale at the i th
iteration for the finite-element unknown of the n + 1-time step, we may readapt the iterative
procedure (28) to
w˜n,i, j =∑
a
n,i, j−1a W¯ na +
∑
a
(2n,i, j−1a − n+1,i, j−1a )Wˆ na
w˜n+1,i, j = (w˜n+1,i, j−1, wn+1,ih )w˜n,i, j + (w˜n+1,i, j−1, wn+1,ih )
× P ′[ f n+1 −L(w˜n+1,i, j−1, wn+1,ih )wn+1,ih ]
where, once more, we have made use of approximation (33).
In the previous development we have considered that P ′ f = 0. If this is not the case, one can
consider its expansion in a basis of the form f (x)=∑i fii (x), and incorporate P ′i (x) in the
set of functions that span the space of subscales. Index i runs up to the dimension of the space
where the force term is defined, perhaps in an approximate manner.
4. NUMERICAL EXAMPLES
In this section, we present the results of two numerical tests involving two-dimensional thermally
coupled flows. In both cases we have used P ′ = I in (10)–(12), which corresponds to the most
classical stabilized finite-element methods.
In both numerical examples, our purpose is to compare the numerical performance of QSS and
DS. To this end, we will proceed as follows. Two meshes will be considered in both examples,
one that we will call ‘coarse’ and another finer one. On both meshes we will present the results
obtained using QSS and, only in the coarse mesh, the results are obtained considering DS. The goal
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is to show that DS yield better results than QSS on the coarse meshes by comparing both to the
QSS results on the fine mesh, that we will call reference results. We anticipate that the conclusions
of the following numerical experiments are
• The accuracy is higher using DS. This is reflected, in particular, by less damping of frequencies
and amplitudes in the oscillating response of the flows considered.
• Stability is improved by using DS, particularly when subscales are integrated in time with a
first-order scheme. Some oscillations encountered with QSS are removed.
In all the runs the nonlinearity of the subscale has to be dealt with using the iterative scheme
described in Section 3.2. When the flow is fully developed, it converges very well, yielding fully
converged subscales (with relative residuals of the order of 10−6) with four or five iterations.
The velocity–temperature coupling has been achieved using a block-iterative strategy, using also a
nested iterative loop to solve the nonlinear Navier–Stokes equations within each coupling iteration.
Concerning the time integration schemes, the equations for the finite-element unknowns have
been integrated using the second-order Crank–Nicolson scheme (= 12 in (19)–(21)), whereas the
equations for the subscales have been integrated either using this same scheme or the first-order
version described in Section 3.1.
4.1. Thermoconvective instability of plane Poiseuille flow
The problem consists of a two-dimensional laminar flow in a horizontal channel occupying the
domain [0, 10]× [0, 1] and suddenly heated from below. A parabolic inlet velocity profile is pre-
scribed at x = 0, whereas the outlet is left free, i.e. the associated natural boundary condition is
zero traction. The temperature is prescribed to ϑ= 1 at the bottom wall y = 0 and to ϑ= 0 at the
top wall y = 1. The inlet and outlet are considered adiabatic.
This problem was solved in [19] as a benchmark for open boundary flows using a finite-difference
method and a fine grid. It can be considered as a model for several relevant engineering problems,
such as the fabrication of microelectronic circuits using the chemical vapour deposition process
(cf. [19], see references therein).
The dimensionless parameters of the problem have been taken as Re = 10, Fr = 1/150, and
Pe = 40/9 (the average inlet velocity, the height of the channel and the temperature difference
between the top and bottom walls have been chosen as reference values for velocity, length,
and temperature, respectively). These parameters are the same as in [19] except for the Pe´clet
number, which is slightly higher in that work (Pe = 20/3). In both cases, these values result in a
thermoconvective instability of the basic Poiseuille flow. The linear stability analysis of unstable
stratified plane Poiseuille flow in a infinite horizontal channel can be found in [20]. It is shown
there that the form of the instability could vary from travelling transverse waves to longitudinal
rolls, with axes parallel to the main flow direction and thus leading to a three-dimensional flow
pattern. Travelling transverse waves are found for small values of the Rayleigh number. This is the
situation for the dimensionless parameters used here and therefore a two-dimensional calculation
is possible. It should be remarked, however, that three-dimensional effects are, in general, very
important for thermally coupled flows [21].
The domain [0, 10]× [0, 1] has been discretized using two uniform meshes of 16 × 40 and
50 × 100 bilinear elements, respectively. For the length of the channel considered, it is concluded
in [19] that the numerical solution is not affected by the artificial boundary conditions for 2x8.
Some results of the calculation on the fine mesh are shown in Figures 1–3. They display the
streamlines, temperature contours, and pressure contours obtained at two time steps (roughly)
Copyright q 2007 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2007; 54:707–730
DOI: 10.1002/fld
722 R. CODINA AND J. PRINCIPE
Figure 1. Streamlines at two different time steps for the plane Poiseuille flow example.
Figure 2. Temperature contours at two different time steps for the plane Poiseuille flow example.
Figure 3. Pressure contours at two different time steps for the plane Poiseuille flow example.
half-a-period apart. The bad influence of the artificial boundary conditions can be observed, es-
pecially in what concerns the outlet wall. It is clear that the zero traction prescription does not
reproduce the effect of an infinitely long channel. The proper evaluation of boundary conditions
necessary for the numerical simulation of flows in infinite domains is an area that still deserves
further research.
The important point is the comparison of the results obtained using QSS and DS. To do this,
we compare the evolution in time of velocity and pressure at the central point of the computational
domain, (x, y)= (5, 0.5). Results using t = 0.02 on the fine mesh and t = 0.1 on the coarse mesh
are shown in Figure 4. For the DS case, two options have been considered, namely, a second-order
time integration of the subscales, labelled DS2 in Figure 4, and a first-order time integration,
labelled DS1. From Figure 4 the following observations can be made:
• Results using DS1 and DS2 are very similar. This confirms the discussion of Section 2.3 about
the feasibility of using DS1 and keeping the order of approximation.
• DS2 has spurious high-frequency oscillations that are removed using DS1. This is to be ex-
pected, since it is known that the Crank–Nicolson scheme is unable to remove high frequencies.
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Figure 4. Time evolution at the central point for the plane Poiseuille flow example. Time step
t = 0.1. Top: horizontal velocity; middle: vertical velocity; bottom: pressure. REF: reference
solution; QSS: solution with quasi-static subscales; DS2: dynamic subscales with second-order
time integration; DS1: dynamic subscales with first-order time integration.
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Figure 5. Pressure evolution in time at the central point for the plane Poiseuille flow. REF: reference
solution; DS1: dynamic subscales with first-order time integration without t Rnp in the pressure subscale.
DS1-c: same as DS1 but including t Rnp in the pressure subscale.
Our approximation to the subscales is non-smooth (they are discontinuous from element to
element), and those high-frequency components will be probably present.
• DS results are much more accurate than QSS, since they are closer to the reference results
(obtained using QSS on the fine mesh).
• QSS results have some spurious oscillations in velocity that do not appear using DS. This is
an important fact, since QSS are the results obtained with what can be considered a standard
stabilized finite-element method.
As a conclusion, results using DS1 seem to be excellent. Nevertheless, it is interesting to show
in this example the effect of the term Rnp in (23). When t = 0.1, this term is not important, but
when t = 0.02 its omission leads to a very important pressure oscillation from time step to time
step using DS1. Figure 5 shows this oscillation, together with the results obtained including Rnp
in (23), which are completely free of spurious oscillations.
4.2. Transient natural convection of low-Prandtl-number fluids
In this example, the transient convective motion of a fluid enclosed in a unit square cavity driven
by a temperature gradient will be numerically analysed. The left vertical wall is suddenly heated
and maintained at a constant temperature, while the right vertical wall is maintained at the initial
temperature. Horizontal walls are assumed to be adiabatic, i.e. the zero heat flux boundary condi-
tion is prescribed. Homogeneous Dirichlet boundary conditions are prescribed everywhere on the
boundary for the velocity.
The only dimensionless parameters involved in the problem are the Prandtl number Pr and the
Rayleigh number Ra or, equivalently, the Grashof number Gr. Numerical results will be presented
for Pr = 0.005 and the value Gr = 5 × 106.
The value Pr = 0.005 is very small and not often encountered in common fluids. For example,
the Prandtl number is 0.71 for air, 7.03 for water, and 0.0249 for mercury (at 293 K). Small values
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Figure 6. General streamline pattern (left) and temperature contours (right)
for the flow in cavity at low Prandtl number.
Figure 7. Evolution (from left to right and from top to bottom) of the streamlines at the top right corner
of the cavity for the flow in cavity at low Prandtl number.
of Pr are typical of liquid metals and semiconductors. The problem to be studied now is relevant
to the solidification of ingots and casting, crystal growth from melts, material processing, nuclear
reactor safety, and other applications (cf. [22]).
Although the problem just described is a very popular test for thermally coupled flows when
Pr is high, the interest for solving low-Prandtl-number flows is that this problem is not yet well
understood. It is found that the flow exhibits a periodic oscillation when the Grashof number exceeds
a critical value. In particular, for Pr = 0.005 a steady-state solution is obtained for Gr = 3 × 106
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Figure 8. Velocity norm at two different time steps separated half a period
for the flow in cavity at low Prandtl number.
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Figure 9. Comparison of results at point 1: (x, y)= (0.006, 0.5) for the flow in cavity at low Prandtl
number. u: horizontal velocity; v: vertical velocity; p: pressure; T : temperature.
but the solution bifurcates and for Gr = 5 × 106 an oscillatory flow field is found. For further
information about this problem the reader is referred to [22], from where this problem has been
taken. Our purpose here is to demonstrate the efficiency of the numerical method proposed in this
work.
Two meshes of bilinear finite elements have been used in the calculations. The ‘coarse’ one is
made of 60 × 60 elements, refined near the walls of the cavity. The ‘fine’ mesh is made of 180 × 180
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Figure 10. Comparison of results at point 2: (x, y)= (0.0438, 0.5) for the flow in cavity at low Prandtl
number. u: horizontal velocity; v: vertical velocity; p: pressure; T : temperature.
elements, and it is also refined near the walls. The time step has been taken as t = 0.002 in both
cases. A remark is needed concerning the consequence of this choice for the time integration of the
Navier–Stokes and the temperature equations. The critical time step of the backward Euler scheme,
obtained by taking = 0 in (19)–(21), is approximately 1 for (19) and 3 for (21) [6]. Due to
the low Prandtl number of the flow, the temperature equation is dominated by thermal diffusivity,
whereas convective effects are important only in the Navier–Stokes equations. It turns out that the
ratio t/1 is 4.77 for the coarse mesh and 15.35 for the fine one, indicating that t is comparable
with 1. However, the ratio t/3 is 222 for the coarse mesh and 2000 for the fine one. Therefore,
the time step t = 0.002 is very ‘large’ for the time integration of the temperature equation and, as a
consequence, not much influence is to be expected between QSS and DS, particularly when diffusive
effects dominate, as in boundary layers. Numerical results confirm this fact, as we shall show.
Let us discuss now the results of the numerical simulation. The general flow pattern is shown
in Figure 6 at a time step when the flow is fully developed. It is observed that there is a main
central vortex and also that vortices appear at each corner of the cavity. These small vortices move
in clockwise sense, being created from flow detachment at the walls, growing and then collapsing
against the walls. This evolution for the top right vortex can be observed in Figure 7. It is seen
how the vortex is originated from the top wall, moves in the clockwise sense while grows, and then
decreases until it reaches the right wall. Before it completely disappears, a new vortex appears at
the top wall. The contours of the velocity norm are plotted in Figure 8. These results correspond
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Figure 11. Comparison of results at point 3: (x, y)= (0.773, 0.773) for the flow in cavity at low Prandtl
number. u: horizontal velocity; v: vertical velocity; p: pressure; T : temperature.
to time steps separated by half a period (approximately). They show that the main vortex pulsates,
increasing and decreasing the flow magnitude periodically. All these results have been obtained
with the fine mesh and QSS.
To compare the performance of QSS and DS we have considered three representative points.
Point 1 is located at (0.006, 0.5), point 2 at (0.0438, 0.5), and point 3 at (0.773, 0.773). The first
two points lie inside the boundary layer formed at the left wall, whereas the third one is placed
at the top right position of the main vortex. Figures 9–11 show the evolution in time of the flow
variables (horizontal velocity, vertical velocity, pressure, and temperature) at points 1, 2, and 3,
respectively. From these pictures it is observed that all flow variables are more accurate using DS
than QSS at points 1 and 3, whereas the results are inconclusive at point 2, where temperature
seems to be slightly better using QSS (although the differences with DS are very small). The rest
of flow variables are slightly better reproduced using DS. The explanation we give to this fact
relies on the previous discussion about the size of the time step. As mentioned earlier, this time
step is large for the heat equation, and thus QSS and DS should perform similarly, as it is observed
in the numerical experiments. This is particularly so in boundary layers, since diffusive effects
dominate there. At other sampling points of the computational domain, DS performs consistently
better than QSS, in accordance with the results of the previous example. In this particular example,
both the finite-element equations and the equations for the subscales have been integrated in time
with second-order accuracy.
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5. CONCLUSIONS
The aim of this paper has been to explain how to deal with dynamic subscales in the finite-element
approximation of thermally coupled flows using the Boussinesq approximation. The space variation
of the subscales is approximated in terms of the residual of the finite-element unknowns, in the
classical way used in stabilized finite-element methods, but now they are integrated in time.
From the conceptual point of view, the formulation presented has several benefits, inherited from
the formulation applied to isothermal flows [2] (improved time stability and accuracy, particularly
when t → 0, correct behaviour of the stabilization parameters with the time step size, commutation
of space and time discretization). Additionally, in the case of thermally coupled flows the coupling
of velocity and temperature subscales is dealt with in a natural way.
Several computational aspects of the formulation have been discussed, in particular, the way to
deal with the nonlinear algebraic problem for the subscales that needs to be solved at each time
step and two simplifications to decrease the storage needs of the formulation.
The results of the numerical experiments conducted confirm the conclusions drawn for isothermal
flows and that make the formulation particularly appealing:
• The formulation is more accurate than considering the subscales quasi-static.
• Some oscillations encountered using QSS are removed.
The last item is especially significant when the subscales are integrated in time using a first-order
scheme, which avoids high-frequency spurious oscillations in the tracking of the subscales in time.
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