Climate, groundwater extraction, and surface water flows have complex nonlinear relationships with groundwater level in agricultural regions. To better understand the relative importance of each driver and predict groundwater level change, we develop a new ensemble modeling framework based on spectral analysis, machine learning, and uncertainty analysis, as an alternative to complex and computationally expensive physical models. We apply and evaluate this new approach in the context of two aquifer systems supporting agricultural production in the United States: the High Plains aquifer (HPA) and the Mississippi River Valley alluvial aquifer (MRVA). We select input data sets by using a combination of mutual information, genetic algorithms, and lag analysis, and then use the selected data sets in a Multilayer Perceptron network architecture to simulate seasonal groundwater level change. As expected, model results suggest that irrigation demand has the highest influence on groundwater level change for a majority of the wells. The subset of groundwater observations not used in model training or cross-validation correlates strongly (R > 0.8) with model results for 88 and 83% of the wells in the HPA and MRVA, respectively. In both aquifer systems, the error in the modeled cumulative groundwater level change during testing (2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012) was less than 2 m over a majority of the area. We conclude that our modeling framework can serve as an alternative approach to simulating groundwater level change and water availability, especially in regions where subsurface properties are unknown.
Introduction
Groundwater dynamics are determined by physical hydrogeological properties and system boundary conditions, including climate variability and pumping. However, nonlinear interactions, spatial heterogeneity, and temporal lags between these processes can be challenging to characterize in real-world systems. Improved understanding of groundwater level response to climate patterns and pumping is essential for sustainable planning and management, particularly in the context of increasing groundwater demands in agriculture [Wada et al., 2010] and climate change impacts on groundwater quantity and quality [Gurdak et al., 2007; Green et al., 2011; Taylor et al., 2012] . Indeed, quantifying the availability of groundwater and long-term impacts of climate variability on groundwater is more complex than for surface water [Alley et al., 2002; Holman, 2006] . A key challenge is to predict how changes in one system component will impact others. Such predictions require that we quantify relationships among climate drivers, surface hydrology, agricultural water use, and groundwater responses.
The complexity of this system of systems makes accurate physical process simulations challenging due to the large agricultural and hydrogeological data requirements for model development and calibration. Thus, it is appealing to consider data-driven and machine learning methods based on nonlinear interdependencies that may be able to predict groundwater level change without deep knowledge of the underlying physical parameters. Machine learning methods recognize patterns hidden in historical data and then apply those patterns to predict future scenarios. Researchers have applied a variety of machine learning models in groundwater modeling, including artificial neural network (ANN) [Coulibaly et al., 2001; Adamowski and Chan, 2011; Sahoo and Jha, 2013; Nourani et al., 2015] , fuzzy theory [Kurtulus and Razack, 2010; G€ uler et al., 2012] , genetic programming [Shiri and Kisi, 2011; Kasiviswanathan et al., 2016] , autoregressive models [Knotters and Bierkens, 2001; Bidwell, 2005; Chang et al., 2016] , and support vector machine [Behzad et al., 2010; Yoon et al., 2011] .
Assessments of machine learning applications in hydrology suggest that such methods can achieve performance comparable to, or even more accurate than, that of numerical models of physical transport [Coppola et al., 2003; Parkin et al., 2007; Nikolos et al., 2008; Chu and Chang, 2009] . Overall, these studies have demonstrated the ability of statistical and machine learning methods for capturing the nonlinear relation between climate variables and groundwater, particularly in areas in which physically based models would be challenging to implement. However, most of these studies were applied at the regional scale and considered only a handful of wells for prediction, thereby potentially restricting their large-scale applicability. Furthermore, as they did not consider groundwater extraction data as an input, they were not able to demonstrate strong model performance in agricultural regions where groundwater pumping is a significant control.
Input variable selection is crucial to the development of data-driven models and is particularly relevant in water resources modeling [Maier and Dandy, 2000; Galelli et al., 2014; Quilty et al., 2016] . The nonlinearity and complexity associated with hydrological systems make it ineffective to apply widely preferred simple and linear correlation analysis to identify suitable predictors [May et al., 2011] . Moreover, preprocessing of input time series is an effective way to deal with high seasonal variability and noise in time series, which also helps improve model precision [Hanson et al., 2004; Wu et al., 2009; Wang et al., 2014] .
In the work reported here, we combine both data preprocessing and an improved input variable selection method with a nonlinear regression model to facilitate improved groundwater level prediction. Our method employs concepts from mutual information theory to capture nonlinear dependencies between explanatory variables by using their joint and marginal probability instead of a linear correlation. Mutual information has been successfully applied to find nonlinear relations among variables by many researchers in water resources applications [e.g., Maier et al., 2006; Shrestha et al., 2009; Gong et al., 2013; Mishra et al., 2013] . However, it has the disadvantage that even if a predictor has a strong connection with the model output, this information might be redundant if the same information is already provided by another predictor [Sharma, 2000; Fernando et al., 2009; Quilty et al., 2016] . To overcome this problem, we combined mutual information theory and a genetic algorithm to minimize entropy. A variety of genetic algorithm approaches have been employed in the past to address hydrologic problems, such as groundwater remediation [Kalwij and Peralta, 2006; Yan and Minsker, 2006; Chang et al., 2007] , reservoir operation [Kerachian and Karamouz, 2006] , groundwater level prediction , and water quality [Yeh et al., 2006; Jalalkamali, 2015] . Our proposed method uses genetic algorithms to identify predictors with less redundancy and more relevance to modeling the desired output parameter.
This study had two main objectives: (1) to quantify the relative influence of climate variability, crop irrigation demand, and streamflow on groundwater level change and (2) to develop an empirical (data-driven) model of the hydrologic system. We used simulated crop irrigation demand as a model input in lieu of unavailable groundwater pumping data. We developed and tested our model in the context of two major agriculturedominated aquifers, for which we used the model to predict groundwater level change (seasonal, 1980-2012) using high-resolution and noisy input variables. While we tested and applied these methods on wellstudied aquifers, we intend that the method be applied in regions lacking high-resolution subsurface information (e.g., hydraulic conductivity and storativity).
Our model differs from previous models in two key aspects: (1) we use a novel input variable selection technique based on singular spectrum analysis (SSA), mutual information, and genetic algorithms to extract the best set of predictors based on their highest significant nonlinear dependence with the predictand and (2) we propose and evaluate an automated hybrid artificial neural network (HANN) model, in an ensemble modeling framework to simulate seasonal groundwater level change. In the following, we present the model structure, the uncertainty in model predictions, and the sensitivity of model predictions to input parameters. We also discuss potential applications arising from the model predictions.
Materials and Methods

Data Description
To assess performance of the proposed ensemble method, we used the HANN model to predict seasonal groundwater level change in the High Plains aquifer system (HPA) and the Mississippi River Valley alluvial aquifer (MRVA). The HPA is one of the primary agricultural regions in the USA and underlies approximately 450,000 km 2 spanning eight states: Colorado, Kansas, Nebraska, New Mexico, Oklahoma, South Dakota, Water Resources Research 10.1002/2016WR019933 Texas, and Wyoming. Within the HPA, groundwater is generally under unconfined conditions, with saturated thickness ranging from less than 15 to 366 m . The MRVA underlies 82,880 km 2 of Missouri, Kentucky, Tennessee, Mississippi, Louisiana, and Arkansas and supplies increasingly large volumes of water for agriculture [Clark et al., 2011] . The MRVA is the uppermost shallow aquifer of the Mississippi Embayment aquifer system and is the primary source of groundwater for irrigation in the agricultural region [Clark et al., 2011] . In the HPA and MRVA, groundwater comprises 89 and 94%, respectively, of irrigation water [Maupin et al., 2014] .
We acquired groundwater level data from 1980 to 2012 (33 years) for 687 wells within the HPA (Figure 1a ) and 437 wells within the MRVA (Figure 1b ) from the USGS National Water Information System [USGS, 2015] . These wells were selected from the complete USGS record based on minimum observation requirements. All wells included in this study had 33 years of monthly groundwater records not exceeding a set threshold of missing values (25%) in the time series. In both the HPA and MRVA, few wells have continuous monthly measurements from 1980 to 2012. Eighteen wells in the HPA and eight wells in the MRVA with records !25 years (!300 months) were extracted and interpolated using a spline method, thereby preserving the temporal patterns. The remaining 669 wells in HPA and 429 wells in MRVA with larger and discontinuous gaps during the study period were interpolated at a monthly scale from nearby wells using the Inverse Distance Weighting method (IDW) method. Gridded precipitation and average temperature time series from 1980 to 2012 were acquired from Daymet [Thornton et al., 2014] . Monthly stream discharge records from 1980 to 2012 were obtained for 153 stations overlying the HPA and 132 stations overlying the MRVA from the USGS National Water Information System [USGS, 2015] (Figure 1 ). Input data sets were selected based on their presumed influence on groundwater storage, and their availability in the HPA, MRVA, and numerous major agricultural aquifers around the world.
We selected the Multivariate ENSO index (El Niño Southern Oscillation, 2-6 year cycle), Standardized PDO index (Pacific Decadal Oscillation, 10-25 year cycle), and NAO index (North Atlantic Oscillation, 3-6 year cycle) as potential predictor variables. These climate indices, representing coupled ocean-atmospheric phenomena over the Pacific and Atlantic Oceans, were obtained from the National Oceanic and Atmospheric Administration (NOAA) [NOAA, 2016a [NOAA, , 2016b [NOAA, , 2016c .
We used the Decision Support System for Agrotechnology Transfer (DSSAT) model [Jones et al., 2003] (Figure 1) to simulate irrigation demand. DSSAT simulates the full farm system at high spatial resolution using The irrigation demand in the HPA is shown for seven crops: corn, sorghum, soybean, cotton, barley, spring wheat, and winter wheat, and accounts for 83% of the total irrigated cropland. The irrigation demand in the MRVA is shown for five crops: cotton, sorghum, soybean, corn, and winter wheat, and accounts for 93% of the total irrigated cropland.
Water Resources Research 10.1002/2016WR019933 the parallel System for Integrating Impacts Models and Sectors (pSIMS) [Elliott et al., 2014] . We simulated irrigation demand at 5 arc min resolution (0.083338 or $10 km grids) from 1980 to 2012 for the HPA using seven major crops (corn, sorghum, soybean, cotton, barley, spring wheat, and winter wheat) and for the MRVA using five crops (cotton, sorghum, soybean, corn, and winter wheat). pSIMS-DSSAT takes historic crop areas, precipitation, temperature, solar radiation, wind speeds, fertilizer application levels, sowing dates and densities, and cultivar characteristics as inputs and produces annual irrigation demands as output. To produce the seasonal demands required by the hydrologic model, we then partitioned the annual total irrigation output from DSSAT by expected demand in winter (DJF), spring (MAM), summer (JJA), and fall (SON) seasons, where expected demand is proportional to the fraction of growing period days in each season and the developmental stages of the crops based on FAO crop water requirements [Allen et al., 1998 ].
Modeling Framework
The HANN model is a machine learning based groundwater model using environmental and human drivers (Figure 2) . The HANN model combines a hybrid data preprocessing method which integrates SSA, mutual information, genetic algorithm, and lag analysis with ANN. We present here the model's input variable selection and processing, the model structure, and a method for evaluating the relative importance of the input parameters.
Input Variable Preprocessing
Input variables were selected based on their physical significance as well as on the basis of their statistical relevance to the response variable. Gridded and point input variables were extracted to point-specific data using the Haversine equation corresponding to the groundwater data locations [Sinnott, 1984; Morrison and Munster, 2015] . The input data were prepared using a three-step preprocessing scheme: singular spectrum analysis (SSA), mutual information, and a genetic algorithm. SSA is a time series frequency analysis technique defined by Vautard et al. [1992] and applied by Dettinger et al. [1995] . It is a form of principal component analysis in lag-time domain that is used to detect periodic signals in noisy time series data. SSA decomposes time series data into separable and nominally interpretable reconstructed components (RCs) [e.g., Hanson et al., 2006; Kuss and Gurdak, 2014] . Hanson et al. [2004] suggested that the variability in most hydrologic time series can be adequately described in terms of the first 10 RCs; for example, seasonal or diurnal fluctuations may be represented by individual RCs. In this study, the first 10 RCs (e.g., Figure 3 ) were extracted for each of the time series anomalies (departure from the mean).
Next, we passed these RCs through two steps combining mutual information and a genetic algorithm to extract the best RC. The mutual information method attempts to find the nonlinear dependence between the inputs (RCs) and the output (groundwater level). In this study, mutual information I X; Y ð Þbetween each input X ½ and output Y ½ was estimated using Shannon's information theory [Shannon and Weaver, 1949; Cover and Thomas, 2005] , which is expressed as follows:
where H X ð Þ and H Y ð Þ are the marginal entropies, H XjY ð Þ and H YjX ð Þ are the conditional entropies, and H X; Y ð Þ is the joint entropy of X and Y. Marginal entropy is the average information provided by observing a variable (X or Y), conditional entropy is the average additional information provided by observing X, given we have already observed Y, and joint entropy is the average total information provided by observing two variables (X and Y). More details on the information theory can be found in MacKay [2008] .
For each input parameter, the most relevant RC was identified with these mutual information values and a genetic algorithm using the principles of maximum relevance (V; equation (2)) and minimum redundancy (P; equation (3)),
where V is the mean of the mutual information values, I X i ; Y ½ , X i is the individual input i, representing a subset of RCs, and Y is the output, representing groundwater level change anomaly. P is the mean of all the mutual information values, I X i ; X j Â Ã , where X i and X j are individual inputs. We solved this optimization problem by using a genetic algorithm to maximize the fitness function, Z (equation (4)), thus maximizing the relevance and minimizing the redundancy of the inputs.
The genetic algorithm was initiated with 50 randomly generated chromosomes with 10 indices each, where each index represents a randomly selected RC. The chromosomes were generated from a uniform distribution of RCs. The fitness of each chromosome is calculated (equation (4)) and the best chromosomes (called parents) are selected based on the ranking of their fitness values. Following ranking of chromosomes by fitness, crossover was performed by selecting pairs of parents to create a new generation. The new chromosomes repeat the procedure of fitness evaluation, ranking, and crossover until the change in fitness between generations reaches a specified closure criterion, or the maximum number of generations (in our case, 100). We also applied the elitist selection method, which replicates the best chromosome in the new generation. The algorithm outputs the indices of the RCs that maximize the fitness function. We evaluated the two best RCs for each input parameter and ultimately selected the single best to use as input in the After selection of the best RC, the time lag components were determined using cross-correlation analysis. We analyzed lag correlations between the best RC of groundwater and the best RC of precipitation, temperature, streamflow, and climate indices, respectively. The resulting time lags for precipitation varied from 6 to 24 months over the HPA, with 6-12 month lags being predominant in the southern and central regions of the aquifer (Figure 4 ). Similarly, we determined time series lags for temperature, streamflow, ENSO, PDO, and NAO for both the aquifers (Supporting Information Figures S2 and S3 ). No lag components of irrigation demand were calculated because we assumed that groundwater extraction would have an immediate local impact on groundwater level. For each input, seasonal values were then calculated by averaging monthly values over 3 month periods (December-February, March-May, June-August, and September-November) to get corresponding seasonal time series. For output, seasonal groundwater-level changes were estimated as the difference between first month and last month groundwater levels of each season, winter (DJF), spring (MAM), summer (JJA), and fall (SON). Since a monthly time series was not obtained for the irrigation demand, the model uses seasonal irrigation demand as an input.
Model Structure and Parameterization
We developed nonlinear regression models for prediction of site-specific groundwater level change using a Multilayer Perceptron (MLP) network architecture. MLP is considered a universal approximator [Hornik et al., 1989] and has been successfully used in hydrologic modeling [e.g., ASCE, 2000; Maier and Dandy, 2000 ]. An MLP network is a type of feedforward ANN where information is fed forward from one layer to the next. The model consists of an input layer, one or more hidden layers, and an output layer, with each layer consisting of one or more neurons ( Figure 5 ). Every neuron in each layer has connections to every neuron in the adjacent layers, with an individual weight assigned to each interlayer link. The input signals propagate through the network in a forward direction, layer by layer. Each neuron input value is multiplied by the connection weight and then the sum of the products is passed through a nonlinear transfer function to produce a result [Haykin, 2008] .
The ANNs developed in this study were single hidden layer MLPs ( Figure 5 ). The input layer consisted of six neurons for HPA wells and seven neurons for MRVA wells; the MRVA models had the same inputs as the HPA models, plus an input representing the NAO index. The output was one neuron that represented seasonal groundwater level change. We constructed the MLP network by connecting layers through a series of two transformation types. First, connections between the input variables and hidden layer (w ji ) were Water Resources Research 10.1002/2016WR019933 established. A logistic sigmoid transfer (activation) function was used for the hidden layer, which ranged between [0, 1] and is the most commonly used activation function [Haykin, 2008] . Second, the connections from the hidden layer to the output layer (w kj ) were established using a linear transfer function, as suggested by Maier and Dandy [2000] . The activation function acts as a compressing function and determines the response of a neuron to the total input signal it receives. The sigmoid function is a bounded, monotonic, nondecreasing function that provides a graded, nonlinear response [Shamseldin, 1997] , whereas a linear transfer function calculates a neuron's output by simply returning the value passed to it.
The prediction from the ANN modelŷ k ð Þ can be given as [Haykin, 2008] ,
where w kj is the connection weight between output neuron k and hidden neuron j, h j is the output from neuron j in the hidden layer, m is the number of neurons in the hidden layer, f is the activation function of the output layer, and b k is the bias of the output neuron k. ''Bias'' in an ANN model is equivalent to the intercept in a regression model and is generally assigned a value of 1 [Haykin, 2008] . The output from each neuron in the hidden layer is expressed as,
where n is the number of input neurons, u is the activation function of the hidden layer, w ji is the connection between input i and hidden neuron j, x is the input layer neuron, and b j is the bias of the hidden neuron j.
The number of hidden neurons is critical to ANN performance. If too many hidden neurons are used, the network may overfit; too few hidden neurons may result in underfitting. Overfitting occurs when the neural network does not learn the underlying statistical properties of the data, but rather memorizes the patterns and any noise they may contain. This results in neural networks which perform well in training but poorly in out-of-sample data. A rule of thumb suggests that the number of hidden neurons should be between half and twice the number of predictors [Minns and Hall, 1996; Berry and Linoff, 2004] , or in this case between 3 and 12 (14) neurons for the HPA (MRVA). In this study, the optimal number of neurons in the hidden layer was determined by testing all reasonable possible values for each individual well until the best match was achieved based on the correlation coefficient (R) and mean squared error (MSE) between observed and predicted groundwater level changes. The maximum number of neurons in the hidden layer was set at 15, although no further performance improvement was gained beyond 12 neurons. The Levenberg-Marquardt algorithm [Levenberg, 1944; Marquardt, 1963] , considered to be one of the most efficient learning algorithms [Maier and Dandy, 2000] , was selected for backpropagation and updating the connection weights.
This method was repeated to develop site-specific ANN models for each well in the HPA and MRVA. The neural network model for each well underwent training, cross-validation, and testing to predict seasonal groundwater level change between 1980 and 2012. The input and response variables were divided into three temporal subsets using contiguous blocks of the original data set: (1) training from 1980 to 1996, (2) cross-validation from 1997 to 2002, and (3) testing from 2003 to 2012. The data were split into the training and cross-validation periods according to the early-stopping approach [Prechelt, 2012] where the cross- Water Resources Research 10.1002/2016WR019933 validation step was introduced to validate that the network was generalizing and to stop training before overfitting. The intent of cross-validation is to choose the condition in which the error of the validation data sets reaches the minimum. The testing period was used to assess the network's predictive ability on data not used for either training or cross-validation. The ANN model was retrained up to 500 times using the same inputs and output and was stopped once it attained R > 0.8, or reached 500 iterations. The final model parameters and model prediction performance (R, MSE) were recorded once the termination criteria were achieved.
The propagation of uncertainty from inputs to model prediction was estimated in a Monte Carlo framework. In this method, 1000 random samples were generated from the observed data. The simulation was repeated 1000 times to obtain a distribution of model output values, and the mean and standard error were calculated. Uncertainty bounds of model groundwater level change simulations were determined as standard errors of the distribution of predictions at 95% confidence intervals.
We compare results from the ANN and HANN models to multivariate linear regression (MLR) and nonlinear regression (MNLR) models, to evaluate the predictive ability of our new models relative to alternative empirical models. The MLR model is used to simulate the relationship between selected predictors (original inputs, same as ANN) and groundwater level change by fitting a linear regression equation to the observations [Pedhazur, 1997; Sahoo and Jha, 2015] , whereas the MNLR models fit a nonlinear regression to the observed data [Seber and Wild, 2003 ]. The MLR (equation (7)) and MNLR (equation (8)) equations are given as,
where Y is the response (dependent) variable, c is the intercept, b is the slope or coefficient, X is the predictor (independent) variable, m is the number of coefficients in the nonlinear models (Supporting Information Figure S1 ), and n is the number of input variables (six for HPA models, seven for MRVA models). For comparison with our HANN model, we also define HMLR and HMNLR models which use transformed inputs (X) and thus combine the data preprocessing, variable selection, and lag analysis mechanisms described above with the MLR and MNLR regression models, respectively.
Relative Importance of Model Inputs
We employed the connection weight approach [Olden et al., 2004] to quantify the importance of the various input variables for model prediction. Olden et al. [2004] compared nine different methods to determine the relative contribution of inputs and found that this approach was the most successful of the nine methods studied for identifying the importance of all the variables in the neural network. The connection weight approach calculates the product of the hidden-input (w ji ) and hidden-output (w kj ) connection weights between each input neuron and output neuron and sums the products across all hidden neurons. The relative importance (RI) of the ith input variable is defined as follows:
Based on the relative importance value, the input variables were ranked. The input variable with the highest absolute relative importance value has the most influence on the output variable, while the lowest value corresponds to the input variable with the least influence. Accordingly, the most to least influential parameters were identified for prediction of groundwater level change at each site.
Results and Discussion
Implementation and Evaluation of Models 3.1.1. Distribution of Hidden Neurons and Model Performance
The models each have one hidden layer, but the number of hidden neurons varies across each study area. The optimal number of hidden neurons, the associated weights, and model performance indicators were all derived for each well individually. Though ANNs are ''black box'' models, some useful information about the model parameters and physical system can be interpreted from the connection weights and the number of hidden neurons. Hidden neurons may be considered ''learned feature detectors'' [Touretzky and Pomerleau, Water 2016WR019933 1989 , with the number of hidden neurons increasing with the number of input parameters and training samples [Maier and Dandy, 2000] . According to Lipt ak [2005] , more complex model processes require a greater number of neurons in the hidden layer. The optimal number of hidden neurons ranges from 3 to 11 in the HPA, and from 3 to 12 in the MRVA (Figures 6a and 6c ). In the HPA, 60% of the wells have three to five hidden neurons and 20% have five to seven hidden neurons (Figure 6a ). In the MRVA, 38% of the wells have three to five hidden neurons, and 28% have seven to nine hidden neurons (Figure 6c ). The greater percentage of wells in the MRVA with more hidden neurons may be due the additional input parameter, or a more complex underlying statistical relationship between the inputs and groundwater level change.
We evaluate the performance of the HANN model using two statistical indices: correlation coefficient (R) and mean squared error (MSE). We see good agreement between HANN model output values and observations in most wells during the study period. R values decrease by approximately 0.1 between the training and testing periods; all correlation coefficients reported herein use only the testing data set (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (Figures 6b and  6d) . R values for the HPA vary from 0.65 to 0.87 for the testing period ( Figure 6b ): 49% of wells have R > 0.85, 39% have R between 0.8 and 0.85, and 8% have R between 0.75 and 0.8 (Figure 6b ). The remaining 4% of wells have R values between 0.65 and 0.75. In the MRVA, R values for the testing period vary from 0.58 to 0.89; 48% of wells have R > 0.85, 35% have R between 0.8 and 0.85, 14% have R between 0.7 and 0.8, and the remaining 3% have R values between 0.58 and 0.7 (Figure 6d ). In both aquifer systems, nearly half of the well sites have R > 0.85, demonstrating strong predictive ability. There does not appear to be any spatial coherence or clustering for either the number of hidden neurons or R value ( Figure 6 ). (Figure 7) . The distributions of residuals are roughly normal, except in the case of the testing period for the MRVA which has mostly negative residuals and a positive skew, indicating model overestimation of groundwater decline (or underestimation of groundwater rise) at most wells. This difference may be due to errors in the irrigation area or crop area data, or complexities that the model does not account for, such as an increase in the amount of surface water capture as groundwater development increased rapidly in the MRVA during the study period [Maupin et al., 2014] . The distribution of residuals for both aquifers is largest for the crossvalidation period, because this period is used to test the predictive models developed in training to determine the optimal number of hidden neurons and a stopping point for the MLP method. As such, the overall errors may be higher during cross-validation because it is evaluating which model and final settings provide the best fit, without overfitting. The errors on the testing set are smaller because they benefit from the final model determined based on the training and the cross-validation sets.
The HANN model uncertainty was quantified by calculating the standard error of the 1000 Monte Carlo predictions. A majority of the sites have an average seasonal groundwater level uncertainty between 0 and 0.4 m in both aquifers (Figure 8) . A small subset of the wells, 23 in HPA (Figure 8a ) and 22 in MRVA ( Figure  8b) , have higher uncertainty in prediction (0.6-1 m), which may be due to uncertainty in input data, interpolation methods, unaccounted for external factors, or data deficiency. The uncertainty varies across both aquifers, with no obvious spatial pattern clustering regions of high or low uncertainty. If our model were missing one or more significant regional controls, we would expect to see the uncertainty increase in those regions. Because the spatial distribution of uncertainty values is relatively uniform, we conclude that we are capturing the key input parameters. However, deficiencies in the model may still be incrementally improved by adding input parameters for all sites.
Model Comparison
We compared results from the ANN and HANN models to results of the multivariate linear regression (MLR) and multivariate nonlinear regression (MNLR) models using both original and transformed (SSA with mutual information, genetic algorithm, and lags) input variables (Table 1 ). The original model inputs consist of untransformed time series of precipitation, temperature, climate indices, irrigation, and streamflow data.
We find that the hybrid models trained or calibrated with transformed input data have higher prediction accuracy than the models with the original inputs (Table 1) . Moreover, the overall prediction accuracy of the Figure 7 . Box plots of residuals (simulated minus observed) for the 687 HPA wells and 437 MRVA wells during the training (1980-1996), cross-validation (1997-2002) , and testing periods (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) . The boxes show the median and the 25th and 75th percentiles. The whiskers in black correspond to approximately 62.7r, and the outliers are plotted individually (red dots). The minimum and maximum outlier residuals span 29 to 8, though a truncated plot is shown to illustrate the detail of a majority of the data.
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HANN models is superior to those of the linear (HMLR) and nonlinear (HMNLR) regression models. For example, the HMNLR and HANN models of the HPA, the R value increased from 0.67 to 0.81, and the MSE decreased from 1.81 to 0.28 m 2 , respectively, suggesting an overall better fit to observations and lower prediction error. The performance statistics for the three model types using either original or transformed input data for the MRVA also highlight the higher prediction accuracy for the HANN models. Although ANN models are type of nonlinear regression models [Maier and Dandy, 2000] , they have the added leverage of hidden neurons and connection weights to improve model performance, whereas the linear models have only one set of regression coefficients to predict the groundwater level change. In addition, the retraining approach improved model accuracy significantly when compared to a single neural network approach. It is not surprising that the ANN model outperforms the regression models, but it is an important comparison nonetheless; if the regression models were sufficient there would be no justification for the ANN model.
Relative Contribution of Model Inputs
We calculated the relative importance of each input parameter from the connection weights of the trained ANN models (equation (3)). We show in Figures 9a and 9b the relative importance of each input parameter for two individual wells, one in the HPA and one in the MRVA. The most important input at the HPA Water Resources Research 10.1002/2016WR019933 example site is irrigation demand, followed by temperature, PDO, streamflow, ENSO, and lastly precipitation (Figure 9a ). At the MRVA example site, irrigation demand is also the most important input, followed by temperature and two of the climate variability indices, NAO, and PDO (Figure 9b ). Figure 9 . Relative importance of model inputs to groundwater level change prediction by connection weight approach for the example wells in the (a) HPA and (b) MRVA (I: irrigation demand, P: precipitation, T: temperature, S: stream discharge), and the input parameter with the highest relevance at each well location using the HANN model for (c) 687 wells in the HPA and (d) 437 wells in the MRVA. The black stars in the HPA and MRVA indicate the locations of two example sites. The ranking for all of the input parameters and percentage of wells that fall under each category is included in Table 2 . 1 9 1 9 1 6 1 3 2 5 1 7 5 1 2 2 2 2 1 1 5 2 0 1 9 6 1 1 1 8 2 0 2 8 1 9 1 3 7 1 1 2 7 1 4 3 5 7 1 5
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Irrigation demand has the highest relative importance at the two example wells (Figures 9a and 9b ), as well as at a majority of the wells in each aquifer (Figures 9c and 9d and Table 2 ). These results demonstrate the connections between climate, crop water demand, and groundwater level change previously shown at the local scale by Gurdak et al. [2007] and suggested for the continental U.S. by Russo and Lall [2017] . While the connection between pumping and groundwater level change is rooted in simple physics, it was not initially obvious whether the climate parameters (e.g., precipitation and temperature) would have a stronger influence on seasonal groundwater level than irrigation demand, given that irrigation demand was calculated based on those same climate inputs. The dependency of simulated irrigation demand on temperature and precipitation introduces redundancy in the HANN input parameters; however, additional constraints within the DSSAT model result in irrigation demand estimates with enough independent information to be ranked more important than either precipitation or temperature at a majority of the wells.
In the HPA, irrigation demand has the greatest influence on groundwater level in 66% of the wells, followed by temperature in 21%, streamflow in 10%, and precipitation in 3% (Figure 9c and Table 2 ); the wells for which streamflow has the highest impact are located near major rivers including the North and South Platte River in the northern HPA and the Canadian River in the central HPA. For several regions in the HPA, temperature or precipitation is the most important input corresponded to areas with no or low rates of irrigation. In these cases, temperature and precipitation are likely controlling groundwater level by impacting recharge, rather than pumping. For the MRVA, irrigation demand has the greatest influence at 72% of the wells, followed by temperature at 15%, streamflow at 12%, and precipitation at 1% (Figure 9d and Table  2 ); the wells for which streamflow has the highest impact are linearly clustered in the north and southeast regions of the aquifer. The sites where temperature has the highest importance were relatively well distributed across the aquifer. Though a majority of irrigation in the two regions comes from groundwater, there are small areas where surface water is relied upon. The use of surface water, when available, for irrigation may influence groundwater by either reducing extraction rates or increasing recharge via return flow. Overall, in these predominantly groundwater-supported agricultural regions we find that irrigation demand has the greatest influence on predicting groundwater level as compared to temperature, precipitation, and streamflow.
Modeled Groundwater Level Change
We summed simulations from the HANN model during the model testing period (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) to estimate the cumulative groundwater level change. We used Barnes analysis [Barnes, 1964] to interpolate the modeled cumulative groundwater level change across 687 wells in the HPA and 437 wells in the MRVA (Figures  10a and 10c) . The residual was calculated as the modeled minus the observed groundwater level change and was likewise interpolated and shown for each aquifer (Figures 10b and 10d) .
Groundwater level change model results indicate declines in the HPA across much of the aquifer except in the upper portion of Nebraska and South Dakota. This result is in agreement with the observed groundwater change calculated from several studies [Scanlon et al., 2012; McGuire, 2014; Sahoo et al., 2016] . For the MRVA, we see groundwater level declines across much of the aquifer except for small regions along the edges of the MRVA (Figure 10c ). Figures 7 and 10d) . The negative residuals (-4 to 22 m) in the northernmost part of MRVA are partly due to insufficient data in the area (Figure 1) . Groundwater use is rapidly increasing in the MRVA, and it is possible that our input data do not reflect actual irrigated area, or changes in surface or subsurface water inputs to the system. The MRVA model may be refined by adding additional recent years and extending the training period.
We show in
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Numerical models simulate the system water balance using physical properties, whereas ANN models model the system dynamics based on the relationships between inputs and observed outputs mapped in the training process. The HANN model results can be compared to regional groundwater level simulations using the numerical model MODFLOW [Harbaugh, 2005] Water Resources Research
this study using the same study time periods (Table 3) . We show similar estimates of storage changes, given expected variability due to differences in interpolation methods and uncertainty arising from the input parameters and number of wells used for each study. The relatively strong performance of the HANN model supports previous direct comparisons of empirical and numerical models [e.g., Coppola et al., 2003] .
We attribute some of the HANN model's strength to its structure. Because the model is developed and optimized for each individual well, we benefit from training values at each well. It is therefore not surprising that the MSE is lower in the HANN model compared to the physically based models, which were calibrated using a subset of wells, and were constrained by the ability to represent heterogeneity in the system. On the other hand, while the HANN model has a lower groundwater level prediction error than the physical models, it does not offer many of the benefits of a physical model, such as flux estimates and residence time calculations. Additionally, accounting for changes to the hydrologic system not included in our input parameters, for example imported water or managed aquifer recharge, would require a new empirical model, while the physical model can be amended to include these additional sources and processes. Therefore, there are environments and applications for which each model type excels. Future improvements to the HANN model may include using spatial covariance statistics or multivariate geostatistical accounting of model parameters. These additions would improve prediction of groundwater levels by accounting for uncertainties arising from the spatial heterogeneity and spatial coherence of controlling factors.
Conclusions
We propose an automated hybrid artificial neural network (HANN) model with a new input data processing method for simulating groundwater level change. We apply, evaluate, and discuss the model capability for predicting seasonal groundwater level change at 1124 wells across two major agricultural regions of the US: the HPA and MRVA. In both regions, groundwater pumping has produced groundwater level declines across large areas and is a growing concern for water resource managers. We elected to test the HANN model on these two well-studied aquifers to allow for model output comparison. Ultimately, the HANN model may be most useful in regions lacking known hydrogeologic subsurface parameters.
The HANN model uses precipitation, temperature, streamflow and climate indices as input parameters. In addition, irrigation demand simulated with the DSSAT model is used in lieu of unavailable groundwater pumping records. We evaluated the performance of both our artificial neural network (ANN) and conventional regression models in two configurations, one using raw input data and the other using input data transformed by SSA, mutual information, genetic algorithm, and maximum-correlated lag. The models trained with transformed input data, distinguished in their names by the prefix ''Hybrid,'' produce higher prediction accuracy than the models with original (untransformed) inputs. The overall performance of the HANN model is superior to that of hybrid linear regression (HMLR) and hybrid nonlinear (HMNLR) regression models. The nonlinear and complex relationships between climatic variables, irrigation demand, streamflow, and groundwater levels justify the use of ANNs. Water Resources Research
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We find irrigation demand to be the most important parameter when modeling groundwater levels in HPA and MRVA, followed by temperature, rainfall, and streamflow. This result indicates that when projecting groundwater availability, it will be important to quantify and account for agricultural intensification and climate changes that increase irrigation demands. Among the climate indices, PDO plays an important role in long term fluctuations of groundwater level in the HPA as had been shown previously [Gurdak et al., 2007] while NAO has higher influence on groundwater fluctuations in the MRVA.
We attribute the strong performance of the HANN method to its integration of robust data processing and input variable selection techniques with the use of ANN models for capturing the impacts of the potential predictor variables on groundwater level change at multiple-well locations. Monte Carlo uncertainty analysis suggests that the prediction is within acceptable range (up to 0.4 m error over 33 years at most sites), providing confidence in model prediction results. Applications of the HPA and MRVA models may include prediction of future groundwater levels based on projections of climate, streamflow, and irrigation demand. These results would be useful for identifying locations that are vulnerable to groundwater depletion under the influences of a changing climate and increased agricultural water demand. Relative to physical modeling methods, we expect the HANN method to be particularly useful in agricultural regions where groundwater level measurements are abundant but subsurface parameters are broadly unknown, such as Punjab, India [Russo et al., 2015] . Overall, the HANN model is a valuable tool for predicting groundwater level changes, especially for regions where it is difficult to develop a physical hydrogeologic model.
