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A self-consistent Hartree-Fock approach for interacting bosons in optical lattices
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A theoretical study of interacting bosons in a periodic optical lattice is presented. Instead of the
commonly used tight-binding approach (applicable near the Mott insulating regime of the phase
diagram), the present work starts from the exact single-particle states of bosons in a cubic optical
lattice, satisfying the Mathieu equation, an approach that can be particularly useful at large boson
fillings. The effects of short-range interactions are incorporated using a self-consistent HartreeFock approximation, and predictions for experimental observables such as the superfluid transition
temperature, condensate fraction, and boson momentum distribution are presented.
PACS numbers:

I.

INTRODUCTION

Ultracold atoms in optical lattices have recently
emerged as a novel setting for physicists to study interacting many-body systems [1, 2]. Usually made by
a set of standing waves that are formed by interfering
counter-propagating laser beams, optical lattices mimic
the crystalline lattice potential in condensed matter systems.
The single particle potential for bosons in an optical
lattice can be taken to be a cosine function of position in
each orthogonal direction. At sufficiently low temperatures, and for sufficiently large optical lattice amplitude
V0 , one can approximate such a system by an effective boson Hubbard model (BHM), in which the minima of the
single-particle potential correspond to sites of the Hubbard model [3]. As first shown by Fisher et al. [4], the
boson Hubbard model exhibits, at integer filling, a quantum phase transition between the superfluid phase and
an incompressible Mott insulating phase.
Starting with the pioneering work of Greiner et al. [5],
numerous experiments have explored the properties of
bosons in optical lattices that realize the BHM [6–14].
The transition from the superfluid to the Mott phase
occurs with increasing U/J, where U and J are the onsite repulsion and nearest-neighbor tunneling matrix elements, respectively, in the BHM. These phases are separated by a quantum critical point at which the BEC
transition temperature Tc is suppressed to zero with increasing U/J. This suppression was observed experimentally by Trotzky et al. [10], who could control U/J by
tuning the optical lattice depth parameter V0 , quantitatively confirming the BHM picture for bosons at unit
filling.
The purpose of the present work is to explore bosons in
optical lattices via a different approach without making
the simplification to the BHM Hamiltonian but, rather,
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by studying the full Hamiltonian for bosons in a periodic optical lattice potential with short-ranged interactions. One motivation for our study is the fact that even
non-interacting bosons in a periodic optical lattice will
exhibit a strong suppression of the BEC transition temperature Tc with increasing V0 (although Tc will always
be nonzero), that is essentially due to the increasing effective mass (or flattened single-particle bands) associated
with a larger optical lattice amplitude. The question we
pose, then, is to what extent the Tc suppression observed
by Trotzky et al. could be understood within this simple
effective mass picture.
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FIG. 1: (Color online) We show in this plot the transition
temperature Tc , normalized to the recoil energy Er , as a function of the normalized optical lattice depth q = V0 /4Er , for
bosons at unit filling in a periodic optical lattice potential.
The blue points (and dashed curve) show the non-interacting
case, the red circles show our interacting Hartree-Fock calculation, and the triangles show the experimental data from
Ref. [10] (indicated as “Trotzky et al.”). The latter shows a
clear suppression for larger q as the Mott insulating quantum
critical point (at q ' 3 in this figure [15]) is approached

More generally, we are interested in understanding
how interaction effects impact the observable properties
of bosons in optical lattices far away from the regime
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where the BHM applies at low temperatures and large
optical lattice depth. Our starting point is the problem of non-interacting bosons in a periodic potential.
As we discuss below, the corresponding single-particle
problem that we need to solve to describe this system is
the one-dimensional Schrödinger equation for bosons in a
cosine-shaped potential, also known as the Mathieu equation [16]. We note that other recent theoretical works
have explored the Mathieu equation in this context, including Zwerger [17], who used the known bandwidth of
the Mathieu equation to derive an approximation for the
Hubbard tight-binding parameter, and McKay et al. [18],
who studied the thermodynamics of trapped cold bosons
using the Mathieu equation.
An additional question of interest, motivating our
work, is how short range repulsive interactions (characterized by scattering length as > 0 or BHM repulsion
U > 0) impact observable properties of bosons such as
Tc . For large optical lattice depth and low filling, where
the BHM applies, increasing the strength of repulsive interactions suppresses Tc as the Mott phase is approached.
In contrast, for a uniform BEC (equivalent to our system
at optical lattice depth V0 = 0), increasing the repulsive
interactions leads to an increase of Tc [19, 20]. To investigate this, we incorporate interactions for bosons in a
periodic optical lattice within a self-consistent HartreeFock approximation. While Hartree-Fock is known to
have a vanishing affect on Tc for a uniform gas, we find
a small Tc enhancement for increasing as for bosons in a
periodic optical lattice.
Before proceeding to the details of our calculations,
we first present our main results. In Fig. 1 we show kB Tc
(with kB the Boltzmann constant) for a non-interacting
BEC in a periodic optical lattice, normalized to the recoil
2 2
k
energy Er = ~2m
, as a function of optical lattice depth
V0 in the combination q ≡ V0 /4Er , along with the results
of the Trotzky et al. experiment and also our interacting
Hartree-Fock approach (using the same parameters as the
Trotzky et al. experiment). Incorporating the Trotzky et
al. results into this figure required expressing the data of
Ref. [10] in terms of the parameters V0 /4Er via an approximate tight-binding formula for the hopping matrix
element J, as described below. However, this plot shows
that the Trotzky et al. Tc data quantitatively agrees with
the non-interacting theory for small optical lattice depth,
and shows a clear suppression for larger optical lattice
depth as the Mott insulating quantum critical point is
approached.
Figure 1 also shows that our interacting HartreeFock approach is indistinguishable from non-interacting
bosons in an optical lattice in this parameter regime (although our interacting Tc is slightly higher than the noninteracting case). In Fig. 2, we show our results for various filling values at small scattering length (top panel,
as consistent with parameters of Ref. [10]) and for large
scattering length (bottom panel as /a = 0.1, with a the
optical lattice spacing, but other parameters still consistent with Ref. [10]), with only the latter showing a signif-
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FIG. 2: (Color online) The top panel shows Tc vs. normalized optical lattice depth q for parameters consistent with the
Trotzky et al. experiment, but including larger filling values
(f = N/Nsites with N the particle number and Nsites the
number of lattice sites). For each case, the solid curve is the
interacting case and the dashed curve is the non-interacting
case. Although these curves show a slight separation of the
non-interacting and interacting curves with increasing filling
f , the difference is quite small even for the largest filling. In
the bottom panel we plot Tc vs. q for larger as (as /a = 0.1),
which shows a significant enhancement of Tc due to interactions.

icant enhancement of the transition temperature arising
from the repulsive interactions.
Our work can be summarized as the following: we construct the wave functions for bosons in an optical lattice
using Mathieu Functions, and obtain the single particle energies from the eigenvalues of Mathieu equation.
We are then able to calculate experimental observables
for bosons in an optical lattice and verify their agreement with experiments. Within our Hartree-Fock selfconsistent scheme, we find that interaction raises the
critical temperature, makes more atoms condense, and
results in a more uniform boson density. The finite size
effect and boundary conditions are also considered in our
calculation.
We organize this paper as follows. In Sec. II we will introduce the Mathieu equation which naturally describes
the single-particle states of non-interacting bosons in an
optical lattice, with the transition temperature and number equations depending on the Mathieu equation eigen-
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values. In Sec. III, we describe our method for incorporating interaction effects using a self-consistent HartreeFock approach that leads to coupled equations that must
be solved numerically. In Sec. IV we present our results
from solving these equations, and describe how repulsive
interactions modify observables like the superfluid transition temperature, condensate fraction, local boson density and boson momentum distribution. In this section,
we initially choose system parameters consistent with the
experiments of Trotzky et al. [10] before subsequently
considering the effect of larger filling and larger scattering length. Section V concludes the paper and provides
some additional discussion.
II.

SYSTEM HAMILTONIAN AND
NON-INTERACTING LIMIT

where Φ(r) is a bosonic field operator satisfying
[Φ(r), Φ† (r0 )] = δ (3) (r − r0 ), m is the boson mass, and
2
~ is Planck’s constant. Here, g = 4π~m as with as the swave scattering length, and V (r) = V0 (cos2 kx+cos2 ky+
cos2 kz − 32 ) is the imposed optical lattice potential characterized by the optical lattice depth V0 and the wavevector k (with the lattice spacing a = π/k). The subtracted
constant 3/2 ensures the spatial integration of V (r) vanishes.

aΝ
q=0

d2 φν (u)
+ (aν − 2q cos 2u)φν (u) = 0,
du2

where u = kx is a dimensionless coordinate. Here,
εν
V0
aν = E
and q = 4E
are dimensionless forms of the
r
r
1D eigenvalue and optical lattice depth, normalized to
k2
the recoil energy Er = 2m
. The Mathieu Equation (Eq.
5) has even and odd periodic solutions, ce(aν , q, u) and
se(bν , q, u), respectively, with aν and bν called the Mathieu characteristic functions (playing the role of the eigenvalue here) for the even and odd solutions. The real number ν determines the periodicity of the solutions, and
generally aν = bν except when ν is an integer. In Fig. 3,
we plot aν (q) as a function of ν for three values of the
normalized optical lattice depth, q = 0, 0.5, 1, showing a typical band structure for particles in a periodic
potential, with ν = 1 being the Brillouin zone boundary.
The Mathieu equations solutions ce(aν , q, u) and
se(bν , q, u), analogous to cosine and sine, respectively,
can also be combined into analogues of complex exponential functions as:

meν (u + nπ, q) = einπν meν (u, q).

1
1

(5)

(6)

which satisfy a Bloch theorem:

3

-1

(3)

where ν = (νx , νy , νz ) is the eigenvalue index, Eν is the
total energy, and Φν (r) is the 3D wave function. We
can write Φν (r) as a product of wave functions in the x,
y, and z directions as Φν (r) = φνx (x)φνy (y)φνz (z), with
each of the φνi satisfying a corresponding 1D Schrödinger
equation with a 1D potential:



1
1 d2
2
+
V
cos
kx
−
−
φν (x) = εν φν (x), (4)
0
2m dx2
2

meν (u, q) = ce(aν , q, u) + i se(bν , q, u),

q=0.5
q=1

-2

ĥΦν (r) = Eν Φν (r),

with 1D eigenvalue εν . This can furthermore be rearranged into the form of the Mathieu equation [16]:

Our model Hamiltonian H = H0 + H1 for bosons in
an optical lattice consists of a single particle (H0 ) and
interaction (H1 ) piece:
Z
h ~2 ∇2
i
H0 =
d3 r Φ† (r) −
− µ + V (r) Φ(r), (1)
2m
Z
g
3
†
†
d r Φ (r)Φ (r)Φ(r)Φ(r),
(2)
H1 =
2

5

by considering the eigenfunctions of the single-particle
∇2
Hamiltonian ĥ ≡ − 2m
+V (r), (henceforth we take ~ = 1)
that satisfy

2

Ν

FIG. 3: (Color Online) The Mathieu characteristic function
for the even Mathieu function gives the dispersion, i.e. aν =
εν /Er . Here q = V0 /4Er = 1, 0.5, 0. The ground state
energy (the bottom of the curves) is lowered as the optical
lattice potential V0 increases. The Characteristic Function is
reduced to a parabola when V0 = 0.

In the absence of interactions, g = 0, H is solvable

(7)

Here, n is any integer, so that ν can be regarded as a
Bloch quasi-momentum, with p = πν/a.
To study the BEC, we consider a box of volume V = L3
that encloses Ns lattice sites along each direction, with
Nsites = Ns3 being the total number of lattice sites in
the cubic lattice. Imposing periodic boundary conditions
implies, for our 1D solutions, φν (k[x + L]) = φν (kx).
Using Eq. (7) with nπ = kL = πNs , we have
meν (u + kL, q) = eiπνNs meν (u, q),

(8)

which implies the ν satisfy νm = 2m/Ns with m any
integer, to have the phase on the right side be unity.
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Therefore, our quantized wave functions for bosons in an
optical lattice with periodic boundary conditions can be
written as



 √1 meνn kx, q , if n 6= 0 ,

(9)
φνn (x) = qL 
 2 ce a0 , q, kx , if n = 0 ,
L
where the special case of n = 0 occurs because the odd
Mathieu function is not defined for ν = 0. With this
definition, the φνn (x) satisfy the normalization
Z L
dxφ∗νn (x)φνm (x) = δmn .
(10)
0

The particle number equation used to determine the BEC
transition temperature Tc and condensate fraction below
Tc is
X

N = N0 +
nB En − µ ,
(11)
n6=0

with N the total particle number, N0 the number in
the lowest state Φ0 (r) = φ0 (x)φ0 (y)φ0 (z), and En =
Er (aνx + aνy + aνz ). The sum in Eq. (11) is understood
to be over integers nx , ny , and nz from −∞ to ∞. Approximating the sum by an integral by introducing the
continuous variable νx = 2nx /Ns (and similarly for νy
and νz ), we have
Z

Ns3 ∞ 3
d ν n B Eν − µ ,
N = N0 +
8 −∞
Z ∞

= N0 + Nsites
d3 ν nB Eν − µ ,
(12)
0

where in the second line we used the symmetry of the
integrand under ν → −ν to simplify the integrals and
introduced Nsites = Ns3 , the total number of lattice sites
in our system.
We can then solve for the superfluid transition temperature Tc from Eq. (11), which occurs when the chemical
potential reaches the lowest state, i.e. µ/Er = 3a0 (q),
with a0 (q) referring to the characteristic function’s minimum at ν = 0. As usual for a BEC, the condensate number below Tc is determined by Eq. (12) with µ pinned to
the bottom of the band (µ = 0 for a free gas, but µ = E0
for the present case). Having established the notation of
the Mathieu equation and reviewed the non-interacting
BEC problem for this case, we now turn to the interacting case and present our self-consistent Hartree-Fock
approach.
III.

HARTREE-FOCK SELF-CONSISTENT
SCHEME: ANSATZ

In the preceding section, we studied non-interacting
bosons in an optical lattice with the Mathieu equation.
In this section, we try to capture interaction effects by using Hartree-Fock approximation. For bosons in a uniform

potential, interaction effects vanish identically within
the Hartree-Fock approximation [19]. This follows because, for a uniform gas, the Hartree-Fock contribution
to interactions enter as a shift in the chemical potential
µ → µ − 2gn with n the local density, and can therefore
be absorbed in a redefinition of the chemical potential.
In the presence of an optical lattice potential, this
translational invariance is broken and physical properties such as the superfluid transition temperature can be
modified by interaction effects, even within the HartreeFock approximation. This is seen most strikingly in
the suppression of the transition temperature to 0 K for
bosons at integer filling, resulting in a quantum phase
transition to the Mott insulating state. Here our main
interest is studying such interaction effects away from the
Mott regime at low temperature and integer filling, using
a self-consistent Hartree-Fock approach that utilizes the
Mathieu function representation for bosons in an effective
periodic potential.
Our self-consistent Hartree-Fock approximation is motivated by first noting that bosons in a periodic cosineshaped potential will have a local density that is also
periodic. Approximately, this density is given by a
constant piece plus a spatially-modulated cosine-shaped
piece. Within the simplest Hartree-Fock approximation,
one makes the replacement, for H1 ,
Z

d3 rΦ† (r)Φ† (r)Φ(r)Φ(r) → 2

Z

d3 rΦ† (r)Φ(r)hΦ† (r)Φ(r)i,
Z
= 2 d3 rΦ† (r)Φ(r)n(r), (13)

with the 2 coming from the two ways such a contraction
can occur, so that a spatially-periodic boson density n(r)
acts like an additional single-particle potential ∝ gn(r)
on the bosons.
Although Eq. (13) contains the essential physics of our
scheme, we now derive it via a more formal method. To
do this we consider the single-particle Green’s function
for bosons described by the Hamiltonian H:
G(r1 , τ1 ; r2 , τ2 ) = −hTτ Φ(r1 , τ1 )Φ† (r2 , τ2 )i,

(14)

where τ refers to imaginary time, Tτ is the imaginary
time ordering operator, and the time dependence of
Φ(r, τ ) is determined by the Heisenberg equation of motion

∂Φ(r, τ ) 
= H, Φ(r, τ ) .
∂τ

(15)

Because our system is translationally invariant in the
time direction, G(r1 , τ1 ; r2 , τ2 ) can be taken to be a function only of τ1 − τ2 and furthermore can be expressed in
terms of a sum over bosonic Matsubara frequencies:
G(r1 , τ1 ; r2 , τ2 ) = kB T

X
ω

e−iω(τ1 −τ2 ) G(r1 , r2 ; ω). (16)

5
n

The Dyson equation for G(r, r0 ; ω) is:
G(r, r0 ; ω) = G0 (r, r0 ; ω)
(17)
Z
+ d3 r1 d3 r2 G0 (r, r1 ; ω)Σ(r1 , r2 ; ω)G(r2 , r0 ; ω),

2

q=0.6
q=2

2

∇
− µ + V (r). Here, G0 (r, r0 ; ω) is the
with ĥ(r) ≡ − 2m
bare Green’s function (for H1 = 0) satisfying


iω − ĥ(r) G0 (r, r0 ; ω) = δ(r − r0 ),
(18)

1

5

-5

0

and Σ(r, r ; ω) is the self-energy which, within the
Hartree-Fock approximation, has the form (as reviewed
in Appendix A):
Σ(r, r0 ; ω) = 2gn(r)δ(r − r0 ).

(19)

Plugging this into Eq. (17), and acting on both sides with
the operator iω − ĥ(r), we arrive at:


iω − ĥ(r) − 2gn(r) G(r, r0 ; ω) = δ(r − r0 ),
(20)
equivalent to:
 ∇2

G−1 (r, r0 ; ω) = iω − −
− µ + V0 (r) + 2gn(r) . (21)
2m
so that, indeed, the Green’s function within the HartreeFock approximation only depends on the effective potential V0 (r) + 2gn(r).
Since the boson density n(r) is highest at minima of
V0 (r), and because g > 0, the spatially-varying part of
n(r) will tend to cancel out the imposed periodic potential, so that the bosons effectively “see” a lower lattice
depth. As we shall see, this will tend to increase the transition temperature, and also make the BEC phase occurring below Tc more spatially uniform than predicted by
a non-interacting theory.
To show this in detail, we proceed by making one additional approximation, by assuming that the boson density as a function of position can be taken to be a constant piece plus a piece that varies, spatially, in the same
manner as the imposed optical lattice potential [i.e., according to the function v(r)]:
n(r) ≈

f
[1 − cv(r)],
a3

(22)

with f = N/Nsites the filling, v(r) = cos2 kx + cos2 ky +
cos2 kz − 32 the function appearing in the definition of the
optical lattice potential, and c an unknown parameter
to be determined Rself-consistently. The approximation
Eq. (22) ensures d3 r n(r) = N , since the integral of
the spatially dependent term over the unit cell vanishes.
Because |v(r)| < 3/2, for the density n(r) to be positive
we need −2/3 < c < 2/3. Additionally, since we expect
the boson density to reach maxima at the minima of the
lattice, we must have c > 0.
Translational symmetry dictates that n(r) have the
same periodicity as the lattice, so that n(r) has the same

u=kx

FIG. 4: (Color online) Two calculated non-interacting boson
densities are compared in this plot. Here the dashed blue and
solid red curves are the modulus squared of the condensate
wavefunction, n = | |me(0, q, u)| |2 for q = 2 and q = 0.6,
respectively. When q is small, the density resembles a cosine shape plus a constant. However, the q = 2 curves show
deviations from this.

shape in each unit cell. However, Eq. (22) makes the additional assumption that the spatial variation of n(r) is
of the same form as the imposed optical lattice, up to a
scaling parameter, which is c. This assumption is valid
at small optical lattice depth since the modulus squared
of the Mathieu functions is indeed approximately given
by a constant plus a cosine at small q, as follows from the
expansion of Mathieu functions for small q (Ref. [21]):
1 i(ν−2)u i
q h 1 i(ν+2)u
e
−
e
me(ν, q, u) = eiνu −
4 ν+1
ν−1
+O(q 2 ),
(23)
where me(ν, q, u) = ce(aν , q, u) + ise(bν , q, u). This formula implies that if the normalized lattice depth q is
sufficiently small, the only terms that will contribute are
the first line of Eq. (23). To illustrate this, in Fig. 4 we
plot the modulus squared of the Mathieu functions for
q = 0.6 and q = 2. While the q = 0.6 curve is clearly
given by a constant plus plus cosine piece, the q = 2
curve exhibits deviations from this. In the following, we
aim to use Eq. (22) beyond the small-q regime. This
amounts to assuming that the effect on interactions of
the higher-order terms in Eq. (23) is small.
Within the preceding assumptions, the interacting
Green’s function Eq. (21) can be written as a sum over
eigenfunctions of an effective Mathieu equation eigenproblem with a modified single-particle potential:
G(r, r0 ; ω) =

X Φν (r)Φν (r0 )
ν

iω − ν

,

(24)

where the single-particle states Φν (r) now satisfy




∇2
2gf c
−
+ V0 − 3
v(r) Φν (r) = Eν Φν (r), (25)
2m
a
with ν = Eν + 2gf
a3 . Thus, the eigenvalue problem
Eq. (25) is identical to the original eigenvalue problem
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Eq. (3) but with a modified effective optical lattice potenc
tial V0 − 2gf
a3 . This implies that the solutions to Eq. (25)
are once again built from a product of three Mathieu
functions but with the replacement q → q̄ with


1
4 as
2gf c
q̄ =
=q−
V0 − 3
f c,
(26)
4Er
a
π a
where in the second equality we used the relation g =
4πas /m between the coupling parameter and the boson
s-wave scattering length as . Thus, as noted above, that
interaction effects can be seen as canceling part of the
optical lattice, since q̄ < q. The unknown parameter
c will be determined self-consistently by considering the
thermodynamic equations of motion for our system.

1.

At the transition temperature

We start by describing our self consistent scheme at the
transition temperature Tc . Since our system is effectively
non-interacting within the Hartree-Fock approximation,
the boson density at temperature T ≥ Tc is:
n(r) =

X

nB (Eν − µ +

ν

2gf
2
) |Φν (r)| ,
a3

(27)

where nB is the Bose function. For our ansatz to be
sensible, Eq. (27) should be equal to Eq. (22). At Tc ,
such an agreement implies
X

2

nB (Eν − E0 ) |Φν (r)| =

ν

f
[1 − cv(r)],
a3

(28)

where on the left side we used that, at the transition
temperature, the chemical potential µ reaches the bottom
of the effective dispersion that is the argument of the Bose
function in Eq. (27): µ = E0 + 2gf
a3 .
In the following, we only impose Eq. (28) in an average
sense. To do this, we consider the spatial integration
of Eq. (28) over a unit cell. The right hand side is f ,
since v(r) vanishes
P from spatial averaging. Converting
the summation ν into an integral on the left hand side,
we arrive at
Z
Z
Ns 3
f=
d3 ν
d3 r nB (Eν − E0 )
(29)
V
cell
2

2

2

× |me(2νx , q̄, kx)| |me(2νy , q̄, ky)| |me(2νz , q̄, kz)| .
Using the normalization of the Mathieu functions
Z π
2
du |me(2νx , q̄, u)| = π

(30)

0

and Ns 3 /V = a−3 , Eq. (29) is reduced to
Z
d3 ν nB (Eν − E0 ) = f,

(31)

which ensures Eq. (28) holds, on average, in each unit
cell.
Next, we demand that Eq. (28) holds for the leading
non-uniformity of the local density in each unit cell. To
do this, we multiply both sides of Eq. (28) by v(r) and
integrate over unit cell, obtaining a second self-consistent
condition:
Z
3
d3 r n(r)v(r) = − cf.
(32)
8
cell
The left side of this equation can be simplified by introducing the function


Z 1
1
2
d` |me(2ν, q̄, π`)| cos2 π` −
I(ν, q̄) =
, (33)
2
0
leading to:
Z
3
− cf = d3 ν nB (Eν −E0 ) [I(νx , q̄) + I(νy , q̄) + I(νz , q̄)] .
8
(34)
From Eq. (34) and Eq. (26), the effective lattice depth
q̄ can be solved. Because the filling is known from the
number equation Eq. (31), the parameter c can also be
obtained. From these results, the interaction effect on the
system’s density profile is described. Next, we explain
how the same scheme works for the non-superfluid phase
above Tc and in the superfluid phase below Tc .
2.

Above the Transition Temperature

The effective lattice depth q̄ and the parameter c are
temperature dependent, following from the fact that interaction effects depend on the density distribution which
is temperature dependent. When the system is above Tc ,
all particles in the system are thermal, and the chemical
potential is no longer pinned at the bottom of the band.
Therefore the self-consistent conditions are Eq. (31) and
Eq. (34), with E0 replaced by µ − 2gf
a3 .
To obtain q̄ and c, we can first obtain the filling f
from Eq. (31) for the critical temperature, then solve for
the chemical potential µ and c from the self-consistent
conditions for T > Tc , which paves the way for us to
describe the spatial and thermodynamical properties of
this interacting system.
3.

Below the Transition Temperature

When the system is below Tc , our self-consistent formulas are very similar, except that some of the bosons
are in the condensate, and the chemical potential is once
again pinned to the bottom of the effective dispersion.
We have for the density:
X
16 as
2
2
n(r) = N0 |Φ0 (r)| +
nB (Eν −µ+
f Er ) |Φν (r)| ,
π a
ν 6=0
(35)
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Trotzky et al. [10], before considering larger filling and
larger scattering lengths in subsequent sections. Trotzky
et al. [10] observed a suppression of the transition temperature Tc for bosons at unit filling with increasing U/J
(with U the on-site repulsion and J the nearest neighbor
hopping matrix element) that is quantitatively consistent
with the presence of a quantum phase transition to the
Mott insulating state at U/J ' 29.3 [15]. Figure 5 of
Ref. [10] shows experimental results, plotted as kB Tc /J
the generalization of Eq. (31) below Tc . Similarly, by
vs. U/J. To compare to our theoretical calculations, we
multiplying each term in Eq. (35) by v(r) and integrating
converted these data to the dimensionless parameters of
over the unit cell, we obtain:
our theory, kB Tc /Er and V0 /Er , using the approximate
Z
formulas [1, 17]
3
2
− cf = N0
d3 r |Φ0 (r)| v(r)
"   #
 3/4
8
1/2
cell
4
V0
V0
Z
√
J
=
E
exp
−2
, (38)
r
Er
Er
π
+ d3 ν nB (Eν − E0 )[I(νx , q̄) + I(νy , q̄) + I(νz , q̄)].
r
 3/4
(37)
8
V0
,
(39)
kas Er
U =
π
Er
Using the definition of Φ0 (r), we can rewrite
0
where I0 (q̄)
≡
the first term as 3 N
for the Bose Hubbard model parameters J and U . These
Ns I0 (q̄),
R1
2
2
can be combined to give:
2 0 d` |ce(a0 , q̄, `)| (cos π` − 12 ).
Then, combining
 
2
with Eqs. (26) and (36), we are able to solve for q̄ and c
V0
kas J
1
for the interacting system below Tc .
ln √
,
(40)
=
Er
4
2U
where N0 is the number of condensed particles and Φ0 (r)
is the ground-state wave function (a product of Mathieu
functions for the x, y, and z directions).
Integrating each term in Eq. (35) over a unit cell, we
have
Z
N0
+ d3 ν nB (Eν − E0 ),
(36)
f=
Nsites

IV.

RESULTS

In the previous section we described our Hartree-Fock
self-consistent approach for interacting bosons in optical
lattices, in which the effect of inter-atomic interactions
amounts to an effective periodic potential that partially
offsets the imposed optical lattice. In this section, we
present our numerical solution of the resulting equations
in several parameter regimes. We will be interested in
the shift of the transition temperature due to repulsive
interactions, an issue that has been pursued theoretically
for decades in the case of a homogeneous boson gas, with
contradicting results including both positive and negative
Tc shifts [20].
We find a small increase of Tc with increasing repulsion within the self-consistent Hartree-Fock approximation that we interpret, physically, as being due to a spatial homogenization of the local boson density (relative
to the non-interacting case) that makes it more likely for
bosons to exchange with their neighbors, enhancing Tc .
We also compute the condensate fraction below the transition temperature as well as additional observables, such
as the local boson density in a unit cell and the boson
momentum distribution (measurable via time of flight experiements), which reflect the predicted homogenization
of the local boson density in an optical lattice.

A.

Low filling and small scattering length

We start with the case of 87 Rb atoms in an optical lattice with parameters consistent with the experiments of

which we use with parameters consistent with Ref. [10],
with as = 5.31 nm for the scattering length. Although
the optical lattice of Ref. [10] is not quite cubic, with
wavelength λx = 765 nm and λy = λz = 844 nm, for
simplicity we neglected this difference and used k =
2π/844 nm.
As we have already discussed, Fig. 1 shows Tc within
our self-consistent theory in comparison with the Trotzky
et al. data (using the abovementioned conversion) and
in comparison with non-interacting bosons in a periodic
optical lattice. Thus, we see that the interacting Hartree
Fock and non-interacting theories are indistinguishable.
This is expected, since Hartree-Fock type interaction effects are small at such low fillings. Both theory curves
agree well with the Trotzky data at lower q (suggesting
that interaction effects are negligible here), only disagreeing at large q, where the Trotsky et al. data shows a clear
suppression towards the expected quantum critical point
at U/J = 29.3 [15]. Using Eq. (40), this should occur at
q ' 3.
Within our theory, interaction effects become stronger
below Tc in the superfluid phase, as the condensate becomes occupied. However, for system parameters consistent with Ref. [10], we still find interaction effects to be
small. This is illustrated in Fig. 5, which shows our theoretical prediction for the condensate fraction, N0 /N vs.
normalized optical lattice depth, q = V0 /4Er for the case
of T = 0.1Er , along with the case of vanishing interactions for comparison. We see that interaction effects are
small for any q, but are smallest for q → 0 (the case of
no optical lattice) with the interacting condensate fraction being slightly larger than the non-interacting case at
larger q.
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N0 N
1.

N0 N
1.0

0.6

0.8

Interacting

Interacting

0.2

Non-Interacting

0.6

0.5

1.0

1.5

2.0

Within our scheme, we do not expect to be able to
capture the suppression of Tc towards the Mott phase
and, as we have seen, we also find negligible effects of interactions away from the deep Mott insulator regime for
system parameters consistent with the Trotzky et al. results. Next, we turn to the case of larger filling and
larger interaction strength, where interaction effects may
be more significant.
B.

Interaction effects at large filling

kB T c Er
Non-Interacting

1.6

0.2

q

FIG. 5: (Color online) In this plot, we show the condensate
fraction N0 /N for both interacting and non-interacting gases,
as a function of the lattice depth q = V0 /4Er at temperature
T = 0.1Er . The condensate fraction decreases with increasing
lattice depth q, approaching the phase transition. We also
observe that the condensation fraction for the interacting gas
is larger than that of the non-interacting gas. Here the system
is at unit filling, with system parameters consistent with those
of Ref. [10].

Interacting

Non-Interacting

0.4

0.6

0.8

kB T Er

FIG. 7: (Color online) Plot of the condensate fraction for
both non-interacting and interacting gases, as a function of
temperature, over the temperature range from T = 0 to Tc
(where the fraction becomes zero), with filling f = 5 and
normalized optical lattice depth q = 1.75, and other system
parameters consistent with Ref. [10].

spatially-varying single-particle potential. At larger filling, the boson density is higher and one may expect
interaction effects to be stronger. In the present section we illustrate this by increasing the system filling to
f = 5 while keeping all other parameters consistent with
Ref. [10].
Figure 6 shows the transition temperature as a function of normalized optical lattice depth for this case,
showing a slight separation between the curves with increasing q. Although Tc is only slightly enhanced by interactions, Fig. 7, which plots the condensate fraction
below Tc for the case of q = 1.75, shows a clear enhancement of the condensate fraction (solid curve) relative to the non-interacting case (dashed curve). We interpret this, physically, as being due to the fact that, as
more bosons enter the condensate below Tc , the spatiallyinhomogeneous nature of the wave function leads, selfconsistently, to a larger effect of interactions on system
properties. At the lowest temperatures, however, all
bosons enter the condensate, so that both curves must
eventually merge at N0 /N = 1 for T → 0, as seen in
Fig. 7.

1.2
C.

Interaction effects at large scattering length

0.8
1.0

1.5

2.0

q

FIG. 6:
(Color online) In this plot, we show the trend
of the transition temperature Tc with varying lattice depth
q = V0 /4Er for the case of filling f = 5 and other system
parameters consistent with Ref. [10].

Within our Hartree-Fock approach interaction effects
arise because the boson density acts as an effective

Next, we investigate the effect of increasing the s-wave
scattering length. To characterize the interactions, we
note that, relative to the lattice spacing, the Trotzky
experiments are at as /a ' 1.3 × 10−2 , which we can
regard as being at weak coupling. However, larger scattering lengths are indeed achievable for cold atoms in
optical lattices, as shown, for example, by the experiments of Mark et al. [13] on cesium BEC’s. To explore
this, we studied bosons in optical lattices within our selfconsistent approach, using the same parameters as the
Trotzky et al. experiments [10] but with a larger scat-
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FIG. 8: (Color online) In this plot, we show the condensate
fraction N0 /N for both interacting and non-interacting gases,
as a function of the lattice depth q = V0 /4Er at temperature
T = 0.1Er . Here the system is at unit filling, with system
parameters consistent with those of Ref. [10], except with a
large scattering length as = 0.1a.

tering length as ' 0.1a. As shown in Fig. 8, this leads
to a rather large shift of the condensate fraction, relative
to the non-interacting case, that grows with increasing
optical lattice depth.

D.

Interaction effects on local boson density

We have argued that the enhancement of the condensate fraction at a particular temperature and optical lattice depth, relative to the non-interacting case, occurs
because the local boson density is more spatially uniform in the presence of repulsive interactions, enhancing
superfluidity. Computing the local density in a unit cell
requires solving for our self consistent parameters c and
q̄, along with the system chemical potential µ and then
inputing these values into the local density Eq. (35), requiring a sum over the Mathieu function indices ν =
(νx , νy , νz ). After carrying out this numerically-intensive
procedure, we find that the local density in a unit cell
indeed becomes broadened within a unit cell with increasing repulsive interactions, as shown in Fig. 9 for
kz = π/2. Here the top panel is the interacting case,
and the bottom panel is the non-interacting case, with
the system temperature given by kB T /Er = 0.3846, filling f = 2.83, optical lattice depth q = 2, and as = 0.1a.
For these parameters, the non-interacting plot is at Tc
while the interacting plot is slightly below Tc .
For a more quantitative comparison, in Figs. 10 and 11
we show the local density vs. position for at the center
ky = π/2, kz = π/2 (Fig. 10) and near the edge ky =
π/8, kz = π/8 (Fig. 11), showing that the boson density
is more homogeneous in the interacting case, with the
interacting density smaller near the unit cell center and
larger at the edge of the unit cell, relative to the noninteracting case.

ky

1

1
2
3

0

na3
1.8
3

0.9
2
0
1

1

kx

ky

2
3

0

FIG. 9: (Color online) The top panel shows the local density in a unit cell for kz = π/2 in the presence of repulsive
interactions. Here, system parameter are the same as those
of Ref. [10] but with a larger scattering length as ' 0.1a and
filling f = 2.83. For comparison, the bottom panel shows the
non-interacting case.
E.

Boson momentum distribution

In ultracold atom experiments, a BEC is indicated by
peaks (i.e. maxima) in the images of the cloud after free
expansion that reflect the boson momentum distribution
in the initially trapped cloud. In this section, we calculate the momentum distribution to see how interaction
changes the superfluid state. As reviewed in Appendix B,
the real space boson density after free expansion probes
the momentum distribution:
X
n(k) = N0 |Φ0 (k)|2 +
|Φi (k)|2 nB (i − µ),
(41)
i6=0

where Φ(k) is the Fourier transformed Mathieu wave
function. By inserting the wave functions and energy levels obtained from our self-consistent scheme into Eq. (41),
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FIG. 10: (Color online) This plot shows the interacting boson
density (solid curve) as a function of the spatial variable x in a
unit cell at ky = π/2, kz = π/2 (crossing the unit cell center),
showing a suppression of the central boson density relative to
the non-interacting case (dashed curve).

FIG. 12: (Color online) The boson momentum distribution
as a function of kx for ky = 0 and kz = 0, with system
parameters given in the main text. Both plots are normalized
so that n(0) = 1. The top panel shows the interacting case,
and the bottom panel shows the non-interacting case, with
the height of the side peaks being smaller in the interacting
case reflecting a more spatially-uniform Bose gas.

3
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0.007

Interacting
Non-Interacting

0.005
0.003
0.001
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3
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FIG. 11: (Color online) This plot shows the interacting boson
density (solid curve) as a function of the spatial variable x in
a unit cell at ky = π/8, kz = π/8 (near the unit cell edge),
showing an increase of the central boson density relative to
the non-interacting case (dashed curve).

we are able to obtain the boson momentum distribution.
Note that we are not considering interaction during the
expansion.
Most cold atom experiments with optical lattices involve a background smoothly-varying parabolic trap. In
our analysis, we did not account for this, but instead
studied a “box”-shaped trap possessing a periodic optical lattice potential along with hard-wall boundary conditions to take into account the finite-size initial cloud.
We considered a cubic system with length L = πNs /k
with Ns = 10 lattice sites along each direction (containing Nsites = 103 total sites). We note here that such
box-shaped traps have recently been achieved experimentally [22].
In Fig. 12, we show our results for the boson momen-

tum distribution Eq. (41) at ky = kx = 0, with the same
system parameters as in the preceding section, with the
top panel being the interacting case, and the bottom
panel being the non-interacting case. Each plot is normalized so that n(k) = 1 at k = 0. The side-peaks
are expected for a BEC in a periodic optical lattice (as
observed by Greiner et al. [5]), and should occur for k
equal to any reciprocal lattice vector. The side-peaks in
2
Fig. 12 occur at kx = ± 2π
a = ± k . The height of the side
peaks, relative to the central peak, reflects the degree of
spatial inhomogeneity of the BEC, as can be seen by noting the limiting case of a spatially-uniform BEC, which
will have only a central peak at k = 0. Thus, since the
side-peaks are smaller in the interacting case, we argue
that the boson momentum distribution also reflects the
spatial homogenization of the cloud in the presence of
repulsive interactions.

V.

CONCLUSION

In this paper, we studied the effect of short range repulsive interactions on the properties of bosons in periodic
optical lattices. For a uniform boson gas, the effect of
such interactions on the superfluid transition temperature Tc has been argued for decades, with both positive
and negative Tc shifts having been reported [20]. The
consensus is that Tc increases linearly with scattering
length as [19].
In contrast, bosons in a deep optical lattice, charac-
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terized by the Bose Hubbard model (BHM), exhibit a
suppression of Tc with increasing repulsive interactions.
Given that a system consisting of bosons in a periodic
optical lattice with lattice depth V0 continuously interpolates between the limiting cases of a uniform gas (for
V0 → 0) and the BHM (for V0  Er ), then one may
expect an increase of Tc with as away from the BHM
regime.
Instead of the commonly used tight-binding approach
that leads to the BHM, our theoretical study of this
system started from the exact single-particle states of
bosons in an optical lattice, satisfying the Mathieu equation, an approach that can be particularly useful at large
boson filling or when many single-particle bands are occupied. Interaction effects were accounted for using a
self-consistent Hartree-Fock approximation, in which the
spatially-inhomogeneous boson density leads to an effective reduction of the optical lattice depth.
We applied this scheme to quantify the effects of interatomic interactions on the properties of bosons in an optical lattice, as exhibited in the comparison between observables of non-interacting and interacting systems. We
found that interactions increase the superfluid transition
temperature and the condensate fraction, and also homogenizes the local boson density (as would be seen in
the local density and also the momentum distribution as
probed in time-of-flight experiments).
An obvious weakness of our approach is that we are
unable to capture the Mott insulating regime for bosons

G(r, r0 ; τ, τ 0 ) = G0 (r, r0 ; τ, τ 0 ) +

Z

in optical lattices occurring for integer filling at large optical lattice depth. A natural extension of our work will
be to understand the emergence of the Mott insulating
phase within the Mathieu equation approach (i.e., without making the BHM approximation which provides a
natural picture of the Mott insulating state). Such an
extension would lead to a more complete understanding
of the properties of interacting BEC’s in optical lattices.
This work was supported by National Science Foundation Grant No. DMR-1151717. This work was supported in part by the National Science Foundation under
Grant No. PHYS-1066293 and the hospitality of the Aspen Center for Physics. DES acknowledges support from
the German Academic Exchange Service (DAAD) and
the hospitality of the Institute for Theoretical Condensed
Matter physics at the Karlsruhe Institute of Technology.

Appendix A: Hartree-Fock Approximation

We use Hartree-Fock Approximation to describe the
inter-atomic interaction. Hartree-Fock approximation
assumes a dependence of the system’s self energy on the
atomic density.
Consider a translationally invariant system or a system
possessing discrete translational invariance (such as in a
periodic potential). The Dyson’s Equation is

d3 r1 d3 r2 dτ1 dτ2 G0 (r, r1 0 ; τ, τ1 )Σ(r1 , r2 ; τ1 , τ2 )G(r2 , r0 ; τ2 , τ 0 ),

where G and G0 are the Green’s functions of spatial coordinates r, r0 and imaginary time τ , τ 0 respectively for the
entire system and for the bare system, and Σ is the self
energy characterizing the contribution from interaction.
On the other hand, we have
D
E
Rβ
G(r, r0 , τ, τ 0 ) = − Tτ Ψ(r, τ )Ψ† (r0 , τ 0 )e− 0 dτ H1 (τ ) ,
(A2)
where H1 is given by Eq. (2). To derive the Hartree-Fock
term, we expand to the first order (denoting x = (r, τ ),
and similarly for x0 and x1 ),

(A1)

Ψ† (x0 ) to contract with the two Ψ(x1 ) factors. Therefore,
with G0 (x, x0 ) = − Tτ Ψ(x)Ψ† (x0 ) , we have
Z
G(x, x0 ) = G0 (x, x0 )−2g dx1 G0 (x, x1 )G0 (x1 , x1 )G0 (x1 , x0 ).
(A4)
Comparing Eq. (A4) with Eq. (A1), we obtain
Σ(x1 , x2 ) = −2gG0 (x1 , x1 )δ(x1 − x2 ).

(A5)

Since G0 (x1 , x+
1 ) = −n(x1 ), the boson density, we come
to

Σ(x, x0 ) = 2gn(x)δ(x − x0 ),
G(x, x0 ) =

Z
h
i
g
namely, the Hartree-Fock Approximation.
† 0
†
†
− Tτ Ψ(x)Ψ (x ) 1 −
dx1 Ψ (x1 )Ψ (x1 )Ψ(x1 )Ψ(x1 ) ,
2
(A3)

(A6)

Appendix B: Free Expansion

where the coupling constant g = 4π~2 as /m. In the above
Green’s function, there are two ways for Ψ(x) to contract
with the two Ψ† (x1 ) factors, and there are two ways for

The superfluid state of bosons is usually shown in experiments by absorption imaging of the freely expanded
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cloud [23]. In this process, the trapping potential is
abruptly turned off, the atomic gas undergoes a period
of time-of-flight free expansion. The absorption image
provides information about the density profile, which is
related to the initial momentum distribution. Atoms that
are initially of the same state will gather together in the
real space, therefore density peaks in the image indicate
Bose-Einstein condensate.
Assume the trapping potential is turned off at t = 0.
The time dependent density
n(r, t) = TrρH (t)n̂(r) = TrρH (t)Φ̂† (r)Φ̂(r),

n(r, t) =

XX
i

(B1)

where Φ̂(r) and Φ̂† (r) are field operators, ρH is the density matrix for the time dependent Hamiltonian which is
written as
H(t) = H0 + Θ(−t)Htrap ,

where n̂(r, t) ≡ eitH0 n(r)e−itH0 . ρH∞ ≡ ρH (t < 0) is the
initial density matrix at t = 0. The field operators Φ̂(r)
can be expanded either in the eigenstates of H0 or in the
eigenstates of H∞ , and the former of which are just plane
waves. Therefore we can obtain the density matrix ρH∞
by equating the two expansions, and plug into Eq. (B4)
to solve for the density n(r, t > 0). The result is

(B2)
n(r, t) ∝

Θ(t) =

(B5)

k

where φ̃i (k) is the Fourier transform of the eigenfunction
of H∞ . If we translationally move in the momentum
mr
space from k to k+ mr
t , where k  t , Eq. (B5) becomes

where


| eitEk −ik·r φ̃i (k) |2 nB (εi − µ),

X

2

φ̃i (rm/t) nB (εi − µ).

(B6)

i

0, (t ≤ 0);
1, (t > 0).

(B3)

The Hamiltonian is entirely time invariant before t = 0,
we can denote H(t < 0) ≡ H∞ . The density after the
trap potential is turned off is obtained by
n(r, t > 0) = TrρH∞ n̂(r, t),

(B4)
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