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A free energy analysis by unfolding applied to 125-mers on a
cubic lattice
Myung S Chung, Andrew F Neuwald and W John Wilbur
Background: A common approach to the protein folding problem involves
computer simulation of folding using lattice models of amino acid sequences.
Key factors for good performance in such models are the correct choice of the
temperature and the average interaction energy between residues. In order to
push the lattice approach to its limit it is important to have a method to adjust
these parameters for optimal folding that is not limited by our ability to
successfully simulate folding in a reasonable time. 
Results: In this study, we adopt a simple cubic-lattice model and present a
method for calculating the free energy of a chain as a function of the number of
native contacts. This does not require that we are able to fold the sequence by
simulation and it provides a method of estimating the folding transition
temperature. For a given set of parameters, the free energy analysis also
allows an estimate of foldability. By applying the method to sequences with 27
and 125 residues, we show that optimal folding occurs near the folding
transition temperature and at either zero or small negative average interaction
energy. We find ourselves able to fold only 125-mers that have significant
short-range native contacts. 
Conclusions: A free energy analysis during unfolding is a useful tool for the
study of foldability and should be applicable to a variety of folding models. In
this way we are able to fold some 125-mer designed sequences and our results
confirm the finding that short-range contacts contribute to foldability.
Introduction
The biological function of a protein is closely related to its
three dimensional structure. It has been shown that in
many important cases the information contained in the
one dimensional amino acid sequence is sufficient for
folding to the native structure. Proteins seem to find the
unique native conformation very fast out of the enormous
number of possible conformations (Levinthal paradox [1]).
It is difficult to determine how this actually takes place.
Nevertheless, simple lattice models have provided helpful
insights into the kinetic and thermodynamic aspects of
folding [2,3]. In this study, we adopt a cubic-lattice model
that, with minor variations, has been used in a number of
simulation studies of protein folding dynamics [4–9]. 
As noted by Caflisch and Karplus [10], most proteins are
very sensitive to their environment; small temperature or
pH changes can alter both their stability and their ability
to function. It is natural to assume that the analogous para-
meters would affect the folding of a model system with
similar sensitivity. For example, it is known that the
potential energy surfaces of lattice model systems are
rugged [3,5,11–14]. If the temperature for the simulation
is too low, then the folding process may get trapped in one
of the local minima. On the other hand, if the temperature
is too high, the native state will be unstable because the
corresponding Boltzmann probability is small. The other
parameter of interest, the average interaction energy, con-
trols how fast the sequence collapses into a compact state
and how compact this state is. The interaction energy
must be set correctly to give the sequence enough con-
tacts to pursue further folding, yet enough freedom of
movement to search for the native structure.
Suggestions have been made in the literature regarding the
choice of parameters for rapid folding. Two such proposals
involve the concept of transition temperatures. For general
polymers, the folding temperature Tf has been defined as
the temperature at which the population in the folded con-
figuration is equal to the population in all other configura-
tions [15] or as the mid-transition temperature at which the
thermodynamically averaged number of native contacts is
half that of the native structure [8]. The concept of a glass
transition temperature, Tg, for proteins has been enunci-
ated by Bryngelson and Wolynes [13]. This is the tempera-
ture below which the chain is frozen into a conformation
with a local minimum energy because of insufficient
energy to overcome barriers. This temperature has been
given a specific definition for the random energy model
(REM) of proteins [16,17] and it has been hypothesized
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that in this model good folding sequences maximize Tf /Tg.
It has also been pointed out, however, that the REM defin-
ition is not appropriate for lattice models [18,19]. Socci and
Onuchic [19] have given an alternative kinetic definition of
a Tg that is appropriate for lattice models, but the defini-
tion depends on observing a lengthening of folding times
as the temperature of the system is raised. This is not
useful for solving the problem of interest to us because the
structure must be able to actually fold in reasonable time to
obtain Tg.
In an alternative approach Camacho and Thirumalai [20]
define the following temperatures: Tθ is the temperature
at which chains collapse from a coil to a compact phase
and Tf is the temperature at which chains adopt a confor-
mation corresponding to their native states. They suggest
that the better folding sequence is the one with larger
Tf /Tθ. Explicit formulas are provided for the calculation
of both Tf and Tθ. Tf is defined as the temperature at
which the time-averaged fluctuation in the overlap func-
tion is a maximum and Tθ is the temperature at which the
specific heat of the system is at a maximum. The overlap
function is a measure of how similar a structure is to the
native structure of the sequence. Parameter ranges exist,
however, where collapse takes place only at folding [8]
and, furthermore, it is argued by Shakhnovich [2] that the
Tθ defined here is actually the Tf of other investigators
(see previous paragraph). We attempted to apply this cri-
terion to our lattice model, but were unable to obtain
useful predictions of optimal folding (data not shown).
Thus, the status of this criterion is unclear.
A third criterion for rapid folding has been put forward by
Šali, Shakhnovich and Karplus [21,22], namely that good
folding sequences are those that have a large gap between
the lowest and the next lowest energies of a configuration.
Although we believe that there is a certain statistical valid-
ity to this criterion, we have two concerns about it. First, it
is not difficult to give examples that violate the criterion
[18]. In addition to the gap, the energy barrier between
the lowest and next lowest energy states and the possibil-
ity that there may be multiple states with approximately
the same energy gap to the ground state are important
considerations. Furthermore, exhaustive examination of
this criterion has not confirmed it to be as useful as hoped
in separating good and bad folders [23]. These results
have been disputed based on the temperatures used in the
study [2]. Clearly, the lower the temperature used the
more useful the gap criterion is likely to be, but it remains
a disputed question what the ‘correct temperature’ for
such a study should be. Our second concern relates to the
application of the gap criterion in our setting. How exactly
should the gap be defined for a lattice model? Clearly, the
energy increase produced by a single step in unfolding
from the ground state is not the intended meaning. More-
over, it does not suffice to restrict attention to maximally
compact states because these are insufficient to represent
the thermodynamics of lattice systems [12].
Thus, we have not found a practical method in the litera-
ture that will allow us to adjust the relevant parameters for a
long sequence to achieve the most rapid folding. The
straightforward approach to folding applied to a simple
cubic-lattice model of proteins is unlikely to produce any
reasonable result regardless of the length of the sequences,
unless parameters are appropriately set. For short sequences
(length, N = 27), an exhaustive set of folding experiments
may allow one to find optimal parameter settings for fast
folding, but for long sequences this becomes totally imprac-
tical (a reasonable number of Monte-Carlo steps to check
folding may be 109). Hence, for long sequences it is
important to find another method for parameter adjust-
ment. Here, we present a method based on the calculation
of the free energy surface of a molecule.
As is commonly done, we use the number of native con-
tacts as an important measure of how close a sequence is
to its native structure. We develop a method to calculate
the free energy as a function of the native contact number
and we examine the free energy curve for various combi-
nations of temperature and average interaction energy.
Folding is found to be optimal when the temperature is
near Tf (a new definition of folding transition temperature
will be given in the next section) and the average interac-
tion energy is chosen to yield a reasonable free energy
curve. This is confirmed by the results of exhaustive sim-
ulations for sequences with N = 27. We further investigate
longer sequences (N = 125) and the result is surprisingly
good (for one structure there was 98% folding). In the next
section, we will introduce the cubic-lattice model and
describe the algorithm we use for folding. We also discuss
the use of a restricted form of the algorithm, which
enables us to record states under equilibrium conditions in
a reasonable time. In the section Free energy calculations,
the method to calculate the free energy using this
restricted algorithm will be described in detail. Then in
the last section, Simulations, we present our results on the
folding of sequences with N = 27 and N = 125.
Results
Methodology
Description of the lattice model
In studies of protein folding the term cubic lattice is com-
monly applied to the set of points in three dimensional
space with integer coordinates. If
is a sequence of amino acids with length N, we may
denote the corresponding structure by the sequence of
vertices on the lattice
{ }ri Ni = 1
{ }ξi Ni = 1
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where consecutive vertices are adjacent on the lattice and
no lattice point is occupied more than once. Given such a
structure, two vertices are said to be in contact if they are
adjacent on the lattice, but are not consecutive in the
chain. The energy of a structure s, where
following Gutin et al. [8], is given as
Here is the interaction energy between residues
at i and j, B is a constant referred to as the average interac-
tion energy and = 1 if ri and rj are in contact and is 0
otherwise. The interaction energy, sometimes called the
contact energy, of amino acid pairs is taken from Miya-
zawa–Jernigan (Table 4 in [24], unmodified). We define the
native structure s* as the structure, if it exists, that yields
the global minimum energy; in other words, E(s*) < E(s) for
all structures that do not have the same set of contacts as s*.
Folding means undergoing a sequence of elementary
structural changes that lead to the native structure. In the
folding simulations, the vertices in the chain can make
only certain moves. The set of allowed moves consists of
end wiggles, corner flips and crankshaft moves, the first
two of which were originally described by Verdier and
Stockmayer [25] with the third added by Hilhorst and
Deutch [26]. Although it is well known that the dynamics
of a simulation is dependent on the move set chosen
[26–28], this particular move set has been shown to closely
reproduce the relaxation dynamics of the Rouse model
[29,30] and as a testament to its utility it has become
widely used in folding simulation studies [4–9,12,18,19,
21–23,31]. It has been pointed out [19] that this move set
is not ergodic on the full set of self-avoiding random walks
on the cubic lattice because one cannot reach certain
knotted structures. An ergodic set of moves would by defi-
nition allow one to move from any structure to any other
structure with non-zero probability. On the other hand, it
has been considered appropriate to confine attention to
those structures that can be reached by the move set start-
ing from an extended configuration [12]. For a given
length N it will be convenient for us to denote this set of
structures by Ω(N).
The folding algorithm adopts the Metropolis Monte-Carlo
method, and can be described by the following:
Start with a straight linear chain.
Subroutine:
Let s and t be the current and proposed new structures, respectively.
Accept the move with probability
Step: randomly go to A 30% of the time and B 70% of the time.
A: (consider the end wiggle and corner flip moves)
Randomly choose an integer n1 with 1 ≤ n1 ≤ N.
If n1 = 1 or N randomly choose one of the six neighbors of 
the unique adjacent vertex of s(n1).
Check if the end wiggle move is structurally possible 
from vertex s(n1) to this new position.
If it is, denote the result of the move by t, and do 
Subroutine.
Go to Step.
Else (1 < n1 < N) check if the corner flip is structurally 
possible at vertex s(n1).
If it is, denote the result of the move by t , and do 
Subroutine.
Go to Step.
B: (consider the crankshaft move)
Randomly choose an integer n2 with 1 ≤ n2 ≤ N – 3.
Check if the crankshaft move is possible from vertex s(n2).
If it is, denote the result of the move by t , and do 
Subroutine.
Go to Step.
Repeat Step until the chain is folded into the target structure or the
prescribed number of steps have been taken.
The particular division of 30% and 70% between the
choices of move types A and B in the algorithm is based
on an empirical observation that in a more or less compact
structure, opportunities for crank shaft moves predomi-
nate. A ratio of 20:20:60 (end wiggles:corner flips:crank-
shaft moves) has been used by Klimov and Thirumalai
[18] for the three types of moves. We do not know what
ratio of moves is optimal, but suspect that it varies with
the length of the sequence.
For future reference, we note that this Markov process is
reversible (it obeys detailed balance, meaning that at equi-
librium the flow between any two states is the same in
either direction). Furthermore, with the partition function
defined as
the equilibrium distribution of the Markov process is
Concept of a restricted Markov process
Let the transition function p on the space Ω define an irre-
ducible and reversible Markov process and let π denote
the corresponding equilibrium distribution on Ω. Suppose
a subset Λ ⊆ Ω is non empty. If for any elements s and t in
Λ there exists a series of transitions leading from s to t
always in Λ, then we call Λ an irreducible subset of Ω. Let
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us define the restriction p′ of p to Λ by p′(s,t) = p(s,t) for
any s and t where s ≠ t in Λ and
for any s in Λ. The normalization factor, H, for the restric-
tion of π to Λ is
From this we may define the restricted distribution
Because the original process is reversible, it is evident that
for any s,t in Λ
π′(s) p′(s,t) = π′(t) p′(t,s)
which proves that for the restricted Markov process π′(s) is
the unique equilibrium distribution.
Free energy calculation
The free energy calculation consists of estimation by simu-
lation of the relative occupancy rates of states within a
window of native contact numbers. Each window is narrow
enough to permit analysis in a tractable number of simula-
tion steps. A single window provides information about a
small part of the free energy curve, but when the results
from all the overlapping windows are appropriately com-
bined the complete free energy curve can be approximated.
The reversibility of the Markov process that underlies the
Metropolis algorithm is what makes this possible. This
reversibility allows the Metropolis algorithm to be restricted
to appropriate subsets of states (in our case, windows) as
described in the previous section.
The number of contacts of the current structure s, which
are also in contact in the native structure s*, will be
termed the native contact number, nc (s). nc (s) is just an
unnormalized version of the order parameter Q [6] and is a
measure of how similar a structure is to the native struc-
ture. Let Sm denote the collection of structures with m
native contacts. Because the partition function is
the probability Pm for the event Sm is
We write
and call this quantity the Boltzmann weight of Sm.
The free energy for the event Sm may be written as
A direct measurement of Gm is often not practical because
the equilibrium distribution is difficult to simulate. At
this point we make use of the restricted algorithm, which
we discussed in the previous section. Let Λi denote the
set of all structures whose native contacts are in the
window (i – ∆, i) for i ≥ ∆ or in the window (0,i) for i < ∆,
and let Mi denote the Markov process restricted to Λi. We
call ∆ the window size, and defer the discussion of its
choice until later.
To span the whole range of possible values of native con-
tacts, we consider Mi for 1 ≤ i ≤ nc(s*). Let Ci be the count
of all the structures generated when simulating with Mi
and let Cm,i be the same count restricted to the structures
for which nc(s) = m. The counts of structures are such that
at each step in the Markov process Cm,i is incremented by
1 for some m. The probability of having a structure with
native contact number m in Mi, denoted as Pm,i, is then
approximated by
and clearly
for i − ∆ ≤ m ≤ i − 1.
Because of reversibility and Equation 3, at equilibrium we
have
Hence
is true for (m + 1) ≤ i ≤ (m + ∆).
To improve the approximation, we use the fact that
is available for each i when m + 1 ≤ i ≤ m + ∆. This selec-
tion of range of i is important, because for this range both
Cm+1,i and Cm,i are measured in Mi. We pool the data from
the numerator and denominator in each of these relations
to obtain the estimate
Once
is obtained in this way, we can calculate the free energy
difference; in other words
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With G0 = 0, we obtain
Next, we define the folding transition temperature, Tf , as
the unique temperature yielding
where
and
For computational convenience, we set Z0 = 1 only when
computing these numbers for comparison.
To illustrate the use of Equation 4 in more detail, we
present actual data in Table 1. The algorithm is composed
of a series of simulations of restricted processes; Mi,
1 ≤ i ≤ nc (s*). In this example T = 1.1 and the algorithm
starts with the native structure and a window size of 11
and simulates moves for 108 steps. When the simulation
has finished producing data for Mnc (s*) it continues as
needed but without data collection until the state s is in
the next window: nc(s*) – 1 ≥ nc (s) ≥ nc (s*) – 11. Then the
simulation to collect data for Mnc (s*) – 1 is performed for 108
steps. In the same manner, the algorithm continues all the
way to M1. Thus, every native contact number is covered
by some, and frequently several, restricted Markov
processes. For particular native contact numbers, m = 9
and m = 8 we have
(5)
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Table 1
Number of state visits, Cm,i .
i
28 27 26 25 24 23 22 21 20 19 18 17 16 15
28 7138 0 1139 187 292 220 178 236 291 179 140 0 0 0
27 0 0 3866 752 1066 791 512 795 729 567 506 416 0 0
26 0 0 3644 694 990 745 444 750 624 542 511 501 556 0
25 0 0 0 836 1329 1008 648 1093 947 836 791 768 846 899
24 0 0 0 0 1255 924 614 1019 846 760 710 693 853 1089
23 0 0 0 0 0 1051 655 1089 895 811 746 742 885 1021
22 0 0 0 0 0 0 519 859 742 668 632 647 813 1058
21 0 0 0 0 0 0 0 1021 816 717 658 650 767 941
20 0 0 0 0 0 0 0 0 812 697 698 689 811 981
19 0 0 0 0 0 0 0 0 0 712 664 618 714 849
18 0 0 0 0 0 0 0 0 0 0 564 555 679 834
17 0 0 0 0 0 0 0 0 0 0 0 580 697 860
15 0 0 0 0 0 0 0 0 0 0 0 0 0 940
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
m
14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1236 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10711034 0 0 0 0 0 0 0 0 0 0 0 0 0
12241400 1430 0 0 0 0 0 0 0 0 0 0 0 0
10261119 11581127 0 0 0 0 0 0 0 0 0 0 0
10481113 10921053 1007 0 0 0 0 0 0 0 0 0 0
946 1068 11221144 1092 107 0 0 0 0 0 0 0 0 0
942 1047 11061139 1104 1058 973 0 0 0 0 0 0 0 0
955 1056 10881112 1037 981 891 744 0 0 0 0 0 0 0
10321122 11341138 1046 965 896 785 583 359 0 0 0 0 0
10391143 11991226 1154 1086 994 876 663 413 205 0 0 0 0
0 1389 14211395 1265 1156 1056 914 680 428 213 82 0 0 0
0 0 15791612 1496 1377 1239 1050 783 487 249 97 30 0 0
0 0 0 1849 1725 1615 1474 1263 964 623 322 123 34 7 0
0 0 0 0 2083 1981 1826 1571 1188 749 390 157 45 9 1
0 0 0 0 0 2592 2317 1971 1469 921 472 189 56 12 2
0 0 0 0 0 0 3032 2650 2039 1279 656 257 72 13 2
0 0 0 0 0 0 0 3860 2888 1822 940 362 104 21 3
0 0 0 0 0 0 0 0 4745 2955 1504 592 168 32 4
0 0 0 0 0 0 0 0 0 5618 2861 1125 321 66 9
0 0 0 0 0 0 0 0 0 0 6579 2541 717 142 20
0 0 0 0 0 0 0 0 0 0 0 7365 2132 440 63
0 0 0 0 0 0 0 0 0 0 0 0 8081 1686 233
0 0 0 0 0 0 0 0 0 0 0 0 0 8738 1262
Cm,i is a count of structures for which the native contact number = m. i indicates the left edge of the window in which the native contact number
lies. Counts are divided by 104 for display purposes.
(6)
Therefore
where k is taken to be 1.0.
One final point with regard to the free energy involves our
method of presenting the free energy curves. To compare
the free energy curves between different temperatures
more effectively, we introduce the dimensionless quantity
as the normalized free energy for the event Sm. This allows,
for example, a direct comparison to be made of the diffi-
culty of movement over energy barriers by the Metropolis
algorithm even when curves were produced at different
temperatures. All our free energy curves are presented in
normalized form.
Accuracy of the free energy calculation
Before we proceed to the next section, it is important to
consider two parameters of the restricted simulations that
were just illustrated and how their choice relates to the
accuracy of the calculations. One parameter is the number
of Monte-Carlo steps in each window, which we term the
iteration number, and the other parameter is the window
size. As shown in Table 1 and throughout our calculations,
we have used a window size of 11 and an iteration number
of 108. (All counts in Table 1 have been divided by 104 for
display purposes only.) Here, we wish to argue that these
choices provide for reasonable accuracy in our calculations.
There are two issues to be considered. The first is
whether the window size is too restrictive and excludes
too many states from the domain of the algorithm and thus
gives a misleading picture of the free energy surface. The
second issue is whether the iteration number is sufficient
for convergence on the set of states that are accessible to
the algorithm.
We can judge one aspect of the sufficiency of the itera-
tion number by whether we obtain consistent results
over repeated runs. Figure 1 provides evidence that we
obtain convergence for the case of N = 125 with an iter-
ation number of 108. 10 separate runs of the same
sequence with identical values of B and T are shown and
reveal that the resulting free energy curves have reason-
able consistency. Because of the way the algorithm oper-
ates in moving from one window to the next, however,
we must consider the possibility of systematic error. As
one advances from one window to the next, the simula-
tion in each new window begins in the 10 cells that
overlap the previous window. This can give a systematic
bias and error in the calculations if a sufficient iteration
number is not used. To test for this possibility we made
one run with an iteration number of 109. The resulting
free energy curve is shown in Figure 1. This curve
appears to be an approximate average of the curves with
a lower iteration number and therefore suggests that an
iteration number of 108 is sufficient to avoid systematic
bias. Because of the length of a calculation with 109 as
the iteration number for a sequence of length 125 (~5
days) we have also studied this question with 27-mers
and results (data not shown) confirm that 107 is sufficient
to avoid systematic bias at the shorter length. Systematic
bias is cumulative with the number of windows, suggest-
ing that 108 should be a sufficient iteration number to
avoid systematic bias in the longer sequences.
The advantage of using a window is that within the con-
fines of the window the free energy variation is limited
and this limits the time it takes to accurately simulate
the folding process to estimate free energies. To illus-
trate the importance of this fact, consider again the
curves shown in Figure 1. From the highest to the lowest
point on these curves there is a difference in normalized
free energy of ~27. This tells us that at equilibrium the
probability of arriving at the highest point on the curve is
~e –27 (= 1.9 × 10–12) of the probability of being found at
the lowest point. Clearly a naive simulation to obtain this
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Figure 1
The reproducibility of normalized free energy curves. The algorithm was
run on the c-cube at B = 0 and T = 1.9. 11 different runs are shown
here with the same B and T values. 10 of these are with an iteration
number of 108 and the curve marked with solid diamonds is with an
iteration number of 109.
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free energy curve must fail with current resources. It is,
therefore, important to use a window that is not too large.
The downside of using a window is that it restricts the
freedom of movement of the simulation and may limit
the states that can be accessed. Referring to Figure 1, we
begin our simulations with a window that includes the
maximum number of native contacts (the folded sequence)
at its right end and we advance the window monotoni-
cally to have the next lower contact number at its right
end at each successive stage of the simulation. At any
point in the simulation there could exist a state with a
native contact number that falls within the window, but
that can only be reached from the current state within the
window by leaving the window either below or above.
Such a state is not accessible to the simulation. Now we
claim that such states are very unlikely to occur at the
beginning of the simulation near the native state because
states that have close to the maximum number of native
contacts are also close to the native state in structure, so
one can easily pass from one state to the other without
leaving the window. As one moves to windows with lower
contact numbers the size of the window becomes more
crucial. For most pairs of structures with native contact
numbers that fall within the window we can move from
one structure to the other either by folding one structure
back into the native structure and then unfolding it to the
other or by unfolding one structure to random coil and
then folding it back into the other. The question is
whether we can use a series of short foldings interspersed
with unfoldings that will allow us to move between two
such structures while remaining within the window. We
believe the answer is usually yes, based on three observa-
tions. First, if a window size of 11 was seriously restricting
the motion we would expect even more restriction as
windows became progressively smaller. We compared the
results of simulations with window sizes from 11 down to
four. With the iteration number fixed at 108, the free
energy curves remained essentially invariant from
window size 11 down to five (data not shown), with devia-
tion appearing only at window size four. Thus, it seems
unlikely that a window size of 11 is seriously restricting
access to states. The second argument is the success of
the method using a window size of 11 in giving useful
information about parameter settings for good folding
(data shown in next section). Finally, the third argument
is the result of a simulation with a 125-mer, a greatly
increased window size and a comparison of the results
with our standard simulation at a window size of 11. This
comparison is shown in Figure 2 and reveals that a
window of size 80 for the above mentioned curve (on the
left in Figure 2) and an unrestricted simulation as shown
above (on the right in Figure 2) both closely approximate
the standard window size 11 calculation. Here, we have
used the fact that the free energy is determined only up
to an arbitrary constant to adjust the two darker curves
(shown in Figure 2) so that they are just above the stan-
dard curve at their right ends, for easy comparison. The
unrestricted simulation represented on the right of the
figure was for 8 × 1010 steps and the simulation on the
left, restricted only by a barrier at 80 native contacts, was
for 1011 steps. Error appears in both the dark curves near
their left ends where the energy is relatively high and
counts in the simulations are low. Such error is expected
and cannot be estimated by any simple model due to the
complex dependency between successive steps in the
simulations. Both darker curves approximate the standard
windowed calculation over much of their length, suggest-
ing that in these regions they are accurate. We believe
this result provides strong support for the validity of the
windowing method with a window size of 11.
Suppose we are wrong for some molecules and access to a
significant fraction of the states is not possible with a
window size of 11. What we can say with some certainty is
that the free energy curves we calculate are reasonably
accurate for the sets of states we can access. In all likeli-
hood if we are missing states, such missed states predomi-
nate in the regions of lower native contact number
because such regions have the preponderance of states
(e.g. we are certainly not missing any states with maximal
contact number). The effect will then be to make folding
appear easier than it is. Thus, our method, beginning with
the native structure, traces out in reverse the true folding
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Figure 2
Normalized free energy comparisons. The algorithm was run on the
b-cube at B = 0 and T = 2.0. The usual free energy calculation with
window size 11 is represented by the curve spanning the width of the
picture. The partial free energy estimates above represent simulations:
right, unrestricted; and left, within a single window from 0 to 80 contacts.
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funnel. There may, however, be regions and traps on the
periphery that are invisible to our method, but that could
divert a sequence from folding. Thus, we see the free
energy curves we calculate as providing a lower bound on
the difficulty of folding a sequence. 
A final point relates to the accuracy of the curves shown in
Figure 1 and computed with an iteration number of 108. It
is worthwhile to note that the deviation starts when the
native contact number is ~30 and virtually no further devi-
ation is added once the native contact number is > 80 (the
curves tend to run parallel). The picture can, therefore, be
improved if we increase the iteration number from 108 to
109 for Mi (30 ≤ i ≤ 80), although increasing the iteration
number is not always practical (it usually takes about 12 h
to run the algorithm to get the free energy analysis with
iteration number 108 and window size 11 for sequences of
length 125 on a 167 MHz Ultrasparc processor).
Simulations
In this section the free energy landscape is analyzed as a
function of the native contacts. This provides information
to decide which combination of B and T is best for fast
folding. Because we introduced a new definition of the
folding transition temperature, we will verify that folding
is optimal near this Tf , and that the free energy landscape
obtained for different combinations of B and Tf correlates
with observed folding. Each of the native structures we
use in this study is cubic in form.
As an initial step to verify the method, we use a sequence
length of 27 because folding is reasonably fast (< 2 × 106
Monte-Carlo steps). We have studied a set of 10 3 × 3 × 3
cubic structures with corresponding low-energy sequences.
The structures were chosen at random and corresponding
low-energy sequences were found with reasonable energy
gaps between the lowest (native) and the next lowest
energy. To study the effect of B and T on the rate of
folding, folding simulations were run for all these struc-
tures as B and T were varied; B ranging from −1.5 to 1.0 in
increments of 0.5 and T ranging from 0.5 to 3.0 in incre-
ments of 0.1. Because we are interested in fast folding, we
set a limit of 2 × 106 on the number of Monte-Carlo steps.
The numbers of steps until folding (or the limit if the
sequence remained unfolded) were averaged over 100
random folding simulations for each target structure and
different set of conditions. For each B we denote the best
folding temperature as T*(B). Figure 3 shows the average
folding times for the various B with T*(B). From this we
see three structures with the best average folding times
< 106 steps, and three structures with best average folding
times > 1.8 × 106. We designate these two groups of struc-
tures as good and bad folders, respectively. We will denote
the best folding B as B* and hence the corresponding best
folding temperature as T*(B*). 
Let us begin by focusing our attention on one structure,
STR1, of intermediate foldability. We conducted the
free energy landscape analysis, described in the previous
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Figure 3
Folding simulations of 10 different structures with length 27 are shown
here. For each structure, folding time is averaged over 100 runs with
the same B and T conditions. For each B, T*(B) is found and the
average folding time is shown for the B/T*(B) pair.
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Figure 4
Normalized free energy curves of a structure of length 27 with various
B values ranging from –1.5 to 1.0.
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section, on this target structure with six different values of
B (ranging from –1.5 to 1.0 in increments of 0.5 each with
its T*(B); see Figure 4). Table 2 contains some data from
the free energy landscape analysis at given temperature as
well as the average folding times. We can see here that for
each B, Zlow and Zhigh are roughly balanced at T*(B). This
is consistent with the fact that the best folding takes place
near Tf . The free energy landscapes indicate that setting
the parameter B = 0 or −0.5 may yield good folding, which
agrees well with the actual folding simulations.
Next, we perform the free energy landscape analysis on all
10 native structures, but just for B* and T*(B*). Again,
Zlow and Zhigh are roughly balanced indicating that the best
folding occurs near Tf (see Table 3). In Figure 5 the free
energy landscapes of good folders are compared with
those of bad folders and this clearly shows that the free
energies are not favorable for folding of the bad folders.
With the above analysis, we propose a strategy for the
choice of the parameters B and T for optimal folding: for
several B, run the free energy analysis to find corresponding
Tf ; and for the resulting B and Tf combinations, plot the
normalized free energy curve; and for several B and Tf
which have desirable free energy curves, perform folding
simulations to see what works best (also try some variation
in T around Tf ).
We proceed to apply this strategy to the more challenging
problem of folding sequences of length 125. For this
sequence length we decided, from trial and error, that to
detect low folding rates we needed to run a folding algo-
rithm for at least 109 Monte-Carlo steps. Thus, in all of our
folding simulations for sequences of length N =125 we
have used 109 steps as our upper limit. The structure
examined first is designed to have helical-like features
(this structure is called the h-cube, see Figure 6). To find
a low-energy sequence for this structure, we used the
algorithm proposed by Shakhnovich and Gutin [32].
Unlike sequences of length 27, it is almost impossible to
fold sequences of length 125 with random choices of B
and T. We first examine the free energy analysis for fixed
B = 0 for various temperatures (T = 2.4, 2.1, 2.0 or 1.8).
From this it is evident that there is a sensitive dependence
on temperature as shown in Figure 7. At the higher tem-
perature, T = 2.4, the free energy keeps increasing, which
implies that folding is not favorable. At the lower tempera-
ture, T = 1.8, the free energy keeps decreasing. This does
not necessarily mean the folding is favorable, however.
Because the temperature is low and local minima are avail-
able, the folding is easily trapped in such local minima and
cannot overcome the barrier. Our free energy analysis is
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Table 2
Folding simulations and free energy analysis for STR1 (N = 27).
Average folding time
B T*(B) ln(Zlow) ln(Zhigh) in millions of steps
1.0 0.7 15.9 13.2 1.97
0.5 1.0 11.9 10.5 1.74
0.0 1.3 10.1 8.9 1.46
–0.5 1.5 10.4 9.6 1.62
–1.0 1.8 9.4 8.1 1.65
–1.5 2.0 9.4 7.9 1.77
For each B, T*(B) is the temperature with the shortest average folding
time among those examined. Folding simulations and free energy
analysis are carried out at each B and T*(B).
Table 3
Folding simulations and free energy analysis with optimal
parameters for 10 different structures with N = 27.
Average folding time
Structure B* T*(B*) ln(Zhigh) ln(Zhigh) in millions of steps
STR1 0.0 1.3 10.1 8.9 1.46
STR2 –0.5 1.9 8.8 6.0 1.92
STR3 0.0 0.9 8.4 8.2 0.60
STR4 0.5 1.6 10.1 10.4 0.88
STR5 0.0 1.5 8.7 7.7 1.22
STR6 –1.0 2.0 7.3 3.8 1.86
STR7 –1.0 1.6 6.7 4.7 1.84
STR8 0.0 1.1 9.2 8.9 132
STR9 –1.0 1.4 13.2 12.1 1.53
STR10 0.0 1.1 13.5 11.0 0.82
Figure 5
Normalized free energy curves of good and bad folders of length 27.
B* and T*(B*) are determined and used for each structure (see Table 3).
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performed as a function of native contacts, and the free
energy curve itself does not necessarily reveal the exis-
tence of local minima. As may be predicted from Figure 7,
the sequence folds much better at T = 2.0 (70%) than at
T = 2.1 (16%). It is interesting that only 0.1 difference in
the temperature yields a marked difference in folding. If
optimal folding temperatures were rescaled from 2.0 to
300, however, the temperature difference becomes 15 and
quite believable.
To find the effect of B on folding, we conducted a
similar analysis for several different B values (−1.5, −1.0,
−0.5, 0, 0.5 and 1.0). From Figure 8 we may predict that
folding would be difficult for positive B because the free
energy increases considerably as the native contacts
become large. For negative B, it is not clear which B
yields fast folding, although one plausible guess is that
for very negative B (i.e. B = −1.5) the initial collapse may
be too strong and may trap the folding process in states
with few native contacts. To check whether this is the
case, we ran the folding simulations using 100 different
random seeds. Table 4 contains the result as well as the
result of the free energy analysis of the h-cube for the
various B and Tf combinations. The folding is optimal
for B = 0 (70%) and good for B = −0.5 (57%), but for
other B the folding is < 20%.
The h-cube was designed with high regularity (a form of
α helix). We designed two other regular structures
(b-cube, β-sheet like; and c-cube with many crankshaft
shapes) and compared the folding of these regular struc-
tures with three randomly generated structures (rc1, rc2
and rc3). All six structures are shown in Figure 6. For each
structure, a low-energy sequence was found as described
for the h-cube and using the same amino acid composition
as for the h-cube. Only B = 0 and B = −0.5 at or near their
corresponding Tf values are investigated because these
two B values seem to work well for the h-cube as well as
the shorter sequences. The results of free energy analysis
along with the simulation folding rates are listed in Figure 9
and Table 5. From the energy peaks that must be tra-
versed in folding, we may predict that folding will be easy
for the b-cube, reasonably easy for the h-cube, the c-cube
and rc3, but more difficult for rc1 and rc2. This is indeed
found to be the case (as shown by Table 5). We see that
the b-cube has a remarkable folding rate of 98% at B = 0,
whereas the h-cube and c-cube fold reasonably well (~70%).
The random structures do not fold as well, however; rc1
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Figure 6
Three designed (b-cube, c-cube and h-cube) and three random (rc1, rc2 and rc3) cubic structures with N = 125.
and rc2 fold 1% of the time or less, and rc3 folds ~20% of
the time. This suggests that although random structures
are difficult folding targets, the regularity in our designed
structures has aided the folding process.
Discussion
The computer simulation of unfolding with detailed
atomic models has provided insights on the structure of
folding intermediates and folding pathways [10,33,34].
Studying unfolding has advantages over studying folding.
First, in the case of molecular dynamics studies, time con-
straints do not permit access to folding pathways or inter-
mediates if one starts with an unfolded molecule (random
coil). If one begins with the native structure, however, the
initial steps of unfolding may allow examination of part of
the folding pathway and some intermediates. In the case of
real protein studies, intermediates are short-lived and diffi-
cult to detect under normal conditions, although progress is
now beginning to be made in such detection [35]. By alter-
ing the conditions, however, one can produce small
changes to partially unfold proteins. The partially unfolded
proteins can be relatively stable and may represent inter-
mediate states on the folding pathway [36–38], but there
are some limitations in these unfolding studies. In molecu-
lar dynamics studies, if the native state is not stable then
the simulation is suspect. If it is stable then conditions
must be altered, for example the temperature may be raised
to induce unfolding [39–41]. In real protein studies, the
solvent may be altered to induce unfolding [42,43]. Thus,
useful results require abnormal conditions. Here, we have
considered unfolding for a different purpose, namely to
compute the free energy landscape of lattice protein
models. The advantage of our approach is that we can
unfold a molecule under conditions of stability. Further-
more, we can control and vary conditions in a search for
optimal folding. Just as simple lattice models have proven
advantageous in overcoming time constraints in folding
simulations [2,3,31], it is evident that they provide an
advantage in overcoming time constraints in simulating the
complete unfolding of large molecules at low temperatures.
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Figure 7
Normalized free energy curves of the h-cube at B = 0 and various T
values ranging from 1.8 to 2.4. This picture shows how sensitively the
free energy curve depends on the temperature. Tf is very near 2.1.
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Figure 8
Normalized free energy curves of the h-cube at various B values
ranging from –1.5 to 1.0. In each case T is chosen to be close to Tf .
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Table 4
Folding simulations and free energy analysis for the h-cube
(N = 27).
B T*(B) ln(Zlow) ln(Zhigh) Folding rate (%)
–1.5 2.9 18.5 23.1 5
–1.0 2.7 17.8 20.4 13
–0.5 2.4 20.4 29.3 57
0.0 2.1 19.0 26.8 70
0.5 1.7 15.7 17.7 16
The folding rate is the percentage of 100 trials in which folding was
achieved within 109 steps.
Other methods, which are suitable for lattice models and
could be applied to our problem, have been proposed for
the calculation of the free energy of a molecule. The
weighted histogram method [44] involves the calculation
of multiple histograms, which are then combined to
produce a composite picture of the free energy of the
system as a function of some parameter, typically the
energy. For reasonably large proteins, the problem is that
simulations at high temperature will almost certainly
provide no representation of the ground state whereas
simulations at low temperature will require intractably
long times to obtain accuracy. This method has been
applied by Boczko and Brooks [45] to a 46-residue peptide
using a number of techniques in an attempt to overcome
the problems mentioned. Although reasonable answers
were obtained, it is not possible to estimate the error of
the calculations. The entropy sampling Monte-Carlo
(ESMC) method of Hao and Scheraga [46,47] defines a
process in which all energies are equally likely at equilib-
rium. Typical local moves in conformation space are sup-
plemented by a chain-regrowth procedure to promote the
sampling of compact conformations and a version of
‘jump-walking’ to enhance convergence of the algorithm.
Hao and Scheraga [46] specifically note that the number
of Monte-Carlo moves should be much larger than the
ergodic time of the system for adequate sampling. Again,
reasonably large proteins present a problem because there
is no guarantee that the chain-regrowth procedure will
allow access to the ground state within a tractable time.
They apply the ESMC method to 38-residue peptide frag-
ments, but note the uncertainty of whether they have
attained the lowest energy state in their simulations [47].
Why should we prefer the windowing procedure we have
proposed to the weighted histogram method or the ESCM
method just described? On the one hand we believe that
either of the latter two methods would become an intrac-
table calculation on most 125-residue sequences. On the
other hand the windowing method clearly converges and
gives a picture of the free energy over the set of states it
samples. Because the method of construction produces a
function of the number of native contacts, we believe the
resultant free energy curve is quite accurate in the region
close to the ground state (see section titled Accuracy of the
free energy calculation). If this is true then our method
provides a picture of free energies in the region relevant to
the energy gap between the lowest and the next lowest
states. The magnitude of this gap has been proposed as a
useful criterion for good folding [2,21,22]. We suggest that
our method gives a more complete picture of the balance
between energy and entropy near the ground state, which
may alleviate alleged deficiencies in the energy gap crite-
rion [18,23]. Finally, our windowing technique provides a
practical way of applying this criterion to long sequences.
In the work presented here we have considered the tem-
perature and the average interaction energy as important
determinants of foldability. In the introduction, we exam-
ined several suggestions from the literature regarding the
choice of parameters for optimal folding. These were the
large energy gap criterion [21,22], the large Tf /Tg ratio
[16], and the large Tf /Tθ ratio [20]. We did not find any of
these methods to be free of difficulties. Finkelstein [48]
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Figure 9
Normalized free energy curves of different structures with length 125.
B is 0 and T is close to Tf in each case.
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Table 5
Folding simulations and free energy analysis for six different
structures with N = 125 shown in Figure 6.
Folding
Structure Energy B T*(B) ln(Zlow) ln(Zhigh) rate (%)
rc1 –392.25 0 1.8 20.3 24.8 1
–0.5 2.1 21.4 23.4 1
rc2 –392.95 0 1.85 16.9 21.8 0
–0.5 2.2 18.7 22.1 0
rc3 –392.25 0 1.8 25.3 31.1 20
–0.5 2.1 26.9 32.1 14
b-cube –418.8 0 2.0 22.4 30.2 98
–0.5 2.3 25.0 33.9 96
c-cube –401.69 0 1.9 27.1 31.8 71
–0.5 2.2 28.9 35.0 55
h-cube –419.85 0 2.0 19.0 26.8 70
–0.5 2.3 20.4 29.3 57
suggests a method to calculate an optimal folding temper-
ature, but because this work is based on the random
energy model it may not be applicable to our system. In
addition, Finkelstein’s purpose is to find the optimal tem-
perature for correct folding with an inaccurate energy
potential function and he is most concerned with thermo-
dynamic issues. We, on the other hand, seek the optimal
temperature for folding assuming that the energy potential
is accurate and we are concerned with kinetic as well as
thermodynamic issues. 
The choice of the average interaction energy, B, seems to
have received less attention in the literature than the
temperature. Changing this parameter is intended to
reflect changes in solvent composition or the introduction
of chain mutations [8]. Gutin et al. [8] conducted a study
of B on a cubic lattice with chains of length 36 by using
two different B values; one corresponding to attraction
(B = –1.0, T = 1.25) and the other corresponding to repul-
sion (B = 0.4, T = 0.65). They showed that for the attrac-
tion case, the chain undergoes two-stage folding by
forming a compact intermediate state, whereas for the
repulsion case, folding into the native state proceeds
directly from a coil-like state to the native state as an all-
or-none transition. They concluded that compaction itself,
which is associated with attraction, may not make folding
faster because it does not decrease energy barriers on the
way to the native conformation. Moreover, it is possible
that compaction may considerably increase the barrier as
it decreases the number of conformations available to the
chain and prohibits some conformations that would form
a pathway with lower barriers. These results were
obtained on a cubic-lattice model, but fall somewhat short
of providing general rules for the choice of B. Socci and
Onuchic [12] studied 27-mers on a cubic lattice with a
three letter alphabet and concluded that B = 0 produced
better folding than a negative B. 
Our methods do not provide any simple rule for the
optimal choice of T or B. Regarding the temperature,
however, they do provide a straightforward way to compute
Tf for a given B and the expectation that the optimal T for
that B will be close to Tf . Furthermore, for a range of B
values free energy curves may be compared and may
provide some guidance in the choice of the optimal B/Tf
pair, as illustrated in Figures 4 and 8. This much is rather
general and should be applicable to models other than the
particular one we have studied. Regarding the particular
model we have investigated, we can say somewhat more
about the choice of B. For short sequences (N = 27), we
studied 10 different structures and noted that the optimal
B ranged over the values 0, −0.5 and −1.0 (see Table 3).
This suggests that attraction can be helpful. For long
sequences (N = 125), we studied the h-cube with six differ-
ent B values and concluded that B = 0 works the best and
that attraction is better for fast folding than repulsion (see
Table 4). Repulsion was never found to be optimal and the
results in Table 5 suggest that for long sequences neutral B
(B = 0) may be the optimal choice in most cases. 
An interesting aspect of our study of the 125-mers shown
in Figure 6 is the relationship we find between structural
features and foldability. Dinner et al. [31] studied the fold-
ability of sequences of length 125 on a cubic lattice in a
setting resembling ours. One important difference in their
study was the use of a strong negative bias in selecting the
energies of the native contacts for a sequence. This
approach allowed them to observe folding behavior in
fewer algorithmic steps (a limit of 5 × 107). They found a
high positive correlation between foldability and the pres-
ence of local cooperative structure and singled out anti-
parallel β sheets and β turns as especially important. The
most foldable structure of the six we studied is the b-cube
with a folding rate of 98% in 109 steps. The b-cube con-
sists completely of anti-parallel β sheets and β turns. The
c-cube and h-cube also have strong local cooperativity and
a form of modularity in their layered structures and exhibit
quite high foldability. Finally, random structure rc3 has a
domain consisting of the bottom two layers of the molec-
ule and this seems to account for its foldability. Thus, our
results are in good agreement with the theoretical work of
Dinner et al. [31], Dill et al. [3], Avbelj and Moult [49],
Unger and Moult [23], and the experimental work of
Viguera et al. [50]. Regarding the nonfoldability of rc1, this
structure has a simple trefoil knot by the Christopher defi-
nition [51]. This could contribute to the difficulty of
folding, but this is unproven for our system. The other
five structures of Figure 6 are knot-free.
Contrary to our findings and those of some others,
Shakhnovich [2] and Abkevich et al. [7,52] have come to
somewhat different conclusions regarding the structural
correlates of foldability. They have found evidence that
abundant or strong local contacts may be counterproduc-
tive and that the most rapid folding is promoted by strong
contacts between residues distant along the sequence.
Such sequences have a free energy curve that is character-
ized by a significant peak or entropic barrier to folding. At
temperatures for which such sequences were stable in
their native states, the sequences tended to fold more
rapidly than those without such high cooperativity. It is
not completely clear how these findings relate to our
work. First, all their work was with significantly shorter
sequences. In our study of 10 sequences of length 27 we
used a maximum folding step number of 2 × 106. This
step number influences the temperature at which optimal
folding occurs. As one can see by examining Table 3,
ln(Zlow) is almost always larger than ln(Zhigh), showing that
in general the optimal folding temperature is higher than
Tf . On the other hand, for sequences of length 125 we
employed a maximum folding step number of 109. For the
four sequences that we are able to fold, we find from
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Table 5 that ln(Zhigh) is uniformly larger than ln(Zlow) and
hence the optimal folding temperature is always less than
Tf . Clearly, with greater computing resources we could
raise the maximum folding step number and this would
result in an increase in the optimal temperature for
folding. This is only physically meaningful if the tempera-
ture remains low enough that the native structures are
stable; an examination of the free energy curves suggests
that there is room for such an increase. This could change
the characteristics of foldability and might make rc1 and
rc2 foldable. It is unclear whether it would change the
overall qualitative results regarding the utility of local
structure in promoting foldability for such long sequences. 
Our methodology in general should be applicable to other
lattice topologies and may provide an effective approach
to answer the question of their usefulness as models for
protein folding. The approach would involve finding
structures with designed low-energy sequences. Simu-
lated unfolding would then be used to obtain Tf , possibly
for several values of other relevant parameters. Then the
free energy curve could be calculated for these different
parameter choices and evaluated for folding. One can con-
jecture that, for some models, the energy barrier for
folding will simply be too great to allow folding by current
resources. On the other hand, models that are more realis-
tic and yet can be handled with current resources could
prove useful in the study of folding. 
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