We establish sufficient conditions for the persistence and the contractivity of solutions and the global asymptotic stability for the positive equilibrium N * = 1/(a + m i=0 b i ) of the following differential equation with piecewise constant arguments: 
 dN(t) dt = N(t)r(t) 1 − aN(t) −
, and hence these are other type conditions than those given by So and Yu (Hokkaido Math. J. 24 (1995) 269-286) and others. In particular, in the case m = 0 and r(t) ≡ r > 0, we offer necessary and sufficient conditions for the persistence and contractivity of solutions. We also investigate the following differential equation with nonlinear delay terms: (1.1) with a = 0 to be globally asymptotically stable, Gopalsamy et al. [2] have obtained r < log 2/(m + 1) for r(t) ≡ r, and So and Yu [3] improved this condition to ∞ 0 r(t) dt = +∞ and sup n 0 n+1 n−m r(t) dt 3/2 for the case r = r(t).
dx(t) dt = x(t)r(t){1 − ax(t) − g(x([t]), x([t
In this paper, we obtain new conditions of the persistence and the contractivity of solutions and the globally asymptotic stability for the positive equilibrium N * = 1/(a + m j =0 b j ) of Eq. (1.1). These conditions depend on a, b 0 and m i=1 b i , and hence these are other type conditions than those of So and Yu [3] and others (cf. Chen and Liu [4] , Yu [5] , and Zhou and Zhang [6] ).
In Section 2, for preparations, we investigate properties of a special function r(α) on (−1, 1) such that for any 0 < r r(α), Eq. (2.2) holds for Eq. (2.1). Lemma 2.2 is obtained results. In particular, Eqs. (2.9) and (2.10) will be useful later.
In Section 3, using a basic relation (see Eqs. (3.8) and (3.9) in Lemma 3.1), we establish sufficient conditions for the persistence (see Theorem 3.2) and the contractivity of solutions of Eq. (1.1), and for their applications, we get new condition of the global asymptotic stability for the positive equilibrium of Eq. (1.1) (see Theorem 3.3 for m = 0 and Theorem 3.5 for m 1). In particular, for the case m = 0 and r(t) ≡ r > 0, we offer necessary and sufficient conditions for the persistence and contractivity of solutions (see Theorem 3.4) , which are great extensions of the results in Gopalsamy and Liu [7] .
In Section 4, we extend Lemma 2.1 in So and Yu [3] and apply the above techniques to a logistic equation which is "dominated by a piecewise constant delay" (that is, which has one dominated piecewise constant delay τ 0 (t) = [t] and the other general delays, where [t] is the integer less than or equal to t). We obtain extended results to Theorems 3.2 and 3.5 (see Theorems 4.1 and 4.2).
In Section 5, applying the above techniques to a basic relation (see Eq. (5.5) in Lemma 5.1), we establish sufficient conditions for the persistence and the contractivity of solutions and the global asymptotic stability for the positive equilibrium x * of the following logistic equation with nonlinear delay terms:
where dx(t)/dt means that the right-hand side derivative at t of the function
Preliminary
For preparations, for r > 0 and −1 < α < 1, put
and consider the conditions of r > 0 such that
We provide the following two lemmas.
Lemma 2.1. Under the conditions that 0 <Ŷ < α for 0 < α < 1 and α <Ŷ < 0 for −1 < α < 0, there exists a unique solutionŶ =Ŷ (α) of the following equation:
In particular,Ŷ (0) = 0 and
Moreover, for α = 0,
Thus, for −1 < α < 1 and α = 0, there is a solutionŶ =Ŷ (α) such that 0 <Ŷ < α for 0 < α < 1 and α <Ŷ < 0 for −1 < α < 0, and it satisfies the following equation:
g (Ŷ ; α) = 0, and hence 1
and, since 0 <Ŷ < α for 0 < α < 1 or α <Ŷ < 0 for −1 < α < 0, we have
Hence, under the conditions that 0 <Ŷ < α for 0 < α < 1 and α <Ŷ < 0 for 
has another solutionŶ = −α, but this solution does not satisfy the conditions 0 <Ŷ < α for 0 < α < 1 and α <Ŷ < 0 for −1 < α < 0. (α) = −1 and lim
Hence, for any 0 < r r(α), we have 
, for any t < 1, from which we get Eq. (2.9) for α = 0. Now, let us consider the case 0 < |α| < 1. SinceŶ (α) = −α, we have
On the other hand, we see that
Hence, from Eq. (2.11), we have f (t(α);r(α)) = 0. Further,
for t < 0 which has a sufficiently large |t|, f (1; r) = 0 and f (1; r) = 1 − e −r < 0, for r > 0, we see that f t;r(α) > 0 for −∞ < t <t(α) and f (t;r(α)) < 0 fort(α) < t < 1.
Hence, for Eq. (2.6), we get Eq. (2.9) for 0 < |α| < 1.
From Eqs. (2.6) and (2.9), we can see thatr(α) is a strictly monotone increasing function of α on the interval (−1, 1), and hence Eqs. (2.7) and (2.8) 
. (2.14) 
Proof. By Lemma 2.2, we see that there exists a unique solutionq = 0 of Eq. (2.16). Forp = (1 − e −q )/q = 1, put
Then,p = 1 −t,q =rt , and by Eq. (2.16),
Therefore, we havet = 0 and
from which by Lemma 2.2 we get the conclusion. ✷
We also need the following lemma in the proof of Theorem 4.2.
Proof. Since r(β − γ x) =rt and β − γ x = βt, we get Eq. (2.22). ✷
Persistence, contractivity and global stability
Consider the following delay differential equation with piecewise constant delays for m 0: [7] , we see that 2) and so N(t) > 0 for all t > 0. An easy computation yields that for t ∈ [n, n + 1),
Then, we get a basic lemma.
Lemma 3.1. If
then we have for n t < n + 1 5) and
where
In particular,
for t n = 0, (3.8) and
3), we have Eq. (3.5). Then, For simplicity, we assume r n > 0 and put
t , t = 0, r, t = 0, r = sup n 0 r n and r = inf n 0 r n .
(3.14)
, and Eqs. (3.8) and (3.9) become, respectively,
Now, we consider the persistence of solutions of Eq. (3.1).
Theorem 3.2. Let N(t) denote any solution of Eq
Proof. By our assumptions, r > 0. For the case a 0, the proof is similar to those of Lemmas 2.1 and 2.2 in So and Yu [3] . Now, put Eq. (3.14), and assume −b 0 < a < 0, r > 0 and r <r ( By assumptions, we see that α < 0, α + a 0 > 0 and there is a constant δ such that
and by Eqs. (2.6) and (2.9) in Lemma 2.2,
Thus, from Eq. (3.15), we have that
Hence, in any cases considered, we have x(t) M < +∞. 
and by Eqs. (3.15) and (3.16),
and hence x(n + 1) > x(n), n 0. If x(n) ĉ, n 0, then by Eq. (3.15), x(n + 1) Mĉ, n 0, where
Similarly, if for some 1 j m, x(n − j ) ĉ, n j , then by Eq. First, we study the case m = 0 in Eq. (3.1).
For simplicity, we assume r n > 0 and put
then from Eqs. (3.14), (3.15) and (2.1) we have
and from Eq. (3.16) we have
We easily see that for and by Eq. (2.9) in Lemma 2.2, we see
Then, 1 − x(n + 1) =t(α), and for 0 < r n+1 r(α), 0 < f 1 − x(n + 1); r n+1 < 2 1 − α and hence
Now, we give a basic theorem on the contractivity of solutions and global stability for the positive equilibrium N * of Eq. (3.1) for m = 0. 
Proof. By Eqs. (2.9) and (2.10) in Lemma 2.2, we have that for −1 < α < 1 and r n r(α),
Then, we have Eq. (3.25) and by Eq. (3.23) 
Hence 
Hence, if lim sup n→∞ r n =r(α), then from Eq. (3.23),
and by the proof of Theorem 3.2 and Remark 3.2, there is a constant γ 2 such that lim sup We have for Eq. (3.16)
If Eq. (3.34) holds, then from Eq. (3.16),
Note that by Eq. (3.14), a 0 + m i=1 a i = 1 and α > a 0 > −1. Since x(n − i) > 0, 1 i m, and t n < 1 − a 0 x(n) < 1, using Eqs. (2.1) and (3.14) we get the following sufficient conditions for Eq. (3.34):
, (3.36) and we see that the condition of r n to α for m 1 corresponds to that ofα = 1 − (1 − α)/a 0 > −1 in place of α of Theorem 3.3 for m = 0. Note that Proof. We see t n < 1 −a 0 x(n). For (3.38) and r n <r(α), it holds that by Eq. (2.9) in Lemma 2.2 and Eq. (3.36),
Then, by Eqs. (3.35) and (3.34) we have
and by Eq. (3.16), Then, there is a subsequence {n k } ∞ k=1 such that lim
and by Eq. (3.43),
Suppose that β > 0. Then, by the above inequalities, we have
Thus, there is a subsequence
Hence, using similar techniques inductively, we see that there are subsequences {n
Finally, we get a subsequence
which is a contradiction. Then, by Eq. (3.44), we can see that 
Thus, by Theorem 3.2,
and |β| = β.
Since −1 <α α < 1 + 2α < 1 and which contradicts to the persistence of solutions x(n) by Theorem 3.2, because −1 <α < 1 + 2α/a 0 < 1, for −1 < α < 0. Hence, we have 1 − a 0 x(n)f (t n ; r n ) > 0 for a sufficiently large n, and from Eq. (3.45),
Then, by α + a 0 > m i=1 a i and Theorem 3.2, we get lim n→∞ r n = 0, which is a contradiction. Therefore, we have for the case r n r(α), lim n→∞ |x(n) − x * | = 0 and Eq. (3.42) holds.
On the other hand, by Theorem 3.2, there is a positive constant M such that
Then, the above discussion for the case r n r(α) is also applicable to the case lim sup n→∞ r n =r(α). Hence, we get Eq. (3.42), from which we have the conclusions. ✷ , and hence these are other type conditions than those of So and Yu [3] and others (cf. Chen and Liu [4] , Yu [5] , and Zhou and Zhang [6] ).
Logistic equation dominated by a piecewise constant delay
In this section, let us consider the following logistic equation dominated by a piecewise constant delay: Then,
If fort t 0 ,
and if for t t 0 ,
In particular, if a + b − > 0, then
(4.14)
(ii) If for t t 0 , [3] Proof. On any interval of the form [t l , t l+1 ) for n = 0, 1, 2, . . . , we can integrate the differential equation in (4.1) together with initial conditions, and obtain for t l t < t l+1 and n = 0, 1, 2, . . .
Thus we see that Eq. (4.1) has a unique solution x(t) which is positive for t t 0 .
Assume that x(t) is eventually greater than x * . Let lim sup t →∞ x(t) = x * + β, where β 0.
If x(t) is not eventually decreasing, then by Lemma 4.1, it is the case a + b − > 0 and b − < 0, and hence a > 0.
Suppose
which is a contradiction. Hence, β = 0 and lim t →∞ x(t) = x * . Next, let us consider the case that x(t) is eventually decreasing and bounded below by x * . Then, lim t →∞ x(t) exists. Set β = lim t →∞ x(t) − x * 0.
We will show that Hence, by Lemma 2.3 and the similar proofs to Theorem 3.1 for a b and Theorem 3.5 in Section 3, we can easily obtain the result (see also Theorem 4.1). ✷ This theorem is an extension of Theorem 3.5 for Eq. (3.1) to Eqs. (4.1)-(4.4) with one dominated piecewise constant delay τ 0 (t) = t l , t l t < t l+1 , l = 0, 1, 2, . . . , and the other general delays.
Logistic equations with nonlinear delay terms
In this section, consider the following logistic equation with nonlinear delay terms: where dx(t)/dt means that the right-hand side derivative at t of the function x(t), and r(t) is continuous on [t 0 , ∞), r(t) ≡ 0. 
Proof. Since

