With the rapid increase in the dataset of genome sequences, the multiple sequence alignment problem is increasingly important and frequently involves the alignment of a large number of sequences. Many heuristic algorithms have been proposed to improve the speed of computation and the quality of alignment. We introduce a novel approach that is fundamentally different from all currently available methods. Our motivation comes from the Eulerian method for fragment assembly in DNA sequencing that transforms all DNA fragments into a de Bruijn graph and then reduces sequence assembly to a Eulerian path problem. The paper focuses on global multiple alignment of DNA sequences, where entire sequences are aligned into one con guration. Our main result is an algorithm with almost linear computational speed with respect to the total size (number of letters) of sequences to be aligned. Five hundred simulated sequences (averaging 500 bases per sequence and as low as 70% pairwise identity) have been aligned within three minutes on a personal computer, and the quality of alignment is satisfactory. As a result, accurate and simultaneous alignment of thousands of long sequences within a reasonable amount of time becomes possible. Data from an Arabidopsis sequencing project is used to demonstrate the performance.
MOTIVATION
This paper presents a novel approach to the global multiple DNA sequence alignment problem using Eulerian paths. We call the method "EulerAlign." The most signi cant advantages of EulerAlign are its linear time and memory cost with respect to the total size of sequences to be aligned and improved alignment accuracy.
Our motivation comes from the algorithm for fragment assembly in DNA sequencing using the Eulerian superpath approach (EULER) (Idury and Waterman, 1995; Pevzner et al., 2001) . In that algorithm, a fragment assembly problem is rst reduced to an easy-to-solve Eulerian path problem in the de Bruijn graph, and an Eulerian path is found that corresponds to the consensus sequence of the genome. A signi cant contribution of the Eulerian approach is that it discards the traditional "overlap-layout-consensus" outline. In another words, it obtains a consensus sequence before knowing an alignment and without doing pairwise alignments.
A global multiple alignment problem is in fact an extreme version of the fragment assembly problem. As shown in Fig. 1 , if almost all fragments come from the same region of a genome, then EULER should output a consensus sequence of that region. For multiple sequence alignment, if this consensus sequence is the closest one to all given sequences, one would expect to achieve an accurate alignment using a consensus scoring scheme.
Note that the idea is similar to the star method: given N sequences to be aligned, the star method rst computes the alignments of all sequence pairs and picks one sequence among N sequences as the consensus that is closest to all other sequences. EulerAlign attempts to nd such a consensus that consists of fragments of the N sequences such that the conserved regions are ampli ed and noise is suppressed. To understand this, assume all input sequences are derived from a common ancestral sequence; then EulerAlign is used to nd this ancestral sequence. By comparing each sequence with the ancestral, it will be able to distinguish between conserved letters and mutations. Consequently, the global multiple alignment will be unambiguously constructed.
A crucial requirement of EULER is the almost "error-free" data that is obtained by an error-correction procedure. In addition, EULER doesn't evaluate the quality of its consensus path until the nal quality assessment stage. For the multiple alignment problem, however, people are more interested in aligning distantly related sequences, and for EulerAlign, the consensus sequence obtained must be "accurate." One option is to do error-correction aggressively so all "errors" (differences between sequences) are eliminated, but this is not likely to succeed when aligning distantly related sequences. Instead, EulerAlign applies a somewhat different procedure than does EULER. EulerAlign transforms the initially tangled graph into a directed acyclic graph (DAG), and during the transformation it tries to retain k-tuples common to several sequences. In addition, the weight for each edge is assigned in such a way that the consensus sequence has the maximum weight. By doing these two steps, a consensus-nding problem is transformed into a heaviest path problem.
THE ALGORITHM
A brief outline of our approach is as follows: (1) Construct a directed de Bruijn graph using all ktuples from the sequences to be aligned. consensus path from the DAG according to the weights of edges. (4) Do fast pairwise alignment between the consensus path and each input sequence. (5) Construct the nal multiple alignment according to the pairwise alignments. The central part of EulerAlign is the transformation from the constructed de Bruijn graph to a DAG that retains the commonalities among sequences in its edges and allows us to easily construct the consensus path.
We should emphasize that EULER combines all reads and their reverse complements into the graph since, in assembly, fragment orientations are unknown, whereas in our case the orientations are given.
Graph construction
A k-tuple is k consecutive letters in a sequence. Each k-tuple in given sequences can be transformed into a structure of two vertices connected by a directed edge, where the vertices are the .k ¡ 1/-tuples contained in the k-tuple and the edge represents the k-tuple itself with the direction from the pre x .k ¡ 1/-tuple to the suf x .k ¡ 1/-tuple. For example, a 5-tuple "CCTTA" contains two 4-tuples 'CCTT'+'CTTA' with overlapping letters "CTT." Each 4-tuple is a vertex and the directed edge connecting them represents the 5-tuple "CCTTA." This structure is the basic unit in our de Bruijn graph (Fig. 2) .
Our de Bruijn graph is constructed by collecting all k-tuples among the sequences. Each k-tuple structure is added into the graph successively, and if the incoming k-tuple has vertices or an edge identical to the vertices or edges in the already existing graph, then they are merged together. Sequence information is stored in edges. An example is shown Fig. 3 . Under this construction, each k-tuple from the sequences corresponds to a unique edge in the graph, and each .k ¡ 1/-tuple corresponds to a unique vertex. Consequently, each input sequence is represented by a path through this graph.
In order to nd the consensus path, which is not necessarily in one of the given sequences, we de ne the multiplicity of an edge to be the number of sequences containing this edge. Obviously, an edge (of xed length) with high multiplicity is more likely to represent a consensus (Fig. 4) . By de ning multiplicity in this way, EulerAlign can nd a reasonable consensus path and avoid being biased by repeats.
A consensus path is de ned as an acyclic path through the graph. Each edge is visited at most once, and the weight of this path (according to the multiplicities and lengths of edges) is maximized. In another words, nding consensus is a heaviest path problem, which is identical to a shortest path problem with negative weights. A shortest path problem with negative weights can be solved in linear time when the graph is a DAG. Our heuristic is to transform the graph to a DAG such that we can nd the consensus in linear time.
Transforming the graph to a DAG
Because of the random matches, repeats, and mutations in DNA sequences, the initial graph is extremely tangled. A tangle is de ned to be a vertex that has more than one incoming or outgoing edge. As the number of incoming or outgoing edges in a tangle increases, so do the chances that the tangle will result in cycles. The goal is to eliminate as many cycles as possible while keeping all the similarity information among sequences untouched (represented by edges with high multiplicities). Note that only cycles are our targets, while tangles are not. . Since the path is well connected, it follows that this path contains a cycle with v i as a cross vertex. Thus, the graph contains a cycle.
Claim
Note that the reverse of this claim is not true; i.e., after removing all cycles found by this procedure, the resulting graph is not necessarily a DAG. But a good point is that after removing all such cycles, in our data the acyclic consensus we found was satisfactory.
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The basic rules of our transformation are similar to those of EULER (Pevzner et al., 2001): (1) If a cycle is found by the above procedure, i.e., the corresponding sequence path is of form " (Fig. 5a ).
(2) In a situation similar to (1), but now E 1 v i ! and E 2 v i ! are the same, denoted as E v i ! , we again make two superedges E 1 !v i ! and E 2 !v i ! by separating E v i ! such that the cycle is simpli ed but not eliminated (Fig. 5b) . In this case, the sequence information stored in E v i ! is partitioned into two superedges E 1 !v i ! and E 2 !v i ! according to which left edge of v i they come from, and the multiplicities for superedges E 1 !v i ! and E 2 !v i ! are computed. This is distinct from EULER, because we know the entire sequences and in most cases it is easy to partition and assign sequences by looking at the corresponding left/right edges.
Because we are doing multiple sequence alignment, many other sequence paths may visit v i from E 1 v i ! , E 2 v i ! or other edges and leave v i in different directions. Thus, one issue concerning our graph transformation is whether the transformations lead to the loss of similarity information and whether the order in which we perform transformations determines whether we will retain the maximum similarity information. A transformation is safe if the transformation does not introduce the loss of similarity information. An example is shown in Fig. 6a . Otherwise the transformation is unsafe, as shown in Fig. 6b . We conclude that under the safe transformation, the desired consensus path will be well maintained. As a result, the current version of EulerAlign attempts to remove all cycles by performing safe transformations rst and leaves all unsafe transformations for later.
In Fig. 7 is a de Bruijn graph transformed from the original graph in Fig. 4 . Note that a loop in the original graph is removed, and it is a DAG now. The thick path represents our heaviest consensus path.
Intuitively, the total number of possible paths in the graph is decreasing as transformations are performed, and thus we have fewer choices of paths. However, when safe transformations are performed rst, the desired consensus path is well maintained, and the number of necessary unsafe transformations to obtain the desired graph is minimized. On the other hand, it is worth mentioning that safe transformations cannot eliminate all cycles. In some situations, no transformation is safe. But we will show by example that, in our experience, the global multiple alignments constructed by EulerAlign are indeed more accurate than of other methods.
Consensus path and nal alignment
After performing the above transformations, we apply a greedy algorithm to nd a heaviest path within linear time. The weight for each edge is proportional to its multiplicity and length. Although the greedy algorithm does not guarantee optimal solutions, the results are satisfactory. Note that we can always refer back to the rigorous heaviest path algorithm by arbitrarily removing all edges that complete a cycle (other than the cycles de ned by our claim) in linear time and thus guarantee an optimal solution for this version of the problem. 
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Our next step after obtaining a consensus path is quite straightforward. EulerAlign uses a banded pairwise alignment algorithm (the positional shifts between two candidate letters in two sequences are bounded by a constant) to align the consensus sequence with each input sequence and then combines the alignments to construct the nal global multiple alignment. As mentioned before, this alignment attempts to maximize the consensus score, and it is most appropriate for the case that all given sequences are derived from a common sequence. However, the algorithm performs well with sequences derived from an evolutionary process (see results section).
PROBABILITY ANALYSIS
Assume all input sequences are derived from a common ancestral sequence S 0 . We will show that when the number of input sequences increases, the consensus path found in the graph will be asymptotically "identical" to S 0 .
Let N denote the number of sequences to be aligned, L denote the average sequence length, k denote the size of the k-tuple used in construction of the graph, and¯denote the mutation rate (by this we mean the probability of a substitution or indel in a sequence at a given position).
Recall that the consensus path is the heaviest path in the graph weighted by the multiplicity and the length for each edge. An edge weight is denoted as W.e/. To be simple, de ne W.e/ D multiplicity of the edge. Then, with no mutations along the evolution history, all N sequences are exactly identical to S 0 , and the multiplicity for any edge is N . With mutations present, there will appear many single edges corresponding to the mutated k-tuples, and the weight of edges in S 0 (denoted as W.e 2 S 0 /) will decrease. We will use the Large Deviation Theorem (L.D.T.) for Binomials (see Arratia and Gordon [1989] for an exposition) to estimate the expected minfW.e 2 S 0 /g based on the given parameters .N; L; k;¯/ as de ned above. If this expected minimum weight is signi cantly larger than the expected maxfW.e 6 2 S 0 /g, our consensus path should consist of edges presented in S 0 and hence be accurate.
Approximation by L.D.T. Consider a binomial random variable X » B.N; p/, where p is the probability of success. L.D.T. for Binomials is used to approximate the probability of x or more successes in N independent trials when the speci ed fraction of successes, ®´x=N , satis es 0 < p < ® < 1: De ne the odds ratio r D p.1¡®/ ®.1¡p/ and the relative entropy H´H .®; p/´.®/log.
gives the following approximation (Arratia and Gordon, 1989) :
In our case, we de ne a "success" to be a k-tuple that contains at least one mutation; then the number of mutated k-tuples at the i t h position among N sequences is a random variable X i with a binomial distribution B(N,p), where p D P .the k-tuple has mutations/ D 1 ¡ .1 ¡¯/ k . For example, if¯D 0:05 and k D 16, then p D 0:56. Applying Equation (1), it can be shown that for xed ® and i , P .X i¸® N / converges to 0 quickly as N increases. Therefore, for xed sequence length L and assuming the independence of k-tuples On the other hand, we estimate maxfW.e 6 2 S 0 /g by the maximum number of identical k-tuples matching by chance, and if it is larger than minfW.e 2 S 0 /g, our consensus will be biased. Assume the sequences are randomly generated with uniformly distributed letters and all N £ .L ¡ k C 1/ k-tuples are independent; let a success be a k-tuple identical to a prede ned k-tuple, with p D 4 ¡k . Under these assumptions, the number of identical k-tuples matching the prede ned k-tuple by chance is a binomial random variable Y » B.N.L ¡ k C 1/; p/. We usually pick a suf ciently large k so that 4 k¸N L. By Equation (1), the expected number of events with at least ®N .L ¡ k C 1/ k-tuples matching by chance can be estimated by 4
L¡kC1/H . This number converges to 0 quickly as N increases. Therefore, the maximum number of identical k-tuples matching by chance is
¡k · .NL/ ¡1 , so that ® can be suf ciently small and the inequality maxfW.e 6 2 S 0 /g < ®N .L ¡ k C 1/ < minfW.e 2 S 0 /g holds for large N .
The above computation is over-simpli ed and many assumptions are unrealistic. But we hope it demonstrates the ability of our heaviest path method to discover the underlying ancestral sequence. Furthermore, the approximation by L.D.T. for Binomials provides a guidance in choosing tuple-size k, for both the lower-bound and the upper-bound.
SIMULATION RESULTS
EulerAlign is tested on a SUN UltraSPARC 750MHz (CPU speed) workstation for simulated sequences, ranging from 6 to 500 sequences. Each sequence is from 200 to 1000 bp long, and the similarities between sequences are from 90% to 70%, i.e., the mutation rate per base ranges from 5% to 16%. Substitutions, insertions, and deletions are uniformly and randomly distributed in all sequences, and in some cases according to an evolutionary tree model.
We use three different ways to evaluate alignments:
(1) Sum-of-pairs (SP): One of the typical scoring schema. Although this score will not be appropriate when both closely related and distantly related sequences are present, it is appropriate for the equidistant sequences (type A sequences mentioned below). The SP score is normalized by the number of pairs
. (2) Aligning Alignment Score (AA): From an ancestral sequence and a phylogenetic tree along which all homologous sequences are derived, one can unambiguously construct the TRUE multiple alignment by following the divergence history along the tree. By using simulated data, we know exactly the ancestral sequence and the tree by which those mutations are generated. Thus, the true multiple alignment is known. By measuring the distance between the true alignment and the alignment obtained by different methods, respectively, one can tell which method gives a better alignment. Aligning Alignment serves as a generalized version of pairwise alignment by regarding each column in one alignment as a "letter" and de ning a scoring function for these letters (Waterman and Perlwitz, 1984; Waterman, 1995) . The AA score is normalized by N . We compared EulerAlign with CLUSTALW, one of the best-studied and popular currently available global multiple alignment programs. The test sequences are simulated in two different ways: (A) All substitutions, insertions and deletions for each sequence E A i , i D 1 ¢ ¢ ¢ N are generated randomly and uniformly on a predetermined sequence E A 0 , where E A 0 is random. The resulting sequences exactly t to the consensus alignment model. (B) First an evolutionary tree, in which the branch lengths are all equal, is generated, and then different mutations, with equal probability on each sequence based on its parent sequence from the tree, are generated. Although this tree is not correct from an evolutionary point of view because of the equal-length branches, it introduces mutation dependence into sequences and creates sequences that should t the model of CLUSTALW. More importantly, we want to test EulerAlign on nonequidistant sequences. Tables 1 and 2 compare the results from EulerAlign and CLUSTALW on both types of sequences, with various N , L, and mutation rates. The alignment scoring function is as follows: match D 0; mismatch D 1; gapopen D 4; gapextension D 1, an af ne distance measure. The relations between mutation rates and sequence similarities are 5:2% » 90%, 10:5% » 80%; 16:4% » 70%. As shown in the tables, the quality of our alignments for both equidistant sequences (Table 1 ) and nonequidistant sequences (Table 2) is generally better than CLUSTALW, especially for large N , although type B sequences t CLUSTALW's model. More signi cantly, the quality of EulerAlign's alignments is almost invariant with N . When N is small (· 10), our SP scores are worse than CLUSTALW, but AA and ID scores are generally better. Finally, the time cost of EulerAlign is approximately linear with respect to N . Figure 8 shows two almost identical alignments obtained by EulerAlign and CLUSTALW.
We also compared EulerAlign with a program using hidden Markov models, SAM (Hughey and Krogh, 1996) , for which the simulated equidistant sequences perfectly t the model. It turns out that SAM outperforms CLUSTALW on equidistant sequences when evaluated by the AA scoring scheme. But EulerAlign works at least as well as SAM, and we believe that EulerAlign will be superior to SAM when the input sequences are more complex. In addition, with some modi cation, our method can be extended to many other applications, including multiple local alignment and repeat nding, which will be presented in another paper. a "Eul" is EulerAlign, Clw is CLUSTALW, N is the number of sequences to be aligned, L is the average length of each sequence, and "mutation" the mutation rate, corresponding to the similarity between sequences.
FIG. 8. An example of alignments from EulerAlign (E) and CLUSTALW (C)
. Total 8 sequences with average length 60 bases and » 90% identities are aligned. The visual tool used is ClustalX (Thompson et al., 1997) .
COMPUTATIONAL COMPLEXITY
From the results shown in Tables 1 and 2 , the time cost for our algorithm is modest. When N D 500 and L D 500, EulerAlign runs three minutes while CLUSTALW runs 3 » 4 hours. The time cost for EulerAlign is » O.NL): (i) for construction and transformation of the graph, it is » O.NL/, where NL is the total size of sequences, (ii) for nding the heaviest path, it is » O.j 6 j NL/, because each vertex connects at most 2 j 6 j other vertices, where j 6 j is the size of the alphabet set 6, (iii) for banded pairwise alignment, it is » O.NL/.
In addition, EulerAlign's memory usage is also ef cient, because the size of our de Bruijn graph constructed by k-tuples is proportional to the size of input sequences, say, O.kNL/, and the memory for banded pairwise alignment is O.L/. Consequently, the total memory usage is O.kNL/.
APPLICATION ON ARABIDOPSIS SEQUENCES
We have applied EulerAlign on the results of resequencing a portion of the Arabidopsis genome from 96 individuals in order to nd polymorphism. Data is provided by Prof. M. Nordborg and his group at USC. Each individual genome is sequenced from both the forward and the reverse complement strands, and each letter has a quality value computed by Phred (Ewing and Green, 1998) . We implement quality values into EulerAlign by two steps: rst, we rede ne the weight of edges based on quality values; second, we apply quality values in the scoring matrix of pairwise alignment.
To de ne the weight of edges from quality values, we need to combine three types of information: edge length, multiplicity, and quality values of all letters in the edge. Recall that the Phred score is de ned as Q D ¡10£log.P.® is incorrect j ® observed//, and thus a higher quality value means a more accurate base-call of the letter. Regardless of the genetic variations, sampling sequences from N individuals is equivalent to sequencing one individual N times. Let G denote the individual being sequenced and S i denote the sequence obtained from the i t h sequencing. If a k-tuple is called in n (> 1) sequencing processes from the same position, the probability that the k-tuple is indeed in G should be higher than the probability computed from one sequencing result. Based on this fact, let T e denote the k-tuple in an edge e and let T i;j e denote the actual occurrence of T e in S i at position j . We rede ne the weight function of an edge e with multiplicity n by calculating the probability P .n/ T e D P .T e 2 G j T e called in n sequences from the same position in G/ (we assume all k-tuples in edge e are called from the same position in G, because our graph is an alignment) and the mean value N P T e D . A larger weight means the k-tuples are more accurate. By assuming the independence of letters, we calculate this log ratio for each letter in T e individually, where the quality values for each letter from Phred can be directly applied, and then do a summing. Since each edge is constructed from overlapping k-tuples, the overlapping parts among different edges will be counted only once; i.e., during the heaviest path nding process, the weight for each edge is adjusted to disregard the overlapping parts. Following the above formulation, the heaviest path weight is the log ratio of the actual probability that the path is correct divided by the expected probability that the path is correct, and the heaviest path will consist of edges representing the most accurately called k-tuples. We also tried other formulations for the weight functions of edges, such as log likelihood ratio models, and obtained similar results. When doing pairwise alignment, instead of using an arbitrary scoring matrix, we apply the quality values to compute an average score for aligning two letters. The quality values for each sequence are given, while the quality values for consensus can be computed from the path, or alternatively one can deem the consensus completely correct. The average score of aligning two letters ®,¯is then computed as N S ®¯D 6S ® 0¯0 P ® 0¯0 , where ® 0 and¯0 are all possible letters, S ® 0¯0 is a prede ned score, and P ® 0¯0 D P.® 0 and¯0 are true letters j Observations/ is computed from both quality values of letter ® and¯. Gap penalties remain arbitrary in the current version of EulerAlign. Figure 9 shows part of the dataset At_000000072 aligned by EulerAlign.
We computed the alignments of ve sequence sets by EulerAlign and CLUSTALW respectively. To apply quality values in CLUSTALW, we replaced DNA letters of different qualities by different protein alphabets. For example, the letter A of quality 40 was replaced by W, whereas A of quality 20 was replaced by V. Then we provided CLUSTALW with a speci c score matrix to do the alignment. This work was done by Tina Hu in Prof. M. Nordborg's group at USC. For the sake of consistency, we used a modi ed version of sum-of-pair scores to measure the alignments computed with quality values. That is, for a match/mismatch, we computed an average match/mismatch score as described before; for an indel, the gap penalty is inversely related to the quality value of the corresponding letter. To test the robustness of EulerAlign, we also computed the alignments without using quality values and compared them using the typical sum-of-pair score. Table 3 shows the results. The alignments by CLUSTALW using quality values are worse than those by EulerAlign on all sequence sets. We tested different score matrices and gap penalties but observed similar results. Since each individual genome was sequenced from both the forward and the reverse complement strands, the asymmetric basecalls between two strands may complicate the alignment. In addition, the quality values in each sequence vary greatly. These observations imply the necessity to combine the forward and the reverse complement strands into one sequence before doing alignments.
One may argue that one can simply choose the sequence with the highest average quality value as the consensus. Doing this, in addition to its limited exibility, gives results that are surprisingly bad compared to using the consensus obtained from the graph, although the two consensus sequences are very similar to each other. To test whether the result is due to the poor quality regions, we cut all sequences at both ends to obtain a set of putative sequences that should align properly with high quality values. Although the result is much better than that when using full length sequences, the conclusion remains unchanged. As shown in Fig. 10 , the maximal normalized multiple alignment score is 0.655 (similarity score) by using each sequence as the consensus respectively, whereas we get 0.693 by using our graph consensus. On the other hand, we have the reference sequence from the assembled genome from TIGR, which is regarded as the correct sequence. We then draw two histograms for the similarity between each sequence to the reference and to our consensus. The curve of the similarity score distribution to our consensus turns out to be narrower than that to the reference (Fig. 11) , which shows that our consensus is a better estimation of the "center" than is the reference based on the given data.
DISCUSSION AND OPEN PROBLEMS
EulerAlign's most signi cant advantages are its capability to handle a large number of sequences simultaneously and its extraordinary speed. In addition, a consensus sequence that captures the most conserved similarities is obtained before getting an alignment, a distinguishing feature with regard to other alignment algorithms. EulerAlign is very exible in that additional information can be easily incorporated into the de Bruijn graph. For example, if input sequences have different weights, the weights can be easily incorporated into the multiplicity for edges by modifying the de nition. If position-speci c information is given, besides doing position-speci c pairwise alignment, we can also construct the de Bruijn graph according to this information.
Although our Eulerian approach to global multiple sequence alignment has been successful, there exist some practical problems and we will now discuss them.
Choice of k-tuple size
The choice of tuple-size k affects the quality of the consensus path, because generally one mutation in a sequence will cause a single edge to diverge away from the common edges by .2k ¡ 1/ letters. Thus, the larger k is, the fewer commonalities (or multiplicities for edges) are retained in the graph. Of course, the smaller k is, the more likely it is that a k-tuple is not unique in the sequence.
Currently, EulerAlign arbitrarily chooses a k to construct the de Bruijn graph. For small N and distantly related sequences, a small k .· 10/ is chosen in order to get high multiplicities for edges. For large N and closely related sequences, a large k .¸16/ may be proper because a graph constructed using large k is always simpler to solve (fewer random matches result in fewer tangles and cycles) than the one using small k. The upper bound of k can be estimated by L.D.T.
Graph transformation may lose information
As mentioned above, sometimes the safe transformations cannot remove all cycles in the graph, and thus several unsafe transformations may be performed in later stages to remove all remaining cycles. Unsafe transformations inevitably cause the loss of similarity information among sequences that are represented by multiplicities of edges. One reason that a transformation is unsafe comes from our transformation rules. We consider only two left edges at one time, which is not suf cient. One improvement is to consider all left edges of a vertex simultaneously. On the other hand, since we are doing the global sequence alignment, we can perform a banded graph construction; i.e., when merging a k-tuple to an edge, in addition to the requirement of identical k-tuples, their corresponding positions must also be within a window. This feature has been implemented as an option in current version of EulerAlign.
Arbitrary scoring function
In the pairwise alignment step, the scoring function is arbitrarily chosen. This is a common issue for all alignment algorithms that use arbitrary scoring functions, because no scoring function exists that is optimal for all types of input sequences. Consequently, how to choose the optimal scoring functions for different data is a problem. However, because our graph itself is a representation of multiple sequence alignment, the drawback from an arbitrary scoring function might be solved by using data from the graph; e.g., the existence of many sequence paths sharing a common edge in the graph provides us more con dence to align them together at the corresponding positions.
Our de Bruijn graph is in fact another representation of multiple alignment, in which the alignments of letters are represented by many sequence paths sharing common edges. Since one mutation in sequences will cause a single path to diverge from the consensus by .2k ¡ 1/ letters when using a k-tuple, a de Bruijn graph inaccurately represents the multiple alignment. However, the graph representation has its own advantages in searching local commonalities and showing sequence variability. In fact, the Eulerian path approach to the local multiple alignment problem is a natural extension to its global counterpart. We will present the local alignment algorithm in another paper.
NOTE ADDED IN PROOF
After the preparation of our paper, we became aware of a paper "Multiple sequence alignment using partial order graphs" (Lee, C., Grasso, C., and Sharlow, M. 2002. Bioinformatics, 18, 452-464) . In that paper, a graph structure is embedded in the dynamic programming algorithm to ef ciently align a large number of sequences. The authors' method successively reduces the space requirement due to the graph structure applied. A series of pairwise alignments are employed in an arbitrary order under a certain scoring scheme. As with any pairwise method, errors can easily accumulate during the alignment process that results in misalignment. As a comparison, CLUSTALW requires O.N 2 / time simply to nd a better order to do the pairwise alignments.
