In this paper, we present a two-pass Information Bottleneck (IB) based system for speaker diarization which uses meetingspecific artificial neural network (ANN) based features. We first use IB based speaker diarization system to get the labelled speaker segments. These segments are re-segmented using Kullback-Leibler Hidden Markov Model (KL-HMM) based re-segmentation. The multi-layer ANN is then trained to discriminate these speakers using the re-segmented output labels and the spectral features. We then extract the bottleneck features from the trained ANN and perform principal component analysis (PCA) on these features. After performing PCA, these bottleneck features are used along with the different spectral features in the second pass using the same IB based system with KL-HMM re-segmentation. Our experiments on NIST RT and AMI datasets show that the proposed system performs better than the baseline IB system in terms of speaker error rate (SER) with a best case relative improvement of 28.6% amongst AMI datasets and 27.1% on NIST RT04eval dataset.
Introduction
Speaker diarization is the task of identifying "who spoke when?" in an audio stream. The system does not assume any prior knowledge about the speakers or the number of speakers in a given audio [1, 2] . Speaker diarization has many applications, especially for tagging the audio in telephone conversations, broadcast news and meetings. Conversational meetings are spontaneous and therefore challenging. Diarization of meetings is a task that has received significant attention. The approaches to speaker diarization includes top-down, bottom-up, parametric and non-parametric clustering [1] . Bottom-up agglomerative clustering is the most popular approach. The state of the art speaker diarization systems include Hidden Markov Model/ Gaussian Mixture Model (HMM/GMM) [3, 4] and Information Bottleneck (IB) [5] systems. Short term spectral features such as Mel Frequency Cepstral Coefficients (MFCC) are widely used for the task of speaker diarization [1] . Features like Mel Filterbank Slope (MFS) and Linear Filterbank Slope (LFS) have shown to be better at speaker discrimination compared with MFCC [6] . The i-vector based approaches have been applied to improve speaker models [7, 8] . Linear discriminant analysis (LDA) have been used for speaker diarization of telephone data [9] . Here, LDA is performed on MFCC after the initial system's output to obtain discriminative features which are then used in a fixed duration HMM for diarization. The diarization system itself is based on a 3-hyper-state HMM, for two speakers in the telephone conversation and a non-speech class. In [10] , artificial neural network (ANN) based features have been found to be useful in adding discriminative information to the speaker diarization process. The ANN is trained on a large development set of meetings to determine whether two given speech segments came from the same or different speakers. The features extracted from the bottleneck layer of the ANN are then used along with the primary spectral features in a HMM/GMM system. Speaker diarization involves segmentation and speaker clustering, where different speakers form different clusters. This requires features to be speaker discriminative. The discriminative information present in the output of the baseline IB system can be exploited. We, therefore propose a two-pass IB based speaker diarization system. The first pass includes the traditional IB system with KL-HMM re-segmentation [11] . This provides the first level segmentation of the meeting. Spectral features extracted from the segmented output are then used to train a meeting specific ANN. The bottleneck features (BNFs) are extracted from the penultimate layer of the trained ANN. These features are then used in the second pass, either independently or along with the spectral features. The second pass uses the same IB system with KL-HMM re-segmentation.
The rest of the paper is organized as follows: Section 2 discusses the IB based diarization system. Section 3 briefly describes the process of extracting ANN based features used in this paper. Section 4 presents the proposed two-pass IB based speaker diarization system. Section 5 presents experimental results. Finally, Section 6 concludes the paper.
Agglomerative Information Bottleneck
The agglomerative Information Bottleneck (aIB) [5] approach performs bottom-up agglomerative clustering based on the information bottleneck principle [12] . Let X represent a set of segments in an audio, Y represent a set of relevance variables that give meaningful information about the speaker in each segment, and C represent a clustering solution to X. The aIB based approach converts the set of segments X into a set of clusters C that conveys as much information as possible about Y. Each short segment is expected to contain only one speaker and is thus modelled by a Gaussian. According to the IB principle, any clustering C should be compact and should preserve as much information about the relevance variables Y as possible. Thus, the objective function is given by
where I denotes the mutual information and β is a Lagrange multiplier. The algorithm initializes each input segment x i ∈ X as a separate cluster and then iteratively merges the clusters such that the reduction in F is minimum. The change in the value of objective function can be represented as
where the distance dij between the clusters c i and c j is given by
where
The second term in (3) can be calculated in a similar manner.
A pair of clusters with the minimum ∆F are considered for merging and this is done in an iterative fashion. The new cluster cr obtained by merging c i and c j is characterized by
A threshold on the normalized mutual information (NMI) given by
is used to terminate the iterative method [5] . Once clustering terminates, the output is re-segmented using HMM/GMM or KL-HMM.
The IB approach provides a convenient way to combine different feature streams by fusing their respective posteriors [13] p(y|s
where s a t and s b t are feature vectors at time t from feature streams a and b, respectively. Here, Pa and P b are the weights assigned to the feature streams a and b respectively, such that Pa + P b = 1. When multiple feature streams are used, the KL-HMM approach has been shown to perform better than the HMM/GMM approach for re-segmentation [11] .
Extraction of ANN based features
ANNs with multiple layers have been used for speech, speaker and language recognition tasks [14, 15, 16] . ANNs can be used for both classification and feature extraction [16] . In this work, we have used ANNs for the purpose of feature extraction.
A multi-layer feed-forward neural network with two hidden layers is used. Neurons in the first hidden layer have a logistic sigmoid activation function while those in the second hidden layer have a linear activation function. The output layer neurons have a softmax activation function. Features are extracted from the second hidden layer. The ANN is trained to discriminate the speakers in the input meeting. Training is done using the output labels of the baseline IB system and the spectral feature stream. Unlike conventional system, features are not concatenated during training, as this would increase the complexity of ANN, thus increasing the parameters, the training time and the amount of data required for training.
The spectral features are input to the trained ANN to get the output of the second hidden layer which are referred as the Figure 1 : Block diagram of a two-pass IB based speaker diarization system. The first pass is the conventional IB system whose output is used to train an ANN with the speaker labels obtained. The bottleneck features from the ANN are then used in the second pass independently or complementary to the spectral features.
bottleneck features (BNFs) 1 in this paper. The aim is to emphasize the discriminative information present in the input feature vectors, which is also similar to projecting the input feature vectors into a space where they are better separated than in the input space. As the ANN is trained with the speaker labels, the hidden layer learns the discriminative information. Bottleneck features are also known to capture information that is complementary to the input feature [16] . It is important to note that the ANN is specifically trained for a particular audio meeting, and thus does not require any development dataset for training.
Two-pass IB diarization system
In this section, the proposed two-pass IB diarization system is described. The architecture of the system is given first. This is followed by a description of the different types of bottleneck features used.
Proposed system
The block diagram of the proposed two-pass IB based system is shown in Figure 1 . The two-pass system refines the output of the diarization system to train an ANN and subsequently obtain additional discriminative information that is otherwise unavailable. The proposed algorithm consists of 3 steps:
1. First pass: The aim of the first pass is to obtain an initial set of labels to train the ANN. In this stage, speech and non-speech (spnsp) boundary details and the spectral features are given as input to the baseline IB system. The IB system initializes short segments of speech as individual clusters. The initial clusters are merged according to the IB criterion until the NMI threshold is satisfied. After clustering the initial segments, KL-HMM re-segmentation is applied to realign the boundaries. The IB system diarizes the audio and outputs labelled speaker segments.
2. ANN training and BNF extraction: The output labels from the first pass along with the spectral feature stream of the segmented output are used to train a meetingspecific ANN. Bottleneck features corresponding to the feature stream used for training are extracted. Speaker clusters which contribute less than 3 seconds are discarded while training, as these are possibly spurious clusters. PCA is then applied on the bottleneck features to ensure that the features are whitened. This is required as the IB system models the speech segments as Gaussians. All the principal components are retained.
Second pass:
The projected bottleneck features are used either independently or along with the spectral features using the same IB system with KL-HMM resegmentation. When multiple features are used, the different feature streams are combined at the posterior level as given in (7). The output segments from the second pass is the final diarization output.
Discriminative bottleneck features
In this sub-section we describe different types of bottleneck features used in this paper. After obtaining the first pass output for an audio meeting, we make use of these labels to train the ANN. The bottleneck features depend on the spectral features used to train the ANN. In this paper, we have experimented with two different spectral features, namely, MFCC and MFS. The bottleneck feature extracted from the ANN trained on MFCC features is denoted by BN mf cc while that extracted from ANN trained on MFS features is denoted as BN mf s . These bottleneck features are used in the second pass after applying PCA.
Experiments and results
Experiments are performed on NIST RT04dev, RT04eval and RT05eval datasets from Linguistic Data Consortium (LDC) [17] . We also used 2 sets of meetings which are sub-sets of the Augmented Multi-Party Interaction (AMI) corpus [18] . Each set contains 5 randomly selected meetings each from the IDIAP (IS) and the Edinburgh (ES) groups. The list of meetings in each of the AMI sub-sets are shown in Table 1 . RT04dev was used as development dataset to tune parameters of all models while the rest were used for testing. All the results reported in this paper are on the best performing parameters tuned on the development dataset. Multiple distant microphone (MDM) data was used for each meeting after beamforming using BeamformIt [19] .
Systems and parameters
The aim of our experiments is to check whether the extracted bottleneck features helps in improving the performance in the second pass. We used the IB diarization toolkit [20] in all our experiments. Matlab's Neural Network toolbox was used to train the ANN and extract bottleneck features. The HTK toolkit [21] was used to extract MFCC and mel-filter bank energies. These features were extracted from the beamformed audio at a frame rate of 10ms with an analysis window size of 25ms. MFS was calculated from mel-filter bank energies [6] . After DCT, 19 coefficients were retained for both MFCC and MFS. Based on the performance on the development set, the values of β and NMI threshold were set to 10 and 0.3, respectively. Maximum segment duration for IB system was limited to 2.5 seconds. The hidden layers of the ANN (h1-h2) were configured to 30-19, where h1 and h2 represent the number of neurons in the respective hidden layers. Speech and non-speech (spnsp) details were obtained from the ground-truth. The speaker diarization performance is reported in terms of the speaker error rate (SER). Real time factor (RTF), which is defined as the ratio of the run-time to the length of an input audio, is used to evaluate the run-times of the systems presented.
Results
The results of the evaluation for different datasets are reported in Table 2 . The SER after the second pass is compared with the baseline IB system. Based on the input features, three baseline systems (I, II and III) are used for comparison. The input spectral features to the baseline IB systems I, II and III are MFCC, MFS and MFCC+MFS, respectively. Similarly, depending on the input feature combinations used in the second pass of the proposed system, three different systems (A, B and C) are used for comparison. The first pass for A, B and C are the baseline IB systems I, II and III, respectively. For example, in the case of the MFCC+BN mf s under system B, the BN mf s features were extracted by training the ANN with the output labels of system II, which is then used in the second pass along with the MFCC features. The weights used for feature fusion are indicated in parentheses. The performance (SER) of the systems A, B and C is compared with the baseline IB systems I, II and III, respectively. For each dataset, the SER of the proposed system with the best case relative improvement (R.I) is indicated using a bold font. It can be inferred from Table 2 that the proposed system performs better than the baseline IB system in most cases. On the development set when MFCC+BN mf cc was used in the second pass, a relative improvement (R.I) of 15.9% was observed compared to the baseline system I. Inclusion of MFS with BN mf cc has shown R.I of 16.6%. This was expected as MFS features are better at speaker discrimination than MFCC [6] . The R.I of 28.6% for system A is observed for the AMI-1 set when MFS+BN mf cc were used in the second pass. On the other hand for AMI-2, a best case R.I of 16.3% compared to system III is observed when only BN mf s was used in the second pass. A best case R.I of 21.9% compared to system I was observed for RT05eval when MFCC+BN mf cc were used in the second pass. For RT04eval, R.I of 27.1% was observed when MFCC+MFS+BN mf cc were used. In general, even the standalone bottleneck features were observed to improve the performance of the baseline IB system. In combination with the spectral features, the diarization performance improved further. This confirms the conjecture that the bottleneck features included in the second pass are indeed discriminative. Figure 2 shows the performance of the proposed system for different values of feature fusing weights on the development dataset. Figures 2(a) and 2(b) shows the performance after the second pass, with first pass being the baseline systems I and II, respectively. For most of the fusion weight combinations, the proposed system shows improved performance. On the development set, the observed average error in estimating accurately the number of speakers by the baseline system is 2.0 while that for the proposed system is 1.13.
The advantage of keeping the size of ANN small is that, it avoids over-fitting to the training data. The training time is also small, which enables the use of meeting specific ANNs. The performance of the proposed system is evaluated on a machine with 4 cores. The maximum number of ANN training epochs were set to 1000. The RTF on the development data for the baseline IB system is 0.02 while the RTF is 0.17 for the proposed system.
To check the effectiveness of the discriminative nature of the bottleneck features, we conducted an experiment where instead of using output labels from the baseline (first pass), the labels were taken from the ground-truth for training the ANN. ANNs were trained using MFCC and MFS features and corresponding bottleneck features were extracted. In the second pass, bottleneck features (BN mf cc / BN mf s ) alone were used for diarization using IB system. The SER obtained in this experiment is shown in Table 3 . As labels were considered from the ground-truth, this also provides a lower bound on SER when bottleneck features alone are used for diarization using the IB system with this framework.
Conclusion and Future work
A two-pass IB based speaker diarization system is proposed. The system is tested on NIST RT and AMI datasets. Inclusion of discriminative information in the second pass in the form of bottleneck features improves the performance of the baseline IB system. With a trade-off in terms of increased running time, the proposed system performs significantly better than the baseline system. The best case relative improvements of 27.1% (RT04eval) amongst NIST RT datasets and 28.6% (AMI-1) amongst AMI datasets supports our hypothesis. In future, we plan to explore the framework by continuously looping through both the passes. This may be helpful in further refining the speaker boundaries. We also plan to investigate the output of the baseline, so as to provide more precise labelling information for training the ANN.
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