Context. Central compact objects (CCOs) in supernova remnants are isolated thermally emitting neutron stars (NSs). They are most probably characterized by a magnetic field strength that is roughly two orders of magnitude lower than that of most of the radio and accreting pulsars. The thermal emission of CCOs can be modeled to obtain constraints on the physical parameters of the star such as its mass, radius, effective temperature, and chemical composition.
Introduction
More than a third of all young neutron stars (NSs) associated with supernova remnants (SNRs) are observed as central compact objects or CCOs. These point-like X-ray sources are characterized by thermal X-ray spectra with kT ∼ 0.2 − 0.5 keV and have so far not been found to emit in other electromagnetic wavebands. The CCOs were first considered as a separate class of isolated NSs after their characterization with the Chandra observatory (Pavlov et al. 2002 (Pavlov et al. , 2004 . Around a dozen CCOs are known so far including candidates. Pulsations with periods between ∼0.1 s and ∼0.4 s have been detected in three of them (e.g., Gotthelf et al. 2013 ). Lack of magnetic activity such as non-thermal (magnetospheric) emission and lack of associated pulsar wind nebula, together with the low measured spin-down rates or the corresponding upper limits, lead to relatively small estimated magnetic field strengths of the CCOs, B 10 10 − 10 11 G (Halpern & Gotthelf 2010b; Gotthelf et al. 2013) . This is roughly two orders of magnitude below the field strengths observed in most of the radio and accreting pulsars and in the small group of nearby X-ray emitting Dim Isolated Neutron Stars (XDINS). Thus, CCOs apparently represent a class of young ( 10 3 − 10 4 yr), low-magnetized, thermally emitting cooling NSs.
The absence of magnetospheric and accretion phenomena potentially provides an undisturbed view of the stellar surface of CCOs. The geometrical and physical properties of the star can be probed through a modeling of the spectral and timing properties of its X-ray emission. The mass and radius of the compact star which can be estimated from the modeling are directly related to the nature of the superdense matter in its interior. Different theoretical models predict different equations of state (EOS) of superdense nuclear matter and, thus, different mass-radius relations for NSs which can be compared with observations (e.g., Lattimer & Prakash 2007) .
The CCO XMMU J173203.3−344518 (to be referred as XMMU J1732 in the following) was discovered with XMMNewton in 2007 as a point-like X-ray source roughly at the center of the TeV-emitting supernova remnant HESS J1731−347, also known as G 353.6−0.7 (Acero et al. 2009; Tian et al. 2010; Abramowski et al. 2011) . The XMM-Newton observations and the subsequent observations with Suzaku (Bamba et al. 2012) and Chandra have shown that the source exhibits a blackbody-like X-ray spectrum with absorption at low energies characterized by kT 0.5 keV (typical for a CCO) and an absorption column density n H 1.5 × 10 22 cm −2 (Acero et al. 2009; Halpern & Gotthelf 2010c; Bamba et al. 2012 ).
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A&A proofs: manuscript no. cco_new No X-ray pulsations have so far been found in XMMU J1732. Our recent analysis of the XMM-Newton timing observations in 2012 presented in Klochkov et al. (2013) , hereafter Paper I, yielded an upper limit of ∼10% on the pulsed fraction of sinusoidal pulsations. Although the limit is not very strong, it can indicate that the X-ray emission is roughly uniformly produced by the entire stellar surface. This assumption was adopted in Paper I to couple the emitting area with that of the compact star. Abramowski et al. (2011) argued that the remnant is most likely located either in the Scutum-Crux arm or in the Norma-Cygnus arm, with the corresponding spiral arm distances of ∼3 kpc or ∼4.5 kpc following the model by Hou et al. (2009) . They also derived a lower limit on the distance of ∼3.2 kpc based on the measured X-ray absorption and the 12 CO emission in the direction of the remnant. The fit of the CCO spectrum with an absorbed blackbody model under an assumption of a canonical NS radius of 10 km leads to an unrealistic distance estimate of ∼30 kpc. A solution to a similar problem in case of the non-pulsating CCO in Cas A, whose distance is well known, was proposed by Ho & Heinke (2009) (see, however, Pavlov & Luna 2009 , for an alternative explanation). The usage of a carbon atmosphere spectral model allowed Ho & Heinke (2009) to reconcile the distance to the source with the radius of a canonical NS. Following a similar approach, the carbon atmosphere models described in Suleimanov et al. (2014) have been applied to the CCO in HESS J1731−347 and allowed the estimated distance to the remnant of ∼3−4 kpc to be reconciled with the canonical radius of the neutron star as described in Paper I.
Here we present the analysis of two new observations of XMMU J1732 performed with XMM-Newton in 2013 (PI: G. Pühlhofer) which increase the total exposure time of the observations suitable for an accurate spectral analysis by a factor of about five. The new data put much stronger constraints on the source spectral continuum. We apply our carbon and hydrogen atmosphere models to the new spectra and derive new constraints on the physical parameters of the emitting star such as its mass and radius. We discuss possible cooling scenarios of the NS based on the measured effective temperature and the available age estimate. The cooling theory under certain assumptions allows us to put additional constraints on the star mass and radius. The paper is organized as follows. The available observations and the long term monitoring of the source flux are described in Sect. 2. A new upper limit on the source pulsations is provided in Sect. 3. Spectral analysis is described in Sect. 4. The spectral fits using the carbon and hydrogen atmosphere models are presented in Sects. 4.2 and 4.3, respectively. The cooling history of the NS and the corresponding constraints on the mass and radius of the NS are discussed in Sect. 5.
Observational data and the long-term flux history of XMMU J173203.3−344518
Since 2007, the CCO in HESS J1731−347 has regularly been observed with the XMM-Newton, Chandra, Suzaku, and Swift satellites. Most of the observations are targeted at the supernova remnant HESS J1731−347. A short log of the available observations is provided in Table 1 . In this work, we focus on the analysis of the last two observations performed in 2013 with the XMM-Newton orbital observatory (Jansen et al. 2001) . We refer to them as the March observation and the October observation in the following. To combine the data with those taken in the 2007 XMM-Newton observations, we also re-processed the 2007 observations using the latest pipeline version and calibration (see next Section). Bamba et al. (2012) (2) Klochkov et al. (2013) 
Upper limits on the pulsed fraction
The XMM-Newton observations in imaging mode analyzed here permit a search for periodicity below the Nyquist frequency of f Nq = 1/(2t res ) = 6.87 Hz corresponding to the pulse period of 0.147 s (t res = 0.0734 s is the time resolution of EPIC-PN camera in the imaging mode, Strüder et al. 2001) . Since the lowest and the highest measured pulse periods of CCOs are ∼0.105 and 0.424 s, there is a good chance to miss pulsations in XMMU J1732 because of the timing resolution limit. We note, however, that the analysis of the ∼20 ksec timing observations with XMM-Newton presented in Paper I did not reveal any pulsations with the pulsed fraction above ∼10% down to a pulse period of 0.2 ms.
We searched for pulsations in the EPIC-PN data of both XMM-Newton observations performed in 2013. We calculated a Rayleigh periodogram (Z System (SAS) 3 version 13.5.0. The standard filtering including the removal of high flaring background intervals has left ∼53.2 and ∼58.0 ksec of useful source exposure in the March and October observations, respectively. The energy range is a priori chosen as rough compromise between the source-to-background ratio and the total amount of signal counts. No pulsations have been found above 99% confidence level in either of the two observations. The maximum value of Z 2 1 -power is 27.3 for the March and 28.9 for the October observations, respectively, whereas the 99%-threshold values of Z 2 1 in the respective observations are 34.8 and 35.0. The threshold level in each case is calculated taking into account the number of trials which is equal to the number of independent frequencies in the periodogram, ∼3.6×10 5 and ∼4.0×10 5 , in the March and October observations, respectively. The maximum values of Z 2 1 are converted to upper limits on the pulsed fraction of the source assuming sinusoidal pulsations and using the distributions of Z 2 1 for the case where both the signal and the noise are present in the data (e.g., de Jager et al. 1989) . For the March observations, the upper limit on the pulsed fraction of the source signal is 7.3%. For the October observations, it is 8.1%.
Spectral analysis
We extracted spectra of the CCO in HESS J1731−347 taken with all EPIC cameras (Strüder et al. 2001; Turner et al. 2001) onboard XMM-Newton during the March and October observations 2013. As for the timing analysis above, we used the version 13.5.0 of SAS and the latest calibration files available at the time of the data reduction (February-March 2014) . The periods of high flaring background have been identified and excluded leading to the reduction of the total exposure by ∼25-30% for the 2013 observations. To combine the new spectra with those obtained with XMM-Newton in 2007 (Table 1, Paper I) we re-extracted the 2007 data using the same software and calibration which we used for the 2013 data. In each case, we extracted the source spectrum from a circle with a radius of 40 arcsec centered at the CCO position and encompassing ∼90% of the PSF energy below ∼5 keV. The background spectra are extracted according to the recommendations of the instrument team, that is from the regions on the same CCD chip having roughly the same RAW Y coordinate as the source for EPIC-PN and from the elliptical annuli with the inner and outer minor semi-axes of ∼55 and ∼85 elongated along the circle of equal off-set radii for EPIC-MOS. The regions with visible diffuse emission and stray light are excluded. The independent spectral analysis of the the three observations did not reveal any variation of the source's spectral shape. The spectra, responses, and background files from the three observations have thus been combined separately for EPIC-PN, EPIC-MOS1, and EPIC-MOS2 cameras using the SAS tool epicspeccombine. All spectral modeling described in the following is performed using the combined spectra.
Blackbody versus model atmosphere fits
We modeled the combined spectra from the three observations with a blackbody function and, alternatively, using the carbon 4 (Suleimanov et al. 2014 ) and hydrogen stellar atmosphere models developed by our group. A multiplicative component accounting for the low-energy photo-electric absorption by the interstellar medium was added in each case. The stellar atmosphere models are applied in the same way as described in Paper I. Further details on the stellar atmosphere modeling are provided in the following subsections.
The analyzed spectra allow for the first time the blackbody model to be clearly rejected for this source. The corresponding fit yields a reduced χ 2 = 1.33 for 896 degrees of freedom (d.o.f.). This corresponds to a null-hypothesis probability (P-value) of 10 −10 indicating a statistically unacceptable fit. The residuals of the fit show systematic wave-like structure (second from top panel in Fig. 2 ). The best-fit parameters are the following: n H = (1.50 ± 0.02) × 10 22 atom cm −2 , kT = 0.489 ± 0.002 keV. The fits with the carbon and hydrogen stellar atmosphere models yield flat residuals (two bottom panels of Fig. 2 ) and acceptable fits with a reduced χ 2 = 1.07 for 894 d.o.f. and Pvalues of ∼0.1 in both cases. A more complicated spectral model than a simple blackbody is thus required solely by the shape of the measured spectral continuum.
We verified that the spectral fits described above are not sensitive to the exact choice of the background regions. We thus believe that possible systematic variations of the background over the detector plane close to the source position do not affect our conclusion. We refer to Sect. 4.2 for a discussion of possible systematic effects related to background.
Fit with carbon atmosphere models
Following Paper I, we assumed that the atmosphere characterized by the effective temperature T covers the entire surface of a compact star with mass M and radius R located at a certain distance d. Mass and radius are used to calculate the surface gravity and the gravitational redshift affecting the atmosphere model while the distance determines the normalization constant K of the spec- The combined XMM-Newton spectrum (all EPIC cameras) from the three observations fitted with a carbon atmosphere model (top) and the fit residuals for the blackbody, the carbon atmosphere, and the hydrogen atmosphere models (from top to bottom). The null-hypothesis probabilities (P-values) yielded by the χ 2 -fits are indicated. The blackbody model leads to a statistically unacceptable fit.
The mass, radius, effective temperature, and the equivalent hydrogen column density n H which characterizes the photo-electric absorption by the interstellar medium are free fit parameters of the spectral model.
The gravitational redshift z and the surface gravity g affect the shape of the model spectrum in different manners (see Suleimanov et al. 2014, for details) . Both values can thus be determined independently from a spectral fit. On the other hand, M and R enter the formulae for z and g in different ways:
. That is, the curves of equal z in the M −R plane are not parallel to the curves of equal g (see, e.g., Fig. 2 of Suleimanov et al. 2014) . A certain pair of g and z values thus uniquely determines a point in the M − R plane. Therefore both mass and radius can in principle be determined independently from a spectral fit as was also demonstrated in Paper I.
As in Paper I, we first used two fixed distances to the source, 3.2 and 4.5 kpc, corresponding to the location of the SNR in the Scutum-Crux or Norma arms, respectively (Abramowski et al. 2011) . The resulting confidence regions in the M − R plane are presented in Fig. 3 . For d = 3.2 kpc we also show the contours obtained with the 2007 observations only (presented in Paper I) for comparison. The dramatic improvement in the statistics (reduction of the contours size) is caused by the increase in the total exposure time by a factor of ∼five. For the best-fit parameters and the associated statistical uncertainties (1 σ c.l. for one parameter of interest) we refer to Table 2 . We note that the confidence levels of the contours in Fig. 3 are plotted for two parameters of interest. The contours corresponding to 68% (1 σ) confidence level for one parameter of interest (whose projections to the M-and R axes correspond to the uncertainties given in Table 2 ) would be located slightly within the innermost contours shown in the plot.
The presented contours take into account only statistical uncertainties of the source and background spectra. Additional systematic effects may be related to the spatial variation of the background. Although the background regions are selected close to the source to represent the "local" background (see above), they might still include contributions from the diffuse emission and stray light not directly visible in the image or hidden behind the source's PSF as well as the variations of the instrumental background with respect to that at the source position. To assess possible systematic uncertainties related to these effects, we produced three independent sets of local background regions. Figure 4 presents the confidence contours for the fixed distance of 3.2 kpc (similar to those shown in the bottom left of Fig. 3 ) obtained with the three sets of background regions. The relative displacements of the contours shown with different colors and line styles reflect the aforementioned systematics. One can see that the displacements are by a factor of several smaller than the characteristic size of the contours. We thus conclude that the investigated systematics can be neglected at this stage.
As can be seen in Table 2 , the spectral models with d = 3.2 kpc and d = 4.5 kpc provide the same fit quality. Nevertheless, the model is sensitive to the distance as seen in Fig. 5 . The figure shows the M − R contours with the distance being a free fit parameter with a lower limit of 3.2 kpc. The best-fit distances are computed for each point of the M − R grid and are indicated with the dashed contours. Distances larger than ∼5.5 kpc lead to high χ 2 values and are formally excluded under the assumption that the emitting region is the entire stellar surface. C a u s a l i t y Fig. 4 . The confidence regions similar to those shown in Fig. 3 for the fixed distance of 3.2 kpc. The different colors and line styles indicate the contours obtained with three independent sets of background regions used for the corresponding background spectra extraction. 
Fit with hydrogen atmosphere models
The combined XMM-Newton spectra of XMMU J1732 were also fitted using our hydrogen NS atmosphere models. The model spectra are calculated for a range of effective temperatures of 0.5-10 MK with a step size of 0.05 MK and for the same set of nine surface gravity logarithms log g as for our carbon atmosphere models (Suleimanov et al. 2014 ). The models are computed using the LTE approximation with pressure ionization effects included using the occupation probability formalism (Hummer & Mihalas 1988) as described by Hubeny et al. (1994) . The method of modeling is described in detail by Suleimanov & Werner (2007) . We do not consider Compton scattering; all models are computed using coherent electron scattering alone. This approach is not correct for hot model atmospheres with T > 3 − 5 MK (Suleimanov & Werner 2007) . Therefore, the hottest models have to be used with caution. It turns out, however, that the fits to our spectra yield lower temperatures. Similar to the carbon atmosphere models (previous section), the free parameters of the spectral model are the mass and radius of the star, the effective temperature T , the equivalent hydrogen column density, and the distance d. As mentioned in Sect. 4.1, the fit quality in case of the hydrogen models is similar to the carbon model: χ 2 red 1.07 for 895 d.o.f. (the corresponding P-value is ∼0.1). The confidence contours in the M − R plane resulting from the fit with the hydrogen models are presented in Fig. 6 for two fixed distances, 7 and 10 kpc. The distances were chosen for illustration only. For d < 7 kpc the contours require masses and radii smaller than the canonical values usually assumed for an NS. The distances above 10 kpc would imply an unrealistically high TeV luminosity of the SNR. Thus, under the assumption that the emission is uniformly produced by the entire stellar surface, a hydrogen atmosphere seems to be incompatible with the canonical masses and radii of an NS and with the available constraints on the source distance.
It is interesting to note that the contours are located along the respective lines of equal apparent radii indicated by the dotted curves. The model thus behaves similar to a blackbody function where the apparent radius is coupled to the normalization for a fixed distance and is therefore a fit parameter. The apparent temperatures T ∞ = T/(1 + z) measured with the hydrogen models are 2.76 ± 0.02 and 2.78 ± 0.02 MK for 7 and 10 kpc, respectively.
For completeness, we provide the best-fit absorption column density obtained with the hydrogen model, n H = (1.91 ± 0.03) × 10 22 atom cm −2 . Since the confidence contours are not closed (Fig. 6) , mass, radius, and effective temperature are formally unconstrained by the fit.
As mentioned in Suleimanov et al. (2014) and Paper I, a number of effects are not taken into account in our calculations of the carbon atmosphere models such as the influence of the magnetic field and a possible complex chemical composition different from pure carbon. The same applies to the hydrogen atmosphere models described above. These effects might influence the shape of the spectrum and thus the presented M − R confidence contours. We believe, however, that our models are applicable for B 10 8 − 10 9 G as explained in Paper I. Since no pulsations are detected in XMMU J1732, no estimates of the surface B-field strength are available and our assumption of low magnetic field can be valid.
We also note that the values of the interstellar absorption column density obtained with both carbon and hydrogen models are within the range of the column densities measured in different parts of the remnant (Abramowski et al. 2011 ).
An exceptionally hot cooling neutron star
Since the apparent temperature of the CCO in HESS J1731−347 is well measured, it is interesting to investigate its status among other NSs of this family. Figure 7 shows a representative sample of cooling isolated NSs in a T ∞ s − t diagram, where t is the estimated/measured age of the objects and T ∞ s is the apparent effective surface temperature (here we denote the surface temperature as T s to distinguish it from the internal temperature of the star, T i ). The data are the same as in Weisskopf et al. (2011) with an addition of three new sources, XMMU J1732 (this work), PSR J1741-2054 (Karpova et al. 2014) , and PSR J0357+3205 (Marelli et al. 2013; Kirichenko et al. 2014) . We have also added 1E 1207.4-5209 (Zavlin et al. 1998) .
The data displayed in Fig. 7 contain four CCOs which are marked by squares (to distinguish from other sources labeled by filled dots). Thermal emission of two CCOs, the NS in Cas A and XMMU J1732, can be interpreted as radiation from the entire star surface with realistic mass and radius using the carbon atmosphere models as explained in detail in Ho & Heinke (2009) , Paper I, and in this work. As for RX J0822-4300 (CCO in the SNR Puppis A) and 1E 1207.4-5209 (CCO in the SNR G296.5+10.0), their emission can be interpreted with hydrogen atmosphere models (Zavlin et al. 1998 (Zavlin et al. , 1999 .
The indicated position of XMMU J1732 corresponds to d = 3.2 kpc and t = 27 kyr. The age was estimated by Tian et al. (2008) using the Sedov solution for the SNR assuming a distance of 3.2 kpc. The error bars on T ∞ s are enlarged by a factor of two for a better visualization. The uncertainties of the age estimate are not well understood. We adopt a conservative range of 10-40 kyr. For larger distances, the age must be larger. One can see that the CCO appears exceptionally hot for the assumed age, i.e., it must have been cooling very slowly posing a challenge for the cooling theory.
According to the theory, middle-aged isolated NSs (as those shown in Fig. 7) have already passed the initial cooling stage of internal thermal relaxation -the first 10-100 yrs depending on the NS model (e. g., Yakovlev & Pethick 2004; Page et al. 2009 ). Their internal layers are almost isothermal. A strong temperature Fig. 7 . The effective surface temperatures or upper limits for a number of cooling isolated NSs including XMMU J1732 versus their ages (data points) compared with four theoretical cooling curves for a 1.5 M star. The plot contains four CCOs with reliable temperature measurements (labeled with squares). For XMMU J1732, the dashed error bar indicates a conservative range of 10-40 kyr adopted for the NS age. MU refers to a non-superfluid star with a heat blanket made of iron; SF corresponds to a star with strong proton superfluidity in the core and the same heat blanket; MUac and SFac refer, respectively, to the same models as MU and SF but with a fully carbon heat blanketing envelope (see text for details). gradient still persists in the outer heat blanketing envelopes (under the atmosphere, a few ten meters thick). Such stars are mostly cooling "from inside" (mostly from their superdense cores) via neutrino emission. The photon thermal luminosity only becomes significant in cooling at t 10 5 yr. The decay of the internal temperature T i is determined by the neutrino cooling function
where L ν (T i ) and C(T i ) are the neutrino luminosity and the heat capacity of the star, respectively. Accounting for General Relativity, T i , L ν , and and C have to be redshifted in the cooling equations. Thus, the internal cooling is regulated by the neutrino emission and the heat capacity. The effective surface temperature T s simply adjusts itself to the internal temperature T i . The adjustment is taken into account using calculated T s (T i )-relations. These relations are determined by the thermal conductivity of the heat blanketing envelopes which is affected by their chemical composition.
The four theoretical cooling curves T ∞ s (t) presented in Fig. 7 are calculated using a generally relativistic cooling code (Gnedin et al. 2001) . The curves are aimed at explaining the hottest cooling NSs. Colder NSs are commonly treated as sufficiently massive stars with higher neutrino emission from the core. In Fig. 7 , we use an NS model with a nucleon core (the modification of the APR EOS of superdense matter used in Weisskopf et al. 2011) . The NS mass is M = 1.5 M and radius R = 12.03 km. The cooling curves are, however, known to be fairly independent of EOS, M, and R for typical theoretical neutron stars (M 1.8 M , R ∼ 10 − 13 km) where the direct Urca process does not operate (e.g., Yakovlev & Pethick 2004) .
The neutrino emission from the core of the given star can be produced by the modified Urca process (MU) and somewhat weaker processes of nucleon-nucleon collisions (but no powerful direct Urca process). Neutron superfluidity in the core due to triplet-state pairing is neglected, proton superfluidity due to singlestate pairing is varied.
Further we assume a blanketing envelope made of carbon with a mass of ∆M . For ∆M 10 −14 M , the amount of carbon is too small to affect the cooling. At ∆M ∼ 10 −8 M the amount of carbon is maximal. For formally higher ∆M, carbon would transform into heavier elements at the bottom of the envelope because of beta captures and pycnonuclear reactions. We neglect the effects of the magnetic field on the cooling which is a good approximation as long as B 10 12 G. The solid cooling curve (MU) corresponds to a non-superfluid star with an ordinary (iron) heat blanketing envelope. This is a basic cooling curve (cooling through the modified Urca process non-affected by superfluidity, the so-called standard neutrino candle, Yakovlev et al. 2011) . It is consistent with observations of some NSs, but cannot explain XMMU J1732 which is substantially hotter. One can obtain a hotter star by switching on proton superfluidity and replacing iron with carbon in the heat blanketing envelope. The long-dashed cooling curve (SF) corresponds to strong proton superfluidity in the NS core (with the critical temperature over the core T cp (ρ) 3 × 10 9 K, where ρ is the density) and an iron heat blanket. The exact T cp (ρ) profile in this limit is not important. Such superfluidity almost completely switches off the proton heat capacity (reducing the total heat capacity by ∼25%, Page 1993) and all neutrino processes involving protons, first of all the modified Urca process. The neutrino luminosity from the core is determined by neutron-neutron collisions and is about two orders of magnitude weaker than the modified Urca. This greatly reduces the neutrino luminosity function (1), slows down the internal neutrino cooling, and makes the star hotter (at t 100 yr, after the internal thermal relaxation for the given NS model). However, it is still insufficient to explain the temperature of XMMU J1732 at the assumed age.
One might think that one can additionally slow down the cooling by assuming strong superfluidity of neutrons in the core. It will indeed block neutrino emission due to neutron-neutron collisions leaving a much weaker neutrino emission caused by electron-electron collisions. It will, however, also block the neutron heat capacity in the core (the main source of heat capacity there, Page 1993) producing a neutron star with very low neutrino luminosity and heat capacity in the core. Its cooling will be greatly affected by the microphysics of the crust and will not be much slower than that without neutron superfluidity (see, e.g., Yakovlev & Pethick 2004) .
The dotted-dashed cooling curve (MUac) in Fig. 7 refers to a non-superfluid star but with a fully carbon heat blanketing envelope (∆M/M = 10 −8 ). Internally, this star cools down as the standard candle (through the modified Urca process) but the heat blanket is now made of lighter, more heat transparent carbon. This increases the surface temperature . However, such an increase is still insufficient to explain XMMU J1732.
Finally, the short-dashed curve in Fig. 7 corresponds to strong proton superfluidity and a fully carbon heat blanket. Now we have used all cooling regulators to slow down the cooling and to obtain an exceptionally hot NS. This scenario is formally consistent with the data of XMMU J1732. Therefore, with the assumed age and distance, the data formally require both very low neutrino cooling rate (low ) and a fully carbon heat blanket. Such a slowly cooling NS would be a remarkable object. The neutrino emission from its core is so slow that the neutrino emission from the crust starts to affect the cooling. We repeat that the above considerations assume t = 27 kyr and d = 3.2 kpc. For a distance of 4.5 kpc, the Sedov solution would yield t 40 kyr and the problems related to the NS cooling would become even more severe. The temperatures derived using the blackbody and hydrogen models, which are not well justified (Sects. 4.1 and 4.3), turn out to be much higher than for the carbon model so that the NS would appear even hotter. If, however, XMMU J1732 is younger, e.g., t ∼ 10 kyr, the discrepancy with the cooling theory is reduced. However, even in that case we would need both strong proton superfluidity and a lot of carbon in the heat blanket, although superfluidity could be somewhat weaker (lower T cp ) and/or the amount of carbon could be lower (smaller ∆M).
The case of t = 27 kyr requires extreme parameters of both cooling regulators (strong proton superfluidity and maximum amount of carbon). As discussed above, the theoretical cooling curves are almost independent of EOS, M and R in a broad range of M and R. However, they do depend on M and R outside that range. In case of the observed T ∞ s , they slightly depend on M and R. Therefore, the explanation of the observed T ∞ s can fail at certain M and R where the theoretical cooling curve goes below the inferred T ∞ s even at the extreme parameters of the cooling regulators. These values of M and R can be treated as forbidden by the cooling theory which gives additional constraints on M and R. A precise derivation of such constraints is beyond the scope of this work and will be presented elsewhere. In Fig. 8 , we present our preliminary constraints for t = 27 kyr. They are obtained using the rescaling relations which allows us to calculate T ∞ s for a slowly cooling middle-aged NS in a wide range of t, M, R, and EOSs. The relations are then calibrated with respect to theoretical cooling curves in Fig. 7 . The allowed region in Fig. 8 is on the right side of the red dashed curve. One can see that under the stated assumptions the cooling theory mostly eliminates the range of small R 12 km.
As an alternative explanation of the exceptionally high T ∞ s , additional heating mechanisms inside the star can be invoked theoretical modeling of EOSs, the experimental data from heavy ion collisions, and the observations of some X-ray bursting NSs and the NSs in quiescent states of soft X-ray transients (Steiner et al. 2013; Lattimer & Steiner 2014) .
As the future improvement of the observational data will further reduce the statistical errors on mass and radius, the uncertainties in the theoretical modeling might become the dominant source of errors. In this respect, we note the following physical processes not yet taken into account in our carbon NS atmosphere models which might affect the shape of the emergent spectra: (i) deviations of carbon ion number densities from LTE values (see, e. g., Rauch et al. 2008) , (ii) non-coherent electron scattering (Compton effect), and (iii) influence of the magnetic field B ∼ 10 10 − 10 11 G.
