How Americans’ Views on Mask-Wearing Has Changed in 2020: Sentiment Analysis Based on Twitter Data by Qin, Ruoyang
 
Ruoyang Qin. How Americans’ Views on Mask-Wearing Has Changed in 2020: 
Sentiment Analysis Based on Twitter Data. A Master’s Paper for the M.S. in I.S degree. 
April, 2021. 32 pages. Advisor: Yue Wang 
The goal of this study is to compare the attitudes of American citizens towards wearing 
masks at different times by implementing sentiment analysis on tweets posted in different 
time periods of the year 2020. The third-party open-source package Twint was used to 
collect Twitter data. After data preprocessing, the VADER algorithm was adopted and 
validated for sentiment analysis. Several analyses on word frequency, highly correlated 
words, and daily sentiment distribution were also applied. This study shows the 
differences between sentiment and opinion analysis and the possible research 




Natural language processing 
Sentiment analysis 
COVID-19 related research 
 
 
HOW AMERICANS’ VIEWS ON MASK-WEARING HAS CHANGED IN 2020: 
SENTIMENT ANALYSIS BASED ON TWITTER DATA 
by 
Ruoyang Qin 
A Master’s paper submitted to the faculty 
of the School of Information and Library Science 
of the University of North Carolina at Chapel Hill 
in partial fulfillment of the requirements 
for the degree of Master of Science in 
Information Science. 
Chapel Hill, North Carolina 





Table of Contents 
Introduction ........................................................................................................................2 
Literature Review ..............................................................................................................4 
Sentiment Analysis by Using Social Media Data ............................................................4 
Social Media Analysis for Event Tracking and Prediction ..............................................5 
Sentiment Analysis Methodology ....................................................................................6 
Research Questions ............................................................................................................8 
Methodology and Analysis Process ..................................................................................9 
Data Gathering .................................................................................................................9 
Data Preprocessing .........................................................................................................12 
Sentiment Score Analysis By VADER ..........................................................................13 
Word-Count Vectorization and Word Frequencies ........................................................17 
Daily Trends of The Sentiment ......................................................................................20 
Conclusions and Further Improvements .......................................................................25 
Conclusion of the Study .................................................................................................25 
Shortcomings of the Study .............................................................................................26 





As a result of the progress on machine learning algorithms and other techniques for doing 
natural language processing (NLP) research, social network sentiment analysis has 
become one of the most important topics in the field. There are billions of social network 
users around the world, and they keep posting about their emotions, lifestyles and other 
important information that can be used by governments, commercials, and researchers 
from various fields. For example, opinion mining, recommend systems, and event 
detection. All these data come from different social media platforms like Twitter, 
Facebook, and Instagram are being classified as social data. Particularly, when a specific 
event happened, there will be social media posts discussing about it and people 
expressing their opinions towards it, especially when this event became the focus for the 
whole world. A new kind of coronavirus known as COVID-19 which began in Wuhan, 
China at the end of last year, has become one of the most worldwide spreading diseases 
in human history, which also made it the most discussed topic on social media in the past 
six months. 
Comparing with February 2020, the number of COVID-19 positive cases has grown from 
less than 30 to more than 8 million; and the number of deaths from 0 to more than 
220,000 (as of Oct. 18, 2020). The epicenter of this worldwide pandemic has shifted from 
China to the United States and India. Many news reports and research noticed a dramatic 
change of a large amount of Americans’ opinions towards the pandemic which could be 
represented by their Twitter posts. Especially on how people thought about wearing a  
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mask during their daily life, huge changes can be detected from news report and social 
media posts. For example, there were large number of tweets showing lack of 
understanding of other countries’ mask policy in February. But after June, more and more 
people began to call on others to wear masks. 
This study aims at showing this change of opinions by sentiment analysis methods. The 
study will use a set of keywords to filter tweets that might contain opinion information 
and use machine learning algorithm to do research about special words that can show the 
opinion attendance of tweets and the changes of target people’s emotion towards mask 
wearing. The tweets will be classified as positive, neutral, and negative. One of the main 
reasons why Twitter data were chosen for this study is because it has a 140-word limit, so 




Sentiment Analysis by Using Social Media Data 
Sentiment analysis, or emotional analysis, has become a wide area of machine 
learning/deep learning research and was used for various applications. Among all kinds 
of data sources, social media data is the easiest to capture and mostly used for sentiment 
analysis. Not only Twitter, but also other different social media platforms from other 
countries or regions were used by information researchers and data scientists. Li et al 
(2020) have performed a sentiment analysis project by analyzing data grabbed from 
Weibo, the biggest Chinese microblogging website. They used algorithms like SVM, 
naïve Bayes and Random Forest to make Weibo posts emotion classifiers. There are also 
examples for using deep learning approaches on researchers’ local language, such as 
what Tocoglu et al (2019) did by using deep neural network to classify Turkish tweets 
into several basic genres of emotions. The reason why researchers prefer using social data 
as the source dataset for sentimental analysis like emotion classification is that people 
tend to show their emotion by using specific opinionated words that can directly show 
their emotions towards other people or specific events. For example, Felipe Taliar et al 
(2019) grabbed data from Facebook and classified them into positive, negative, and 
neutral emotions by using Ekman’s emotion classification model (Tocoglu et al, 2019). 
And Mondher Bouazizi et al (2019) also provided a more complicated model for multi-
class emotion classification by using a tool called SENTA. By these kinds of 
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classification on emotional tweets people posted, further research can be done. De 
Choudhury et al (2013) used language models to classify the tweets posted by postnatal 
mothers to measure their emotions to identify mothers who were at high risk of getting 
postnatal depression. 
Social Media Analysis for Event Tracking and Prediction 
During huge natural disasters or pandemics, researchers always tend to use emotional 
analysis to track what people think of the situation and how their emotions changed, in 
order to provide useful ideas to help people overcome what they’ve been through. Hyo 
Jin Do et al (2016) applied several approaches of sentiment analysis to illustrate how 
people thought and behaved, and how their behavior changed the social culture system of 
Korea during an epidemic outbreak. Vasileios Lampos et al (2010) gave a solution for the 
government’s health department to monitor the diffusion of the pandemic. Rashid Kamal 
et al (2019) provided a method to sense and detect crowded people during the pandemic 
by analyzing Twitter data they post which include location information, and they proved 
that this could be a more efficient way than using pure location detection techniques. 
Social media data can be used for not only detection, but also prediction of the epidemic. 
Harshvardhan Achrekar et al (2011) provided a method for predicting influenza by using 
Twitter data. As for natural disasters, Wang et al (2016) built a language model by using 
41,545 tweets that were related to wildfires. What was interesting about their research 
was that they noticed most of those tweets containing keywords like “fire” and “wildfire” 
were posted from downtown San Diego, which was not the actual location of the wildfire. 
This showed a disadvantage of using social media data for detecting the location of huge 
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disasters, that it might cause geographical disassociation because people who posted 
about the event did not have to be at the location it happened. 
Not only for disasters and pandemics, but social media sentiment analysis can also be 
applied for detecting events happened in sports games like soccer matches. Aloufi and 
Saddik (2018) crawled the tweets that were posted by audiences during specific soccer 
matches to detect people’s emotions of surprise, anger and excitement to predict events 
such as penalties and strict fouls happened during the game. 
Sentiment Analysis Methodology 
There are various approaches for doing sentiment analysis. Especially, after the wider 
application of deep neural network at 2010s, machine learning researchers can make use 
of bigger dataset, and thus social media became the main source of text data. In their 
study, Jain and Dandannavar (2016) used machine learning algorithms to examine 
multiple steps for Twitter sentiment analysis and they finally provided a detailed set of 
steps for doing sentiment analysis. According to their article, researchers should firstly 
think about where and how to get their source data, and what NLP algorithms to use for 
preprocessing the text data. Secondly, use traditional approaches like naïve Bayes 
classifier and decision trees or deep learning approaches like Recursive Neural Network 
(RNN) to train a classification model. And finally, researchers should take consider of 
what evaluation metrics to use. 
One important point in sentiment analysis is to find the appropriate way to measure the 
similarity of two given words or pieces of texts. Traditional approaches including using 
information entropy and mutual information metrics. In their study, Samuel et al (2019) 
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found that Kullback-Leibler and the Euclidean distances were better metrics in 




By analyzing the gathered and filtered tweets, showing what was the mainstream 
emotional tendency towards wearing masks and “mask policies” in tweets posted in both 
February and September 2020. Are there any differences between the analysis results of 
these two months? If yes, to what extend had the public opinions changed? 
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Methodology and Analysis Process 
Data Gathering  
The first step of the research is collecting Twitter data which should be useful and related 
to the main topic of the research: face mask policy. By using an open-sourced Python 
package called Twint, users were able to collect tweets posted in a certain time period 
which contained certain keywords that could be defined by users. The gathered data 
contained many important attributes included the time those tweets were posted, the 
geological information of the accounts, and the number of “likes” and retweets.  
To achieve the comparison, tweets from two different time periods were gathered. The 
first period is from March to May 2020 and the second is from September to November 
2020. These two time periods were chosen because in early 2020, the COVID-19 
pandemic had already started in several Asian and European countries, especially China, 
but there were not many confirmed cases in the United States. In contrast, from 
September to November, the United States already had the highest number of confirmed 
COVID-19 cases in the world. Therefore, it is reasonable to guess that the U.S. public 
perceptions of the COVID-19 pandemic and the mask policy were different during these 
two time periods. There were also several other reasons for selecting these two time 
period related to data validity, which will be discussed below. For each 3-month period, 
around 180,000 tweets were collected.  
In order to ensure that the data generally reflects the attitude of U.S. citizens toward 
wearing masks, the geographic location information of the tweets is used in the process 
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of obtaining tweets. Twint can filter the obtained results by setting the latitude, longitude, 
and radius. I selected the latitude and longitude of the point roughly located in the 
geographic center of the United States and limited the radius to 2000 kilometers. 
Although this might include a small part of Canada’s territory geographically, and 
Hawaii and Alaska had not been taken into account, it was still the best way could be 
done to ensure that the tweets were collected in the United States. The language option 
was set as “English only” because the VADER algorithm could only calculate the 
sentiment score for English.  
To filter out tweets that are useful to the experiment, a series of keywords about the 
subject of the experiment was set. The list of the keywords was: “mask, masks, facemask, 
facemasks, #mask, #facemask”. It was obvious that not all tweets which contained the 
word “mask” would be about facemasks and COVID-19 pandemic but adding more 
keywords as limitation would result in lacking data. After collecting tweets from January 
to December in 2020, I found out that Twitter users in the US began to talk about COVID 
pandemic and mask policy frequently from the beginning of March, which was exactly 
the time period when the number of confirmed cases of COVID-19 in the US began to 
increase. In order to verify the validity of data, 50 tweets were randomly picked from the 
dataset of each month after March 2020. These tweets were used for examining whether 







Results of Tweets Topic Validation 
Month Mar Apr May June July Aug Sep Oct Nov Dec 
Num of  
related  
tweets 
39 43 41 46 43 45 46 43 41 45 
Percentage 78% 86% 82% 92% 86% 90% 92% 86% 82% 90% 
 
The second row shows how many tweets out of randomly picked 50 were about COVID-
19 topics, and the third row is the probability. It can be seen from the results that most of 
the tweets mentioning words like “mask” or “facemask” after March were related to the 
pandemic. But in January and February of 2020, people in the US did not seem to care so 
much about the COVID-19 outbreak. Most tweets mentioning “mask” during that time 
were about TV shows like Masked Singers or movies.  
To sum up, to ensure that the data is sufficiently representative, I chose two time periods: 
March to May and September to November. There is a half-year gap between these two 
time periods. I think the changes in this half-year period are enough to cause a certain 
change in the public's thinking tendency.  
A loop program is used to obtain the eligible tweets sent on each day of the two time 
periods and saved in separated CSV files. The final total numbers of tweets per month are 
as follows: 31,808 tweets in March, 59,666 tweets in April, 75,256 tweets in May, 56,769 
tweets in September, 65,898 tweets in October, 56,941 tweets in November. Together, 
there were 166,730 tweets for the first time period and 179,608 for the second. The total 
amount of data is relatively close.  
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The raw tweets data collected by Twint could contain more than 30 different attributes, 
but not all of them were useful to the research subject. Several main attributes which 
were kept for the research included date, user, geological information, tweet text, number 
of retweets etc.  
Data Preprocessing 
In order to make the data calculatable for the VADER algorithm, it would be necessary to 
clean the text first. By setting the configuration of Twint package, raw tweets had already 
been converted into lowercase. Tweets which included links were also filtered out 
because most of them were posted by governments, companies, news reports or other 
kinds of organizations rather than normal people. Those kinds of tweets would not 
include too much personal emotions and that was the reason why they were excluded.  
As a special form of text data, tweets have their own characteristics. First of all, there will 
be many mentions of other accounts in the tweets. Secondly, when people use social 
media like Twitter, they tend to use colloquial language, such as contractions. In addition, 
emojis and emoticons often appear in Twitter text. In particular, emoji is an important 
element in tweets that contains emotional tendencies. For these special situations, the 
following processing needed to be done in the process of text preprocessing: 
1. By using regular expression in Python, mentions were removed from the tweets. 
Mentions had a special word structure, that was, they must start with the @ 
symbol and there were no spaces in between. So, it was very easy to distinguish.  
2. By using the contraction dictionary made by researcher Sanket Doshi, all 
contractions in the tweets were converted into full words. 
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3. By using the Emoji Python package, all emojis were converted into English 
words. The limitation of this approach was that in different contexts, emoji and 
English words did not correspond one-to-one. For example, a tearful emoji could 
express pain or embarrassment or some other emotions. But in most cases, the 
different meanings that an emoji could represent were same in the positive and 
negative perspective. Therefore, this would not have too much impact on the 
research. 
Stop words were also important during text preprocessing. A basic English stop words 
list from the NLTK Python package was used; several other medical terms were added to 
the list because they would not contain too much emotional information but would appear 
many times. To make sure the top frequency word list would not be influenced by those 
terminologies, they were also removed from the data.  
Two examples of processed tweets were:  
'need ariana website traveling soon airport plane please please please' 
'random shoutout everybody glass pandemic #foggy' 
Sentiment Score Analysis By VADER 
After preprocessing, the data could be handled by the VADER algorithm which was 
implemented by vaderSentiment Python package. The result would range from -1 to 1. -1 
means completely negative and 1 was for completely positive. Tweets that had a 
sentiment score over 0.1 would be counted as positive, and others which had a sentiment 
score lower than -0.1 would be counted as negative. The remaining tweets would be 
counted as neutral. The purpose of setting the classification standard in this way was that 
the research hoped to obtain as many results with emotional orientation labels as possible, 
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rather than neutral results. However, if the neutral label was not set, the tweets that did 
not express emotional tendencies will be misclassified. The principle of the VADER 
algorithm made it very conservative when dealing with possible neutral tweets. The 
sentiment scores of most neutral tweets would be closely distributed around 0, rather than 
uniformly distributed. Therefore, only a small neutral window needed to be set when 
setting the standard. 
Obviously, setting different standards would affect the accuracy of the classification. In 
order to select the most appropriate classification standard, the average accuracy under 
different standards were compared. The standard was set to -0.05-0.05, -0.1-0.1, -0.2-0.2, 
-0.3-0.3 respectively. Three random sampling processes were performed under each 
standard. During each process, 60 tweets were randomly selected from both two data sets, 
the number of tweets from three different catagories were all 20. Their sentiment 
tendencies were manually classified. After the classification is completed, the manual 
result and the result of the VADER algorithm were compared. After all experiments 











Result of Accuracy Checking of VADER Algorithm 
-0.05-0,05 POS-MANUAL NEG-MANUAL NEU-MANUAL 
POS-VADER 68.3% 15.2% 16.5% 
NEG-VADER 16.2% 61.7% 24.1% 
NEU-VADER 20.9% 18.3% 60.8% 
-0.1-0.1 POS-MANUAL NEG-MANUAL NEU-MANUAL 
POS-VADER 72.5% 11.7% 15.8% 
NEG-VADER 15.8% 66.7% 17.5% 
NEU-VADER 16.7% 21.7% 61.6% 
-0.2-0.2 POS-MANUAL NEG-MANUAL NEU-MANUAL 
POS-VADER 70.2% 15.7% 14.1% 
NEG-VADER 13.1% 69.5% 17.4% 
NEU-VADER 19.2% 25.5% 55.3% 
-0.3-0.3 POS-MANUAL NEG-MANUAL NEU-MANUAL 
POS-VADER 70.5% 12.5% 17.0% 
NEG-VADER 13.4% 68.2% 18.4% 
NEU-VADER 24.2% 27.5% 48.3% 
 
As what could be seen from the Table 2, as the “window” for neutral tweets became 
larger, much more tweets were wrongly classified as neutral. Under those situations, 
although the average accuracy of positive and negative tweets was still maintaining at a 
relatively good level, their amount decreased and caused a loss of emotional information. 
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After comparing the experiment results, -0.1-0.1 was chosen as the best window for 
neutral tweets.  
After the categories were set for each tweet, the numbers of positive, negative, neutral 
tweets in two datasets were calculated. In 166,730 tweets posted from March to May, 
there were 68,656 positive tweets, 53565 negative tweets and 44509 neutral tweets. The 
numbers for 179,608 tweets posted from September to November were 72,619 for 




The Proportion of Different Sentiments in Two Time Periods 
  
 
Surprisingly, the proportion of positive tweets remained the same after six months. More 
people were beginning to have negative feelings about wearing masks. There were fewer 
neutral opinions, which might indicate that more people are beginning to express their 


















Such data might also be able to explain certain publicity and media issues. After six 
months of publicity by universities, companies, and the media on anti-coronavirus 
measures such as social distancing, wearing facemasks and frequent hand-washing, the 
positive emotional tendency had not improved. This might indicate that the above-
mentioned publicity policies had not covered enough target groups. Another potential 
possibility was that the target population of the above-mentioned propaganda policy had 
already had a clear enough understanding of the COVID-19 virus as early as the spring of 
2020. Therefore, continued publicity in the later period would not increase the number of 
people with positive attitudes. 
In China, around March-April 2020, the media had reported many protests and court 
clashes in the United States against wearing masks. The interviews selected in the news 
with the American people also expressed negative opinions towards wearing masks. In 
addition, in February-March 2020, news of discrimination against Asians due to wearing 
masks had also been reported frequently. The above news gave its audience the 
impression that "the vast majority of people in the United States are against wearing 
masks." If the sentiment analysis in the previous article is representative, then this 
impression is likely to be produced due to deliberate guidance of the media. In fact, there 
might not be so many Americans who oppose wearing masks, even at early 2020. 
Word-Count Vectorization and Word Frequencies 
By using the Word-count vectorizer from the Scikit-Learn Python package, two tweet 
datasets were transformed into vectors. Each tweet was transferred into a N-dimensional 
vector, where N was the total number of words in the corpus. Because the corpus was too 
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large and the dimension for vectors could be too high to be calculated on a normal laptop, 
only words that appeared more than 250 times in the whole corpus would be considered.  
After the whole dataset was converted to the matrix, the frequency of each word in the 
corpus could be easily calculated by summing up each column of the matrix. For each 
dataset, top-25 frequent words were listed and analyzed. The result could be showed in 
the Figure 2 and Figure 3: 
 
Figure 2 








Top-25 Words List from September to November 
 
 
From the results it was obvious that there were words that contained strong emotional 
information appearing in the top-25 list. For example, several different curses appeared in 
the top-25 negative words list of both datasets. Words like “good, safe, well, love” 
appeared in the top-25 positive words of both datasets. Therefore, it could be reasonably 
inferred that the VADER algorithm might have used such words with obvious emotional 
tendency as the basis for its judgment.  
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Words like “social, gloves, distancing, wash, hand” also appeared in the positive words 
list, which might suggest that people frequently call for various COVID-19 prevention 
measures in positive tweets about wearing masks, such as maintaining social distancing 
and washing hands frequently. 
The word “Trump” seemed to appear more frequently in tweets posted from September 
than March. One possible reason was that the end of the year was closer to the 
presidential election, so people were more inclined to tweet about political topics. In 
tweets from March to May, the word “Trump” only showed in the negative word list. But 
this did not represent people’s attitudes towards President Trump. This was also a defect 
in judging the emotional tendency of the text through word frequency and part of speech. 
Because the context was not taken into account, sometimes the presence of negative 
words does not necessarily indicate that the text also contains negative emotions toward 
certain topics. For example, someone might tweet to condemn the Trump government but 
actually support wearing a mask. In fact, when manually checking the results of 
sentiment classification, most of the misclassifications were due to this reason.  
Daily Trends of The Sentiment 
Since the time those tweets were posted was reserved when collecting data, the sentiment 
attribute of each day's tweets could be filtered out during the research process. By 
arranging the data of each day horizontally, I managed to get the trend of sentiment over 
the entire time period. This kind of analysis is very meaningful because it can correspond 
to the timeline. If the increase or decrease of sentiment statistics can correspond to the 
events on the timeline, it means that news events in real life can indeed affect people's 
emotion on social media. 
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Figure 4 
Daily Tweets Sentiment Distribution from March to May 
 
 
Figure 4 is the tweet sentiment distribution over March to May, 2020. It can be seen from 
the figure that Americans' perception of wearing masks changed every day. Generally 
speaking, people's negative feelings about wearing masks had been increasing over time. 
Some obvious peaks could also be noticed from the figure. The most obvious peak 
(Circle 1) occurred at the end of March. After searching for the events, this might be 
correspond to the news that around March 26, 2020, the number of confirmed COVID-19 
cases in the United States officially surpassed China, becoming the country with the 
largest number of confirmed cases in the world. Another less drastic growth point (Circle 
2) appeared in early March. The corresponding news event might be that the WHO 
officially defined coronavirus as pandemic on March 10, 2020. In addition, it could be 
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clearly seen that at the end of April, people's negative emotions experienced a wave of 
rise (Circle 3) and remained at a relatively high level. This might be because during that 
period of time, the number of deaths in the United States increased from 25,000 to 50,000 
within 10 days, and officially exceeded 50,000 on April 25, 2020. 
As shown in Figure 5, the same analysis could be implemented on the data of September 
to November, 2020. First of all, the peak point that occurred around the beginning of 
October (Circle 1) is likely to be related to the confirm of being infected by coronavirus 
of US President Donald Trump. He and his family were formally diagnosed on October 
2, 2020. In the days before that, some media had begun to make such speculations based 
on Trump's health. Of course, not all peak points could correspond one-to-one with actual 
news events. There was a significant increase of negative sentiment in early September 
(Circle 2), but there was no specific news event that accurately corresponds to it. On 
September 13, 2020, President Trump hosted his first public speech rally after June in 
Nevada. He publicly stated at the rally that the pandemic in the United States is getting 











Daily Tweets Sentiment Distribution from September to November 
 
 
Dr. Fauci immediately publicly expressed his disapproval and stated that the number of 
confirmed cases in the United States is still "disturbing". This might have an impact on 
people's emotions on social media. The reasons for the surge in negative sentiment that 
occurred in mid-November 2020 (Circle 3) were much clearer. On November 9, the 
number of COVID-19 cases in the United States officially exceeded 10 million, making it 
the first country in the world to exceed 10 million confirmed cases. 
Of course, the overlap between the peak point of negative sentiment and a specific news 
event does not fully prove that the rise in negative sentiment is related to those events. At 
present, there are relatively few papers that have conducted research on similar topics, 
which cannot be corroborated with my conclusions. 
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Regarding the above analysis results, another point worth discussing is why the 
worsening of the COVID-19 pandemic will lead to people's negative emotions about 
wearing masks. According to normal logical analysis, the deterioration of the pandemic is 
due to insufficient protection measures, which just proves the necessity of wearing 
masks. In other words, as the pandemic worsens, people should be more supportive of 
wearing masks. This contradiction precisely reflects the difference between sentiment 
analysis and opinion analysis. Since the sentiment analysis performed by the VADER 
algorithm is still essentially based on detecting keywords containing specific emotions 
and weighting them to give sentiment scores, it cannot identify to whom are people using 
those negative words. For example, after the number of confirmed cases in the United 
States continued to rise, people might express their anger at the inaction of the US 
government on social media, rather than negative feelings about wearing masks. But 




Conclusions and Further Improvements 
Conclusion of the Study 
The main finding of this study is that there is almost no difference in the proportion of 
positive and negative sentiments in tweets during the two selected time periods. This is 
inconsistent with the results expected before the start of this research. There are several 
possible reasons for this phenomenon:  
The first is that the pre-study expectations are wrong, which means that American 
citizens’ opinions towards wearing masks might not be affected by the education, media 
propaganda, and increasing confirmed cases. On the other hand, this might also show that 
at the beginning of the pandemic, a large number of American citizens did not have a 
strong negative attitude towards wearing masks. This group of people might already have 
a scientific understanding of the COVID-19 pandemic early on and were willing to do a 
good job of safety protection. People who were unwilling to wear masks at the first place 
under the influence of their personal wishes such as religion and freedom may not have 
changed their views during the entire pandemic. 
The second reason is that the design of the entire study does not reflect the changes in 
people's emotional tendencies. After all, the real goal of this hypothesis is studying the 
opinions towards wearing masks, which cannot simply be measured by sentiment score. 
The methods used in the research process may not have the best accuracy. The accuracy 
of the VADER algorithm is not as good as that of more complex algorithms. Perhaps 
deep neural networks such as RNN can better recognize changes in sentiments and 
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opinions. 
Thirdly, though the intension of this research is to study on the changing of American’s 
sentiments or opinions, it is obvious that not all Americans use Twitter as their choice of 
social media platform. For example, the elderly might not use social media at all. The 
research also only selects English tweets, but there are also minorities in America who do 
not use English as their first language but Spanish, Chinese, or Korean. The collected 
Twitter data might not be a good representation of Americans’ opinions. This is 
commonly known as “selection bias”. In reality, the situation might be more complicated. 
For example, people whose opinions have changed might not publicly express their 
emotional or political views on Twitter or do not use Twitter at all. 
Although there is a gap between the research results and expectations, some other 
analyses which got good results had been carried out in this research. Through the 
analysis of word frequency, the study found that there are certain words in the positive 
and negative sentiment tweets that can reflect the emotional tendency. These words are 
not necessarily traditional words that reflect emotional tendencies (such as adjectives, 
etc.). Many words have been endowed with emotional tendencies in the context of the 
pandemic. For example, "Trump" appears more in negative sentiment tweets, which may 
indicate that those who opposed wearing masks are supporters of President Trump, or 
those who supported wearing masks used President Trump as a vent of their negative 
emotion. "Social distancing" appears more in positive tweets. This may be because 
people who support wearing masks will also call on everyone to maintain social 
distancing in positive tweets. In addition, the term "Trump" appeared more at the end of 
the year than at the beginning, possibly because of the influence of the presidential 
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election. In summary, through these analyses, it can be seen that in a certain background 
period, people may give new emotional attributes to some words that do not have 
emotional attributes on social media. The choice of these words may also change over 
time and correspond to major events in society at that time. 
By analyzing the daily distribution of sentimental tendencies in tweets, this study found 
that news events in real life may affect the emotional tendencies of social media users. 
Big events in reality may prompt more people to speak up on social media, or reverse the 
attitude of some people towards certain things. 
Limitations  
This research still has many limitations, which can be reflected in the following aspects. 
The first is the quantity and quality of data. Due to the limited scope of the research, there 
is not much data available for research. The quality of the original data is largely affected 
by the search keyword settings. In order to ensure that sufficient data is obtained, the 
restrictions given by keywords are relatively broad. As a result, not all data are related to 
the research topic. A large part of the data is still noise, but there is no better way to 
eliminate it. In the research on related topics made by other researchers, most of them do 
not limit the location of the tweets, but simply select all the English tweets as the research 
objects. Some of those studies have achieved good results, but the research objects may 
be slightly too broad. 
Another major shortcoming of this study is the inability to distinguish differences 
between emotional tendencies and opinions. When people use negative emotional words, 
they are not necessarily opposed to a subject. For example, people who support wearing 
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masks may also be criticizing people who do not wear masks negatively. The following 
tweet is an example: 
“Those who do not wear a mask in public areas are idiots! Please do not come 
close!” 
This sentence obviously contains keywords with strong negative emotions, but its core is 
to support wearing a mask. In addition, tweets that are defined as neutral in the analysis 
might still reflect the tendency of their opinions. Being judged as neutral may only 
indicate that the text itself does not have a strong emotional tendency. Natural language is 
very complex, and it requires more advanced algorithms to judge opinions based on the 
part of speech itself. 
Possible Further Improvements 
There are still many areas for improvement in this research. In the experiment, the model 
trained by me was also used to classify emotions However, due to the relatively simple 
principle adopted, classification only based on logistic regression had not achieved good 
results. Therefore, a more advanced compound algorithm or deep neural network can be 
considered to classify the sentiment tendency and even the opinion tendency of the 
sentence. 
In addition, the way of obtaining data can be further improved. The third-party package 
currently used may not be able to crawl the entire Twitter database. Directly using the 
Twitter API or looking for better solutions to obtain more data is considerable, or more 
accurately filter out the data that really express opinions, rather than government 
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