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Abstract 
Many recent studies have identified phase transitions from under- to overconstrained instances in 
classes of constraint satisfaction search problems, and their relation to search cost. For example, 
cases that are difficult to solve with a variety of search methods are concentrated near these 
transitions. These studies show that a simple parameter describing the problem structure predicts 
the difficulty of solving the problem, on average. However, this prediction is associated with a 
large variance and depends on the somewhat arbitrary choice of the problem class. Thus these 
results are of limited direct use for individual instances. To help address this limitation, additional 
parameters, describing problem structure as well as heuristic effectiveness, are introduced. These 
are shown to reduce the variation in some cases. This also provides further insight into the nature 
of intrinsically hard search problems. 
Keywords: Search phase transitions; Structure parameters for graph coloring 
1. Introduction 
Combinatorial search is among the hardest of common computational problems: the 
solution time can grow exponentially with the size of the problem [ 121. Examples 
arise in scheduling, planning, circuit layout and machine vision, to name a few areas. 
Fundamentally, the problem consists of finding those combinations of a discrete set 
of items that satisfy specified requirements. The number of possible combinations to 
consider grows very rapidly (e.g., exponentially or factorially) with the number of 
items, leading to potentially lengthy solution times and severely limiting the feasible 
size of such problems. 
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In practice, heuristics [ 311 are often used to select the next combination, or state, 
to consider during a search among the possibilities. Typically, a heuristic evaluates a
small number of potential changes to the current state, based on easily computed local 
properties of the state, e.g., by considering only some of the requirements. Often this 
leads to a series of choices that produces a solution much faster than uninformed random 
selection. Sometimes, however, any such evaluation, based on local information, can be 
misleading with respect o the overall, or global, requirements. 
When faced with such a search problem, it would be useful to know which heuristic 
is likely to be best, or determine whether the problem is solvable with available methods 
and current hardware speeds. This goal would be difficult to achieve if each problem 
or search method were very different from others. Fortunately, however, recent studies 
[ 4,7,13,16,23,28,34,42,43] have made considerable progress in this direction. Specif- 
ically, for large problems, a few parameters characterizing their structure determine the 
difficulty for a wide variety of common heuristics, on average. Moreover, changes in 
these parameters give rise to transitions, becoming more abrupt for larger problems, that 
are analogous to phase transitions in physical systems. These identify situations in which 
major gains are possible from small improvements in the local heuristic evaluations. 
In this paper, we first summarize these results for one type of combinatorial search, 
constraint satisfaction [25], using the particular problem of graph coloring. We then 
describe two major limitations of this work, namely the large variance in the search 
costs and the shift in the transition point when other plausible classes of problems are 
considered. These limitations highlight he need for a more precise specification of the 
problems. As a step toward improving this situation, additional parameters, for problem 
structure and heuristic effectiveness, are presented. Finally, some applications and open 
issues are discussed. 
2. Graph coloring 
A graph coloring problem consists of a graph, a specified number of colors, and 
the requirement to find a color for each node in the graph such that adjacent nodes 
(i.e., nodes linked by an edge in the graph) have distinct colors. Many important AI 
problems, such as planning and scheduling [1,461, can be mapped onto the graph 
coloring problem. Moreover, as a well-known PIP-complete problem, graph coloring has 
received considerable attention [20,27,35]. For simplicity, we consider the ensemble of 
problems given by random graphs [21, i.e., taking each graph with the specified number 
of nodes and edges to be equally likely. 
The experiments presented below used a complete, depth-first backtracking search 
based on the Brelaz heuristic [20] which assigns the most constrained nodes first (i.e., 
those with the most distinctly colored neighbors), breaking ties by choosing nodes 
with the most uncolored neighbors (with any remaining ties broken randomly). For 
each node, the smallest color consistent with the previous assignments i chosen first, 
with successive choices made when the search is forced to backtrack. As a simple 
optimization, we never change the colorings for the first two nodes selected by this 
heuristic. Any such changes, which could only occur when the backtrack search has 
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failed to find a solution starting from the initial assignments for the first two nodes, 
would amount o unnecessarily repeating the search with a permutation of the colors. 
There are a variety of simple ways this backtrack procedure can be improved, especially 
for sparse graphs. First, in some experiments described below, each graph was first 
decomposed into its components which were then searched separately. Second, when 
forced to backtrack, instead of returning to the most recently assigned node, we instead 
jump back to the most recent node involved in the conflict [ 9,331 (a form of conflict 
directed backjumping). 
We measure the search cost by the number of states that are expanded until the first 
solution is found or, when there are no solutions, until no further possibilities remain to 
be examined. The search routines were written in C and were not fully optimized. The 
execution time required for each search step was roughly proportional to the number 
of edges. For example, on lOO-node graphs our program performed about 26,000 and 
18,400 steps/second on graphs with 150 and 225 edges respectively. For searches on 
each graph component separately, finding the components required about 0.001 seconds 
per loo-node graph, and the search steps ran up to 10% slower due to using component 
information during the search. All these execution times were on a Sun SPARC 10. 
3. Problem structure and search cost 
For graph coloring, the average degree of the graph y (i.e., the average number of 
edges coming from a node in the graph) is a parameter that distinguishes relatively easy 
from harder problems, on average. This parameter, also called the connectivity, is related 
to the number of edges e and number of nodes IZ in the graph by e = &. In this paper, 
we focus on the case of 3-coloring (i.e., when three different colors are available). 
The relation between the graph’s structure and the number of search steps required 
to color it, or to determine no coloring is possible, is shown in Fig. 1. Specifically, 
this shows that sparse and dense graphs are typically easy to color while those with an 
intermediate number of edges are more difficult. The observed peak for random graphs ’ 
is at y = 4.6. As shown in the figure, this peak also coincides with the point at which 
the fraction of graphs with a solution drops from near one to near zero. For graphs with 
more nodes, the peak in search cost becomes harper and the fraction of soluble cases 
drops more abruptly. 
This observation associates a region with a high density of relatively hard problems 
with an abrupt transition in the nature of the problems themselves. That is, the drop 
in the fraction of soluble cases represents a transition from underconstrained graphs 
with many solutions to overconstrained ones with none. In the transition region, graphs 
typically have many large partial solutions (i.e., consistent ways to color large subsets 
of the graph) but few, if any, complete solutions. 
This behavior can be quantified with the following approximate argument [ 38,431. 
Let b be the number of available colors. A given edge in the graph eliminates b of the 
’ Note this is slightly lower than the value of 5.1 for graphs not reducible with respect o a variety of local 
simplifications 141. 
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Fig. I. Behavior for 3-coloring of random graphs with 100 nodes as a function of connectivity in steps 
of 0.1. The solid curve shows the median search cost, and the dashed one is the fraction of graphs with a 
solution (ranging from one on the left to zero on the right). 
b2 possible ways to color the nodes it connects. So a choice of colors will satisfy the 
constraint with probability 1 - l/b. Consider a state in which k nodes of the graph are 
colored. There are bk possible colorings for this subgraph, and the probability a given 
edge will be within this subgraph is 
(:>1(3 N x>‘. 
Thus a coloring of the k nodes will violate the constraint of a given edge with probability 
(k/n)*( 1 lb). Assuming independence among the coloring constraints of the different 
edges, there will be, on average, 
Nk=bk(l- (;)*$ (1) 
consistent colorings for these nodes. 
The behavior of Nk, shown in Fig. 2, qualitatively explains the search behavior of 
Fig. I. Specifically, each step of a backtrack-based search method, as used here, * 
attempts to extend a partially colored subgraph to consistently include one more node, 
2 The peak in the search cost also appears [43] for methods, such as heuristic repair [ 271 or simulated 
annealing 1221, that incrementally modify a completely colored graph in an attempt to remove conflicts. For 
these methods the peak in search cost is due to changes in the relative density of solutions among the complete 
colorings whose number of conflicts cannot be reduced by a single change. 
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Fig. 2. Number of partial colorings as a function of their size. Specifically, this shows In Nk versus k for 
n = 100 and 1~ = 3 for y = 1.5 (solid), 4 (dashed) and 6 (gray). 
backtracking when there are no available colors for the new node. From the figure, we 
see that when there are few edges, Nk increases monotonically, so on average there 
will be at least one consistent way to color the next node considered. This means that 
a typical backtrack search will almost always be able to extend the partially colored 
subgraph, and go directly to a solution with little or no backtracking. As more edges are 
added, the number of solutions, N,, decreases very rapidly, while the number of partial 
colorings for smaller parts of the graph decreases less rapidly. This leads to a maximum 
in Nk at a value k,,, < n. In this situation, a typical search will proceed with little 
backtrack up to k M k,, but is then unlikely to be able to proceed further. Thus we 
can expect a great deal of backtracking until the search finds one of the relatively rare 
partial colorings that does lead to a solution. This leads to an increase in search cost, 
which continues as long as the number of solutions drops more rapidly than the number 
of partial solutions at k,,,. Finally, when there are very many edges, there are unlikely 
to be any solutions in which case all partial solutions must be examined in the search. 
However, as seen in Fig. 2, the number of partial solutions Ck Nk decreases as edges 
are added resulting in a lowered overall search cost. 
This qualitative description of the behavior of the search cost predicts that the hardest 
problems will occur at about the same point as when the number of solutions finally 
drops to zero, explaining the correspondence b tween the search cost peak and the drop 
in the probability for a solution to exist. Another observation is that when there is little 
or no backtracking (i.e., when Nk is growing monotonically), the search cost should 
grow only linearly with the size of the problem, n. Otherwise, we can expect exponential 
growth in the search cost as n increases, due to the exponentially increasing difference 
between the number of partial colorings, especially Nk_, and the number of solutions. 
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We can also use Eq. ( 1) to estimate the regions with these different behaviors. First, 
Nk increases monotonically as long as y < (b - 1) In b, or 2.2 for b = 3. Second, a 
rough criterion for when the number of solutions just reaches zero is N,, = 1, i.e., at 
-21nb 
‘= In(l - l/b)’ 
or 5.4 for b = 3. For larger or smaller y, N,, approaches zero or infinity, respectively, as 
11 increases. 
In addition, for sufficiently large y the peak in the number of partial states will be at 
k mm < n giving a regime of polynomial growth in the search cost. In this regime 
hlNk N klnb-e k 
0 
2l 
n b 
(2) 
with maximum at k,,, = (n/y) b In b, and 
Thus we can expect polynomial search cost when this grows logarithmically, i.e., when 
y = O( n/ In n) (corresponding to edge probability of r/rr = O( l/ Inn) ) . This suggests 
that dense graphs are easy to color, or determine that no coloring exists, which is also 
the case when restricting attention to graphs that do have a coloring [ 10,411. 
To summarize, this theory shows how the variation in search cost as edges are added 
is due to a competition between increased pruning and a reduction in the number of 
solutions. Additional edges reduce the number of solutions much more rapidly than 
they increase pruning of partial colorings. This results in the following behavior. For 
very sparse graphs, there are so many possible solutions that one is easily found, 
in polynomial time on average. When the connectivity exceeds a critical value, the 
cost grows exponentially. The rate of exponential growth increases until all solutions 
disappear. Beyond this point, the increased pruning reduces the exponential growth rate 
of the cost, so the point where the last solutions disappear corresponds to the highest 
cost. Finally, when the connectivity exceeds a higher threshold, the search cost becomes 
polynomial again. 
This theory makes two simplifications. First, it ignores edge dependencies, leading to 
relatively small errors in specifying the location of the transition, which can be improved 
further by incorporating some of these dependencies [43]. Second, the theory does not 
account for the ability of heuristics to color nodes in an order that increases the likelihood 
of early pruning, leading to substantial differences in the actual cost estimates between 
the theory and various heuristic search methods. Despite these limitations, the theory 
describes the essential mechanism driving this transition from under- to overconstrained 
problems and explains why hard cases are likely to be found in the transition region. In 
more quantitative terms, it predicts an observed transition from linear to exponentially 
growing search cost [ 181 and determines roughly the parameter values at which these 
transitions take place. 
These observations are encouraging progress in characterizing combinatorial search. 
Specifically, relating simple, easily-computed structural parameters of the problem to 
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Fig. 3. Cost percentiles versus connectivity for lOOnode graphs, based on 50000 samples at each value of 
y, given in increments of 0.1. Two sets of curves are shown: solid, for the behavior of all samples, and 
dashed, for those samples with solutions. The dashed curves extend only up to y = 5 since beyond that 
point few instances have solutions. For each set of curves, the lowest shows the 50% cost (i.e., the median). 
Successively higher curves show the costs for the top 0.05, 0.005 and 0.0005 of the problems. 
the behavior of a variety of search methods gives the possibility of readily evaluating 
problem difficulty and hence may offer some guidance in selecting among different 
formulations of a search task. This is particularly true in light of the fact that sim- 
ilar behavior is seen with other search methods and for other constraint satisfaction 
problems. However, the situation is in fact more complicated and further refinements 
are needed. In particular, this discussion applies on average but there is substantial 
variation among the individual problems and different search methods. Moreover, the 
precise location of the transition point depends to some extent on the class of problems 
considered. These behaviors, described more fully in the next two sections, make it 
difficult to apply these results to confidently predict the behavior of individual search 
problems. 
4. The search cost distribution 
The previous section described an easy-hard-easy transition in search cost and gave a 
simple theoretical explanation for this behavior. However, a more complex story is seen 
from the full distribution of search costs. Surprisingly, as shown in Fig. 3, exceptionally 
hard instances are concentrated not around the peak in the median, but rather at lower 
connectivities [ 181. Thus, for lOO-node graphs, y = 4.5, near the median peak, gives 
many more cases with cost above 1000 than y = 3, but the reverse is true for costs 
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above 100,000. This suggests that there are actually two qualitatively distinct regions 
of hard problems: ( 1) a region containing a high density of relatively hard problems 
giving the peak in the median, and (2) a region, with somewhat lower connectivity, in 
which most problems are very easy but which also contains a few exceptionally hard 
instances. 
This behavior also gives rise to a huge variation in search cost at the lower con- 
nectivities, which is observed to persist as the size of the problem increases. This is 
unlike the usual situation in statistical physics where the relative fluctuations in ther- 
modynamic observables go to zero as I/&. Some theoretical understanding of this 
behavior comes from the variance in the number of solutions for random graphs. This 
can be calculated by considering the simultaneous pruning of pairs of colorings [45] 
and differs significantly from the simple result obtained by assuming each solution oc- 
curs independently of the others. In particular, when solutions exist but there are not 
too many, i.e., for intermediate connectivities, the variance in their number is extremely 
large. Additional variance in the search cost arises from the clustering of solutions in the 
search space. Nevertheless, this does not completely explain the appearance of the ex- 
tremely hard cases at intermediate connectivities. These indicate unusual cases in which 
the pruning is significant only for nearly complete colorings, while being quite low for 
intermediate-sized partial colorings. 
5. Classes of problems 
Most studies of the phase transition have focused on the typical behavior of random 
problems in which the constraints, i.e., the edges for graph coloring, have no special 
structure. While simple to generate and treat theoretically, there remains the possibility 
that classes of problems that include more realistic structures or correlations among 
the constraints will behave in significantly different ways. Although it is difficult to 
characterize the detailed nature of problems that might generally arise in these cases, 
there are a number of plausible structural classes as well as some cases from partic- 
ular applications uch as class scheduling [24] or graph colorings that arise in some 
numerical programs [21]. More formally, a class or ensemble of graphs consists of a 
set of graphs and an associated probability that describes the likelihood of each graph 
occurring. For example, the uniform random ensemble used above consists of all graphs 
with a specified number of nodes and edges and takes each such graph to be equally 
likely. 
In this section we examine several such classes of graphs. This shows first, that the 
transition behavior and existence of an extended istribution is robust in that it ap- 
pears in these classes as well as random graphs, and second, that the choice of class 
can shift the exact location of the transition point, sometimes ignificantly. This last 
observation shows that the location of the transition is somewhat arbitrary in that it 
depends on the choice of class of graphs, and hence is not a direct characterization of
topological structure that determines whether an individual problem is critically con- 
strained. 
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Fig. 4. Example of an unbaknced binary tree structure for six nodes. For a clustered graph, the likelihood f 
an edge between two nodes decreases with their ultrametric distance, i.e., the number of steps up in the tree to 
reach a common ancestor. For example, nodes I and 2 are at distance 1, while 1 and 5 have distance 3. This 
tree is used only to define a distance between odes and should not be confused with the actual constructed 
graphs, which involve edges between the nodes, represented here as the leaves of the tree. 
5.1. Clustered graphs 
Many constraint problems arise from the interactions within physical or social struc- 
tures. Often in such cases the strength or likelihood of an interaction decreases with 
some measure of distance between the components. This gives rise to problems with 
significantly more clustering of the constraints than would be expected from random se- 
lection of the constraints. For example, designed artifacts and social organizations often 
have a modular or hierarchical structure with large interactions among components of a 
group and weaker interactions with those further removed in the hierarchy, giving rise 
to a structure known as an ultrametric topology [ 3,15,36 1. 
To study the effect of hierarchical clustering, graphs with ultrametric structure were 
constructed. While there are a number of ways to do this, one simple procedure is to 
group the nodes of the graph into a binary tree as shown in Fig. 4 (which will be 
unbalanced unless the number of nodes is an exact power of two). This tree induces an 
ultrametric distance between each pair of nodes, defined as the number of steps up the 
tree required to reach a common ancestor. A clustered graph was selected by choosing 
edges between odes at distance d with relative probability pd. When p = 1 this results 
in random graphs considered above. For p < 1, edges will be more likely between 
nearby nodes, giving a hierarchical clustering to the graphs. 
More specifically, consider the construction of clustered graphs with n = 2O nodes. 
In this case the binary tree is balanced and there are 2d-’ nodes at distance d from a 
given one. For each edge to be added, we repeatedly generate pairs of nodes according 
to the following procedure until a pair is found not already linked by an edge: 
( 1) randomly select a distance d, between 1 and II, inclusive, with relative probability 
(2pjd; 
(2) select a random node uniformly from the n nodes of the graph; 
(3) select a second random node uniformly from those at distance d from the first. 
This pair is then linked by an edge. 
When 12 is not an exact power of two, in step (1) we used the smallest value of D such 
that n < 2’, and the selection of the second node in step (3) was made from among the 
fully balanced tree. Whenever the selection of the second node gave a node beyond the 
value of n, that selection was ignored and the procedure repeated. For example, in the 
case of Fig. 4 (where n = 6 and D = 3)) if the distance selected in step ( 1) were d = 3 
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Fig. 5. Fraction of soluble loo-node clustered graphs versus connectivity . The solid and gray curves are 
for graphs with p = 0.5 and p = 0.2, respectively, with y in steps of 0.2. For comparison, the dashed curve 
is for unclustered random graphs, also shown in Fig. 1. We see that more tightly clustered graphs become 
unsolvable with fewer edges. 
and the first node selected was node 1, then the second node was selected from among 
those at distance 3 in the corresponding balanced 8-node complete tree, i.e., nodes 5 
through 8. If the selection actually picked nodes 7 or 8, this selection was ignored and 
the process repeated. An important point to note is that this procedure could generate 
any graph with n nodes and e edges, just as the random uniform selection does. But 
they appear with different probabilities. This is in contrast to other forms of clustering 
in which, say, all edges are restricted to nearby neighbors in which case it would be 
impossible to ever generate graphs with many edges. 
The first consequence of the clustering, shown in Fig. 5, is to shift the transition 
point to lower values of the connectivity, i.e., fewer edges. This is readily understood 
in that concentrating edges in small groups of nodes makes it more likely there will be 
no coloring for those nodes, and hence none for the whole graph. Moreover, the typical 
search costs for these clustered graphs was much larger than for random graphs. This 
is partly due to the fact that the clustering leads to several relatively large components 
when there are few edges. By contrast, random graphs tend to have a single giant 
component containing most of the nodes and a few other tiny components [2] provided 
y > 1. When a graph consists of components with many solutions as well as some 
without any, it is possible for the Brelaz heuristic described above to repeatedly search 
for all solutions for soluble components, each time failing due to a remaining insoluble 
component. While this problem occurs only rarely with random graphs, it is significant 
with clustering. To avoid this, we used a simple modification to the search in which 
the graph was divided into components and each component searched separately. If 
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Fig. 6. Cost for clustered 1Wnode graphs using component-based search with backjumping, showing the 0.5, 
0.05, 0.005 and 0.0005 percentiles with y in steps of 0.2. The first plot is for p = 0.2, based on 10,ooO 
samples at each value of y. The second plot is for p = 0.5, based on 50,000 samples. 
any component failed to have a solution, the search was aborted immediately rather 
than continuing with a fruitless search. A second problem that is especially significant 
for sparse, clustered graphs is the simple chronological backtrack used in most of the 
experiments. For the clustered graphs, this can lead to a great deal of irrelevant search 
as new values are tried for variables that have no connection to the conflict causing a 
particular dead-end. This can be addressed to some extent by the use of backjumping. 
Specifically, the search maintains a set S of variables involved in conflicts, initially 
empty. Each time the search is forced to backtrack from node i, the neighbors of that 
node that have already been colored are added to S, while i itself is removed. The search 
then backtracks to the most recently colored node in the set S. This method is simple to 
use and known to be especially effective for sparse constraint problems [ 91. Both the 
decomposition i to independently searched components and the use of backjumping can 
also be viewed as a limited form of dependency-directed backtracking [ 391. This also 
suggests that these clustered graphs may benefit from more sophisticated decomposition 
methods [111. 
The search cost for clustered graphs is shown in Fig. 6, using the component-based 
and backjumping modifications to the search method. Compared to the random graphs 
shown in Fig. 3, the higher percentiles are significantly harder, although the median cost 
is somewhat easier and does not itself display a peak. By contrast, using the component- 
based search method on random graphs does not appreciably change the results shown 
in Fig. 3. In general we see the same qualitative behaviors: a relatively high density 
of harder problems near the transition region, as well as occasional hard cases in the 
underconstrained region below the transition point. 
Another form of clustering is due to problems that arise from physical interactions. 
These are usually localized in space so their representation in discrete constraint systems 
will usually involve many constraints between components that are physically close in 
the system, while those far from each other have little or no interaction. Thus an 
interesting follow-up to the above observations on hierarchical clustering would be 
to study clustering based on an embedding in physical space. In the context of graph 
coloring, this could be achieved by placing the nodes on a grid of two or three dimensions 
and favoring edges between odes that are close to each other on the grid according to 
the usual euclidean metric. 
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5.2. Connected graphs 
Another common characteristic of actual search problems is that many “trivial” a.+ 
peas of the problem would normally be removed before resorting to a lengthy search 
method. One immediate example is that problems that decompose into completely sep- 
arate subproblems can have each subproblem solved independently. This is particularly 
important for simple search methods that do not themselves exploit the problem’s de- 
composability. The Brelaz heuristic search used here is an intermediate case in that 
its nodes are selected from one component at a time so there will be no backtracking 
through previously colored components for cases in which a solution exists. However, 
when a solution does not exist, there is the potential for wasted repeated searches 
of previously colored components. This raises the question of whether the behav- 
iors seen for randomly generated problems are significantly different for connected 
graphs, i.e., the type of problem that remains after decomposition into independent 
parts. 
It is conceptually straightforward to generate graphs uniformly from the set of con- 
nected graphs with a given number of edges [ 401, but this is computationally demanding. 
A simpler approach, as used here, is to first construct a random tree [ 291 on the n nodes 
of the graph, which uses n - 1 edges, and then add the remaining edges randomly. This 
is guaranteed to produce connected graphs, but they will not be uniformly selected. In 
fact, there is no particular reason to suppose that the connected components that arise in 
realistic problems correspond to uniform selection among connected graphs, thus moti- 
vating a choice based on computational simplicity. This method of generating connected 
graphs has also been used in other studies of constraint satisfaction [II]. Note that 
connected graphs require that e > n - 1 or y > 2( 1 - 1 /n> . 
The resulting behavior, shown in Fig. 7, is very similar to the behavior of random 
graphs in having a transition from under- to overconstrained problems as well as pro- 
ducing exceptionally hard problems below this transition point. Quantitatively, this has 
somewhat higher cost for intermediate connectivities, e.g., between 3 and 4, and lower 
cost for small connectivities, where the graphs are trees with just a few additional edges. 
However, those rare cases near y = 2 that had no solution were found to have extremely 
high search cost. In addition, the transition occurs near y = 4.8, slightly above the 
location for random graphs. 
5.3. Padded graphs 
Preprocessing is another technique for removing trivial parts of a constraint problem 
before starting the search. In the case of graph coloring using b colors, nodes in a graph 
with fewer than b neighbors can always be colored, no matter what colors are assigned 
to the neighbors. Thus a useful preprocessing method is to remove any such nodes from 
the graph, repeating this procedure until all remaining nodes have at least b neighbors. 
To examine the effect of this type of preprocessing, we can consider the behavior of 
search applied to graphs in which each node is guaranteed to have at least b neighbors. 
These graphs were constructed by examining each node in turn and randomly adding 
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Fig. 7. Cost percentiles versus connectivity for lOO-node connected graphs, sampled as described in the text. 
These are based on 50,000 samples at each value of y. given in increments of 0.2. The solid curves include 
all samples and the dashed curves are for those with a solution. The curves, from bottom to top, correspond 
to the 0.5, 0.05, 0.005 and 0.0005 percentiles. 
enough edges to it to produce at least b neighbors. 3 Remaining edges were then added 
randomly. We denote this as the class of “padded graphs”. 
The resulting search cost distribution is shown in Fig. 8. These graphs are generally 
harder than uniform random ones, and the transition from under- to overconstrained 
cases occurs at y = 4.9, slightly higher than for random graphs. The transition behavior 
is also seen with more elaborate preprocessing operations [4]. 
5.4. Graphs with prespecijed coloring 
In many studies of constraint satisfaction, problems that are known to have a solution 
are used. These are particularly useful for studies of incomplete search methods, such 
as heuristic repair [26], GSAT [ 351 or simulated annealing [22], that would never 
terminate on a problem with no solutions. Such a class of graphs could be obtained by 
generating random problems and keeping only those that have a solution. However, this 
becomes very inefficient in the overconstrained region since there almost all random 
instances will have no solutions. Instead, we prespecify a solution and avoid any con- 
3 Note that this requires y 2 h and may not complete successfully, especially when y is close to this lower 
limit. In these cases, the construction was repeated until each node was successfully given at least b neighbors. 
A more efficient alternative in these cases would be to start with a random regular graph 1401 in which each 
node has exactly b neighbors. 
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Fig. 8. Cost percentiles versus connectivity for lOO-node padded graphs, based on 10,000 samples at each 
value of y in increments of 0.1. The curves, from bottom to top, correspond to the 0.5, 0.05 and 0.005 
percentiles. 
straints that would exclude this solution. Specifically, for graph coloring with b colors, 
we initially divide the nodes into b groups, as nearly equally as possible. Edges are then 
added randomly, except any that would link nodes in the same group are not allowed. 
Thus it will always be possible to find a coloring for the resulting graphs, namely by as- 
signing the same color to each node in a group, and distinct colors to the groups. While 
this construction is biased toward cases with many solutions and so results in relatively 
easier graphs, it is efficient and commonly used as the class of soluble problems both 
in theoretical and empirical studies. 
The resulting cost distribution is shown in Fig. 9. Note that this class of graphs is 
significantly easier than the other classes. In particular, the median cost remains at 100 
for all connectivities. However, the median does show a peak when larger graphs are 
considered, e.g., with 150 nodes. For this class of graphs, there is no transition in the 
fraction of soluble graphs (which is always one), but the more general notion of a 
transition from under- to overconstrained problems still applies [45] and corresponds 
to the peak in the 0.05 percentile, or in the median cost for larger graphs. Specif- 
ically, additional edges now prune only those partial and complete solutions that do 
not correspond to the prespecified grouping of the nodes. In overconstrained problems, 
almost all such solutions are pruned and the search rapidly discovers the prespecified 
grouping. In this case, the transition takes place at y = 4.8. As with the other classes 
of graphs, we see a shift toward lower connectivities for the peak in the higher per- 
centiles. 
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Fig. 9. Cost percentiles versus connectivity for loo-node soluble graphs, based on 50,000 samples at each 
value of y in increments of 0. I. The curves, from bottom to top, correspond to the 0.5,0.05,0.005 and 0.0005 
percentiles. Note that the 0.5 percentile (the median) is 100 for all connectivities. A peak in the median is 
seen only for larger graphs. 
6. Refining the transition 
The large variance and dependence of the transition on the specific definition of the 
class of problems considered suggest hat the parameters used to specify the problem 
and search are not sufficiently precise. To have confidence that most observed searches 
will be fairly close to the expected theoretical behavior, a more detailed description of 
the search problems is required. Transitions in a class of problems arise when there is a 
high density of hard cases. This depends not only on the existence of hard instances, but 
also on their likelihood in a particular class of problems. Since this latter characteristic s
defined by the construction of the class rather than the behavior of individual instances, 
it is not surprising that hard cases need not be confined to just the transition region of 
a problem class. 
Fundamentally, the hard cases appear to be associated with “critically constrained” 
problems. Such problems are characterized by having many partial solutions of large 
size (i.e., consistent colorings of large portions of the graph) but very few complete 
solutions. Thus one cause of the variation is that the given parameters do not tightly 
determine the number of partial and complete solutions for a class of problems, 
In addition to the number of solutions, their clustering also contributes to the variance 
in the search cost. Specifically, with a fixed number of solutions, additional clustering 
means that poor initial choices can lead to searching very many unproductive partial 
colorings [ 371. Thus even if the number of solutions were accurately known, there could 
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still be significant variation in search cost due to differences in how tightly clustered 
the solutions are. It thus remains an open question whether additional parameters will 
be required to specify the clustering sufficiently tightly even if the number of solutions 
were well specified. Note that the amount of clustering of the solutions is distinct from 
the clustering of the constraints: even uniform random graphs have significant solution 
clustering. This is due to the simple observation that a solution, which satisfies all the 
constraints, is much more likely to have neighboring states (i.e., states that differ by 
only a few color assignments) that also satisfy all the constraints than is the case for a 
randomly selected initial coloring. 
A better specification of the number and location of solutions requires more informa- 
tion about the structure of the problems, but is independent of the search method used. 
However, search methods themselves can differ in how well they avoid unproductive 
choices, e.g., by their use of heuristics to select new variables or values to consider, 
where to backtrack to as well as any additional domain-specific information that may 
be available in particular cases. Such differences can lead to additional variation in 
observed search cost. 
In the next two sections, we present additional structural parameters that better char- 
acterize the number of solutions and heuristic effectiveness of a search method. 
7. Characterizing problem structure 
While Eq. ( 1) gives the expected number of partial colorings, there is a large variation 
among graphs with a given number of edges. One way to make more precise predictions 
of these values and hence obtain a more sensitive measure of problem difficulty, is to 
use additional information about the graph. 
We can proceed in a systematic manner to obtain additional structural parameters. 
Consider a given coloring problem with b colors, n nodes and e edges. Let Ek be the 
set of colorings for the graph that are eliminated by edge k (namely, all those colorings 
for which the nodes connected by that edge have the same color). We define the size 
of the intersections of these sets 
S,.=~lE+.nE~,I, (3) 
where the sum is over all r-subsets of { 1,. . . , e}, and we define So = b”, the total 
number of possible colorings. Then the principle of inclusion-exclusion [ 301 gives the 
number of colorings that are not in any of the Ek, i.e., the number of solutions: 
Each edge eliminates b”-’ colorings, so 
St = 2 b”-t = eb”-’ . 
I=1 
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The colorings that are eliminated by both of two edges require that two nodes have the 
same color and that either another pair have the same color or a third node has the same 
color as the first two. In both cases we have b”-* eliminated colorings, giving 
s*= e 0 2 b”-* 
Thus we see that the first terms in the inclusion-exclusion expansion for the number of 
solutions depend only on the number of edges in the graph. With three edges, we can 
have from three to six nodes involved. When there are only three nodes (a triangle), 
the third edge does not give any additional pruning, i.e., there are b”-* colorings pruned 
by all three edges. Otherwise, each edges adds a further restriction pruning only b”-3. 
Thus we have 
s3 = bn-3 + (b”-* _ bn-3)t, 
where t is the number of triangles in the graph. Further terms in Eq. (4) involve more 
complex subgraphs, e.g., squares. 
This can also be directly related to Eq. (1) by noting that with r edges we have 
b”-’ states pruned by all I edges when there are no “redundant” nodes linked by the 
edges (i.e., nodes that are already constrained by other edges). Ignoring such cases, i.e., 
assuming each edge acts independently, gives S, M (z) bn-’ and hence 
P 
(3 
reproducing Eq. (1) for N,. 
To see the effect of including triangles, consider the probability that a given complete 
coloring is consistent with three edges. If these edges do not form a triangle, then they 
constrain three nodes to only have b - 1 color choices. Hence the state will satisfy 
the three constraints with probability (b - l)3/b3, which is equivalent to the result 
obtained by assuming the edges act independently. If, however, the three edges form a 
triangle, then the number of acceptable colorings is b( b - 1) (b - 2)) so the probability 
the state satisfies the three constraints is (b - 1) (b - 2) /b*, which is somewhat less 
than assuming independence. Thus we see that triangles reduce the number of solutions 
below what one would expect by assuming independence. 
This suggests that the number of triangIes in a graph gives a finer determination of 
classes of critically constrained graphs than just knowing the number of edges. That this 
is in fact the case is shown in Fig. 10. In particular, we see that there is a transition from 
mostly solvable to mostly unsolvable cases depending on both the connectivity and the 
number of triangles. This also shows that a transition from under- to overconstrained 
problems occurs for a range of connectivity values, providing an explanation for the 
hard search cases for the lower connectivities as seen in Fig. 3. 
A remaining question is how well this parameter discriminates among hard and easy 
problems. To address this question, a large number of uniformly generated random 
graphs were searched and the results grouped according to how many triangles each 
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Fig. IO. Fraction of cases with a solution as a function of number of triangles in the graph and y for n = 100, 
h = 3. Values are shown for y in increments of 0.5 except for increments of 0.1 beyond y = 4.5. The solid 
curve shows where half the graphs have a solution, while the upper and lower dashed curves show where 
fractions 0.2 and 0.8 have solutions, respectively. 
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Fig. Il. Cost distributions versus number of triangles for n = 100, b = 3 and y = 3.5 (on the left) and 4.5. 
Shown are the percentiles for the top 0.5, 0.05 and 0.005 of the problems. Generally, 10,000 samples were 
obtained at each number of triangles, in increments of 2. However, only a few hundred samples were obtained 
for the cases of y = 3.5 with more than 20 triangles and for y = 4.5 with no triangles. 
graph had. This is a simple procedure to generate graphs with given connectivity and 
number of triangles uniformly, but is inefficient for producing many samples of graphs 
whose number of triangles differs greatly from the average value for random graphs 
at a given connectivity. The results are shown in Fig. 11 for two different values of 
the connectivity. The plots are qualitatively similar to the behavior shown in Fig. 3, 
i.e., there is an easy-hard-easy pattern and the higher percentiles show a shift toward 
less constrained region. So, using the number of triangles as an additional parameter 
more precisely specifies the transition from under- to overconstrained problems, but 
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Fig. 12. Behavior of search cost when there are no solutions as a function of heuristic pruning effectiveness. 
The plot shows In C versus p for n of 20 (gray), 50 (dashed) and 100 (solid), with y = 6 so there are 
unlikely to be any solutions. 
the variance remains large and some hard cases continue to occur below the transition 
point. 
8. Characterizing search methods 
A further reason for high variance is the search method itself. To characterize the 
search heuristic, we return to the simple theory of Q. ( 1). A search is difficult when 
many partial colorings that do not lead to solutions must be considered. A measure 
of the effectiveness of a heuristic method, i.e., its ability to prune unproductive nodes, 
can be simply quantified as the probability p that an unproductive partial coloring will 
be recognized as such in the search. 4 A partial coloring of size k is considered only 
if the smaller colorings preceding it in the search order did not eliminate it, i.e., with 
probability ( 1 -p)&-’ if the pruning ability is independent for each sequence of possible 
colorings. 
The result of this pruning is most simply illustrated when there is no solution. In such 
a case the expected overall search cost is 
c=No+~(l-p)‘-‘N~, 
k=l 
4 In practice, such a parameter can be estimated by sampling [5 J. 
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whose behavior is shown in Fig. 12. Note first that the cost decreases rapidly as the 
heuristic is improved. A more subtle observation is the change in behavior as the problem 
size increases: for poor heuristics, i.e., small p, the cost grows exponentially fast whereas 
for large p, the cost is roughly independent of problem size. 
This behavior is conceptually straightforward. If the heuristic can prune unproductive 
colorings faster than their number grows with size k, the search will involve fairly 
limited backtracking giving a low cost. This will be the case when p > l/b, so on 
average each unproductive partial coloring of size k produces less than one additional 
coloring, of size k + 1, to include in the search. A less powerful heuristic results in a 
search involving considerable backtracking and an exponentially growing cost. We thus 
see another transition behavior, this time due to changes in search method rather than 
the underlying structure of the problem. This transition also occurs in more elaborate 
models, e.g., including the possibility that the heuristic incorrectly prunes a partial 
coloring that does lead to a solution5 as well as cases where there is a solution [ 191. 
More generally, this illustrates that heuristics can allow the pruning potential of the 
search and the structure of the problem, as characterized by the number of solutions, to 
vary separately [ 441. 
9. An application of problem structure 
Having introduced an additional parameter describing the nature of the problems, one 
might ask how well it suffices to distinguish among different classes of problems. This 
can be determined by evaluating the transition point in both the connectivity and the 
number of triangles for the various classes of graphs considered above. Specifically, the 
location of the transition was obtained by first examining the fraction of soluble cases as 
a function of connectivity and interpolating to find the value of y for which this fraction 
is one half. However, for the class of graphs with a prespecified solution, where this 
fraction is always one, we used the peak in the 0.05 cost percentile for graphs with 100 
nodes. 6 This value of y was then used to determine the average number of triangles in 
the graph at the transition point by constructing 1000 graphs in the class and recording 
the average number of triangles. 
The results are shown in Fig. 13. Knowledge of the number of triangles is useful for 
predicting the behavior of the clustered graphs, but is less useful for the other classes 
examined here. Specifically, the change in the transition location for the clustered graphs 
can be explained as primarily due to a change in the number of triangles in the graphs, 
giving an indication of the usefulness of this additional structural parameter. 
As a more technical point, while each of these classes had a fixed number of edges, 
the number of triangles varied somewhat from one graph to the next. This behavior 
is similar to the variation in number of edges in random graph models in which each 
5 In this case there is the possibility that the search will incorrectly conclude there are no solutions when in 
fact there arc. 
h In this class of graphs, the problems are so easy that the median cost is always 100 and so does not identify 
a transition point. However, a peak in the median cost does appear with more nodes, and at about the same 
location as the transition point based on the 0.05 percentile. 
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Fig. 13. Transition location, specified by both the connectivity and average number of triangles, for various 
classes of graphs with 100 nodes and 3 colors. The black points represent hierarchically clustered graphs 
with p = 0.2, 0.5 and 0.6, from left to right, respectively. The gray points represent uniform random graphs, 
connected graphs, graphs with prespecified solution and padded graphs, from left to right, respectively. For 
comparison, the curves reproduce Fig. 10, showing the fraction of soluble cases for uniform random graphs. 
edge exists independently with a fixed probability. Allowing this variation in the number 
of edges doesn’t change many of the transition properties of random graphs [2] as 
II ---f co. However, there remains the possibility that the variation in the number of 
triangles contributes to the difference between the transitions for these classes and the 
behavior of random graphs with a fixed number of edges and triangles as shown in 
Fig. 10. 
To properly evaluate these results, it is also important to examine the scaling behavior 
to see how the correspondence changes as larger graphs are considered. As an example, 
Fig. 14 shows the behavior for classes of 50-node graphs. This shows, first, that the 
relation between the transition points in the various graph ensembles and that of uniform 
random graphs remains about the same as the number of nodes increases from 50 to 
100 (except for a major change in the location of the graphs with a prespecified 
solution, due at least partially to the very broad nature of the peak for this class on 
50-node graphs so the precise location of the transition is not well-defined). The second 
scaling observation is that the number of triangles required to reach the transition region 
increases with IZ. An interesting issue for future work is determining the nature of this 
scaling to give a scale-invariant version of this new structural parameter. This is the 
same idea as using the connectivity parameter y rather than number of edges in a graph 
as the first parameter: as n increases the transition point remains at a roughly constant 
connectivity. 
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Fig. 14. Transition location, specified by both the connectivity and average number of triangles, for various 
classes of graphs with 50 nodes and 3 colors. The black points represent hierarchically clustered graphs with 
17 = 0.2, 0.5 and 0.6, from left to right, respectively. The gray points represent uniform random graphs, 
connected graphs, padded graphs and graphs with prespecified solution, from left to right, respectively. For 
comparison, the curves how the fraction of soluble cases for uniform random graphs (solid curve gives the 
location where half of the problems have a solution while the upper and lower dashed curves correspond to 
20% and 80% soluble, respectively). 
A remaining open question is whether the simple theory that led to Q. (1) can 
be generalized to include this additional structural parameter. Such an extension could 
provide insight into why the clustered graphs are generally harder to search, in addition 
to simply identifying the shift in the transition point itself. To the extent that a theoretical 
analysis of clustered graphs is more tractable than that of the class of uniform random 
graphs with a specified number of edges and triangles, the clustered graphs could also be 
useful for a theoretical analysis of the effect of the additional parameter. Moreover, since 
clustered graphs can be easily constructed and have a wide range of triangle counts, 
they can be readily used for empirical studies in parameter regions in which uniform 
generation is very inefficient. 
10. Deceptive hard problems 
An appealing result of the studies of this phase transition is that the peak in median 
search cost, for a variety of search methods, is associated with an algorithm-independent 
property of the class of problems, namely a transition from under- to overconstrained 
instances. This suggests that the structural parameters are, at least partly, characterizing 
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Fig. IS. A difficult graph structure for the Brehu heuristic to 3-color. This example has I I nodes. The numbers 
show the order in which the Brelaz heuristic olors the nodes (except hat nodes 5 and 6 can be selected in 
either order). The unnumbered nodes are never colored during the search. Larger versions of this structure 
are created byadding additional nodes in a chain between odes numbered “2” and “3”. Such graphs are easy 
for more sophisticated search methods uch as dependency-directed backtrack or using a preprocessing step 
that eliminates nodes with fewer than three neighbors. 
“intrinsically hard” problems rather than just those that are difficult for specific heuristic 
search methods. 
One commonly used qualitative xplanation for the intrinsically hard cases is that 
they are due to the existence of many large partial solutions but few, if any, complete 
ones. A complementary view is that the hard cases are “critically constrained”, that is 
they have just enough constraints to eliminate most or all of the complete colorings but 
not enough constraints to allow significant pruning early in the search. This latter view 
derives from the observation, seen in Fig. 2, that constraints are much more likely to 
prune large states than small ones. 
In this section we investigate these claims with a simple example, showing that 
although they are necessary for a problem to be intrinsically hard, they are not, as they 
stand, sufficient. We focus on an insoluble example, but note that such cases should also 
be relevant for hard soluble instances as well. This is because a hard soluble instance 
is hard precisely because the first few search choices often produce a hard, insoluble 
subproblem which must then be searched completely before backtracking far enough 
back to correct these early choices [ 14,371. 
An example of a type of graph that will “fool” the Brelaz heuristic is shown in 
Fig. 15. Such graphs consist of a “star” of degree d connected by a long chain of nodes 
to the complete graph with four nodes, K4. For the example in the figure, d = 5 with 
the node numbered “1” forming the center of the star. This graph has e = n + 2 edges 
so y = 2 + 4/n. Because the Brelaz heuristic always starts with the node of highest 
degree in the graph, when d 2 5 the center of the star will always be the first node 
colored. Successive choices will assign colors to nodes along the chain, in order, since 
the heuristic selects nodes with the fewest remaining color choices, and among those, 
nodes with the most uncolored neighbors. Eventually, the search reaches the last node of 
K4, and finds no additional choices. This forces extensive backtracking, and high search 
cost. 
The resulting number of partial colorings of size k, in the order examined by this 
heuristic, is given by 
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Fig. 16. Number of partial colorings versus their size k for a deceptively hard node graph with n = 100 and 
tl = 5. Specifically, the black curve shows In nk, with the dashed step indicating the point at which nk abruptly 
becomes zero. For comparison, the gray curve shows In Nk. given in Eq. (1). for the corresponding case with 
r = n + 2 edges. 
3 .2k-’ l<k<n-d-l, 
nk = 3.2”-d’2, k=n-d, (6) 
0, n-d<k<n, 
because the first node has 3 color choices, subsequent ones along the chain each have 
2 possibilities, and the last two nodes within the K4 part of the graph have 1 and 0 
possibilities, respectively. This is shown in Fig. 16, and compared with the expected 
behavior for random graphs with the same number of edges. 
Thus we see that this graph, using the Brelaz heuristic, is hard precisely because there 
are many large partial solutions but no complete solutions. This is in fact true of most 
other orderings of the nodes: pruning occurs only when all of K4 is finally considered, 
and relatively few of the possible orderings place these nodes near the start of the search. 
However, this is not an example of an “intrinsically hard” graph since more sophisticated 
search methods can deal with it easily. Moreover, removing any single edge from the K4 
part of the graph changes it into a trivial, backtrack-free search problem for the Brelaz 
heuristic. 
The lesson from this simple example is that intrinsically hard problems must have 
a structure that gives rise to many large partial solutions no matter which ordering is 
selected (the other aspect of this requirement for hardness, i.e., also having few or 
no complete solutions, does not depend on the ordering chosen). Similarly, the notion 
of “critically constrained” must be more precise in requiring that in fact most of the 
constraints are needed to eliminate the potential solutions. Topologically, this would 
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correspond to an intricate combination of many constraints that manage to collectively 
prune the complete states, without allowing much pruning from any small subset of the 
constraints. 
Thus an important open issue concerns identifying local, easily computed structural 
properties of the graphs that can readily distinguish when a problem is likely to be 
intrinsically hard or just deceptively hard for a particular search method. In the latter case 
a more powerful method might be able to solve the problem with relatively little search. 
Note that this is not a simple choice in that there can be cases in which preprocessing 
actually interferes with the more sophisticated search strategies [ 321. Thus, in general, 
we can expect that within a class of problems, each search method will have its own 
set of hard cases, some of which will be relatively easy for other methods while others 
will be difficult for all. An interesting question then is how, among the hard problems 
for a given search method, the ratio of deceptively to intrinsically hard problems varies 
among different classes of problems. This also has implications for generating hard 
problem examples for testing combinations of search algorithms [ 8,171, namely at least 
checking that the presumed hard examples are indeed hard with respect to a variety of 
search methods. 
11. Discussion 
In summary, we gave a description of the behavior of combinatorial search using 
graph coloring as an illustration. This shows a phase transition in problem solubility 
and a corresponding high density of relatively hard instances. Unfortunately, the large 
remaining variance and dependence on the specific class of problems prevents accurate 
predictions of individual cases. To partially address this difficulty, we introduced an 
additional structural parameter which refines the location of critically constrained prob- 
lem instances. We also described a characterization of heuristic search pruning. These 
additions give a more precise characterization of the behavior and can be useful for 
discriminating among the likely behaviors of search problems as well as constructing 
hard cases. 
There remain several open issues. These include developing a simple theoretical un- 
derstanding of the combination of these parameters, analogous to that given by Eq. ( l), 
and understanding the remaining variation which may be partially due to solution clus- 
tering. At a more formal level, we lack a definitive theoretical analysis to establish the 
asymptotic existence and location of the transition as problem sizes increases, in much 
the same way as other transition behaviors in random graphs have been proven [2]. 
Nevertheless, in practice, the simple theory, based on independence assumptions, al- 
ready provides a qualitative understanding of the transition behavior, and in many cases 
gives reasonable quantitative accuracy [ 34,431. Moreover, because of the dependence 
of the transition on the exact choice of problem ensemble, a complete analysis of one 
ensemble, e.g., uniformly selected random graphs, would be of limited applicability. 
There is also the question of characterizing the topological structure underlying the 
hard, critically-constrained problem instances. The concentration of hard cases in the 
transition region provides some clues as to this structure, and can usefully be applied to 
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generate hard instances. However, knowledge of these transition points does not defini- 
tively characterize the structure of hard instances because the transition location depends 
on the choice of problem class. Conversely, individual problem instances belong to many 
possible classes (with different likelihoods of appearing). Moreover, hard problems oc- 
cur outside the transition region, in particular, in regions that are less constrained on 
average, and conversely the transition regions contain many easy problems as well. 
On a more general note, if these behaviors applied only to coloring random graphs, 
or only to the particular heuristic search used here, they would be of limited interest. 
However, these transitions have been commonly reported for a variety of combinato- 
rial search problems with a range of very different search methods, as mentioned in 
the introduction. Such complexity transitions arise not only for constraint satisfaction 
problems, such as graph coloring, but also for other cases such as optimization [47]. 
The additional parameter for problem structure generalizes to other constraint prob- 
lems based on the inclusion-exclusion result for the number of solutions. These problems 
can all be viewed as due to local inconsistencies from the constraints combining to de- 
termine which complete states atisfy all the constraints [45]. In this case the additional 
parameter relates to the degree of over?ap among the local inconsistencies. More ac- 
curate theoretical values for the transition points are possible [43] by including some 
account of the dependencies among the constraints. 
Finally, there are applications of these results to the design of better search algorithms. 
For example, the theory gives a domain-independent heuristic to identify subproblems 
that are likely to be particularly hard or easy, on average. This can be used to improve 
genetic algorithms [6 ] and may also suggest better choices for backtracking. Knowledge 
of the likely difficulty of search problems can also be used to determine when a diverse 
set of methods, perhaps running in parallel and sharing partial results, is most useful 
[ 8,171. In these cases, improved understanding of the location and nature of the phase 
transitions in combinatorial search problems can translate directly into more effective 
search methods. 
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