Time-of-flight (TOF) measurement capability promises to improve PET image quality. We characterized the physical and clinical PET performance of the first Biograph mCT TOF PET/CT scanner (Siemens Medical Solutions USA, Inc.) in comparison with its predecessor, the Biograph TruePoint TrueV. In particular, we defined the improvements with TOF. The physical performance was evaluated according to the National Electrical Manufacturers Association (NEMA) NU 2-2007 standard with additional measurements to specifically address the TOF capability. Patient data were analyzed to obtain the clinical performance of the scanner. As expected for the same size crystal detectors, a similar spatial resolution was measured on the mCT as on the TruePoint TrueV. The mCT demonstrated modestly higher sensitivity (increase by 19.7 ± 2.8%) and peak noise equivalent count rate (NECR) (increase by 15.5 ± 5.7%) with similar scatter fractions. The energy, time and spatial resolutions for a varying single count rate of up to 55 Mcps resulted in 11.5 ± 0.2% (FWHM), 527.5 ± 4.9 ps (FWHM) and 4.1 ± 0.0 mm (FWHM), respectively. With the addition of TOF, the mCT also produced substantially higher image contrast recovery and signal-to-noise ratios in a clinically-relevant phantom geometry. The benefits of TOF were clearly demonstrated in representative patient images.
Introduction
Time-of-flight (TOF) positron emission tomography (PET) has become a widely discussed topic again after its introduction in the early 1980s (Budinger 1977 , 1983 , Mullani et al 1980 . With the advent of lutetium-oxyorthosilicate (LSO) (Melcher and Schweitzer 1992) 5 Author to whom any correspondence should be addressed.
as a scintillator with both suitable stopping power and time resolution TOF PET is no longer limited to research and has been explored in clinical practice (Surti et al 2007 , Lois et al 2010 . The TOF measurement of two coincidence photons allows for the positron annihilation point to be localized with an accuracy, which is dependent on the system time resolution. This information however is better than having no information at all about the annihilation point and improves image signal-to-noise ratio (SNR). The PET component of the Biograph mCT PET/CT scanner (Siemens Medical Solutions USA, Inc.) is capable of measuring TOF and incorporating this information into the reconstruction process.
The physical and clinical PET performance of the first clinical installed mCT scanner was characterized and the essential results compared with its predecessor, the Biograph TruePoint TrueV (Siemens Medical Solutions USA, Inc.) (Jakoby et al 2006 , 2009 . It is noteworthy to point out that the Biograph TruePoint TrueV scanner that was investigated by Lois et al (2010) incorporated prototype TOF capabilities and was based on different electronics as the mCT scanner in this work. We utilized the recently updated NEMA protocol NU 2-2007 (National Electrical Manufacturers Association 2007), which incorporates Watson's suggestions for PET instruments with intrinsic radioactivity (Watson et al 2004) to compare spatial resolution, sensitivity, scatter fraction and noise equivalent count rate (NECR). In addition, the stability of time, energy and spatial resolutions was measured on the mCT scanner for different singles count rates. To assess the benefit of TOF on the mCT, the image quality was evaluated experimentally and validated with clinical patient examples.
Materials and methods
The mCT scanner in our configuration combines a 128-slice CT scanner (SOMATOM Definition AS+, Siemens Medical Solutions USA, Inc.) with a whole-body LSO PET scanner. The SOMATOM Definition AS+ has an aperture of 78 cm and can acquire images with a slice thickness of 0.5-20 mm. Minimum rotation time is 0.30 s per 360
• . Tube current can be varied between 20 and 800 mA, and tube voltage settings are 80, 100, 120 and 140 kV. The maximum scan time per spiral is 80 s. Reconstructed spatial resolution is 0.24 mm (z-UHR). Further details can be found in the brochure for the Biograph mCT (Siemens Healthcare 2008) .
The PET component of the mCT is similar to its predecessor, the Biograph TruePoint TrueV (Siemens Medical Solutions USA, Inc.) (Jakoby et al 2006 , 2009 with four rings of 48 detector blocks, each containing 13 × 13 crystals (4 mm × 4 mm × 20 mm). The three gaps between the blocks are treated as a pseudocrystal in the reconstruction. This configuration covers an axial field-of-view (FOV) of 21.8 cm resulting in 109 image planes with a slice thickness of 2 mm. The patient bore on the mCT scanner is 78 cm, compared to 70 cm on the TruePoint TrueV, and the axial footprints of both the PET and CT were reduced by 30-100 cm on the mCT. The acceptance angle for incoming coincidence events was increased from 10.3
• (TruePoint TrueV) to 13.2 • (mCT). Therefore, an increase in sensitivity and count rate performance is expected for the mCT. In order to accommodate TOF, the detector electronics of the TruePoint TrueV scanner have been redesigned. The TOF information on the mCT is encoded at the coincidence processor level with 78 ps bins and then rebinned into 312 ps time bins when sinograms are built. Sinograms comprise 400 radial bins, 168 angular bins, 621 total slices, of which 109 direct planes and 512 oblique planes, and 13 TOF bins (312 ps wide). An improved energy and time resolution allowed to increase the lower level energy discriminator (LLD) from 425 to 435 keV, and to decrease the coincidence window from 4.5 to 4.1 ns, respectively. The main specifications of the mCT are summarized in table 1; the values that are different for the TruePoint TrueV are noted in parenthesis. The performance of the mCT was investigated with the following NEMA NU 2-2007 (National Electrical Manufacturers Association 2007) methods (also used to asses the TruePoint TrueV performance), and additional measurements to assess the TOF capabilities.
2.1. Spatial resolution 2.1.1. Source preparation and acquisition protocol. As recommended by the NEMA NU 2-2007 protocol, a point source consisting of 1 × 1 × 1 mm 18 F absorbing resin inside a 75 mm long glass capillary tube with an inner diameter of 1.1 mm and a wall thickness of 0.2 mm was used for this experiment. Approximately 220 ± 10% MBq of 18 F in ∼0.1 ml ion liquid solution were flushed through the capillary until the residual within the resin resulted in about 8 ± 10% MBq of activity. Thus, the total activity was low enough to keep dead time losses and the ratio of randoms to total events below 5%, as suggested by the protocol. The capillary with the resin inside was mounted onto a fixture that was secured on the patient bed. This fixture allowed the point source to be moved in 1 cm steps transaxially within the FOV. Data were acquired at three transaxial (x,y) locations, where x and y are axes in the transaxial plane: (0,1), (10,0), (0,10). These measurements were performed at two axial (z) positions within the PET FOV: center FOV and 1 4 off-center FOV. To ensure adequate statistics, a total of 2 × 10 6 coincidence counts were acquired at each position. TOF information was not used in this measurement.
Reconstruction and data analysis.
The acquired sinogram data were Fourier rebinned (FORE) and reconstructed with filtered back-projection into a 400 × 400 matrix with a 1 mm pixel size. No attenuation correction, no scatter correction and no post-smoothing filter were applied. The full-width at half-maximum (FWHM) and the full-width at tenth-maximum (FWTM) of the reconstructed point-spread functions (PSF) were obtained by using linear interpolation.
Sensitivity
2.2.1. Source preparation and acquisition protocol. As required by the NU 2-2007 standard a set of five concentric aluminum sleeves was utilized. A 700 ± 5 mm long polyethylene tube (ID: 1 mm; OD: 3 mm) was filled with about 4 ± 10% MBq of 18F (at acquisition start) and placed inside the sleeves of the same length with known wall thicknesses. The tube, surrounded by a known amount of attenuation, was suspended in the center of the transaxial FOV, parallel to the axis of the scanner. Five data sets, each with different attenuation (created by removing an external sleeve), were acquired for 400 s each. Online random subtraction was applied by using a delayed coincidence window. The same measurements were repeated at a 10 cm radial offset from the FOV center.
Data analysis.
The corrected true coincidence count rate was recorded as a function of sleeve thickness. Extrapolation to a zero thickness sleeve gave the count rate with no absorption. The system sensitivity was then computed as the ratio between the true count rate with no absorption and the starting activity.
Scatter fraction and NECR
2.3.1. Source preparation and acquisition protocol. The scatter fraction and NECR were computed from the count rate performance estimation. For both measurements, a 700 ± 5 mm long polyethylene cylinder with a 203 ± 3 mm outside diameter (volume of 22 l) was used. A line source (inside diameter: 3.2 ± 0.2 mm, outside diameter: 4.8 ± 0.2 mm) was inserted axially into the cylinder at a radial distance of 45 ± 1 mm below the phantom center. This NEMA scatter phantom was positioned parallel to the scanner axis in the radial center of the PET scanner FOV. The line source was filled with an initial activity of 1 ± 10% GBq of 18 F, sufficient to achieve count rates beyond the peak of the NECR. Data were acquired for more than 14 h in 35 frames, each with 600 s acquisition time and a 900 s delay. Randoms, which were accounted for by using a delayed coincidence window technique, were smoothed prior to subtraction.
Data analysis.
Following the NEMA NU 2-2007 protocol, counts within a 24 cm diameter FOV were used in order to determine scatter fractions and NECRs for each activity level.
Time, energy and spatial resolution stability
The accuracy of a PET system to measure the TOF of annihilation photons depends on the system time resolution. The better the system time resolution, the more precisely the point of annihilation can be localized. Since PET scanners are exposed to a wide range of count rate conditions in a clinical environment, we investigated on the mCT whether or not this variation has an impact on time resolution. In addition, we computed the energy and spatial resolutions as a function of the count rate. For this measurement, we used a 40 cm long line source with an inner diameter of 1.1 mm. The line was filled with 370 ± 10% MBq of 18 F (at acquisition start) and suspended axially in the radial center of the PET FOV, parallel to the scanner axis. Data were acquired in list mode for forty 5 min frames, each separated from the previous by a 30 min delay.
The time resolution was extracted by acquiring a system TOF spectrum combining all prompt coincidence events in the 435-650 keV energy window from all crystals. The random events were then subtracted from the spectrum and a Gaussian fit was applied on the resulting net true timing peaks, for each count rate frame.
The energy resolution was computed by acquiring a system energy spectrum that combined single photon detection of all 32 448 crystals in the scanner, and performing a Gaussian fit on the 511 keV peak, for each count rate frame.
The spatial resolution was obtained from an average profile over the sum of ten transaxial planes along the reconstructed line source (defined as the average profiles of the FWHM in the horizontal and vertical directions through the reconstructed line source). For this purpose, images for each frame were reconstructed using FORE+FBP with a voxel size of 2 mm.
Experimental image quality
2.5.1. Source preparation and acquisition protocol. The image quality measurement provides images that originate from an experimental simulation of a whole-body study in a clinical environment. A torso-shaped phantom (9.1 l) containing six coplanar spheres with IDs of 10, 13, 17, 22, 28 and 37 mm was used to simulate different-sized lesions. To simulate lung tissue and provide a non-uniform activity distribution, a cylindrical insert with an average outside diameter of 50 ± 2 mm was filled with styrofoam pellets with an average density of 0.3 ± 0.1 g ml −1 and positioned at the center of the phantom. In this experiment, the torso phantom was filled with a solution of water and 18 F containing an initial background activity concentration of 5.3 ± 10% kBq ml −1 . The four smallest spheres were filled with a sphere-to-background activity concentration of 4:1. The remaining two largest spheres were filled with non-radioactive water. The image quality phantom was positioned in the axial and radial center of the PET FOV. To simulate activity from the body outside the FOV, the 700 ± 5 mm NEMA scatter phantom with line source, described in section 3.3, was positioned axially next to the torso phantom. The initial activity in the line source was 115 MBq ± 10% of 18F. In NU 2-2007 (National Electrical Manufacturers Association 2007), the acquisition protocol suggests to simulate a whole-body scan (emission and transmission) of 100 cm axial imaging distance in 60 min. Because the transmission scan was performed with the CT scanner, its contribution to the total imaging time was negligible. Based on an imaging distance of approximately 12.6 cm on the mCT between consecutive bed positions (109 planes with 47 overlap planes, 2.027 mm bin size), the phantom was imaged for 10 min.
The activity concentration in the background of the image quality phantom (5.3 ± 10% kBq ml −1 ) represented a typical background level in a 70 kg patient after an injection of 370 ± 10% MBq. However, uptake time and partial excretion of the dose were not taken into consideration and is not suggested by the NEMA protocol.
Reconstruction and data analysis.
All data were corrected for random coincidences (smoothed random correction), normalization, dead-time losses, scatter and attenuation. The data were reconstructed with the algorithms that we use in our clinical environment (University of Tennessee Medical Center, Knoxville, TN): Fourier rebinning (FORE) followed by attenuation-weighted ordered-subset-expectation-maximization (2D AW-OSEM) (Comtat et al 1998 , Liu et al 2001 with 3 iterations and 8 subsets, and a 5 mm (FWHM) Gaussian filter was applied (axial and transaxial) post-reconstruction. In addition, the fully 3D PSF ordinary Poisson ordered-subset-expectation-maximization (3D OP-OSEM) reconstruction algorithm (Panin et al 2006) was performed with and without TOF information. Parameters for optimized SNR of 3 iterations, 21 subsets, and 2 iterations, 21 subsets were used for 3D OP-OSEM PSF and 3D OP-OSEM PSF+TOF, respectively. The data were reconstructed into a 200 × 200 matrix with a 4 mm pixel size and into a 400 × 400 matrix with a 2 mm pixel size. The axial slice thickness for both matrices was 2 mm.
For the analysis, the same volumes of interest (VOIs) were placed at the exact same locations for all reconstructed images. The percent contrast recovery for each sphere was computed as the ratio of the measured average sphere-to-background ROI count ratio and the actual sphere-to-background activity concentration ratio. The percent background variability for each sphere was computed as the ratio of the ROI count standard deviation (SD) of the same size sphere placed in the background and the average background ROI counts for all spheres. The percent residual error for the attenuation and scatter corrections was computed as the ratio of the average counts in the lung insert and the average counts in the background of the phantom. Details on these computations can be found in the NEMA NU 2-2007 protocol (National Electrical Manufacturers Association 2007).
Clinical image quality
Recently, we assessed the impact of incorporating TOF information into clinical PET/CT imaging with more than 100 oncology studies (Lois et al 2010) . This previous work was performed on a Biograph 6 PET/CT scanner with a prototype TOF implementation (Siemens Medical Solutions USA, Inc.). In order to present clinical examples from the mCT scanner in addition to the phantom measurements, we selected two clinical cases from prior routine 18 FDG oncology research studies approved by the Institutional Review Board of the University of Tennessee Medical Center. While this is a very small sample, these two cases were to serve as an example and illustrate the effect of TOF clinically on the mCT scanner.
2.6.1. Clinical studies. Patient 1 was an 83 kg patient (body mass index (BMI) 31.6: obese) with lung cancer. Patient 2 was a 61 kg patient (BMI 21.6: normal) with breast cancer. Data acquisitions on the mCT were initiated 150 min after intravenous 18 FDG injections of 370 MBq ± 10% (patient 1) and 366 MBq ± 10% (patient 2). For both patient studies, data were acquired for 1 min per bed position.
Reconstruction and data analysis.
Both patient studies were reconstructed using 3D OP-OSEM PSF. A conventional version of the algorithm without TOF information was used to reconstruct non-TOF images, and a version incorporating a 580 ps time resolution kernel was used to reconstruct TOF images. Such wider TOF reconstruction kernel is used because, after rebinning of the list-mode data into sinograms with 312 ps TOF bins, the time resolution was measured to be 580 ps. Based on previous studies on optimization of SNR, we used 3 iterations and 21 subsets for non-TOF and 2 iterations and 21 subsets for TOF reconstruction. The image matrix for the patient studies was 200 × 200 corresponding to a 4 mm in-plane pixel size with a plane thickness of 2 mm. No low-pass, smoothing filter was applied to the images after reconstruction.
For the data analysis, we used the same quantitative figures of merit for analysis as in our previous work (Lois et al 2010) . The lesion SNR was computed as the difference between the lesion and background compared to the noise in the background:
where the signal is defined as the mean voxel value in a VOI inside the lesion, the background is defined as the mean voxel value localized in a fairly uniform area outside the lesion and the noise in this formula is defined as the SD of the voxel value in the background VOI. The size of the VOI was chosen so that approximately 50% of the visible lesion was included. For the noise estimate, we used a VOI in the liver which is distant from the actual lesion. As this is a limitation of our method, it is difficult to find a reasonably homogeneous region close to the lesion. Therefore, it was necessary to use the liver, where the uptake is expected to be reasonably uniform. Even though this methodology does not represent a direct measure of the SNR of the lesion, it characterizes the effect of TOF on a relatively uniform region while accounting for the corresponding effects on the lesion. The contrast or contrast recovery is a measure of the convergence of an iterative reconstruction algorithm and tends to increase and converge asymptotically towards a 'true' value. Optimally, this is the input contrast, which is known a priori. The contrast in this work is defined as
The undesired effect of convergence is noise. The noise increases monotonically with each iteration and is defined here as
where σ B is the SD of the background. TOF information is known to reduce image noise by more accurately pinpointing the annihilation origin for each event. Therefore, there is a gain in SNR (G SNR ) due to TOF compared to non-TOF that was computed according to Table 2 indicates that the spatial resolution results for the mCT and TruePoint TrueV are the same within experimental uncertainties.
Results

Spatial resolution
Sensitivity
The average system sensitivity for a line source (defined as the average over both positions at 0 cm and 10 cm radial distance from the center FOV) on the mCT is 1.6 ± 0.2 kcps MBq −1
higher than that on the TruePoint TrueV, which corresponds to a 20 ± 3% increase. The axial sensitivity profiles of the mCT for both radial positions are shown in figure 1. 
Transverse 1 4.4 ± 0.1 mm 8.6 ± 0.1 mm 4.1 ± 0.0 mm 8.1 ± 0.1 mm Axial 1 4.4 ± 0.1 mm 8.7 ± 0.2 mm 4.7 ± 0.0 mm 9.2 ± 0.0 mm Transverse radial 10 5.2 ± 0.0 mm 9.4 ± 0.1 mm 4.9 ± 0.3 mm 9.4 ± 0.2 mm Transverse tangential 10 4.7 ± 0.1 mm 9.2 ± 0.1 mm 4.7 ± 0.3 mm 9.4 ± 0.3 mm Axial 10 5.9 ± 0.1 mm 10.9 ± 0.3 mm 5.7 ± 0.0 mm 10.5 ± 0.1 mm Sensitivity (kcps MBq 
Scatter fraction and NECR
As shown in table 2, the average scatter fraction (defined as the average over three measurements) at low activity concentrations are the same for both the mCT and TruePoint TrueV systems within the experimental uncertainties. From the same three count rate measurements, we derived an average peak NECR on the mCT that corresponds to a 16 ± 6% increase from the TruePoint TrueV at a 8.2 ± 4.6% lower activity concentration. The corresponding plots of the randoms, trues and NECR with smoothed randoms are shown in figure 2 for one of the three measurements. Figure 3 illustrates the variation of time (A), energy (B) and spatial (C) resolutions as a function of total single count rate (up to 55 Mcps). In particular, in the total single count rate range (1-55 Mcps), the time resolution increase is less than 3%. For routine 18 FDG oncology scans, the total single count rate lies between 7 and 15 Mcps.
Time, energy and spatial resolution stability
Experimental image quality
The reconstructions of the transaxial sections through the axial center of the spheres within the image quality phantom are shown in figure 4 for the 4:1 sphere-to-background activity ratio. The correlation between contrast and noise levels can be observed for the different reconstruction algorithms. Tables 3 and 4 represent the results for contrast and background variability computed from these images. For all size spheres, the hot and cold contrast recovery increases with improving reconstruction methods, from 2D OSEM to 3D OP-OSEM PSF, and from 3D OP-OSEM PSF to 3D OP-OSEM PSF+TOF. The background variability values for the 3D OP-OSEM PSF and 3D OP-OSEM PSF+TOF reconstructions are similar and slightly higher than those for 2D OSEM reconstruction. Very significant is the improvement of contrast recovery for the small sphere when using PSF reconstruction with an additional increase when adding TOF. The contrast recovery values are consistently higher for the 400 × 400 image matrix (pixel size of 2 mm, table 4) in comparison with the 200 × 200 matrix (pixel size of 4 mm, table 3). The background variability values however increase as well. Also, as seen in tables 3 and 4, TOF is particularly good at improving the contrast recovery in regions with no activity and no scattering medium, such as the lung. The average residuals in the lung region are also listed in tables 3 and 4. Since the hot region of the phantom is limited to the image slices where the spheres are located, the mean values of the lung residual over the axial volume ± 2 cm from the isocenter (0 cm) of the spheres are reported. 
Clinical image quality
The quantitative results of the image quality analysis of the patient data sets are presented in table 5. For all parameters (contrast, noise and SNR), an improvement can be observed when TOF information is used in the image reconstruction. In particular, for patient 1, the lesion SNR improves by a factor of 1.7 with a contrast increase of 19% and a 22% noise reduction. For patient 2, a lesion SNR improvement of factor 1.2 with a 3% contrast increase and a 16% noise reduction was obtained. In figure 5 , images of patient 1 of 83 kg (BMI: 31.6) with lung cancer were reconstructed without (A) and with (B) TOF information. It is evident that figure 5 (B) demonstrates lower noise and superior quality and more details than the non-TOF images in figure 5(A) . In addition to our previous work (Lois et al 2010) , this improvement in image quality is typical and achieved by lowering the noise through incorporation of TOF information. 
Discussion
The performance results of the Biograph mCT show that the same spatial resolution was obtained for both scanners, which is to be expected for the same geometry detectors. However, in a clinical environment, an iterative 3D reconstruction algorithm will be applied, with either 3D OP-OSEM PSF or 3D OP-OSEM PSF+TOF, instead of a 2D FBP (required by NEMA to estimate spatial resolution). Incorporating the TOF and PSF information into the rebinning and reconstruction process together with the use of a 3D algorithm will improve spatial resolution uniformity together with contrast recovery and image SNR (tables 3-5). The 20 ± 3% greater system sensitivity on the mCT in comparison with the TruePoint TrueV arises from the larger acceptance angle, which increases coincidence detection. This increase together with improved electronics leads to a 16 ± 6% greater peak NECR with its maximum occurring 8.2 ± 4.6% (2.6 ± 1.4 kBq ml −1 change) below that for the TruePoint TrueV.
The scatter fractions of the mCT and TruePoint TrueV are comparable, although an increase would be expected for a larger acceptance angle. However, based on an improved energy resolution the LLD of the energy window was raised to 435 keV (425 keV on the TruePoint TrueV) to compensate for additional scatter events.
The time, energy and spatial resolutions vary minimally over a wide range of the single count rate (table 2) . The slight deviation of the spatial resolution from our results obtained with the point source is derived from using 2D profiles for the line source and 3D profiles for the point source in order to estimate the average spatial resolution.
For the experimental image quality assessment, an overall contrast recovery improvement from 2D OSEM to 3D OP-OSEM PSF and from 3D OP-OSEM PSF to 3D OP-OSEM PSF+TOF reconstruction can be observed for all hot and cold spheres. At the same time, the background variability increases slightly if using more advanced reconstruction methods with higher contrast recovery. This value is in particular slightly lower for the 2D OSEM algorithm since a 5 mm Gaussian post-smoothing filter was applied to the image. For 3D OP-OSEM PSF and 3D OP-OSEM PSF+TOF, the background variability values are similar. This is an effect of the choice of reconstruction parameters (number of iterations and subsets). We explained in a recent publication (Lois et al 2010) how the iteration number can be chosen to use the TOF gain to favor contrast recovery over noise reduction or vice versa. Ideally, the choice of iteration number should be matched to the statistics of the data and diagnostic task, and theoretically, each small lesion in a patient has a different optimal number of iterations. However, this cannot be implemented clinically. In this work, we selected the iteration number for TOF (two iterations) and non-TOF (3 iterations) reconstruction in order to optimize contrast recovery at comparable noise level, for small lesions (<2 cm). In table 6, the contrast recovery and the background variability as a function of iteration number are presented for the 10 mm, 13 mm and 17 mm spheres, for 3D OP-OSEM PSF reconstruction without and with TOF information. It can be observed that for a given iteration number both contrast recovery and background variability are higher for the 3D OP-OSEM PSF+TOF method, attributable to faster convergence of TOF reconstruction. With the selected number of iterations (gray shaded cells in table 6), a higher contrast recovery value with TOF information is reached while the background variability is very similar. This can also be observed in figure 6 where the contrast recovery is plotted as a function of the background variability for the 10, 13 and 17 mm spheres. The gain in SNR due to incorporation of TOF was measured and assessed for two patient data sets. As demonstrated previously for an oncology patient population of more than 100 (Lois et al 2010) , the gain in SNR is more evident for patients with high BMI. For the obese patient (patient 1) with a BMI of 31.6, an SNR gain of 1.7 was obtained, while even for the normal patient (patient 2) with a BMI as low as 21.6 an SNR gain of 1.2 was achieved. This agrees well with Budinger's estimated gain in SNR due to TOF (Budinger 1983) according to the expression √ D/ x, where D is the diameter of the positron emitting distribution and x = c t/2 is the spatial uncertainty with the speed of light c and the system timing resolution t. For a 40 cm diameter uniform distribution of radioactivity and a timing resolution of 580 ps, the SNR improvement results in a factor of 2.1. An SNR improvement of factor 1.7 (as obtained here for patient 1) corresponds to an approximately 26 cm diameter uniform distribution of radioactivity for the same timing resolution of 580 ps.
Conclusion
We characterized the first installed mCT PET/CT scanner according to NEMA NU 2-2007 and compared the results with the TruePoint TrueV. For the evaluation of the TOF capabilities, the scanner was assessed with additional measurements and clinical examples. Overall, significant performance improvements were obtained on the mCT in comparison with the TruePoint TrueV.
The sensitivity gain and corresponding increase in SNR with new electronics on the mCT improve image quality and allow for reduction in either dose or acquisition time, as already demonstrated for TrueV (Jakoby et al 2006 , 2009 . Our results show minimal variation of time, energy and spatial resolution beyond the clinical oncology 18 FDG count rate environment (typically a total singles count rate of 7-15 Mcps). This work has demonstrated with both experimental phantom and clinical patient studies that the incorporation of TOF results in better image contrast recovery for low hot-to-background ratios and improved image SNR. The latter has been assessed quantitatively for both a normal and an obese patient, which is also in agreement with our previously published results (Lois et al 2010) .
