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The author discusses the best approximate solution of the functiona differen- 
tial equation x’(t) = F(t, x(t), x@(t))), 0 < t < I satisfying the initial condition 
x(O) = xa , where x((t) is an n-dimensional real vector. He shows that, under 
certain conditions, the above initial value problem has a unique solution y(t) 
and a unique best approximate solution &(t) of degree k (cf. [l]) for a given 
positive integer k. Furthermore, sup,,<+cz 1 &.(t) - I! -+ 0 as k + XJ, where 
i 1 1 is any norm in R”. 
1. INTRODUCTION 
Best polynomial approximation has been found to be important in the study 
of approximate solutions of differential equations. In [2], L. Cbllatz described 
how the defect of a differential equation together with the best polynomial 
approximation could be used to obtain approximate solutions of ordinary 
differential equations. The same technique was found to be useful in [3] where 
L. Collatz obtained error estimates for the solutions of partial differential 
equations with boundary conditions. In [l], G. Allinger and M. S. Henry 
discussed the initial value problem 
n-1 
.x+(t) + 2 a&) .(f)(t) +f(t, x(g(t>),..., x’“-“(g(t))) = 0. (I.11 
x’“‘(0) = o!i , i = 0, l)...) 12 - 1) t E i-r, PI (1.2) 
Two algorithms were given to obtain the approximate numerical solutions of 
(1.1) and (1.2). Other papers on best polynomial approximate solutions of 
differential equations are found in [6], [7J, and [S]. 
Throughout this paper, u-e let 1 be a positive constant and denote the closed 
interval [0, I] by J. Let x0 be a real n-dimensional constant vector and assume 
that the function F: J x R” x Rn -+ Rn and h: J + J are continuous. We 
consider the best approximate solution of the functional differential equation 
“q) = qr, x(t), @“(t))), o<t<t (1.3) 
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satisfying the initial condition 
x(0) = ‘x0 . (14 
where x(t) is an n-dimensional real vector. 
By a solution of Eqs. (1.3) and (1.4) we mean a continuous function xl(t) 
defined on J satisfying the integral equation 
x(t) = ~0 + JtF(s, x(s), x(h(s))) ds, o<t<z (1.5) 
0 
Throughout this paper, we define the operators T: C[O, I] + CIO, Z] and 
S: CIO, I] + C[O, Z] by 
T%(t) = x0 + j’F(s, x(s), x(h(s))) ds U-6) 
0 
and 
Xv(t) = x(t) - TX(t) U-7) 
Let Pk be the set of all polynomials with coefficients in R” satisfying (1.4) 
and of degree less than or equal to k. Let j . j be any norm in Rn and let l]fll = 
SUP,S~S~ I f(t)1 for any .f~ C[O, 4. If th ere exists a unique & E P, such that 
II S& II = g&II SP IL U-8) 
we shall call & the best approximate solution of Eqs. (1.3) and (1.4) of degree k. 
The main results of this paper are: 
THEOREM 1. Let F and h of Eq. (1.3) satisfy the following conditions: 
(i) There is a constant K such that 
I F(t, x1 > 4 - F(t, ~1, uz)l < WI xl- YI I + I ~2 - YZ II 
for all (t, "'~1 , 4 and (4 y1 , YJ 
in J x R” x R”. (1.9) 
(ii) 0 <h(t) < tforaZZtE J (1.10) 
Then Eqs. (1.3) and (1.4) have a unique solution. 
THEOREM 2. Let k be a positive integer and astime that the conditions of 
Theorem 1 are satisjied. Then there is a unique jik E Pk satisfying Eq. (1.8). 
THEOREM 3. Let the conditions of Theorem 1 be satisjied. If y(t) is the unique 
solution of Eqs. (1.3) and (1.4), and & is the best approximate soZution of Eqs. (1.3) 
and (1.4) of degree k, then Ij & - y 11 ---t 0 as k + m. 
We shall omit the proof of Theorem 1 since it is a well-known result (see [5]). 
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2. EXISTENCE OF BEST APPROXIMATE SOLUTIONS 
We give a proof of Theorem 2 in this section. Let S and P6 be deiined as in 
Section 1. 
Let 
$$) SP II = OJ wj 
Let 
r=2(jSx,l[ >o, 
and 
W = {p E Pk such that \I Sp jj < r]. 
It is clear that w < r. Thus there is a sequence (pi> in tti such that 
(2.2) 
(2.3j 
Let /j - /iA be defined by 
II x IL = ;yz {I +)I e-9 (2.4) 
where h = 3Kl. We have 
Let p be any element in Wand let y(t) be the unique solution of (1.3) and (1,4)- 
Then, by Eq. (2.5) 
Therefore 
II P -Y IIA d II P - TP IL + II TP - TY /IA 
B II SP l/A + ti II P - Y ilh 
and 
II P - Y llh G 3 II SP !IA 7 
II P II G II P lh eAz < {II Y Ill + II P - 3’ IId enz 
< (II Y IIA + 3r) eSZ. 
52 ENG-BIN LIM 
Thus B’ is bounded. Since NT is also finite dimensional and closed, there is a 
subsequence (py} C {pi> and j& E 6V such that 
~glPY-Fkll =o (2.7~ 
Eqs. (2.3) and (2.7) implies that j/ S& I/ = infDEPb jl Sp 11. This completes the 
proof of Theorem 2. 
3. CONVERGENCE OF SEQUENCE OF BEST APPROXIMATE SOLUTIONS 
Let E be an arbitrary positive number. Let ~z be a positive integer such that 
3(1 + 2KZ) < ~ZE. By Weierstrass Theorem, there is a positive integer N and a 
polynomial 4 of degree N such that 
II4--YII <; (3.1) 
where y is the unique solution of (1.3) and (1.4). 
We assume that the conditions of Theorem 1 are satisfied. Then 
I Q(t) - Ty(t)l < K j”” {I q(s) - r(s)1 + I q(W) - y(W)l) ds < 5 
0 
for all t E J. 
Thus 
II W-- TYII + 
Therefore, 
Let jYN satisfy 
II sq II = II 4 - Tq II 
< II 4 - Y II + II TY - Tq II 
< (1 + 2K2)/?2. 
(3.2) 
II %Jll = $fJI SPll (3.3) 
where N is the degree of the polynomial in Eq. (3.1). For any k > N, let & be 
the unique solution of Eq. (1.8). By Eq. (2.6), 
II A - Y Ilh < 3 II mc II = 3 $!g II SP II < 3 @$&II SP II 
< 3 [I sq 11 < 3(1 + 2Kz) < E 
n 
Thus /I & - y IjA < E for all k > A? This shows that II & - y [I + 0 as R + 00. 
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4. REMARKS 
The results of this paper can be applied to compute uniform approximate 
solutions to Eqs. (1.3) and (1.4). As in [I], we may develop algorithms and 
utilize computers to obtain the approximate numerical solutions. The error 
bounds of the approximate solutions may be obtained as in [3]. More work 
may be done along these directions. 
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