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Abstract: Active control of the growth of broiler chickens has potential benefits for farmers
in terms of improved production efficiency, as well as for animal welfare in terms of improved
leg health. In this work, a differential recurrent neural network (DRNN) was identified from
experimental data to represent broiler chicken growth using a recently developed nonlinear
system identification algorithm. The DRNN model was then used as the internal model for
nonlinear model predicative control (NMPC) to achieve a group of desired growth curves. The
experimental results demonstrated that the DRNN model captured the underlying dynamics of
the broiler growth process reasonably well. The DRNN based NMPC was able to specify feed
intakes in real time so that the broiler weights accurately followed the desired growth curves
ranging from −12% to +12% of the standard curve. The overall mean relative error between
the desired and achieved broiler weight was 1.8% for the period from day 12 to day 51.
Keywords: Predictive Control, Broiler, Growth, Optimal Control, System Identification,
Neural Network Models.
1. INTRODUCTION
This work forms part of a programme to determine, model
and control the biological and physical responses and in-
teractions of poultry to dynamic changes in their physical
environment. In particular, it studies the growth and be-
haviour of broiler chickens reared for meat production and
their ammonia emissions in response to dynamic changes
in feed quantity, light intensity and relative humidity. This
paper focusses primarily on growth.
Growth of an animal integrates various physiological and
environmental processes, so weight gain is not only a valu-
able measure of economic performance, but also a conve-
nient measure of environmental response. Maximal growth
rate as a function of feed intake is the most important
parameter from the perspective of growers, because feed
is the biggest cost in the production of broilers. Recently
other physiological processes such as skeletal development
and activity have also been considered. Slower growth
in the early stages of broiler development reduces the
incidence of lameness, the most important animal welfare
issue in broiler production [Butterworth and Arnould,
2009].
Frost et al. [1997] argued that livestock production systems
contain multiple interconnected processes that need to be
managed to meet several performance criteria, including
economic, animal welfare and environmental targets. Tra-
ditional management was, and still is, largely based on
experience and is not good at integrating processes and
performance criteria. An example is the use of climate
(temperature) controllers. Development of the climate con-
troller was through observing animal performance and be-
haviour [Charles and Walker, 2002]. However, control was
through temperature measurement alone, discarding any
information from the animal. The stockman still had to
intervene if the response of the animals indicated that the
temperature control was imperfect. The proposed solution
was to move towards integrated closed-loop, model-based
control systems, by first developing controllers for the key
processes, using sensor technology capable of measuring
animal responses, that was becoming available.
The nutritional and environmental requirements of broilers
are well understood [Gous et al., 1999], which has enabled
the development of mechanistic models to predict broiler
growth from feed inputs [Emmans, 1995]. These models
and the science underlying them have been used to cre-
ate plans for nutrition and weight gain [Aviagen, 2002].
However, the dynamic responses of animals to (sudden)
changes in the environment are less well understood and
fewer models exist. Furthermore, Wathes et al. [2008]
states that in general mechanistic models are not suitable
for control purposes, because they are often overly com-
plex, with too many parameters, although these have bi-
ological meanings, and inaccurate, since parameter values
may change over time and space.
Recently, data-based models describing the response of
the growing broiler to changes in feed quantity have been
explored as an alternative to mechanistic models. Data-
based modelling techniques estimate the unknown model
parameters of any abstract mathematical model structure
from measurements of process inputs and outputs. In prin-
ciple, the parameters can be estimated on-line resulting in
an adaptive model that can cope with the characteristics
of most biological processes, i.e. individual, time variant
and dynamic [Aerts et al., 2003b]. This type of model has
the advantage that no a priori knowledge of the process is
required, although the latter is beneficial whilst developing
the model. However, in contrast to mechanistic models,
the parameters have no biological meaning. The resulting
model will in general be more compact and therefore suit-
able for control purposes. As a result data-based models
are widely used for process control in other industries.
Various approaches to modelling broiler growth have been
used, including hyperbolastic models [Ahmadi and Mot-
taghitalab, 2007], artificial neural networks [Ahmadi and
Mottaghitalab, 2008] and recursive linear models [Aerts
et al., 2003b].
Frost et al. [2003] and Stacey et al. [2004] described the
development of a system based on a mechanistic model
to control the feeding of broiler chickens to achieve a
given time-weight performance. The system was developed
on farm scale (over 30,000 birds/house) using a feeding
system where the diet composition was controlled by
blending two different feeds and growth was monitored
by perch weighers. It aimed to optimise the feed blend
to minimise the errors from a planned growth curve from
the current day to slaughter, and was able to deliver birds
of the correct weight, except when growth was inhibited
by disease. The use of a simulation model required the
specification of several genotype-dependent parameters
and feed analysis in terms of several nutrients.
For the reasons discussed above, a data-based approach
was followed on laboratory scale by Aerts et al. [2003a]
and at a larger scale by Cangar et al. [2008], in which
the quantity of feed presented was controlled using model
predictive control. They used a recursive linear model
with time varying parameters to predict weight 3–7 days
ahead [Aerts et al., 2003b]. Using online prediction of the
feed quantity, control of broiler growth along a target
trajectory proved possible within certain boundary con-
ditions. Most notably, the period during which growth
could be restricted without affecting the ability of the
broiler to reach the target weight was limited to the early
stages of growth (age 7–30 days). Growing broilers to the
required target weight using online control resulted in a
mean relative error of 6–10% in live weight.
The method described here shares some of the charac-
teristics of the above approaches and aims to overcome
some of their limitations. The model is empirical, so does
not require genetic parameters or detailed feed analyses,
but simulates growth from hatching to slaughter. Based on
this model, the controller is designed to optimise feeding
over the complete period of growth instead of a fixed
horizon. The control strategy aims to optimise the system
by reducing the feed intake to save cost, minimising the
deviation of bird weight from a predefined grow curve to
ensure the final target is smoothly achieved and at the
same time restricting the daily change in the intake to
avoid potential stress on the birds. These objectives are
combined into a single cost function as a weighted sum of
these criteria.
The paper is organised as follows. In section 2, after a brief
description of broiler growth and the experimental data,
the DRNN model is introduced and developed to represent
the growth dynamics. The growth control problem is
then defined in section 3 and solved using the DRNN
model and the NMPC framework. The performance of the
DRNN model and the NMPC algorithm are demonstrated
through experiments in section 4. A discussion of the
results and the conclusions are given in section 5.
2. WEIGHT-FEED MODEL IDENTIFICATION
Growth of any organism is a complicated nonlinear dy-
namic process, which is difficult to model from first prin-
ciples. Most conventional system identification approaches
use linear model structures, such as the autoregressive
moving average with exogenous input model (ARMAX),
which are not capable of capturing the nonlinearity cov-
ering the entire growth process of broilers. Due to their
ability to approximate any nonlinear function, recurrent
neural networks (RNN) are widely used for nonlinear sys-
tem identification. However, most available RNN models
are in discrete time, which can only work for the spe-
cific sampling rate with which the model is trained. In
order to develop a dynamic model to control the entire
growth process with potentially variable sampling rate, the
differential RNN (DRNN) and the associated automatic
differentiation based training algorithm developed by Al-
Seyab and Cao [2008b,a] were adopted for this work.
A first order DRNN model with two hidden nodes rep-
resented as follows is adopted to represented the boiler
growth process.
x˙ = w5σ(w1x+ w3u) + w6σ(w2x+ w4u) (1)
where x and u are the weight and feed intake for a
single bird, respectively, σ(x) = e
x−e−1
ex+e−1 and w1, . . . , w6 are
model parameters to be determined. The model structure
is determined based on the intuitive assumption that from
any initial weight, x0, if the feed intake is zero, then the
boiler weight will gradually decay to zero.
To generate data for training and validating the model,
broilers were grown from 1 day old to 51 days and exposed
to dynamic (sudden) changes in the inputs, feed amount,
light intensity and relative humidity (RH), from day 12
onwards. To ensure a measurable response in output, the
change in the input was set unrealistically large compared
to normal broiler production practise. Feed amount was
set at either 90% or 110% of normal rates. Light intensity
was set at either 10 or 100 lux and RH at 56% or 70%. The
frequency of change was set according to the time required
to reach a new steady state in the output, i.e. hours for
the light intensity and 3–7 days for feed amount and RH.
A two-level (change or no change) of three-factor (feed
amount, light intensity and RH) factorial design requiring
23 = 8 identical rooms was used and repeated in three
trials. Each possible combination of inputs was randomly
allocated to a room in each of the three trials. This
experimental design potentially allowed identification of
interactions between the processes: growth, activity and
ammonia emission, affected by feed amount, light intensity
and RH, respectively.
Each room housed 262 broilers (Ross 308) on a bed
of woodshavings. Stocking density was 33 kg m−3. The
bird weight was measured continuously using a weighing
platform suspended from a load cell (Fancom 747 series
bird weight platform and computer). Specially formulated
broiler feeds were weighed and dosed automatically to
each room (Fancom 771 feed computer) four times a day.
Feed quantity dosed and bird weights in each room were
recorded automatically four times per day from day 3–51.
Other environmental variables, such as temperature, RH
and light intensity, were monitored and recorded at least
four times per day.
To determine the six model parameters, experimental data
from the trails described above were used. Each batch
contained the input and output data for one room from
one trial. The training data set consisted of six batches,
two from each trial. Another six batches were selected for
validation.
The training process started from a set of randomly
generated parameters. The growth of a batch was then
calculated from the initial weight and the feed intakes
recorded in the data by solving the model equation (1)
using the automatic differentiation approach described
by Cao [2005]. Let the bird weight recorded in experiments
and estimated from (1) at each sampling time be xk and
xˆk, k = 1, . . . , N , respectively. Then the training process
aimed to minimise the following cost function by adjusting
the model parameters w1, . . . , w6
min
w1,...,w6
N∑
k=1
(xk − xˆk)2 +
6∑
k
αw2k (2)
where α is a weighting factor for the model parameters.
The second term of the cost function is for rigid regulation,
which improves the model generality.
The optimization in (2) was converted into a standard
nonlinear least squares problem and solved using the
Levenberg-Marquardt (LM) algorithm (see [Marquardt,
1963]), where the model parameters were iteratively up-
dated to reduce the cost function until the algorithm con-
verged or the validation cost started to increase. To avoid
the training process being trapped in a local minimum, the
optimization procedure was repeated with different sets of
randomly generated initial parameters until a satisfactory
model was obtained. The final model parameters obtained
were:
w1 = −2.8456× 10−4 w2 = 1.0162× 10−4
w3 = −2.5539× 10−3 w4 = 4.2284× 10−3
w5 = 756.5 w6 = 1488.5
This system is stable at the equilibrium point x = 0 and
u = 0. This can be verified by the pole of the system at
this point, p = w1w5+w2w6 = −0.064 < 0. Therefore, the
model indicates that for zero intake, the weight of a bird
will eventually decay to zero.
Typical performance of the trained DRNN model is repre-
sented for one of the remaining 12 test batches in Figure 1,
which shows that the trained DRNN was able to predict
the bird weight satisfactorily even when the actual feed
intake was modulated by regular step changes.
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Fig. 1. DRNN model testing. Top: the actual (solid-line)
and predicted (dashed-line) broiler weight; Bottom:
the actual feed intake.
3. BROILER GROWTH CONTROL
In theory, using the identified DRNN model, many optimal
control problems can be investigated, such as minimum
time control, where feed intakes are calculated such that
birds can grow as fast as possible to reach the target
weight, and the minimum food problem, where optimal
feed intake is designed such that the total food consump-
tion is minimized to achieve the same target weight on
the target day. However, due to the limited experimental
data, upon which the model was based, it would not be
applicable to some extreme situations, such as very low
and high feed intakes. To ensure the model was working
within a reliable range that would not compromise broiler
welfare, a regulation control problem was constructed to
design optimal feed intake such that the actual bird growth
followed a predesigned curve smoothly with the minimum
feed intake.
The above regulation problem was solved through a non-
linear model predictive control (NMPC) scheme. In the
NMPC, at each sampling point, t0, the average weight
of a bird predicted by the model, x0 is compared with
the measured weight, xm. The difference, n = xm − x0 is
treated as the disturbance. This disturbance is assumed
to be constant within the prediction horizon, t0 ≤ t ≤ tf .
Therefore, to correct the error caused by this disturbance,
the actual set-point at a time point, t, within the predic-
tion horizon is biased as xˆ(t) = xr(t) + n, where xr(t) is
the target weight. Then, the optimal control problem to
be solved at each sampling point, t0 is stated as follows.
min
u
tf∑
t=t0
[
α21(x(t)− xˆ(t))2 + α22v2(t) + α23(∆v(t))2
]
(3)
s.t. x˙ = w5σ(w1x+ w3u) + w6σ(w2x+ w4u) (4)
x(t0) = x0 (5)
x(tf ) = xf (6)
where, v2(t) = u(t) is the feed intake at day t, ∆v(t) =
v(t)−v(t−1), t0 and tf are current and final days, respec-
tively, x0 and xf are current and final weights, respectively,
α1, α2 and α3 are weights of the optimization problem
for weight accuracy, food consumption and smoothness
respectively. Note that although the optimal control prob-
lem in (3) is open loop, the correction of modelling error,
xˆ(t) = xr(t) + xm(t0)− x0 uses the real measured weight,
xm(t0), hence the actual control is feedback control.
The problem can be cast as a standard nonlinear least
square problem, minu eTe, with residuals, e defined as
follows.
e =

α1(x(t0 + 1)− xˆ(t0 + 1))
...
α1(x(tf )− xˆ(tf ))
α2v(t0)
...
α2v(tf − 1)
α3∆v(t0)
...
α3∆v(tf − 1)

(7)
The corresponding Jacobian, J = ∂e/∂u can be derived
through automatic differentiation as explained by Al-
Seyab and Cao [2008b]. The optimal values of v =
[v(t0) · · · v(tf − 1)]T are then obtained iteratively using
the LM algorithm [Marquardt, 1963]:
vk+1 =
(
JTk Jk + µI
)−1
JTk ek (8)
where ek and Jk are the residuals and the Jacobian
corresponding to vk, µ is a parameter adjusted by the
algorithm to maintain a fast convergence.
Once the iteration has converged, the first instance of the
obtained optimal solution, v is converted into the feed
intake, u(t0) = v2(t0) and applied to the real system. The
whole procedure will be repeated at next sampling time
when a new measured average bird weight, xm is available.
4. VALIDATION OF THE GROWTH CONTROL
ALGORITHM
To validate the control algorithm developed in the previous
section, fresh experiments were designed and carried out.
In these experiments, four growth curves were devised for
the controller to attempt to follow as closely as possible
by predicting the required feed intake. These new growth
curves were derived from the standard growth curve pro-
vided by Aviagen [2002], i.e. reaching a weight of 2.85 kg
at 50 days of age, and were used for the development of the
controller. Up to day 12 the broilers were grown according
to the standard curve, then, from day 12–50, followed
the new growth curves. The four new growth curves were
specified as
• standard curve
• +12% of standard curve
• −12% of standard curve
• −12% to day 30 followed by +12% of standard curve
(slow growth followed by recovery growth)
The broiler growth controller was tested using four of
the eight available rooms. Each growth curve was tested
with one room. Each room was initially stocked with
265 day-old chicks (Ross 308). Environmental conditions
were kept identical to the conditions used in the training
and model validation trials, apart from the frequency of
light intensity change and number of meals fed daily. The
total daily intake of each room was set by the controller.
The controller was used for on-line calculation of the feed
intake, however with a 24-hour delay in implementation of
the calculated feed intake through a manual adjustment of
the feed dosed.
The initial results from the first 4 batches are summarised
in Table 1, where the four controlled (actual) weights
at day 50 are compared with their corresponding target
values taken from the prescribed growth curves. The
predicted total feed intake was calculated from the sum
of the controller–predicted feed dosage rate. The actual
total feed intake was calculated from the sum of the feed
dosed per room for day 12–49, corrected for the actual
number of birds present. The mean relative error and
maximum deviation of the actual weights from day 12–50
were calculated as percentages, where the mean relative
error, ε¯ and the maximum deviation, σmax are defined
based on the actual weight, wact and the corresponding
theoretical weight, wth as follows.
ε¯=
1
39
50∑
d=12
∣∣∣∣wact(d)− wth(d)wth(d)
∣∣∣∣ (9)
σmax = max
12≤d≤50
∣∣∣∣wact(d)− wth(d)wth(d)
∣∣∣∣ (10)
Daily comparisons of controlled against modelled and
standard growth curves are shown in Figures 2 to 5 for
the standard growth curve and +12%, −12% and −12%
followed by +12% of standard growth curves, respectively.
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Table 1. Theoretical live weight and achieved live weight of the broilers at age 50 days and
goodness of fit of the achieved live weight compared to the set growth curve from day 12–50.
Predicted and actual total feed intake per bird and feed conversion ratio (FCR) for the period
of day 12–49.
Growth curve unit Standard +12% of −12% of −12% & +12%
(Aviagen) standard standard of standard
Bird weight at 50 days
Theoretical kg 2.85 3.20 2.51 2.85
Actual kg 2.73 3.10 2.44 2.72
Mean relative error % 1.8 1.8 2.8 1.6
Maximum deviation % 5.2 6.0 16.3 5.0
Total feed intake from day 12–49
Predicted kg.bird−1 4.66 4.99 4.30 4.62
Actual kg.bird−1 4.59 5.04 4.31 4.62
Feed conversion Ratio - 1.91 1.84 2.02 1.93
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Fig. 3. Theoretical +12% of standard and actual achieved
growth curves. The standard growth curve (Aviagen)
is plotted for comparison.
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Fig. 4. Theoretical −12% of standard and actual achieved
growth curves. The standard growth curve (Aviagen)
is plotted for comparison.
The results clearly indicate that the controller is capable of
predicting the feed intake required to reach the end weight
and follow the reference growth curves well with an mean
relative error less than 2%, except for the −12% curve.
The larger mean relative error in the −12% growth curve
was caused by a malfunction in the feeding equipment
from day 16–19 causing the birds to be fed the correct
feed amount, but at very irregular intervals, potentially
inhibiting growth (maximum deviation from curve was
−16%). However, the controller was able to return the
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Fig. 5. Theoretical −12% followed by +12% of standard
and actual achieved growth curves. The standard
growth curve (Aviagen) is plotted for comparison.
growth to the set curve within 4 days. Excluding this
period reduced the mean relative error to 1.9%. Overall
the mean relative error in this work is much lower than
the 7–9% reported by Cangar et al. [2008]. The authors
suggested that this high error might be largely due to
different conditions and systems for the weighing and
feed delivery used for generating data for creating and
validating the model (small scale, “ideal” conditions) and
for the validation of the control algorithm. In our work all
steps were done on the same scale, same conditions and
with the same equipment.
For all four growth curves, the projected end weight was
met within small tolerances. From day 42 onwards the
actual bird weight started to deviate from the theoretical
bird weight (slower growth). This could be a undesirable
feature of the DRNN model used. However, it also coin-
cided with the introduction of the withdrawal grower diet
which in theory differs in composition from the normal
grower diet in the absence of coccidiostats only. The ab-
sence of the coccidiostats should not affect the growth or
feed conversion, but it is not evident from the feed analysis
if other minor changes were made to the feed composition
between the two deliveries that could have affected the
growth. In contrast to findings by Cangar et al. [2008]
in these trials the Ross 308 bird appeared to be capable
of recovery growth (see Figure 5), i.e. the broilers were
capable of regaining weight in excess of equivalent growth
by the standard growth curve beyond 31 days. One reason
for this difference is the lower energy and protein content
of the diets used in this work compared with current
industry standards (approximately 15% lower). The stan-
dard growth curve used was also set below the maximum
potential growth curve given by Aviagen [2002]. Hence, the
broilers were capable of utilising the additional protein and
energy provided as the maximum growth potential had not
yet been reached.
The DRNN model used in the controller controlled not
only the daily feed intake on line, but predicted accurately
the required feed intake for the whole of the growing
period. This novel addition will be very useful to farmers
when deciding on a growth curve suitable for various sce-
narios. From the four growth curves used in this trial the
+12% of standard growth curve is better from an economic
point of view, as it has by far the lowest feed conversion
ratio (FCR). Using the slow growth with recovery growth
option, has potential advantages for animal welfare in
terms of leg health and proved to be no worse in achieving
the final weight with a similar FCR and total feed intake
requirement.
5. CONCLUSIONS
An accurate differential recurrent neural network model
of broiler growth has been identified, validated and tested
successfully. The DRNN model accurately described the
dynamic time variable growth of broilers. Typically the
mean square error and standard deviation between the
model and data were of the order of 0.02 and 0.03,
respectively.
The nonlinear model predictive controller, incorporating
the DRNN model, was constructed to predict the feed
quantity required for the broilers to grow following pre-
determined growth curves. Preliminary results showed
that the NMPC accurately predicted the feed quantity
to achieve a range of predetermined growth curves. The
mean relative error for the period from day 12–50 was
1.8%. The NMPC was capable of accurately predicting
compensatory growth rates following two days of retarded
growth rates due to feeding equipment failure. In addition,
the controller was able to predict the total feed intake for
the whole growth period accurately.
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