This paper presents a framework for the calculation of stochastic connectivity properties of wireless multihop networks. Assuming that n nodes, each node with transmission range r 0 , are distributed according to some spatial probability density function, we study the level of connectivity of the resulting network topology from three viewpoints. First, we analyze the number of neighbors of a given node. Second, we study the probability that there is a communication path between two given nodes. Third, we investigate the probability that the entire network is connected, i.e. each node can communicate with every other node via a multihop path. For the last-mentioned issue, we compute a tight approximation for the critical (r 0 , n) pairs that are required to keep the network connected with a probability close to one. In fact, the problem is solved for the general case of a k-connected network, accounting for the robustness against node failures. These issues are studied for uniformly distributed nodes (with and without 'border effects'), Gaussian distributed nodes, and nodes that move according to the commonly used random waypoint mobility model. The results are of practical value for the design and simulation of wireless sensor and mobile ad hoc networks.
INTRODUCTION
In an ad hoc network, mobile devices communicate with each other in a peer-to-peer fashion; they establish a self-organizing wireless network without the need for base stations or any other pre-existing infrastructure. An outstanding feature of this emerging technology is multihop communication. If two devices cannot establish a direct wireless link (because they are too far away from each other), the devices in between act as relays to forward the data from the source to the destination. In other words, each device acts as both a terminal and a node of the network. This paper investigates a fundamental property of an ad hoc network: its connectivity. Whereas a mobile device in a cellular network is 'connected' if it has a wireless link to at least one base station, the situation in an ad hoc network is more complicated. Since mobile devices also act as relays (routers) for messages of other devices, each single device contributes to the connectivity of the entire network. If a device fails, the connectivity between two other devices might be destroyed. If the spatial density of the devices is too low, the multihop principle for communication does not work at all. In other words, the communication among devices is not guaranteed, but only probabilistic measures can be given.
We study various aspects of network connectivity using probabilistic methods. Given a certain random spatial distribution of the devices and a simple radio link model, we describe the network topology as a random geometric graph. A device is represented by a node and a wireless link by an edge between two nodes. Based on this network model, we answer questions such as: To how many nodes does a node typically have links? What is the probability that the complete network is connected, i.e. a wireless multihop path exists from each node to each other node. How does node mobility affect the results?
This article is organized as follows: Section 2 defines the network model used and recalls some definitions from graph theory. Section 3 studies the connectivity from the 'local viewpoint' of a node. We analyze the number of neighbors of a node in the network graph and explain how 'border effects' influence the results. Section 4 studies the connectivity of all nodes from a 'global' point of view. We derive a tight approximation for the minimum number of nodes with given transmission range that must be distributed on a certain area to achieve an almost surely connected network. After giving general expressions for an arbitrary spatial node distribution, we derive explicit results for uniformly distributed nodes with and without border effects, Gaussian distributed nodes and nodes moving according to a certain mobility model. Next, Section 5 considers a network design that is robust against node failures. That is: How can we achieve, with minimized resources, an ad hoc network that is guaranteed to remain connected even if a certain number of nodes fail? Section 6 addresses the probability that two nodes can communicate via a multihop path. Section 7 outlines related work. Finally, Section 8 concludes and gives ideas for further research. Parts of this article are based on the author's conference papers [1, 2, 3, 4] .
Our results hold for any kind of wireless multihop network, but they are especially interesting for wireless sensor networks. These networks may consist of many tiny sensors that are distributed over a particular area, which needs to be observed. For example, a sensor network is deployed to monitor the behavior of animals in a certain habitat [5] . Each sensor fulfills a certain sensing task. For example, it measures the temperature, humidity or pressure, or it takes photos and records sounds. It then exchanges this data with other sensors in a multihop fashion, such that an overall description of the environment is obtained.
NETWORK MODEL AND DEFINITIONS
This section explains the network model used and gives some definitions from graph theory. Throughout the paper, random variables are written in upper case letters; specific outcomes of these variables are written in lower case. For example, the random variable representing the one-dimensional location of a node is denoted by X; a specific location is written as x. The probability density function (pdf ) of X is denoted by f X (x) and its expected value is E{X}. In two dimensions, we use x = (x, y) for Cartesian coordinates and x = (r, φ) for polar coordinates.
Modeling assumptions
From a set of n nodes, each node is independently randomly placed according to some two-dimensional pdf f X (x) on a system area A. Several parts of this article consider a circular area (disk) of radius a (see Figure 1) .
To describe the transmission between the nodes, we use a geometric link model. It defines the path loss between two nodes as follows. Suppose a node transmits a signal with power p t , and another node receives this signal with power p r . The two nodes establish a wireless link if p r is larger than or equal to a certain threshold power p r,th (receiver sensitivity). Assuming that all nodes have the same p t and p r and use omnidirectional antennas, two nodes can establish a link if the distance between them is less than or equal to r 0 = p t p r,th
which is called the transmission range (see Figure 1 ). The term α is the path loss exponent of the environment; typical values are 2 ≤ α ≤ 5. In a mobile scenario, each node moves independently of other nodes according to some mobility model. The most commonly used mobility model in simulation-based research on ad hoc networking is the random waypoint (RWP) model (see, e.g. [6, 7] ). A node randomly chooses a destination point ('waypoint') from a uniform distribution over A. It moves at constant speed in a straight line to this point, rests for a certain pause time T p , chooses a new destination point and speed, and so on.
A different mobility model, denoted as random direction (RD) model in this article, chooses a movement angle instead of a destination point (see, e.g. [8] ). This angle ϕ is chosen from a uniform distribution on the interval [0, 2π [. A new direction is chosen after a random time that is taken, for example, from an exponential distribution. Whenever a node reaches the border of A, it is either 'wrapped around' to the opposite side of A, or it is 'bounced back' with an angle −ϕ or π − ϕ, respectively.
Definitions from graph theory
Given these modeling assumptions, the topology of an ad hoc network can be represented at each time instant as a graph G = G(r 0 , n), which consists of a set of n nodes (vertexes) and a set of m links (edges). Since our link model considers only bidirectional links, we always obtain an undirected graph. The weight of a link is the Euclidean distance between the nodes. The following paragraphs recall some basic definitions from graph theory [9] . Two nodes are neighbors if they have a link between each other. The number of neighbors of a node u ∈ G is called its degree d (u) . A node with d(u) = 0 is said to be isolated (see Figure 1) . The mean node degree of
, where d mean = 2m/n in undirected graphs. The minimum node degree of G is d min = min ∀u∈G {d(u)}. When we refer to a single node, we skip u and just write d.
A path between two nodes is a subgraph of G defined by a list of consecutive links connecting the two nodes. The shortest path between two nodes is the path with the minimum sum of the link weights between the two nodes.
A graph is said to be connected if for every pair of nodes there exists a path between them (Figure 2a) . If a graph is not connected, it is called disconnected (Figure 2b) . A disconnected graph may consist of isolated nodes and disjoint graph partitions (connected components) with more than one node. A graph is said to be k-connected (k ∈ N) if for each node pair there exist at least k node-disjoint paths connecting them (see Figure 2c , k = 2). Equivalently, a graph is k-connected if and only if no set of (k − 1) nodes exists whose removal would disconnect the graph. In other words, if any (k − 1) nodes fail, the graph is guaranteed to be still connected. Clearly, a k-connected graph is also (k − i)-connected with i = 1, 2, . . . , k − 1.
The minimum spanning tree of a connected graph G is the cycle-free subgraph G ⊂ G that keeps all nodes of G connected with minimum sum of the link weights (Figure 2d ).
An important observation is that a graph created by our modeling assumptions is called a geometric random graph G(r 0 , n) in mathematics. Later in this article, we will employ a recently published theorem from this nascent research field, which lies at the intersection of stochastic point processes and graph theory. The random variables corresponding to the properties of a random graph are again written in upper case. For example, the minimum degree of a random graph is D min , and the number of links is M.
NUMBER OF NEIGHBORS
The number of neighbors is an essential characteristic of a node in a network. If a node has no neighbors, it cannot exchange any information with other nodes and is thus useless for the entire network. In a mobile scenario, an isolated node that wants to send or receive information must wait until it moves into the range of another node or until another node passes by. This might cause an unacceptable message delivery delay. On the one hand, a high degree makes a node resistant against movement and failures of neighbors or links. On the other hand, it creates higher interference for neighboring nodes. This tradeoff has been the motivation in several publications to discuss the 'optimal number of neighbors' in an ad hoc network [6, 10] .
Let us, therefore, show how to compute the stochastic properties of a node's degree, represented by the random variable D ∈ N 0 . We investigate the discrete pdf P (D = d) and the expected value E{D}. After giving a general framework on how to compute these values for an arbitrary spatial node distribution, we study a uniform distribution on a bounded area, a Poisson distribution on an infinite area and, finally, nodes moving according to the RD and RWP models.
Arbitrary node distribution
Let us consider a node at a given location x. A second node is randomly placed according to some arbitrary pdf f X (x ). The two nodes establish a link if the second node is placed within a circle of radius r 0 around x. As shown in Figure 1 , this circular area is denoted as A 0 (x). The probability for this link event is given by
In a network with n nodes, the probability that the given node has degree d is given by the binomial distribution
with an expected value E{D | x} = µ 0 (x) = (n − 1)P 0 (x). For small P 0 (x) and large n, the binomial distribution can be well approximated by the Poisson distribution
with µ 0 (x) nP 0 (x). The Poisson distribution yields an accurate approximation if both P 0 (x) ≤ 0.08 and n ≥ 1500P 0 (x) are fulfilled [11] . The probability that the given node is isolated is thus
In the following, we assume that the above conditions for Poisson approximations are fulfilled. The probability that a given node has at most d neighbors is then
where (α, β) denotes the incomplete Gamma function, defined by (α, β)
. We now regard a randomly chosen node with unknown location. The stochastic properties of D are given by the weighted sum of the above conditional values over all possible locations:
and
These properties can be interpreted in various ways: In a static network, E{D} denotes the expected degree of a randomly chosen node in a random network. For n sufficiently large, it also represents the mean degree D mean of a random network (ensemble average). Thus, for given E{D}, the expected number of links of a network can be computed by E{M} = (n/2)E{D}. In a mobile scenario, the above properties can be interpreted as time values: E{D} represents the time average of a node's degree during its entire movement. Equivalently, the probabilities denote the percentage of time that a node has a certain degree.
Uniform node distribution
The majority of studies on static ad hoc networks employs a uniform node distribution over a finite area A, i.e.
The with A = A denoting the size of A. In this case, the probability P 0 (x) only depends on the size of the intersection area between A and a node's coverage area
Nodes located at least r 0 away from the border of A are called center nodes. They have A 0 (x) = r 2 0 π and thus an expected degree nr 2 0 π/A. Nodes located closer than r 0 to the border of A are called border nodes. They experience a smaller intersection area, i.e. A 0 (x) < r 2 0 π , leading to a smaller expected degree. Due to this fact, denoted as border effect in the following, a randomly chosen node in a network has an expected degree µ 0 = nE{A 0 (x)}/A < nr 2 0 π/A. We now regard a circular system area A of radius a. Two example topologies are shown in Figure 3 . Without loss of generality, we define the origin in the middle of A and use polar coordinates r and φ for the location x. Plugging (10) into (2) with A = a 2 π, we observe that P 0 (x) is determined by the normalized radial coordinater = r/a and the normalized ranger 0 = r 0 /a. We obtain
with ζ = (r +r 0 + 1)(−r +r 0 + 1)(r −r 0 + 1)(r +r 0 − 1). This expression will be important in the computation of the overall network connectivity later in this paper. Let us now calculate the unconditional values µ 0 and P (node iso). Plugging (10) and (11) into (7) To simplify this expression, we expand it into a Taylor series with respect tor 0 . Taking into account thatr 0 1, saŷ r 0 < 0.3, all terms of this series with power 5 and higher can be ignored. We obtain
This approximation yields a relative error of only −0.03% for r 0 = 0.3 and lower errors for lower ranges. Note that the term −(4/3π)r 0 accounts for the smaller degree of border nodes. The isolation probability of a node at locationr can be computed by plugging (11) into (5). Afterward, Equation (8) yields the overall isolation probability P (node iso). The two bold curves in Figure 4 depict this probability overr 0 for n = 500 and n = 1000 nodes. For example, to achieve P (node iso) ≤10 −5 with n = 500 nodes, a range of at least r 0 = 0.184 is needed. Having n = 1000 nodes allows us to reduce the range tor 0 = 0.127.
Uniform distribution without border effects
Let us assume for a moment that border effects are not present, i.e. each node in the network has an expected degree µ 0 (x) = µ 0 = nr 2 0 π/A ∀x. Such a situation occurs if both n and A tend toward infinity but their ratio ρ = n/A remains constant. This limiting case of a uniform distribution is called a homogeneous Poisson point process of density ρ. It is completely defined by two properties [13] : (a) the number of nodes in each finite subarea follows a Poisson distribution, (b) the number of nodes in non-overlapping subareas are independent random variables. This process is 'homogeneous' because ρ is constant over the entire infinitely large area.
The isolation probability of each node is then given by
This function is plotted in Figure 4 for ρ = 500/a 2 π and 1000/a 2 π . Due to the missing border effect, the isolation probability is drastically reduced compared to uniform nodes, in particular for higher ranges. The probability that a node has at least k neighbors is
To generate such a homogeneous scenario in a simulation, it is not feasible to deploy an infinitely large system area. A possible approach to simulate Poisson nodes in a bounded area, however, follows directly from the above definition. We regard an observation area A of finite size (see disc in Figure 5 ) and define a guard area A g around A. The entire area is then A = A ∪ A g . We choose the number of nodes N from a Poisson distribution and uniformly place them over the entire area A . The expected number of nodes in A is E{N } = ρA . Now, all nodes located in the observation area A-their expected number is E{N } = ρA-do not suffer from any border effect and have an expected degree µ 0 = ρr 2 0 π . Only these nodes are considered for the simulation statistics. To compare this scenario with that of a given number of n uniformly distributed nodes in A, we set ρ = n/A. A disadvantage of this approach is the increased number of nodes that must be simulated.
A second simulation technique in which nodes do not suffer from border effects is to consider a uniform node distribution on a bounded area A and use a wrap-around distance model (also called cyclic distance model) instead of the usual Euclidean distance model [14, 15] . Here, a node at the border of A is considered as being 'close' to nodes located close to the opposite border of A, and, thus, it can establish links via the borderline to these nodes. In other words, a flat circular area becomes a sphere.
These borderless homogeneous scenarios serve as a benchmark for the connectivity properties of inhomogeneous node distributions.
FIGURE 5.
Poisson distributed nodes (ρ = 700/16a 2 and r 0 = 0.2a).
Nodes with random waypoint mobility
Let us now consider a scenario in which all nodes move according to a given mobility model. If the RD model is used with one of the border strategies mentioned in Section 2.1, the resulting spatial node distribution will be uniform [16] . Thus, all results derived so far are also valid for RD nodes.
Using the RWP model, however, new calculations must be made. Although typically a uniform spatial node distribution f X (x, t = 0) over A is used at the initialization of a simulation, the RWP movement changes this distribution into a non-uniform distribution as time goes on [6, 16] . For a long-running simulation, an asymptotically stationary pdf is achieved, which has its maximum in the middle of A and is zero at the border. It can be described by [7] 
, (16) where p p denotes the probability that a given node pauses at a given time instant. The pause component is given by a uniform pdf over A weighted by p p . The mobility component is in general non-uniform; in a circular area A, f X,m (x) can be approximated by [17] 
where E{T } denotes the expected movement time between two waypoints. It is given by
The (2), the expected degree of a node at a location x in an RWP scenario can be expressed by the sum
The term µ 0,p (x) = n A 0 (x) f X,p (x) dx denotes the expected degree in an RWP scenario in which all nodes pause for the entire running time in their waypoints (p p = 1).
Since the waypoints are uniformly distributed, µ 0,p (x) is given by the results of Section 3.2. The term µ 0,m (x) = n A 0 (x) f X,m (x) dx denotes the expected degree of a node located at x in a scenario in which all nodes move ceaselessly without any pause periods (p p = 0). Let us compute this term for a circular system area. Employing f X,m (x) given by (17) , using the integration bounds in (2), and converting to polar coordinates yields the piecewise function
An RWP node with a ranger 0 1 located in the center of the system area (r = 0) has about twice as many neighbors as a center node in a uniformly distributed network. For increasingr, the expected degree decreases due to the decreasing spatial node density. Nodes at the very border of the system area have a very low degree.
The unconditional average degree µ 0 experienced by an RWP node during its movement can be calculated by combining (7), (16) and (18) . We have
This expression enables us to compute µ 0 on a disc. Piecewise integration and expansion to a Taylor series with respect tor 0 yields
(20) forr 0 ≤ 0.3. The plot of µ 0 is shown in Figure 6 for different pause probabilities. We observe that the RWP mobility significantly increases the average degree compared to uniformly distributed nodes. The difference is the highest if the nodes move without any pauses. The introduction of pause times decreases µ 0 . In the extreme case p p = 1, the expected degree of uniformly distributed nodes is achieved. Since the average degree of nodes has a significant impact on various network performance properties, these results show that we must be careful when comparing properties of static (uniformly distributed) and mobile RWP scenarios. The fact that RWP nodes have a higher average degree means, for example, that they suffer from higher interference from other nodes. This property also has significant consequences for power control and random access on the shared channel.
CONNECTIVITY
Whereas the previous section studied the level of connectivity from the viewpoint of a single node and its neighborhood, this section investigates the connectivity of all nodes from a 'global' network point of view. The property of 'being connected' is one of the essential characteristics of any network, essentially because in a connected network each node can reach any other node via a multihop path. A general question of interest in this context is: What is the probability P (con) that a wireless multihop network with n randomly distributed nodes on an area A, each node with transmission range r 0 , is connected? Clearly, very small values of r 0 and n create networks that are disconnected, i.e. P (con) = 0. If we increase one or both parameters, the probability P (con) increases, until finally P (con) = 1. In this article, we are especially interested in finding the (r 0 , n) pairs that result with high probability in a connected network, say P (con) ≥ 99%. This problem arises, for example, in the design of wireless sensor networks, as described in the following example.
Example (Planning of sensor networks): A large-scale wireless sensor network should be deployed on a circular area of radius a = 1000 m to perform environmental monitoring. The sensors are thrown from an aircraft in such a way that they are randomly distributed over the area. The sensor type used has a transmission power p t = 20 dBm = 100 mW and a receiver sensitivity p r,th = −70 dBm = 0.1 µW, representing two typical power values given in [19] . The path loss exponent in the deployment area is α = 3. How many sensors must be distributed at least, such that the resulting network is connected with high probability?
In a mobile scenario, P (con) can be interpreted as the fraction of time that the network is connected for given r 0 and n. We can then ask: Which critical (r 0 , n) pairs result in a connected network during at least 99% of the time? This question is relevant if we want to set the system parameters in simulations of mobile ad hoc networks.
This section derives solutions to these problems. Section 4.1 shows a simulation-based study of the connectivity with uniformly distributed nodes. This is followed by Section 4.2, deriving analytical bounds for P (con) for an arbitrary spatial node distribution. Next, Section 4.3 calculates a tight analytical approximation for P (con) in the case of uniformly distributed nodes taking into account border effects. Section 4.4 illustrates practical applications of this theoretical result. Section 4.5 addresses the uniform case without border effects. Sections 4.6 and 4.7 study non-uniform distributions, namely nodes that are distributed according to a Gaussian distribution and nodes that move according to the RWP model. Throughout the section, we say that a network is almost surely connected if P (con) ≥ 99%.
Let us explain why we are interested in the minimum (r 0 , n) pairs resulting in an almost surely connected network. If the range r 0 of all nodes is set to a very high value, the network is surely connected. But this guaranteed connectivity has its price: A higher range requires a higher transmission power, which in turn consumes more battery power. Furthermore, a higher range causes more interference between the nodes, which in turn reduces the network capacity. On the other hand, if the transmission ranges are low, spatial reuse of radio resources is improved, but the network might become disconnected into network partitions and isolated nodes. Obviously, a good compromise between high and low ranges should be found ('range assignment problem' [20] ). The range should be large enough to keep the network connected, but it should still be small enough to yield a reasonable power consumption and low interference between nodes.
A simulation-based study
To get an idea of the connectivity behavior of a random ad hoc network, let us first perform a simulation-based study. We place n nodes using a uniform random distribution on a disk of radius a, add links according to the geometric link model, and check whether this random topology G(r 0 , n) is connected or not. For this purpose, we programmed a tool in C++ that employs the random number generator Mersenne Twister [21] for node placement and the Library of Efficient Data types and Algorithms (LEDA) for definition of graph objects. Figure 3 illustrates two examples with n = 500 nodes. In the left topology each node has r 0 = 0.10a, which results in a disconnected network. The right topology, where the same nodes have r 0 = 0.14a, is connected. For a given r 0 , the same experiment is repeated times, and, finally, the percentage of connected topologies is computed. Clearly, # connected random topologies →∞ −→ P (con). For sufficiently large, this experiment gives us a good estimate of P (con) of G(r 0 , n). Figure 7 shows the simulation results for P (con) over the normalized ranger 0 = r 0 /a for n = 500 and 1000 nodes (based on = 10,000 random topologies). Starting atr 0 = 0 and increasingr 0 , P (con) remains zero until a certain threshold range is achieved. For example, 1000 nodes yield an almost surely disconnected network until the range isr 0 = 0.08. Oncer 0 is larger than this threshold, P (con) increases until the resulting random network is almost surely connected. For example, 1000 nodes requirê r 0 ≥ 0.117 to make the network connected with probability P (con) ≥ 95%. For n = 500 we must setr 0 ≥ 0.162. A desired probability P (con) ≥ 99% yieldsr 0 ≥ 0.130 and r 0 ≥ 0.180, respectively. Another observation is that the curve for the larger number of nodes has a steeper slope.
Arbitrary node distribution
After this simulation, let us consider the question as to how we can compute the critical (r 0 , n) pairs in an analytical manner. Recall that the non-existence of isolated nodes in a given network is a necessary but not sufficient condition for the connectivity of the network. Thus, for given n and r 0 , the probability that the network has no isolated node, denoted by P (no iso node), is an upper bound for the probability that the network is connected, i.e. P (con) ≤ P (no iso node). The minimum transmission range that is necessary and sufficient to obtain, with a certain probability p, a network with no isolated node is therefore a lower bound for the range that is required to achieve, with the same probability p, a connected network:
Let these threshold ranges be abbreviated by r ni 0 (p, n) = r 0 (P (no iso node) = p, n) and r con 0 (p, n) = r 0 (P (con) = p, n), respectively. As shown in the following, r ni 0 (p, n) can be computed in a straightforward manner.
From Section 3.1 we can calculate the probability for the event that a node is isolated, i.e. P (node iso) = P (D = 0). These isolation events are 'almost independent' from node to node with the assumptions n 1 and r 0 /a 1. Thus, the probability that none of the n nodes is isolated is
Assuming that P 0 (x) ≤ 0.08 and n ≥ 120, as given in Section 3.1, we obtain a very low P (node iso). Thus, we can again apply a Poisson approximation, leading to the double exponential expression
To compute P (no iso node), all we need to know is the expected degree at any possible location x ∈ A. Varying r 0 we can then determine the threshold range r ni 0 (p, n), which serves as a lower bound for r con 0 (p, n).
Uniform node distribution
As before, we first study a uniform node distribution on a disk with consideration of border effects. Equation (23) .
The numerical solution of this expression is plotted in Figure 8 for n = 500 and n = 1000 overr 0 . Simulation results validate our analytical solution. Moreover, we note that P (no iso node) always lies above the simulation results on P (con), which have been copied from Figure 7 . Let us consider the behavior of P (no iso node) for n = 500 nodes. The qualitative behavior is the same as that of P (con). Up tor 0 ≤ 0.1 the network contains, almost surely, one or more isolated nodes. For ranges above this threshold, P (no iso node) increases until each node in the network has almost surely at least one neighbor. A probability of 99% is achieved forr 0 = 0.176. The important question is now whether P (no iso node) is a rather loose or tight bound for P (con). From Figure 8 , we observe the following: There is a non-negligible difference between P (no iso node) and P (con) at low probability values, but the two curves merge at high probabilities. If P (no iso node) is larger than 0.95, it represents a good approximation for P (con). Let us express this behavior as P (con) = P (no iso node) − ε, with ε ≥ 0 and ε → 0 as P (no iso node) → 1.
Certainly, this phenomenon must be investigated in more detail: Is the convergence of P (no iso node) toward P (con) of general validity? Is there a mathematical proof for this? P(no iso node) or P(con) r 0 /a P(con), simulated P(no iso node), sim. P(no iso node), analy. 
FIGURE 8. Probability P (no iso node) that the network has no isolated node and comparison with P (con).
The key to answering these questions is to employ a recently published mathematical theorem about the 'longest link of the random minimal spanning tree' among uniformly distributed nodes (Penrose [22] ). In terms of graph theory, the essential statement of this theorem is as follows: We randomly place n nodes on a given area and measure (a) the longest of the nearest neighbor distances between the nodes and (b) the length of the longest link in the minimum spanning tree between the same nodes. Penrose proved that the two lengths are the same in almost all random uniform node placements, if n/A is sufficiently large. In other words, lim n/A→∞ P(r ni 0 = r con 0 ) = 1. The bridge to our problem is as follows: For a given node placement, the longest nearest neighbor distance is the minimum range r ni 0 that is needed to have no isolated node in the network; the longest link in the minimum spanning tree is the minimum range r con 0 . The network has no isolated node if r ni 0 ≤ r 0 and it is connected if r con 0 ≤ r 0 . With respect to our range assignment problem, this theorem can also be interpreted as follows (see illustration in Figure 9 ). We consider a given placement of n nodes that has been generated by a uniform random distribution on a bounded area. First, all nodes have zero transmission range (r 0 = 0, Figure 9a ). We then slowly increase r 0 in all nodes synchronously, such that links are added to the network in the order of increasing link length (Figure 9b-e) . The graph created is called the geometric random graph G(r 0 , n). Clearly, there will be some moment when r 0 is sufficiently large to make G(r 0 , n) connected (Figure 9e ). Penrose proved the following statement: If the node density is large enough, then with probability close to 1, G(r 0 , n) becomes connected at the same moment where r 0 is large enough to achieve a graph with no isolated nodes.
An analogous phenomenon is known for pure (nongeometric) random graph processes, in which links between nodes are added uniformly at random from the set of all possible node pairs [9, 23] . Also in this case, the network becomes connected, with high probability, at the moment when we add the link connecting the last isolated node.
Note that this result was proved to be true for uniformly distributed nodes with and without border effects in a square 9 . Illustration of Penrose's theorem on the connectivity of geometric random graphs.
area [22] . Moreover, in [24] it was shown that the same result holds for any l p metric in any dimension higher than one (it is not valid in one dimension). It is straightforward to apply this result also to circular areas with or without border effects, since the qualitative connectivity behavior is the same in both types of areas (see [25] ). Together with our observations from simulation-based studies, we can conclude with the following result. The critical range r ni 0 (p, n) required to achieve, with probability p, a network with no isolated node is a tight lower bound for the range r con 0 (p, n) required to achieve, with the same probability p, a connected network, if p is close to one:
Since we are indeed interested in connectivity probabilities p close to 1, this result is of great value for us. Let us investigate by means of simulation how large ε is for p = 99%. For given n, we first compute r ni 0 (0.99, n) using numerical integration. Using this (r 0 , n) pair, we generate = 20,000 random topologies and check the percentage of topologies with no isolated node and the percentage of connected topologies. We then slightly increase r 0 and perform the same experiment again, and so on, until the percentage of connected topologies is 99% within a tolerance of ±0.3%. This simulation is repeated for various values of n. The overall result is shown in Figure 10 , n) , i.e. we have ε 0 for p = 0.99. In other words, it is sufficient to calculate the critical ranges r ni 0 (0.99, n) and use them as very good approximations for r con 0 (0.99, n). Note that the critical range decreases very slowly for large n as n increases. In summary, we have derived an analytical solution to the connectivity problem in ad hoc networks on a bounded area. We can thus give the solution to the sensor network planning problem described in the introduction to this section.
Example (Planning of sensor networks, solution): Using (1), the maximum range of a sensor is r 0 = 100 m = 0.1a. From Figure 10 we find that at least n = 1650 sensors must be distributed to obtain an almost surely connected network. In other words, the node density should be n/A = 525 km −2 . In the remaining paragraphs of this subsection, we discuss two further issues: First, how good is our analytical 2500 r 0 /a n P(no isolated node) = 0.99 = P(con) + ε P(no isolated node) = 0.95 uniform distribution on disk uniform distribution neglecting / avoiding border effects P(no isolated node) = 99% ± 0.005%, simulated P(con) = 99% ± 0.3%, simulated P(con) = 95% ± 0.3%, simulated approximation if we do not require P (con) = 99% but are satisfied with a lower connectivity probability, say P (con) = 95%? Second, how good is the approximation for small n? To study the first issue, we repeat the above computations and simulations for p = 95%. The result is shown in Figure 10 (second curve from top). We observe that, in this case also, r ni 0 (p, n) yields a fairly good approximation for r con 0 (p, n). Nevertheless, the difference between the two ranges is larger than in the 99%-case. For probabilities p ≤ 90% (not shown) the difference is not negligible anymore. For small n, the derived analytical expressions cannot be applied in a straightforward manner because both the Poisson approximations and Penrose's theorem are only valid for large n. Figure 11a shows additional simulation results on P (con) for low n. Comparing the analytical results with simulations, we observe that n can actually be quite small. In fact, r ni 0 (0.99, n) gives good bounds down to n = 30 nodes. Our result can therefore be applied for sparsely populated networks as well. Finally, we show the simulation results for P (con) = 5%. Choosing (r 0 , n) below this curve gives an almost surely disconnected network. 
Application of results
The above presentations of critical (r 0 , n) pairs are useful in practice for topology design and simulation of ad hoc and sensor networks. As shown in our example, for given parameters (p t , p r,th and α), we can compute the minimum node density required to obtain a connected network. The results can be employed in simulations with mobile nodes, if we use a mobility model that retains the uniform spatial distribution of the nodes. The probability P (con) can then be interpreted as the percentage of time that the network is connected. In fact, several simulation-based performance evaluations of routing protocols for ad hoc networks [26, 27, 28] assume that the topology is connected during most of the simulation time.
One might argue that the (r 0 , n) pairs are valueless in practice if power/topology control algorithms (e.g. [29] ) are used in the nodes 'to raise power until connectivity is achieved.' But, certainly, the power control also has its limits, namely the maximum transmission power of the nodes. If we interpret r 0 as the maximum possible transmission range resulting from the maximum transmission power, our results can be applied as usual. If we choose a sufficiently high node density n/A according to Figures 10 and 11 , we can guarantee that the nodes are able to form a connected network after being distributed. A topology control mechanism could proceed as follows: After initial deployment, each node first transmits with its maximum power. In a later phase, distributed power control will be used in a way that nodes with high degree reduce their power to limit interference and increase the network capacity, while still keeping the network connected.
Uniform distribution without border effects
As in the section on the expected node degree, we now regard networks in which none of the nodes suffers from border effects, i.e. each node has the same expected degree. We study two scenarios: First, n nodes are uniformly distributed on a bounded area A of size A = a 2 π , and a wrap-around distance model is employed to form links. We are interested in the connectivity of all n nodes. This scenario can be applied in simulations to avoid border effects. Second, infinitely many nodes are distributed according to a homogeneous Poisson point process of density ρ on an infinite area. We are interested in the connectivity properties of all nodes located in a circular subarea A a of radius a (see Figure 5 ). Nodes outside of A a are not considered for the statistics, but these outside nodes may act as relays to connect two inside nodes. In Figure 5 , all nodes inside the circle of radius a are connected. This scenario can occur if we are interested in the performance of a wireless network in a given region, say, on a university campus.
In the first scenario, the derivation of r ni 0 (p, n) is quite straightforward. Applying the Poisson approximation in (22) twice yields the double exponential expression P (no iso node) = exp(−ne −µ 0 ) (27) with µ 0 = nr 2 0 π/A. Figure 12 shows the plot of (27) for n = 500 and 1000 nodes, along with some simulation results for P (no iso node) and P (con). Again, r ni 0 (p, n) serves as a lower bound for r con 0 (p, n), which is very tight for p = 0.99. A rearrangement of (27) yields Figure 10 shows the plots for p = 0.99 and 0.95 with simulation results. Clearly, fewer nodes or a lower range are sufficient in this borderless scenario to achieve the same p as in the border scenario. Note that p = 1 yields − ln ln (1/p) = +∞. In summary, (28) serves as a lower bound for r con 0 (p, n) on a bounded area of arbitrary shape. In the second scenario, we do not know how many nodes are located in A a . We thus define the random variable N a denoting the number of nodes in this area. The probability that none of the nodes in A a is isolated, under the condition that n a nodes are located in A a , is P (no iso node | N a = n a ) exp(−n a P (node iso)). The overall non-isolation probability is then P (no iso node) = ∞ n a =1 P (N a = n a )P (no iso node | N a = n a ). The probability that n a nodes are placed in A a is given by the Poisson distribution
where µ a = E{N a } = ρA a denotes the expected number of nodes in A a . We obtain P (no iso node)
exp(−µ a P (node iso))
with µ 0 = ρr 2 0 π . Clearly, for a fair comparison with the cyclic case, we set A a = A and ρ = n/A, which gives µ a = n. Comparing (30) with (27) shows us that P (no iso node) is equal in both scenarios.
To study the probability P (con) that all nodes inside A a are connected, we simulate a Poisson point process. After adding links, we check whether a randomly chosen node inside A a has a path to all other nodes inside A a . If so, the network inside A a is connected. The results for a node density ρ = 500/a 2 π are shown as '+'-points in Figure 12 . We clearly observe that P (con) again yields almost the same results as the cyclic model on a bounded area. In summary, the connectivity properties of both scenarios can be treated as being equivalent if µ a = n holds.
The following two sections study inhomogeneous nonuniform spatial node distributions. Our major motivation is to find out how sensitive the connectivity is to inhomogeneities in the node distribution.
Gaussian node distribution
Suppose n nodes are randomly distributed on an infinite area as a two-dimensional Gaussian distribution with mean (µ x , µ y ) = (0, 0) and variance σ 2 x = σ 2 y = σ 2 . We have
We consider the following problem: What is the probability that all nodes within a circle of radius a around the maximum of f XY (x, y) are connected? As before, this circular area is denoted by A a , and the unknown number of nodes in A a is N a . Since f XY (x, y) is circularly symmetric, it makes sense to introduce polar coordinates. The transformation of (31) to polar random variables R and yields f R (r, φ) = rf XY (r cos φ, r sin φ) = (r/(2πσ 2 ))exp(− (r 2 /2σ 2 ) ). The pdf of R is given by the Rayleigh distribution
The probability that a given node is placed within A a is
and, thus,
The expected number of nodes in A a is E{N a } = nP a . Using (2), we compute P 0 (x); it only depends on the node's normalized radial coordinater = r/σ and its normalized ranger 0 = r 0 /σ . Next, we obtain µ 0 (x) = nP 0 (x) and
We can now calculate P (no iso node | N a = n a ) as in the previous section and define P (no iso node) = n n a =1 P (N a = n a )P (no iso node | N a = n a ). Combining all equations yields
In summary, we compute P (no iso node) as follows: First, we calculate for given a/σ the value of P a . Second, for given n and r 0 /σ , we compute P (node iso) by numerical integration. Finally, both results are applied in (36). It is not straightforward to state whether r con 0 (0.99, n) = r ni 0 (0.99, n)+ε, with ε very small, still holds in this scenario. We, therefore, perform some simulations. From the results in Figure 13 , we observe that the difference between both threshold ranges is larger than in the uniform case, but it is still acceptable for high E{N a }. Figure 14 gives some (r 0 , n) pairs for P (no iso node) = 99% and P (con) = 99%, respectively. Each simulation point represents the average of = 20,000 random topologies. A higher a/σ clearly increases the required n or r 0 .
We also observe that P (no iso node) again represents a good approximation for P (con) in the cases a = σ/2 and a = σ . For increasing a/σ , however, the difference between the two probabilities becomes larger. This behavior can be explained as follows. If we consider a rather small circular area (low a/σ ), nodes outside this area help to connect inside nodes, similar to the Poisson point scenario of Section 4.5. The existence of outside nodes, therefore, increases both P (no iso node) and P (con). As a/σ increases, outside nodes still help to decrease P (no iso node) by establishing a link, but their density is not sufficient anymore to improve the overall connectivity. 
Nodes with random waypoint mobility
Finally, we investigate the connectivity of RWP nodes on a disc. To do so, we plug our results on (23), transform to polar coordinates, and perform numerical integration. Care must be taken on the two different branches of the integral, namely the branches for the central area r = 0 · · · a − r 0 and border area r = a − r 0 · · · a. The curve on the right in Figure 15 shows the numerical result for P (no iso node) for n = 500 ceaselessly moving nodes. As shown, RWP mobility drastically reduces P (no iso node) compared to uniformly distributed nodes. In particular, the curve experiences a smaller gradient as r 0 increases. A threshold range of about r ni 0 (0.99, 500) = 0.24a is needed, compared to 0.176a for uniformly distributed nodes. The upper curve in Figure 16 shows the critical (r 0 , n) pairs required to achieve P (no iso node) = 99% with ceaseless RWP mobility. This figure illustrates very clearly that much higher ranges or more nodes are required than in a uniform network. If we increase the expected pause time of the nodes, the spatial node distribution becomes more uniform, and thus the behavior is improved (see p p = 50%).
The question arising for calculation of the connectivity threshold r con 0 (0.99, n) with RWP mobility is whether r con 0 (0.99, n) = r ni 0 (0.99, n) + ε can also be employed for RWP distributions. To answer this question, let us re-interpret Penrose's theorem. It actually says: If we increase r 0 of all nodes simultaneously (starting at r 0 = 0), the final transition from disconnected to connected is most likely caused by a previously isolated node that obtains a neighbor, while network partitions with more than one node typically have already become connected at lower r 0 . This statement was proved to be true for uniformly distributed networks with and without border effects. In a uniform network without border effects, each node has the same isolation probability. If border effects are present, the isolation probability for nodes close to the border is higher, and it becomes even more likely that the transition from disconnected to connected is due to an isolated node. Using a spatial distribution that shows a monotonically decreasing node density from the middle toward the border of the area, e.g. an RWP distribution, intensifies this effect. As a result of this discussion, we can again say that the critical (r 0 , n) pairs required to keep the network connected during at least P (con) = 99% of the total running time can be well approximated by the critical pairs required to avoid isolated nodes during P (no iso node) = 99% of the time. Figure 16 is thus useful for researchers performing simulations of ad hoc networks with random waypoint mobility. They can now set the simulation parameters such that the network is connected during most of the simulation time. Note that, if the initial spatial distribution f X (x, t = 0) of the RWP nodes is uniform, the network is also connected with P (con) ≥ 99% during the startup phase of the mobility model, i.e. when the asymptotically stationary node distribution is not yet achieved.
In summary, RWP mobility decreases the connectivity of ad hoc networks, although it increases the expected node degree. The shorter the expected pause time of the nodes at their destination points, E{T p }, the lower the connectivity.
k-CONNECTIVITY
The robustness of a communication network against node outages is an important design aspect. This is especially true for ad hoc networks, since, here, nodes are very likely to fail, be switched off or suffer from an empty battery. Let us, therefore, study how we obtain a network that is not merely one-connected but has a higher level of connectivity; let us consider two-and three-connected networks and the general case of k-connected networks (k ∈ N). In the following, we derive a probabilistic expression that enables us to calculate the critical (r 0 , n) pairs that are necessary to achieve an almost surely k-connected network.
In Section 4 we required that each node has at least one neighbor (d(u) ≥ 1, ∀u ∈ G). A generalization of this problem is to require that each node has at least a certain number of (say k) neighbors (d(u) ≥ k, ∀u ∈ G). In other words, the resulting network should have a certain minimum node degree d min = k. Assuming almost statistical independence of the node degrees, we can write
(37) For an arbitrary node distribution, taking into account border effects, we obtain with (6) and (9) the expression
In the following, we again focus on a uniform distribution on a disc. Numerical results of P (D min ≥ k) for n = 500 and 1000 nodes and k = 1, 2, 3 are depicted in Figure 17 (lines). Moreover, we perform a number of simulations for P (D min ≥ k) and P (k-con). We observe the following: for k > 1 also, the minimum range required to achieve, with probability p, a network with D min ≥ k serves as a tight lower bound for r 0 (P (k-con) = p, n), if p is close to 1. In mathematical form,
with ε ≥ 0 and ε → 0 as p → 1.
It is interesting to note that this bound becomes tighter for higher k. Additionally, it seems that r 0 (P (D min ≥ k) = p, n) is a good approximation for r 0 (P (k-con) = p, n) even if p is low. Moreover, as in the simple connectivity case, the bound is tighter for higher n. The convergence of P (D min ≥ k) toward P (k-con) also has a graph-theoretical background. In fact, Penrose's theorem can be extended to the k-connectivity case [24] : If n is high enough, then with high probability, if one starts with an empty graph (i.e. only isolated nodes) and adds the corresponding links as r 0 increases, the resulting graph 
becomes k-connected at the moment it achieves a minimum degree of k. Figure 18 shows our overall result: the critical (r 0 , n) pairs required to achieve, with probability P (k-con) = 99%, a k-connected network on a disc. These curves have been computed by numerical integration of (38) under variation of r 0 . Simulation results validate the analytical curves.
If border effects are not present, we obtain
For k = 2 this expression can be re-arranged to give us an explicit equation for the threshold range that is required to obtain, with a probability p, a network with d min = 2:
(41) The function W −1 (·) denotes the real-valued, non-principal branch of the Lambert W function, 1 as defined in [30] . This equation is valid for P (2-con) close to one. 1 The definition of the Lambert W function is that it satisfies W (x)e W (x) = x. If x is a real number, two real values for W (x) are possible for −e −1 ≤ x ≤ 0: the principal branch W 0 (x) with W 0 (x) ≥ −1, and a second branch W −1 (x) with W −1 (x) ≤ −1. In our problem, W −1 (x) yields the desired r 0 , while W 0 (x) would result in a complex value. We used LambertW(·) in Maple. 
PATH PROBABILITY
Until now, we have studied the level of connectedness from the viewpoint of a single node (number of neighbors) and the viewpoint of the entire network (connectivity). Let us now address a third viewpoint: the connectedness of two nodes that want to communicate with each other. We are interested in the probability that two randomly chosen nodes in a random ad hoc network are connected via a path. We denote this value as path probability P (path).
For a given network G with n nodes, the percentage of connected node pairs is P path (G) = # connected node pairs/ # node pairs, where P path (G) = 1 if and only if the network is connected. Otherwise, we have 0 ≤ P path (G) < 1, where P path (G) = 0 corresponds to a network with n isolated nodes. The path probability P (path) is defined by taking the average of P path (G) over an infinitely large number of random topologies G, i.e. P (path)
Clearly, for a random placement of n nodes and given transmission capabilities, it is more likely that two given nodes are connected than that all nodes are connected. Thus, we can already state that P (path) ≥ P (con).
Reviewing the literature on ad hoc networks, it seems that an analytical approach for calculating P (path) does only exist for one dimension and an infinitely large system space (see Section 7). Since we are mainly interested in twodimensional bounded areas, we approach the problem by means of simulation. Once more, we distribute n nodes, each with range r 0 , in a random uniform manner on a disc of radius a. The P path -value of this network is computed, and the same experiment is repeated over random topologies. Finally, the average over all P path -values of the samples is calculated. Varying r 0 , we determine the critical (r 0 , n) pairs required to r 0 / a n P(no iso node) = 99% P(path) = 99% ± 0.1% 95% ± 0.1% 5% ± 0.1% FIGURE 19. Critical (r 0 , n) pairs for P (path).
achieve P (path) = 5%, 95% and P (path) = 99%. The final result is shown in Figure 19 .
Example (Planning of sensor networks, continued):
Using the given sensor type, a network should be deployed that guarantees that a sensor can reach a randomly chosen destination sensor with a probability of P (path) = 99%. It is necessary and sufficient to distribute n = 800 sensors using a uniform random distribution.
RELATED WORK
One of the first papers on connectivity issues in wireless multihop networks was published by Cheng and Robertazzi in 1989 [31] . It investigates how far a node's message percolates for Poisson distributed nodes on an infinitely large area. The paper [32] studies the disconnectedness of Poisson distributed nodes. Another early paper [33] addresses uniformly distributed nodes on a one-dimensional line segment and questions some of the results in [32] .
The study of the connectivity problem in two dimensions was resumed by Gupta and Kumar in 1998 [34] . They performed a fundamental study on the connectivity of uniform nodes in the asymptotic case n → ∞. The main result is as follows: If r 0 of all nodes in a disk of size A = 1 is set to r 0 = √ (ln n + const(n))/nπ , the resulting wireless multihop network is asymptotically connected with probability P (con) = 1 if and only if const(n) → ∞ (compare with (28)). At the same time, Chlamtac and Faragó [35] established the link between ad hoc networks and conventional random graphs and proposed a random network model based on the superposition of Kolmogorov complexity and random graph theory.
In the following years, a number of authors studied connectivity issues from various viewpoints using different methods. Santi et al. [20] computed bounds for P (node iso) and P (con) with uniform nodes on a one-dimensional line segment [0, a]. Two-dimensional system areas were considered using simulations. Krishnamachari et al. [36] described by means of simulations that the connectivity experiences a 'threshold effect' for very large n: As we increase r 0 , the connectivity increases suddenly from P (con) = 0 to P (con) → 1 as r 0 exceeds a certain threshold range. This effect is well known in the literature on random graphs. Bettstetter gave the relation between P (con) and P (no iso node) [1] and showed how to compute the tight approximation for the critical (r 0 , n)-values for uniformly distributed nodes in two dimensions if border effects are avoided [1, 3] and if they are taken into account [2, 4] . During the writing of this article, an alternative solution method for uniform nodes on square areas was presented in [37] . Moreover, an upper bound for P (con) for uniform nodes on a square area was given in [38] . At the same time, Dousse et al. [39] addressed connectivity-related aspects employing methods from percolation theory. This paper gives an expression for the probability that two Poisson distributed nodes on an infinite line with a given distance can establish a multihop path between them. It also studies how the placement of fixed base stations helps to increase the level of connectivity. Most recently, Nakano et al. [40] study how long a node is able to keep a multihop path to a fixed base station if the node moves in a straight line away from the base station.
All the above papers use either a Poisson or uniform node distribution. The analytical computation of connectivity for inhomogeneous node distributions with mobile nodes, namely RWP nodes, is presented in the author's paper [4] . Two further recent papers [41, 42] perform a simulationbased study of topology properties of RWP nodes. The issue of k-connectivity and the study of different ranges are discussed in [1, 3] respectively.
CONCLUSIONS
This paper was motivated by the fact that the connectivity properties of ad hoc networks have a significant impact on their performance.
We presented an analytical framework for the calculation of different stochastic topology properties. In doing so, we took three different viewpoints: the viewpoint of a single node, two nodes and the complete network. We studied the expected node degree E{D}, the node isolation probability P (node iso), the path probability P (path), the non-isolation probability P (no iso node) and the connectivity probability P (con) in a variety of scenarios. The major results can be summarized as follows.
Considering uniformly distributed nodes, we gave a very tight bound to the well-known problem of finding the critical (r 0 , n) pairs achieving an almost surely connected network (we set P (con) = 0.99). These results were derived for scenarios with and without border effects. As opposed to previous research, we also considered inhomogeneous spatial node distributions. For example, we derived closed-form expressions for the average node degree and the critical (r 0 , n) pairs for almost sure connectivity of RWP nodes. These results show that RWP mobility increases the expected node degree while it drastically decreases the connectivity. We also studied in detail the k-connectivity, which accounts for the robustness of the wireless network. Last but not least, the critical (r 0 , n) pairs for a high path probability were given. While the analytical derivations in this article focused on a circular area, an adaptation to rectangular areas is straightforward (see [43] ).
All results are not only applicable to radio networks but to any kind of multihop system (e.g. multihop underwater acoustic networks [44] ). Further work could investigate connectivity issues with a more realistic channel model, taking into account shadowing [45] and interference [46] .
