Abstract
Introduction
More data than ever are digitally available. An analysis by the International Data Group [1] predicts that the amount of digital data will grow from 33 billion Terrabytes (TB) in 2018 to 175 billion TB by 2025. Additionally, much of these data are in unstructured format including audio, video and free-text. This proportion is widely quoted as 80% [2] . Information overload, where the volume of data produced has outgrown their processing and analysis capacity [3] , is a growing concern for many industries, especially in the case of free-text data which traditionally relies on human oversight to extract actionable information. Henke et al. [4] estimate that 76% of work activities require natural language understanding; therefore, developing automated methods to efficiently process natural language texts is essential.
The construction industry is not immune to this upward trend in data volume and the desire to use it. One area in which there is increasing interest in exploiting written text is that of construction safety, specifically digital injury reports. Learning from incidents is acknowledged to be a key factor in preventing future injuries (e.g. [5, 6] ) and exploiting data collected about safety incidents on projects is essential to this process. Improving safety is necessary in an industry where the rate of occupational fatality is around 3 times the national average for main industries in both the USA and Europe [7] .
Recently, attempts have been made to introduce Natural Language Processing (NLP) methods to free-text data in the construction industry for better retrieval and analysis of documents. In this study, we compare several approaches to automatically learn injury precursors from raw construction accident reports. The contributions of this paper are listed below.
• We propose an approach to automatically extract valid accident precursors from a dataset of raw construction injury reports. To the best of our knowledge, this has not been done in construction before. Such information is highly valuable, as it can be used to better understand, predict, and prevent injury occurrence.
• We experiment with two state-of-the-art deep learning architectures for NLP: Convolutional Neural Networks (CNN) and Hierarchical Attention Networks (HAN). To the best of our knowledge, this study is the first published application of supervised deep learning architectures to construction text. We also experiment with the established Term Frequency -Inverse Document Frequency representation (TF-IDF) + Support Vector Machine (SVM) pipeline.
• For each model, we propose a method to identify, after training, the textual patterns that have been learned to be, on average, the most predictive of each safety outcome. We verify that valid precursors can be found within these text fragments and make several suggestions to improve the results.
• The proposed methods can also be used to visualize and understand the models' predictions.
• Predictive skill is high for all models. Interestingly, we observe that the simple TF-IDF + SVM approach is on par with (or outperforms) deep learning most of the time.
To demonstrate the aforelisted contributions, this paper is structured as follows. First, we provide some background about the use of deep learning in NLP, and review the relevant construction literature. We then present the models we compared, introduce the dataset and the preprocessing employed, and detail our experimental setup. We then report and interpret the results, and propose, for each model, a method to extract precursors from text. We finally give recommendations for further development.
Background: deep learning in NLP
NLP, also known as computational linguistics, is a rapidly developing field dealing with the computer analysis of both written and spoken human language. It is acknowledged to be an interdisciplinary field, using concepts from linguistics as well as computer science, statistics, and machine learning in general. As well as applications in speech recognition and machine translation, NLP has gained interest in text retrieval and automated content analysis.
Goodfellow [8] defines deep learning as machine learning methods which "allow computers to learn complicated concepts by building them out of simpler ones". If represented graphically, these models have many layers, the number of which is referred to as depth. Hence if a model has multiple layers, it is referred to as deep. Deep learning methods typically rely on large quantities of data to train their parameters. For that reason, their rise to power coincides with the global increase in data availability and computational power.
Neural networks are the most common collection of deep learning architectures and often the terms are used interchangeably. While they were initially developed as early as 1940s, these simplistic early networks have undergone radical developments and increases in levels of sophistication, achieving record pattern recognition levels since the 1990s [9, 10] .
It is not until recently that, following the advent of distributed word representations [11, 12, 13] , deep learning architectures have been developed for NLP tasks such as natural language understanding and machine translation (with great success) [14, 15] . Next, we give a brief evolution of text representation, from vector space to word embeddings. Bag-of-Words (BoW). Transforming unstructured free-text data into a structured representation is a key preliminary task in many NLP applications. While early researchers focused on writing lexical rules which computers could follow, this was found in most reports to be unwieldy due to word ambiguity and grammatical complexity, giving rise to the popularity of empirical language models in the late 1980s [16, 17] . Since then, such empirical models, based on the Bag-of-Words (BoW) representation (also known as the vector space), have occupied the limelight owing to the notable results found when trained on large quantities of data.
With BoW, a given document is represented as a vocabulary-size vector that has zeroes everywhere except for the dimensions corresponding to the words in the document. The vocabulary is made of all the unique words in the preprocessed training set. Depending on preprocessing, words may include phrases, punctuation marks, numbers, codes, etc. For this reason, the term token is often used in lieu of word.
BoW ignores word similarity and word order. For example, "hammer fell on worker" and "worker fell on hammer" have the same bag-of-words representation, and "hammer" and "tool" are not considered more similar than "hammer" and "worker", as all dimensions of the vector space are orthogonal. This restricts the semantic meaning which can be gained from such representations. To capture word order locally, combinations of tokens (i.e., phrases), formally known as n-grams, may be used instead of single tokens. But doing so makes the vector space become so large and sparse that it makes it hard to fit any model, a problem colloquially known as the curse of dimensionality. In practice, it is rarely possible to use ngrams of order greater than 4 or 5.
Finally, some syntactic information may be captured by creating different dimensions for the different part-of-speech tags of a given unigram (noun, proper noun, adjective, verb, etc.), but this has the same adverse effects on the dimensionality of the space as that previously mentioned. Word embeddings. New ways of representing textual data are based on embeddings [11, 12, 13] , also known as word vectors or distributed word representations. With word embeddings, each word in the vocabulary is represented as a small, dense vector, in a space of shared concepts. To derive a representation for a document, the vectors of its words are combined, either simply through averaging or concatenation, or through more sophisticated operations (neural networks). One should note that character or subword embeddings are sometimes used [18, 19] , with the main benefit of providing robustness to out-of-vocabulary words and typographical errors. However, the word is the most common granularity level.
Unlike the long and sparse BoW vectors, word vectors are short (typically 100-500 entries), dense, and real-valued. The dimensions of the embedding space are shared latent features, so that after training, meaningful semantic and syntactic similarities (see Table 7 ), and other linguistic regularities, are captured. For instance, [20] applied the unsupervised word2vec [12] model to a large corpus of construction-related text. In the final embedding space, a constant linear translation was found to link body parts (tendon, brain) to sustained injuries (tendonitis, concussion), and another one to link tools and equipment (grinder, chisel) to the corresponding material (metal, wood).
Deep learning architectures are fed the sequence of word vectors of the input document and pass them through their layers. Each layer computes a higher-level, more abstract representation of the input text by performing operations (e.g. convolutional, recurrent) on top of the output of the previous layer, until a single vector representing the entire input document is obtained.
Then, depending on the task, one may add a few specific final layers (e.g. dense, sigmoid, softmax for regression or classification), a decoder (sequence-tosequence setting for translation or summarization), or combine two encoders via a meta-architecture (e.g. siamese or triplet configuration for textual similarity [21] ). The specific architectures used in this paper are presented in sections 2.1 and 2.2.
The word vectors are not necessarily initialized at random, like the other parameters of the network. It is actually advantageous to pre-train them in an unsupervised way. Then, word vectors can either be fine-tuned or kept frozen during training. When pre-training is conducted on an external, typically large corpus of unannotated raw text, the approach is known as transfer learning. To this purpose, unsupervised, shallow models such as word2vec [12] or GloVe [22] can be applied to big corpora like entire Wikipedia dumps or parts of the Internet 1 . ELMo [23] and BERT [24] have also made great strides recently, by showing that it was possible to transfer not only the word vectors but the entire model. After pre-training, the model (or simply its internal representations in the case of ELMo) are used in a supervised way to solve some downstream task. ELMo and BERT have brought great improvement to many natural language understanding tasks.
Background: NLP in Construction
Global interest has grown in applying NLP for comprehension and analysis of construction documents. Examples can be found for both retrieval and classification in Table 1 . However, nearly all examples found use the BoW representation (with TF-IDF weighting), losing the semantic relationships between words and ignoring word order.
The literature found showcase a number of different natural language tasks performed in the construction sector, including classification and retrieval of documents. [25, 26, 27] compare machine learning classifiers using TF-IDF inputs and all find that Support Vector Machines (SVM) result in the highest accuracy. In other classification tasks, [28, 29] elected to cluster the TF-IDF vectors. For two document retrieval tasks, the researchers used vector similarity to identify the most relevant reports [30, 31] .
Some studies attempted to adjust for the shortcomings of the BoW+TF-IDF representation. [31] and [32] attempted to recapture some semantic relations by implementing thesaurus relations into their BoW vectors; however, this required the use of construction specific dictionaries to supplement thesaurus definitions from general lexicons due to the specificity of construction language. [33] incorporated bigrams into their text representation in order to capture some of the local word order; however, they found that higher level word groupings were unable to significantly increase the accuracy of the predictions. Finally, [20] used a Wasserstein distance in the word embedding space for injury report retrieval and classification (with the k-nearest neighbors algorithm, for classification).
Meanwhile, [34] and [35] extracted 81 fundamental attributes (or precursors) from injury reports using a tool based on an entirely hand-written lexicon and set of rules [36] . This allowed them respectively to predict safety outcomes with good skill, and to identify interesting combinations of attributes, coined as "safety clashes". However, the development of the tool was resource intensive, both in terms of time and human-input requirement.
These works demonstrate the potential of NLP in the construction domain. Most of them, however, focus on some downstream task rather than on knowledge extraction. Furthermore, none of them experiment with supervised deep learning methods.
Next, we introduce the dataset used in our study, explain how we performed preprocessing, present the models we experimented with, report and interpret the results, and explain, for each model, how to extract injury precursors from raw text. 
Models
In what follows, we present the three models we experimented with. The two deep learning models are structurally different, being respectively feedforward (convolutional) and recurrent.
Convolutional Neural Network (CNN)
The CNN architecture, shown in Fig. 1 , was initially developed for inputs with two spatial dimensions in Computer Vision [10] , and later brought to the NLP domain [14, 38] , where the inputs are spatially unidimensional. Input. The input document is represented as a real matrix A ∈ R s×d , where s is the document length in number of words (spatial dimension), and d is the dimension of the word embedding space (depth dimension). Following common practice, we fixed s at the dataset level and used truncation and zero-padding respectively for longer and shorter documents. The value of s was chosen to be 200 after inspecting the distribution of number of words per document. Convolution layer. Each instantiation of a one-dimensional window of size h slided over the input document is multiplied elementwise with n f parameter ma-trices called filters, initialized randomly and learned during training. Just like the window, the filters have only one spatial dimension, but they extend fully through the depth dimension. The instantiations of the window over the input are called regions or receptive fields. When sliding the window one word at a time, there are s − h + 1 such regions. The output of the convolution layer for a given filter is thus a vector o ∈ R s−h+1 . Then, a nonlinear activation function f is applied elementwise to o, returning the feature map c ∈ R s−h+1 associated with the filter. In our experiments, we used the ReLU nonlinearity as our activation function (x → max(0, x)), which is a standard choice. Pooling layer. Following [39] , we used global k-max pooling with k = 1 to extract the greatest value from each feature map, as shown in Fig. 1 . These values were concatenated into a final vector. Global 1-max pooling makes the model focus on the most salient feature from each feature map. Also, one should note that the pooling operation in general makes the model lose track of the position of the feature in the input document. The assumption is that it does not matter, and that what matters is only whether the feature is present or absent. For instance, under this assumption, whether "congested workspace" appears at the beginning or at the end of a report does not matter, as long as it appears.
Per the recommendations of [39] , we implemented 3 branches featuring respectively filters of size 2, 3, and 4. Moreover, we used 100 filters per branch for all outcomes except incident type, for which we used 300 filters. Indeed, the much larger size of the training set for incident type (82,474 reports compared to < 17,500 for the other outcomes) allowed using a model with more parameters without risking to overfit the data. Using many filters of different sizes gave the models the ability to learn different, complementary features for each region. The branch outputs were concatenated after pooling, as shown in Fig. 1 .
Hierarchical Attention Network (HAN)
Recently, hierarchical architectures have set new state-of-the-art on many NLP tasks. Such architectures build on the assumption that the representation of the input text should be learned in a bottom-up fashion by using a different encoder at each level, where each encoder takes as input the output of the preceding encoder.
A famous example is HAN [40] , shown in Fig. 2 . In HAN, each sentence is first separately encoded. During this process, the model determines which words are important in each sentence by using a self-attention mechanism. Second, a representation for the full document is obtained from the sentence vectors. During this second step, the model is able to determine which sentences are the most important through the use of another self-attention mechanism. These two levels of attention enable the model to capture the fact that a given instance of a word may be very important when found in a given sentence, but that another instance of the same word may be less important when found in another sentence. The sentence and document encoder share the same architecture: a bidirectional Recurrent Neural Network (RNN) with Gated Recurrent Units (GRU). However, they do not share the same weights. In what follows, we briefly explain the different elements that compose the HAN architecture. Recurrent Neural Networks (RNNs). CNNs are able to capture word order locally within each instantiation of the sliding window, but they ignore long-range dependencies [42] . On the other hand, RNNs were specifically developed to be used with sequences [43] . From a high level, a RNN is fed an ordered list of input vectors x 1 , ..., x T and returns an ordered list of hidden states or annotations h 1 , ..., h T . At any step t in the sequence, the hidden state h t is defined in terms of the previous hidden state h t−1 and the current input vector x t h t = unit(x t , h t−1 ) A bidirectional RNN is made of two unidirectional RNNs, that do not share the same parameters. The first forward RNN processes the source sentence from left to right, while the second backward RNN processes it from right to left. The two annotations are concatenated at each time step t to obtain the bidirectional annotation:
The bidirectional RNN takes into account the entire context when encoding the source words, not just the preceding words. As a result, h t is biased towards a small window centered on word x t , while with a unidirectional RNN, h t is biased towards x t and the words immediately preceding it. GRU. The basic RNN unit has been significantly improved throughout the years. Notably, the Long Short Term Memory unit (LSTM) [44] and the Gated Recurrent Unit (GRU) [45] made major strides, allowing RNN architectures to keep track of information over longer periods of time. The GRU is a simplified LSTM unit. While both the LSTM and GRU units are clearly superior to the basic RNN unit, there is no evidence about which one is best [46, 47] . We used the GRU in our experiments since it is more simple, more efficient, and has less parameters (so reduces the risk of overfitting). Self-attention. The attention mechanism was developed in the context of encoderdecoder architectures for Machine Translation [48, 49] . Today, attention is ubiquitous in deep learning. When used in an encoder-only context, such mechanisms are qualified as self or inner attention [50, 40] . Self-attention removes the need for the RNN encoder to try to fit information about the entire input sequence into its last hidden state at the risk of discarding a lot of information. Rather, a new vector (the attentional vector) summarizing the entire input sequence is computed by taking into account the annotations at all time steps. This allows the encoder to distribute important information about the input into all its annotations. Therefore, much more information is kept.
In our experiments, we used the self-attention mechanism as described in [40] . As shown in Eq. 3, annotation h t is first passed to a dense layer. An alignment coefficient α t is then derived by comparing the output u t of the dense layer with a trainable context vector u (initialized randomly) and normalizing with a softmax.
Comparison is performed via a dot product. The attentional vector att is finally obtained as a weighted sum of all annotations.
The context vector u can be interpreted as a representation of the optimal word, on average. When faced with a new example, the model uses u to decide which words it should pay attention to. During training, the model adjusts its internal representation of what the optimal word is (i.e., u is updated) so as to maximize downstream performance. Truncation and padding. By inspecting the distributions of the number of words per sentence and number of sentences per case, we set the maximum length of a sentence to be 50 words, and the maximum number of sentences in a document to be 14. Longer (respectively, shorter) sentences/documents were truncated (respectively, zero-padded).
Softmax layer
For both deep learning architecture, since our objective was classification, we passed the document vector to a final dense layer with a softmax activation function. The softmax transforms a vector x ∈ R K into a vector of positive floats that sum to one, i.e., into a probability distribution over the K classes to be predicted:
Note that in our experiments, the number of categories K was different for each outcome, so the final softmax layers of the CNN and HAN architectures were not exactly the same for each outcome. The training and test sets were different for each outcome as well. In the end, we therefore constructed and trained 8 different models (4 outcomes × 2 architectures).
TF-IDF + SVM
TF-IDF. The BoW representation, or vector space, has already been presented in subsection 1.1. Here, we briefly present the standard weighting scheme Term Frequency-Inverse Document Frequency (TF-IDF). TF-IDF turns the non-zero coefficients of the BoW vectors into real weights with the assumption that frequent words in a document are representative of that document as long as they are not also very frequent at the corpus level. More precisely, the weights are computed as:
where tf (t, d) is the number of times term t appears in document d, and idf (t, D) = log m+1 /df(t) , with df (t) the number of documents in the collection D that contain t and m the size of D. We set the maximum document size to 200, like for the CNN model. SVM. In our experiments, we used a linear Support Vector Machine [51] . The linear SVM is a geometrical method that seeks to classify points into two different categories by finding the best separating hyperplane. As illustrated by Fig. 3 in the two-dimensional case, the best separating hyperplane is the line that separates the two groups of points with the greatest possible margin on each side. Training the SVM, that is, finding the best hyperplane, comes down to optimizing the w and b parameters (see Fig. 3 ). In test mode, a new observation is classified based on the side of the hyperplane on which it falls, which corresponds to the sign of the dot product of the observation with the vector orthogonal to the hyperplane ( w). Because in practice, points may not all be separable (e.g., due to outliers), when searching for the best separating hyperplane, the SVM is allowed to misclassify certain points. The tolerance level is controlled by a parameter traditionally referred to as C in the literature. The smaller C, the more tolerant the model is towards misclassification. C plays a crucial regularization role, i.e., it has a strong impact on the generalization ability of the SVM. Indeed, for large values of C (low misclassification tolerance), a smaller-margin hyperplane will be favored over a larger-margin hyperplane if the former classifies more points correctly, at the risk of overfitting the training data. On the other hand, small values of C will favor larger-margin separating hyperplanes, even if they misclassify more points. Such solutions tend to generalize better. When the target variable features more than two categories, a one-versus-rest approach is used to redefine the problem as a set of binary classification tasks. More precisely, as many SVMs as there are categories are trained, where the goal of each SVM is to predict whether an observation belongs to its associated category or not.
Dataset

Text and outcomes
We had access to a large dataset provided by an industrial partner. For each incident report, at least one of the following four text fields were available: (1) title: provides a quick summary of the report, (2) description: full description of the incident, (3) details: gives some details about the physical environment in which the incident occurred (e.g., "engine room", "7 th floor' , "main deck"), (4) root cause: tries to isolate the root cause(s) of the incident (e.g., "untidy housekeeping").
The following outcomes were available for some of the injury reports: (1) severity: severity of the injury, (2) injury type: nature of the injury, (3) bodypart: body part(s) impacted during the incident, and (4) incident type: nature of the incident. Each outcome was associated with a certain number of unique values, that we will denote in the remainder of this article interchangeably as categories, classes, or levels. Category counts for each outcome are shown in Table 2 .
Text preprocessing
Standard text preprocessing steps were applied to the text fields of each report. This included tokenization into sentences and words, and conversion to lowercase. We also removed non-ASCII characters and HTML formatting, and performed some other fine-cleaning steps. Finally, we used a word segmenter to correct some of the many segmentation issues present in the text fields ("fellfrom" → "fell from"). 
Train/test splits and class imbalance
We created separate train/test splits for each outcome: 90% of the reports were used for training, and 10% were left-out for testing. Categories were not mutually exclusive for injury type and bodypart. For these outcomes, 301 and 519 reports (respectively) were associated with more than one level. In order to make use of as much data as possible, we considered these reports to belong to all the categories they were associated with, rather than arbitrarily selecting a single one. However, to make sure that no report from the training sets leaked to the test sets, such extension was performed only after the initial train/test splits had been made.
To address the problem of class imbalance, weights inversely proportional to the frequency of each category in the training set were computed. During training only, these weights were used to weigh the loss function and ensure that the model paid equal attention to all levels, and in particular, did not neglect the minority categories. Statistics about the final train/test splits are shown in Tables 3 to 6. train (82, 474) test (9,164) access eq./tools slips/trips/falls dropped PPE rules access eq./tools slips/trips/falls dropped PPE rules counts 9,300 26 
Vocabulary construction
Reports that did not belong to the test set of any outcome were used to build the vocabulary and pre-train word embeddings. There were more than 218K such reports. First, the number of occurrences of each unique token in the corpus was computed. Then, the tokens appearing at least 5 times were retained, which gave train (14, 616) test (1, 620) us about 24K tokens. The selected tokens were then sorted by decreasing order of frequency and assigned integer values from 2 (most frequent) to about 24K (least frequent). This dictionary was our vocabulary. It was used to convert the text parts of the reports into arrays of integers suited to be passed to the models. The indexes 0 and 1 were reserved respectively for zero-padding and for out-ofvocabulary words (i.e., appearing less than 5 times, or appearing only in the test set).
Pre-training word vectors
Transfer learning is best harnessed when the domain of pre-training and that of the downstream task are not too different. On the other hand, when the data originate from a highly specific domain, and when sufficient amounts of them are available, it is considered better practice that one pre-trains its own word vectors on their own dataset [40] . Therefore, since incident reports are very specific, and since our dataset was big enough to allow effective pre-training, we used the gensim [52] implementation of word2vec (version 3.2.0.) to learn 64-dimensional word vectors on our training sets, with the skip-gram variant. Table 7 shows the most similar words to some anchor words in the learned embedding space, for sanity checking. Clearly, similarities are sensical. Table 7 : Word vectors sanity checks. Rows correspond to the 6 words most similar to the column header (in terms of cosine similarity).
Experimental setup
Deep learning models
Loss function. The function that we minimized during training was the categorical cross-entropy, also known as the log loss:
Where N is the number of reports in the training set, K is the number of categories, y ij is the one-hot label vector of the i th example (size K, zero everywhere, except for the index corresponding to the category of the example), and p ij is the probability returned by the model that the i th example falls into the j th category. Since y ij is equal to zero everywhere except for j corresponding to the index of the true label, only the probability assigned by the model to the true category of the i th example contributes to the overall score. Let us consider a report with label vector [0, 1]. Imagine that the probabilistic forecast of the model is [0.2, 0.8], which corresponds to a quite good prediction. The log loss will be equal to −log(0.8) = 0.22. If the prediction is slightly worse, but not completely off, say [0.4, 0.6], the log loss will be equal to 0.51, and for [0.9, 0.1] (very bad prediction), the log loss will reach 2.3. We can observe that the further away the model gets from the truth, the greater it gets penalized. For a perfect prediction (probability of 1 for the right class), the categorical cross-entropy is null and the model receives no penalty. Cyclical Learning Rate and Momentum. To minimize the loss during training, we used the Stochastic Gradient Descent (SGD) optimizer with opposite triangle policy Cyclical Learning Rate (CLR) and Cyclical Momentum (CM) schedules, as described in [53, 54] . We opted for SGD as there is more and more evidence that adaptive optimizers like Adam, Adagrad, etc. converge faster but generalize poorly compared to SGD 2 [55] . It is true that SGD is much slower than adaptive approaches, but the use of cyclical learning rates can bring a significant speedup, and even sometimes allow to reach better performance.
Following the recommendations of [53, 54] , we estimated the bounds between which the learning rate should vary with a learning rate range test. We conducted such a test for each outcome, with half cycle of 6 epochs. The maximum value of the learning rate was then selected as the point right before the plateau. The minimum value was set as the maximum value divided by 6. Note that for each test, the loss and the performance metrics were computed on a validation set that we constructed by randomly sampling 11.1% of observations at random from the training set, without replacement, so as to obtain a validation set of roughly same size as the test set. The final ranges used for training are shown in Table 8 No range test is necessary for Cyclical Momentum [54] . We simply used the recommended values of 0.95 and 0.85 in our experiments.
Regularization. For regularization, we used dropout [56] at all layers and an early stopping strategy based on the test loss.
TF-IDF + SVM
We considered up to trigrams as dimensions of the BoW space (i.e., n-grams with n ∈ [1, 3] ). The maximum number of dimensions was set to be 6 times the size of the deep learning vocabulary. The terms that were occurring in more than 90% of the reports were ignored.
The C parameter of the linear SVM was tuned for each outcome with a grid search on a validation set of same size as that used for the learning rate range tests. We tried 24 equally spaced values, from x = −5 to x = 6.5, where C=10 x . After the grid search, a final model was trained on the training and validation sets with the optimal value of C, and tested on the test set.
Performance metrics
The same performance metrics were used for all models. Due to the large class imbalance for all outcomes, measuring classification performance with accuracy was inadequate. Rather, we recorded a confusion matrix at the end of each batch on the validation set during the learning rate range tests and on the test set during training. The confusion matrix C is a square matrix of dimension K × K where K is the number of categories, and the (i, j) th element C i,j of C indicates how many of the observations known to be in category i were predicted to be in category j. From the confusion matrix, we computed precision, recall and F1-score for each class. Precision, respectively recall, for category i, was computed by dividing C i,i (the number of correct predictions for category i) by the sum over the i th column of C (the number of predictions made for category i), respectively by the sum over the i th row of C (the number of observations in category i).
Finally, the F1-score was computed classically as the harmonic mean of precision and recall.
Configuration
Experiments were run in Python 3.6 with tensorflow-gpu [57] version 1.5.0 and Keras [58] front-end version 2.2.0, using a high-end GPU. For both TF-IDF vectorization and SVM classification, we used the scikitlearn library [59] . For the TF-IDF + SVM approach, preprocessing and the train/test splits were the same as for the deep learning architectures.
Classification performance
Results can be seen in Tables 10 to 13. The best F1 score for each column is indicated in bold. Performance is always much better than random, and very high scores are reached for some categories. For instance, the FOB (foreign object) class of the injury type outcome is predicted with 95.49 F1 score by CNN, while the eye category of the bodypart outcome is predicted almost perfectly by HAN (97.04 F1). Even for the categories that are more difficult to predict for all models, such as Rules for incident type or Pain for injury type, best scores reach a decent level (61.75 and 66.17 resp., both attained by TF-IDF+SVM).
HAN vs CNN. Overall, while being slightly more parsimonious (see Table 9 ), HAN outperforms CNN almost everywhere. This superiority is probably due to the fact that HAN features an attention mechanism. It could also mean that capturing word order outside of small local windows is beneficial. However, training takes three times longer, on average, for HAN than for CNN. This is due to the fact that even high performance CUDA optimized implementation of recurrent operations take much less advantage of the GPU than convolutional operations. TF-IDF+SVM vs deep learning. TF-IDF+SVM lives up to its reputation, and reaches very high performance everywhere. Interestingly, it even outperforms deep learning, except for bodypart (see Table 12 ). We hypothesize that deep learning is not able to stand out on our relatively small datasets. On very large datasets, deep learning is expected to be significantly better than TF-IDF+SVM. See, for instance, Table 2 Sanity checks for deep learning. We followed best practice 3 and inspected our loss and F1-score plots for any indicator of pathological training. Except for the CNN model on the severity dataset which diverged after a few epochs, training was successful for all models and all outcomes. In Fig. 4 for instance, we can observe on the loss plot that we start overfitting only after the 30 th epoch for HAN and that the margin between the training and test loss curves is not too rapidly increasing, which indicates that the amount of overfitting is acceptable. This suggests that the complexity of the models (i.e., their number of parameters) is appropriate and that our regularization strategy (dropout and varying learning rates) is effective, which enables the model to both fit the training data well and generalize well. Also, the loss curves seem neither too linear nor too exponential, which indicates that the learning rate is adequate. Another easy way to verify that the deep learning models are learning effectively is to check whether their internal representations make sense after training. For instance, on the left of Fig. 5 , we can observe that immediately after initialization, all reports are scattered at random in the internal space of the HAN bodypart model. This makes sense, since most of the weights of the model are initialized at random 4 . After training, however, we can see that the model has updated its weights in a way that the reports are now clearly organized in its internal space (see right of Fig. 5 ). Indeed, reports are almost perfectly grouped based on the category they belong to, to the point that classes are almost linearly separable.
In addition to sanity checking, such high-quality report embeddings can be used to perform semantic report retrieval, by passing a query to the model in test mode, that is, projecting the query in the internal space of the model, and getting the nearest-neighbors. Such a search engine could be used to answer questions such as "What incident reports in the database are the most similar to a given incident report?", which could be very useful in practice. 
Automatically learning incident precursors from text
In this section, we propose, for each model, a method to learn valid injury precursors from the raw dataset by using the trained models. These precursors are identified among the parts of the raw input reports that we find the models rely on the most, on average, in predictive outcome categories.
Our methods can be used by construction management professionals to identify, in a fully automated and data-driven way, the most impactful hazards and behaviors, in order to better inform and focus safety efforts. The methods can also be used to better understand and interpret the model's predictions, and inspect the sections of each report that are most important in predicting each outcome. Transparency and trust in the methodology must be commensurate with predictive performance, if the models are to be adopted and used.
CNN: Predictive regions and word saliency
Predictive regions. This approach follows [38] (section 3.6, Tables 5 & 6) . Recall that before we lose positional information through pooling, each of the n f filters of size h is associated with a vector of size s − h + 1 (a feature map) whose entries represent the output of the convolution of the filter with the corresponding region of the input. Therefore, each region is embedded into an n f -dimensional space. Thus, after training, we can identify the regions of a given injury report that are the most predictive of its outcome level by inspecting the intermediate output of the model corresponding to the receptive field embeddings (right before the pooling layer), and by selecting the regions associated with the highest norm embeddings.
To identify the most predictive regions on average (i.e., at the dataset level), we simply fed all reports in the training set to the model in test mode and recorded the most predictive regions for each report. We applied this procedure to all outcomes. Table 14 shows some of the results we obtained using this approach. We can observe in Table 14 that some of the predictive regions describe environmental or behavioral conditions that are observable before incident occurrence, i.e., that are precursors to incidents. We can see such examples in bold, for instance: "trip hazard", "blocked by", "speeding in car park", "slippery floor", or "not wearing". This is of interest to the construction safety community as this approach shows a way how to use a trained model to automatically learn valid incident precursors from raw text. These can be used to observe empirically what precursors are occurring and what incident/injury type they are related to.
Note that some of the regions in Table 14 , such as "access" or "his eye", correspond to parts of the input text that explicitly mention the category to be predicted. Since the persons who wrote the incident reports often included the solutions (i.e. the outcomes) in the narrative, the model is, of course, using this information for prediction. Strategies to maximize identification of valid precursors, rather than outcome information, are outlined in subsection 7.1.
Word saliency. Another way to learn which parts of the input are predictive was first described by [60] for computer vision and applied to NLP by [61] . The idea is to rank the elements of the input document A ∈ R s×d based on their influence on the prediction. An approximation can be given by the magnitudes of the first-order partial derivatives of the output of the model CNN : A → CNN(A) with respect to each row a of the input A:
The interpretation is that we identify which words in A need to be changed the least to change the class score the most. The derivatives can be obtained by performing a single back-propagation pass based on the prediction, not on the loss like during training.
A visual example of this method is shown in Fig. 6 for the incident type outcome, where the darker highlight indicates the most predictive words, here "without wearing" and "face shield". Also, a probabilistic forecast is shown above the text. It corresponds to the output of the softmax layer. To identify the most salient words at the corpus level, we used the same procedure as that described for the predictive regions method and recorded the most salient words for each report in the training set. In addition to single salient words, we also recorded salient phrases by pasting together the words that were following each other in the input text and which had much larger saliencies than the other words in the document. High saliency words and phrases at the corpus level are shown in Tables 15  and 16 , where valid precursors are once again indicated in bold. By comparing those in Table 16 for Access (incident type) to the ones found previously in Table 14 , we can observe that while the predictive region and word saliency methods identify some common precursors, such as "trip hazard", they mostly extract complementary, rather than redundant, knowledge. For instance, Table 14 identifies "blocked by" and "obstructed by" while Table 16 contains "slippery floor" and "slipping hazard". Thus, we advise in practice to use both methods, rather than one or the other.
HAN: word and sentence attention
For HAN, we can directly use the built-in word-level and sentence-level selfattention mechanisms to visualize the important words for a given report. An example is shown in Fig. 7 , where more important sentences are indicated by darker shading along the left side and more important words are highlighted darker within the sentence. In this way, we can identify the most important word in this example as "dust" (dark sentence shading and dark word shading), which is also a valid precursor of the incident. To identify the most predictive words at the corpus level, for each report, we recorded the attention coefficient of each word multiplied by the attention coefficient of the sentence it belonged to. The scores were thus added across sentences and reports to gather the final statistics. Some examples are shown in Table 17 . 
TF-IDF+SVM
Recall from subsection 2.4 that the w vector, orthogonal to the best-separating hyperplane, is used to determine whether a given observation belongs to the class of interest or to any of the other classes (one-vs-rest approach). Here, observations are injury reports, and by definition, they can only have non-negative coordinates in the BoW space. Indeed, the minimum entry a report vector can have, for any dimension, is zero, when the corresponding token does not appear in the report.
Thus, a given report belongs to the class of interest if its dot product with w is positive.
Furthermore, the w vector contains the contribution of each token in making the classification decision. More precisely, the magnitudes of the coordinates of w indicate the strength of the contributions, while their signs indicate if the tokens attract or reject the report to/from the class of interest. Tokens for which the coefficients of w are large and positive (resp. negative) are strongly indicative of belonging (resp. not belonging) to the category of interest.
For each outcome, we recorded the most predictive n-grams. We made two interesting observations when analyzing the results: (1) the top of the lists of predictive tokens tend to contain n-grams of rather low order (mostly unigrams, then bigrams, and only rarely, trigrams); (2) more than for the deep learning approaches, one has to go down the list to start finding valid precursors, as the top 10 elements almost entirely relate to outcomes. In a way, it is like if the TF-IDF+SVM approach was more efficient in finding and focusing on the parts of the input text containing the "solutions" than CNN and HAN. This could partly explain the observed superiority of TF-IDF+SVM on our datasets.
However, when -slightly-going down the list, numerous valid precursors can be found. Examples are given in Table 18 . These examples were selected manually by inspecting the top 50 elements of each list. 
Limitations and recommendations
Recommendations for improving precursor extraction
A current limitation of our methods, demonstrated in the results, is that models tend to use parts of the narratives explicitly discussing outcomes rather than the incident circumstances and environmental conditions. That is, the models have a tendency to "cheat" and use the solutions, which reduces their ability to extract meaningful precursors. Some remediation strategies, listed below, could be used:
• using less text fields. In our experiments, we used four fields: title, description, details, and root cause. Information about outcomes can be found in all of them. However, on average, some fields, such as title, appear to contain more outcome information. Ignoring such fields could force the models to focus on information pertaining to environmental conditions and causes, and learn a higher proportion of precursors.
• Removing from the input reports the text fragments that the models have most relied on the first time they were trained could be another solution. It would require, however, retraining models from scratch after the filtering step has been performed. This strategy would allow keeping more data than the first one, as it does not involve purely and simply ignoring fields. The drawback is that legitimate precursors might be removed along with the solutions during the filtering step. One would have to closely monitor the ratio precursors /solutions between the first and the second runs.
• The last approach is very heuristic, but could work. It would consist in removing the parts of the reports following some keywords known to be indicative of outcomes ("hospital", "taken to", "injured person", etc.). Alternatively, only the sentences containing such keywords could be eliminated.
There is a tradeoff between prediction performance and the usefulness of the features learned by the models. Giving the models access to text that may contain some elements disclosing information about the outcomes increases predictive performance, but the tradeoff is that the features learned by the models may be less useful from a knowledge extraction's standpoint. Conversely, implementing the strategies described above might result in a predictive performance drop, but the text fragments extracted by the models will include a higher number of valid precursors. Also, this setting is closer to a real-life prediction setting in which only information preceding accident occurrence is available to the models.
Recommendations related to prediction
Predictive skill was not the focus of this study. We note, however, that combining the probabilistic forecasts of all models, for instance with a simple logistic regression, could generate more accurate predictions. This approach is known as model stacking.
Again, prediction was not the focus of this study. But if one was to use the models for prediction in the field, a user would have to write a textual description of the work conditions. This may be a cumbersome task that workers may not enjoy. Further, a computer, smartphone, or tablet with internet connectivity would be required. Such resources are not always available. However, with increasing computer literacy, availability of portable devices, and enhanced connectivity even in remote areas, these practical constraints may quickly resolve.
Contributions to practice
The methods proposed in this paper represent a substantial advancement in data-driven construction safety. It reduces the efforts needed to extract useful knowledge and make reliable safety predictions from injury reports. Such information can be used during typical work planning, job hazard analyses, pre-job meetings, and audits. Given that injury reports are a ubiquitous form of data collected in industry, this advancement has immediate and significant impacts.
Further developments could include using models to amalgamate reports across the industry, through continuous updates as new data arrive. This could allow the construction industry to collect learning without the need to access individual reports, often protected by confidentiality. Trends could be observed across companies and geographical boundaries.
Also, the methods could be applied to other textual data, within or outside of construction safety. For example, contractual information or other data containing information of historical events such as lessons learned or quality records.
Conclusion
We proposed an approach to automatically extract valid accident precursors from a dataset of raw construction injury reports. Such information is highly valuable, as it can be used to better understand, predict, and prevent injury occurrence. For each of three supervised models (two of which being deep learning-based), we provided a methodology to identify (after training) the textual patterns that are, on average, the most predictive of each safety outcome. We verified that the learned precursors are valid and made several suggestions to improve the results. The proposed methods can also be used by the user to visualize and understand the models' predictions. Incidentally, while predictive skill is high for all models, we make the interesting observation that the simple TF-IDF + SVM approach is on par with (or outperforms) deep learning most of the time.
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