In this contribution a new method for the determination of mean curves of lightning impulses is presented. The method is in accordance with the actual standard IEC 60060-1 and based on mathematical curve fitting using the Least Mean Square (LMS) error as quality criterion and the Gauss-Newton or the Levenberg-Marquardt algorithms in order to solve the nonlinear equations. The presented procedure reproduces measured lightning impulses in a more suitable way than conventional functions and is therefore able to determine mean curves of standard lightning impulses as well as of lightning impulses superimposed by oscillations or overshoots. A. comparison of results obtained with the described method and other curve fittings by using the IEC-TDG and measured data produced by a special generating circuit shows that the new method is more favourable.
I INTRODUCTION
High-voltage and high-power equipment are often subjected to stresses from lightning impulse voltages during type and routine tests. For the evaluation of these test results it is imperative to determine the characteristic parameters of the lightning impulses as defined in the standard IEC 60060-1 [I] . Concerning this IEC publication the parameters describing a lightning impulse are the peak value Up, the front time T I , the time to half-value Tz or in case of chopped impulses the time to chopping Tc. For Standard Lightning Impulses (SLI) the front time TI is 1.2ps +30% and TZ is 50ps +20% why the abbreviation (1.2/5Ops) is widely used (see Figure I ). An exact determination of these impulse parameters is limited when using analogue measuring instruments because the evaluation has to be done manually. The application of digital measuring technique removes this limitation, thus being one of the reasons for the replacement of the analogue equipment University of Hannover, Germany by the more efficient digital measuring equipment [2] .
However, by using digital measuring technique experts in high-voltage and high-power testing have recognised that additional problems arise especially in the automation of the evaluation of the impulse parameters [3-41. This can be traced back to the fact that the evaluation of the parameters as defined in the IEC standard is ambiguous. For this reason several institutions such as laboratories or manufacturers use dissimilar evaluation algorithms. This may cause substantial differences in the calculated impulse parameters although all relevant standards have been considered. Furthermore, the evaluation of the parameters becomes more difficult if oscillations or overshoots are superimposed on the lightning impulse, e.g. the heavy oscillations normally occurring in transformer testing. In some special cases the IEC standard demands for the determination of a so-called mean curve which should describe a more or less smooth standard lightning impulse waveform. Such a procedure should for instance be performed if a superimposed oscillation has a frequency higher than 0.5MHz or if the duration of an overshoot is shorter than Ips. Calculation of mean curves for determination of lightning impulse parameters is common practice today and allowed by using curve fitting methods based on digital data processing systems. When using these methods especially the following three problems arise:
I.) A mean curve has to be expressed by a numerical function because in this case only a computer is able to determine it. The question is which function is the best one or which one can describe the physical relations as precisely as possible.
Curve fitting is based on the concept to fit a numerical function representing the mean curve as well as possible to a measured curve. To find an ideal fitting curve is always an optimisation problem that can be solved by applying optimisation algorithms. A major difficulty is to decide which algorithm is the most useful or which method is the most exact and unambiguous one.
All optimisation methods need a goal function, which is a mathematical equation. This means that in case of using curve-fitting methods it is necessary to define a criterion, which indicates how exact the fitting is. The question in this case is which criterion is the most suitable one.
2.)
3.)
Concerning the last problem it can be noted that almost all optimisation methods are trying to minimise a function F, which in most cases is defined by the Least Mean Square (LMS) error. With this object function the square of the Euclidean distance between the n samples of the measured impulse u,(i) and the calculated mean curve uJi) should be minimised:
The first two problems previously discussed are much more 
I1 IMPULSE GENERATING CIRCUIT
In order to produce standard lightning impulses as well as impulses with superimposed oscillations and overshoots the generating circuit shown in Figure 2 has been developed. With the described circuit it is possible to generate different lightning impulses with superimposed oscillations or overshoots with various amplitudes and frequencies without losing the ability to measure the mean curve of the lightning impulse and the superimposed signal separately. This is a very important advantage for the further investigations, because it becomes possible to compare the suitability of the measured mean curve with the approximations determined by the curve fitting methods.
ANALYTICAL EQUATIONS OF MEAN CURVES
Many investigations were carried out to find an optimal mathematical expression of mean curves. Aside from double exponential functions, which seem to describe standard lightning impulses well, also quadruple exponential, polynomial and other non-polynomial functions were investigated [6-81. The slope of the analytical function has a finite and rather high value at the starting point. In physical circuits, however, the initial rate of rise of voltages is normally close to zero and an initial delay of the rising front section will usually occur.
Results obtained from calculations of parameters for double exponential mean curves from sampled standard impulse voltages show that it may be very difficult to establish proper impulse mean curves. On the front and close to the peak value rather large deviations between the mean curve and the measured data may occur. Due to these facts some new functions expressing the mean curve are investigated. The mean curve functions combine double exponential functions with sine and cosine terms for imitating the beginning of the impulse voltage in a more suitable way. By adding a cosine term to Equ. (2) the following function can describe a lightning impulse with a smoother start:
The particular (I-cos(ot))-term may improve the fitting of the rising impulse front as well as the fitting of the mean curve in the region of the peak value. The damping of the cosine term is controlled by the parameter y. In order to improve an automatic parameter estimation the mean function has separate amplitude coefficients, A for the double exponentialand B for the (1-cos(ot))-term. Alternatively, a sine-term is added to Equ. (2) in order to reduce the differences between the sampling points and the calculated mean curve:
u,(t) = A. (e* -e4 ')+C. sin@. t) .ed '
With this sin(cpt)-term the fitting of the rising impulse front can be improved, i.e. compensation for a delay in the initial voltage rise. The damping is controlled by the parameter 6, and separate amplitude coefficients for the sine-and double exponential terms are used.
In each equation (3) iterative algorithms initial guesses of unknown parameters have to be estimated. The efficiency of these numerical algorithms depends on the complexity of the function and the initial parameter estimation. An algorithm that is particularly suited to a small-residual case is the Gauss-Newton method in whtch the Hessian matrix is approximated by its first term: In a line-search version of the Gauss-Newton algorithm the search direction from the current iterate satisfies a linear system of equations. In some methods the Gauss-Newton algorithm assumes linearity, i.e. only one iteration is required to find a minimum. If the model is highly non-linear, Gauss-Newton steps are usually too large. This may lead to an inefficient or even unsuccessful step length and convergence may not be reached at all. Therefore several modifications of the Gauss-Newton method have been constructed. However, it should be emphasised that the Gauss-Newton algorithm is found to be very efficient if the conditions to use it are fulfilled, as for the regarded optimisation problems.
One of the simplest and oldest minimisation methods is the Steepest Descent method, which is simple to implement and requires modest computer memory. The method has a relatively good progress, which decreases when a minimum is within reach. However, Steepest Descent codes are often incorporated into other methods like Conjugate Gradient or Newton, when roundoff destroys some desirable theoretical properties or when regions of indefinite curvature are encountered. The combination of two different methods is common practice in order to achieve higher performance. An algorithm that combines . the robustness of the Steepest Descent procedure with the efficiency of the Gauss-Newton method is the Levenberg-Marquardt algorithm. This method switches automatically from a gradient method far from the minimum to a Gauss-Newton step as the minimum is approached. Nowadays the Levenberg-Marquardt algorithm is very popular and included in many scientific software packages used for spectral jmalysis, curve and band fitting problems. This algorithm is. found to be very efficient for optimising solutions of several functions simultaneously. Due to these advantages the Levenberg-Marquardt algorithm is used for the further investigations. In order to compare the results and the efficiency of this method additionally the i=l Gauss-Newton method, which also seemed to be favourable, is used for solving the non-linear equations.
v COMPARISON OF CURVE FITTING METHODS
With the Levenberg-Marquardt (LM) and Gauss-Newton (GN) algorithms the object function F, Equ. (l), is minimised using Equ. (22, (3) , (4) and (5) (75OkHz, 5% amplitude related to SLI-peak) LI+OV: An overshoot is superimposed on SLI after 1 . 2~~ (duration=20Ons, 5% amplitude related to SLI) TDG-13: Case 13, measured data TDG-14: Case 14, measured data, mean curve is required
The first three impulses were measured with the described generating circuit and recorded with a length of 8192 samples by a digitizer with IOOMHz sampling frequency.
In Table 1 the errors of the calculated mean curves for these 5 impulse voltages are shown using the LM and GN method for determining the parameters of the 4 different mean curve functions. All error-values are normalised to the maximum LMS-error for each investigated impulse form separately, whereas the individual calculated LMS-errors are related to the measured standard lightning impulse for the impulses LI+OSC and LI+OV and to the original curve in the other three cases. The iteration process is stopped when the difference between two iterates is less than 1E-4, while in each case the same initial parameter estimation is used for the GN-and LM-algorithms. It is obvious that there is no significant difference in the calculated mean curves using the LM or the GN method, except in one case (SLI, Equ. 3) in which the GN algorithm get stuck in a local minimum. That can be avoided by using another parameter estimation. The similarity of the results obtained by the GN and LM method can be traced back to the fact that both algorithms are based on a similar principle. For that reason and due to the relatively small search space of the described optimisation problems, it is possible to indicate that almost all mentioned standard algorithms, which finally base on the Gauss or Newton algorithm, will be able to solve the regarded non-linear equations adequately if the initial parameters have reasonable starting values. Nevertheless, the LM method is on average more exact and less influenced by the initial estimation compared to the GN algorithm, which in most cases is faster. It is conspicuous that in all cases the maximum error is obtained by using the standard exponential function (Equ. 2) approximating the mean curve. As previously indicated the new functions are able to replicate the lightning impulses in a more suitable way, especially at the front, where the largest deviations appear as shown in Figure 4 . However, all functions can reproduce the lightning impulses at the tail almost perfectly. The differences in the LMS-error between the three new functions are rather small. Nevertheless, the best results are
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obtained with the method that combines a double exponential with a sine and a cosine term (Equ. 5). This function is still more difficult to handle than the other two (Equ. 3 and 4), because the initial estimation has more influence on the results and is therefore more complicated. Furthermore the calculation time is higher due to the increasing search space.
Figure 4:
Calculated mean curves of the SLI using the LMmethod and following equations:
According to the IEC-standard the test voltage value should be determined by the peak of the impulse if the duration of an overshoot exceeds 1 ps or the superimposed oscillations are below 5OOkHz. The impulse TDG-13 is a measured lightning voltage with an overshoot and an oscillation frequency that requires setting the impulse voltage equal to the peak value. Although a mean curve is not required for this record Figures 5a and 5b display the results obtained from calculations of a mean curve using Equ. (2) and (4). 
In the TDG-13 case the calculated mean peak value is about 94% of the impulse peak using Equ. (4), whereas it is less than 90% for an approximation with a double exponential function (Equ. 2). Thus with the new routine the calculation is more exact than it is possible using Equ. (2), although !he determined mean curve has a low-frequency oscillation, which also odurs if the (I-cos(wt)) or both correction-terms were used. It is possible to avoid this low frequency, by changing the damping of the sine or cosine term, although this procedure increases the efforts. For lightning impulses with superimposed oscillations higher than 5OOkHz or short overshoots the low frequency disappears (Figures 5c and d) .
All results show that the new functions approximate mean curves of standard lightning impulses as well as lightning impulses with superimposed oscillations or overshoots more exact than the conventional double exponential functions. Thus an automatic evaluation of the impulse parameters using the new curve fitting methods can be easily and efficiently performed without losing high precision.
VI CONCLUSION
In accordance to the actual IEC-standard an automatic evaluation of the impulse parameters is commonly based on curve fitting methods using various functions for calculating a mean curve. Conventional functipns like double exponential terms are often inefficient why new methods were investigated. These new methods combine double exponential functions with sine-and cosine-terms and use the iterative algorithms Levenberg-Marquardt and Gauss-Newton for solving the non-linear equations in order to minimise the Least Mean Square (LMS) error. Comparing curve fittings by using different data from the TDG and from measurements produced by a specially designed circuit it becomes obvious that the new methods reproduce standard lightning impulses as well as lightning impulses with superimposed oscillations or overshoots more efficient and up to 80 times more exact than conventional methods. Therefore the new method enables a precise automatic evaluation of impulse parameters.
