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Abstract
Let G be a group of complex n × n matrices. We call G a permutation-like group if every matrix in G
is similar to a permutation matrix. We consider the question whether a permutation-like group is equivalent
to a group of permutation matrices. Examples show that this is not always the case. We investigate this
problem in detail for some small values of n and conjecture that under some additional condition the above
implication holds.
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1. Introduction
We start with the following definition.
Definition 1.1. Let G ⊂ Cn×n be a finite group of matrices. If every X ∈ G is similar to a
permutation matrix, then G is called a permutation-like group.
The central question: Is a permutation-like group equivalent to a group of permutation matrices,
i.e., can we find an invertible matrix S ∈ Cn×n such that for all X ∈ G the matrix SXS−1 is a
permutation matrix?
In Section 2 we familiarize ourselves with the topic by giving various examples of permutation-
like groups. These examples show us that the answer to this question is not always affirmative.
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The counterexamples that we construct lead us to the additional assumption that the group G
contains a maximal cycle, i.e., a matrix C corresponding to the cycle γ = (123 . . . n) ∈ Sn, where
Sn denotes the group of permutations on n symbols. Under this assumption the only possible
commutative permutation-like group is the cyclic group
G = 〈C〉
which is clearly equivalent to a group of permutation matrices. This is shown in Proposition 4.2.
For n  6 examples from Section 2 show that for an affirmative answer we have to add some
assumptions.
One possible conjecture would be:
Conjecture. A permutation-like group G ⊂ Cn×n containing a maximal cycle is equivalent to a
group of permutation matrices.
In Section 3 we prove that Sylow p-subgroups of a permutation-like group G ⊂ Cn×n for
p > n2 are cyclic which coincides with the property of such Sylow subgroups of the symmetric
group Sn (consider the order of Sn).
A useful object that we investigate in Section 4 is the normalizer
N(〈C〉) = {X ∈ G; XCX−1 ∈ 〈C〉}.
If n is a prime number, the subgroup N(〈C〉) is equivalent to a group of permutation matrices, as
shown in Theorem 4.6.
The complete analysis of the cases n = 2, 3 is given in Section 5.
In Section 6 we consider the cases n = 4, 5. In the case n = 4 the answer to the central question
is affirmative provided that the group G contains a maximal cycle. The first example of Section 2
is a counterexample if a maximal cycle is absent. At the end of this section we state the result that
every permutation-like group G ⊂ C5×5 (even without a maximal cycle) is equivalent to a group
of permutation matrices. Since the checking in this case is much longer than in the cases 3, 4, we
omit the proof. Details of the proof can be found in [2].
This problem turns out to be more difficult than it seemed, so that with the present tools we
managed to give the complete answer only for n  5.
In the sequel we will use the following notation. Let α1  α2  · · ·  αk > 1 and α1 + α2 +
· · · + αk  n. Then the multiindex α = (α1, α2, . . . , αk) determines the cyclic structure of a
permutation from the symmetric group Sn. According to this we denote by Cα ⊂ G the subset of
all matrices in G that are similar to the permutation matrix associated with α. Additionally, we
define C0 = {I }, C0α = Cα ∪ C0, and by mα we denote the cardinality of Cα .
It is a well-known fact that every finite group is equivalent to a group of unitary matrices, so
we can assume in the sequel that our group consists of unitary matrices.
We conclude the introduction by recalling from [1] the following proposition which turns out
to be very useful for our problem.
Proposition 1.2. If the sum of all the matrices from a finite matrix group G ⊂ Cn×n is nonzero,
then all the matrices fromG have a common fixed point, i.e., there exists a nonzero vector e ∈ Cn
such that
Xe = e
for all X ∈ G.
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Proof. Let
S =
∑
X∈G
X /= 0
be the sum of all the matrices in G. Then we find a vector f such that e = Sf /= 0. Since G is a
group, for X ∈ G we have XS = S and therefore Xe = XSf = Sf = e. 
Since the trace of a permutation matrix is nonnegative and G contains the identity matrix the
sum of all the matrices from G can not be zero so G has a common fixed point, which is one of
the properties of a group of permutation matrices.
2. Examples
We first show that the answer to the central question is negative in general.
Example 2.1. Let m  l > 1. There is a permutation-like group G ⊂ C2m×2m that contains a
cycle of length 2l − 1 and is not equivalent to a group of permutation matrices. The group G is
isomorphic to a dihedral group.
Proof. Let n = 2m and N = 2l be even numbers with m, l > 1 and ω a primitive root of unity
of degree N − 1. For i ∈ Z we define
Bi =
[
ωi
ω−i
]
and
T0 =
[
0 1
1 0
]
.
We construct matrices C, T ∈ Cn×n
C =
⎡
⎢⎢⎢⎣
I
B0
.
.
.
Bl−1
⎤
⎥⎥⎥⎦
and
T =
⎡
⎢⎣
T0
.
.
.
T0
⎤
⎥⎦ ,
where I is the (n − N) × (n − N) identity matrix. Then the matrix C corresponds to an (N − 1)-
cycle and the matrix T to a product of m disjoint transpositions. Since T C = C−1T , every element
of the group G, generated by the matrices T and C, is either of the form T Ck or Ck . It is easy
to see that the matrices of the form T Ck correspond to a product of m disjoint transpositions,
while the matrices Ck are similar to powers of a cycle of length (N − 1). Therefore G is indeed
a permutation-like group.
Suppose that G is equivalent to a group of permutation matrices, where T corresponds to the
permutation σ and T C to the permutation σ ′. We have already mentioned that each of σ and σ ′ is
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a product of m disjoint transpositions. The product T · (T C) = C then corresponds to the product
σσ ′ and is on the other hand clearly similar to a (N − 1)-cycle γ which has an odd number of
fixed points. Let a be a fixed point of the cycle γ . Since the permutations σ and σ ′ have no fixed
points, σ ′ must contain a transposition (ab). Since a is a fixed point of the product σσ ′, it follows
that σ(b) = a. This yields that σ contains the transposition (ba) which forces b to be another
fixed point of the product σσ ′. Therefore fixed points of the product σσ ′ appear in pairs and thus
their number is even. Since γ has an odd number of fixed points, this is a contradiction and G is
not equivalent to a group of permutation matrices. 
We now consider a permutation-like group G of involutions, i.e., X2 = I for every matrix
X ∈ G. This assumption implies thatG is a commutative group and each of its matrices is similar
to a product of disjoint transpositions.
Consider first a pair of commuting permutations τ, σ ∈ Sn under the assumption that both of
them are products of disjoint transpositions. We may assume that τ contains the transposition
(12). If 1 and 2 are fixed points of σ , or σ also contains (12), we can restrict ourselves to the set
{3, 4, . . . , n}.
In the remaining case let σ contain a transposition (1a) with a /= 1, 2. We get (τσ )(a) = 2.
The transposition (2a) is therefore contained in τσ = στ . From τ(a) = b /= 2 we get σ(b) =
σ(τ(a)) = 2 which yields that σ contains the transposition (2b). Therefore for some a /= b we
have
τ = (12)(ab) · · ·
and
σ = (1a)(b2) · · · .
We conclude that the transpositions from τ and σ that intersect, but are not equal, appear in
pairs which will be called conjugated pairs. We notice that any two conjugated pairs commute
and their product is the third conjugated pair.
Example 2.2. For n  8 there exists a (commutative) four-generator group G ⊂ Cn×n of expo-
nent 2, which is not equivalent to a group of permutation matrices.
Proof. Let A0, B0, C0,D0 ∈ G ⊂ C8×8 be the diagonal matrices with diagonals
d(A0) = (−1,−1,−1,−1, 1, 1, 1, 1),
d(B0) = (1,−1,−1,−1,−1, 1, 1, 1),
d(C0) = (1, 1,−1,−1, 1, 1, 1, 1)
and
d(D0) = (1, 1, 1,−1,−1, 1, 1, 1).
We define diagonal matrices A,B,C,D ∈ G ⊂ Cn×n,
A = A0 ⊕ I1 ⊕ (−I2),
B = B0 ⊕ I1 ⊕ (−I2),
C = C0 ⊕ I1 ⊕ (−I2)
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and
D = D0 ⊕ I1 ⊕ (−I2),
where I2 is the identity matrix of degree m = [(n − 8)/2] (here [x] stands for the integer part of
x) and I1 is the identity matrix of degree n − 8 − m. It is easy to verify thatG is a permutation-like
group of exponent 2.
Suppose that G is equivalent to a group of permutation matrices, where matrices A,B,C,D
correspond to commuting permutations α, β, γ, δ, respectively. Clearly the number of ‘−1’ on
the diagonal of each of the matrices is equal to the number of the disjoint transpositions that
form the corresponding permutation. The permutations α and β are therefore products of 4 + m
disjoint transpositions, while the permutations γ and δ consist of m + 2 disjoint transpositions.
We assume that
α = (1, 2)(3, 4)(5, 6)(7, 8)(9, 10) · · · (8 + 2m − 1, 8 + 2m).
Since α, β, γ and δ commute, the discussion preceding Example 2.2 implies that in the case
n = 8 + 2m + 1 the point n is fixed also by β, γ and δ. Therefore we assume that the degree
is an even number n = 8 + 2m. For the product AB corresponds to a product of two disjoint
transpositions, permutation β contains m + 2 transpositions from α and one conjugate pair of the
transpositions from α. By symmetry we can assume that
β = (1, 2)(3, 4)(5, 7)(6, 8)(9, 10) · · · (8 + 2m − 1, 8 + 2m).
The permutation γ is a product of m + 2 disjoint transpositions and each of the permutations αγ
and βγ is a product of two disjoint transpositions. If γ contains some conjugate pair form α, the
product γα has at least four disjoint transpositions. Therefore the set of the transpositions forming
γ is contained in the set of the transpositions forming α. In the same fashion we conclude that
the set of the transpositions forming γ is contained in the set of the transpositions forming β. It
follows that
γ = (1, 2)(3, 4)(9, 10) · · · (8 + 2m − 1, 8 + 2m).
Since the matrix BD corresponds to a product of two disjoint transpositions, permutation δ
contains exactly m + 2 transpositions from β. Therefore we get δ by ‘erasing’ two transpositions,
say T1 in T2, from β. Let us denote
 = {(1, 2), (3, 4), (9, 10), . . . , (8 + 2m − 1, 8 + 2m)}.
We show that we cannot choose δ satisfying the above conditions.
1. Suppose that T1 = (5, 7) (or T1 = (6, 8)). Since α and δ commute we get T2 = (6, 8) (or
T2 = (5, 7)). Then αδ = (5, 6)(7, 8) which is a contradiction, as AD corresponds to a product
of four disjoint transpositions.
2. In the remaining case we have T1, T2 ∈ . This yields
δ = (5, 7)(6, 8)P1P2 · · ·Pm,
where Pi are from set , i.e., the set of the transpositions forming permutation γ . Then the
product δγ contains four disjoint transpositions which again is a contradiction since CD
corresponds to a product of two disjoint transpositions. 
Example 2.3. Forn  6 there is a permutation-like groupG ⊂ Cn×n isomorphic to the quaternion
group, which is not equivalent to a group of permutation matrices.
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Proof. Let I be the identity matrix of dimensionn − 6. The following representation of the quater-
nion group Q = {±1,±i,±j,±k} consists of matrices individually similar to some permutation
matrices.
M(i) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0
0 1
−i 0
0 i
1 0
0 1
I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
M(j) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0
0 1
0 1
−1 0
0 1
1 0
I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
M(k) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1
0 −i
−i 0
0 1
1 0
I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The groupG ⊂ Cn×n generated by the matrices M(i),M(j) and M(k) is a permutation-like group
isomorphic to the group Q. Suppose thatG is equivalent to a group of permutation matrices. Then
from the spectra of the matrices we conclude that M(i) corresponds to a 4-cycle, say γ1 = (1234),
M(j) corresponds to a disjoint product of a 4-cycle, say γ2, and a transposition, say τ2, while
M(k) corresponds to a 4-cycle, say γ3. Since i2 = j2 the cycles γ1 and γ2 act on the same set
{1, 2, 3, 4}. It follows that the product γ1γ2τ2, corresponding to ij = k, contains a transposition
τ2, which is not possible since the matrix M(k) corresponds to a 4-cycle. 
3. Sylow subgroups in a permutation-like group
In this section we show that for p > n2 the Sylow p-groups of a permutation-like group are
cyclic, which is also the case in the symmetric group Sn. We use the well-known facts which can
be found in [3, pp. 78–80].
Lemma 3.1. Let G ⊂ Cn×n be a permutation-like group, p  n a prime number andH ⊂ C0p
a nontrivial subgroup of G. ThenH is a cyclic group.
Proof. SinceH is a nontrivial group, we can choose a basis for Cn such thatH contains a matrix
of the form
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A =
⎡
⎢⎢⎢⎢⎢⎣
I
ω
ω2
.
.
.
ωp−1
⎤
⎥⎥⎥⎥⎥⎦
,
where ω ∈ C is a primitive pth root of unity and I the identity matrix of order n − p + 1. Let us
write an arbitrary matrix X ∈ H \ 〈A〉 in the form
X =
⎡
⎢⎢⎢⎣
Y ∗ ∗ ∗
x1 ∗ ∗
∗ . . . ∗
∗ ∗ xp−1
⎤
⎥⎥⎥⎦ .
We first show that
x1 = · · · = xp−1 = 0.
Let us denote y = tr(Y ). For k = 0, 1, . . . , p − 1 we have AkX ∈ Cp which gives us the
system of linear equations
tr(AkY ) = y + ωkx1 + ω2kx2 + · · · + ω(p−1)kxp−1 = n − p,
having unique solution, namely y = n − p and x1 = · · · = xm−1 = 0. SinceH is a p-group and
has a nontrivial center, we may assume that the matrix A commutes with all the matrices from
H. Pick a matrix X /∈ 〈A〉 and decompose the matrices A and X in the fashion
A =
[
I
D
]
and X =
[
X1 X2
X3 X4
]
,
where
D =
⎡
⎢⎢⎢⎣
ω
ω2
.
.
.
ωm−1
⎤
⎥⎥⎥⎦ .
Since the matricesA andX commute, we getX2 = X2D,DX3 = X3 andDX4 = X4D. As 1 is
not an eigenvalue forD, it follows thatX2 = 0 andX3 = 0. AsD is a diagonal matrix with pairwise
different diagonal entries, X4 is a diagonal matrix. Since the diagonal entries of X4 are zero by the
first part of the proof, X4 = 0. The matrix X is then singular which is a contradiction. Therefore
H = 〈A〉
is indeed a cyclic group. 
Corollary 3.2. Let G ⊂ Cn×n be a permutation-like group, p > n2 a prime number dividing |G|
andS  G a Sylow p-subgroup of G. Then:
(a) The groupS is a cyclic group of order p generated by some A ∈ Cp.
(b) The group G has order
|G| = p · l,
where p does not divide l.
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Proof
(a) Since p > n2 , we haveS ⊂ C0p and so we can use Lemma 3.1.
(b) This is a basic fact following from Sylow’s theorems (see [3]). 
4. Permutation-like groups with maximal cycles
In this section we consider permutation-like groups G ⊂ Cn×n containing a maximal cycle,
i.e., a matrix C ∈ Cn. We can choose a basis B = {f0, f1, . . . , fn−1} in which C takes the form
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
0 λ
.
.
. 0
0
.
.
. λ2
.
.
.
...
...
.
.
.
.
.
. 0
0 0 · · · 0 λn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (dia)
where λ is a primitive nth root of unity. If G is a permutation-like group, the sum of its matrices
cannot be zero since the traces of all the matrices are nonnegative and the identity matrix I ∈ G
has positive trace. By Proposition 1.2 in the same basis we have G = 1 ⊕ G′, since the elements
of the basis B are unique up to scalar factors.
Lemma 4.1. Let {f0, f1, . . . , fn−1} be a basis in which a maximal-cycle matrix C takes the form
(dia) and let
e =
n−1∑
i=0
βifi .
Then the set
B = {Cke|k = 0, 1, . . . , n − 1}
is a basis of the space Cn if and only if βi /= 0 for all i.
Proof. It is clear that the set B is linearly dependent if some βi is zero.
We assume that all the coefficients βi are nonzero. From
n−1∑
j=0
γjC
j e = 0
we get
n−1∑
i,j=0
βiγjC
jfi =
n−1∑
i,j=0
βiγjλ
ij fi = 0.
Since the coefficients at fi vanish for all i, we conclude that
n−1∑
j=0
λij γj = 0
for all i = 0, 1, . . . , n − 1.
This is possible if and only if all γj are zero coefficients. 
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Remark. The matrix C takes its ‘classical’ permutation form in a basis B
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 0 1
1
.
.
. 0
0
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
...
0 · · · 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(cyc)
if and only if the basis B is given as B = {Cke|k = 0, 1, . . . , n − 1} for some e ∈ Cn.
We now show that every commutative permutation-like group containing a maximal cycle is
equivalent to a group of permutation matrices.
Proposition 4.2. Let G be a commutative permutation-like group containing a maximal cycle C.
Then
G = 〈C〉.
Proof. Let λ ∈ C be a primitive nth root of unity and pick any X ∈ G. As C has no multiple
eigenvalues and X commutes with C, X is a circulant, i.e.,
X = p(C),
for some polynomial p(x) = a0 + a1x + · · · + an−1xn−1. Since each matrix from G is similar
to a permutation matrix, for every k  n − 1 we have
nak = tr(C−kX) = mk,
where mk  n are nonnegative integers. It follows that ak = mkn  0. As X is a unitary matrix,
we get
a0 + a1 + · · · + an−1 = |p(1)| = 1 = |p(λ)| = |a0 + a1λ + · · · + an−1λn−1|.
It is easy to see that this is only possible in the case where al = 1 for some l, while for k /= l we
have ak = 0. Therefore
G = {I, C,C2, . . . , Cn−1}. 
Recall that the multiplicative groupZn = {λk|k ∈ Z} is isomorphic to the cyclic group Zn =
{0, 1, . . . , n − 1}. This group affords the structure of a commutative ring which is a field if n is a
prime number.
Let C be a maximal cycle in a permutation-like group G and X ∈ G \ 〈C〉 a matrix with the
property XC = CkX, or equivalently
XCX−1 = Ck.
Then C and Ck are similar matrices which means that Ck also represents a maximal cycle. This
is possible if and only if k is a unit of the ring Zn.
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Lemma 4.3. Let X ∈ G be a matrix satisfying
XC = CkX,
for some unit k /= 1 of the ring Zn and let l = k−1 be its inverse. Then π(i) = il defines a
permutation on the set Zn. Let
π = γ0 · γ1 · · · γr
be a disjoint cycle decomposition for π and choose a basis in which C takes the form (dia). Then
X is a monomial matrix of the form
X = D0P0 ⊕ D1P1 ⊕ · · · ⊕ DrPr,
where Di are diagonal matrices and Pi the permutation matrices corresponding to the cycles γi.
The multiplicative order of l coincides with the order of the permutation π.
Proof. Let f0, f1, . . . , fn−1 be a basis such that C has the form (dia). From (λk)l = λ it follows
that
CkXfi = XCfi = λiXfi = (λil)kXfi,
therefore we find a scalar αi such that
Xfi = αifil, (mon)
since the eigenvalues 1, λk, λ2k, . . . , λ(n−1)k of the matrix Ck are distinct. Multiplication by l
defines a permutation π on the set Zn = {0, 1, . . . , n − 1}.
Let ρ be the multiplicative order of l. The group {1, l, l2, . . . , lρ−1} acts on the set Zn, and the
‘ordered’ orbits of this action are exactly the disjoint cycles of π . Since the length of each orbit
divides the degree of the acting group, we have π = γ0 · γ1 · · · γr , where γi are disjoint cycles of
lengths dividing ρ. It follows that
πρ = id.
The cycle corresponding to the orbit containing 1 clearly has length ρ which implies that ρ is
exactly the order of the permutation π . Let Pi be the permutation matrix associated with the cycle
γi . Then the permutation matrix P corresponding to the permutation π has the form
P = P0 ⊕ P1 ⊕ · · · ⊕ Pr .
By (mon) the matrix X is monomial and we can write it as
X = D0P0 ⊕ D1P1 ⊕ · · · ⊕ DrPr . 
Lemma 4.4. Let
X =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 0 a1
a2
.
.
. 0
0 a3
.
.
.
...
...
.
.
.
.
.
.
.
.
.
...
0 · · · 0 an 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Cn×n
be a matrix similar to a permutation matrix P. Then we can choose a basis such that P is equal
to C in the form (cyc). If we define
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Q =
⎡
⎢⎢⎢⎣
μ1
μ2
.
.
.
μn
⎤
⎥⎥⎥⎦ ,
with
μi = 1
a1a2 · · · ai ,
then
QXQ−1 = C.
Proof. We can write X = DC, where D is a diagonal matrix with the diagonal entries (a1,
a2, . . . , an). Write a = a1a2 · · · an. Then the matrix X has the spectrum
σ(X) = {z ∈ C|zn = a}.
Since X is similar to a permutation matrix, its spectrum contains 1, and so a = 1. It follows that
the matrix X is indeed similar to C. For a = 1 we get μn = 1 and therefore QXQ−1 = C. 
Corollary 4.5. Let n be a prime number, G ⊂ Cn×n a permutation-like group containing a
maximal cycle C, and let X ∈ G \ 〈C〉 be a matrix satisfying
XC = CkX
for some k ∈ N. Then there exist a basis Bdia and a basis Bcyc in which X takes the permutation
form, while C has the form (dia) in the basis Bdia and the form (cyc) in the basis Bcyc. In the
basis Bdia X corresponds to the permutation on Zn given by multiplication by k−1, while in the
basis Bcyc it corresponds to multiplication by k. The order ρ of the element k is equal to the order
of the permutation matrix X which is a product of, say p, disjoint cycles of length ρ and
p · ρ = n − 1.
We can express the basis Bcyc in the form Bcyc = {e, Ce, C2e, . . . , Cn−1e} for some e ∈ Cn.
Proof. Since C /= I we have k /= 0. If k = 1 the group 〈X,C〉 is commutative; therefore by
Proposition 4.2 it follows that X ∈ 〈C〉 which is a contradiction.
As n is a prime number, each k /= 0 is a unit of the field Zn and the group of units Z∗n is a cyclic
group. Let us write l = k−1 and denote by ρ the order of l which is clearly equal to the order of
k. By Lemma 4.3 it follows that multiplication by l is a permutation π = γ0 · γ1 · · · γr on the set
Zn having the fixed point 0. We can assume that γ0 = (0). Since Z∗n is a group, it is easy to see
that all the cycles γ1, . . . , γr have length ρ.
Choose a basis B in which C takes the form (dia) and G = 1 ⊕ G′. By Lemma 4.3 we can
write X as
X = 1 ⊕ D1P1 ⊕ · · · ⊕ DrPr .
Since Pi corresponds to the cycle γi , (Pi)ρ = I holds, and therefore
(Xρ)′ = (det D1)I ⊕ (det D2)I ⊕ · · · ⊕ (det Dr)I,
where I is the identity matrix of dimension ρ × ρ. As Xρ is a diagonal matrix, it commutes with
C and therefore by Proposition 4.2 we have Xρ = Cs . From the block (det D1)I of the matrix
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(Xρ)′ we see that det D1 = λs = λls and therefore s = ls in Zn which yields s = 0. We have
proved that
Xρ = I,
or det Di = 1 for all i. By Lemma 4.4 we can transform the matrix DiPi into Pi using a diagonal
similarity. Therefore there exists a diagonal similarity of the matrix X and the matrix P = P0 ⊕
P1 ⊕ · · · ⊕ Pr . Since a diagonal similarity does not change the diagonal matrix C, the new basis
satisfies the conditions for Bdia.
Let us write Bdia = {f0, f1, . . . , fn−1}. Then for e = f0 + f1 + · · · + fn−1 we have Xe = e,
while the set B = {Cie|i = 0, 1, . . . , n − 1} is a basis by Lemma 4.1. Since
X(Cie) = CkiXe = Ckie,
X is a permutation matrix, therefore the basis B can be taken as Bcyc. 
Theorem 4.6 (Normalizer Theorem). Let n be a prime number, G ⊂ Cn×n a permutation-like
group containing a maximal cycle C, and N = N(〈C〉) the normalizer of the group 〈C〉 in G.
Then, in a suitable basis,N consists of permutation matrices. If N /= 〈C〉 then the group N
is generated by C and some matrix X0 ∈N \ 〈C〉, therefore all the elements X ∈N are of the
form
X = CrXs0.
The matrix X0 corresponds to a product of disjoint cycles of length ρ, where ρ divides n − 1.
Proof. For arbitrary X ∈N there is a uniquely determined k ∈ Z∗n with the property XCX−1 =
Ck which is equivalent to the already mentioned relation XC = CkX. Pick X1, X2 ∈N. Then for
i = 1, 2 we get XiCX−1i = Cki from which follows X1X2C = Ck1k2X1X2. The map φ :N→
Z∗n, defined by φ(X) = k, when XCX−1 = Ck , is thus a group homomorphism. By Proposition
4.2 its kernel ker φ = 〈C〉. Its image im φ is a subgroup of the cyclic group Z∗n, and is therefore
cyclic. Choose X0 ∈N such that k = φ(X0) generates im φ. Let X ∈N. Then φ(X) = kt for
some t , so that XX−t0 ∈ ker φ = 〈C〉. Therefore
N = 〈C,X0〉 = {CrXs0|0  r  n − 1, 0  s  ρ − 1},
where ρ is the order of k in Z∗n and ρ|n − 1. Now use Corollary 4.5, with basis Bcyc, to complete
the proof. 
We conclude this section by developing some tools that we will use in the proof of the case
n = 4.
LetG ⊂ Cn×n be a permutation-like group and let C ∈ Cn be a maximal cycle. Choose a basis
in which C has the form (cyc). Since all the matrices fromG have a common fixed point and each
fixed point of the matrix C has to be a scalar multiple of the vector
e0 = [1, . . . , 1]T,
we get Xe0 = e0 for every X ∈ G. For an integer k we define
sk(X) = tr(CkX).
Since all the columns of the matrix
n−1∑
k=0
Ck
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are equal to e0, we get
n−1∑
k=0
sk(X) = n. (sum)
Since in permutation-like groups each matrix is similar to its inverse we have
s−k(X−1) = tr(C−kX−1) = tr(XCk) = tr(CkX) = sk(X)
If X ∈ C2,2,...,2, i.e., X is a matrix satisfying X2 = I or X−1 = X, we get
sk(X) = s−k(X). (sym)
Let the cyclic group 〈C〉 act onG by left multiplication, and write O(X) for the orbit of X ∈ G.
Then
O(X) = {X,CX,C2X, . . . , Cn−1X}.
If we choose a fixed point of the group G as the first vector of our basis, each subgroupH of G
decomposes as
H = 1 ⊕H′.
According to this we write the matrix X ∈ G as X = 1 ⊕ X′ and for an integer k we define reduced
traces by
s′k(X) = tr((CkX)′) = sk(X) − 1.
Since the fixed point of C is unique up to a scalar multiple, the group G′ is without fixed points,
which gives us∑
X∈G
s′0(X) = 0, (sumg)
by Proposition 1.2. LetGS be the subgroup of all matrices that are similar to a permutation matrix
associated with an even permutation, and GL be the subset of the ‘odd’ matrices. If n is an odd
number, the matrix C corresponds to an ‘even’ permutation and therefore the group G′S has no
fixed point. By Proposition 1.2 it follows that∑
X∈GS
s′0(X) = 0 (evn)
and consequently∑
X∈GL
s′0(X) = 0. (odd)
For X ∈ G we denote the ordered list of its traces by
Tr(X) = (s0(X), s1(X), . . . , sn−1(X)).
The properties (sum) and (sym) will in some cases help us to reduce the possibilities for the
list Tr(X).
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5. Cases n = 2, 3
Recall that Cα denotes the set of matrices from a permutation-like group corresponding to a
permutation with cyclic structure given by multiindex α.
Case n = 2: We assume that G is not a trivial group. It this case each nonidentity matrix
corresponds to a transposition. For all X ∈ G we have X2 = I . Therefore G is an abelian group
and by Proposition 4.2 it is equivalent to a group of permutation matrices.
Case n = 3:
Proposition 5.1. Let G ⊂ C3×3 be a permutation-like group. Then G is equivalent to a group of
permutation matrices.
Proof. The group G is the union of the sets C3, C2 and C0.
Suppose that C3 /= ∅. By Corollary 3.2 the order of G can be written in the form
|G| = 3 · 2l
for some l  0. IfC2 = ∅, we get |G| = 3 andG = 〈C〉. IfC2 /= ∅, it follows from Corollary 3.2
that |G| = 6. Let S = 〈C〉 be a Sylow 3-subgroup for some C ∈ C3. Since the number 1 + 3k of
Sylow 3-subgroups divides the order |G|, we get k = 0. It follows that Sylow subgroup 〈C〉 is a
normal subgroup of G. Therefore
G = N(〈C〉)
is equivalent to a group of permutation matrices by Theorem 4.6. In the case C3 = ∅ the group
G = C02 is either trivial or G = 〈T 〉 for some T ∈ C2 by Lemma 3.1. 
6. Case n = 4
LetG ⊂ C4×4 be a permutation-like group containing a maximal cycle C ∈ C4. The subgroup
of ‘even’ matrices is then the union of sets C3, C2,2 and C0, while the set of ‘odd’ matrices splits
into the sets C4 and C2. Let us write the table of the traces in the group G (Table 1).
Property (sumg) (see the end of Section 4) in this case implies
3 + m2 − m2,2 − m4 = 0, (sum′)
where mα denotes the cardinality of the set Cα . Let us denote C′2,2 = C2,2 \ {C2} and C′4 =
C4 \ {C,C3} and consider the list Tr(X) for a chosen matrix X knowing that the matrices X and
CX have different parity.
(1) X ∈ C2: We have s0(X) = 2 and by (sym) s1(X) = s3(X). If the list Tr(X) contains 1, then
Tr(X) = (2, 1, 0, 1), (T1)
Table 1
Type C2 C2,2 C3 C4
s0 2 0 1 0
s′0 1 −1 0 −1
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otherwise
Tr(X) = (2, 0, 2, 0). (T2)
We join the matrices of the type (T1) into the set C(1)2 and the matrices of the type (T2) into
the set C(0)2 .
(2) X ∈ C′2,2: In view of (sym), the only possibility in this case is
Tr(X) = (0, 2, 0, 2).
(3) X ∈ C3: Since s0(X) = 1 and CX, C3X are odd matrices, our list contains 2 and the orbit
of X coincides with the orbit of an element from C2. This gives us
Tr(X) ∈ {(1, 2, 1, 0), (1, 0, 1, 2)}.
(4) X ∈ C′4: As s0(X) = 0 the list Tr(X) contains 2. Since CX,C3X ∈ GS , we get s1(X),
s3(X)  1 and
Tr(X) = (0, 1, 2, 1).
We construct the table of the orbits in the following fashion. The column under a chosen type
(given in the first row) shows the numbers of elements of the given type (in the first column)
contained in the orbit. For instance, the orbit of a matrix X ∈ C3 (5th column) contains 1 element
from C2, 2 elements from C3 and 1 element from C4.
Lemma 6.1. Let G ⊂ C4×4 be a permutation-like group containing a maximal cycle C. Let S ⊂
GS be a Sylow 2-subgroup in the ‘even’ part GS of G.
Then one of the following cases occurs:
(1) The group S has order 2 and
G = 〈C〉.
(2) The group S can be written as
S = {I,X1 = C2, X2, X3 = X1X2},
where C2,2 = {X1, X2, X3 = X1X2} and X2 commutes with X1 = C2.
The set
SG = {I, C,C2 = X1, C3 = CX1, X2, CX2, C2X2 = X3, C3X2 = CX3}
is a Sylow 2-subgroup in G, with X2C = C3X2 = CX3 and X3C = CX2.
Proof. The Sylow subgroup S is contained in C02,2, and therefore for all X ∈ S we get X2 = I
which implies that S is a commutative group.
(1) Assume that |S| = 2 andC3 /= ∅. By Corollary 3.2 the Sylow 3-subgroups have order 3 and
we have |GS | = 6. The number 1 + 3k of Sylow 3-subgroups divides |GS | from which follows
that k = 0 and m3 = 2. As 6 = |GS | = m3 + m2,2 + 1, we have m2,2 = 3 and by applying (sum’)
we get m2 = m4. The group GS is a normal subgroup with index 2 in G, therefore |G| = 12 and
the number of ‘odd’ matrices is m2 + m4 = 6. This gives us m4 = 3 and C4 = {C,C3, Z} for
some Z ∈ C4 \ 〈C〉. Then Z /= Z3 ∈ C4 and therefore Z3 ∈ 〈C〉, from which follows Z ∈ 〈C〉.
This is a contradiction which means that
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C3 = ∅,
|GS | = 2 and |G| = 4 = |〈C〉|. It follows that
G = 〈C〉.
(2) Let |S|  4 and pick a matrix X1 ∈ S, X1 /= I . Since S is a commutative group of matrices,
it can be transformed by a common similarity into a diagonal group of matrices with
X1 =
[
I 0
0 −I
]
, (∗)
where I is the identity matrix of dimension 2 × 2. Each nonidentity matrix in S is a diagonal
matrix whose diagonal is the unordered quadruple [1, 1,−1,−1]. It is easy to see that the only
possibility is then
S = {X1, X2, X1X2, I },
with
X2 =
⎡
⎢⎢⎣
1
−1
−1
1
⎤
⎥⎥⎦ .
Therefore |S| = 4.
1. If C3 = ∅ then GS = C02,2 and therefore |GS | = 4. It follows that m2,2 = 3.
2. Assume now thatC3 /= ∅. Then |GS | = 12. The number of Sylow 3-subgroups inGS is 1 + 3k
and it divides 12. This gives us k = 0, 1. If there is only one Sylow 3-subgroup in G, we get
C3 = {A,A2}. Table 2 shows us that the orbit O(A) coincides with an orbit O(Z) for a suitable
Z ∈ C′4 and contains both 3-cycles A,A2. Therefore C4 = {C,C3, Z}. Then Z /= Z3 ∈ C4
which means that Z3 ∈ 〈C〉 and Z ∈ 〈C〉. This contradiction shows that we have 4 Sylow 3-
subgroups. Since a pair of Sylow 3-subgroups have trivial intersection, we get m3 = 4 · 2 = 8.
As 12 = |GS | = m3 + m2,2 + 1, we conclude that m2,2 = 3.
In both cases we have m2,2 = 3 which means that
C2,2 = {X1, X2, X3 = X1X2}.
In particular, since C2 ∈ C2,2, we may assume with no loss of generality that C2 = X1, and
then X3 = X1X2 = C2X2. Since CX2C−1 ∈ C2,2 and by Proposition 4.2 the matrix X2 does
not commute with C, we have CX2 = X3C. In the same way we get CX3 = X2C. Therefore,
the set SG defined in the statement of the theorem is closed under multiplication, and it is
indeed a group. Since the order of a Sylow 2-subgroup in GS is 4, a Sylow 2-subgroup in G
has order 8. Therefore SG is a Sylow 2-subgroup of G. 
Table 2
Type C(0)2 C
(1)
2 C
′
2,2 C3 C
′
4
C2 2 1 2 1 1
C2,2 2 2
C3 2 2 2
C4 1 1 1
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Theorem 6.2. LetG ⊂ C4×4 be a noncommutative permutation-like group containing a maximal
cycle, S4 ⊂ C4×4 the group of all permutation matrices, and SG the Sylow 2-subgroup from
Lemma 6.1 case (2). Then:
(1) For C3 = ∅ we have
G = SG
and G is equivalent to the group of symmetries of a square as a subgroup ofS4.
(2) For C3 /= ∅ the group G is equivalent to the groupS4.
Proof. We pick a maximal cycle C ∈ C4 and fix a basis such that
C =
⎡
⎢⎢⎣
1
i
−1
−i
⎤
⎥⎥⎦ .
Then
X1 = C2 =
⎡
⎢⎢⎣
1
−1
1
−1
⎤
⎥⎥⎦ .
By Lemma 6.1, X2 ∈ C2,2 satisfies X2C = C3X2.
Assume now thatG is a permutation-like group satisfying the conditions of the theorem. Since
G is noncommutative, its Sylow 2-subgroups has order 8 by Lemma 6.1.
1. Suppose thatC3 = ∅. ThenG is a 2-group and thereforeG = SG. We haveC4 = {C,C3}. As
X2CX
−1
2 /= C it follows that X2C = C3X2. By Lemma 4.3 we conclude that X2 is a monomial
matrix of the form
X2 =
⎡
⎢⎢⎣
1
a
b
c
⎤
⎥⎥⎦
for some a, b, c ∈ C . From the spectrum of X2 we conclude that [√ac,−√ac, b] = [1,−1,−1]
which means that b = −1 and ac = 1. We can find a diagonal similarity which gives us a = c = 1.
It is easy to see that G is then equivalent to a group of permutation matrices, where the cycle C
corresponds to cycle (1234) and X2 corresponds to the permutation (12)(34). The groupG is then
isomorphic to the group of symmetries of a square.
2. Assume that C3 /= ∅ and pick A ∈ C3. By Corollary 3.2 Sylow 3-subgroups have order
3. Therefore |G| = 3 · 8 = 24. We can choose a basis B such that G = 1 ⊕ G′, A = 1 ⊕ A′ and
X1, X2, X3 = X1X2 from SG are diagonal matrices, where
X′1 =
⎡
⎣−1 1
−1
⎤
⎦ , X′2 =
⎡
⎣−1 −1
1
⎤
⎦ and X′3 =
⎡
⎣1 −1
−1
⎤
⎦ .
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Then S = {X1, X2, X3, I } is a Sylow subgroup in GS (the ‘even’ part of G). Since A /∈ S for all
i = 1, 2, 3, we get AXi ∈ GS \ S = C3 yielding s′0(AXi) = 0 and
A′ =
⎡
⎣0 a bc 0 d
e f 0
⎤
⎦ .
It is easy to verify that X1 and A cannot commute, so we have AX1A−1 ∈ {X2, X3}. Assume first
that AX1A−1 = X2. It follows that AX2A−1 = A2X1A−2 = X3. It means that X2A = AX1 and
X3A = AX2. This gives us⎡
⎣ 0 −a −b−c 0 −d
e f 0
⎤
⎦ = (X2A)′ = (AX1)′ =
⎡
⎣ 0 a −b−c 0 −d
−e f 0
⎤
⎦
and ⎡
⎣ 0 a b−c 0 −d
−e −f 0
⎤
⎦ = (X3A)′ = (AX2)′ =
⎡
⎣ 0 −a b−c 0 d
−e −f 0
⎤
⎦ .
The above relations imply a = d = e = 0. Therefore A′ is of the form
A′ =
⎡
⎣0 0 bc 0 0
0 f 0
⎤
⎦ . (c3m)
If AX1A−1 = X3 then A2X1A−2 = X2 and the matrix (A2)′ is of the form (c3m).
As shown before we can find a basis B = {e1, e2, e3, e4} such that SG is a group of permutation
matrices and C the permutation matrix corresponding to the cycle (1243). Then X1 = C2, X2 and
X3 correspond to the permutations (14)(23), (12)(34) and (13)(24), respectively. Conjugation by
the orthogonal matrix
Q = 1
2
⎡
⎢⎢⎣
1 1 1 1
1 −1 1 −1
1 −1 −1 1
1 1 −1 −1
⎤
⎥⎥⎦
transforms our group into G = 1 ⊕ G′, where X1, X2 and X3 have the previously prescribed
diagonal form and C is of the form
C =
⎡
⎢⎢⎣
1
−1
0 1
−1 0
⎤
⎥⎥⎦ .
Then for a cycle A ∈ C3 satisfying (c3m) we get
(CA)′ =
⎡
⎣ 0 0 −b0 f 0
−c 0 0
⎤
⎦ .
504 G. Cigler / Linear Algebra and its Applications 422 (2007) 486–505
The list of traces Tr(A) shows us that CA ∈ C4 ∪ C2, so that we consider two cases:
1. If CA ∈ C4 then s′0(CA) = f = −1 and bc = −1, i.e., c = − 1b . We denote
P =
⎡
⎢⎢⎣
1
1
b −1
1
⎤
⎥⎥⎦ .
Then PCP−1 = C3.
2. If CA ∈ C2 then s′0(CA) = f = 1 and bc = 1, i.e., c = 1b . Then for
P =
⎡
⎢⎢⎣
1
1
b
1
1
⎤
⎥⎥⎦
we get PCP−1 = C.
In both cases we get
PAP−1 =
⎡
⎢⎢⎣
1
0 0 1
1 0 0
0 1 0
⎤
⎥⎥⎦ , (c3p)
and PCP−1 ∈ {C,C3}. The group PGP−1 then contains a matrix A of the form (c3p) and
matrix C. The conjugation by Q−1 = QT preserves A and changes C into the permutation matrix
associated with the permutation (1243). Once these conjugations are applied the groupG contains
permutation matrices corresponding to the permutations (234) and (1243). The group generated
by these two matrices has 24 elements, and is therefore equal to S4 which means that G is
equivalent toS4. 
7. Case n = 5
Since checking in this case is much longer than in the cases 3, 4, we just state the result. Details
can be found in [2].
Theorem 7.1. Every permutation-like group in C5×5 is equivalent to a group of permutation
matrices.
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