Summary. Estimation of extreme-value parameters from observations in the max-domain of attraction (MDA) of a multivariate max-stable distribution commonly uses aggregated data such as block maxima. Since we expect that additional information is contained in the nonaggregated, single "large" observations, we introduce a new approach of inference based on a multivariate peaks-over-threshold method. We show that for any process in the MDA of the frequently used Hüsler-Reiss model or its spatial extension, the Brown-Resnick process, suitably defined conditional increments asymptotically follow a multivariate Gaussian distribution. This leads to computationally efficient estimates of the Hüsler-Reiss parameter matrix. Further, the results enable parametric inference for Brown-Resnick processes. A simulation study compares the performance of the new estimators to other commonly used methods. As an application, we fit a non-isotropic Brown-Resnick process to the extremes of 12 year data of daily wind speed measurements.
Introduction
Univariate extreme value theory is concerned with the limits of linearly normalized maxima of i.i.d. observations, namely the max-stable distributions (cf. de Haan and Ferreira (2006) ). Statistical inference of the parameters is well-developed and usually based on one of the following two approaches. Maximum likelihood estimation is applied to blockwise maxima of the original data, where a typical block size in environmental applications is one year. On the other hand, the peaks-over-threshold (POT) method fits a suitable Poisson point process to all data that exceed a certain high threshold and thus follow approximately a generalized Pareto distribution (cf. Davison and Smith (1990) ). The advantage of the latter approach is that it avoids discarding extreme values within the blocks that are below the maximum but nevertheless contain information on the parameters. When interested in the joint extreme behavior of multivariate quantities, there are different possibilities of ordering the data, though, the most common procedure is taking componentwise maxima. In multivariate extreme value theory, a random process {ξ(t) : t ∈ T } with some index set T is called max-stable, if there exists a sequence (η i ) i∈N of independent copies of a process {η(t) : t ∈ T } and functions c n (t) > 0, b n (t) ∈ R, n ∈ N, such that the convergence
holds in the sense of finite dimensional distributions. In this case, the process η is said to be in the max-domain of attraction (MDA) of ξ. Typically, T is a finite set or T = R d , d ∈ N, for the multivariate or the spatial case, respectively. Both theory and inference are considerably more demanding than in the univariate framework due to the fact that no finite-dimensional parametric model captures every possible dependence structure of a multivariate max-stable distribution (cf. Resnick (2008) ). Similarly to the univariate case, a standard approach for parameter estimation of the max-stable process ξ from data in its MDA is via componentwise block maxima, which ignores much of the information contained in the original data. Moreover, even if the exact max-stable process is available, maximum likelihood (ML) estimation is problematic since typically only the bivariate densities of maxstable distributions are known in closed form. Composite likelihood (CL) approaches are common tools to avoid this difficulty (cf. Padoan et al. (2010) , Davison and Gholamrezaee (2012) ). Only recently, multivariate POT methods have attracted increased attention. In contrast to the univariate case, the definition of exceedances over a certain threshold is ambiguous. For instance, Rootzén and Tajvidi (2006) define a multivariate generalized Pareto distribution (MGPD) as the limit distribution of some multivariate random vector in the MDA of a max-stable distribution, conditional on the event that at least one of the components is large. A simulation study in Bacro and Gaetan (2012) shows, that these MGPD perform well in many situations, yet, again only bivariate densities in a CL framework are used since multivariate densities are unknown. Alternatively, exceedances can be defined as the event that the norm of the random vector is large, giving rise to the spectral measure (cf. Coles and Tawn (1991) ). Engelke et al. (2012) have recently proposed to condition a fixed component on exceeding a high threshold, which enables new methods of inference for processes that admit a certain incremental or a mixed moving maxima representation.
With regard to practical application such as modeling extreme wind speed or precipitation data, max-stable models need to find a compromise between flexibility and tractability. There are several parametric families of multivariate extreme-value distributions (see Kotz and Nadarajah (2000) ) and only few max-stable models in the spatial domain (cf. de Haan and Pereira (2006) ; Schlather (2002) ; Smith (1990) ). For most of them, statistical inference is difficult and time-intensive. Furthermore, except for the max-stable process ξ in (1) itself, usually no further processes η in the MDA of attraction of ξ are known and thus, it lacks a theoretical connection between modeling the daily processes η and modeling the extremal process ξ. In many applications such as geostatistics it is natural to assume that the data is normally distributed. Under this assumption, the only possible non-trivial limit for extreme observations is the d-variate Hüsler-Reiss distribution (cf. Hüsler and Reiss (1989) ; Kabluchko (2011) ). In fact, Hashorva (2006) and Hashorva et al. (2012) show that also other distributions are attracted by the Hüsler-Reiss distribution. Hence, we can expect good fits of this model if the daily data is close to normality. Recently, it has been shown that the class of Brown-Resnick processes (Brown and Resnick (1977) ; Kabluchko et al. (2009)) constitutes the spatial analog of the Hüsler-Reiss distributions since the latter occur as finite-dimensional marginals of the Brown-Resnick process. The research on both theoretical properties (cf. Dombry et al. (2011); Oesting et al. (2012) for simulation methods) and practical applications (e.g., ) of these processes is actively ongoing at present. Statistical inference, however, was so far limited to the CL methods based on bivariate densities.
In this paper, we propose new estimation methods based on a POT approach for data in the MDA of Hüsler-Reiss distributions and Brown-Resnick processes. Similarly to Engelke et al. (2012) , we consider extremal increments, i.e., increments of the data with respect to a fixed component, conditional on the event, that this component is large. The great advantage of this approach is the fact that the extremal increments turn out to be multivariate Gaussian distributed. This enables, for instance, ML estimation with the full multivariate density function as well as parameter estimation based on functionals of the Gaussian distribution. Moreover, the concept of extremal increments as well as estimators derived from spectral densities are shown to be suitable tools for fitting a Brown-Resnick process based on a parametric family of variograms.
The remainder of the paper is organized as follows. Section 2 comprises the definitions and some general properties of Hüsler-Reiss distributions and Brown-Resnick processes. In Section 3, we provide a result on weak convergence of suitably transformed and conditioned variables in the MDA of the Hüsler-Reiss distribution, which is the basis for our estimation methods. It is used to derive the specific asymptotic distribution for extremal increments (Section 3.1) and for conditioning in the spectral sense (Section 3.2). In both cases, non-parametric estimation as well as parametric fitting of Brown-Resnick processes are considered. A simulation study is presented in Section 4, which compares the performance of the different estimators from the preceding section. As an application, in Section 5 we analyze daily wind speed data from the Netherlands and use our new methods of inference to model spatial extreme events. Proofs of the theoretical results can be found in the Appendix.
Hüsler-Reiss distributions and Brown-Resnick processes
In this section we briefly review some details on Hüsler-Reiss distributions and BrownResnick processes and define extremal coefficient functions as a dependence measure for max-stable processes.
Hüsler-Reiss distributions
The multivariate Hüsler-Reiss distribution was introduced in Hüsler and Reiss (1989) as the limit of suitably normalized Gaussian random vectors. Suppose that the correlation matrix Σ n in the n-th row of a triangular array of (k + 1)-variate, zero-mean, unit-variance Gaussian distributions satisfies
where 1 = (1, . . . , 1) ∈ R k+1 and D ⊂ [0, ∞) (k+1)×(k+1) denotes the space of symmetric, strictly conditionally negative definite matrices D = (a i,j ) 0≤i,j≤k = A ∈ [0, ∞) (k+1)×(k+1) : x Ax < 0 for all x ∈ R k+1 \ {0} s.t.
k i=0
x i = 0, a i,j = a j,i , a i,i = 0 for all 0 ≤ i, j ≤ k .
Then the normalized row-wise maxima converge to the (k + 1)-variate Hüsler-Reiss distribution which is completely characterized by the matrix Λ. Note that (1 · 1 − Σ n ) automatically lies in D if Σ n is non-degenerate, n ∈ N. For any matrix Λ = λ 
where h l,m,Λ (y 0 , . . . , y l ) = ∞ y0 S y i − z + 2λ 2 mi,m0 i=1,...,l |Ψ l,m (Λ) e −z dz, for 1 ≤ l ≤ k and h 0,m,Λ (y) = exp(−y) for m ∈ {0, . . . , k}. Furthermore, for q ∈ N and Ψ ∈ R q×q positive definite, S( · |Ψ) denotes the so-called survivor function of a q-dimensional normal random vector with mean vector 0 and covariance matrix Ψ, i.e., if Y ∼ N (0, Ψ) and x ∈ R q , then S(x|Ψ) = P (Y 1 > x 1 , . . . , Y q > x q ). In the bivariate case, the distribution function (3) simplifies to H Λ (x, y) = exp −e −x Φ λ + y − x 2λ − e −y Φ λ + x − y 2λ , x, y ∈ R,
where λ = λ 0,1 ∈ [0, ∞] parametrizes between independence and complete dependence for λ = ∞ and λ = 0, respectively. Note that the class of Hüsler-Reiss distributions is closed in the sense that the lowerdimensional margins of H Λ are again Hüsler-Reiss distributed with parameter matrix consisting of the respective entries in Λ. Consequently, the distribution of the bivariate subvector of the i-th and j-th component only depends on the parameter λ i,j . Thus, one can modify this parameter (subject to the restriction Λ ∈ D) without affecting the other components. This flexibility was demanded in Cooley et al. (2010) as a desirable property of multivariate extreme value models that most models do not possess, unfortunately.
Remark 2.1. The k-variate Hüsler-Reiss distribution is usually given by its distribution function H Λ . The density for k ≥ 3 is rather complicated and involves multivariate integration. Hence, for maximum likelihood estimation based on block maxima, only the bivariate or sometimes the trivariate (cf. Genton et al. (2011) ) densities are used in the framework of a composite likelihood approach.
Brown-Resnick processes
: t ∈ T } be a centered Gaussian process with stationary increments. Further, let γ(t) = E(Y (t) − Y (0)) 2 and σ 2 (t) = E(Y (t)) 2 be the variogram and the variance of Y , t ∈ R d , respectively. Then, for a Poisson point process i∈N δ Ui on R with intensity e −u du and i.i.d. copies Y i ∼ Y , i ∈ N, the process
is max-stable, stationary and its distribution only depends on the variogram γ. For the special case where Y is a Brownian motion, the process ξ was already introduced by Brown and Resnick (1977) . Its generalization in (5) is called Brown-Resnick process associated to the variogram γ (Kabluchko et al. (2009) ). Since any conditionally negative definite function can be used as variogram, Brown-Resnick processes constitute an extremely flexible class of max-stable random fields. Moreover, the subclass associated to the family of fractal variograms γ α,s (·) = · /s α , α ∈ (0, 2], s ∈ (0, ∞), arises as limits of pointwise maxima of suitably rescaled and normalized, independent, stationary and isotropic Gaussian random fields (cf. Kabluchko et al. (2009) ). Here · denotes the Euclidean norm. The model by Smith (1990) is another frequently used special case of Brown-Resnick processes, which corresponds to the class of variograms γ(h) = hΣ −1 h , for h ∈ R d and an arbitrary covariance matrix Σ ∈ R d×d . We remark that the finite-dimensional marginal distribution at locations t 0 , . . . , t k ∈ R d of a Brown-Resnick process is the Hüsler-Reiss distribution H Λ with Λ = (γ(t i − t j )/4) 0≤i,j≤k .
Extremal coefficient function
Since, in general, covariances do not exist for extreme value distributed random vectors, other measures of dependence are usually considered, one of which being the extremal coefficient θ. For a bivariate max-stable random vector (X 1 , X 2 ) with identically distributed margins, θ ∈ [1, 2] is determined by
for some (and hence all) u ∈ R. The quantity θ measures the degree of tail dependence with limit cases θ = 1 and θ = 2 corresponding to complete dependence and complete independence, respectively. For a stationary, max-stable process ξ on R d , the extremal coefficient function θ(h) is defined as the extremal coefficient of (ξ(0), ξ(h)), for h ∈ R d (Schlather and Tawn (2003) ). For the bivariate Hüsler-Reiss distribution (4) we have H Λ (u, u) = exp (−2Φ(λ)e −u ) and thus, the extremal coefficient equals θ = 2Φ(λ). Hence, for Hüsler-Reiss distributions, there is a one-to-one correspondence between the parameter λ ∈ [0, ∞] and the set of extremal coefficients. Similarly, the extremal coefficient function of the Brown-Resnick process in (5) is given by
Since there are model-independent estimators for the extremal coefficient function, e.g., the madogram in Cooley et al. (2006) , it is a common tool for model checking.
Estimation
In this section, we propose new estimators for the parameter matrix Λ of the Hüsler-Reiss distribution and use them to fit Brown-Resnick processes based on a parametric family of variograms. We will consider both estimation based on extremal increments and estimation in the spectral domain.
i ), i = 1, . . . , n, are independent copies of a random vector X ∈ R k+1 in the MDA of the Hüsler-Reiss distribution H Λ with some parameter matrix Λ = (λ 2 i,j ) 0≤i,j≤k ∈ D. Recall that H Λ has standard Gumbel margins. Without loss of generality, we assume that X has standard exponential margins. Otherwise we could consider (U 0 (X
, where U i = − log(1 − F i ), and F i is the cumulative distribution function of the i-th marginal of X (cf. Prop. 5.15 in Resnick (2008) ). In the sequel, we denote byX n = X − log n andX i,n = X i − log n the rescaled data such that the empirical point process Resnick (2008) ), as n → ∞. Based on this convergence of point processes, the following theorem provides the conditional distribution of those data which are extreme in some sense.
Theorem 3.1. For m ∈ N and a metric space S, let g : R k+1 → S be a measurable transformation of the data and assume that it satisfies the invariance property g(x + a · 1) = g(x) for any a ∈ R and 1 = (1, . . . , 1) ∈ R k+1 . Further, let u(n) > 0, n ∈ N, be a sequence of real numbers such that lim n→∞ u(n)/n = 0. Then, for all Borel sets B ∈ B(S) and A ∈ B(E) bounded away from −∞,
for some probability measure Q g,A on S.
Remark 3.2. Note that due to the invariance property of g, the transformed data is independent of the rescaling, i.e. g(X i,n ) = g(X i ), for all i = 1, . . . , n, n ∈ N.
In the above theorem, u(n) only has to satisfy u(n)/n → 0, as n tends to ∞. However, for practical applications it is advisable to choose u(n) in such a manner that also lim n→∞ u(n) = ∞, since this ensures that the cardinality of the index set of extremal observations
tends to ∞ as n → ∞, almost surely.
Theorem 3.1 implies that for all extreme events, the transformed data {g(X i ) : i ∈ I A } approximately follow the distribution Q g,A . Clearly, Q g,A depends on the choices for g and A and in the subsequent sections we encounter different possibilities for which the limit (7) can be computed explicitly. Furthermore, if g and A are chosen suitably, the distribution Q g,A will still contain all information on the parameter matrix Λ. Our estimators will therefore be based on the set of transformed data {g(X i ) : i ∈ I A } and the knowledge of their asymptotic distribution Q g,A . For instance, a maximum likelihood approach can be applied using the fact that Π n converges to Π. If, for a particular realization of the X i , I A = {i 1 , . . . , i N } for some N ≤ n, i 1 , . . . , i N ∈ {1, . . . , n}, and g(X i ) = s i , i = 1, . . . , n, a canonical approach is to maximize the likelihood
With the Poisson approximation n i=1 1{X i,n ∈ A − log u(n)} ≈ Pois{µ(A − log u(n))} and the convergence (7) we obtain
If the ML approach is unfeasible, estimation of Λ can also be based on other suitably chosen functionals of the conditional distribution of g(X), for instance on the variance of g(X).
Inference based on extremal increments
In this subsection, we apply Theorem 3.1 with g mapping the data to its increments w.r.t. a fixed index, i.e., g :
). In particular, g satisfies the invariance property g(x + a · 1) = g(x) for any a ∈ R. Consequently, our estimators are based on the incremental distribution of those data which are extreme in the sense specified by the set A. The following theorem provides the limiting distribution Q g,A for two particular choices of A, namely
Theorem 3.3. Let X be in the MDA of H Λ with some Λ ∈ D, and suppose that the sequence u(n) is chosen as in Theorem 3.1. Then, we have the following convergences in distribution.
(a) For k ∈ N,
where N (M, Σ) denotes the multivariate normal distribution with mean vector M = − diag(Ψ k,(0,...,k) (Λ))/2 and covariance matrix Σ = Ψ k,(0,...,k) (Λ).
(b) For the bivariate case, i.e., k = 1,
where Z is a real-valued random variable with density given by
Here, Φ and φ denote the standard normal distribution function and density, respectively.
Remark 3.4. The positive definite matrix Σ = Ψ k,(0,...,k) (Λ) contains all information on Λ. In fact, the transformation
Based on the convergence results in Theorem 3.3 we propose various estimation procedures for both multivariate Hüsler-Reiss distributions (non-parametric case) and BrownResnick processes with a parametrized family of variograms (parametric case).
3.1.1. Non-parametric multivariate case For the likelihood based approach in (9) we first consider the extremal set A 1 = (0, ∞) × R k and put N 1 = |I A1 |. By part one of Theorem 3.3 we have
where s i is the realization of ∆X i , i = 1, . . . , n and φ M (Λ),Σ(Λ) is the density of the normal distribution with mean vector M (Λ) = − diag(Ψ k,(0,...,k) (Λ))/2 and covariance matrix Σ(Λ) = Ψ k,(0,...,k) (Λ). The corresponding maximum likelihood estimator is given bŷ
Notice that for this particular choice of A, the asymptotic value of P(|I A1 | = N 1 ) does not depend on the parameter matrix Λ. Hence, this ML ansatz coincides with simply maximizing the likelihood of the increments without considering the number of points exceeding the threshold. In the bivariate case, i.e., k = 1 and
and the minimizer of (12) can be given in explicit form:
Staying in the bivariate case, for the choice A 2 = [−∞, 0] C , we put N 2 = |I A2 | and by part two of Theorem 3.3,
Numerical optimization can be applied to obtain the estimator
While the above likelihood-based estimators (except for (13)) require numerical optimization, the following approach is computationally much more efficient: A natural estimator for Σ = Ψ k,(0,...,k) (Λ) ∈ R k×k based on the first part of Theorem 3.3 is given by the empirical covarianceΣ of the extremal increments ∆X i = (X
By Remark 3.4 this also gives an estimatorΛ Var = Λ(Σ) for the parameter matrix Λ, which we call the variance-based estimator. Apart from its simple form, another advantage of (14) is thatΣ is automatically a positive definite matrix and hence,Λ Var is conditionally negative definite and therefore a valid matrix for a (k + 1)-variate Hüsler-Reiss distribution. Note that (14) is not the maximum likelihood estimator (MLE) for Σ since the mean of the conditional distribution of ∆X i depends on the diagonal of Σ. The MLE of Σ is instead given by optimizing (11) w.r.t. Σ, which, to our knowledge, does not admit a closed analytical form.
Applying (14) with k = 1 yields the bivariate variance-based estimator
Since the mean of the extremal increments is also directly related to the parameter λ, another sensible estimator might bê (5) is usually based on fitting a parametric variogram model {γ ϑ : ϑ ∈ Θ}, Θ ⊂ R j , j ∈ N, to point estimates of the extremal coefficient function (6) based on the madogram. Alternatively, composite likelihood approaches are used in connection with block maxima of bivariate data (Davison and Gholamrezaee (2012) ). Since for t 0 , . . . , t k ∈ R d , the vector (ξ(t 0 ), . . . , ξ(t k )) with ξ being a Brown-Resnick process associated to the variogram γ :
is Hüsler-Reiss distributed with parameter matrix Λ = (γ(t i − t j )/4) 0≤i,j≤k , the above estimators enable parametric estimation of Brown-Resnick processes. In fact, replacing Λ in (11) by
leads to the ML estimator
with L as in (10). Note that, other than in classical extreme value statistics, here the use of higher dimensional densities is feasible and promises a gain in accuracy. Estimation of ϑ can also be based on any of the bivariate estimatorsλ
Var , λ 2 mean , or on the multivariate estimatorΛ Var by "projecting" the latter matrix or the matrix consisting of all bivariate estimates onto the set of matrices (γ ϑ (t i − t j )/4) 0≤i,j≤k :ϑ ∈ Θ , i.e.,θ
where · can be any matrix norm. Similar to Bacro and Gaetan (2012) , the bivariate estimators can readily be used in a parametric composite likelihood framework.
Inference based on spectral densities
As at the beginning of Section 3, let X i , i = 1, . . . , n, be a sequence of independent copies of X, already standardized to exponential margins, in the MDA of the max-stable distribution H Λ . Since we work in the spectral domain in this section, we will switch to standard Fréchet margins with distribution function exp(−1/y), y ≥ 0. More precisely, we consider the vectors Y = exp(X) and Y i = exp(X i ), i = 1, . . . , n, which are in the MDA of the Hüsler-Reiss distribution G Λ (x) = H Λ (log x), x ≥ 0, with standard Fréchet margins. The most convenient tool to characterize the dependence structure of a multivariate extreme value distribution is via its spectral measure. To this end, letỸ n = Y/n andỸ i,n = Y i /n denote the rescaled data such that the point process
converges, as n → ∞, to a non-homogeneous Poisson point process P on [0, ∞) k+1 \ {0} with intensity measure
for any norm · on R k+1 , we can rewrite ν as a measure on (0, ∞) × S k , where S k is the kdimensional unit simplex S k = {y ≥ 0 : y = 1}. Namely, we have ν(dx) = r −2 dr×M (dω), where the measure M is called the spectral measure of G Λ and embodies the dependence structure of the extremes. For our purposes, it is most convenient to choose the L 1 -norm, i.e., x 1 = k i=0 |x i |. In this case, for the set
since the measure M satisfies S k ω i M (dω) = 1 for i = 0, . . . , k. Hence, the ν-measure of A r0 does not depend on the parameters of the specific model chosen for M . The distribution function can be written as
As the space of all spectral measures is infinite dimensional, there is a need of parametric models which are analytically tractable and at the same time flexible enough to approximate the dependence structure in real data sufficiently well. Parametric models are usually given in terms of their spectral density h of the measure M . The book by Kotz and Nadarajah (2000) gives an overview of parametric multivariate extreme value distributions, most of them, however, being only valid in the bivariate case. For the multivariate case only few models are known, e.g., the logistic distribution and its extensions (Joe, 1990; Tawn, 1990 ) and the Dirichlet distribution Coles and Tawn (1991) . The recent interest in this topic resulted in new multivariate parametric models (Boldi and Davison (2007) ; Cooley et al. (2010) ) as well as in general construction principles for multivariate spectral measures (Ballani and Schlather (2011) ). All these approaches have in common that they propose models for multivariate max-stable distributions in order to fit data obtained by exceedances over a certain threshold or by block maxima. Given a parametric model for the spectral density h( · ; ϑ), we have the analog result as in Theorem 3.1 for the Fréchet case with A = A r0 and g : R k+1 → S k , x → x/ x 1 , which now satisfies the multiplicative invariance property g(a · x) = g(x), for all a ∈ R. The Fréchet version of (7) for this choice of g and A reads as
for all B ∈ B(S k ) and u(n), n ∈ N, as in Theorem 3.1. Based on this conditional distribution of those Y i for which the sum Y i 1 is large, similarly to (9) we obtain the likelihood
where {(r i , ω i ) : 1 ≤ i ≤ n} are the pseudo-polar coordinates of {Ỹ i,n : 1 ≤ i ≤ n} as in (19) and I 0 is the set of all indices 1 ≤ i ≤ n withỸ i,n ∈ A r0 /u(n). Note that the proportional part in (22) only holds because the ν-measure of A r0 is independent of the model parameter ϑ. For the Hüsler-Reiss distribution it is possible to write down the spectral density h( · ; Λ) explicitly.
Proposition 3.5. For any matrix Λ = λ 2 i,j 0≤i,j≤k ∈ D the Hüsler-Reiss distribution can be written as
with spectral density
where
3.2.1. Non-parametric, multivariate case Based on the explicit expression for the spectral density of the Hüsler-Reiss distribution in (23), we define the estimatorΛ SPEC of Λ as the matrix in D that maximizes the likelihood in (22), i.e.,
In the bivariate case, the spectral density in (23) simplifies to
and the corresponding estimator can be given in explicit form:
Note that the estimators (24) and (25) have exactly the same form as the maximum likelihood estimators (11) and (13), respectively, for the extremal increments. However, the specification of the set A differs and so does the choice of extreme data that is plugged in.
Parametric approach for Brown-Resnick processes
Analogously to Section 3.1.2, we obtain a parametric estimate of the dependence structure of a Brown-Resnick process based on a parametric family of variograms by replacing Λ on the right-hand side of (24) by Λ(ϑ) defined in (17). This yieldŝ
Simulation study
We compare the performance of the different parametric and non-parametric estimation procedures of Brown-Resnick processes and Hüsler-Reiss distributions proposed in the previous section via a simulation study.
In the first instance, we consider bivariate data that is in the MDA of the Hüsler-Reiss distribution with known dependence parameter λ = λ 0,1 . For simplicity, we simulate data from the Hüsler-Reiss distribution itself, which does not mean that the thresholding procedure via the set A becomes obsolete. All estimators rely on considering only extremal events and hence, there is no obvious advantage over using any other data being in the MDA of H λ . We compare the estimatorsλ
Var ,λ 2 mean andλ 2 SPEC from Section 3 for different sample sizes n ∈ {500, 8000, 100000}. The sequence of thresholds u(n) is chosen in such a way that the number of exceedances k(n) increases to ∞, but at the same time, the corresponding quantile q(n) = 1 − k(n)/n approaches 1, as n → ∞. In addition to the new threshold based estimators, we include the classical estimators, which use block maxima, namely the madogram estimatorλ mado = Φ −1 (θ mado /2) (Cooley et al., 2006 ) and the ML estimatorλ 2 HRMLE of the bivariate Hüsler-Reiss distribution. To model a year of (dependent) data, we we choose a block size of 150 which is of order of but less than 365. The pseudo-code of the exact simulation setup is the following:
(c) simulate n bivariate Hüsler-Reiss distributions with parameter λ
Since the finite dimensional margins of a Brown-Resnick process are Hüsler-Reiss distributed, we can easily implement step (a) by simulating a one-dimensional Brown-Resnick process with variogram γ(h) = |h| on the interval [0, 3]. Since we consider bivariate Hüsler-Reiss distributions for different values of λ 2 lying on a fine grid, we visualize the estimatesθ as functions of the true λ 2 (Figure 1 ). However, it is important to remark that estimation in this first part of the study is exclusively based on the bivariate distributions. For each value of λ 2 , we repeat simulation and estimation 500 times. Figure 1 shows the pointwise mean value of the extremal coefficient and the corresponding empirical 95% confidence intervals. As expected, in finite samples, all estimators based on multivariate POT methods underestimate the true degree of extremal dependence since they are based on an asymptotic distribution with non-zero mean while the simulated data come from a stationary process. As the sample size n and the threshold u(n) increase, all estimators approach the true value. Among the POT-based estimators,λ 2 SPEC seems to be at least as good as the other estimators, uniformly for all values of λ 2 under consideration.λ 2 Var performs well for small values of λ 2 but is more biased than other estimators for large values of λ 2 . The good performance ofλ 2 mean for large values of λ 2 might be due to the fact that it only uses first moments of the extremal increments and is hence less sensible to aberration of the finite sample distribution from the asymptotic distribution. Compared to the two estimators based on block maxima, the POT-based estimators all perform well even for small data sets, which is a great advantage for many applications. Moreover, the variances of the POT-estimates are generally smaller than those based on block maxima, since more data can be used. Finally, note that the POT-based estimation does not exploit the fact, that the simulated data in the max-domain of attraction is in fact the max-stable distribution itself. The speed of convergence may though differ when using data from other models in the MDA. In contrast,λ 2 mado andλ 2 HRMLE do profit from simulating i.i.d. realizations of the max-stable distribution itself since then, the blockwise maxima are exactly Hüsler-Reiss distributed and not only an approximation as in the case of real data.
In the second part of the simulation study we examine the performance of parametric estimates of Brown-Resnick processes using the same data as above. While the true variogram is γ(h) = |h|, we estimate the parameter vector (α, s) for the family of variograms
We compare the following three estimators: the spectral estimator (α, s) SPEC , given by (26) and using the full multivariate density; the composite likelihood estimator (α, s) SPEC, CL , defined as the maximizer of the product of all bivariate spectral densities, implicitly assuming independence of all tuples of locations; and the least squares estimator (α, s) PROJ, LS , given by (18) for the Euclidean norm, whereλ 2 MLE serves as non-parametric input. The estimated values of α and s are compared in the right column of Figure 2 . The left panel shows the corresponding extremal coefficient functions for α and s representing the mean, the 5% sample quantile and the 95% sample quantile from the 500 repetitions, respectively. The estimator (α, s) SPEC , which incorporates the full multivariate information, performs best both in the sense of minimal bias and minimal variance. Especially estimation of the shape parameter of the variogram gains stability when using higher-dimensional densities. The projection estimator seems to have the largest bias and the largest variance. The results remain very similar if we replaceλ 2 MLE by one of the other non-parametric estimators. Let us finally remark that all three estimators can be modified by considering only small distances for inference. Then, since the approximation error of the asymptotic conditional distribution decays for smaller distances, this can substantially improve the accuracy in a simulation framework, but might distort the results in real data situations. 
Application: Wind speed data
We apply the above theory of estimating Hüsler-Reiss distributions to wind speed data provided by the Royal Netherlands Meteorological Institute. We use the daily maxima of wind speeds measured at 35 meteorological stations x 1 , . . . , x 35 ∈ X , where the set X ⊂ R 2 denotes the geographical coordinates of the Netherlands. The data cover a 23-year period of 8172 days from 1990/01/01 to 2012/05/12. Figure 3 provides an overview of the spatial locations of the stations.
Stationarity assumption with zonal anisotropy
In the sequel, we use the data to fit a stationary Brown-Resnick process based on the parametric family of variograms γ α,s (h) = h/s α , α ∈ (0, 2], s > 0. As mentioned in Section 2.2, this subclass of Brown-Resnick processes is a natural choice, since they arise as the max-limits of suitably rescaled, stationary Gaussian random fields. The stationarity assumption, however, turns out to be unrealistic, since stations close to the coast exhibit weaker extremal dependence to neighboring stations than inland stations. This is illustrated in the left panel of Figure 4 , where the estimated bivariate extremal coefficients based on λ 2 MLE of all stations are compared to those without the coastal stations. Hence, we restrict our analysis to the 25 inland stations, say T = {x 1 , . . . , x 25 }, when fitting a stationary Brown-Resnick process. We therefore need to estimate the shape parameter α and the scale parameter s of the corresponding parameter matrix Λ α,s of the Brown-Resnick process on T , given by Λ α,s = γ α,s (x i − x j )/4 1≤i,j≤25 . While the above class of variograms assumes isotropy of the underlying process, meteorological data and particularly wind speed data can be expected to exhibit a main direction of spatial dependence. We capture this anisotropy by introducing a transformed space 
is a rotation and dilution matrix; Blanchet and Davison (2011) recently applied this idea to the extremal Gaussian process of Schlather (2002) . The new parametric variogram model becomes
, where ϑ = (α, s, β, c) is the vector of parameters. As in the above simulation study, we apply the three estimatorŝ
For all estimators, the data is first normalized as described at the beginning of Section 3 and the threshold u(n) is chosen in such a way that, out of the 8172 days, all data above the 97.5%-quantile are labeled as extremal. Note that these numbers coincide with the second set of parameters (n, q(n)) in the simulation study. Hence, the middle row of Figure 1 provides a rough estimate of the estimation error.
The estimation results and standard deviations for the parameters (α, s, β, c) are given in Table 1 . The middle panel of Figure 4 illustrates the effect of transforming the space via the matrix V and displays the fitted extremal coefficient functions for the three estimators in (27). Moreover, the right panel shows the estimates of pairwise extremal coefficients based onλ 2 MLE and the model-independent madogram estimator, where the latter exhibits a considerably larger variation. In Figure 5 , we illustrate the effect of transforming the space via the matrix V (β, c) on the extremal coefficient function and on a typical realization of the corresponding Brown-Resnick process.
In order to validate the reliability of the estimated model parameters ϑ, we re-simulate data in the MDA of the three fitted Brown-Resnick models. Similarly to the simulation study, we use 8172 realizations of the Brown-Resnick process itself (which is clearly in its own MDA) for the daily data. As index set, we use the transformed locations V (β,ĉ)T on which the Brown-Resnick process is isotropic. Based on this new data, we apply the estimation procedure exactly as for the real data to obtain new estimates for ϑ and thus for the extremal coefficient function. This is repeated 100 times and the results for the three different estimators in (27) are shown in Figure 6 . In agreement with the results of the simulation study, the multivariate estimatorθ SPEC seems to be most reliable since the re-estimated extremal coefficient functions are close to the true value of the simulation. In contrast, the composite likelihood estimatorθ SPEC, CL significantly underestimates the true degree of extremal dependence. This is probably a result of the false assumption of independence of bivariate densities which underlies the concept of composite likelihoods.4 5 6 7 51.0 51.5 52.0 52.5 53.0 53.5
Non-stationarity
In the previous subsection we excluded the 10 coastal stations from fitting the stationary Brown-Resnick model since they exhibit a different extremal dependence structure than the 25 inland stations. Here we fit a multivariate Hüsler-Reiss distribution as extreme value model, which does not rely on any stationarity assumption. In particular, for T being any subset of the 35 locations x 1 , . . . , x 35 ∈ X , we estimate the k(k − 1)/2 parameters of the dependence matrix Λ ∈ R k×k , where k = |T |. To this end, we can use any of the three newly proposed estimatorsΛ Var ,Λ MLE andΛ SPEC . WhileΛ Var is given in explicit form and hence computationally very efficient and applicable to arbitrary dimensions, the latter two estimators require numerical optimization. Fortunately, the respective likelihood functions can be still evaluated much faster than most of the commonly used spectral density models. For the ML algorithm,Λ Var and, since the class of Hüsler-Reiss distributions is closed, also the lower-dimensional parameter estimates provide reasonable starting values.
In what follows, we useΛ Var as a starting value for the numerical optimization ofΛ SPEC . We compare the likelihood values of the Hüsler-Reiss model fit to those of two other parametric models for spectral densities, namely the Dirichlet model (Coles and Tawn, 1991) and the weighted exponential model (Ballani and Schlather, 2011) . The comparison is based on randomly drawing k = 3, 4, 5, 6 and 7 out of the 35 stations and fitting all three models. This is repeated 100 times. The weighted exponential model seems to fit worst for all k ∈ {3, 4, 5, 6}. Note that numerical optimization for this model involves a rather complicated likelihood and is extremely time-consuming. This is why the weighted exponential model is only included for k ∈ {3, 4, 5, 6}. The Hüsler-Reiss model seems to outperform the Dirichlet model for k ≥ 5, which is not completely surprising since the Dirichlet model has only k parameters, while the Hüsler-Reiss model has k(k − 1)/2 parameters encoding the extremal dependence. The results are summarized by Figure 7 , which shows boxplots of the maximum likelihood values for each of the 100 choices of stations, and Table 2 , which shows the percentage of cases in which the Hüsler-Reiss model outperforms the Dirichlet and the weighted exponential model.
Discussion
This paper presents several new estimators for the Hüsler-Reiss distribution and its spatial analog, the Brown-Resnick process. The methods are based on asymptotic conditional distributions of random variables in the MDA of the Hüsler-Reiss model. Within the framework of multivariate peaks-over-threshold, it is shown how conditioning on different extreme events leads to different estimators. In particular, the concept of extremal increments turns out to be fruitful, since for the Hüsler-Reiss model the increments conditioned on a fixed component being large are approximately multivariate Gaussian distributed. This enables very efficient inference even for high dimensions. The simulation study shows, that the proposed estimators perform well, both in terms of bias and variance. Especially for small data sets they outperform classical block methods. Moreover, the non-parametric, bivariate estimators are a suitable tool for exploratory data analysis (such as distinguishing between coastal and inland stations in Section 5.1), since they are computationally efficient and yield reliable results. With regard to spatial extreme value statistics, one of the most promising models is the class of Brown-Resnick processes, due to their flexibility in connection with parametric families of variograms. The paper provides several methods for parametric fitting of these models. Particularly the good performance of the multivariate spectral estimator suggests that using higher-dimensional densities better captures the shape of the underlying variogram than methods based on bivariate distributions only. Also for multivariate analysis of non-stationary data, the Hüsler-Reiss model is shown to be both well fitting and applicable in high dimensions due to low computational costs of the estimators (Section 5.2). While the simulation study in Section 4 already provides some empirical evidence for the consistency of the proposed estimators, a deeper analysis of the theoretical properties such as speed of convergence is left for future research. The main difficulty is to find appropriate assumptions such that the conditional increments converge not only in distribution but also in L 1 or L 2 . The idea of including all single extreme events into statistical inference, in connection with the concept of conditional increments, might also be applicable to other max-stable models such as mixed moving maxima processes.
Supplementary material
The raw data for the application can be downloaded from http://www.knmi.nl.
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Appendix
Proof (of Theorem 3.1). Note that P g(X n ) ∈ B X n ∈ A − log u(n) = P g(X n + log u(n)) ∈ B X n ∈ A − log u(n) = P X n ∈ (g −1 (B) − log u(n)) ∩ (A − log u(n)) P X n ∈ A − log u(n) = n/u(n)P X − log(n/u(n)) ∈ g −1 (B) ∩ A n/u(n)P {X − log(n/u(n)) ∈ A} .
Thus, applying Prop. 5.17 in Resnick (2008) , we obtain lim n→∞ P g(X n ) ∈ B X n ∈ A − log u(n) = 2 k,0 ) and covariance matrix Σ = Ψ k,(0,...,k) (Λ). Since µ(A 1 ) = 1 and the family of sets {B s , s ∈ R k } is a generator of the Borel σ-algebra B(R k ) on R k , the first assertion follows from the proof of Theorem 3.1.
(b) In the bivariate case the density of µ simplifies to µ(dx, dy) = e −x 2λ φ λ + y − x 2λ dx dy, x, y ∈ R, with λ = λ 0,1 . We consider the set A 2 = [−∞, 0] C ⊂ R 2 and note that µ(A 2 ) = 2Φ(λ). It thus suffices to compute µ(g −1 (B t ) ∩ A 2 ) for t ∈ R. For t < 0 we have
2λ φ λ + y − x 2λ dy dx = Φ λ + t 2λ , and similarly for t > 0,
By the above considerations and the proof of Theorem 3.1 this yields
n > log u(n)
for t < 0,
for t > 0.
In other words, X (1) − X (0) conditional on eitherX
n being large converges in distribution to some random variable Z with density g λ (t) = 1 4λΦ(λ) φ λ − |t| 2λ , t ∈ R.
Proof (of Proposition 3.5). By Theorem 1 in Coles and Tawn (1991) we can compute the spectral density h as a derivative of the exponent measure ν(x) = − log G Λ (x), namely 
where φ ( · |Σ) is the density function of the k-dimensional normal distribution with covariance matrix Σ. Carrying out this computation yields (23).
