Introduction.
The present paper is a continuation to [10] where we have studied the asymptotic distribution of negative eigenvalues near the origin for two and three dimensional Pauli operators perturbed by electric fields falling off at infinity. In the previous work, the strength of magnetic fields (not necessarily constant) has been assumed to be uniformly bounded from below. The special emphasis here is placed on the case that Pauli operators have magnetic fields falling off at infinity.
The Pauli operator describes the motion of a particle with spin in a magnetic field and it acts on the space L^R 3 ) 0 C 2 . The unperturbed Pauli operator without electric field is given by Hp = (-%V -A) 2 
-a • B
under a suitable normalization of units, where A : R 3 ->• R 3 is a magnetic potential, a = {cr-i^a^^a^) with components
is the vector of 2 x 2 Pauli matrices and B == V x A is a magnetic field. We write (a;, z) = (rci, a-2, ^) for the coordinates over the three dimensional space R 3 = R^ x R^. We now assume that the magnetic field B has a constant direction. For brevity, the field is assumed to be directed along the positive z axis, so that B takes the form
B(x)=(OAb(x)).
Since the magnetic field B is a closed two form, it is easily seen that B is independent of the z variable. In this work, we exclusively work in the two dimensional space R^. We identify B(x) with the function h(x). Let This implies that ff± >, 0 is nonnegative. If, in particular, b(x) >, 0 is nonnegative, then it is known ([I], [4] , [12] ) that H^. has zero as an eigenvalue and its essential spectrum begins at zero for a fairly large class of magnetic fields. We are going to refer to several basic spectral properties of Jf± in Section 2.
We now write H for 7f+ and consider the Pauli operator
H(V) = H -V, H = (-zV -A) 2 -&,
perturbed by electric field V{x). As stated above, the essential spectrum of unperturbed operator H = ff+ begins at zero. If the electric field V(x) falling off at infinity is added to this operator as a perturbation, then the above operator H(V) has negative discrete eigenvalues accumulating at the origin. The aim of the present paper is to study the asymptotic distribution near the origin of such negative eigenvalues.
We formulate the obtained results precisely. Let (x) = (1 -h |;r[ 2 ) 1 / 2 . We first make the following assumptions on b(x) and V{x): Under these assumptions, the operator H(V) formally defined above admits a unique self-adjoint realization in L 2 = L^R 2 ) with natural domain {u € L 2 : Hu € L 2 }, where Hu is understood in the distributional sense. We denote by the same notation H(V) this self-adjoint realization and by N(H(y) < -A), A > 0, the number of negative eigenvalues less than -A. We now formulate a series of theorems obtained here. (1.2) 0^d<2, d<m, then, for any 6 > 0 small enough, there exists Xg > 0 such that 
THEOREM 1.1. -Let the notations be as above. Assume that (b) and (V) are fulfilled. Ifd and m satisfy
The asymptotic formula as A -> 0 for N(H(V) < -A) can be easily obtained by combining these two theorems. We further assume V(x) to satisfy ( 
Jv{x)>\
Remarks.
(1) If lim la;! 2^^) = oo, it is known that the bottom, zero, of \x\-^oo essential spectrum of H = ff+ is an eigenvalue with infinite multiplicities dimKerJf == oo ( [12, Theorem 3.4] ). On the other hand, ifb(x) = O^x^) as | x [ -> oo for some d > 2, then it follows that dimKerJY < oo (see Remark 4.1). We point out that no decay condition on the derivatives of b{x) is assumed in these results.
(2) The assumption d < m means that magnetic fields are stronger than electric fields at infinity. In the last section (Section 11), we will briefly discuss the case m<d,0<m<2, when electric fields are stronger than magnetic fields. This case is much easier to deal with and N(H(V) < -A) is shown to obey the classical Weyl formula. Roughly speaking, it behaves like N{H(V) < -A) ~ A^-2 )^ as A ^ 0. If d > 2 and m > 2, then the number of negative eigenvalues is expected to be finite, but it seems that the problem has not yet been established. There are a lot of works on the problem of spectral asymptotics for magnetic Schrodinger operators. An extensive list of literatures can be found in the survey [11] . The problem of asymptotic distribution of discrete eigenvalues below the bottom of essential spectrum has been studied by [13] , [15] when b{x) = b is a uniform magnetic field. Both the works make an essential use of the uniformity of magnetic fields and the argument there does not extend directly to the case of nonconstant magnetic fields. Roughly speaking, the difficulty arises from the fact that magnetic potentials which actually appear in Pauli operators undergo nonlocal changes even under local changes of magnetic fields. This makes it difficult to control nonconstant magnetic fields by a local approximation of uniform magnetic fields. As stated at the beginning of the section, we have recently studied the case of nonconstant magnetic fields in [10] , and all the above theorems have been already obtained under the assumption that the magnetic field b(x) satisfies (b) with d = 0. However the case of magnetic fields falling off at infinity remains untouched. The special emphasis here is laid on the case d > 0. If the magnetic field b{x} > c > 0 is uniformly positive, then the unperturbed operator H = H^. is known to have zero as an isolated eigenvalue with infinite multiplicities. On the other hand, if b(x) falls off at infinity, the essential spectrum of H occupies the interval [0,oo) (see [4] ). This difference in spectral structure produces some serious difficulties. The argument in [10] makes an essential use of the fact that the bottom of essential spectrum of H is an isolated eigenvalue. Thus, in order to prove the theorems for the case d > 0, some new devices are further required in many states of the proof, although the basic idea is in principle the same as in the previous work. Much attention is now paid on the Lieb-Thirring estimate on the sum of negative eigenvalues of Pauli operators with nonconstant magnetic fields in relation to the magnetic Thomas-Fermi theory ( [5] , [6] , [7] , [8] , [14] ). The present work is motivated by these works. We end the section by making a comment on the asymptotic formula in three dimensions. In [10] , we have derived such a formula under the assumption that a magnetic field B(x) = (0,0, b(x)), (x,z) e R 2 x R, is directed along the positive z axis and its strength b(x) satisfies (&) with d = 0. The derivation is based on the asymptotic formula in two dimensions. The argument there seems to extend to the case 0 < d < 2 without any essential changes, if we make use of the two dimensional formula obtained in Theorem 1.3. The matter will be discussed in details elsewhere.
Preliminaries.
In this section we summarize two basic facts required for proving the main theorems. One is concerned with the spectral properties of unperturbed Pauli operators without electric fields and the other is with the perturbation theory for singular numbers of compact operators.
We consider the following operators
where A(x) = (ai(rc), a^x)), Ilj = -i9j -ay and b(x) = V x A. As stated in the previous section, these operators can be rewritten aŝ ±=(ni±m2)*(ni±zii2) and hence they become nonnegative operators. If, in particular, b satisfies
then H->_c becomes a strictly positive operator. On the other hand, it is known ([I], [12] ) that H^. has zero as an eigenvalue with infinite multiplicities. If we choose the magnetic potential A(x) in the divergenceless form
for some real function (p e G^R 2 ) obeying Ay? = fr, then we have
This implies that the zero eigenspace just coincides with the subspace
where A(C) denotes the class of analytic functions over the complex plane C. Let Py : L 2 -^ L 2 be the orthogonal projection on the zero eigenspace Ky of J9-(-. We write Qy for Id-Py,, Id being the identity operator. We also know ( [4] ) that the non-zero spectra of jff± coincide with each other. Hence it follows that Q^Q^ >cQî n the form sense, c > 0 being as in (2.1).
We use the perturbation theory for singular numbers of compact operators as another basic tool to prove the theorems. We shall briefly explain several basic properties of singular numbers. We refer to [9] for details.
We denote by N{S > X) and N{S < X) the number of eigenvalues more and less than X of self-adjoint operator 5, respectively. Let T : X -> X be a compact (not necessarily self-adjoint) operator acting on a separable Hilbert space X. We write |T| for VTT*. The singular number {sn(T)}, n € N, of compact operator T is defined as the non-increasing sequence of eigenvalues of |r| and it has the following properties: Sn(T) = Sn(T*) and 
Proof. -We prove only the third inequality. The other inequalities are immediate consequences of (2.2). To prove this, we decompose T\ into TI = (Ti -T^) + T^ and use (2.2) again. Then we have In this section we complete the proof of Theorem 1.1 by reducing it to the proof of the three lemmas formulated below.
Before going into the proof, we first fix several notations used throughout the proof. We use a nonnegative smooth partition {^0,^00} of unity normalized by ^o(^) 2 +^oo(^) 2 = 1, where ^o € Cg°('R 2 ) has the propertŷ
Let d and m satisfy the assumption (1.1) in Theorem 1.1. Then we can take a as
We choose the magnetic potential A(x) = (a^(x), a^x)) of the unperturbed operator H == H^. in the divergenceless form
where ( We define ^pa(x) = (pa(x; A) by
for 77 > 0, and A^(x) = A^(x\ A) and b^(x) = b^{x\ A) by
By definition, it follows that Aa(x) = A(x) for \x\ < A-", and by assumption (6), we can take 77 > 0 so small that (3.3) W^A^, c^>0.
We are now in a position to prove the first main theorem.
Proof of Theorem 1.1. -Throughout the proof, 6, 0 < 6 < 1, is fixed arbitrarily and A, 0 < A < Xg < 1, is assumed to be small enough.
To prove the theorem, we introduce the auxiliary operator Ha(V) as
Let {^a(h ^cj be the smooth partition of unity defined bŷ
Then a simple computation yields the relation
n the form sense, wherê
This relation is often called the IMS localization formula ([4]). Recall that
Hence
1). Thus we obtain (3.4) N(H(V)<-\) < N(H^(V)<-(1-6)\) < N(H^V)<-(1-6)\)ŵ
here ^^(V) denotes the operator Ha(V) over the domain {\x\ < A" 01 } with zero Dirichlet conditions. We can also obtain
by making use of a similar relation. By for any c > 0 and hence it follows from (3.4) that
We can take c > 1 so large that
for some 02 > 0. Since ad < 1 strictly, this implies that
for some 03 > 0, and hence we have
N(H^ -2V< ^csA^) < N(H(2V) < -c^)
by the same argument as used to prove (3.5), where
Thus we obtain
for some c, 03 > 0.
We here denote by V the set of all real functions V(x) satisfying the assumption (V), m > 0 being fixed in assumption (V). We now accept the following three lemmas as proved.
We apply these three lemmas to complete the proof of the theorem. Since ad < 1 strictly, we first obtain
by Lemma 3.2. Next we choose a as (ad + l)/2m < a < 1/m, so that
by Lemma 3.1. Thus, by Proposition 2.1 and Lemma 3.3, the theorem follows from (3.6). D
The three lemmas above remain unproved. We prove Lemma 3.1 in Section 4, and Lemmas 3.2 and 3.3 in Section 7.
Proof of Lemma 3.1.
The aim of this section is to prove Lemma 3.1. The proof is based on the stationary phase method and it requires two preparatory results. The first result can be easily proved by use of the Fourier series expansion. We will give its proof at the end of this section.
Remark. -We do not assume the decay condition for the first derivatives of h(x) but the C 1 -smoothness of b(x) is required to obtain yo(x) e ^(R 2 ).
Before formulating the second preparatory result, we recall the notations
in Section 2. We denote by Py : L 2 -> L 2 the orthogonal projection on the zero eigenspace of Jf+, which coincides with
where A(C) is the class of analytic functions over the complex plane. We now choose v as
We assert that Since p(r) is a strictly increasing function, there exists a unique root Tn to equation
The value of fn{r) at stationary point r = rn is calculated as fn(rn) = -P'{rn)/rn = -g(r,) < 0.
Thus the function fn(r) attains its maximum at r = r^. When n > 1 is large enough, Tn behaves like
We estimate en from below and Sn from above when n > A"^. The value Cn is evaluated as Next we evaluate Sn from above. We write it as 
fn(r)-fn(rn) = -^^P^n)-p(^)) A < -/ (-\p{rn )-p(t)) dt Jrjr^/3
for rj > 0 small enough. We can take 77 > 0 so small that fn(r) -fn(Tn) < -(j^n) -P(^n/2)) log 3/2 ^ -€4f or some 04 > 0. Thus we have Sn < C5A-<T exp(-C4n)exp(2/n(7n)) and hence
An = Sn/€n <: CQ\~c r eXp(-C4n).
Since n > A- This proves the assertion (4.2) and the proof of the lemma is complete. D
In the previous section, we have used the auxiliary operator Ha, a > 1/2 (chosen close enough to 1/2) for spatial localization, so that (3.4) holds true. By (3.3), the operator Ha has at least C^A^) as a spectral gap above zero eigenvalue. However this width is not wide enough to prove the remaining two lemmas (Lemmas 3.2 and 3.3). We here introduce another auxiliary operator with a wider spectral gap (this gap property will be used in Section 6 to control the commutator of the orthogonal projection onto its zero eigenspace and multiplication operators). The precise definition requires some new notations. By assumption (1.2), we can take f3 so close to 1/m that l/m</3< mm (a, 2/m, (3d + 2)/4md) < 2/md.
in a way similar to (pa(x) (see (3.2)). The auxiliary operator in question is defined by We can take the same 77 > 0 as in (3.2) so small that This means that H^ has zero as an isolated eigenvalue with infinite multiplicities and that it has at least O^X^) as a spectral gap, which is wider than that of Ha. Since f3 may be less than 1/2, the estimate of type (3.4), in turn, does not hold true in general for H^. Lemma 4.2 below enables us to evaluate the upper bound instead.
We now denote by P^ the orthogonal projection onto the zero eigenspace of Hp and write Qp for Id-P/s. By definition, ^ satisfieŝ a(x) < ^pf3{x} and^a
Thus we obtain the following lemma as an immediate consequence of Lemma 4.1, which plays an important role in proving Lemmas 3.2 and 3.3. In fact, the lemma reduces the proof of these two lemmas to evaluating the quantity N^WPp > X) in place of N(P^WPa > A). 
n==-oo
Then gn^) obeys the equation 
Min-Max principle.
The present and next sections are devoted to several preparatory lemmas required for proving Lemmas 3.2 and 3.3. The proof of these lemmas is based on the min-max principle. However this principle does not directly apply to the present problem. The difficulty comes from the fact that the field b(x} and the potential V(x) have the decaying order different 
The proof of the lemma uses the min-max principle and is based on the following proposition due to [3] . 
where \QR\ = R 2 is the measure of cube Qn and F{p) = #{n e N U {0} : 2n + 1 ^ p}.
Proof of Lemma 5.L -The proof is divided into several steps. Throughout the proof, <?, 0 < 6 <^ 1, is again fixed arbitrarily and A, 0 < A < \s <^ 1, is assumed to be small enough.
(1) We first prove the upper bound. Let q and a be as in the lemma. Let {Qk}i k = (A;i, k'z) € Z x Z, be a family of disjoint open cubes with side A"^, which covers the whole plane R 2 == UA;Q^, Q^ being the closure of Qfc. We denote by yk € R 2 the center of cube Qk-We further introduce another family of cubes Qk, Qk ^ Qk, with the same center yk and side (1 +<5)A -l/ . We restrict the operator H^{U) to each cube domain Qk. Let Hko(U) be the self-adjoint realization in L 2^^ of Hft(U) under zero Dirichlet conditions and denote the number of negative eigenvalues less than -p, of
Since v > q/2 by (5.4), we have by use of the IMS localization formula that 
We define the operator SkD by
and TfcD(^) by
These operators act on L 2 (Qk) under zero Dirichlet conditions. By definition, SkD has the constant magnetic field bk = V x A^, while Tko{U) has the magnetic potential A^ + e^; and is unitarily equivalent to HkD^U), so that
(3) Let a be as in the lemma. We set X = {A; e Z x Z : Qk n G ^ 0}, where G = {a: € R 2 : A-^ < |a;| < \~f 3 /2}. We can easily see that
We further divide X into two sets
where Uk = (7(2/fe) denotes the value of U(x) at the center yk of cube Qk. By (5.4), we have
for x e Qk and hence U(x) < (1 -6)^ for x e Qk with k e ^2. Thus by assumption (6) . This, together with (5.4), implies that
Thus Tko(U) obeys the form inequality
for any £ > 0 small enough, where SkD is defined by (5.6) and it has the constant magnetic field bk. We take e as e = 6\ q~ad < 1, q > (3d > ad, so that^-10^2(d+l)<r-4^ ^ o^(3d4-2)<T-4^-<^ ^ ^<b y (5.4) again. Hence we have
When k € Xi, the values 6fc and (7fc satisfy A^/c < &fc < cA^^, c > 1, and Uk = O^X^). Since /3d < mqa < q by (5.3), it follows that T-fc(A) = 6fc + £/fc -A 9 + W(A 9 ) < 2bk.
This, together with Proposition 5.1 (1), yieldŝ
for k € Xi. As is easily seen,
for fc C Xi, and also we have 
1). Assume that W e V satisfies W(x) > C{x)-
Tn for some C > 0. Then
for 0 < A < \s < 1.
Proof. Throughout the section, the notations 6 and A<$ are used with the same meanings as in the previous sections. The aim here is to prove the following lemma.
w>(l-6)\ forO < A < \s < 1.
As an immediate consequence, we obtain the following lemma, which is used for the proof of Lemma 3.2. Hf, = (-zv -A^2 -bft = n? + n| -bft = nŵ ith 11^ == IIi -j-zEEa, and we calculate the commutator
If we write Uj{x) for 9jU(x) = 9U(x)/9xj, then Uj obeys the bound Uj{x) = (^(A^' 1 " 1^) by assumption, and we have
As is easily seen,
, c e r. 
for 0 < A < \6 < 1.
Proof. -We again take a as in (6.1). By assumption, W^x^ is a C 1 -smooth function and it satisfies IVH^r) 9 ! = Oda;!-^-^), \x\ -^ oo. In this section we prove Lemmas 3.2 and 3.3 which remain unproved. The proof of Lemma 3.2 is based on the following lemma.
Hence we can decompose
Proof. -The lemma is easy to prove. We may assume that W € V is nonnegative. Since W(x) = o(A) for \x\ > \~1 3 ', it follows from Lemma 4.2 that
for (5 > 0 small enough. This, together with Lemma 6.2, completes the proof. D
Proof of Lemma 3.2. -It suffices to prove the lemma for nonnegative potential W e V. The proof uses (3.7). It should be noted that this relation has been obtained without using Lemma 3.2 (see the proof of Theorem 1.1). By Lemma 7.1, it follows from (3.6) and (3.7) that
for some c > 0. Fix e so small that 0 < e < (2 -d)/2ma. Since ad < 1 strictly, we repeat the same argument as above to obtain that
We here recall the notations
Let Ge = {x 6 R 2 : \x\ < \~a E } and let SD be the self-adjoint realization in L^Gg) of So = (-%V -A) 2 under zero Dirichlet conditions. Then we have by the IMS localization formula that The remaining sections are devoted to proving the lower bound (Theorem 1.2). For the same reason as explained at the beginning of Section 5, the proof based on the min-max principle does not directly apply to the lower bound estimate. It also seems that the trial function method does not work for it. Indeed, it would be natural to take the zero eigenstates (a-i + ix-z^e'^^ A</? = 6, of the unperturbed operator H = H^. as a candidate for trial functions. However this family of eigenfunctions does not necessarily form an orthogonal system if (p{x) is not spherically symmetric. Hence it is not simple to look carefully at the dependence on I ^> 1, when the family is orthogonalized by the Schimidt method. In addition, since these eigenfunctions are not spatially localized, this also makes it difficult to evaluate the quantity (Wu^ u) ^2 for a linear combination u of the eigenfunctions. Thus to prove Theorem 1.2, we again employ the same idea as developed in the previous sections.
By (3.5) , we have 
