Recurrent Neural Network Language Model (RNNLM) has recently been shown to outperform conventional N-gram LM as well as many other competing advanced language model techniques. However, the computation complexity of RNNLM is much higher than the conventional N-gram LM. As a result, the Class-based RNNLM (CRNNLM) is usually employed to speed up both the training and testing phase of RNNLM. In previous work with RNNLM, a simply method based on word frequency has been used to derive word classes. In this paper, we take a closer look at the classing and explore to improve the RNNLM performance by enhancing word classing. More specially, we employed bi-gram mutual information clustering, a classical word clustering method which is more accurate, to obtain word classes. Finally, experiments on the standard test set Penn Tree Bank showed that 5%∼7% relative reduction in perplexity (PPL) could be obtained by bigram mutual information clustering method compared to the frequency based word clustering method.
Introduction
Statistical language model is a critical component in many speech and natural language model processing systems, such as speech recognition and understanding, conversational interaction and machine translation. The purpose of language model is to assign a non-zero probability to any possible words sequence in the language. Given words sequence W = w 1 w 2 · · · w m = W m 1 , language model probability of W is computed as follows:
Recently, Recurrent Neural Network Language Model (RNNLM) [2] has been proposed and shown to outperform the conventional n-gram language models as well as many other competing advanced language model techniques on many standard tasks [3] , such as Penn Treebank Corpus, WSJ, NIST RT05. A noticeable feature of RNNLM is that it has activation feedback with shortterm memory and uses full history information instead of limiting context. Although better performance could be obtained by RNNLM, the computation complexity is much high in both training and testing phases. In particular, limited to the architecture of RNNLM, many speedingup strategies used in training Feed-forward Neural Net-work Language Model (FF-NNLM) [4] could not straightly be used in training RNNLM, such as bunch mode, parallel and so on. A well-known technique to speed up NN/RNN training and evaluation is the use of short-lists as done in [4] . Whereas, short-list technique makes speedup at the cost of model performance. An attractive way of accelerating RNNLM is to factorize the original output layer of RNNLM into classes. The class based RNNLM (CRNNLM) proposed in [5] obtained much speedup without large degradation. However, in the past work with RNNLM, the word classing information was simply obtained by the word-frequency based method which is not accurate. In this work, we took a closer look at the word classing methods and attempted to find out whether better word classing techniques could improve the performance of recurrent neural network language models. In particular, the bi-gram mutual information clustering which is a classical word clustering method was employed to obtain word classes. The bi-gram mutual information clustering approach [6] can automatically induce word classes from unlabeled text and is more accurate than the wordfrequency based method.
Our work was inspire by the work in [8] which studied the impact of word classing on shrinkage based Language Models. By using a more accurate word classing method, the performance of the shrinkage-based language model could be improved further. In this work, we studied the impact of word classing on the RNNLM and attempted to improve the performance of RNNLM by enhancing word classing.
The rest sections are organized as follows: the utilized RNNLM and class-based RNNLM are described in Section 2. In Section 3, we briefly introduce the word-frequency based classing method and the bi-gram mutual information clustering method. Experimental results are given in Section 4 followed by conclusion and future work in Section 5.
Model Description

Recurrent Neural Network Language Model
It is well-known that humans can exploit longer context with great success, so does the language model. The language model which depends on the long word history can capture long context patterns, syntactic and semantic dependencies. However, N-gram LM can only capture precious N-1 words while for FF-NNLM, the history is still just previous several words. For RNNLM, an effective representation of history is learned from the training data. The hidden layer of RNNLM represents all previous history rather than just n-1 previous words. From the perspective of mathematics, RNNLM can represent full context patterns. The RNNLM network has an input layer, hidden layer and output hidden as shown in Fig. 1 . The input layer contains last word (using 1 of N coding) and the previous states s i−1 (the activations copied from hidden layer neurons of last forward propagation). The neurons in the hidden layer S i use a sigmoid activation function. The output layer represents the probability distribution of the predicted word given the last word and previous states. Specially, the input layer, hidden layer and output layer can be expressed as follows [2] :
where f (z) is sigmoid activation function:
and g(z) is softmax function:
Hidden layer s i
Output layer
Weights w Besides, Back Propagation Through Time (BPTT) proposed in [9] , which has been proven to outperform the standard back-propagation algorithm, is exploited to train the RNN based language model [5] .
Class Based Recurrent Neural Network Language Model
It is observed that the computation of RNNLM is very time-consuming in both training and testing phase. In this section, we first analyse the computation perplexity of RNNLM and then introduce the class-based RNNLM.
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The computation perplexity of one training step in RNNLM as shown in Fig. 1 
is proportional to
where H is the size of hidden layer, V is the size of vocabulary size, and τ is the amount of steps we back-propagate the error back in time. Usually, H≪V, so the compute complexity bottleneck is between hidden layer and output layer. In order to reduce the compute complexity, many methods have been proposed. Firstly, all low frequency words were merged into one special token in the output vocabulary in [10] , which resulted in 2-3 times speedup without significant degradation of the performance. Then, instead of using unigram distribution for words that belong to the special token, Schwenk [11] used probabilities from a back-off model for the rare words. An even more promising approach was based on the assumption that word can be mapped to classes [6] . Based on this idea, class-based Recurrent Neural Network was proposed in [5] . The architecture of class-based RNNLM is shown in Fig. 2 . Assuming the current word is w i which belongs to class c i , the output node in the class part represents the class probability i.e. p(c i |s i ) and the output node in word part is the probability of word w i i.e. p(w i |s i ). Soft-max function has to be implemented on the entire class part. However, in the word part, soft-max function is only employed within words belonging to class c i instead of the whole vocabulary, resulting in fast processing without large degradation. Finally, given the previous word w i−1 and corresponding activation feedback s i−1 , the probability of current word w i is computed as follows:
The computation complexity of one training step in CRNNLM as shown in Fig. 1 becomes
where C is the number of classes. Generally speaking, the number of classes C is much smaller than vocabulary V , so the architecture of class-based RNNLM has obvious advantages over RNNLM approaches. The word-frequency based classing method is first proposed in [5] to obtain the word classes. The basic idea is to assign words to classes proportionally. In other words, words are assigned to classes based on the uni-gram probabilities. For example, if we want to assign the words to 50 classes, then words corresponding to the first 2% of the uni-gram probability distribution would be assigned to class 1, the words that correspond to the next 2% of the uni-gram probability would be assigned to class 2, etc. Thus, the first classes may hold just one word, while the last classes will contain thousands of lowfrequency words like the one shown in Fig. 3 . The frequency-based word classing method is simple but inaccurate. Intuitively speaking, using an inaccurate word classing method may cause some degradation in the performance of language model. [6] describes an algorithm to build a class map by starting from some initial guess at a solution and then iteratively searching for changes to improve the existing class map. This is repeated until some minimum change threshold has been reached or a chosen number of iterations have been performed. The initial guess at a class map is typically chosen by a simple method such as randomly distributing words amongst classes or placing all words in the first class except for the most frequent words which are put into singleton classes. Potential moves are then evaluated and those which increase the likelihood of the training text most are applied to the class map [7] .
Bi-gram Mutual Information Clustering
Let W be the training text list of words (w 1 , w 2 , w 3 , . . .) and let W be the set of all words in W. Then:
where (x, y) is some word pair 'x' preceded by 'y' and C(x, y) is the number of times that the word pair 'y x' occurs in the list W.
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In general evaluating Eq. (10) will lead to problematically small values, so logarithms can be used:
Then, the maximum likelihood bi-gram probability estimate of a word is:
where C(w) is the number of times that the word 'w' occurs in the list W and C(G(w)) is the number of times that the class G(w) occurs in the list resulting from applying G(.) to each entry of W; 1 similarly C(G(w x ), G(w y )) is the count of the class pair 'G(w y ) G(w x )' in that resultant list.
Substituting Eq. (12) into Eq. (11) and then rearranging gives:
where (g, h) is some class sequence 'h g'.
Note that the first of these three terms in the final stage of Eq. (13), "
. log(C(x))", is independent of the class map function G(.), therefore it is not necessary to consider it when optimising G(.). The value a class map must seek to maximise, F M C , can now be defined:
A fixed number of classes must be decided before running the algorithm, which can now be formally defined: The initialisation scheme given here in step 1 represents a word unigram language model, making no assumptions about which words should belong in which class. 2 The algorithm is greedy and so can get stuck in a local maximum and is therefore not guaranteed to find the optimal class map for the training text. The algorithm is rarely run until total convergence, however, and it is found in practice that an extra iteration can compensate for even a deliberately poor choice of initialisation.
The above algorithm requires the number of classes to be fixed before running. It should be noted that as the number of classes utilised increases so the overall likelihood of the training text will tend towards that of the word model. 3 This is why the algorithm does not itself modify the number of classes, otherwise it would naively converge on |W| classes.
Experimental Results
The data used in the following experiments were obtained from Penn Tree Bank Corpus, which is a standard test set for the evaluation of language model. The Penn Tree Bank contains 24 sections. In this work, sections 0-20 were used as training set (about 930K tokens), sections 21-22 as validation set (74K) and sections 23-24 as test set (82K). The vocabulary of Penn Tree Bank Corpus is limited to 10K words.
Among various evaluation metric, perplexity is the most common and most convenient method to evaluate the performance of language model. While an improvement in perplexity does not guarantee an improvement in speech recognition system or in machine translate system or any other area, it often correlates with such improvements. Hence, we decided to use the perplexity to evaluate language model Science 10:12 (2013) [3595] [3596] [3597] [3598] [3599] [3600] [3601] [3602] [3603] [3604] performance in this work. The per-word perplexity is defined as
3602
Y. Si et al. / Journal of Information & Computational
P P L = K K ∏ i=1 1 P (w i |w i−1 , w i−2 , · · · , w 1 )(15)
Impact of Word-classing Method on RNNLM
In this section, the frequency-based method and the bi-gram mutual information clustering algorithm were used to train class-based recurrent neural network language models respectively. We denoted the class-based RNNLM trained by the frequency-based method as rnn freq and denoted class-based RNNLM trained by the bi-gram mutual information clustering algorithm as rnn bimi. The recurrent neural network language model was trained by RNNLM tools 4 [12] and the details of training configuration were described in [12] .
Firstly, we compared the performance of the rnn freq and rnn bimi on the valid set in various iterations of training phase. The result was shown in Fig. 4 where horizontal axis represents iteration times and vertical axis represents perplexity of class-based RNNLM on the valid data. It could be seen that rnn bimi gave lower perplexity on the valid data than the rnn freq in various iterations. Secondly, we compared rnn bimi with rnn freq on the test set. The result is shown in Table 1 . No matter what class number we set, rnn bimi give lower perplexity than rnn freq. Compared to the frequency-based method, 5%∼7% relative reduction in perplexity was obtained by the bi-gram mutual information clustering algorithm. Finally, the experimental results validated our assumption that more accurate word-classing method was able to improve the performance of the recurrent neural network language model. 
Conclusions and Future Work
In this paper, we committed ourselves to exploring whether more accurate word-classing method could improve the performance of class-based language models. More specially, we studied the impact of wordclassing methods on the recurrent neural network language model. The frequency-based word-classing method and the bi-gram mutual information clustering algorithm were employed to train the recurrent neural network language model respectively. Experimental results showed that 5%−7% relative reduction in perplexity could be obtained by the bi-gram mutual information clustering algorithm, compared to the frequency-based method.
In this work, only hard-clustering methods (each word only belongs to a single class) were explored. In the future work, we plan to explore other more accurate methods. It may be useful to allow words to belong to more than one class, which is usually called soft-clustering method. Additionally, we also plan to use part-of-speech tags to get word classes [13] .
