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Le groupe de Chow d’une surface rationnelle sur un corps local
Chandan Singh DALAWAT
Soient p un nombre premier et K une extension finie du corps Qp.
De´signons par K une cloˆture alge´brique de K, par K˜ l’extension maximale
non ramifie´e de K dans K, par o (resp. o˜) l’anneau des entiers de K
(resp. K˜) et par k (resp. k˜) le corps re´siduel de K (resp. K˜).
Soit X un o-sche´ma re´gulier, projectif et plat de dimension relative 2
dont la fibre ge´ne´rique XK = X ×o K est potentiellement birationnelle
au plan projectif P2 : on demande que la K-surface XK = XK ×K K
soit birationnelle a` P2,K ; d’habitude, on dit alors que la surface XK est
rationnelle.
Notons A0(XK) le groupe de Chow de 0-cycles sur XK [16] et A0(XK)0
le sous-groupe noyau de l’homomorphisme degre´ deg : A0(XK) → Z. Ces
groupes ont e´te´ e´tudie´s par Bloch [4], par Colliot-The´le`ne et Sansuc [10]
et par Colliot-The´le`ne [9]. On sait ainsi que le groupe A0(XK)0 est fini et
qu’il s’annule lorsque X est lisse sur o [9].
Dans cette Note, on se propose de de´crire un proce´de´ pour calculer
le groupe A0(XK) lorsque l’application naturelle PicXK˜ → PicXK (ou`
X
K˜
= XK ×K K˜) est un isomorphisme. Suivant une ide´e e´mise par Bloch
[5] et reprise dans [13], ce but est atteint au no 5.
De´crivons ce proce´de´ dans le cas ou` toutes les composantes irre´ductibles
rendues re´duites de la fibre ferme´e Xk = X×o k de X sont lisses sur k. Soit
S l’ensemble (fini) des composantes irre´ductibles (rendues re´duites) de Xk˜ ;
prolongeons l’action du groupe Gal(k˜|k) sur S au Z-module libre ZS par
line´arite´. Notons Homk(Z
S,Z) le groupe des homomorphismes Gal(k˜|k)-
e´quivariants.
Pour une courbe C trace´e sur une composante irre´ductible Y de Xk
et pour une composante irre´ductible (rendue re´duite) Z ∈ S de Xk˜,
conside´rons le nombre
(1) deg
C˜
(O
X˜
(Z)|
C˜
) ∈ Z, ou` X˜ = X×o o˜ et C˜ = C×k k˜.
Ces nombres induisent une application PicY → Homk(ZS,Z), a` savoir
celle qui envoie la classe de C dans PicY sur l’homomorphisme ZS → Z
1
qui associe a` eZ le nombre (1), ou` (eZ)Z∈S est la base canonique de Z
S.
En faisant varier Y, on obtient une application
(2)
⊕
Y
PicY → Homk(ZS,Z) (Y : composantes irre´ductibles de Xk).
Il est clair que le conoyau de (2) est aise´ment calculable dans des cas
concrets : voir l’Exemple place´ a` la fin.
Nous allons construire un isomorphisme de A0(XK) avec le conoyau
de (2). Ce re´sultat fournit donc un moyen pratique pour calculer A0(XK).
Cette Note est tire´e d’une the`se [13] pre´pare´e sous la direction de Jean-
Louis Colliot-The´le`ne ; je le remercie vivement pour m’avoir mis entre les
mains [5], ainsi que pour ses conseils et pour ses encouragements. Je tiens
a` remercier le Ministe`re franc¸ais des Affaires e´trange`res pour une bourse
doctorale et l’Institut des Hautes E´tudes scientifiques de Bures-sur-Yvette
pour deux se´jours pendant lesquels la pre´sente re´daction a e´te´ re´alise´e.
0. Notations et hypothe`ses
Les notations suivantes auront cours dans tout l’article :
— p : un nombre premier,
— K : une extension finie de Qp,
— K : une cloˆture alge´brique de K,
— K˜ : l’extension maximale non ramifie´e de K dans K,
— o : l’anneau des entiers de K,
— o˜ : l’anneau des entiers de K˜,
— k : le corps re´siduel de K,
— k˜ : le corps re´siduel de K˜,
— X : un o-sche´ma re´gulier, projectif et plat de dimension relative 2,
— XK : = X ×o K, — v : la valuation normalise´e K× → Z,
— XK : = XK ×K K, — pi : une uniformisante de K,
— X
K˜
: = XK ×K K˜, — i : l’immersion ferme´e Xk → X,
— Xk : = X ×o k, — j : l’immersion ouverte XK → X,
— Xk˜ : = Xk ×k k˜, — v˜ : le prolongement de v a` K˜×,
— X˜ : = X ×o o˜, — I : le groupe profini Gal(K|K˜),
— S : le Gal(k˜|k)-ensemble des composantes irre´ductibles de Xk˜.
On suppose que XK est inte`gre. Ce n’est qu’au n
o 5 que nous supposons
que XK est birationnel a` P2 et que l’application PicXK˜ → PicXK est un
2
isomorphisme — s’y rapporter pour les hypothe`ses pre´cises, qui sont un
peu plus ge´ne´rales.
1. Localisation et filtrations
Pour tout sche´ma V, de´signons par K0(V) le groupe de Grothendieck
des OV-modules cohe´rents, par (K0(V)(t))t≥0 sa filtration de´croissante par
la codimension du support, par K0(V) l’anneau de Grothendieck de OV-
modules cohe´rents localement libres muni de la γ-filtration (K0(V)(t))t≥0,
par θ : K0(V) → K0(V) l’homomorphisme canonique de K0(V)-modules
[19]. On a θ(K0(V)(t)) ⊂ K0(V)(t) pour t ≥ 0 [3, p. 523].
LEMME 1. — Les deux applications θ(1) : K0(X)(1) → K0(X)(1) et
θ(2) : K0(X)(2) → K0(X)(2) induites par θ sont des isomorphismes.
De´monstration : Comme X est re´gulier et projectif sur o, l’homomorphisme
θ est bijectif [19].
Le groupe K0(X)
(1) est engendre´ par les faisceaux structuraux OV des
ferme´s V ⊂ X de codimension ≥ 1 ; un tel faisceau admet une re´solution
(3) {0} → En → En−1 → · · · → E1 → E0 → {0}
par des OX-modules Et localement libres : l’homologie de ce complexe
s’annule en degre´ 6= 0 et s’identifie a` OV en degre´ 0 ; l’image de l’e´le´ment
x =
n∑
t=0
(−1)t[Et] de K0(X) par θ vaut [OV] ∈ K0(X). Comme le com-
plexe (3) est exact au point ge´ne´rique de X, on a rg(x) = 0. Mais K0(X)(1)
est par de´finition le noyau de l’homomorphisme rg : K0(X)→ Z ; on a donc
x ∈ K0(X)(1) et l’on a e´tabli la surjectivite´ de θ(1).
Pour ce qui concerne le cran 2 de la filtration, conside´rons le compose´
(4) PicX−−−→ K
0(X)(1)
K0(X)(2)
−−−→ K0(X)
(1)
K0(X)(2)
dans lequel la premie`re fle`che est l’isomorphisme [19] qui envoie en
[OX]−[L−1] ∈ K0(X)(1)/K0(X)(2), quel que soit leOX-module inversible L,
la classe de L dans PicX ; la seconde fle`che est induite par ce qui pre´ce`de.
On sait que le compose´ (4) est un isomorphisme [19, p. 45] ; il en est donc
de meˆme de θ(2) : K0(X)(2) → K0(X)(2), ce qu’il fallait de´montrer.
L’immersion ferme´e i : Xk → X (resp. l’immersion ouverte j : XK → X)
induit l’homomorphisme d’image directe i∗ : K0(Xk) → K0(X) (resp. de
3
restriction j∗ : K0(X) → K0(XK)) qui augmente la filtration par un cran
(resp. qui respecte la filtration).
On note v : K× → Z la valuation normalise´e de K et pi une uni-
formisante de K; on a v(pi) = 1.
LEMME 2. — Les immersions i et j induisent une suite exacte
(5) K0(Xk)
(1) i∗−−−→K0(X)(2) j
∗
−−−→K0(XK)(2)−−−→{0}.
De´monstration : Graˆce a` l’exactitude de la suite de localisation [6, prop. 7]
(6) K0(Xk)→ K0(X)→ K0(XK)→ {0},
il est clair que (5) est un complexe et que j∗ est surjectif ; il reste a` faire
voir que i∗(K0(Xk)
(1)) contient Ker(j∗). Soit x ∈ Ker(j∗) ; par l’exactitude
de (6), il existe un y ∈ K0(Xk) tel que i∗(y) = x. On peut e´crire
y = y0 + y1 ou` y0 est l’image d’un cycle ξ de codimension 0 dans Xk
et ou` y1 ∈ K0(Xk)(1) [3, p. 519]. Comme i∗(y0) = x − i∗(y1) appartient
a` K0(X)
(2), l’image de i∗(y0) dans Pic(X) par l’isomorphisme re´ciproque
de (4) est nulle — le diviseur ξ de X est principal.
E´crivons alors ξ = divX(f), ou` f ∈ K(X)× ; on a divXK(f) = 0 et,
comme XK est projectif et inte`gre, f ∈ K×. Ainsi, ξ = v(f) divX(pi).
En prenant les classes dans K0(Xk), on a y0 = v(f)[OXk ] + z1 pour
z1 ∈ K0(Xk)(1) [3, p. 520, 1.1.3]. Ainsi x = v(f)[OXk ] + i∗(y1 + z1). Mais
on a [OXk ] = 0 dans K0(X) a` cause de l’exactitude de la suite
{0} → OX pi−−−→OX → OXk → {0}.
Ceci montre que Ker(j∗) ⊂ Im(i∗) et e´tablit par la` l’exactitude de (5).
2. L’homomorphisme de spe´cialisation
Soit iY : Y → X un diviseur effectif a` support dans Xk. On de´signe par
i⋆Y le compose´
(7) K0(X)
θ−1−−−→
˜
K0(X)
i∗Y−−−→K0(Y) θ−−−→K0(Y)
(〈〈 homomorphisme de spe´cialisation 〉〉). La fle`che compose´e i⋆Y (7) de
spe´cialisation est a` distinguer de la fle`che me´diane i∗Y : K
0(X) → K0(Y).
Lorsque Y = Xk, on abre`ge i
⋆
Xk
simplement en i⋆.
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LEMME 3. — Soit F un OX-module cohe´rent. Dans le groupe K0(Y), on a
(8) i⋆Y([F ]) =
∑
t≥0
(−1)t[TorOXt (F ,OY)].
De´monstration : Soit (3) une re´solution de F par des OX-modules Et
localement libres ; on a i⋆Y([F ]) =
n∑
t=0
(−1)t[Et⊗OY], ce qui implique (8) car
les TorOXt (F ,OY) sont les groupes d’homologie du complexe (Et⊗OY)t.
LEMME 4. — Notons I l’ide´al inversible de´finissant Y dans X et N = I/I2
son faisceau conormal. Alors
(9) i⋆YiY∗(x) = ([OY]− [N ]).x (x ∈ K0(Y)).
De´monstration : D’apre`s (8) et par line´arite´, il suffit de faire voir que pour
tout OY-module cohe´rent F , on a
(10) TorOX1 (F ,OY) = F ⊗OX N et TorOXt (F ,OY) = {0} pour t ≥ 2.
A` la suite exacte tautologique {0} → I → OX → OY → {0} est associe´e
la suite exacte borne´e a` droite
(11) · · · → TorOXt (F ,OX)→ TorOXt (F ,OY)→ TorOXt−1(F , I)→ · · · .
Le OX-module I e´tant inversible, TorOXt (F ,OX) = {0} et TorOXt (F , I) =
{0} pour t ≥ 1, ce qui donne la seconde e´galite´ (10). D’autre part,
tensorisant la suite tautologique avec I, on obtient l’isomorphisme N →
I ⊗OX OY qui, joint a` l’isomorphisme TorOX1 (F ,OY) → F ⊗OX I dans
(11) et au fait que le OX-module F provient de Y, implique la premie`re
e´galite´ (10).
LEMME 5. — On a i⋆ ◦ i∗ = 0. Il existe un homomorphisme et un seul
σ : K0(XK)→ K0(Xk) tel que i⋆ = σ ◦ j∗.
De´monstration : Appliquons (9) avec Y = Xk ; comme le OX-module
inversible I = piOX est alors libre, il en de meˆme du OY-module inversible
N = I ⊗OX OY et par conse´quent [OY]− [N ] = 0. L’existence et l’unicite´
de σ en re´sultent, compte tenu de l’exactitude de (6).
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LEMME 6. — La spe´cialisation i⋆Y = θ ◦ i∗Y ◦ θ−1 (7) respecte la filtration.
De´monstration : Clairement i∗Y respecte le cran 1 de la filtration puisqu’il
pre´serve les rangs ; il respecte le cran 2 a` cause de la commutativite´ du
diagramme
{0} → K0(X)(2) → K0(X)(1) de´tX−−−−−→ Pic(X) → {0}
i∗Y
y i∗Y
y
{0} → K0(Y)(2) → K0(Y)(1) de´tY−−−−−→ Pic(Y) → {0}
dont les lignes sont exactes puisque Y est localement d’intersection
comple`te dans X re´gulier [19, p. 45]. Vu le lemme 1, ceci implique que
i⋆Y respecte les crans 1 et 2 de la filtration.
Reste a` faire voir que i⋆Y(K0(X)
(3)) = 0. Soient P ∈ X un point de
codimension 3 et x ∈ K0(X)(3) sa classe. Si P /∈ Y, on a i⋆Y(x) = 0. Si
P ∈ Y, soit y ∈ K0(Y) sa classe. D’apre`s (9), on a i⋆Y(x) = ([OY]− [N ]).y
ou` N est le faisceau conormal de Y dans X. Or [OY] − [N ] appartient
a` K0(Y)(1) car son rang est nul et y appartient a` K0(Y)
(2) donc i⋆Y(x)
appartient a` K0(Y)
(3) = {0} [3, p. 523], ce qu’il fallait de´montrer.
Soit Y une composante irre´ductible de Xk. Notons Yˇ le sche´ma re´duit
associe´ a` Y et mY la multiplicite´ de Yˇ dans Xk. Nous allons conside´rer
Y comme un sous-sche´ma ferme´ de Xk — de´finie par le faisceau d’ide´aux
ImY , ou` I est le faisceau d’ide´aux de´finissant Yˇ dans Xk. Notons rY, gY,
fY les morphismes canoniques suivants :
(12) rY : Yˇ → Y, gY : Yˇ → Xk, fY : Y → Xk.
LEMME 7. — On a i⋆Y = (mYrY∗) ◦ i⋆Yˇ : K0(X)(2) → K0(Y)(2).
De´monstration : E´crivons la formule de projection pour rY : Yˇ → Y (12)
(13) rY∗(r
∗
Y(y).x) = y.rY∗(x) (x ∈ K0(Yˇ), y ∈ K0(Y))
[3, p. 287]. Prenons x = [OYˇ] et y = i∗Y ◦ θ−1(z) avec z ∈ K0(X). On a
alors r∗Y(y).x = i
⋆
Yˇ
(z) et θ(y) = y.[OY] = i⋆Y(z). Multiplions (13) par mY :
mYrY∗(i
⋆
Yˇ
(z)) = i⋆Y(z)− y.([OY]−mYrY∗[OYˇ]).
Si z ∈ K0(X)(2), on a y ∈ K0(Y)(2) (lemme 1) et la de´finition de la
multiplicite´ mY implique que [OY] −mYrY∗[OYˇ] ∈ K0(Y)(1) [3, p. 519],
donc y.([OY] − mYrY∗[OYˇ]) ∈ K0(Y)(3) = {0} [3, p. 523], d’ou` le
lemme.
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LEMME 8. — L’application i⋆ : K0(X)
(2) → K0(Xk)(2) (lemme 6) co¨ıncide
avec le compose´
K0(X)
(2) (i
⋆
Y)Y−−−−−−→
⊕
Y
K0(Y)
(2)
∑
Y fY∗−−−−−−→ K0(Xk)(2)
et aussi avec le compose´ (
∑
YmYgY∗) ◦ (i⋆Yˇ)Y, ou` Y parcourt les com-
posantes irre´ductibles de Xk.
De´monstration : Elle est identique a` celle du lemme 7, a` cela pre`s qu’ici on
se sert du fait que [OXk ]−
∑
Y fY∗([OY]) ∈ K0(Xk)(1) (cf. [3, p. 519]).
Pour tout diviseur effectif Y de X a` support dans Xk, on note χY :
K0(Y)
(2) → Z la caracte´ristique d’Euler-Poincare´. Lorsque Y = Xk, on
abre`ge χXk simplement en χ.
LEMME 9. — Pour tout x ∈ K0(X)(2) (resp. tout y ∈ K0(Xk)(1)), on a
χ(i⋆(x)) =
∑
Y
mYχYˇ(i
⋆
Yˇ
(x))
(
resp.
∑
Y
mYχYˇ(i
⋆
Yˇ
◦ i∗(y)) = 0
)
dans Z, ou` Y parcourt les composantes irre´ductibles de Xk.
De´monstration : Vu que χ
(∑
Y
mYgY∗
)
=
∑
Y
mYχYˇ, la premie`re assertion
re´sulte du lemme 8. La deuxie`me suit en prenant x = i∗(y), vu le
lemme 5.
Puisque l’extension K˜|K est non ramifie´e, le sche´ma X˜ est re´gulier et
tout ce qui pre´ce`de s’applique a` X˜ sur o˜ — ce fait sera utilise´ par la suite
sans y faire allusion.
De´signons par (eZ)Z∈S la base canonique du Z-module libre Z
S, ou` S
est l’ensemble des composantes irre´ductibles rendues re´duites de Xk˜. Soit
P l’e´le´ment
∑
Z∈S
mZeZ (ou` mZ est la multiplicite´ de Z dans Xk˜) de Z
S et
soit ξ : Homk(Z
S,Z)→ Z l’homomorphisme h 7−→ h(P).
Notant x 7→ x˜ l’application K0(X)(2) → K0(X˜)(2), on dispose des
homomorphismes
(14)
ψ˜ : K0(X˜)
(2) → Hom(ZS,Z), ψ˜(x)(eZ) = χZ(i⋆Z(x))
ψ : K0(X)
(2) → Homk(ZS,Z), ψ(x)(eZ) = χZ(i⋆Z(x˜))
Le quotient B(X) de Homk(Z
S,Z) par ψ(i∗(K0(Xk)
(1))) joue un roˆle
important dans la suite.
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LEMME 10. — Pour tout x ∈ K0(Xk)(1), on a ξ(ψ(i∗(x))) = 0.
De´monstration : Il suffit d’appliquer le lemme 9 a` X˜.
D’apre`s le lemme 10, il y a un homomorphisme et un seul ξ : B(X)→ Z
qui induit ξ sur Homk(Z
S,Z) ; nous allons de´signer le noyau de ξ par
B(X)0.
On note T le quotient de ZS par le sous-groupe engendre´ par P ; il est
muni d’une action de Gal(k˜|k) ; Homk(T,Z) s’identifie a` un sous-groupe
de Homk(Z
S,Z).
LEMME 11. — On a ψ(i∗(K0(Xk)
(1))) ⊂ Homk(T,Z) ; le quotient est e´gal
a` B(X)0 = Ker(ξ : B(X)→ Z).
De´monstration : Vu le lemme 10, cela re´sulte de ce que Homk(T,Z) est le
noyau de ξ : Homk(Z
S,Z)→ Z.
3. La surjectivite´ de la spe´cialisation
Soit Y une composante irre´ductible de Xk et soit K
′ ⊂ K˜ une extension
finie de K telle que toutes les composantes irre´ductibles de Yk˜ soient
de´finissables sur k′, le corps re´siduel de K′. On note o′ l’anneau des entiers
de K′ et l’on pose X′ = X×o o′.
Soit Z une composante irre´ductible (rendue re´duite) de Yk′ et soit m
sa multiplicite´. Les deux lemmes suivants sont adapte´s de [7, p. 240–242].
LEMME 12. — Il existe un ouvert dense U ⊂ Z tel que pour toute extension
finie l de k′ et pour tout point x ∈ U(l), l’anneau local OZl,x admet un
syste`me de parame`tres (f1, f2) ve´rifiant dimlOZl,x/(f) = m.
De´monstration : Partons d’un ouvert dense U ⊂ Z tel que le sche´ma re´duit
Uˇ soit lisse sur k′, de sorte que le OUˇ-module ΩUˇ|k′ est localement libre.
Remplac¸ant U par un ouvert dense, on peut supposer que le OUˇ-module
ΩUˇ|k′ est libre. Comme ΩUˇ|k′ est un quotient de ΩU|k′ , on peut trouver
f1, f2 ∈ Γ(U,OU) tels que les images des diffe´rentiels df1, df2 dans ΩUˇ|k′
forment une base de ce module. La restriction du morphisme
f = (f1, f2) : U→ V, V = A2k′
au sche´ma re´duit Uˇ e´tant e´tale, on peut supposer que f est fini et plat,
quitte a` remplacer U et V par des ouverts denses. Montrons que U
convient. Soient l une extension finie et x ∈ U(l) un point l-rationnel ; on
peut supposer que fl(x) est l’origine de Vl = V×k′ l. Soit hVl le hense´lise´
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de Vl a` l’origine et soit
hUl la composante locale de Ul ×Vl hVl au-dessus
de x. Le morphisme induit hfˇl :
hUˇl → hVl e´tant un isomorphisme, le
degre´ de hfl vaut la longueur m de l’anneau local du point ge´ne´rique de
hUl, ce qu’il fallait de´montrer.
Nous utilisons la variante suivante du lemme classique de Hensel :
LEMME 13. — Il y a un ouvert dense U ⊂ Z tel que pour toute extension
finie l ⊂ k˜ de k′, tout point l-rationnel x ∈ Ul(l) se rele`ve : il existe un O-
sche´ma C plat et fini de rang m et une O-immersion ferme´e a : C→ XO
tels que al(Cl) = x, ou` O est l’anneau des entiers de l’extension L ⊂ K˜
de corps re´siduel l.
De´monstration : Soit W un ouvert de X′ tel que Wk′ soit un ouvert dense
de Z. Nous dirons d’un e´nonce´ qu’il est vrai 〈〈 au re´tre´cissement de W
pre`s 〉〉 pour signifier qu’il est vrai en remplac¸ant W par un ouvert O ⊂W
tel que Ok′ soit dense dans Z. Au re´tre´cissement de W pre`s, pour toute
extension finie l ⊂ k˜ de k′ et pour tout point x ∈ U(l), l’anneau local
OZl,x admet un syste`me de parame`tres f tel que dimlOZl,x/(f) = m
(lemme 12). Au re´tre´cissement de W pre`s, f se rele`ve en une suite f
d’e´le´ments de Γ(WO,OWO) ; c’est une suite re´gulie`re de OWO,x [17, 0IV,
15.1.16]. Au re´tre´cissement de W pre`s, une composante locale C de V(f)
contenant x est finie et plate sur O ; ce C convient [17, 0IV, 15.1.16].
LEMME 14. — Il y a un ouvert dense U ⊂ Z tel que tout point ferme´ x ∈ U
se rele`ve : il existe un o′-sche´ma C plat et fini de rang mdeg(x) et une
o′-immersion ferme´e C→ X′ tel que Ck′ = x.
De´monstration : Montrons qu’un ouvert U ⊂ Z fourni par le lemme 13
convient. Soit x ∈ U un point ferme´. Identifions le corps re´siduel k′(x) a`
l ⊂ k˜ et choisissons un point l-rationnel y de Ul au-dessus de x. Il existe
un O-sche´ma (ou` O est l’anneau des entiers de l’extension L ⊂ K˜ de corps
re´siduel l) plat et fini de rang m et une O-immersion ferme´e a : C→ XO
tels que al(Cl) = y (lemme 13). Or C est un o
′-sche´ma fini et plat de rang
mdeg(x) et le compose´ C→ XO → X′ une o′-immersion C→ X′ tels que
Ck′ = x.
PROPOSITION 1. — L’application ψ : K0(X)
(2) → Homk(ZS,Z) (14) est
surjective.
De´monstration : Soit (bY)Y la base canonique de Homk(Z
S,Z), indexe´e
par les composantes irre´ductibles de Xk : pour Z ∈ S, on a bY(eZ) = 1 si
Z est une composante irre´ductible de Yk˜ et bY(eZ) = 0 sinon. Soit Y une
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composante irre´ductible de Xk et soit Z une composante irre´ductible de
Yk′ (k
′|k est une extension finie — corps re´siduel de K′ ⊂ K˜ — ou` toutes
les composantes irre´ductible de Yk˜ sont de´finissables) ; soit H ⊂ Gal(k′|k)
le stabilisateur de Z. Tout ouvert dense de Z posse`de un 0-cycle H-stable
de degre´ 1 (Lang-Weil) ; prenons-en un qui se rele`ve en un 1-cycle H-stable
C de X′ = X×o o′, ou` o′ est l’anneau des entiers de K′ (lemme 14). Pour
un conjugue´ τZ (τ ∈ Gal(k′|k)/H) de Z, posons Cτ = τC. Alors
CY =
∑
τ
Cτ , τ ∈ Gal(k′|k)/H
est un 1-cycle de X′ stable par Gal(k′|k) et qui provient donc d’un 1-cycle
de X ; soit y ∈ K0(X)(2) sa classe. Comme ψ(y) = bY, on a gagne´.
Le groupe K0(XK)
(2) s’identifie a` A0(XK) et le noyau de χXK au noyau
A0(XK)0 de l’application degre´ deg : A0(XK)→ Z.
PROPOSITION 2. — Avec ces notations, il existe un unique homomorphisme
(15) γ : A0(XK)−−−→B(X) = Homk(Z
S,Z)
ψ(i∗(K0(Xk)(1)))
tel que, pour tout y ∈ K0(X)(2), la classe de ψ(y) ∈ Homk(ZS,Z) (14)
dans B(X) soit e´gale a` γ(j∗(y)) ; cet homomorphisme est surjectif.
De´monstration : L’existence et l’unicite´ de γ re´sultent aussitoˆt de la
de´finition de ψ (14) et de l’exactitude de la suite (5) ; la surjectivite´ de γ
re´sulte de la prop. 1.
LEMME 15. — Pour tout x ∈ A0(XK), on a deg(x) = ξ(γ(x)).
De´monstration : Soit y ∈ K(X)(2) un rele`vement de x. Nous avons
ξ(γ(x)) = ψ(y)(P)
=
∑
Z∈S
mZχZ(i
⋆
Z(y˜))
= χXk(i
⋆(y)) (lemme 9)
= χXK(x). [3, p. 563]
Graˆce au lemme 15 (cf. lemme 11), γ de´finit un homomorphisme
(16) γ0 : A0(XK)0−−−→B(X)0 = Homk(T,Z)
ψ(i∗(K0(Xk)(1)))
.
PROPOSITION 3. — L’application γ0 (16) est surjective.
De´monstration : C’est une conse´quence imme´diate de la prop. 2.
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4. Comparaison avec l’application caracte´ristique
Nous allons noter Zt(V) le groupe des cycles de codimension t sur un
sche´ma V. La valuation canonique de K˜ est note´e v˜.
LEMME 16. — Le noyau du compose´ ZS → Z1(X˜) → Pic X˜ est engendre´
par P = div
X˜
(pi) ; son conoyau s’identifie a` PicX
K˜
: on a la suite exacte
(17) {0} → T→ Pic X˜ j
∗
−−−→ PicX
K˜
→ {0}.
De´monstration : C’est une petite chasse au diagramme. On se sert du fait
que les seules fonctions inversibles sur X˜ (resp. X
K˜
) sont o˜× (resp. K˜×).
A` la suite exacte (17) de Gal(k˜|k)-modules est associe´e la suite exacte
(18) Homk(Pic X˜,Z)→ Homk(T,Z) δ−−−→ Ext1k(PicXK˜,Z).
LEMME 17. — Pour tout x ∈ K0(Xk)(1), l’on a δ(ψ(i∗(x))) = 0 : il
existe un unique homomorphisme δ : B(X)0 → Ext1k(PicXK˜,Z) qui induit
δ (18) sur Homk(T,Z).
De´monstration : D’apre`s l’exactitude de la suite (18), il suffit de montrer
la commutativite´ du carre´
(19)
Z1(Xk) −−−−−−−−−−−−→ K0(Xk)(1)y
y
ψ ◦ i∗
Homk(Pic X˜,Z) −−−−−−−−−→ Homk(T,Z)
dans lequel la verticale de gauche est l’homomorphisme qui a` une courbe
irre´ductible C ∈ X(1)k trace´e sur Xk fait correspondre le compose´
Pic X˜−−−−→Pic C˜
deg
C˜−−−−−→Z, ou` C˜ = C×k k˜
et ou` deg
C˜
de´signe le 〈〈 degre´ total 〉〉. Montrons plus ge´ne´ralement que
pour une courbe irre´ductible D ∈ X(1)
k˜
(de classe [OD] ∈ K0(X˜)) et une
composante irre´ductible Z ∈ X(0)
k˜
, on a
(20) χZi
⋆
Z([OD]) = degD(OX˜(Z)|D).
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Tensorisant la suite exacte {0} → O
X˜
(−Z) → O
X˜
→ OZ → {0} de
O
X˜
-modules cohe´rents avec OD, on obtient la suite exacte
(21) {0} → TorOX˜1 (OD,OZ)→ OX˜(−Z)|D → OD → OD ⊗OX˜ OZ → {0}
dans laquelle les TorOX˜t (OC,OZ) s’annulent pour t ≥ 2 parce que les OX˜-
modules O
X˜
et O
X˜
(−Z) sont localement libres. Il vient
χZi
⋆
Z([OD]) = χZ(OD ⊗O
X˜
OZ)− χZ(TorOX˜1 (OD,OZ)) (lemme 3)
= χD(OD ⊗O
X˜
OZ)− χD(TorOX˜1 (OD,OZ))
= χD(OD)− χD(OX˜(−Z)|D) d’apre`s (21)
= degD(OX˜(Z)|D) (cf. [7, p. 238, th. 1])
ce qui e´tablit (20) et par la` la commutativite´ de (19).
Soient Spec L → X
K˜
un point ferme´ de X
K˜
(d’image Q ∈ X
K˜
),
u : SpecO → X˜ (d’image C, l’adhe´rence sche´matique de Q dans X˜)
son prolongement au spectre de l’anneau des entiers O de L ; le corps
de fonctions sur C s’identifie a` L. Soient Z une composante irre´ductible
(rendue re´duite) de Xk˜ et f une e´quation locale du diviseur Z de X˜ sur un
ouvert affine SpecA ⊂ X˜ contenant C.
LEMME 18. — On a χZi
⋆
Z([OC]) = w(u∗(f)) ou` w : L× → Z est la
valuation normalise´e de L.
De´monstration : L’image u∗(f) de f ∈ A dans l’anneau quotient B =
Γ(C,OC) correspondant a` C n’est pas diviseur de ze´ro puisque ce dernier
est inte`gre, vu qu’il posse`de le point ge´ne´rique u(Spec L), et puisque
u∗(f) est non nul, C n’e´tant pas contenu dans Z. Il en re´sulte que
TorOX˜t (OC,OZ) = 0 pour t ≥ 1 (cf. [19, p. 9, th. 2.3]), et le lemme 3
implique alors que
χZi
⋆
Z([OC]) = χZ([OC ⊗O
X˜
OZ]).
Le faisceau OC ⊗O
X˜
OZ ayant son support dans C ∩ Z et ce dernier e´tant
de dimension ≤ 0, on a Ht(Z,OC ⊗O
X˜
OZ) = 0 pour t ≥ 1, de sorte que
χZ(OC ⊗O
X˜
OZ) = longH0(Z,OC ⊗O
X˜
OZ)
= longB/u∗(f)B.
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D’autre part, on a w(u∗(f)) = longO/u∗(f)O et il reste a` faire voir que
B/u∗(f)B et O/u∗(f)O ont la meˆme longueur. Cela re´sulte aussitoˆt du
diagramme commutatif de B-modules
{0} −−→ B −−→ O −−→ R −−→ {0}y u∗(f) y u∗(f) y f
{0} −−→ B −−→ O −−→ R −−→ {0}
(R e´tant le B-module quotient O/B) qui donne la suite exacte
{0} →
f
R→ B/u∗(f)B→ O/u∗(f)O→ R/fR→ {0}
(u∗(f) n’e´tant point diviseur de ze´ro) : on a long
f
R = longR/fR par
l’exactitude de la suite
{0} →
f
R→ R f−−−→R→ R/fR→ {0}
donc longB/u∗(f)B = longO/u∗(f)O, de´montrant le lemme.
Notons A˜ l’anneau local de X
K˜
le long de Q, α : A˜× → ZS
l’homomorphisme g 7→ pr ◦ div
X˜
(g) ou` pr est la projection Z1(X˜) → ZS,
N : L× → K˜× l’homomorphisme 〈〈 norme 〉〉 et e´v : A˜× → K˜× l’application
d’e´valuation en Q (on a e´v(g) = N(u∗(g)) pour tout g ∈ A˜×).
LEMME 19. — On a v˜◦ e´v = ψ˜([OC])◦α en tant qu’applications A˜× → Z.
De´monstration : Il suffit de conside´rer le cas d’une e´quation locale f ∈ A˜×
d’une composante irre´ductible Z de Xk˜ (α(f) = eZ)). Il vient alors
v˜ ◦ e´v(f) = v˜ ◦N ◦ u∗(f) (e´v = N ◦ u∗)
= w(u∗(f)) (w = v˜ ◦N)
= χZi
⋆
Z([OC]) (lemme 18)
= ψ˜([OC])(eZ) d’apre`s (14)
= ψ˜([OC]) ◦ α(f).
Soit c un 0-cycle sur X
K˜
, A˜ l’anneau semilocal de X
K˜
le long de c et
e´v : A˜× → K˜× l’application d’e´valuation en c (en e´crivant c =∑
Q
nQQ ou`
Q parcourt les points ferme´s de X
K˜
et ou` les nQ ∈ Z sont presque tous
nuls, on a e´v(g) =
∏
Q
e´v(Q)nQ
)
. Soit CQ l’adhe´rence sche´matique de Q
dans X˜ et posons y =
∑
Q
nQ[OCQ ] dans K0(X˜)(2).
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LEMME 20. — On a ψ˜(y) ◦ α = v˜ ◦ e´v en tant qu’applications A˜× → Z.
De´monstration : Cela re´sulte du lemme 19 — qui en est le cas particulier
ou` c est re´duit a` un point ferme´ — par multiplicativite´.
Supposons de plus que deg c = 0. Alors e´v(K˜×) = {1} et α(pi) = P,
donc e´v induit e´v0 : A˜
×/ K˜× → K˜× et α induit α0 : A˜×/ K˜× → T, par
passage aux quotients. De plus, l’e´le´ment ψ˜(y) de Hom(ZS,Z) appartient
a` Hom(T,Z) (cf. lemme 11).
LEMME 21. — On a ψ˜(y) ◦ α0 = v˜ ◦ e´v0 : A˜×/K˜× → Z.
De´monstration : C’est une conse´quence imme´diate du lemme 20.
Soit c un 0-cycle de degre´ 0 sur XK, notons y ∈ K0(X)(2) la classe de
son adhe´rence sche´matique dans X et appliquons ce qui pre´ce`de a` c˜, le
0-cycle sur X
K˜
obtenu a` partir de c par changement de base.
LEMME 22. — On a ψ(y) ◦ α0 = v˜ ◦ e´v0 : A˜×/K˜× → Z.
De´monstration : Il s’agit d’un cas particulier du lemme 21.
Soient U ⊂ XK l’ouvert comple´mentaire du support Supp(c) de c et
U˜ = U ×K K˜. Notons clX˜ : Z1(U˜)→ Pic X˜ l’application qui a` un diviseur
de U˜ — conside´re´ comme un diviseur de X˜ — associe sa classe dans Pic X˜.
LEMME 23. — Avec les notations pre´ce´dentes, on a le carre´ cocarte´sien :
A˜×/K˜×
div
U˜−−−→ Z1(U˜)
−α0
y
y clX˜
T −−−→ Pic X˜.
De´monstration : Montrons que ce carre´ est commutatif. Pour tout g ∈ A˜×,
la classe du diviseur principal div
X˜
(g) = α(g) + div
U˜
(g) dans Pic X˜ est
nulle. Comme cette classe vaut α0(g) + clX˜ divU˜(g), on a −α0 = clX˜ divU˜.
Le carre´ est cocarte´sien par la de´finition de Pic X˜ comme quotient de la
somme directe Z1(X˜) = ZS + Z1(U˜).
On pose de´sormais I = Gal(K|K˜). Prenant les invariants sous I dans
une suite exacte de Gal(K|K)-modules continus discrets
(22) {1} → K× → E→ PicXK → {0},
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et en remarquant, d’une part, que le groupe H1(I,K×) s’annulle (Satz 90),
et, d’autre part, que l’application canonique PicX
K˜
→ (PicXK)I est un
isomorphisme [11, p. 386, (1.5.0)] puisque Br K˜ = {0}, on tire la suite
exacte de Gal(k˜|k)-modules
(23) {1} → K˜× → EI → PicX
K˜
→ {0}.
On a donc un homomorphisme qui envoie la classe de (22) en celle de (23) :
(24) (22) 7→ (23) : Ext1K(PicXK,K×)−−−→ Ext1k(PicXK˜, K˜×).
Aussi, la valuation v˜ : K˜× → Z prolongeant v fournit un homomorphisme
Ext1k(PicXK˜, K˜
×)→ Ext1k(PicXK˜,Z). On note
(25) ε : Ext1K(PicXK,K
×)−−−→ Ext1k(PicXK˜,Z)
l’application compose´e de (24) suivie de celle induite par v˜.
Rappelons brie`vement la de´finition de l’homomorphisme caracte´ristique
(26) ϕ : A0(X)0 → Ext1K(PicXK,K×),
de [10]. Soit c un 0-cycle de degre´ 0 sur XK ; notons [c] ∈ A0(XK)0 sa classe
et posons U = XK − Supp(c), U = U ×K K. Notons A l’anneau semilocal
de XK le long de c, ou` c est le 0-cycle de´duit de c par changement de base.
Par de´finition, ϕ([c]) ∈ Ext1K(PicXK,K×) est la classe de l’extension de
PicXK par K
× de´duite de la suite exacte courte
(27) {1} → A×/K× → Z1(U)→ PicXK → {0}
via l’homomorphisme e´v0 : A
×
/K× → K× d’e´valuation en c.
LEMME 24. — L’e´le´ment εϕ([c]) ∈ Ext1k(PicXK˜,Z) est la classe de
l’extension de PicX
K˜
par Z de´duite de la suite exacte courte
(28) {1} → A˜×/ K˜× → Z1(U˜)→ PicX
K˜
→ {0}
via v˜ ◦ e´v0 : A˜×/ K˜× → Z ( l’e´valuation en c˜ suivie de la valuation).
De´monstration : La longue suite exacte associe´e a` la suite exacte courte
{1} → K× → A× → A×/K× → {1}
de I-modules fournit un isomorphisme A˜×/K˜× → (A×/K×)I, puisque
H1(I,K×) = 0. Il est alors clair que l’e´valuation e´v0 : A˜
×/K˜× → K˜×
en c˜ est la restrictions aux I-invariants de l’e´valuation e´v0 : A
×
/K× → K×
en c. Or la suite (28) s’obtient en prenant les I-invariants dans la suite (27)
car l’application canonique PicX
K˜
→ (PicXK)I est un isomorphisme [11,
p. 386, (1.5.0)] puisque Br K˜ = {0}.
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LEMME 25. — L’e´le´ment δγ0([c]) ∈ Ext1k(PicXK˜,Z) est repre´sente´ par
l’extension de´duite de la suite exacte (28) via ψ(y) ◦ α0 : A˜×/ K˜× → Z,
ou` y ∈ K0(X)(2) est un rele`vement de [c] ∈ A0(XK)0.
De´monstration : L’e´le´ment δγ0([c]) est la classe de l’extension de´duite de
la suite (17) via −ψ(y) : T→ Z (voir [8, p. 125] pour le signe). A` son tour,
(17) est de´duite de la suite (28) via −α0 : A˜×/K˜× → T (lemme 23).
PROPOSITION 4. — En tant qu’applications A0(XK)0 → Ext1k(PicXK˜,Z),
on a ε ◦ ϕ = δ ◦ γ0.
De´monstration : Soit c un 0-cycle de degre´ 0 sur XK. Vus les lemmes 24
et 25, il suffit de montrer qu’il existe un rele`vement y ∈ K0(X)(2) de
[c] ∈ A0(XK)0 tel que ψ(y) ◦ α0 = v˜ ◦ e´v0 en tant qu’applications
A˜×/ K˜× → Z. Or le lemme 22 affirme pre´cise´ment que c’est le cas lorsqu’on
prend pour y la classe de l’adhe´rence sche´matique de c dans X.
5. Conse´quences et comple´ments
On suppose de´sormais que le groupe commutatif PicXK est libre de
type fini — c’est le cas, par exemple, si XK est birationnel a` P2 — et que
l’application naturelle PicX
K˜
→ PicXK est un isomorphisme.
LEMME 26. — L’application ε : Ext1K(PicXK,K
×)→ Ext1k(PicXK˜,Z) (25)
est alors un isomorphisme.
De´monstration : L’application ε est compose´e de (24) et l’application
(29) Ext1k(PicXK˜, K˜
×)−−−→ Ext1k(PicXK˜,Z).
induite par la valuation v˜ : K˜× → Z. L’inclusion K˜→ K et l’identification
PicX
K˜
→ PicXK fournissent une application
Ext1k(PicXK˜, K˜
×)−−−→ Ext1K(PicXK,K×)
re´ciproque de (24). Reste a` faire voir que (29) est un isomorphisme.
L’uniformisante pi de K fournit un scindage e´quivariant σ : Z → K˜×
de la suite exacte
{1} → o˜× → K˜× v˜−−−→Z→ {0}
de Gal(k˜|k)-modules ; il induit par fonctorialite´ une section de la suite
{0} → Ext1k(M, o˜×)→ Ext1k(M, K˜×)
(29)−−−−→Ext1k(M,Z)→ {0},
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avec M = PicX
K˜
, d’ou` l’exactitude de celle-ci. Le groupe Ext1k(M, o˜
×)
s’identifie a` H1(Spec o,D(M)), avec D(M) = Homk(M, o˜
×), puisque M
est libre de type fini [11] ; a` son tour, H1(Spec o,D(M)) s’identifie a`
H1(k,D(M)k) [18, p. 401], qui est nul puisque le corps re´siduel k est fini
[20, p. III.11], d’ou` le fait que (29) est un isomorphisme.
On suppose de plus que ϕ : A0(XK)0 → Ext1K(PicXK,K×) (26) est
injectif — hypothe`se ve´rifie´e lorsque XK est birationnelle a` P2 [9].
THE´ORE`ME 1. — L’application γ0 : A0(XK)0 → B(X)0 (16) est alors un
isomorphisme.
De´monstration : En effet, conside´rons le diagramme commutatif (prop. 4)
A0(XK)0
ϕ−−→ Ext1K(PicXK,K×)
γ0
y
y ε
B(X)0
δ−−→ Ext1k(PicXK˜,Z)
dans lequel, vues les hypothe`ses en vigueur, ϕ est injectif et ε est un
isomorphisme (lemme 26). Ceci montre que γ0 est injectif. Or la prop. 3
affirme que γ0 est surjectif.
THE´ORE`ME 2. — Sous les meˆme hypothe`ses, l’application de spe´cialisation
γ : A0(XK)→ B(X) (15) est un isomorphisme.
De´monstration : En effet, conside´rons le diagramme comutatif (lemme 15)
{0} → A0(XK)0 → A0(XK) deg−−→ Z
γ0
y γ
y
∥∥∥∥∥
{0} → B(X)0 → B(X) ξ−−→ Z ;
comme γ0 est un isomorphisme (th. 1) et γ est surjectif (prop. 2), il re´sulte
que γ est bijectif.
THE´ORE`ME 3. — Avec les meˆme hypothe`ses, si Xk˜ est irre´ductible, alors
deg : A0(XK)→ Z est un isomorphisme.
De´monstration : Comme Card S = 1, l’application ξ : Homk(Z
S,Z) → Z
est un isomorphisme et ψ(i∗(K0(Xk)
(1)) = {0} (lemme 5). Il en re´sulte
que ξ : B(X)→ Z est un isomorphisme ; on utilise le lemme 15 et le th. 2
pour conclure.
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THE´ORE`ME 4. — Supposons en outre que les composantes irre´ductibles
(rendues re´duites) de Xk sont lisses sur k. L’application ψ (14) induit
alors un isomorphisme de A0(XK) avec le conoyau de l’homomorphisme
(30)
⊕
Y
PicY → Homk(ZS,Z) (Y : composantes irre´ductibles de Xk)
qui a` une courbe C sur un tel Y et une composante irre´ductible (rendue
re´duite) Z de Xk˜ associe le nombre degC˜(OX˜(Z)|C˜) (1), ou` C˜ = C×k k˜.
De´monstration : Comme les Y sont lisses sur k, on a des isomorphismes
PicY−−−→ K
0(Y)(1)
K0(Y)(2)
−−−→ K0(Y)
(1)
K0(Y)(2)
(cf. [19, p. 45] et la de´monstration du lemme 1). On en de´duit que
l’application ⊕Y PicY → K0(Xk)(1)/K0(Xk)(2) est surjective ; comme (30)
se factorise a` travers celle-ci, son image est e´gale a` ψ(i∗(K0(Xk)
(1)). Le
conoyau de (30) est donc e´gal a` B(X) (15) ; le th. 2 affirme que l’application
γ : A0(XK)→ B(X) induite par ψ est un isomorphisme.
Pour calculer ces nombres, il est souvent commode de se rappeler que∑
Z
mZ degC˜(OX˜(Z)|C˜) = 0 (lemme 9).
Exemple. — Supposons que le nombre premier p est impair. Soient
d ∈ o× non carre´ et α, β, γ, δ ∈ K× des e´le´ments dont les valuations
satisfont v(α) = v(β) + 1 et v(δ) = v(γ) + 2. Dans l’espace P4,K de
coordonne´es r : s : t : u :w, conside´rons la surface :
(31)
{
α(dr2 − s2) = β(t− u)(t+ w),
γ(dr2 − t2) = δ(s+ u)(s+ w).
Soit pi une uniformisante de K; on peut supposer que α = pi, δ = pi2 et que
β, γ ∈ o×. Soit X0 la o-surface projective de´finie dans P4,o par le syste`me
(31). La fibre ferme´e X0,k posse`de deux composantes irre´ductibles, A0 et
B0. E´clatant la re´union des lieux singuliers de A0 et B0, on obtient un o-
sche´ma X1 ; sa fibre ferme´e X1,k posse`de quatre composantes irre´ductibles :
les transforme´es strictes A1 et B1 de A0 et B0, ainsi que deux composantes
exceptionnelles C1 et D1. Les seuls singularite´s du sche´ma X1 sont, a`
part le point d’intersection M1 de ces quatre composantes, deux points
S1 et R1. E´clatant ces trois points, on obtient une o-surface X qui est
re´gulie`re, projective et plate. Sa fibre ferme´e Xk posse`de sept composantes
irre´ductibles : les quatre transforme´es strictes A, B, C, D et les trois
composantes exceptionnelles R, S, M. Elles sont toutes de multiplicite´ 1
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sauf M, qui est de multiplicite´ 2 ; rendues re´duites, elles sont lisses sur k.
Seules C et D sont absolument irre´ductibles ; les cinq autres posse`dent
deux composantes irre´ductibles sur k˜.
La fibre ge´ne´rique XK est K
′-birationnelle a` P2,K′ , ou` K
′ = K(
√
d) ;
l’application PicX
K˜
→ XK est un isomorphisme. Les groupes PicY des
sept composantes irre´ductibles Y de Xk sont faciles a` calculer. Appliquons
le th. 4 pour calculer A0(XK) ; dans la base canonique de Homk(Z
S,Z)
(indexe´e par les composantes irre´ductibles Y de Xk) et pour un certain
choix de ge´ne´rateurs des PicY, l’image de (30) est engendre´ par les dix
colonnes de la matrice


A −2 −1 −1 −2 1 1
B 1 −2 −1 −1 −2 1
C 2 −2
D 2 −2
R 1 1
S 1 1
M 1 1


On en de´duit que A0(XK)0 est isomorphe a` Z/2Z (cf. [12, th. 4.5]) ;
voir [15] pour plus de de´tails.
Il convient de remaquer que lorsque d ∈ K× n’appartient plus a` o×,
l’application PicX
K˜
→ PicXK n’est plus un isomorphisme pour la K-
surface de´finie par (31). Cependant, son groupe de Chow est calcule´ dans
[14] par une autre me´thode ; celle-ci n’exige plus l’existence d’une o-surface
re´gulier, projectif et plat de fibre ge´ne´rique (31).
Rappelons pour terminer que lorsque XK est birationnel a` P2, le
groupe commutatif PicXK est libre de type fini et que l’homomorphisme
caracte´ristique (26) est injectif [9], et, par suite, les the´ore`mes 1 a` 4
s’appliquent de`s que PicX
K˜
→ PicXK est un isomorphisme. Pour d’autres
exemples, voir [1], [2].
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