ABSTRACT Feature selection enhances classification accuracy by removing irrelevant and redundant feature. Feature selection plays an important role in data mining and pattern recognition. In this paper, we propose a hybrid feature subset selection algorithm called the maximum Pearson maximum distance improved whale optimization algorithm (MPMDIWOA). First, based on Pearson's correlation coefficient and correlation distance, a filter algorithm is proposed named maximum Pearson maximum distance (MPMD). Two parameters are proposed in MPMD to adjust the weights of the relevance and redundancy. Second, the modified whale optimization algorithm can act as a wrapper algorithm. After introducing the maximum value without change (MVWC) and the threshold, the filter algorithm and the wrapper algorithm are combined to form an algorithm called MPMDIWOA. In MPMDIWOA, the filter algorithm and wrapper algorithm are called different times according to changes in MVWC and threshold. Finally, the optimal classification accuracy was found. The proposed method is tested on 10 benchmark datasets from UCI machine learning databases. The experimental results show that the classification accuracy of the proposed algorithm is significantly higher than that of the other three wrapper algorithms and one hybrid algorithm.
I. INTRODUCTION
Feature selection is very important in many practical applications of classification such as machine learning and data mining [1] - [3] . Its goal is to select the best discriminating feature from dataset or original data simultaneously eliminate the noises. Another objective of feature selection is to reduce the dimensions of the original data, thereby increasing the computational efficiency of the classification.
Feature selection algorithms distinguish the two main categories: filters and wrappers.
In the process of finding the optimal feature subset, the filter method is usually less time consuming. But the result of the selected features often cannot achieve perfect classification rate [4] , [5] . The famous GRM algorithm [3] , Maximum Relevance Minimum Redundancy (mRMR) algorithm [6] , [30] and tuned ReliefF (TuRF) [7] algorithm are typical representative of the filter method. Their time complexity is very low but the efficiency is very high. The idea of the filter algorithm (MPMD) proposed later is derived from the mRMR algorithm.
The meta-heuristic algorithm plays an important role in the wrapper method [8] . The meta-heuristic optimization algorithm is indispensable in the wrapper algorithm [9] due to the following reasons: (i) the concept is simple and the program is easy to implement; (ii) they can break out of the local best; (iii) global optimal value can be obtained. Generic metaheuristic algorithms include Bat Algorithm (BA) [10] , [11] , Bacterial Foraging Optimization (BFO) [31] , Cuckoo Search (CS) [24] , [32] , [33] , Genetic Algorithm (GA) [12] , [13] , Particle Swarm Optimization (PSO) [14] , [15] , [38] , Whale Optimization Algorithm (WOA) [9] , [34] and Multi-Verse Optimizer (MVO) [16] , [17] . Among these meta-heuristic algorithms, the WOA algorithm is a recently proposed optimization algorithm which simulates valid humpback whales natural behavior (spiral movement and bubble-net foraging) [9] . Compared to the well-known algorithms such as PSO and GA, the search strategy of the WOA algorithm may be more effective on some issues. Compared to the PSO algorithm, WOA is more efficient in storage space because WOA only stores global optimal values during iteration.
Compared to the GA algorithm, the random selection of WOA is more valid because there are two mathematical formulas in the WOA to change the elements on the solution path. Therefore, in this paper, the WOA algorithm is selected as a meta-inspired method.
In filter or wrapper algorithms, one algorithm alone is not enough for exploration and exploitation search. Therefore, it is necessary to combine the two algorithms. The most common hybrid feature selection algorithms are two-stage and embedded [26] , [35] , [36] . The first stage is the filter algorithm, and the second stage is the wrapper algorithm. This algorithm is called a two-stage method. A filter algorithm or another meta-heuristic algorithm is embedded in the wrapper algorithm to form an embedded algorithm [20] . In the two-stage algorithm, the filter algorithm plays the role of exploration search, and the meta-heuristic algorithm plays the role of exploitation search. In the embedded algorithm, the embedded algorithm plays exploration and the other algorithm plays exploitation.
Zhao et al. [21] proposed a two-stage algorithm, the filter method IG provides a candidate features subset, and the BPSO algorithm searches for global optimal values based on this candidate subset. In [18] , the optimal value was found by the GA algorithm in the gene which was provided by mRMR. Genes which are not provided by the mRMR algorithm cannot appear in the final feature subset. Therefore, the final result of the two-stage algorithm may be locally optimal. In order to change the singularity of candidate feature subsets, the filter algorithm needs to provide multifarious candidate feature subsets. From the perspective of algorithm coordination, there is only one exploration and exploitation, and the best result can be found is the local optimum.
Unler et al. [19] proposed an embedded feature subset selection algorithm based on PSO and mRMR. The filter algorithm is embedded in the wrapper algorithm. Zheng et al. [24] proposed an embedded feature selection algorithms based on Maximum Spearman and Minimum Covariance (MSMC) and Cuckoo Search (CS). In the article, MSMC is part of the CS algorithm and is used to score each feature. In [26] , the SA algorithm is embedded in the WOA algorithm. SA method is used to enhance the exploitation by searching the most promising regions located by WOA algorithm. In embedded algorithms, exploration and exploitation are played by different algorithms [37] . However, the cooperation between the two is not tacit. In the embedded method mentioned above, the exploitation is directly carried out after each exploration, and the extent of the exploration is not enough. As the local optimal values cannot be found, it will not be meaningful to perform exploitation. In order to make exploration and exploitation work properly, it is necessary to conduct multiple explorations before exploitation.
In order for the filter algorithm to provide more candidates feature subsets, the wrapper algorithm should search for the optimal classification accuracy. In this paper, the filter algorithm (MPMD) and the wrapper algorithm (IWOA) are combined to form a new hybrid algorithm. In the proposed algorithm, two concepts of MVWC and threshold are introduced. Due to the constant change of the two concepts, the filter algorithm is executed for multiple times. In turn, many candidate subsets are provided for the wrapper algorithm. Moreover, after introducing two parameters (r 1 and r 2 ) into the filter algorithm (MPMD), there is a significant improvement on the difference of candidate subsets. Compared with other algorithms, this algorithm can actively break out of the local optimal value and find the global optimal value among multiple local optimal values. The proposed algorithm has good performance through a set of experiments. This set of experiments was performed on 10 data sets of UCI. The experimental results show that the proposed algorithm obtains better classification results than the other four algorithms.
The rest of the paper is organized as follows. Section 2 introduces the basic concept of MRMR algorithm and WOA algorithm. Section 3 presents the two new algorithms (MPMD and MPMDIWOA) and their implementation. Section 4 describes the experiment results and analysis on feature selection. Finally, section 5 draws some conclusions for this paper.
II. RELATION THEORY
In this section, we present two well-known algorithms. The first one is the mRMR filter, and the second one is a swarm intelligence optimized algorithm based on WOA strategy.
A. MAXIMUM RELEVANCE MINIMUM REDUNDANCY (mRMR)
Peng et al. [6] proposed a new filter algorithm named mRMR in 2005. In the mRMR, mutual information (MI) was used to measure the relevancy and redundancy. Mutual information operations are applied twice in the mRMR approach. The first MI of each feature and the label is used to measure the relevancy, and the second MI of every two features is used to compute the redundancy. The mRMR algorithm is illustrated as follows [6] .
Firstly, mRMR algorithm calculates the mutual information value between each feature in the feature set (X) and the label (C). The feature corresponding to the largest mutual information value is selected into S m . Then the features are selected one by one from the remaining feature sets (W) according to the principle of maximum relevancy minimum redundancy. The number of features in S m is determined according to the specific problem.
where x i is a column vector, i = 1, 2. . . n. n denotes the number of features in data set.
S m ={y 1 ,y 2 ,. . . ,y i } (2)
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When m = 1, S 1 = {y 1 }. When m = 2, S 2 = {y 1 , y 2 }.
i = 1, 2, 3,. . . , m, j = 1, 2. . . , n-m, y i ∈S m , z j ∈ W. Where I (y i , C) and I (z j , C) represent the value of mutual information between one feature and the label vector. C = {C 1 , C 2 , . . . }, where C 1 , C 2 . . . denote labels.
When the selected features have the maximum relevance in Rl value, it is possible to have high dependency between these features. Hence, the redundancy Rd of a group of selected features is defined as
Where I (y i , z j ) is the mutual information between the ith and jth feature, I (y i , z j ) measures the dependency of these two features.
In the process from S m to S (m+1), z j is chosen to obtain the maximum value at formula (6) .
This formula (6) combines two criteria, which are maximal relevancy and minimal redundancy.
In the process from S m to S (m+1) , S m is invariant, so y i ∈s m I (y i C) is a constant value and can be omitted. We can get formula (7) by simplified formula (6) .
In mRMR, the proportion of relevance and redundancy is equal. Therefore, it is not possible to provide a diversity of candidate feature subsets. In our proposed algorithm, the proportions of the two are different, and the algorithm provides multiple different candidate features subset.
B. WHALE OPTIMIZATION ALGORITHM
The whale is the largest animal on earth, and an adult whale can reach 30 meters long and weigh up to 180 tons. Among the 7 different types of whales, humpback whales have a special predation method: Bubble-net [25] . Bubble net predation behavior of humpback whale is shown in Fig 1. Mirjalili and Lewis [9] established a mathematical model to mimic the predation method of humpback whale and proposed a new continuous swarm intelligent optimization algorithmwhale optimization algorithm in 2016. In WOA, the predation process of humpback whales is divided into two stages. The first stage is called the exploitation phase, which is the stage of the spiral bubble network attack method. The second stage is called the exploration phase which is the stage of random search for prey [26] .
In the WOA algorithm, we assume that the number of whales is N, the dimension of the problem domain is d, and the position of the i-th whale at t-th iteration is denoted as
indicates that the optimal position was found in the first t iterations.
The first phase consists of a shrinking encircling mechanism and a spiral updating position mechanism. The location update strategy in shrinking encircling mechanism is expressed by formula (8) [9] .
where t is the current number of iterations, X(t + 1) represents the updated position, X(t) represents the current position, | | represents the absolute value,. represents the multiplication between elements, A and C are defined as formula (9) (10).
where r is a random number from 0 to 1, a 1 is called the convergence factor, and as the number of iterations increases, the value of a decreases linearly from 2 to 0. a 1 and a 2 were calculated by formula (11) (12).
where t is the current number of iterations and T is the total number of iterations. Another part of the first phase is the spiral updating position, whose position update strategy is expressed by formula (13) .
where D' represents the distance between the current whale and the optimal value (prey). D' = |X * (t) − X (t)| , b defines the spiral shape as a constant, the value of b is 1, l is a random number at [−1, 1], and the value of l is calculated by the formula (14) .
In the first phase, the shrinking encircling mechanism and the spiral updating position are always accompanied by the whale predation process. To imitate this model, the probability of the two mechanisms is the same, both 0.5. Therefore, the mathematical model of the first stage is expressed by the formula (15) .
In formula (15) , p is a random number between [0, 1]. In the second phase, the strategy of randomly searching for optimal value is expressed by the formula (16) .
where A is calculated by formula (9) and D is calculated by formula (17) .
where C is calculated using the formula (10), X is the current position, and X rand is the randomly selected position. The pseudo code of the WOA algorithm is shown in Fig. 2 .
III. MPMDIWOA ALGORITHM
In this part, we introduce the filter algorithm; the improved WOA algorithm and the new algorithm which is compose of the two.
A. FILTER METHOD
In hybrid feature selection algorithms, filter algorithms are often used to rank or order features in data set. The filter algorithms commonly used in the articles are IG, F-score, Relief, mRMR, MRMC [6] , [7] , [27] - [29] . Some of these filter algorithms are univariate and some are multivariate. The univariate filter algorithms mainly consider the relevance between labels and features whereas the multivariate filter algorithms increase the measure of redundancy between features. The well-known multivariate filter algorithm is mRMR. It uses mutual information to measure the correlation between labels and features and the redundancy between features. At the same time, the proportion of the two is the same. In this paper, a new filter algorithm Maximum Pearson Maximum Correlation Distance (MPMD) is proposed. The relevance between labels and features is measured by Pearson correlation coefficient, and the redundancy between features is measured by Correlation distance. Then two parameters (r 1 and r 2 ) are used to coordinate the proportion of correlation and redundancy, respectively.
1) MAXIMUM PEARSON'S CORRELATION COEFFICIENT
In statistics, the Pearson correlation coefficient is one of widely used methods to measure the correlation between two vectors. It calculates the relevance between two vectors based on the covariance matrix of the two vectors. Suppose two vectors X (x 1 , x 1 , x 3 , . . . , x n ) and Y (y 1 , y 1 , y 3 , . . . , y n ) are given, and their Pearson correlation coefficient is ρ(x, y) , which is calculated by the formula (18) .
where cov(x,y) is the covariance of the vectors x and y, ρ(x) is the standard deviation of the vector X, and ρ(y) is the standard deviation of the vector y. The Pearson correlation coefficient is calculated by dividing the covariance of two vectors by the product of the two vector standard deviations. Formulas (19) and (20) and (21) are used to calculate cov(x,y), ρ(x), and ρ(y) , respectively.
Vectors X (1, 2, 3, 4, 5, 6) and y(0.6, 1.8, 5.4, 3.9, 7, 10) are given as label and feature, respectively. After calculation, the value of Pearson correlation coefficient is 0.9453, which indicates that the relevance between the two vectors is very high. The result is shown in Fig. 3 . With two vectors X 2 (1, 2, 3, 4, 5, 6) and y 2 (1.6, 0.8, 3.4, 6.9, 2, 1) given, the value of Pearson correlation coefficient is calculated as 0.0956. This result indicates a low relevance between the two vectors as shown in Fig. 4 .
As can be seen from Fig. 3 and Fig. 4 , the relevance between X and Y is high, and the correlation between X 2 and Y 2 is low. There are many features in the data set, and the feature F i is the highest relevance with the label. F i is calculated by the formula (22) .
where MP (Fobject, L) represents the maximum Pearson value between the feature and the label, Fobject represents the set of all features in the data set, L represents the label vector in the data set, max represents the most valued function, and F i represents the feature in the set, i = b 1, 2, . . . , n.
2) MAXIMUM CORRELATION DISTANCE
According to the idea of mRMR, it is necessary to consider both the correlation between label and features and the compatibility between features. Some of the common methods used to measure the redundancy between features are mutual information, Euclidean distance, and cosine angle. In this paper, the correlation distance is used to measure the redundancy between features. The correlation distance is defined based on the correlation coefficient. Two features are given as F i and F j . Their correlation coefficients are denoted as ρ(F i , F j ), and their correlation distances are denoted as D(F i , F j ). The correlation coefficient can be calculated by the formula (18) . The correlation distances can be calculated by the formula (23) .
The correlation coefficient has a value range of [−1, 1], and its absolute value indicates the relevance between the two vectors. Therefore, in formula (23), it is necessary to increase the absolute value of the correlation coefficient in order to calculate the correlation distance. The value of the correlation distance represents the redundancy between the two features. The larger the distance value, the higher the redundancy of the features and the smaller the correlation of the features.
Two features are given as F 1 (0.6, 1.8, 5.4, 3.9, 7, 10), and F 2 (1.6, 0.8, 3.4, 6.9, 2, 1) , and the correlation distance D (F 1 , F 2 = 0.9135. It shows that the correlation of the two features is very low and the redundancy is high.
In the process of feature selection, it is often necessary to select a feature from a feature set that has the largest distance with a known feature. The distance between the known feature and each feature in set is calculated according to formula (23) , and the feature with maximum distance is selected in set.
The known feature is denoted as Fknow, and the feature set is marked as Fobject = {F 1 ,F 2 ,. . . ,F k ,. . . ,F n }, k = 1,2,. . . ,n. The F k is selected according to the formula (24) .
where MD(Fknow, Fobject) represents the maximum correlation distance between a known feature and feature set, a feature F k is selected. Max represents the maximum function, and D(Fknow, F k ) is calculated using formula (23) .
The distance between the two feature sets also needs to be calculated by the distance between the two vectors. The known feature set is denoted as G = {g 1 , g 2 , g 3 ,. . . ,g i ,. . . ,g m }, i = 1,2,. . . ,m. The other target feature set is denoted as Fobject = {F 1 ,F 2 ,. . . ,F k ,. . . , F n }, k = 1,2,. . . ,n. A feature is selected from the target set, and the correlation distance value is the maximum value between the selected feature and the known feature set. (25) where MD (G,Fobject) represents the maximum correlation distance between the target set and the known set. Max represents the maximum function, G represents the known feature set, Fobject represents the target feature set, D (G, F k ) is calculated according to formula (26) , and F k is an element in the set Fobject. F k is selected by formula (25) .
where m is the number of elements in the feature set G, and g i is the element in G.
With the formulas (24) and (25), the features are selected one by one from the feature set. In this process, we can not only consider the relevant distance, but also consider the correlation between features and labels. When considering two aspects, it is necessary to integrate the correlation and relevant distance.
3) MAXIMUM PEARSON MAXIMUM CORRELATION DISTANCE
The maximum Pearson correlation coefficient and the maximum correlation distance are described above, and the formula (27) is generated by adding the two. In order to have different weightages for the two factors in the filter algorithm, r 1 and r 2 are introduced as the weights of the two. The role of this formula is to score each feature. Finally, the sequence of features is output in descending order of the scores. (27) In this formula, Fobject represents the alternative feature set, L represents the label vector in the data set, G represents the feature set that has been selected, and g 1 represents the first selected feature. When the value of i is 0, it means that no feature is selected. When the value of i is 1, it means that only one feature is selected. When the value of i is greater than 1, it means that at least 2 features have been selected. MP (Fobject, L) was calculated by formula (22) . MD (g 1 , Fobject) was calculated by formula (24) . MD (G,Fobject) was calculated by formula (25) . R 1 and r 2 are calculated using formulas (28) and (29), respectively.
where t represents the current number of iterations, T represents the total number of iterations, a is a constant with a value of 1.57. The trend of changes of r 1 and r 2 can be seen from Fig. 5 . R 1 gradually decreases from the maximum value of 10 to 0. R 2 gradually increases from the minimum value of 0 to 10. R 1 is gradually decreasing, and r 2 is gradually increasing. When the value of t is 50, r 1 and r 2 are equal. Moreover, the reverse order of the gradually decreasing value of r 1 is the value of r 2 which is gradually increased. According to the weights represented by r 1 and r 2 , it can be seen from the curve that the correlation effect of Pearson is greater than the correlation distance when t is smaller than 50, and the effect of correlation distance is greater when t is bigger than 50. The pseudo code of the MPMD algorithm is shown in Fig. 6 , and its flow chart is shown in Fig. 7 . The parameter fobject entered in the Fig.7 represents all feature sets in the data set, and the number of features in this set is gradually reduced until it is empty. L denotes a label vector. The parameter r 1 and r 2 are generated in iterations based on the formulas (28) and (29) . Letter i represents the number of features selected from the fobject. W represents the number of features in the data set.
B. IMPROVED WHALE OPTIMIZATION ALGORITHM (IWOA)
In the original WOA algorithm, p represents the probability that the humpback whale chooses a reduced surround or spiral model to update the position, where p takes a random number. VOLUME 7, 2019 The position change of the humpback whale is determined by its positional information, which is determined by multiple dimensions. Therefore, it is not comprehensive enough to use a random number p to make a decision. In the discrete WOA algorithm of this paper, all dimensions take a random number, and then the average of all dimensional random numbers is used as the p value in the original WOA algorithm.
where featurep(i) is a random number between 0 and 1, which represents the random number of the i-th feature, and n represents the number of features in the data set.
In the continuous WOA algorithm, when the absolute value of A is larger than or equal to 1, a whale is randomly selected, and its position has an influence on the current position. A randomly selected whale can represent either the optimal value of the solution or the worst value of the solution. Therefore, this random selection method has high uncertainty and it cannot improve the current position by approaching the optimal position. If the optimal value is assigned with a random value, the algorithm may fall into local optimum. In this article, the first three optimal values are saved after each location. A new position is then generated by voting method according to the position of the three optimal values. The final result of the voting method is expressed by formula (31) .
Position represents the value of a dimension in formula (31) .
In this paper, the value of v 1 is zero, the value of v 2 is 1, and the value of n is 3. There are 8 cases of voting results, and the final results of each case are shown in table 1.
In the IWOA algorithm, the position generated by the voting method is not the position actually existing in the current iteration. But the position was estimated according to the current optimal value. The new location lays the groundwork for further exploration and provides guidance for finding global optimal values. 
C. MAXIMUM PEARSON MAXIMUM DISTANCE IMPROVED WHALE OPTIMIZATION ALGORITHM (MPMDIWOA)
This part mainly describes the framework of the proposed algorithm, the change of the threshold, the initialization method of the population, the pseudo code and flow chart of the proposed algorithm.
The framework of the proposed algorithm is shown in Fig. 9 . The algorithm as a whole is a loop that contains five parts. In Figure 9 , each step of the framework is clearly presented. The third step is the filter algorithm, which is not executed in each iteration. The filter algorithm is executed only when MVWC is greater than threshold. When the filter algorithm is executed, a candidate feature subset is provided to the wrapper algorithm. Based on the candidate features subset, the wrapper algorithm finds the local optimal value after iterations. When this optimal value keeps the same for multiple iterations (MVWC > threshold), the filter algorithm is performed again. In the newly generated candidate feature subset, the wrapper algorithm continues to find local optimal values. After the filter algorithm is executed multiple times, the proposed algorithm breaks out of the local optimum and obtains the global optimal value. At the end of the loop, the output information is the optimal value.
In Fig. 9 , the initial value of MVWC is 1; the initial value of threshold is 0. Therefore, at the first iteration, the filter algorithm is executed. The threshold is not a fixed value; it varies with the number of iterations. The threshold is calculated using formula (32) .
where t represents the current number of iterations, rand () is a random number between [0, 1], ''||'' means take the absolute value, '' '' means round down, '' '' means round up. The change in threshold is shown in Fig. 10 . As can be seen from the Fig. 10 , dots in red indicate the actual change of the threshold, and dots in black indicate the change process after the random number is removed from the threshold. As can be seen from the black line, the threshold has two inflection points throughout the iteration. The entire change process can be divided into two symmetric parts in 50 iterations. The threshold change for each part is similar. The threshold is relatively large at the beginning, then decreases first and then increases. Although the change of red line is not as obvious as of black lines, it can be seen from the formula that the red line can be obtained by adding a random number to the black line. Therefore, we can conclude the red line basically changes based on the trend of the black line.
When the threshold is large, the optimal value can be found by multiple iterations. When the threshold is small, the filter algorithm is frequently performed. New populations are formed by re-adjusting different combinations of features. Therefore, the situation of jumping out of the local optimum is achieved. The repeated evolving process of the threshold causes the algorithm to continuously break out of the local optimum and finally obtain the global optimal.
When the filter algorithm is performed, the parameters r 1 and r 2 are introduced to achieve a continuous adjustment in the order of features. Therefore, the filter algorithm provides a diversity of candidate feature subsets. The change of the two parameters is shown in Fig. 5 .
In the swarm intelligent optimization algorithm, the choice of the initial population directly affects the convergence speed of the algorithm and the global optimal value. In this paper, the changes of the feature ordering by the filter algorithm are fully considered. The alternative two lost one method (ATLO) and the random method (RM) are adopted for the initial population. The number of initialized populations in both methods is the same. In the ATLO method, the sorted feature sequence of the filter algorithm is divided into three parts on average. The third part of the last sequence is lost and it is not used as the content of the initial population selection. The first two part features are used as alternative features, and an indefinite number of features are randomly selected as the initial population. The random method is that the group is initialized in a random way.
The sequence of features shown in Fig. 11 is sorted by the filter algorithm. Fig. 11 shows the feature selection for the ATLO method. The third part is composed of the NS 1 , NS 2 , NS j features. These features are not selected at the time of population initialization, and are indicated by N below. In the Fig.11 , PS 1 , PS 2 , PS 3 , PS 4 . . . PS i−1 , PS i represent the first two parts of the features, and these features are optional. After random selection, N is used to indicate no selection under the feature, and Y is used to indicate selection under the feature. The values of i and j are calculated by formula (33) .
where dim represents the number of features in the data set, indicates rounding down. Both PS i and NS j in Fig. 11 represent features in the data set. After the filter algorithm is calculated, these features are sorted in descending order according to the MPMD calculation result. Among them, PS i represents the alternative features, the number of which is two-thirds of the total feature number; NS represents the features that are not selected, and the number accounts is one-third of the total feature number. As shown below, each feature is an ellipse ''Y'' or ''N'' indicating whether this feature is selected. It can be seen from VOLUME 7, 2019 the Fig.11 that the below of NS is ''N'', indicating that these features are not selected. There is a ''Y'' or ''N'' below the PS, and ''Y'' indicates that some features are selected.
Although Fig. 11 shows the selected or unselected features, the order of features shown in the Fig.11 is sorted by the filter algorithm, not the corresponding feature order in the data set. The sorting result of each filter algorithm is inconsistent. In order to facilitate the use of data exchange, it is necessary to convert the feature sequence initialized by the ATLO method into a feature sequence in the data set. The conversion process is shown in Fig. 12 . There are three sets of rectangles in Fig. 12 . The top set represents the one-third features that are not selected. The bottom set represents the alternate two-thirds features. The middle set represents the feature selection of an individual in the initial population. With this process, the order of the features is the same in the data set.
The strategy for initializing features by random methods is represented by formula (34) .
here position represents the position of the initialized population, i represents i-th row, j represents j-th column, and rand () is the random number between [0, 1]. The effect of initializing the population in two ways is shown in Fig. 13 .
In Fig.13 , the large rectangular area in the middle represents the population, the number of populations is n, and the number of features is represented by k. The population is divided into 2 parts. The first part is initialized by the ATLO method, which is represented by the green color area. The second part is initialized by the random method, which is represented by the blue color area. The population initialized by the two methods has good diversity, which lays a foundation for improving the convergence speed and finding the best value quickly.
The pseudo code of the algorithm proposed in this paper is shown in Fig. 15 . The flowchart of the algorithm is shown in Fig. 14 . 
IV. EXPERIMENT RESULTS AND ANALYSIS

A. DATA SETS INTRODUCTION
In order to achieve the superiority of the presented MPMDI-WOA algorithm, a series of tests are conducted with ten datasets which are selected from the UCI Machine Learning Repository. The excellence of the proposed algorithm is evaluated based on the following data sets: Automobile, Breast Diagnostic, Breast Prognostic, German, Hill-Valley, Ionosphere, Ozone Level, Parkinsons, SPECTF Heart and Sonar. Table 2 describes the detailed information of these datasets. Nine datasets have two classes and one dataset has six classes. The number of instances in the data sets is between 195 and 1000. The number of features in the data sets is between 22 and 100.
B. ALGORITHM PARAMETER SETTING
In the following experiment, wrapper type feature selection algorithm and hybrid type feature selection algorithm are compared with proposed MPMDIWOA algorithm. The feature selection algorithms in wrapper depend on classifier and the parameter setting. As can be seen from reference [25] , when the number of iterations is 100 and the number of executions is 10 times, the classification effect is better. In order to get a better classification effect, the number of populations is set to 50.
In MPMDIWOA algorithm, the iteration is 100 times and the number of subset is 50. Each data set is tested for 10 times and the result is taken as the average classification accuracy. Wrapper type feature selection approach and hybrid type feature selection approach have been studied by some researchers. However, it is every difficult to find other algorithms that is exactly the same setting as MPMDIWOA algorithm. In order to make fair comparisons, we reproduce the two types of algorithms (wrapper, hybrid). In these algorithms, the times of iteration, the number of individual and the calculation methods of average classification accuracy are the same as the MPMDIWOA.
In wrapper method, the inital parameters and actual motheds of PSO, GA, BBA,MVO come from [11] , [13] , [15] - [18] , [39] .
The detailed parameter values of each wrapper type algorithm are introduced as follows. For PSO, the number of particles is 50, Maximum value of weight (w max ) is 0.9, Minimum value of weight (w min ) is 0.4, coefficient (c 1 and c 2 ) is 2, maximum number of iterations (i) is 100. For GA, the number of chromosomes (N ) is 50, crossover probability (P c ) is 0.7, mutation probability (P m ) is 0.02, maximum number of iterations (i) is 100. For BBA, number of bats (N ) is 50, loudness (L) is 1.5, pulse rate is 0.5, Maximum value of frequency (Q max ) is 1, Minimum value of frequency (Q min ) is 0, maximum number of iterations (i) is 100.
In hybrid algorithm, MPMD algorithm is used as filter method; MVO algorithm is used as wrapper method. For MVO, the number of Verse is 50 with a upper border of 1 and a lower boundary of 0. The maximum of wormhole existence probability is 1, the minimum of wormhole existence probability is 0.2 and the maximum number of iterations (i) is 100. In this research, the fitness function has been substituted by SVM classifier in two type algorithms (wrapper, hybrid). The feature subset with the highest classification accuracy based on SVM classifier is the solution to the problem. In other words, the best feature subset is found. The radial base function (RBF) is used as the kernel function of the SVM model. Penalty parameter C and RBF parameter γ are selected by the grid search method.
In the test of the classification accuracy of the ten datasets which are mentioned in table 2, 10-fold cross validation technique is used. This technique is made up of 10 cycles. In each cycle, data set is split into 10 folds, where 9 folds are used for training and the last one is used for testing in the 10 folds. With each classification accuracy resulted from each fold, the result of fitness function can be obtained by averaging the classification accuracy of 10 cycles.
C. RESULTS AND DISCUSSION
In this experiment, 10 datasets and 5 algorithms are used. Each algorithm runs 10 times on each data set. The maximum accuracy in each data set for each algorithm is selected and its feature subset length are selected also. They are shown in table 3.The average accuracy and average length of feature subset in each data set for each algorithm are also selected. They are shown in table 4. Table 3 and table 4 indicate that MPMDIWOA achieves the highest average classification accuracy in ten data sets. The classification accuracy of MPMDIWOA algorithm is bigger 95% in BD, OL, Pa, SO and Io data set. MPMDIWOA algorithm is at least 1% larger than other algorithms in Au, HV, So, BP and SH data set. The feature subset lengths obtained by MPMDIWOA algorithm are not the shortest compared to other algorithms, but are not the longest except OL.
The proposed algorithm introduces the concept of the maximum value without change (MVWC) and the threshold value. It effectively blends the filter algorithm with the wrapper algorithm. The wrapper algorithm can obtain the local optimal value based on the candidate feature subset which is provided by the filter algorithm. When the local optimal value has no change after iterations, the algorithm actively wakes the filter algorithm to generate another different candidate feature subset. The wrapper method obtains new local optimal values based on the new candidate feature subset. Therefore, the algorithm can obtain the global optimal value in the case of actively breaking out of multiple local optimums.
There is also a mechanism for breaking out of the local optimum in the wrapper algorithm (PSO, BBA, GA). However, the mechanism is implemented by the swarm intelligence optimization algorithm itself, and the randomness is very strong. Compared with the wrapper algorithm, the mechanism that the proposed algorithm breaks out of the local optimum is supported by the formula (32) . Moreover, with the introduction of the r 1 and r 2 parameters, there are various of candidate feature subsets in the filter algorithm. Therefore, the proposed algorithm achieves a larger ACC value.
Compared with the MPMDMVO algorithm, the proposed algorithm has a great advantage in population initialization. In the MPMDMVO algorithm, only the random method is used to initialize all the populations. However, in the proposed algorithm, the ATLO method and random method are used to initialize the population simultaneously. Especially in the ATLO method, the top-ranked features provided by the filter algorithm are used as an alternative feature, which greatly improves the search efficiency and provides a basis for obtaining the optimal classification accuracy. Therefore, the proposed algorithm achieves a larger ACC value.
In Fig.16 , the x-axis represents the number of times a data set has been run, and its value ranges from 1 to 10. The y-axis represents different ten data sets. The z-axis represents the number of times the filter algorithm was executed during a run of the data set. The number of times the filter algorithm is executed is different for each data set when the dataset is executed 10 times. The maximum number of times that is executed is 12 and the minimum of times is 6. As can be seen from Fig. 14 , the number of iterations (T) is fixed with a value of 100. Therefore, the larger the Z value, the more the number of different feature subsets provided by the filter algorithm. Hence, the more local optimal values are obtained by the wrapper algorithm. The smaller the value of Z, the fewer the number of times the filter algorithm is called, and the more the number of updates of the wrapper algorithm in the local optimal value. In summary, whether the value of Z is large or small, the wrapper algorithm can obtain more local optimal values, and ultimately obtain the global optimal value. As can be seen from Fig.16 , there are 10 points on each curve. Each point indicates that the data set was executed once. The z value of each point represents the number of times the filter algorithm is executed, which is related to the threshold value. In order to understand the threshold change of 10 points in the dataset, if 10 curves are drawn on one graph, the effect of the graph must be unclear and fuzzy. In order to clearly and reasonably display the change of the threshold, we only keep one of repeated number of calls for each data set. Au data set is taken as an example. As can be seen from Fig.16 , the Z values of the 10 points of the Au data set (red line) are: 9, 12, 9, 11, 10, 9, 10, 9, 10 and 11. In these numbers, after the duplicate values are removed, there are only four remaining values, which are 9, 12, 11, and 10. Therefore, there are only four curves in the graph of threshold changes about the Au data set. The same approach is used to draw the change of threshold in the other data sets.
In Fig. 17 and Fig. 18 , the change of the threshold is shown for 10 data sets. In each figure, the X-axis represents the number of changes during one execution, the y-axis represents the number of different executions, and the Z-axis represents the value of threshold. In the 10 executions, some representative cases were selected for each data set, and the colored curves in the Fig. 17 and Fig. 18 represent different execution times. As can be seen from the 2 graphs, the threshold has a maximum value of 18 and a minimum value of 2, which has appeared in each data set. The threshold has undergone two fold changes. For the first time, the threshold is gradually reduced from the maximum value and then increased to a larger value. The second time, the threshold is gradually reduced from the larger value and then increased. However, the extents of the increase after the second fold line are different. Some increase to a larger value, and some only increase slightly. As can be seen from formula (32) , the value of threshold consists of two parts. In the first part, the maximum value is 13 and the minimum value is 0. In the second part, the maximum is 5 and the minimum is 1. Therefore, the threshold value ranges from 1 to 18. As can be seen from the figures, the value of threshold is reasonable.
As can be seen from the figures, the first value of the threshold is the largest in the whole curve, and the second value is relatively small, and the difference between the two is large. Before the second threshold, the program searches for a local maximum based on a candidate feature subset. As can be seen from Fig. 10 , the threshold starts from the maximum and the minimum is reached at approximately 20 iterations. Therefore, in theory, the algorithm explores the search based on the first candidate subset.
The threshold reflects the search situation at a specific location through the group intelligence algorithm. When the value is large, it indicates the exploitation search on the feature subset space. When the value is small, it indicates the exploration search in the feature subset space. As can be seen from the curves in the 2 graphs, the exploration search and the exploitation search alternate when the data set is executed, and the final stage is one of the two cases. The search process helps to find the global optimal classification accuracy.
The change in threshold is closely related to the value of MVWC. The following shows the change of threshold and MVWC for each data set. Fig. 19-20 shows the change between MVWC and threshold for each data set during the iterations. In each figure, the x-axis represents the number of iterations, from 1 to 100, and the y-axis represents the values of MVWC and threshold, from 1 to 20. In each of the figures, the trend of red line is very much like the letter ''W''. The red line starts from a larger value and becomes smaller and becomes larger. The trend of change is like a letter ''V''. The change of the red line does not end here but continues to become smaller and then grows larger. Therefore, the trend of the red line can be represented by two consecutive letters ''V''. The value of the black line gradually increases from ''1''. When the value of the red line is exceeded, the value of the black line returns to 1. With more iterations performed, the value of the black line continues to increase until it is bigger than the red line. As can be seen from the graphs, when the red line obtains the minimum value twice, the number of times that the black line returns to 1 is significantly increased. When the value of the black line is 1, there are two scenarios. In the first scenario, the maximum value is changed, and the value of MVWC needs to be counted from 1. In the second scenario, MVWC value exceeds the threshold, and the filter algorithm needs to be executed to recreate the candidate feature subset and start a new search. In either scenario, the algorithm is performing an exploitation or exploration search.
The filter algorithm provides some candidate feature subsets. Since r 1 and r 2 assign different weights to correlation and redundancy, these feature subsets demonstrate diversity. Fig. 21 shows the change in the values of r 1 and r 2 on SH dataset. The x-axis represents the number of iterations and the y-axis represents the values of r 1 and r 2 . As can be seen from formula (27) , r 1 represents the weight of maximum Pearson, and r 2 represents the weight of the maximum correlation distance. When i is very small, it means that there are few features in the selected collection. At this time, the proportion of MP is very large and plays an important role. As the number of iterations increases, the selected features gradually increase. The weight of correlation between features and labels is gradually decreasing. The weight of redundancy between features is increasing. When the number of iterations exceeds 50, the redundancy between features is highlighted. As the number of features increases, the proportion of redundancy gradually increases, and the proportion of correlation decreases. At the end of the iteration, the weight of both is very small and basically the same.
When the filter algorithm is executed, different feature sequences are provided by filter method according to the changes of r 1 and r 2 . The all feature sequences provided by filter algorithm for a dataset are used as the research content. According to the statistical principle, the number of different feature numbers appearing in the same position in all sequences is counted and drawn into a graph.
Taking SH data set as an example, as shown in Fig.22 , the data set has 44 features and the filter algorithm has been executed 10 times. The graph shows that there is only one feature in the first position. This indicates that in the 10 sequences, the feature numbers of the first position are all the same. Although r1 and r2 adjust the specific gravity, this feature is always in the first position. This feature is important and eventually enters the feature subset. There are 9 positions where the number of feature changes is less than half (5), and the feature changes at other position are relatively large. The frequency of feature changes in most position exceeds 50% and reaches a maximum of 80%. Therefore, in 10 sequences, the variation of the feature order is large. We can conclude that the effect of providing diversity candidate feature subsets has been achieved.
Computational complexity is an important measure of the efficiency of algorithm execution. The computational complexity of the three wrapper algorithms and the two hybrid algorithms mentioned in the paper are shown in table 5. In table 5, T represents the maximum number of iterations, m represents the number of populations, n represents the number of features in the data set, and S represents the time taken to execute the SVM classifier. In the table, m * n represents the computational complexity of the algorithm position update, m * S represents the computational complexity of the SVM classifier in one iteration, and O(n 2 ) represents the computational complexity of the filter algorithm.
In table 5, the first three algorithms are wrapped methods and the last two are hybrid methods. The hybrid algorithm performs one more filter algorithm than the wrapper algorithm. Therefore, the computational complexity of the hybrid algorithm is higher than that of the wrapper algorithm. In the hybrid algorithm, the computational complexity of MPMD-MVO and MPMDIWOA is equal.
The Wilcoxon signed-rank test is proposed by Frank Wilcoxon as a non-parametric statistical hypothesis test [40] . This strategy is applied to contrasting two related samples. We can decide whether the corresponding data distributions are identical based on this test. In this paper, the Wilcoxon signed rank test is executed by SPSS software. The data information in tables 6 and table 7 are the result of applying SPSS software.
In table 6 , four pairs of Wilcoxon signed-rank tests are made on HV data set. With the significant level 0.05, it can be seen from table 6 that the performance of MPMDIWOA is better than other four algorithms. In other words, the classification accuracy of each time is improved. The descriptive statistics of five algorithms are described in table 7. N represents the number of data. Mean measures the central tendency of the data set. The standard deviation is a measure that is used to quantify the amount of variation or dispersion of a set of data values. From table 7, it can be seen that the mean value of MPMDIWOA is higher than the other four algorithms. The results demonstrate that the central tendency the MPMDIWOA is the best. They indicate that the MPMDIWOA algorithm is optimized by introducing the selected probability of each feature in improved classification accuracy rate. Thus, we can conclude that the proposed method is very effective.
V. CONCLUSIONS
In the feature selection, in order to prevent the algorithm from falling into local optimum, this paper proposes a hybrid feature selection algorithm named MPMDIWOA. This algorithm is mainly composed of MPMD and IWOA, MVWC and threshold changes to adjust the order and frequency of execution. The algorithm has been implemented to break out of local optimal and balanced effects of exploitation and exploration. Compared to other hybrid algorithms, this algorithm provides more candidate subsets while avoiding the filter algorithm being called frequently. From the experimental results, the classification accuracy rate is higher than other algorithms by at least 1% on some data sets. For the other data sets, the proposed algorithm provides the feature subsets with at least 1 length advantage over other algorithms.
The data set dimensions used in the experiment are between 20 and 100. If the dimension is increased to tens of thousands, the performance of the algorithm will be affected. In future work, we apply this algorithm to high-dimensional data sets and achieve better results by improving it.
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