Clickstream analysis can reveal usage patterns on company's web sites giving highly improved understanding of customer behaviour, which can be used to improve customer satisfaction with the website and the company in general, yielding a great business advantage. Such summary information and rules have to be extracted from very large collections of clickstreams in web sites. This is challenging data mining, both in terms of the magnitude of data involved, and the need to incrementally adapt the mined patterns and rules as new data is collected. In this paper, we present some guidelines for implementing on-line analytical mining (OLAM) engines which means an integration of OLAP and mining techniques for exploring multidimensional data cube structures. In addition, we describe a data cube alternative for analyzing clickstreams. Besides, we discussed implementations that we consider efficient approaches on exploring multidimensional data cube structures, such as DBMiner, WebLobMiner, and OLAP-based Web Access Engine.
INTRODUCTION
Data Mining is generally described as an automatic (or semi-automatic) activity of analysis and exploration of huge data sets. Usually, the basic goal is to find out rules or patterns on data activities developed inside organizations reflected implicit or explicit in their databases. Most researchers assumed data mining as a combination of knowledge and practices of different areas like statistic, artificial intelligence, machine learning and database systems. Furthermore, the later is a compound of transactional data, textual data, time-series data, data warehouses and data webhouses.
The concepts (and techniques) of data mining and knowledge discovery could be applied efficiently on web sites (or e-commerce sites). In addition, this specific application of data mining on e-commerce sites, so called Web Mining, has taken much attention of researches and companies. Besides, new research areas were derived from Web Mining for guiding the solutions to its specific needs. In short, some researchers has worked on mining the contents of a web site (web content mining), while others has decided to study the structure of a web site (web structure mining) or analyze the usage of a web site (web usage mining). Recently, web usage mining has attracted much attention from researchers and e-business professionals, because it offers many benefits to an e-commerce website such as: -Targeting customers based on usage behaviour or profile (personalization).
-Adjusting web content and structure dynamically based on page access pattern of users (adaptive web site).
-Enhancing the service quality and delivery to the end user (cross-selling, up-selling).
-Improving web server system performance based on the web traffic analysis.
-Identifying hot area/killer area of the web site.
The data needed to accomplish such tasks is derived normally from a Web server log file − almost all e-commerce applications are Web based. Clickstream files are generated in order to represent information that is specific to each Web access attempt. Basically, a clickstream contains, among other things, the IP address of origin site, the access time, the referring site, the URL of the target site (i.e. the web page or object accessed), the browser method, and the protocol that was used.
Nowadays, several commercial tools are available for clickstream analysis and many more are accessible free on the internet. Regardless of their price, most of then are disliked by their users and considered too slow, inflexible and difficult to maintain (Stabin and Glasson, 1997) . Indeed, the most frequent reports generated by these tools provides information such as: a summary report of hits and bytes transferred, a list of top requested URLs, a list of top referrers, a list of the most common browsers used, hits per hour/day/week/month reports, hits per domain report, an error report, a directory tree report, etc. In other words, they have significant limitations performing on-line analytical tasks, and usually do not support more sophisticated data mining operations such as customer profiling or association rules. However, new tools have been appeared, with new capabilities, covering areas such as pattern discovery (pattern discovery tools) or pattern analysis (pattern analysis tool).
The pattern discovery tools have been combined techniques of artificial intelligence, data mining, psychology, and information theory on knowledge process development. On the other hand, pattern analysis tools have been used for understanding and comprehension of these patterns. It has been reported in (Backman and Rubbin 1997) that the analysis of the same web log with different web log analysis tools end up with different statistical results. The recent progress and development of data mining and data warehousing technology contribute effectively to the emergence of new data mining and data warehousing systems (Fayyad et al., 1998) (Chen et al., 1996) , opening new doors to the handling of very large data files like clickstreams. However, we have not seen many efforts on systematic studies and developments of data warehousing and mining systems specially oriented to clickstream data mining. Although, among many different paradigms and architectures of data mining systems, Analytical Data Mining/On-Line Analytical Mining -OLAM (also called OLAP Mining), which integrates On-Line Analytical Processing (OLAP) with data mining and mining knowledge in multidimensional databases, is a promising direction in research and application development (Han, 1998) . In this paper we propose a new computational platform specially design to support the exploration of multidimensional data cube structures. We also describe some of the most relevant mechanisms for exploring data cubes, and discuss the best practices in data cubes analysis and exploration.
EXPLORING DATA CUBE STRUCTURES
The main idea of a data warehouse is to provide decision makers with integrated information that is organized according to their requirements. Online Analytical Processing (OLAP) systems are the predominant front-end tools used in these environments. The main focus of OLAP tools is to provide multidimensional analysis over decisionsupport oriented data. To achieve this goal, these tools employ multidimensional models for the storage and presentation of data. In this systems, data is organized in cubes (or hypercubes), which are defined over a multidimensional space involving several dimensions of analysis.
A data cube can be viewed as a multidimensional array structure, in which each dimension represents a generalized attribute and where each cell stores the value of some aggregate attribute, such as count, sum, etc. This kind of data representation supports an explorative navigation in which one can apply the regular OLAP operations through dimensions and its attributes. On the other hand, using only OLAP operations do not bring analytical modelling capability for discovering implicit knowledge. It is necessary to use mining techniques to perform such kind of analysis. Consequently, mining can be performed in different portions of data cubes and at different levels of abstraction (Zaiane et al., 1998) .
Mining Functions of Data Cube Engines
Building a clickstream data cube allows for the application of OLAP operations − such as drilldown, roll-up, slice and dice −, to view and analyze clickstreams from different angles, derive ration and compute measures across many dimensions (Kimbal, 2000) . This greatly facilitates the exploration process, since such a process should be investigative in nature, that is, mining should be performed at different portions of data at multiple levels of abstraction improving Knowledge Discovery Process in Database (KDD) systems. For better understanding of the application of data cube technology on KDD process, it is purposed to extend the CRISP-DM reference model for supporting data cube exploration (Chapman et al., 1999) . Actually, two phases of the previous model was refinement for providing on line analytical processing mining on data cubes ( Figure 1 ).
We believe the following mining functions are essential for successful implementation of data cube engines, and its uses are extremely desired for clickstream analysis:
-Data characterization. It relates to find rules that summarize general characteristics of a set of user-defined data. For instance, the traffic on a web server for a given type of media in a particular time of day can be summarized by a characteristic rule.
-Class comparison. Comparison plays the role of examining clickstreams to discover discriminant rules, which summarize the features that distinguish the data in the target class from that in the contrasting classes. For instance, to compare requests from two different web browsers (or two web robots), a discriminant rule summarizes the features that discriminate one agent from other, like time, file type, etc.
-Association. This function mines association rules at multiple-levels of abstraction. For example, one may discover the patterns that accesses to different resources consistently occurring together, or accesses from a particular place occurring at regular time.
-Prediction. It consists of predicting values or value distributions of an attribute of interest based on its relevance to other attributes. For example, the access to a new resource on a given day can be predicted based on accesses to similar old resources on similar days.
-Classification. It consists of building a model for each given class based upon features in clickstreams and generating classification rules from such models. This can be used to develop a better understanding of each class in clickstreams, and maybe restructure a web site or customize answers to requests (i.e. quality of service) based on classes of requests.
-Time-series analysis. This is the process to analyze data collected along time sequences discovering time related interesting patterns, characteristics, trends, similarities, differences, and so on. For instance, timeseries analysis of clickstreams may disclose the patterns and trends of web page access in the last year and suggest the improvement of services of the web server. 
Data Cube Engines
There are several projects and implementations on data cube engines. Most of them try to accomplish the features mentioned in the previous section. However, it is not possible to describe in detail all points raised about each data cube engine, we present and discuss only some of their implementation issues.
DBMiner
DBMiner has been developed for interactive mining of multiple-level knowledge in large relational databases and data warehouses (Han et al., 1997) . The system implements a wide spectrum of data mining functions, including characterization, comparison, association, classification, prediction, and clustering. By incorporating several interesting data mining techniques, including OLAP and attribute-oriented induction, statistical analysis, progressive deepening for mining multiple-level knowledge, and meta rule guided mining, the system provides a user friendly, interactive data mining environment with good performance.
The general architecture of DBMiner, tightly integrates a relational database system, with a concept hierarchy module, and a set of knowledge discovery modules. The concept hierarchy module provides essential background knowledge for data generalization and multiple-level data mining. Indeed, concept hierarchies can be specified based on the relationships among database attributes (called schema-level hierarchy) or by set groupings (called set-grouping hierarchy) and be stored in the form of relations in the same database. Further, they can be adjusted dynamically based on the distribution of the set of data relevant to the data mining task. Also, hierarchies for numerical attributes can be constructed automatically based on data distribution analysis.
Another important implementation of DBMiner is Data Generalization, which is a core function of the system. Two data structures, generalized relation, and multi-dimensional data cube, are considered in the implementation of data generalization. Besides designing good data structures, efficient implementation of each discovery module has been explored. The knowledge discovery module can performs: Multiple-level characterization, Discovery of discriminant rules, Multiple-level association, Meta-rule guided mining, Classification, Prediction, Clustering.
WebLogMiner
In the WebLogMiner project, the data collected in the web logs goes through four stages. In the first stage, the data is filtered to remove irrelevant information and a relational database is created containing the meaningful remaining data. This database facilitates information extraction and data summarization based on individual attributes like user, resource, user's locality, day, etc. In the second stage, a data cube is constructed using the available dimensions. On-line analytical processing (OLAP) is used in the third stage to drill-down, roll-up, slice and dice in the web log data cube. Finally, in the fourth stage, data mining techniques are put to use with the data cube to predict, classify, and discoverer interesting correlations.
Among several mining functions mentioned in section 2.1, all of them are implemented in this environment. And, special attention has been taken in time-series analysis, since all web log records register time stamps, and most of the analyses are focused on time-related web access behaviours. Further, their time-series analysis includes network traffic analysis, event sequence and user behaviour pattern analysis, transition analysis, and trend analysis. With the availability of data cube technology, such analysis can be performed systematically in the sense that analysis can be performed on multiple dimensions and at multiple granularities. Moreover, there are major differences in time-series analysis of web log mining in comparison with other traditional data mining process.
In (Zaiane et al., 1998) , concrete examples using OLAP and data mining techniques were given for time-series pattern analysis. The major strengths of this design are its scalability, interactivity, and the variety and flexibility of the analyses possible to perform. Despite these strengths, the discovery potential of such a design is still limited due to the current impoverished web log files. Besides, their experience showed them that the data cleaning and data transformation step is not only crucial, but also is the most time consuming.
An OLAM based Web Access Analysis Engine
In (Chen et al., 1999) , was described a scalable framework developed on top of an Oracle-8 based data warehouse and a commercially available multidimensional OLAP server, Oracle Express, which they have used to develop applications for analyzing customer calling patterns from telecom networks and shopping transaction from e-commerce sites. In (Chen et al., 2000) , they have described a web access analysis engine implemented on this framework to support the collection and mining of web log records at the high data volumes typical of large commercial web sites.
Their data warehouse/OLAP framework and Web Access Analysis Engine have been implemented at HP Lab. Their experience has demonstrated that it is possible to overcome the performance problems of handling sparse data cubes, and to automate the whole operation chain, including data filtering, loading, incremental summarization and analysis. The application, including the optimizations described in (Chen et al., 2000) , was implemented by OLAP programming in the script language provided by OLAP server. In particular, they had introduced several families of association rules such as scoped association rules and functional association rules. Moreover, they show how these class of patterns and association rules can be used in web log records, and they define a new class of time-variant rules, which are also useful for web access analysis. Thus, they use the OLAP serve as computing engine to support data mining operation as mentioned in .
A DATA CUBE ALTERNATIVE ENGINE FOR CLICKSTREAM ANALYSIS
Although there are many studies, implementations and proposals for efficient and effective data mining algorithms, data cube engines requires fast response due to its nature of interactive mining. Thus, it poses new challenges on efficient implementation.
The main goal of this system is to develop a data cube engine based on data mining and OLAP techniques with abilities to analyze specialized clickstreams from specialized data cubes. In addition, using this engine, it will be possible to:
-create efficient data cube structures for effective pattern behaviour analysis.
-create efficient data cube structures for pattern usage analysis.
-perform efficient OLAP operations for effective exploration of data cubes.
-perform efficient mining techniques for effective discovery and understanding of clickstream data cubes.
In fact, we believe that these features will allow users to carry out several web usage mining tasks such as mentioned previously in Section 1. Our motivation in this data cube approach relies not only on the implementation issues behind such integration of OLAP and mining techniques, but on the configuration, handling and deployment of data cubes for e-commerce purposes. It was set up for the success of our approach the following steps to support this and other tasks related to e-commerce web sites: -Development of new data mining process, to carve any portion of data sets at multiple levels of abstraction, using OLAP operations, like drilling, dicing/slicing, pivoting, filtering; or a set of partial results; the final result must to consist in an analytical data mining engine on data cubes from specialized "clickstreams".
-New data mining techniques must to be studied to provide effective and efficient analytical data mining on data cubes.
-Gathering knowledge about visualization tools, to describe data mining results, and help users monitor the progress of data mining and interact with the mining process.
-Supporting for dynamic selection of mining functions is also important.
-If it is necessary, improve enhancements on data quality process to achieve high quality on data sets, before feeding the data cubes.
-New perspectives on pattern usage analysis at e-commerce sites using web technologies must to be explored.
-Gathering knowledge about user's interaction and utilization on e-commerce sites.
Implementation Guidelines
It is expected that special attention should be paid to the following implementation considerations to the successful of this approach, as mentioned in ).
-Modularized design and standard APIs. It is expected that an OLAM system may integrate a variety of data mining modules with different kinds of data cubes and visualization tools.
-Support of OLAM by high performance data cube technology. High performance data cube technology is critical to on-line analytical mining in data warehouses. In spite of, since a mining system may need to compute the relationships among a good number of dimensions or examine the fine details, but such data may not always be materialized beforehand, it will be necessary to dynamically compute portions of data cubes on the fly.
-Constraint-based on-line analytical mining.
On-line analytical mining requires fast response upon data mining tasks requests whereas most data mining requests are querybased, or constraint based.
-Progressive refinement of data mining quality. There is a wide spectrum of data mining algorithms: some are fast and scalable but may not be of as high quality as some relative expensive ones.
-Layer-shared mining with data cubes. Since each dimension of data cube represents an organized layer of concepts, data mining can be performing by first examining the high levels of abstraction and then progressively deepening the mining process towards lower levels of abstraction.
-Bookmarking and backtracking techniques.
The OLAM paradigm offers to user a complete freedom to explore and discover knowledge by applying any sequence of data mining algorithms with data cube navigation. It would be useful if he can set bookmarks: if a discover path proves uninteresting, he can return to a previous state and explore other alternatives. -We assume that with these considerations it will be possible to develop an OLAM engine to support effective clickstream analysis, indeed, through its implementation we believe to create effective ways for analyzing web usage patterns from several web sites.
Based on all the considerations above next section we introduce our data cube alternative for analyzing clickstreams.
The Engine
In way to attend the requirements previously mentioned, the data cube engine has been built in five modules (Figure 2 ): -Cube Definition. In this module is defined the data source which it will be used for creating the data cube. Then, it is possible to model the cube, which means designing dimensions and measures. Also, some hierarchies are defined as well as some OLAP operations.
-Cube Evaluation. It is responsible for evaluating cubes generated, which means to verify if all the constraints and the requirements on the cube definition engine are satisfied.
-Query Definition. This module is responsible for describing the query for exploring data cube using OLAP operations. And sometimes, interchange these OLAP operations with mining techniques.
-Query Evaluation. This module acts in the same way as the cube evaluation module. But, in this case, it analyzes the query with constraints and definitions of the data cube that would be explored, checking the consistency and presenting query results.
-Cube Mining. This system's module must be used for mining data cube using the techniques available inside the engine. This module is also used when some mining query is required by the query evaluation module.
The process of analyzing clickstreams, using data cube structures, begins with some ETL tasks on the clickstream. Next, a ROLAP database is used for storing the clickstreams. As long as the clickstream are available on the database it is possible to perform exploratory analysis using data cubes. Besides, before any kind of exploration over data cubes a multidimensional structure needs to be built. This is supported using data cube definition module.
Our clickstream data cube definition includes the following attributes: -Page_dimension, which describes the characteristics of the page and consists of: page_id and page_file_name.
-Time_dimension, this is the traditional time dimension in the data warehouse, integrating the information about the day, hour, minute, seconds.
-Date_dimension the traditional time dimension in the data warehouse including attributes such as day, month, quarter, year.
-User_agent dimension, which indicates the agent that made the request on a pre-built hierarchy of known crawlers and browsers.
-Referre_dimension, which describes how the user arrived at the current page which consists of:
referral_id, referring_url and referring_domain.
-Request_dimension, this attribute describes how the customer arrived at the current page.
-Session_dimension, which provides one or more levels of diagnosis for the user's session.
Building this clickstream data cube allows the application of OLAP operations, to view and analyze the clickstreams from different angles, derive ratios, compute measures across many dimensions. The data cube structure offers analytical modelling capabilities, including a calculation engine for deriving various statistics, and a highly interactive and powerful data retrieval and analysis environment. It is possible to use this engine to discover implicit knowledge in the clickstream data cube. The knowledge that can be discovered is represented in the form of rules, tables, charts, graphs, and other visual presentation forms for associating or classifying data from clickstream data cube (Figure 3 ).
CONCLUSIONS AND FUTURE WORK
Collecting and mining clickstreams from ecommerce web sites has become increasingly important for targeted marketing, promotions, and traffic analysis. We recognize that web log mining solutions must scale to meet the requirements of huge data volumes and data flow rates encountered in these applications. We have discussed several important implementation issues, and have purposed a data cube approach that addresses these issues.
In this paper, we have discussed some implementation issues on on-line analytical mining, specifically on the data cube engines and its desired functions. In fact, the observations mentioned in (Chen et al., 1999) (Chen et al., 2000) (Han et al., 1997 ) motivated us to study the desired way to perform data cube mining and its efficient implementation. As a result, we present our data cube mining engine proposal, which contains some guidelines and perspectives of research in applying data cube techniques for analyzing clickstreams. We are currently working on new data mining techniques to provide effective and efficient analytical data mining on data cubes.
