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Abstract 
A connection is made between the Two Machine Flow Shop Problem (2MFSP) from 
job scheduling theory and the issue of quasicomplete factorization of rational matrix 
functions. A quasicomplete factorization is a factorization into elementary (i.e.. degree 
one) factors such that the number of factors is minimal. For a companion based matrix 
function IV, the number of factors in a quasicomplete factorization of W is related in a 
simple way to the minimum makespan of an instance J of 2MFSP which can be associated 
to IV. As a consequence of this result, variants of the ZMFSP and other types of factor- 
ization can be related too. 0 1998 Published by Elsevier Science Inc. All rights reserved. 
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1. Introduction 
Let W be a rational n x n matrix function satisfying the assumption (stan- 
dard in this paper) that W(W) = In, where Z, is the n x n identity matrix. By 
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results of DeWilde and Vandewalle [lo], such a function always admits a fac- 
torization into elementary factors, i.e., a factorization of the form 
w(l) = L +&RI ... (.I)(- I,,+&R,v , 
where al,. . . , GIN are complex numbers, and RI, . RN are matrices of rank one. 
Such a factorization is called quasicomplete if the number of elementary factors 
is minimal for the rational matrix function under consideration. The number of 
elementary factors arising in a quasicomplete factorization of W is denoted by 
p(W). Using realization theory, Zuidwijk [21,22] described quasicomplete fac- 
torizations and reproved the result by DeWilde and VandeWalle. One of the 
further results in this direction is given by Corollary 5.7 in the present paper. 
An important integer associated with a rational matrix function W is the 
McMillan degree 6(W) of W: the number of poles of W counted according 
to pole multiplicity. Elementary rational matrix are rational matrix functions 
with McMillan degree one. The McMillan degree satisfies a sublogarithmic 
property, i.e., 6( W, W2) 6 6( WI) + 6( W2). Therefore, if W = W, . W, is a quasi- 
complete factorization for W, hence p = p(W) and 6( 4) = 1 for j = 1, : p, 
then 6(W) 6 c/“=l 6(q) = p(W). 
A quasicomplete factorization W = WI . W, is called a complete factoriza- 
tion whenever p(W) = 6(W). In fact, a complete factorization is a minimal fac- 
torization into elementary factors (cf. [2]). Contrary to the case of 
quasicomplete factorization, a complete factorization need not exist for a given 
rational matrix function. These matters will be discussed in more detail in Sec- 
tion 2. We also refer to [2,4,22]. 
In this paper, we study the connection between quasicomplete factorization 
and the Two Machine Flow Shop Problem (2MFSP). The latter is a combina- 
torial job scheduling problem: two machines have to process a number of jobs 
taking into account certain precedence relations. The aim is to do so in a min- 
imal amount of time, the so-called makespan. In Section 3, we make this more 
precise. 
The connection between quasicomplete factorization and 2MFSP is made 
via companion based matrix functions. A companion based n x n matrix func- 
tion W is a rational IZ x n matrix function that admits a minimal realization 
W(i) = z, + C(Wm -A))‘& 
where the m x m matrices A and A” = A - BC are first companion matrices. 
The class of companion based matrix functions is studied by Bart and Kroon 
[6], who also indicate a connection between the problem of complete factoriza- 
tion of companion based matrix functions and 2MFSP. In particular, they 
prove that with each companion based matrix function W one can associate 
an instance J of 2MFSP and vice versa. Furthermore, iJ’ W is a companion 
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husrd matris jimction and J is the associated instance oj’2MFSP, then W admits 
complete ,fLctorization if and only if p(J) - 1 < 6( IV). Here 6( IV) denotes the 
McMillan degree of W and p(J) denotes the minimum makespan of J. This re- 
sult can be viewed as a reformulation of a result on companion matrices that 
was obtained earlier by Bart and Hoogland [4]: see also [9]. 
In the present paper, this result is generalized by establishing the following 
connection between quasicomplete factorization of companion based matrix 
functions and 2MFSP: If W is a companion based matrix .function and J is 
tile ussociated instance of 2MFSP, then the number of’ elementary, .fkctors 
P( w occurring in a quasicomplete ,filctorixtion oj w equu1.s 
max{/l(J) - 1,6(W)}. The latter result indeed generalizes the former, since it 
implies that a companion based matrix function W admits complete factoriza- 
tion (i.e., f)(W) = h(W)) if and only if p(J) - 1 < S(W). 
The results of the present paper are also closely connected to the results 01 
Bart and Kroon [7]. In the latter paper, a connection is described between min- 
imal factorizations of companion based matrix functions that are optimal in a 
certain sense and variants of 2MFSP. In particular, it is shown how variants of 
2MFSP can be used to find a minimal factorization of a companion based ma- 
trix function where the maximum McMillan degree of the factors is minimal, 
or a factorization with a maximum number of factors. Both variants of 2MFSP 
receive attention in Section 6 of the present paper in combination with the 
main result of this paper. 
The present paper is organized as follows: In Section 2 we provide material 
on factorization of rational matrix functions. and in Section 3 we give a de- 
scription of 2MFSP. In Section 4 we present the main result of this paper al- 
ready indicated above. In Section 5 we provide its proof. The paper is 
concluded with Section 6, in which a connection is made between optimization 
problems from [6,7] and quasicomplete factorization. 
It should be noted that most examples in this paper involve companion 
based 2 x 2 matrix functions of the type discussed by Bart and Kroon [5]. 
However. the results of this paper are also valid for companion based matrix 
functions of arbitrary dimension. 
We finish this introduction with some remarks on the notation that is used 
in this paper. Whenever useful, we shall identify a matrix with its action as a 
linear mapping relative to the standard bases. For an 11 x m matrix B, we de- 
note its nullspace by Ker B and its range by Ran B. The linear span of a set 
.‘I’ of vectors in a given linear space is denoted by span .‘I. If T = (T,,):, _, is 
an m x nz matrix, then CJ( T) denotes the spectrum of T, i.e., the set of eigenval- 
ues of T in the complex plane @. The complement p(T) = C \ cr( T) of the spec- 
trum is called the resolvent set. The n x II identity matrix is denoted by I,,, while 
the symbol 0 stands for a rectangular matrix with zero entries, the size of 
which will always be clear from the context. 
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2. Rational matrix functions and factorization 
In this section we present some background material on rational 12 x iz ma- 
trix functions that is used in this paper. We also describe complete and quasi- 
complete factorization of rational matrix functions. It should be noted that 
throughout this paper all rational n x n matrix functions are assumed to be an- 
alytic at 0~) with value Z,,, the n x n identity matrix. Relevant references are 
[2,3,10,13,15-17,201. 
Let W be a rational IZ x n matrix function (which, according to the standing 
assumption above, is analytic at cc with W(c0) = 1,). By a realization of W we 
mean a representation of the form 
w(n) = z, + C(?& -&‘B, (1) 
where A is an m x m matrix, B is an m x n matrix and C is an n x m matrix. It is 
always possible to find such a representation (cf. [2], and the references given 
there). 
If (1) is a realization of W, then 
W-‘(L) = Z, - C(& -A + BC)-‘B (2) 
is a realization of the rational matrix function W-’ given by W-‘(n) = W(L)-‘. 
It is customary to write A” for the matrix A - BC. With this notation (2) be- 
comes W-‘(i) = Z, - C(J.Z,,, - A”)-‘B. 
The smallest possible m for which a given rational matrix function W admits 
a realization (1) is called the McMiZZan degree of W and is denoted by 6(W). It 
equals the total number of poles of W counted according to pole multiplicity. A 
precise description of the notion of pole multiplicity, which can be found in [2] 
or [5], is not necessary for a proper understanding of this paper. Note that 
6(W) = 0 if and only if W(1) = Z, for all /2. 
The realization (1) is called minimal if m = 6(W). Minimal realizations are 
essentially unique: if (1) is a minimal realization of W, then all minimal realiza- 
tions of W can be obtained by replacing A, B and C by SAS-‘, SB and CS-’ re- 
spectively, where S runs through the invertible m x m matrices. This result is 
known as the State Spuce Isomorphism Theorem. 
To facilitate later discussions, we associate two polynomials with a rational 
matrix function W. The pole polynomialpw and the zero polynomialp; of W are 
defined by 
pw(i) = (2 - al). . . (2 - CI,), p&(3,) = (3% - a:). . . (A. - HZ), 
whereal,... , cc, are the poles of W counted according to pole multiplicity and 
a;,...,a; are the zeros of W counted according to zero multiplicity, i.e., 
CI;,..., a: are the poles of W-’ counted according to their pole multiplicities. 
Obviously, both pw and p; are manic and have degree m = 6(W). For what 
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follows, it is important to note that, if (1) is a minimal realization of W, then pw 
and pk are the characteristic polynomials of A and A” respectively. 
The McMillan degree 6(W) is sublogarithmic in the following sense: If 
W = w, . . . W, is a factorization of W, then 
cqW)66(wi)+“~+6(K). (3) 
Of special interest are factorizations with equality in (3). These are factoriza- 
tions in which pole-zero cancellation does not occur (cf. [2] or [ll]). They 
are called minimal factorizations. It should be noted that there exist rational 
matrix functions of McMillan degree greater than one without any non-trivial 
minimal factorization. 
A rational matrix function is called elementary if its McMillan degree equals 
one. A complete factorization is a minimal factorization involving elementary 
factors only. Thus a factorization of a rational matrix function W is complete 
if it has the form 
W(2) = 
1 z, + __R, 
A. - a] 
where m is the McMillan degree of W, where xl,. , cc, are the poles of W 
counted according to pole multiplicity, and where RI : . ! R, are n x n matrices 
of rank 1. Not all rational matrix functions admit complete factorization. In- 
deed, the rational matrix function 
1 l/P 
w(;b) = 0 1 ( ) 
has McMillan degree 6(W) = 2, while it is not the product of two elementary 
factors; for details, see Corollary 5.7. On the other hand, it has been shown in 
[lo] that each rational matrix function is the product of a certain number of 
elementary factors. This number may exceed the McMillan degree of the func- 
tion. A quasicomplete jbctorization of a given rational matrix function is a fac- 
torization of the function into a minimal number of elementary factors. We 
denote this minimal number of elementary factors for a given rational matrix 
function W by p(W). In case W admits complete factorization, we get 
p(W) = 6(W). In all other cases, p(W) > 6(W) holds. In fact, it is known [lo] 
that 6(W) < p(W) < 26(W) - 1 for all non-trivial rational matrix functions W. 
An important tool to factorize a given rational matrix into elementary fac- 
tors is the notion of complementary triangular forms. A pair of m x m matrices 
A, Z admits simultaneous reduction to complementary triangular forms, if there 
exists an invertible m x m matrix S, such that F’AS is upper triangular and 
S-‘ZS is lower triangular. We shall not discuss this notion in great detail, 
but refer to [4,21] instead. An important result of Bart et al. [2] shows how 
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complete factorizations can be described using the notion of complementary 
triangular forms: A rational matrix function W with minimal realization 
W(n) = Z,, + C(;lrm - A)-‘B admits complete factorization if and only if the 
pair of matrices A, A” admits simultaneous reduction to complementary trian- 
gular forms. Furthermore, a pair A, Z admits simultaneous reduction to com- 
plementary triangular forms if and only if there exist matching maximal 
invariant nests of subspaces for A and Z respectively. This means that there ex- 
ist collections {Mk}km,O and {Nk}FEO of subspaces in @” with the following prop- 
erties. First, the collections are maximal invariunt nests for the respective 
matrices: 
dim I& = dim Nk = k, Mk C Mk+, ~ Nk C Nk_, , 
A& c Mk zlv, & Nk, 
for 0 < k < m, where we have assumed that M,,,,, = N,+r = C”. In addition, the 
nests should satisfy the matching condition: 
Mk@Nm-k=cm, O<k<m. 
The following result, which we will use in this paper, can be found in [21,22]. 
Proposition 2.1. Let W be a rational matrix function with minimal node 
(A, B, C; m, n). Then W admits a factorization into p elementary factors if and 
only if p > m = 6(W) and there exists an integer K with 0 6 K < p - m and a 
(K, m, p - m - tc)-dilation (A,i, e; pI n) of the minimal node (A, B, C; m, n) such 
that the pair of p x p matrices A and AX = A - ge admits simultaneous 
reduction to complementary triangular jorms. 
Here a node (A, B, C; m, n) is a quintet containing integers m and n, as well as 
an m x m matrix A, an n x m matrix B, and an m x n matrix C. If a rational 
matrix function W admits a realization W(i) = Z, + C(U,,, - A))lB, then 
(A,B, C;n,m) is a node for W. 
A node is minimal if the pair of matrices (A, B) is controllable, i.e., 
Ran B + Ran(AB) +. . . + Ran(A”-‘B) = (I?, 
and the pair of matrices (A, C) is observable, i.e., 
Ker C n Ker(CA) n . . . n Ker(CA”-‘) = (0). 
A node is minimal for a rational matrix function W if W(i) = Z, 
+C(/zI, - A))lB is a minimal realization of the rational matrix function W. 
In fact, a node is minimal for a rational matrix function W if and only if it 
is a node for W and if it is a minimal node. 
A node (A,i, (?; p, n) is a dilation of the node (A, B, C; m, n) if m < p and 
there exists an integer K with 0 < IC 6 p - m such that the matrices A, L? and 
d can be written as 
20 I 
with respect to the decomposition U?’ = Q“‘ 1:) Q”’ ‘_l UYn’+“. If the node 
(2% j. t: ~1; n) is a dilation of the node (A,B. C: 111. n), then n(A) C n(A) and 
I,, + C(>LI,ll - A)-‘B = I,, + C(i.l,, ~ A)-‘B for all i ??,)(A). 
Therefore. if (A. B, C: m, n) is a node for W. then any dilation (A. b. i-: p. ni ot 
the node (A. B. C: m. ti) is also a node for W. 
3. The two machine flow shop problem 
In this section we describe the Two Machine Flow Shop Problem (2MFSP) 
and some properties of the optimal schedules of instances of 2MFSP. In an in- 
stance of 2MFSP there are k jobs that have to be processed by two machines. 
Each job consists of two operations. The first and the second operation of job i 
are called 0) and 0: respectively. The first operation 0: must be processed on 
the first machine, and the second operation 05 must be processed on the second 
machine. Each machine can be processing at most one operation at the same 
time. Furthermore, processing Of on the second machine cannot start until 
processing 0: on the first machine has been completed. 
The processing times of all operations are given and fixed. The processing 
time of 0) is denoted by s, and the processing time of 0; is denoted by t,. Hence 
an instance J of 2MFSP consists of k tuples (s,. t,) specifying the processing 
times of the operations. Throughout this paper we assume that all processing 
times are non-negative integers. This is not a serious restriction. What it 
amounts to is that the processing times are rationals and that the time unit 
is chosen appropriately. Furthermore. in order to avoid trivialities. we also 
assume that for each job j either ,s, or t, is non-zero. 
If we have a feasible schedule (that is, a schedule satisfying the specified 
rules), then the length of the time interval required to carry out all jobs is called 
the mukcspm of the schedule. Now the objective is to find a feasible schedule 
with r~~inimum make.rpun. The minimum makespan of an instance J is denoted 
by /l(J). In the job scheduling literature the makespan is sometimes called the 
nmxirnzm completion time. In that case, the minimally obtainable maximum 
completion time of an instance J is denoted by C’,,,,,(J). 
It is well-known that each instance of 2MFSP has an optimal rzon-t~rc~cnz~~ri~~~, 
schedule (cf. [l]). That is, the optimal schedule has the additional property that. 
once a machine has started processing an operation, it does not start processing 
another operation until the first operation has been completed. It is also 
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well-known that each instance of 2MFSP has an optimal permutation schedule. 
A schedule is a permutation schedule if it is non-preemptive and for all i # j the 
operations q and 0; are processed in the same order as the operations O,! and 
0;. 
These properties of 2MFSP can be proved in a straightforward way by ex- 
change arguments and by using the fact that, given a feasible schedule, an op- 
eration on the first machine can be pushed backward in time without 
violating the predecessor constraints. Similarly, an operation on the second 
machine can be pushed forward in time without violating the predecessor 
constraints. 
An optimal permutation schedule for an instance of 2MFSP with k jobs can 
be obtained by the application of Johnson’s Rule (cf. [1,14]). With Johnson’s 
Rule an optimal permutation schedule is constructed as follows: 
?? Define the sets fi and V, by: V, = {j 1 Sj < ti} and fi = {j 1 s, 2 tj}. 
?? Put the jobs in V, in order of increasing Sj, and put the jobs in V2 in order of 
decreasing tj. 
?? Process the jobs in VI first, and process the jobs in V2 thereafter. 
Sorting the jobs in the sets fi and V, can be accomplished in cO(k log k) time. 
Thus the running time of Johnson’s Rule is 8(k log k). Therefore 2MFSP be- 
longs to the class of easy problems that can be solved in polynomial time (cf. [12]). 
4. The connection: Description of the results 
In this section we describe the connection between quasicomplete factoriza- 
tion of companion based matrix functions and 2MFSP. Recall that a compan- 
ion based matrix function W admits a minimal realization w(1) = Z, 
+C(& - A))‘B with A and A” = A - BC of first companion type. First, we in- 
dicate how an instance J of 2MFSP can be associated with a companion based 
matrix function W. Thereafter, we describe how the associated instance of 
2MFSP can be used to determine the number of elementary factors in a qua- 
sicomplete factorization of the companion based matrix function W. 
To that end, let W be a companion based n x n matrix function and let J be 
an instance of 2MFSP with k jobs (sj, tj) where, for j = 1, . . . , k, either Sj or tj is 
positive. We say that J is associated with W if the pole polynomial pw and the 
zero polynomial ph of W can be written in the form 
pw(ll) = (2 - p$‘(II - /qf2.~. (2 - pJk, 
pt;(L) = (n - /I,)“‘(2 - p2y ‘. . (A- PJk, 
where each /?, is a pole of W, a zero of W (i.e. a pole of W-l), or both 
(j= l,... , k). If lJj is a pole and not a zero of W, then sj = 0 and tj > 0. If 
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p, is a zero and not a pole of W, then .si > 0 and t = 0. If p, is both a pole and a 
zero of W, then Sj > 0 and t, > 0. Note that cl_, s, = cb, t, = 6(W). 
It is obvious that for a given companion based matrix function W there ex- 
ists an instance J of 2MFSP such that J is associated with W. This instance of 
2MFSP is unique up to the ordering of the jobs. 
Conversely, if J is an instance of 2MFSP with k jobs as in the preceding pa- 
ragraph and satisfying xi=, sj = EtZ , tj, then there do exist companion based 
matrix functions W such that J is associated with W. The latter can be seen as 
follows. First, choose k different complex numbers p,. . /i’, in an arbitrary 
way. Next, introduce the polynomials p(3,) = (i - b,)” (3. - /L)” (2 ~ /in )‘” 
and q(i) = 0. - /I,)“’ (jti - /A)“’ . . (A -- Pn)‘“. Finally, define the rational matrix 
function W by 
[ 
1 
W(2) = llP(i.) 
0 1 q(A)/p(i) 
It is not difficult to see that pW = p and p ; = q. Furthermore, W is a compan- 
ion based matrix function (cf. [6]). Therefore, J is associated with W. Also, if R 
is any invertible 2 x 2 matrix, then J is associated with R-’ WR as well. A similar 
construction as described here to produce a 2 x 2 companion based matrix 
function W such that J is associated with W can be used to find an appropriate 
n x n companion based matrix function W. For more details, cf. [5]. 
Furthermore, if J is an instance of 2MFSP that does not satisfy the condi- 
tion J$, sj = C:=, ti, then this condition can be met by the addition of at least 
one appropriate dummy job for which one of the processing times equals 
I C::, s.j - Et=, t,I, and f or which the other processing time equals zero. In this 
way one obtains an instance J’ of 2MFSP that satisfies the desired condition 
and that is essentially the same as J. In particular, /i(J) = p(J’). 
Hence, if J is an instance of 2MFSP. then there exist several companion 
based matrix functions W such that J is associated with W. However, all these 
functions have basically the same properties with respect to quasicomplete fac- 
torization, as will be demonstrated later. So, from the point of view of quasi- 
complete factorization, these functions can be identified with each other. In this 
sense, we have uniqueness here as well. 
Now we are ready to describe the connection between quasicomplete factor- 
ization of companion based matrix functions and 2MFSP. The details are giv- 
en in Theorem 4.1, which presents the main result of this paper. The theorem is 
proved in the next section. 
Theorem 4.1. Let W be a companion based rational matrisfinction and let J he 
the associated instance of ZMFSP, Then the following connection bet~zwn the 
McMillan degree 6(W), the number p(W) of elementury factors in u quusicorn- 
plete factorization qf’ Wand the minimum makespun p(J) of J hold&y. 
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P(W) = maxMJ) - 1, WV. 
Note that Theorem 4.1 states that either W admits a complete factorization 
or p(W) = p(J) - 1. 
5. The connection: Proof 
In this section, we give the proof of Theorem 4.1. The proof has been divid- 
ed into a number of steps. First, we prove that p(W) 6 max{&Z) - 1,6(W)}. 
The reverse inequality is dealt with in the remaining part of this section. We 
start with Lemmas 5.1 and 5.2 which are used in the first part of the proof 
of Theorem 4.1. In the first lemma, e, denotes the mth unit vector in C”. 
Lemma 5.1. Let (A,B,C; m,n) be a node with a controllable pair (A,B) and 
assume that A and AX = A - BC are first companion m x m matrices. Then there 
exists an invertible m x m matrix T such that AT = TA, AXT = TAX and 
Te, E Ran B. 
Proof. The case A # AX is trivial. Indeed, in this case A -AX = BC # 0,. Thus, 
e, E Ran (BC) c Ran B. Therefore, we can take T = I, now. 
Next, we consider the case A = A”. The condition AT = TA implies that 
T = Q(A) is a polynomial in A. It is known (see [IS]) that Q(A) is invertible 
if and only if Q(1&) and PA (3.) = det (JZM - A) do not have any zeros in common. 
In addition, we require Te, = Q(A)e, E Ran B. 
Write rank(B) = r and let xl,. . . ,x, be a basis in Ran B. Since A is a first 
companion matrix, the mapping ($0. ,p,-1) H EYE&’ pjAje, is invertible. 
Therefore, there exist unique polynomials PI, . . , P, with P,(A)e, = xi for 
i= l,...,r. 
We will show that the greatest common divisor gcd (P,, . , P,, PA) = 1. In- 
deed, assume, by contradiction, that there exists c( E @ such that P;(U) = 0 
for i= l,... , r and that PA (a) = 0 as well. P)(M) = 0 implies that xi = P,(A)e, 
E Ran(A - CXZ,~) for i = l? . . . r. Consequently, Ran B = span{x, , :x,.} 
c Ran(A - al,). This implies that 
Ran( A - al, B) cRan(A-xl,). 
Further, PA(&) = 0 means that x is an eigenvalue for A, so Ran(A - al,) # Cm. 
On the other hand, the controllability of the pair (A; B) is equivalent to 
rank( A - i-Z* B) =m 
for all i E @ (see [4]). A contradiction has been obtained, and hence 
gcd (PI, . . . , Pv, PA) = 1. Now it is not difficult to see that there exist complex 
numbers ,!I,, . . , /I,. such that Q = CL=, p,P, satisfies gcd (Q, PA) = 1. Define 
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T = Q(A). Then AT = TA holds true. and gcd (Q, &) = I implies that T is inv- 
ertible. Finally, 
This proves the lemma. 0 
Lemma 5.2. Let W be a companion based rational motris jimction and let J hcl 
the ussociated instance oj’2MFSP. Furthermore, let kV(i.) = I,, + C(/.I, - A) -‘B 
be u minimal reulixtion of W wtith A and A” first compunion matrices. Then the 
rni~~imutn rnukespan p(J) of the instance J coincides ,vith the minimul integer 
wlue p 3 t?z,ftir Izhich there exist spectrul vectors (21 ~ . rrr,)T and (x7 . . x,Q )T 
fbr A and A ’ such that 
CI, # Xii % fori+j<2m-Ii+ 1. 
If the ordering condition in the lemma can be achieved for p < m, then the 
minimum makespan equals m. Observe that this obvious instance is included in 
the statement of the lemma. Indeed, in such a case, the ordering condition can 
also be achieved for b = m. 
Proof of Lemma 5.2. Let 11 > nz be an integer such that the vectors (~1, x,,,) ’ 
and (c(; ~. , x,:)~ satisfy xi # xJ” whenever i t ,j G 2m - p + 1. We will now 
produce a feasible schedule for J. To that end, the jobs are first labelled by the 
x’s and ax’s Now the jobs can be processed in the following schedule. which is 
not necessarily a permutation schedule. Job x(, is processed on machine 1 
during the time interval [m - i. m - i + 1) and job c(). is processed on machine 2 
during the time interval [I( - m +j - 1. p - m + j). Job XT is processed not 
afterjobr,.if~~-m+j~m-i+l.Inthatcase,i+,~~2m-~~+l holdstrue, 
so x, # XT. It follows that the proposed schedule is feasible and that the time 
interval during which processing on the machines takes place is given by [O. ~0. 
In other words, the makespan of this schedule equals p. 
Conversely, let a feasible schedule for J be given with makespan ~1 3 m. WC 
may assume that the jobs on the first machine are processed in the time interval 
[O. m), and that the jobs on the second machine are processed during the time 
interval [IL - m. p). Let xi be the label of the job processed on the first machine 
during the time interval [m - i. no - i + 1) and let 2: be the label of the job pro- 
cessed on the second machine during the time interval [ill - nl + j 
~ I. p - m + j). The feasibility of the schedule implies that a, # XI: whenever 
/1-m++j<m-i+l,Inotherwords,i+j<2m-/(+I. 
By construction, we have shown that the set of integers ~1 3 m representing 
the makespan of a feasible schedule of the instance J and the set of integers 
~1 2 m satisfying the ordering condition on the spectral vectors of W are iden- 
tical. In particular, the conclusion of the lemma follows. 0 
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Proof of Theorem 4.1: First Part. In this first part of the proof of Theorem 4.1, 
we show that p(W) < max{/l(J) - 1,6( IV)}. To that end, let 
W(A) = I,, + C(& - A))‘B be a minimal realization for W such that A and 
Ax are first companion matrices. Now the proof goes along the following lines: 
We assume that the first companion matrices A and AX have spectral vectors 
(c(I). . . > G?z) T and (a;,...,~;)~ respectively, which satisfy the ordering 
condition 
@-i # a;, fori+j62m-p, (4) 
where the integer m < p < 2m - 1 is taken as small as possible. We then con- 
struct a (O? m, p - m)-dilation (A, i, 6; p, n) of the node (A, B, C; m, n) such that 
the pair A, 2’ admits simultaneous reduction to complementary triangular 
forms. By Proposition 2.1, this proves that p(W) 6 p. By the minimality of 
p 3 m, Lemma 5.2 gives that p + 1 coincides with the minimum makespan 
p(J) of the associated instance J of 2MFSP. As a consequence, 
p(W) <P = ,u(J) - 1< max{p(J) - 1, d(W)}. 
Let {y,,... , y,} be a set of complex numbers, disjoint from the spectra o(A) 
and a(A”). By assumption, the pair of matrices (A, B) satisfies the controllabil- 
ity condition 
Ran B + Ran(AB) + . . + Ran(A”-‘B) = Cm. 
The pole assignment theorem (see [ 141) then gives that there exists an n x m ma- 
trix K such that A + BK has spectrum 
As a matter of fact, we may assume that A + BK is a first companion matrix. 
Indeed, by Lemma 5.1, there exists an invertible matrix T with Tp’AT = A, 
T-‘A”T = A” and e, E Ran(T-‘B). If necessary, we replace the matrix B by 
T-‘B and the matrix C by CT. For that reason, we may assume that 
e, E Ran B. Consequently, there exists a vector v E G” such that Bu = e,. If 
we write 
f&A - Zj) = i” + gzjli, fi(A - yj?i) = 2” + gcj2, 
j=l j=O j=l j=O 
then the n x m matrix 
K = ( (aa - co)v (a, -c,)u “. (%I - G-I)U) 
yields the first companion matrix A + BK with eigenvalues y,, . . , y,. In the 
proof, we will only use the first p - m eigenvalues y,, . . . , yp_m of the matrix 
A + BK. Furthermore, it is not difficult to see that the m x (p - m) matrix 
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1 1 
Yl 72 ..’ Yp-m 
x= I:: 
... 1 
. 
..rn~l m-1 
PI Y2 . . . 4 r;:;, 
and the diagonal (p - m) x (p - m) matrix G with diagonal vector 
(y,, . . , yi,_m)T satisfy the equation (A + BK)X = XG. Put F = KX to obtain 
XG-AX=BF. 
Consider the (0: m, p - m)-dilation (A,j, 6; p, 11) of the node (A, B. C; m. n) 
with 
A=(;: y), d=(i). 6=(C F). 
In order to prove p(W) < p, it is sufficient now to prove that the pair A, 
Ax = 2 - &? admits simultaneous reduction to complementary triangular 
forms. To that end, we will construct matching maximal invariant nests of sub- 
spaces for 2 and Ax (see the introduction to this paper and Section 3.1 in [21] 
for more background information). 
First of all, let I’ and V” be the invertible m x m generalized Vandermonde 
matrices such that V-‘AV is upper triangular with diagonal (cI,?. . , x,,,)~ and 
(I’“))‘A” V” is upper triangular with diagonal (x;, , c$)‘. For details on 
(generalized) eigenvectors of first companion matrices, see Exercise 22 on 
p. 69 in [18]. 
Fix k E (0,. . . , m}, and let Mk = Ran( K& [k]) be the k-dimensional invariant 
subspace for A, corresponding to the spectral vector (x1:. . CQ)~. In other 
words, A4k is the span of the first k columns of V. In addition. let 
Mf = Ran( V”E,[k]) be the k-dimensional invariant subspace for A”, corre- 
sponding to the spectral vector (c(; , . c(;)~. We also define the invertible 
p x p matrix 
Next, we define the subspaces 
A& =x (0) 
Ran EP_,[k] ’ 
k = 0,. .p - m. 
k = p - m, . , p; 
r;r,” = (0) 
Ran E,_, [k] 
, k=O . . . . . p-m. 
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k = p - m, . . . , p. 
The nest {A&}{To consists of invariant subspaces for 2, since 
where we have used the fact that XG - AX = BF. Further, {A&?}& is a max- 
imal nest of invariant subspaces for Ax, since 
We will now verify the matching condition 
for k = 0,. . . p. 
Note that the inequalities m<p<2m - 1 imply O<p - m<m<p. If k E 
(0,. . , p - m}, then 
An equivalent statement to &k f’ &‘fPk = (0) is Ran(XE,_,[k])n 
Ran(V”E, [m -k]) = (0). The latter holds, since o(G) n o(A”) = 0. If 
k E {p - m,. ) m}, then 
ifk =Jc Ran(%[k+m-p]) 
>- 
Ax 
Ran( V”E,[m - k]) 
UT-‘” ,,-k = @P” ). 
These spaces match if and only if Ran(VE,,,[k+m-p]) $ 
Ran( VXEnl[m - k]) @ Ran X = C”. This is indeed the case: First of all, 
Ran( KE, [k + m - p]) n Ran( V”E,[m - k]) = (0) follows from the ordering 
condition (4) on the spectral vectors. Secondly, a(G) n a(A) = 
o(G) n a(A”) = v) implies {Ran ( FE, [k + m - p]) @ Ran(V”E,[m -k])} n 
Ran X = (0). 
Finally, if k E {m; . , p}, then 
&=2 RN EnI [k -I- m - p]) ti;_k = (0) 
cfi-“’ Ran@,-, [p - 4) . 
The two spaces match if and only if Ran(XE,_,[p - k]) n 
Ran(VE,[k + m - p]) = (0). This is indeed the case, since a(G) n o(A) = 0. 
We have shown that the pair 2, Ax admits simultaneous reduction to com- 
plementary triangular forms. This concludes the first part of the proof of 
Theorem 4.1. 0 
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The remaining part of this section is devoted to the proof of the reverse in- 
equality p(W) 3 max{p(J) - 1,6( 8’)). Recall that p(W) 2 6(W) is obviously 
true for any rational matrix function. Therefore, it remains to prove that 
P(W) 3 P(J) - 1. 
The main idea of the proof is as follows. To verify that p(W) >, p(J) - 1 or, 
alternatively, that p(J) 6 p(W) + 1, we show that whenever W admits a factor- 
ization into p elementary factors W = WI &;,, we can find a feasible schedule 
of J with makespan /J = p + 1. Thus, the minimum makespan of J satisfies 
p(J) < p + 1. Minimizing the right-hand side of this inequality leads to 
,u(J) < p(W) + 1. We will give the argument in detail by means of three lemmas 
which are put together in a short proof at the end of this section. 
Lemma 5.3. Let m, p and K be integers satisjying m < p < 2m - 1 und 
0 < K < p - m. Furthermore, let (A,B,C;m,n) he a minimal node for the rationul 
matrix junction W, and let (A, i7 C: 4, n) be a (K. m, p - m - k-)-dilation oj’ this 
minimal node such that the pair A, AX admits simultaneous reduction to 
complementary triungular forms. Then there exist maximal invariant nests qf 
subspaces {IV~}~‘~ and {M~}~‘O of A and A” = A - BC respectively, such that 
,for all integers 0 6 k, I< m, either dim (Mk n A4:) < K or dim (I& + IV; ) 3 
2m - p + K. 
Proof. In this paper, we present a concise proof of this lemma. Some details 
(see the claims below) are left to the reader here and can be found in [S]. 
Claim 1: With respect to the decomposition @” = @” @ C” 9 CpPmPK, consid- 
er the partitioned p x p matrix 
AI A12 A13 
A= 
( 1 
0 A A23 > 
0 0 A3 
and define A(a) = (& + C”) n Cc” for a subspace A? c V. Then the following 
statements hold. 
1. If A? is an invariant subspace for 2, then ,?(A?) is an invariant subspace for 
2. ff &’ c fi are subspaces, then A(@ c i.(A), and dim (A(i?)/J.(A?)) 
6 dim (a/A&. 
3. If {kk}n”,O is a maximal invariant nest of subspaces for 2, then {A(A?k)}g=~,, 
contains a maximal invariant nest of subspaces for A. 
Claim 2: Let A? c V, and let the decomposition @” = @” 8 @” @ @pPm-K be 
given. Define i(G) = (A? + C’) n Cm. Let P be the projection onto @O~mPK 
along C=” CB Cm. Then 
dim (Q n C’) + dim i(k) + dim P(G) = dim A?. 
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Claim 3: Given the aforementioned decomposition of Cp and a subspace 
A? c 67’ of dimension dim fi = fi, one may construct a p x 6r matrix 
v, 62 63 
A(A) = 0 v 63 ) 
( 1 0 0 v, 
such that Ran V, = k n C”, Ran V = A(&), Ran & = P(k). 
Using the three claims, we finish the proof of the lemma. We assume that the 
pair of p x p matrices 2, Ax admits simultaneous reduction to complementary 
triangular forms, and let the matching maximal invariant nests for 2 and 2’ be 
given by {A?k}kp,O and {A?~}& 
and {4fit )>a,, 
respectively. Claim 1 implies that {A(A&)}kp,O 
respectively contain maximal invariant nests of subspaces 
for A and A”. It remains to prove the dimension estimates as stated in the lem- 
ma. 
Fix 0 6 k, I < m, and, as in Claim 3, consider the matrices 
I\(n;r)= (a i ;), *(Q;)= (; F 5). 
We distinguish two cases. 
p = rank 0 0 V V” V,, V,; 
( 
v, v,x 62 v,; 63 v,; 
0 0 0 0 & v, 1 
< IC + 2(p - m - K) + rank( V V”). 
This implies dim (A(&&) + A(QF)) = rank(V V” ) 2 p - JC - 2(p - m - K) 
=2m-p+u. 
Case 2: k + I< p, so n;lk n&f; = (0). In this case, 
dim A@&,) + dim A@:) = rank 
(“; 9 
<~+rank( V V”). 
Therefore, dim (A@&) n &I?~)) = dim A@&) +dim A(&?;) -dim (A(&&)+ 
A(A@)) = dim A#&)+ dim A(12;1,“)- rank( V V’) 6 IC. This proves the 
lemma. 0 
Lemma 5.4. Let m, p and K be integers satisfying m 6 p < 2m - 1 and 
0 G K 6 p - m. Furthermore, let {M~}km,O and {M,X}~=:,, be maximal nests of 
subspaces such that either dim (A4k n Al;) < K or dim (A4k + M; ) > 2m - p + K 
for all integers 0 6 k, 1 <m. Then dim (A4k nM;) < K whenever k + I< 
2m-p+2u. 
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Proof. Assume that k + 16 2m - p + 2~. If dim (Mk n Mr) 6 K, then we are 
ready. On the other hand, if dim (Mk+M;) >2m-p+K, then 
dim (Mk n Mi x) <k + I- (2m - p + K) < K. This proves the lemma. 0 
Lemma 5.5. Let m, p and K be integers satisjjing m < p < 2m - 1 and 
0 < K < p - m. Assume that the following condition is satisfied. 
(1) The vectors (al, , c(,)~ and (CL;?. . . , a&,+zk_ ,)T have at most K elements 
in common, counted according to multiplicity, jbr 1 = K + 1, . . .2m - p + K - I 
Then there exist permutations IX and rrX of the set { 1,. . m} such that 
The multiplicity 
plained in detail at 
fori+j<2m-p. (5) 
notion in (t) is probably intuitively clear but will be ex- 
the beginning of the proof of the lemma. 
Proof of Lemma 5.5. Assume that the vectors (~(1:. CX,,,)~ and (a?. . . . , u:)~ 
satisfy condition (i). For 1 = K + I,. ,2m - p + K - 1 and 3 E C, define the 
integers 
~~(1) = #{j / 1 <j< 1, x, = CX}. 
n:(l) = #{j 1 1 <j< 1. LX,? = CX}. 
Thus the integer n,(l), for instance, counts the number of times the complex 
number x E C appears as an element in the vector (XI,. . ~ cq)‘. Further, 
write 
n(l) = Cmin{n,(l),n:(2m -p + 2K - I)}, 
where C, denotes the finite sum over the complex numbers 
a E {LYE}!=‘=, n {a,X}F2,. In terms of these integers n(l), condition (t) can be 
rewritten as 
n(l) < K, forl=Ic+1,....2m-pfti-1. 
Now let K + 1 < 1 < 2m - p + K - 1. We define the n( 1) distinct integers 
1 < tl(l):. . t,(n(l)) < 1 and the n(1) distinct integers 1 <t;(l). 1 
t,F(n(l)) < 2m - p + 2~ - 1 such that CQ) = M$(~) for i = 1,. ,n(l). 
We choose the integers tl (i) and t; ( ‘) I in such a way that they indicate the 
positions of the n(1) ‘leftmost’ common elements in the vectors (CC,, . . ( Cam 
and (IX;, . . CX&,+~~_,)~. Indeed, we start with identifying the n(1) common 
elements in the vectors, counted according to multiplicity. Then we search in 
each of the two separate vectors for these n(1) elements, starting with the 
low-index positions. To make this procedure more clear, we illustrate it in 
the following intermezzo. 
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Example 5.6. The procedure to construct the positions tl(i) and t;(i) is 
illustrated by the following example. Let 1 = 9 and 2m - p + 2~ - 1 = 11. 
Furthermore, let the vectors (~(1, . . . , Q)~ and (a;, . . . , CL&_~+~~_~)~ be given by 
(a, Y> @Y @, P> P1 Y, PI Y)‘, (6, @, a, P, 6,6, B, a, 6, a, 6)T. 
Then the common elements, counted according to multiplicity, are given by 
(a, ~1, CI, p, B)T, so n(l) = 5. If we search for these elements in the vectors starting 
from the left, we find the positions t[(l) = 1, t/(2) = 3, t/(3) = 4, t/(4) = 5, 
t)(5) = 6 and t;(l) = 2, t;(2) = 3, t;(3) = 8, t;(4) = 4, t;(5) = 7. Note that 
the integers t!(i) and t;(i) should indicate positions of one and the same com- 
plexvaluefori= l,... , n(l), so that in general we cannot expect both tl(.) and 
t; (.) to be increasing sequences. 
After this intermezzo, we will prove next that there exist distinct integers 
n(1),...,7r(2m-p-1) and distinct integers 7c”(1),...,7rx(2m-p-1) such 
that 
G(i) # @$i/)> for i+j<2m-p. 
To that end, we define the sets Co, = {t,(j) Ij = 1,. . . ,n(Z)} and 
0; = {t;(j) Ij= l,... ,n(Z)}, and we also put OZ~-~+~ = 0 and 0: = 0. We 
first prove the following claim. 
Claim 1. Zf 16 t < 1 and t @ Or, then t $ C”I+~. 
Proof of Claim 1. To avoid trivialities, we only consider the case 
K + 1 6 1 < 2m - p + K - 1. Assume that 1 < t < 1 and t @ C’l. Furthermore, 
write a = CI~. 
First, note that na(Z) > n,“(2m - p + 2~ - I). Indeed, t # 61, together with 
the way we constructed the positions t[(i) and t;(i), implies that not all a’s 
in the vector (~1,. . . , CI,)~ have been matched with an a in the vector 
($). . ) @;m-,,,,-,JT.f~herf ere ore, the second vector contains the least number 
of u’s. We get n,(l+ 1) 2 &(I) > n,“(2m -p + 2lc - 1) 
> n,“(2m - p + 2~ - I - 1). Therefore, 
min{n,(Z), n,“(2m - p + 2~ - I)} 
2 min{n,(l+ l), n:(2m-p+2K-~- 1)). 
This implies {s E O1+i ~u,=u}~{s~8t~u~=a}. Thus, if l<t,<l and 
t 6 01, then also t @ O,,,. The claim has been proved. 0 
In the same fashion, one can prove the following claim. 
Claim2.Zf l<t62m-p+21c-landtq’O~, thent@OF_l. 
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We will now define the permutations 71 and rcx requested in the lemma. First, 
wechoose ~(1) E {I,...,K+ l}\LIIK+,. Next, if we have chosen n(l), n(s) 
suchthat~~)~{1,...,Ic+j}\6,+jforj=l....,s,thenClaim1impliesthat 
{n(l), . n(s)} and 6K+,7+I are disjoint sets. The union of these two sets con- 
tains s+n(~+s+ l)<s+~ elements, so there exists an integer 
n(s + 1) E { 1,. , K + s + l} which is not in this union. In other words, we 
can choose n(s+1)~{1,...,~+~+1} such that 7~(~+1)#~(j) for 
j = 1,. . . s and such that n(s + 1) +Z (ohSS_r. Proceeding in this manner, we ob- 
tain 2m - p - 1 distinct integers rc( 1). . . . . n(2m - p - 1). 
Furthermore, the given inequality m < p implies 2m - p - 1 < m, and the 
given inequality K < p - m implies n(i) 6 K + i < nz for i = 1, . ,2m - p - 1. 
Thus, by abuse of notation, we can identify the integers n(i) with the values 
of a permutation n of the set { l( , m}. The permutation n can be completed 
in an arbitrary way. 
In the same fashion, we can choose distinct integers 
n”(1) ,... .n”(2m-p-1) such that r?(j) ~{l.... ~~+j}\~&_~+,~, for 
j= l,... .2m - p - 1. As before, we identify these integers with the values of 
a permutation nx of the set { 1, . 1 m}. The permutation 7-r’ can also be com- 
pleted in an arbitrary way. 
Now we still have to prove the conclusion of the lemma. To that end, let 
i + j 6 2m - p. Note that n(i) $ Lr,,+! and n’(j) $ 1°~~~,,+h_,. So, by Claim 2 
and K + i < 2m - p + k: -j, we get rcx (‘J) +Z 6,X,,. By the definition of I’.~., and 
@r+i, the latter implies X,(i) # SI$ ii). Indeed, we have 1 6 n’(j) < K + ,j. Combin- 
ing this with ti+j<2m-p+K-ii, we find l<n”(j)<2m-p+K-i. As a 
consequence, if anti) = ‘x$~) were true, then either n(i) E P,,, or rcx (j) E C’,:.,. 
The lemma has been proved. 0 
Now we are ready to finish the proof of Theorem 4.1. 
Proof of Theorem 4.1: Second Part. Assume that FV admits a factorization into 
p elementary factors W = FVr I+$. By Proposition 2.1, there exists a 
(ti. m, p - m - ti)-dilation (2.B. 6; p, n) of the minimal node (A,B, C: m, rz) 
such that the pair of p x p matrices A. Ax admits simultaneous reduction to 
complementary triangular forms. 
Lemma 5.3 implies that there exist maximal invariant nests {Mk}~ZO and 
{M,“}& of A and A” respectively, such that for all integers 0 <k. I< m, either 
dim (Mk n Id/“) < K or dim (Mk + A4; j 3 2m - p + K. Furthermore, Lemma 
5.4 gives dim (Mk n MT) 6 K whenever k + 1 < 2m - y + 2~. 
Since A and A” are first companion matrices, the latter condition is equiva- 
lent to the following ordering condition: There exist spectral vectors 
(CI, I.. . . Lx,,) T and (a;,...,~;)~ of A and A” respectively, such that for 
/=~+1,...,2m-p+ic-1 the vectors (‘XI * . ‘a,) T and (x;,.... 
z;,,_,,+~~~~)~ have at most K elements in common, multiplicities included. 
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Lemma 5.5 then provides two permutations rr and rcx of the set { 1, . . . , m} such 
that CG+) # a&) wheneveri+j<2m-p=2m-(p+l)+l. 
Finally, Lemma 5.2 yields p(J) < p + 1. Therefore, ,u(J) 6 p(W) + 1. 0 
The results in this section lead to the interesting observation of Corollary 5, 
which shows that the estimate p(W) <26(W) - 1 from [21] is sharp, in the 
sense that for each positive integer m there exists a rational matrix function 
W of McMillan degree 6(W) = m with p(W) = 26(W) - 1. Note that for the 
proof of this corollary only Lemma 5.3 is required. 
Corollary 5.7. The 2 x 2 companion based matrix function 
W(i)= (; ljli.“) 
has McMillan degree 6(W) = m and satisjies p(W) = 24 W) - 1. 
We mention the fact that these rational matrix functions are irreducible in 
the sense that they do not admit any minimal factorization into non-trivial fac- 
tors. 
Proof of Corollary 5.7. First of all, in [21] the inequality p(W) 6 26(W) - 1 is 
shown to be valid for all rational matrix functions. Next, note that a minimal 
realization for W is given by W(1) = I2 + C(Um - A)-‘B, where 
A = AX = J(0; m), the nilpotent upper triangular m x m Jordan block. Since 
J(0; m) is a first companion matrix, it follows that W is companion based. If 
(4&C’;P~2). ( IS a K, m, p - m - K)-dilation of the node (A, B, C; m, 2) for which 
the pair A, Ax admits simultaneous reduction to complementary triangular 
forms, then we know from Lemma 5.3 that there exist maximal invariant nests 
of subspaces {Mk}km,O and {M~}~EO for A and AX respectively, such that for all 
O<k,l<m,either dim (MkfMT) >2m-p+rcor dim (MkflM,X)<~c. 
Since A = A” = J(0; m) has a unique maximal nest of invariant subspaces, 
we get 
dim (Mk + MF) = max{k, I}, dim (Mk I- MT) = min{k, 1}. 
Incasek=l,wefindk32m-p+~ork6k-forallk=O~...,m.Thesein- 
equalities can be satisfied only if there is no ‘wrong gap’ between the integers 
2m-p+Ic and K. In other words, 2m-p+rc<rc+l, or 2m- 16p. Thus 
2m-1=26(W)-l<p(W). 0 
To illustrate quasicomplete factorizations for the irreducible rational matrix 
functions in Corollary 5.7, we shall give explicit factorizations for m = 2 and 
m = 3: 
H. Burt et al. I Linear Algebra and its Applications 278 (1998) 195-219 215 
Although the proof of the main result in [22] provides a more or less construc- 
tive method to find quasicomplete factorizations for these rational matrix func- 
tions, the above factorizations have been obtained using ad hoc methods. 
6. Optimization problems 
In this section, we discuss two optimization problems from [6,7] in relation 
to the main result of this paper, Theorem 4.1. 
Let W be a companion based matrix function and let J be the associated in- 
stance of 2MFSP as described in Section 4. In this section we are looking for 
schedules for J that respect a certain deadline D. That is, all jobs should be 
completed within D time units. Obviously, if D < p(J), then this is only possi- 
ble by relaxing the predecessor constraints of the operations of the jobs. Thus, 
in this case operation 0: of job j may start already on machine 2 before oper- 
ation 0: on machine 1 has been completed. 
In order to make this more precise, we introduce the following notation. For 
a given schedule, the starting time of operation 0)’ is denoted by S(O;), and the 
finishing time of operation 0,” is denoted by F( Oy), where j = 1. . . . , k and 
v = 1,2. Now the infeasibility Yj of job j is defined as 
9, = max{F(Oj) -S(q), O}. 
The first optimization problem is to find an optimal schedule in the following 
sense: An optimal schedule respects the deadline D and minimizes 
max{.f, 1 j = 1, . . . , k}. We write 
y(J) = min max{.gj / j = 1,. . . 1 k}, 
where the maximum is taken over the k jobs and the minimum is taken over all 
possible schedules. Now we give the following result from [6]. 
Lemma 6.1. Let J be an instance of ZMFSP and let D be the deadline to be 
respected. Then y(J) = max{p(J) - D, 0). 
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In [6] it has also been shown that the same permutation schedule that min- 
imizes p(J) also minimizes y(J). In other words, an optimal schedule can be de- 
termined by the application of Johnson’s Rule (cf. Section 3). 
For an n x IZ rational matrix function W, the positive integer p(W) minimiz- 
es the maximal McMillan degree of the factors which appear in a minimal fac- 
torization of W. Thus, 
b(W) = min max 6(W) 1 W = WI . . . W,; 6(W) = 26(q) 
i I 
, 
i=l 
where the maximum is taken over the McMillan degrees of the factors of a 
fixed minimal factorization, while the minimum is taken over all possible min- 
imal factorizations of W. If W does not admit a non-trivial minimal factoriza- 
tion, then /I(W) = 6(W). If W admits complete factorization, then p(W) = 1. 
In [8], the following result has been shown. 
Lemma 6.2. Let W be a companion based rational matrix function and let J be 
the associated instance of 2A4FSP with deadline D = 6(W). Then p(W) = 
max-b(J), 11. 
Lemmas 6.1 and 6.2 together with Theorem 4.1 yield the following result. 
Theorem 6.3. Let W be a companion based rational matrix function. Then 
p(W) -P(W) =6(W) - 1. 
Proof. Let J be the associated instance of 2MFSP with deadline D = 6(W). By 
the two preceeding lemmas, we get /I(W) + 6(W) - 1 = max{y(J) + 6(W) 
-1,6(W)} = max{y(J) +D- 1,6(W)} = max{p(J) - 1,6(W)}. Now Theo- 
rem 4.1 yields p(W) + 6(W) - 1 = p(W). This completes the proof of the 
theorem. 0 
The conclusion of Theorem 6.3 does not hold for arbitrary rational matrix 
functions, as the following example shows. 
Example 6.4. The rational 3 x 3 matrix function 
1 - l/22 (A + 1)/2A2 -(2A2 + A + 1)/2/23 
W(A) = l/2/2 1 + (2 - 1)/21? (1 - E,)/2;12 
0 0 1 
admits a minimal realization W(A) = Z, + C(U3 - A)-‘B, where B = I3 and 
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It follows that 6(W) = 3 and by the proof of the main result in [22], we get 
p(W) = 4. On the other hand, W is irreducible; it does not admit a non-trivial 
minimal factorization, so /j’(W) = 3. This implies that p(W) - b(W) = 1, while 
6(W) - 1 = 2. 0 
Another optimization problem involves the minimization of the sum of the 
reduced infeasibilities of the jobs. Here the reduced infeasibility of job j is given 
by 
9: = max{F(Oj) - S(05) - 1, O}. 
That is, in this case an infeasibility of one time unit is not counted. The ob- 
jective of this variant of 2MFSP is to find a schedule which respects the dead- 
line D and minimizes J$$. If J is an instance of this variant of 2MFSP. 
then the minimal value of the sum of the reduced infeasibilities for J is de- 
noted by v(J). 
For a rational n x n matrix function W, the positive integer Y(W) maximizes 
the number of factors appearing in a minimal factorization of W. In other 
words, 
Y(W) = max{p 1 W = W, W,: 6(W) = 26(K)}. 
1-l 
Observe that U(W) = 1 if and only if W does not admit a non-trivial minimal 
factorization, and that x(W) = 6(W) if and only if W admits complete factor- 
ization. The following lemma is taken from [7]. 
Lemma 6.5. Let W be a companion based rational matrix function and let J he 
the associated instance of 2MFSP with deadline D = 6(W). Then 
E(W) + v(J) = 6(W). 
We also state and prove the following lemma from [21]. 
Lemma 6.6. Let W be a rational n x n matrix function. Then 
a(W)<226(W) -p(W). 
Proof. Write CI = t$ W) and let W = WI . W, be a minimal factorization of W, 
then 
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p(W) <&II) <2(26(R) - 1) = 26(W) - a(W). 
i=l i=l 
This proves the lemma. 0 
From Lemmas 6.5 and 6.6, we may conclude that, if W is a companion 
based rational matrix function and J is the associated instance of 2MFSP with 
deadline D = 6(W), then 
v(J) = 6(W) -a(W) > p(W) -6(W). (6) 
It is worth mentioning that whatever connection there might be between the 
integers v(J) and p(W), it needs to be of a non-trivial nature. This is due to 
the fact that the problem of finding p(W) is solvable in polynomial time, while 
the problem of determining v(J) is NP-hard [19]. 
As a consequence, the inequality in (6) will not be an equality for each com- 
panion based matrix function W and its associated instance J of 2MFSP. The 
latter is illustrated by the following example that also appears in [7]. 
Example 6.7. Consider the following companion based matrix function 
W(A) = ( 1 l/(n + 1)4(A - 1)6 0 n’/Q. + l)(/? - 1)2 ) 
with McMillan degree 6(W) = 10. It is not difficult to see that the associated 
instance J of 2MFSP contains three jobs, namely the jobs (si, tl) = (3,4), 
($2, t2) = (4,6L and (s3, t3) = (3,O). Furthermore, the instance J has 
D = 6(W) = 10. 
By means of Johnson’s Rule it has been established in [7], Example 2, that 
/I(W) = 3. This implies p(W) - 6(W) = /l(W) - 1 = 2. On the other hand, Ex- 
ample 3 in the same paper shows that v(J) = 3. In this manner, we get 
v(J) > P(W) - VO 
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