Abstract. We formulate a new atomistic/continuum (a/c) coupling scheme that employs the boundary element method (BEM) to obtain an improved far-field boundary condition. We establish sharp error bounds in a 2D model problem for a point defect embedded in a homogeneous crystal.
Introduction
Atomistic-to-continuum (a/c) coupling is a class of multi-scale methods that couple atomistic models with continuum elasticity models to reduce computational cost while preserving a significant level of accuracy. In the continuum model coarse finite element methods are often used. We refer to [13] and the references therein for a comprehensive introduction and a framework for error analysis.
The present work explores the feasibility and effectiveness of employing boundary elements in addition to the existing a/c framework to better approximate the far-field energy which is most typically truncated. Specifically we combine a quasi-nonlocal (QNL) type method with a BEM, in a 2D model problem.
The QNL-type coupling, first introduced in [19, 6] , is an energy-based a/c method that introduces a interface region between the atomistic and continuum model so that the model is "free of ghost-forces" (a notion of consistency related to the patch test, see §2.2). The first explicit construction of such schemes for two-dimensional domains with corners is developed in [17] for a neareast-neighbour many-body site potential. We call this coupling scheme "G23" for future reference. An error analysis of the G23 coupling equipped with coarse finite elements of order two or higher is described in [5] .
The boundary element method is a numerical method for solving linear partial differential equations by discretising the boundary integral formulation. For a general introduction and analysis we refer to [21] . In the present work we first approximate a nonlinear elasticity model by a quadratic energy functional which is then discretised by the BEM.
The idea of employing a BEM-like scheme to model the elastic far-field is not new. For example, in [10, 20] an atomistic Green's function method is employed to determine a far-field boundary condition which yields a sequential multi-scale scheme, while [22, 11] formulate concurrent multi-scale schemes coupling atomistic mechanics to a Green's function method. In this setting, a preliminary error analysis can already be found in [8] . By contrast, our new scheme employs a BEM, i.e., a continuum elasticity Green's function approach to model the elastic far-field. Moreover, our formulation allows a seemless transition between atomistic mechanics, Date: September 27, 2017. HW was supported by MASDOC doctoral training centre, EPSRC grant EP/H023364/1. CO was supported by ERC Starting Grant 335120. Figure 1 . The lattice (circles), its canonical triangulation (dashed lines) and the six nearest-neighbour directions (arrows). This illustration is taken from [5] .
nonlinear continuum mechanics (FEM) and linearised continuum mechanics (BEM). This flexibility is particularly interesting for an error analysis since we are able to determine quasi-optimal error balancing between the two difference approximations.
To conclude the introduction we remark that the BEM far-field boundary condition can of course be employed for other A/C coupling schemes as well as more complex (in terms of geometry and interaction law) atomistic models, but in particular the latter generalisation requires some additional work. With this in mind, the present work may be considered a proof of concept.
1.1. Outline. In the present work we estimate the accuracy of a QNL-type atomistic/continuum coupling method employing a P1 FEM in the continuum region and P0 BEM on the boundary against an exact solution obtain from a fully atomistic model. We review the atomistic model in § 2.1, the QNL coupling scheme in § 2.2 and § 2.3, and the modification to incorporate a BEM for the elastic far-field in § 2.4. In §3 we collect notation, assumptions and preliminary results required to state the main results in § 4. We then deduce the optimal approximation parameters (atomistic region size, continuum region size, FEM and BEM meshes) in §4. 4 . We will conclude that omitting the FEM region entirely yields the best possible convergence rate.
Method Formulation
2.1. Atomistic model. In order to employ the G23 coupling in [17] , we follow the same model construction therein. We consider an infinite 2D triangular lattice as our model geometry, Λ := AZ 2 , with A = 1 cos(π/3) 0 sin(π/3) .
We define the six nearest-neighbour lattice directions by a 1 := (1, 0), and a j := Q j−1 6 a 1 , j ∈ Z, where Q 6 denotes the rotation through the angle π/3. We equip Λ with an atomistic triangulation, as shown in Figure 1 , which will be used in both error analysis and numerical simulations. We denote this triangulation by T and its elements by T ∈ T . In addition, we denote a := (a j ) 6 j=1 , and Fa := (Fa j ) 6 j=1 , for F ∈ R m×2 .
We identify a discrete displacement map u : Λ → R with its continuous piecewise affine interpolant, with weak derivative ∇u, which is also the pointwise derivative on each element T ∈ T . For m = 1, 2, 3, we define the spaces of displacements as
We equipU 1,2 with the H 1 -semi norm and denote u U 1,2 := ∇u L 2 (R 2 ) . From [15] we know that U 0 is dense inU 1,2 in the sense that, if u ∈U 1,2 , then there exist
For a map u : Λ → R m , we define the finite difference operator
.., 6}, and
(2.1)
We assume that the atomistic interaction is represented by a nearest-neighbour many-body site energy potential V ∈ C r (R m×6 ),r ≥ 5, with V (0) = 0 and
In addition, we assume that V satisfies the point symmetry
is well-defined. We need the following lemma to extend E a toU 1,2 to formulate a variational problem in the energy spaceU 1,2 ,
→ R is continuous and has a unique continuous extension toU 1,2 , which we still denote by E a . Moreover, the extended
Proof. See Lemma 2.1 in [8] .
We model a point defect by including an external potential f ∈ C r (U 1,2 ) with ∂ u( ) f (u) = 0 for all | | ≥ R f , where R f is the defect core radius, and f (u+c) = f (u) for all constants c. For instance, we can think of f modelling a substitutional impurity. See also [12, 14] for similar approaches.
Then we seek the solution to
For u, ϕ, ψ ∈U 1,2 we define the first and second variations of E a by
We define analogously all energy functionals introduced in later sections. This illustration is taken from [5] .
2.2. GR-AC coupling. The Cauchy-Born strain energy function [13, 7] , corresponding to the interatomic potential V is
where Ω 0 := √ 3/2 is the volume of a unit cell of the lattice Λ. Hence W (F) is the energy per volume of the homogeneous lattice FΛ. It is shown in [9] that, in a triangular lattice with anti-plane elasticity, ∇ 2 W (0) = µI 2×2 for some constant µ > 0 (the shear modulus), which will be used in the formulation of BEM in later sections.
Let A ⊂ Λ be the set of all lattices sites for which we require full atomistic accuracy. We define the set of interface lattice sites as I := ∈ Λ \ A + a j ∈ A for some j ∈ {1, . . . , 6}
and we define the remaining lattice sites as C := Λ \ (A ∪ I). Let Ω be the Voronoi cell associated with site . We define the continuum region Ω c := R 2 \ ∈A∪I Ω ; see Figure 2 . We also define Ω a and Ω i analogously. A general form for the GRAC-type a/c coupling energy [6, 17] is
where
The parameters C ,j,i are determined such that the coupling scheme satisfies the "patch tests":
E ac is patch test consistent if it satisfies both (2.4) and (2.5).
For simplicity we write
. Following [17] we make the following standing assumption (see Figure 3 for examples). Figure 3 . The first two configurations are allowed. The third configuration is not allowed as the interface atom at the corner has no nearest neighbour in the continuum region, and should instead be taken as an atomistic site. This illustration is taken from [5] . Figure 4 . The geometry reconstruction coefficents λ x,j at the interface sites. This illustration is taken from [5] .
(A0) Each vertex ∈ I has exactly two neighbours in I, and at least one neighbour in C.
Under this assumption, the geometry reconstruction operator R is then defined by
see Figure 4 . The resulting a/c coupling method is called G23 and the corresponding energy functional E g23 . It is proven in [17] that this choice of coefficients (and only this choice) leads to patch test consistency (2.4) and (2.5).
For future reference we decompose the canonical triangulation T as follows:
T C : = {T ∈ T | T ∩ (I ∪ A) = ∅, } and
(2.6) 2.3. The finite element scheme. In the atomistic region Ω a and the interface region Ω i , the interactions are represented by discrete displacement maps, which are identified with their linear interpolant. In these regions there is no approximation error.
On the other hand, as formulated in (2.3), the interactions are approximated by the Cauchy-Born energy in the continuum region Ω c h .
Let K > 0 be the inner radius of the atomistic region,
where B r denotes the ball of radius r centred at 0. We assume throughout that K ≥ R f to ensure that the defect core is contained in the atomistic region.
Let Ω h be the entire computational domain and N > 0 be the inner radius of Ω h , i.e., N := sup r > 0 | B r ⊂ Ω h . Let T h be a finite element triangulation of Ω h which satisfies, for T ∈ T h ,
In other words, T h and T coincide in the atomistic and interface regions, whereas in the continuum region the mesh size may increase towards the domain boundary.
We observe that the concrete construction of T h will be based on the choice of the domain parameters K and N ; hence we will write T h (K, N ) to emphasize this dependence. To eliminate the possibility of extreme angles on elements, we assume throughout that the family (T h (K, N )) K,N is uniformly shape-regular, i.e., there exists c > 0 such that,
and that the induced mesh on Γ h := ∂Ω h is uniformly quasi-uniform. Hence in the analysis we can avoid deteriorated constants in finite element interpolation error estimates. In later sections we will again drop the parameters from the notation by writing T h ≡ T h (K, N ) but implicitly will always keep the dependence.
Similar to (2.6), we denote the atomistic, interface and continuum elements by We define the finite element space of admissible displacements as
2.4. GR-AC coupling with BEM. In [5] , we employed finite element methods to approximate the solution. We applied P2-FEM with Dirichlet boundary conditions. To improve the far-field description, we now consider applying a boundary element method to approximate the far-field energy.
Recall that the general form (2.3) of the GR-AC type coupling energy is
In the far-field we can approximate the Cauchy-Born energy by the linearization
(2.9) We seek the minimizer of above energy functional
For numerical simulations, we exploit the boundary integral to represent the quadratic term
In preparation, let
) be the interior and exterior trace operators respectively, then we define
The inf-problem (2.11) can be expressed as an exterior Laplace problem
where u 0 is a constant determined by the inner boundary condition v = γ int 0ū h on Γ h . This exterior Laplace problem can be solved by boundary integrals and be approximated by boundary element methods.
2.4.1. Boundary integrals. In this section, we formally outline how we combine the BEM with a/c coupling. Technical details will be presented in later sections. For a complete introduction to BEM we refer to [21] .
To define Sobolev spaces of fractional order, we use the Slobodeckij semi-norm. Definition 2.1. Let Γ ⊂ R d be a Lipschitz boundary, then for 0 < s < 1, we define
, and
with respect to the duality pairing
Using the Trace Theorem (see Theorem 3.2), we can conclude that for 
where n is the outward unit normal vector to Ω h , i.e. pointing into Ω h . Denote the fundamental solution to the Laplace operator in 2D by G(x, y), i.e.
G(x, y) := − 1 2π log |x − y|.
For y 0 ∈ Ω h and R > 2diam(Ω h ), let B R (y 0 ) be a ball centred at y 0 with radius R. Then, by Green's First Identity, we can solve the exterior Laplapce problem (2.12) using the following representation formula, for
where u 0 is the far-field constant in (2.12). Let us define the following boundary integrals, for
Then for x ∈ Γ h we define
Applying the exterior trace operator and the exterior conormal operator to (2.13) gives, for x ∈ Γ h ,
(2.14)
where by Lemma 6.8 in [21] λ(x) := lim
We observe that the Neumann data γ ext 1 v can be obtained from the Dirichlet data γ int 0ū h via (2.14) and (2.15) up to constant u 0 . To make sure that the operator V is bijective, we need the following restriction on the boundary spaces.
Let us define subspaces
Then Lemma 3.5 shows that V :
is an isomorphism and consequently u 0 = 0.
Remark 2.2.
For any Lipschitz boundary Γ, there exist an unique
Therefore (2.14) gives
Theorem 3.6 establishes that Steklov-Poincaré operator g
(Γ h ) is positive definite. Lemma 3.7 shows that g −1 is in fact in-variant under rescaling. In addition, in order to ensure that the regularity constants are independent of the size of the boundary Γ h , we employ a rescaling argument in Section 3.2 to introduce another fractional norm on the boundary:
By Lemma 3.8 we have that for
where C 1 and C 2 are independent of the radius of Ω h . Now we take in account of the displacement inside Ω h to introduce the following norm for the error analysis.
It is clear that this norm is rescale in-variant.
Boundary element method.
We introduce a numerical discretization scheme to approximate the boundary integral equations. Let
where φ 0 k are piecewise constant basis functions on the discretized boundary with elements
Then we define
We seek the solution to
, and the error estimate ∇u h − ∇ũ a in a suitable norm. For the simplicity of analysis, we impose the following assumption on the boundary Γ h and the atomistic triangulation T :
The boundary Γ h is aligned with the canonical triangulation T in the sense that, for all
(b) Let V FEM be the set of vertices of T h , and V can be the set of vertices of T , then
(A3) is employed in § 7.1.1 for the construction of a dual interpolant. We expect that, without it, the main results are still true, but would require some additional technicalities to prove. For the sake of clarity we therefore impose (A3) to emphasize the main concepts of the error analysis.
Preliminaries
In order to measure the "smoothness" of displacement maps u ∈U 1,2 , we review from [12] a smooth interpolantũ, namely a C 2,1 -conforming multi-quintic interpolant.
u| +A(0,1) 2 is a polynomial of degree 5,
where i ∈ {1, 2} and ∂ a i is the derivative in the direction of a i .
where D is the difference operator defined in (2.1). In particular,
where u is identified with its piecewise affine interpolant.
Proof. This is the same proof as Lemma 6.1 in [5] .
3.1. Properties of Steklov-Poincaré operator. As mentioned in Section 2.4, we require some regularity properties of the Steklov-Poincaré operator g −1 . First of all we have the following trace theorem. < s ≤ 1, the interior trace operator
is bounded satisfying
Proof. This is a standard result, see for example [2] .
The boundedness and ellipticity of the boundary integrals are proved in [4] for Lipschitz domains.
Theorem 3.3 (Boundedness). The boundary integral operators
Proof. See Theorem 1 in [4] .
Theorem 3.4 (Ellipticity).
The operators V and D are strongly elliptic in the sense that, there exists
Proof. This is a special case of Theorem 2 in [4] . In 2D, the far-field constant u 0 vanishes only if the Dirichlet data is in the subspace H 1/2 * (Γ h ). See Appendix A for a full proof.
Proof. This is a consequence of Theorems 3.3 and 3.4 and the Lax-Milgram Theorem. Therefore, with the boundedness and ellipticity, we can prove the positive definiteness of the Steklov-Poincaré operator.
Theorem 3.6.
The Steklov-Poincaré operator g
For positive-definiteness, we use an analogous argument to that in [21] . We first observe that for any u ∈ H 1/2 * (Γ h ), there exists an unique solution v to the Laplace problem
Similar to (2.14) and (2.15), we have the relationships
Combining these two equations we obtain an alternative representation for g −1 :
Consequently we have
3.2.
Re-scaling of the boundary integrals. In the analysis of a/c coupling methods, we are concerned with the convergence rate against the size of the domain. Therefore, we need to explore how boundary integrals scale with the size of the domain. Suppose that f 1 :
where Ω 1 is a Lipschitz domain with radius 1. Let f R : Γ R := ∂Ω R → R 2 and f R (x) := f 1 (x/R), where
Thus we define a re-scaled norm in
Lemma 3.7. Let V 1 , K 1 , V R , K R be the boundary integrals V and K on Γ 1 and Γ R respectively. Denote
Proof. See Appendix B.
Using the re-scaled norm we have the following Lemma.
Lemma 3.8. The Steklov-Poincaré operator g
where C 1 and C 2 are independent of the radius of Ω h .
Proof. The result follows directly from Theorem 3.6 and Lemma 3.7. 
where h is the size of each boundary element and C is independent of the size of
By Theorem 10.4 in [21], we have inf
v h ∈H −1/2 (Γ h ) g −1 u − v h H −1/2 (Γ h ) ≤ ch 3/2 |g −1 u| H 1 (Γ h ) .
Main results

4.1.
Regularity of u a . The approximation error estimates in later sections requires the decay of the elastic fields away from the defect core which follows from a natural stability assumption:
(A1) The atomistic solution is strongly stable, that is, there exists C 0 > 0,
where u a is a solution to (2.2).
Corollary 4.1. Suppose that (A1) is satisfied, then there exists a constant C > 0 such that, for 1 ≤ j ≤ 3,
4.2. Stability. In [16] it is proven that there is a "universal" instability in 2D interfaces for QNL-type a/c couplings. It is impossible to show that δ 2 E g23 (u a ) is a positive definite operator for general cases, even with the assumption (4.1). In fact, this potential instability is universal to a wide class of generalized geometric reconstruction methods. Nevertheless, it is rarely observed in practice. To circumvent this difficulty, we make the following standing assumption:
(A2) The homogeneous lattice is strongly stable under the G23 approximation, that is, there exists C ac 0 > 0 which is independent of K such that, for K sufficiently large,
Because (4.2) does not depend on the solution it can be tested numerically. But a precise understanding under which conditions (4.2) is satisfied is still missing. In [16] a method of stabilizing 2D QNL-type schemes with flat interfaces is formulated, which could replace this assumption, but we are not yet able to extend this method to interfaces with corners, such as the configurations discussed in this paper. From these two assumptions, we can deduce the following stability result when the BEM formulation is added.
where · 2 E is the norm defined in (2.18) and C tot 0 is independent of the size of Ω h . Proof. This is an immediate consequence of the property (3.7) of g −1 :
E . Then we have the following stability estimate. Theorem 4.3. Under assumptions (A1) and (A2) there exists γ > 0 such that, when the atomistic region radius K is sufficiently large, 
Theorem 4.4 (Consistency). If u a is a solution to (2.2), then for all
Proof. See Section 7.6.
Combining Theorem 4.4 with the stability result Theorem 4.3, we obtain the following error estimate.
Theorem 4.5. If u
a is a solution to (2.2) and Assumptions (A1) and (A2) are satisfied then, for K sufficiently large, there exists a solution u h ∈ U * h to (2.21)
Proof. See Section 7.7.
Remark 4.6. The term N −3 is in fact the linearization error. Recall that in (2.9) we approximate the Cauchy-Born strain energy W (∇u) by the linearised elasticity strain energy 1 2 µ|∇u| 2 . The linearization error in first variation can (formally) be estimated by
Taking account of the decay ofũ a from Corollary 4.1, we have
For technical reasons we cannot directly perform such an estimate, but the O(N −3 ) term arises in an indirect way; cf. §7.5.3 and 7.5.4.
4.4.
Optimal approximation parameters. In [5] we discussed the optimization of mesh parameters for P1-FEM and P2-FEM. We now perform a similar analysis for the setting of the present work, including the BEM approximation of the elastic far-field.
Recall that K is the radius of atomistic region Ω a and N is the radius of Ω h . To simplify the discussion we assume that the FE mesh grading is linear, |h(x)| ≈ |x|/K, which unsures quasi-optimal computational cost, up to logarithmic terms. In this setting it is easy to see that the various error contributions in (4.6) are bounded by
The key observation is that the modelling error, which cannot be reduced by choice of N or h is O(K −5/2 ). By choosing N ≤ K + C for some fixed constant, both the FEM and the BEM errors also become O(K −5/2 ), whereas for N K, we obtain that the FEM error contribution becomes O(K −2 ) which is strictly larger. This quasi-optimal balance of approximation parameters means that we ought to remove the nonlinear elasticity region and directly couple the atomistic model to the BEM. The resulting error estimate is
which is the best possible rate that can be achieved for a sharp-interface coupling method. We remark, however, that the interface region (and therefore a thin layer of Cauchy-Born elasticity) cannot be removed entirely since the BEM must be coupled to a local elasticity model (FEM) rather than directly to the atomistic model. Coupling directly to the atomistic model would lead to a new consistency error usually dubbed "ghost forces".
Conclusion
In this work we have explored the natural combination of atomistic, finite element and boundary element modelling from the perspective of error analysis. The conclusion is an interesting, albeit not entirely unexpected, one. The rapid decay of elastic fields in the point defect case |∇ jũ (x)| |x| −1−j means that the continuum model error |∇ 3ũ | and and linearisation error |∇ũ| 2 are balanced. It is therefore reasonble to entirely bypass the nonlinear elasticity model and couple the atomistic region directly to a linearised elasticity model. This observation, as well as additional complexities due to finite element and boundary element discretisation errors are made precise in Theorem 4.5 and in the discussion in § 4.4.
Because the characteristic decay of elastic fields is different for different material defects (or other materials modelling situations) our conclusion cannot immediately applied to other contexts. However in those sitations our analysis can still provide guidance on how to generalise our results and optimally balance approximation errors due to continuum approximations, linearisation, finite element and boundary element approximations.
Proofs: Reduction to consistency
Assuming the existence of an atomistic solution u a to (2.2), we seek to prove the existence of u
and to estimate the error u a − u ac h E . The error analysis consists of a best-approximation analysis ( § 6.1), consistency and stability estimates ( § 6.3). Once these are established we apply a formulation of the inverse function theorem ( § 6.2) to obtain the existence of a solution u ac h and the error estimate.
6.1. The best approximation operator. We define a quasi-best approximation map Π h : C(R 2 ; R m ) → U h to be the nodal interpolation operator, i.e., for Theorem 6.1 (The inverse function theorem). Let U h be a subspace of U, equipped with ∇ · L 2 , and let
such that M, η, γ satisfy the relation 2M η γ 2 < 1.
Then there exists a (locally unique)
and
To put Theorem 6.1 (Inverse Function Theorem) into our context, let
where u a is a solution to (2.2). To make (6.2) and (6.3) concrete we will show that there exist η, γ > 0 such that,
(stability) Ignoring some technical requirements, the inverse function theorem implies that, if η/γ is sufficiently small, then there exists u
Finally adding the best approximation error Π h u a − u a H * gives the error estimate
6.3. Stability and Lipschitz condition. The Lipschitz and consistency estimates require bounds on the partial derivatives of V . For g ∈ R m×6 , define the first and second partial derivatives, for i, j = 1, . . . , 6, by
and similarly for the third derivatives ∂ i,j,k V (g) ∈ R m×m×m . We assumed in § 2.1 that second and higher derivatives are bounded, hence we can define the constants
< ∞, and (6.4)
(6.5)
With the above bounds it is easy to show that
|g j − h j |, and
(6.6)
We can now obtain the following Lipschitz continuity and stability results.
Lemma 6.2. There exists M > 0 such that
where · L denotes the operator norm associated with · E .
7.
Proofs: Consistency 7.1. Interpolants. In this section we introduce two interpolants that are necessary tools for our analysis. 
where we note that the last condition can be imposed because v h ∈ U * h . Next, we adapt the quasi-interpolation operator introduced in [3] to "project" v E h toU 1,2 . Let φ be the piecewise linear hat-functions on the atomistic triangulation T , i.e., the canonical triangulation associated with Λ. Define
where C is the continuum lattice sites as defined in Section 2.2. It is clear that {φ PU } ∈C is a partition of unity of R 2 \ (Ω a ∪ Ω i ). In order to estimate the interpolation error and modelling error in (7.10), we need v − v E h to vanish in Ω a ∪ Ω i and on Γ h . This is made possible due to assumption (A3).
Now we refer to [3] for the contruction of a linear interpolant of v E h ∈ U h . We shall define the interpolant as follows:
Note that with the assumption (A3), we have
We can use [3, Theorem 3.1] to conclude that
h is the extension of v h via the exterior Laplace problem (7.1), we can link its energy norm to boundary norm of v h . By the regularity of g
Therefore we have
7.1.2. Linearized elasticity approximation w. Recall that u a ∈U 1,2 is the exact atomistic solution and Lemma 3.1 shows that there exists a C 2,1 -regular interpolant u a of u a . In order to make use of existing BEM approximation error estimates (3.9), we need the conormal derivative in 
(7.5)
Lemma 7.1. The Dirichlet problem (7.5) has a unique solution and
Proof. From Section 3.1 we know that this exterior Dirichlet problem has a unique solution. To estimate (7.6), we let φ :=ũ a − w, extended by zero to B R then
Next, we use the fact that B is a linearised continuum approximation to the atomistic equilibrium equations. Recalling that u a is an atomistic solution, i.e.,
and that
For B 1 , we apply Taylor's expansion and use ∂ 2 F W (0) = µI to obtain
where the constant C is independent ofũ a and φ. B 2 is the Cauchy-Born modelling error which is well understood, e.g., in [17] it is proven that
hence we obtain
Combining the estimates for B 1 and B 2 yields the stated result.
The second estimate we require for w is for the decay of ∇ 2 w.
Lemma 7.2. Let w be given by (7.5), and R ≤ N , where N is the inner radius of Ω h , then
for |x| ≥ N (7.7)
and in particular,
Proof. Since the auxiliary problem (7.5) involves a circular boundary ∂Ω R , we can exploit separation of variables and Fourier series to estimate ∇ 2 w. We writeũ a and w in polar coordinates asũ
The boundary condition w =ũ a on ∂B R becomes
The Laplace operator in polar coordinates in 2D is given by
Solving the resulting ODE for eachŴ k and taking into account the decay and boundary condition from (7.5), we deduce that
Using the fact that, for p ∈ N and q ≥ 1 + ,
We can now estimate
where in the last line we also used Plancherel's Theorem. Using the fact that |ũ a (x)| |x| −1 we finally obtain
Analogous arguments for ∇ 2 θ w and ∇ r ∇ θ w yield
The first result (7.7) follows from the assumption that R ≤ 2 3 N . The second result (7.8) is an immediate consequence of (7.7).
Consistency decomposition. Given a solution u
a to (2.2) and a discrete test function v h , let Π h u a be as defined in § 6.1, let v = Π * h v h be defined by (7.2), and let w be given by (7.5). Moreover, let
, then we decompose the consistency error into
7.3. The interpolation error. The first part of the consistency error, the interpolation error, has already been estimated in [5] .
Lemma 7.3. The interpolation error can be estimated by
Proof. We split the interpolation error into
The first term can be bounded by a standard interpolation error estimate and the uniform boundedness of
The bound for the second term follows from the exactly same argument as in the proof of [5, Theorem 3.2] . Since the interpolant v defined in (7.2) has property
we can integrate by part in Ω c h without obtaining boundary contributions. Let
Since v 2 is a piecewise-linear quasi-interpolant of v h − v 1 as defined in [3] , a direct consequence of Theorem 3.1 in [3] is that there exists C > 0 such that,
, where w := supp(φ ), Q := 1/|w | w Q(x) dx and d := diam(w ) = 1. With the sharp Poincaré constant derived in [1] , we obtain
On the other hand, v 1 is a standard quasi-interpolant of v h in T c h , which implies that there exists C > 0 such that
. Due to the fact that d = 1 and that each point in R 2 \ Ω a is covered by at most three w , we have
, where we used the following estimate, for some c > 0,
, employing the global bounds (6.4) and (6.5).
7.4. The modelling error. In this section we rely on the following theorem from [17] of the pure modelling error estimate of G23 coupling method.
Theorem 7.4 (G23 modeling error).
For any v ∈U 1,2 we have the G23 consistency error
Furthermore, the second term of the modelling error can be estimated as follows.
Lemma 7.5. For any v ∈U 1,2 we have
Proof. This is a direct result from applying Taylor expansion,
where we use the fact that ∂W (0) = 0 and that ∂ 2 W (0) = µI.
Therefore the modelling error can be estimated by
where we used the face that ∇v L 2 (R 2 ) v h E from (7.4).
7.5. The BEM error. To complete the analysis of our numerical scheme it remains to estimate the BEM error contribution to the consistency error (7.10) . Recall that we need to estimate
where v is the interpolant defined in Section 7.1.1. Recall that v E h solves the exterior Laplace problem (7.1). Then we have
Then the BEM error can be decomposed into
where we use the fact that v h = v E h on Γ h . We will employ stability of g 
Proof. Let u 1 (x) := u(Rx) and Γ 1 be the image of mapping Γ h x → x R . Then, by definitions (3.5) and (3.6), we have
The standard interpolation theorem (see, for example, Theorem 2.18 in [21] ) states that
. Hence the result follows.
Theorem 7.7. Recall that Π h was defined in Section 6.1 as the piecewise linear nodal interpolation operator , then we have,
Proof. This is a direct result of Bramble-Hilbert Lemma. It is worth noting that in fact we only need the tangential part of ∇ 2 v for this estimate.
Thus, using also 14) where, in the last line, we used the fact that N −2 h 1 and that h is quasi-uniform on Γ h .
By the stability estimate (3.8), we have
Therefore we can estimate A 1 as follows 
Since g −1 is positive-definite and bounded by Lemma 3.8, we can link
Recall thatũ
Then by Theorem 3.6 the following exterior Laplace problem has a unique solution
Then arguing exactly as in the proof of Lemma 7.1, we have
In addition, by the positive-definiteness of g −1 in Lemma 3.8 we have
For A 4 , using the stability of g 
Recall that v is the quasi-interpolant of v E h defined in (7.2) . Under the assumption (A3) we know that v E h (x) − v(x) = 0 ∀x ∈ Γ h . So we can use analogous argument to the proof of Lemma 7.3 to get
Summarising all five components of the BEM error estimates (7.15), (7.16), (7.18), (7.19 ) and (7.20) we obtain
7.6. Proof of Theorem 4.4. Finally, recalling the decomposition in (7.10), we add the estimates for all three components (7.11), (7.13) and (7.21) together to get the following estimate. We have, for any
Therefore the result follows. Then Theorem 4.4 gives property (6.2) and Theorem 4.3 gives property (6.3). Then we can conclude that, for K, N sufficiently large, there exists u h ∈ U * h such that G h (u h ) = 0, and
Finally we add the best approximation error
where the last term comes from (7.14). Thus the result follows. 
