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Resumen
Determinar la estabilidad de los controladores, ya sea mediante simulaciones o mediante te´cnicas analı´ticas, es vital en su disen˜o
e implantacio´n. El me´todo analı´tico de estabilidad en el sentido de Lyapunov requiere encontrar una funcio´n candidata, como
criterio suﬁciente pero no necesario para tal ﬁn. Esta funcio´n candidata es elusiva para los controladores borrosos. Se propone,
como posible solucio´n a este problema, cuantiﬁcar la estabilidad de los controladores borrosos mediante el exponente de Lyapunov
(EL) calculado nume´ricamente. Las series de tiempo de la cuales se calculan los exponentes de Lyapunov son obtenidas de la salida
de diversos controladores borrosos tipo Mamdani en lazo cerrado con la dina´mica de la planta no lineal estabilizada en una regio´n
de operacio´n admisible. Los experimentos fueron llevados al cabo mediante la implantacio´n del me´todo nume´rico en la plataforma
MATLAB, integra´ndolo con datos provenientes de la simulacio´n de diversos controladores borrosos. La planta a controlar es el
sistema carro-pe´ndulo invertido modelado con la formulacio´n Euler - Lagrange. En cada experimento se obtuvo la serie de tiempo
correspondiente a la sen˜al de control y se calculo´ el exponente de Lyapunov. Aunque se observan variaciones en magnitud, el
exponente calculado resulta negativo en todos los casos. Esto indica que los controladores difusos tipo Mamdani empleados son
sistemas disipativos. Como trabajo futuro se esboza el empleo del EL en control adaptable. Copyright c© 2015 CEA. Publicado por
Elsevier Espan˜a, S.L.U. Todos los derechos reservados.
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1. Introduccio´n
Determinar la estabilidad de los controladores, ya sea me-
diante simulaciones o mediante te´cnicas analı´ticas, es vital en
su disen˜o e implantacio´n. Si un controlador llegara a perder la
estabilidad, (debido a las condiciones propias de la dina´mica
de la planta y/o incertidumbres del entorno) resultarı´a riesgoso
para los sub-sistemas involucrados. En el campo del control no
lineal el ana´lisis de estabilidad en el sentido de Lyapunov es una
te´cnica ampliamente favorecida para determinar la estabilidad
de los controladores. Debido a que los controladores borrosos
son un caso particular de los controladores no-lineales, es posi-
ble analizar su estabilidad empleando conceptos de dicha teorı´a,
tal como se argumenta en (Al-Hadithi et al., 2007).
De acuerdo con (Haykin and Veen, 2003) (pp. 708) el me´to-
do directo de Lyapunov es una generalizacio´n del concepto de
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energı´a asociado con un sistema meca´nico: un sistema meca´ni-
co es estable si su energı´a es una funcio´n decreciente del tiempo
obligando, de este modo, a un equilibrio natural o inducido a
trave´s de una ley de control. En el me´todo directo (o analı´tico)
se necesita formular una funcio´n escalar similar a la energı´a,
denominada funcio´n candidata de Lyapunov, y corroborar que
e´sta disminuya con el tiempo. La generalidad del me´todo di-
recto de Lyapunov lo hace aplicable a todo tipo de sistemas
retro-alimentados no lineales. Sin embargo, la existencia de la
funcio´n de Lyapunov es suﬁciente pero no necesaria para com-
probar la estabilidad de los controladores.
La funcio´n candidata de Lyapunov es elusiva, en la mayorı´a
de los casos, para los controladores borrosos. Debido a ello, se
propone en este artı´culo cuantiﬁcar la estabilidad de los contro-
ladores borrosos mediante el ca´lculo del exponente de Lyapu-
nov (EL). El concepto del exponente de Lyapunov es una gene-
ralizacio´n del ana´lisis de estabilidad lineal en presencia de per-
turbaciones ya no mediante soluciones en el estado estacionario
sino con una perspectiva dependiente del tiempo. El exponen-
te de Lyapunov ha sido usado para estudiar sistemas dina´micos
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no lineales y es, probablemente, la me´trica ma´s aceptada para
detectar caos, estimar las dimensiones de atractores, y calcular
la entropı´a de un sistema (Dieci and Van Vleck, 2005).
La deﬁnicio´n del exponente caracterı´stico de Lyapunov (λ)
es:
λ = CE( f (t)) = lı´m
t→∞
1
t
In‖ f (t)‖. (1)
Para obtener el exponente caracterı´stico de Lyapunov es ne-
cesario deﬁnir la dina´mica no lineal o la ecuacio´n de estados de
la siguiente manera:
x˙ = f (x)
x˙ = A(t)x
xt+1 = A(t)xt
(2)
Donde f (x) es una funcio´n vectorial y x˙ = A(t)x es un sis-
tema lineal no auto´nomo. Se asume, adema´s, que la funcio´n
A(t) : + → n×n esta´ acotada y la constituyen elementos
no lineales. Ver (M. and L. M., 2005) para ma´s detalles. Las
deﬁniciones anteriores permiten calcular el exponente de Lya-
punov si se conoce la funcio´n que representa al sistema. Por
ejemplo, aplica´ndolas al mapeo logı´stico x = xr(1 − x), se ob-
tiene x˙ = f (x) = r − 2xr. De este modo es posible calcular el
exponente de Lyapunov para dicho sistema:
λ = CE( f (t)) = lı´m
t→∞
1
t
In‖r − 2xr‖ (3)
De modo general, para calcular el exponente de Lyapunov
es necesario representar a un sistema dina´mico continuo en un
espacio de fases n-dimensional con el ﬁn de observar la evo-
lucio´n de largo plazo de una hiper-esfera inﬁnitesimal a partir
de sus condiciones iniciales. En su evolucio´n, la hiper-esfera
se convierte en un hiper-elipsoide debido a la naturaleza de-
formante del ﬂujo. Es decir, los exponentes de Lyapunov esta´n
relacionados con la naturaleza expansiva o contractiva del sis-
tema dina´mico en el espacio de fases.
El exponente de Lyapunov mide la divergencia o conver-
gencia exponencial promedio de las iteraciones de la derivada
alrededor de la o´rbita de x. El signo del exponente de Lyapu-
nov indica la propiedad de estabilidad del sistema dina´mico.
Si el signo de todos los exponentes de Lyapunov (espectro de
Lyapunov) son negativos, entonces las trayectorias desde todas
las direcciones en el espacio de fases convergen a un punto de
equilibrio. En este caso el sistema es exponencialmente estable
alrededor de un punto de equilibrio y el atractor del sistema es
un punto ﬁjo. El punto de equilibrio es en realidad una esfera de
radio r → 0 con centro en el punto de equilibrio. De lo anterior
se deduce que cualquier sistema dina´mico continuo dependien-
te del tiempo que no tenga un punto ﬁjo en el espacio de fases
tendra´ ma´s de un exponente de Lyapunov igual a cero. Sin em-
bargo, para que el sistema sea disipativo la suma de todos los
exponentes de Lyapunov debe ser negativa. Si la trayectoria del
sistema dina´mico en espacio de fases forma un lazo cerrado,
el sistema ejecuta un movimiento perio´dico y representa un ci-
clo lı´mite estable. Si el mayor exponente de Lyapunov es cero
el sistema es neutralmente estable y presenta la estabilidad de
Lyapunov. Si un exponente de Lyapunov es cero mientras que
los dema´s son negativos, entonces todas las trayectorias en el
espacio de fases convergen excepto una de ellas (Yang and Wu,
2010).
Un atractor es el conjunto al que el sistema evoluciona des-
pue´s de un tiempo largo. Las o´rbitas que inician desde cualquier
punto de este conjunto convergen de modo arbitrario a un punto
dado que pertenece al conjunto. En el atractor, las trayectorias
que le sean suﬁcientemente pro´ximas han de permanecer pro´xi-
mas incluso si son ligeramente perturbadas.
El exponente de Lyapunov λ puede ser calculado mediante
el ana´lisis nume´rico de series de tiempo. Al respecto, el me´todo
empleado en esta investigacio´n para determinar el exponente
de Lyapunov fue propuesto por Michael T. Rosenstein, James
J. Collins y Carlo J. De Luca (Rosenstein et al., 1993):
Se reconstruye el comportamiento del controlador en espa-
cio de fases con el me´todo del retardo a partir de la serie de
tiempo. La trayectoria esta´ dada por una matriz X donde cada
renglo´n es un vector de espacio de fases tal que
X = ( X1 X2 · · · , XM )T , (4)
donde Xi es el estado del sistema en el tiempo i. Para una
serie de tiempo de N puntos, x1, x2 · · · , xN , cada Xi esta´ dada
por
Xi = ( xi xi+J · · · xi+(m−1)J ), (5)
siendo J el retardo de reconstruccio´n y m la dimensio´n in-
crustada. Por lo tanto, X es una matriz de M x m. Adema´s, las
constantes anteriores esta´n relacionadas por
M = N − (m − 1)J, (6)
en donde el valor de m > 2n es deﬁnido de acuerdo con el
teorema de Takens, n el nu´mero de ecuaciones o estados.
Una vez reconstruida la dina´mica, se buscan los puntos ma´s
cercanos en la trayectoria con ayuda de la norma Euclidiana. El
exponente mayor de Lyapunov se calcula como la taza prome-
dio de separacio´n entre dichos puntos. El exponente mayor de
Lyapunov se calcula con
d(t) = Ceλ jt, (7)
donde d(t) es el promedio de divergencia en el tiempo t y C
una constante que normaliza la separacio´n inicial de dos puntos
ma´s cercanos, se asume que el j-e´simo par de puntos cercanos
diverge aproximadamente a la misma velocidad dada por el ex-
ponente mayor de Lyapunov.
Aplicando el logaritmo natural a la Ecuacio´n 7 se obtiene:
ln d j(i) ≈ lnC j + λ1(iΔt), (8)
con lo que ln d j(i) es un conjunto aproximadamente igual al
valor de λ1 para j = 1, 2, ...,M. El exponente mayor de Lyapu-
nov es calculado con la siguiente ecuacio´n:
λ = 〈ln d j(i)〉, (9)
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denotando 〈〉 el promedio de todos los valores de j.
Se recomienda obtener una cantidad superior a las 1000
muestras. En nuestro caso, el ca´lculo se realizo´ con 2000 
N  20000. Debido a que el nu´mero de estados n = 1, m = 3.
Dicho me´todo es empleado para analizar sistemas no linea-
les mediante la serie de tiempo resultante de su comportamiento
operativo. La ventaja radica en que con un nu´mero relativamen-
te pequen˜o de muestras logra reconstruir adecuadamente la se-
rie de tiempo en espacio de fases. Nosotros aprovechamos las
ventajas de este enfoque y obtenemos series de tiempo asocia-
das al comportamiento de controladores borrosos tipo Mamdani
en lazo cerrado con la dina´mica de la planta no lineal. De las
series de tiempo obtenidas se calculan los exponentes de Lya-
punov correspondientes con el ﬁn de analizar la estabilidad de
cada uno de los controladores que generan dichas series.
Los experimentos fueron realizados mediante la implanta-
cio´n del me´todo nume´rico en la plataformaMATLAB, integra´ndo-
lo con datos provenientes de la simulacio´n de diversos controla-
dores borrosos. La planta a controlar es el sistema carro-pe´ndu-
lo invertido, cuyo modelado fue realizado mediante el enfoque
Euler - Lagrange (Aracil and Gordillo, 2005). La estructura ge-
neral del disen˜o experimental se presenta en la Figura 1.
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Figura 1: Estructura del disen˜o experimental
Se tienen dos tipos de tareas. La primera consiste en colocar
al pe´ndulo en posicio´n vertical (punto de equilibrio inestable).
La segunda tarea es el seguimiento de una trayectoria. Para ca-
da tarea se crearon dos estructuras de controladores borrosos,
en las cuales se modiﬁca la cantidad de reglas presentes en ca-
da Base de Reglas (BR). La base de reglas 1 BR1 consiste en
11 regiones en el error, 5 regiones en la derivada del error y 5
regiones en la salida con un total de 55 reglas. La.segunda base
de reglas BR2 consiste en 7 regiones para la sen˜al de error, 5
regiones para la derivada del error y 5 regiones en la salida, to-
talizando 35 reglas. Los controladores borrosos se implantaron
con funciones de pertenencia (MF) continuas (funciones sig-
moidales y gaussianas) y discontinuas (funciones triangulares y
trapezoidales). Finalmente, la planta fue controlada en presen-
cia de perturbaciones y en ausencia de ellas. En total, se reali-
zaron 16 experimentos para obtener la sen˜al de control en cada
una de las situaciones planteadas.
Especı´ﬁcamente, en este artı´culo se ejempliﬁcan los expe-
rimentos 3 y 4: La base de reglas contiene K = 55 reglas, las
variables de entrada son la sen˜al de error y la derivada del error,
mientras que la variable de salida es la sen˜al de control medida
en Newtons. Las tres variables fueron particionadas emplean-
do conjuntos deﬁnidos mediante funciones continuas. La tarea
consiste en llevar al carro-pe´ndulo invertido a una posicio´n de
referencia, en presencia y ausencia de perturbaciones.
El artı´culo esta´ organizado de la siguiente forma. Los tra-
bajos relacionados se presentan en la Seccio´n 2. Enseguida, se
describe el disen˜o experimental (Seccio´n 3). Los resultados ob-
tenidos se presentan en la Seccio´n 4 junto con la interpretacio´n
de los mismos. Las conclusiones y el trabajo futuro se discuten
en la Seccio´n 5.
2. Trabajos relacionados
Las te´cnicas ma´s usadas para el ana´lisis de estabilidad de
controladores borrosos han sido presentadas en (Al-Hadithi et al.,
2007). Dicha referencia incluye un apartado sobre la estabilidad
en el sentido de Lyapunov. Se enfatiza el ana´lisis de estabilidad
a trave´s de la funcio´n candidata de Lyapunov, sin que se haga
mencio´n sobre me´todos que empleen al exponente de Lyapu-
nov. De modo similar, se presenta en (Yen and Langari, 1999)
un capı´tulo dedicado al ana´lisis de estabilidad de sistemas bo-
rrosos mediante el me´todo analı´tico de Lyapunov.
Por otro lado, el ana´lisis de estabilidad de controladores em-
pleando eλt es un me´todo sobre el cual no abundan reportes de
investigacio´n. Sin embargo, se ha reportado el ana´lisis de es-
tabilidad de un sistema meca´nico i.e. bı´pedo, mediante la ob-
tencio´n del exponente de Lyapunov sobre la serie de tiempo de
un controlador conmutado de retroalimentacio´n de estados PD
(Yang and Wu, 2010). El mayor exponente de Lyapunov repor-
tado tiene un valor de -10.33, lo cual evidencia la estabilidad
del controlador. En dicho trabajo la serie de tiempo es transfor-
mada hacia una espacio de fases bidimensional. Por otro lado,
empleando el me´todo de Rosenstein et al, el espacio de fase es
tridimensional y sı´ es posible obtener el atractor resultante. Sin
embargo, con el me´todo propuesto en Yang and Wu (2010) se
obtiene el espectro de los exponentes de Lyapunov, aunque el
mayor exponente de Lyapunov determina la estabilidad de un
sistema.
Tambie´n se ha reportado el ana´lisis de estabilidad mediante
el exponente de Lyapunov para un sistema meca´nico de mu´lti-
ples cuerpos rı´gidos (Awrejcewicz and Kudra, 2005). Se enfa-
tiza en dicho reporte las ventajas de emplear me´todos nume´ri-
cos sobre el comportamiento real del sistema ante la diﬁcultad
inherente de encontrar la funcio´n candidata de Lyapunov para
sistemas con elevadas interacciones. En dicho trabajo, las tra-
yectoria en el espacio de fase representan atractores claramente
deﬁnidos.
Se ha propuesto emplear el exponente de Lyapunov para
analizar cuantitativamente la estabilidad de sistemas de control
continuos cuando los te´rminos discontinuos (funcio´n signum)
se remplaza por funciones continuas (tangente hiperbo´lica) y
ası´ evitar efectos indeseables como el chattering en la sen˜al de
control (Wu et al., 2005). En dicho reporte la ley de control
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continua presenta dos te´rminos α1 y α2 asociados a la funcio´n
tangente hiperbo´lica. Para encontrar los valores adecuados de
α1 y α2 e´stos se relacionan con el exponente de Lyapunov con el
ﬁn de encontrar la regio´n de estabilidad o´ptima. La plataforma
experimental empleada es un manipulador robo´tico.
En lo que concierne a me´todos nume´ricos para el ca´lculo
del exponente caracterı´stico de Lyapunov, destaca uno de los
trabajos pioneros reportado en (Wolf et al., 1985), el cual toma
como entrada series de tiempo. Tambie´n ha sido reportado un
me´todo hı´brido para la determinacio´n del exponente de Lyapu-
nov, el cual es descrito en (Beyn and Lust, 2009). Otros me´todos
para determinar el exponente de Lyapunov esta´n reportados en
(Kantz, 1994), (Brown et al., 1991). Se propone un me´todo pa-
ra calcular los exponentes de Lyapunov dominantes de sistemas
dina´micos no-lineales en varias dimensiones aplicando la teorı´a
de la reduccio´n de modelos (Yang et al., 2013). Al ser me´todos
nume´ricos, existen errores inherentes, segu´n se analiza tanto en
(Dieci and Van Vleck, 2005) como en (Eckmann and Ruelle,
1992). Se reporta en (Maus and Sprott, 2013) el ca´lculo de los
exponentes de Lyapunov mediante redes neuronales. Las venta-
jas de este enfoque, segu´n los autores del reporte, es que ayudan
a eliminar ruido presente en las series de tiempo.
Otra de las aplicaciones del exponente de Lyapunov tiene
que ver con la prediccio´n del comportamiento de un sistema
medido a trave´s de las series de tiempo, como se reporta en
(Zhang et al., 2004). La serie de tiempo se reconstruye en es-
pacio de fases, y el exponente de Lyapunov se emplea como
para´metro cuantitativo para predecir un punto au´n desconocido
en el espacio de fases. El espacio de fases se vuelve a llevar
al dominio del tiempo una vez que el valor estimado es calcu-
lado. El exponente de Lyapunov se emplea tambie´n como me-
dida de prediccio´n en (Lin et al., 1993). De modo similar, en
(Brujin et al., 2012) los exponentes de Lyapunov determinan
estabilidad local y se correlacionan con la estabilidad global en
el caminar de bı´pedos. Los exponentes de Lyapunov describen
las condiciones suﬁcientes y necesarias para determinar la es-
tabilidad asinto´tica, por lo que se describen en (Verdejo et al.,
2012) diversos me´todos nume´ricos para el ca´lculo de los mis-
mos junto con su aplicacio´n para determinar la estabilidad de
sistemas de potencia. La estabilidad transitoria en sistemas de
potencia se determina mediante el ca´lculo de los exponentes
de Lyapunov (Wadduwage et al., 2013). Los autores de dicha
investigacio´n argumentan que el exponente de Lyapunov sirve
para determinar si un sistema de potencia se encuentra la re-
gio´n de estabilidad operacional, mencionando que una de las
ventajas es el corto espacio temporal requerido para predecir la
estabilidad de la planta. Otro trabajo encontrado en el cual se
emplea el exponente de Lyapunov como predictor de estados
crı´ticos en una planta es descrito en (Oberst and Lai, 2015). En
este contexto, existe un valor que determina el momento en el
que los discos de frenado se encuentran en una regio´n pro´xima
a la zona de rompimiento meca´nico.
Por lo anterior es posible aﬁrmar que, a pesar de la existen-
cia de me´todos para determinar el exponente caracterı´stico de
Lyapunov y, aunque e´ste sea una medida va´lida para corrobo-
rar la estabilidad de un sistema por medio de la curva eλt, no
se ha recurrido frecuentemente a este ca´lculo para analizar la
estabilidad de los controladores borrosos.
3. Control borroso para el carro-pendulo invertido
La dina´mica del pe´ndulo ha sido estudiada ampliamente,
por ejemplo, se presenta un modelo dina´mico en (Ogata, 1987).
Sin embargo el modelo del carro-pe´ndulo invertido con el cual
interactu´a el controlador borroso fue tomado de (Aracil and
Gordillo, 2005), en donde se presenta un modelo matema´tico
que no toma en cuenta la friccio´n articular, a diferencia del
modelo dina´mico presentado en (Ogata, 1987). El modelado
dina´mico se describe a continuacio´n.
u
y
x
M
mg
θ
β
cg
Figura 2: Diagrama del carro-pe´ndulo invertido
Partiendo de la representacio´n esquema´tica de la Figura 2,
M es la masa del carro, m la masa de la barra y l la distancia
en el punto medio de la barra que asume la condicio´n de centro
de gravedad cg (coinciden centro de gravedad y centroide), con
friccio´n dina´mica β x˙, que para el caso de estudio de considera
despreciable. Tomando el centro de gravedad de la barra, pode-
mos medir su desplazamiento en el plano (x-y) como sigue:
xcg = x + lsen(θ),
ycg = lcos(θ),
mediante la formulacio´n Euler-Lagrange:
ui =
d
dt
∂
∂θ˙i
L − ∂
∂θi
L,
L =
n∑
i=1
(Ki − Ui),
donde Ki es la energı´a cine´tica, Ui es la energı´a potencial,
θi la variable articular y ui las entradas al sistema, la velocidad
del centro de gravedad es:
Vcg =
√
˙xcg2 + ˙ycg2
Al ser x la traslacio´n actuada y θ la rotacio´n subactuada, el
Lagrangiano del sistema es:
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L =
1
2
Mx˙2 +
1
2
mx˙2 +mlx˙θ˙cos(θ) +
1
2
ml2θ˙2 −mglcos(θ). (10)
Las ecuaciones del movimiento quedan deﬁnidas a conti-
nuacio´n:
u = (M + m)x¨ + mlθ¨cos(θ) − mlsen(θ)x˙2, (11)
0 = mlx¨cos(θ) + ml2θ¨ − mglsen(θ), (12)
Al hacer un cambio de variable de los para´metros de x y θ,
de modo que x1 = θ y que x3 = x, se tiene:
x1 = θ
x2 = θ˙
x3 = x,
x4 = x˙,
Al igualar las ecuaciones 11 y 12 para obtener la normali-
zacio´n de la dina´mica de la planta, es posible obtener una re-
presentacio´n en espacio de estados:
x˙1 = x2
x˙2 = sen(x1) − cos(x1)u
x˙3 = x4,
x˙4 = u,
(13)
donde x˙1 es la velocidad angular del pe´ndulo, x˙2 la acelera-
cio´n angular del pe´ndulo, x˙3 la velocidad traslacional del carro
y x˙4 la aceleracio´n traslacional del carro. Esto es ası´ debido a
que en (Aracil and Gordillo, 2005) se argumenta que el objeti-
vo es detener el carro cuando el pe´ndulo llegue a su punto de
equilibrio, por lo que la aceleracio´n tiende a cero.
Los datos del sistema carro-pe´ndulo invertido empleado se
presentan en la Tabla 3:
Para´metro Valores
Masa del carro (M) 0.5Kg
Masa del pe´ndulo (m) 0.2Kg
Coeﬁciente de aceleracio´n de la gravedad (g) 9.81m/s2
Longitud al centro de gravedad del pe´ndulo (l) 0.25mts
Tabla 1: Para´metros dina´micos del carro-pe´ndulo
3.1. Base de Reglas del Controlador Borroso
Como se detalla en la Figura 1, se realizaron 16 experimen-
tos diferentes con el ﬁn de calcular la estabilidad del controla-
dor borroso empleado en cada caso. Sin embargo, en esta sec-
cio´n se detallan so´lo los experimentos 3 y 4.
El diagrama de la Figura 3 muestra co´mo se dividio´ el es-
pacio de trabajo para obtener las regiones de los controladores
borrosos. E´stas varı´an de 0◦ a 360◦. La regio´n A’ reﬂeja cuan-
do e y Δe son Cero, correspondiendo a las regiones CD (Cero
Derecha) y CI (Cero Izquierda) en la base de reglas. De mismo
modo, A reﬂeja cuando e y Δe son pequen˜os (regiones PD pe-
quen˜o derecha y PI pequen˜o izquierda). La regio´n D reﬂeja que
e y Δe son Medianos (MD o mediano derecha y MI o mediano
izquierda). Las regiones marcadas como C indican que e y Δe
son Grandes. Esta a´rea se divide en GD1, GD2, GI1 y GI2. Por
u´ltimo B’ indica que e y Δe son Muy Grande y Cero respecti-
vamente. La regio´n B indica que e y Δe son Muy Grande (MG)
y Pequen˜o (P), respectivamente.
A’
A
B’
B
DD
CC
5°8°
40°
355°352°
320°
177°174°186°183°
360°/0°
180°
Figura 3: Divisio´n del espacio de trabajo del brazo del carro-pe´ndulo invertido
Las regiones en las cuales fueron divididas las sen˜ales de
error, la derivada del error y la sen˜al de control, se presentan en
las Figuras 4, 5 y 6, respectivamente.
De las regiones descritas se genero´ la base de reglas asocia-
da al controlador difuso, tal como se detalla en la Tabla 2.
4. Resultados
En esta seccio´n se presentan los resultados del controlador
borrosos tipo Mamdani aplicado al sistema carro-pe´ndulo in-
vertido. Los primeros resultados muestran el comportamiento
del controlador cuando la planta no fue sometida a perturbacio-
nes; mientras que el segundo conjunto de resultados muestra el
comportamiento del controlador cuando la planta fue sometida
a una sen˜al perturbadora. La tarea consiste en llevar al pe´ndulo
invertido a su posicio´n de equilibrio.
4.1. Sistema sin perturbaciones
En esta seccio´n se presentan los resultados del controlador
borroso tipo Mamdani aplicado al sistema carro-pe´ndulo inver-
tido, en tarea de regulacio´n, con 55 reglas, cuyas regiones son
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Figura 4: Regiones difusas para la sen˜al de error (Radianes).
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Figura 5: Regiones difusas para la derivada del error (Radianes sobre segundo).
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
Newtons
μ
Salida del control
N NP C PP P
Figura 6: Regiones difusas para la sen˜al de control (Newtons).
CD PD MD GD1 GD2 MG GI2 GI1 MI PI CI
N N N C NP N N N C NP N N
NP NP C PP NP N N N C NP N NP
C C P PP C C N C C NP N C
PP PP P PP C PP P P PP NP C PP
P P P PP C P P P PP C P P
Tabla 2: Base de reglas
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deﬁnidas empleando funciones gaussianas y sigmoidales, en
ausencia de perturbaciones. Es decir, se presentan los resulta-
dos correspondientes al experimento 3 del disen˜o experimental.
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Figura 7: Sen˜al de salida del controlador borroso (Newtons). 55 reglas. Regio-
nes gaussianas y sigmoidales. Planta sin perturbacio´n
La Figura 8 muestra el comportamiento del pe´ndulo inverti-
do regulado con el controlador borroso con regiones gaussianas
y sigmoidales, en ausencia de perturbaciones.
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Figura 8: Comportamiento del pe´ndulo invertido regulado con el controlador
borroso. 55 reglas. Regiones gaussianas y sigmoidales. Sin perturbacio´n
La Figura 9 muestra a la sen˜al de control en espacio de fa-
ses, asociada al controlador borroso en cuestio´n.
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Figura 9: Sen˜al del control borroso en espacio de fases. 55 reglas. Regiones
gaussianas y sigmoidales. Planta sin perturbacio´n
La Figura 10 muestra el exponente caracterı´stico de Lyapu-
nov resultante de aplicar un controlador borroso al carro-pe´ndu-
lo invertido con regiones gaussianas y sigmoidales, en ausencia
de perturbacio´n.
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Figura 10: Exponente de Lyapunov del controlador borroso. Regiones gaussia-
nas y sigmoidales. Planta sin perturbacio´n
4.2. Sistema perturbado
En esta seccio´n se presentan los resultados del controlador
borroso tipo Mamdani aplicado al sistema carro-pe´ndulo in-
vertido, en tarea de regulacio´n, con 55 reglas, cuyas regiones
son deﬁnidas empleando funciones gaussianas y sigmoidales,
en presencia de perturbaciones. Es decir, se presentan los resul-
tados correspondientes al experimento 4 del disen˜o experimen-
tal.
La perturbacio´n es aplicada como un cambio θ∗(t) que mo-
diﬁca la posicio´n del pe´ndulo a trave´s de una sen˜al armo´nica
simple, como se muestra en la Figura 11. De este modo el error
se ve afectado no so´lo por la dina´mica de la planta sino tambie´n
por la sen˜al de perturbacio´n, la cual se observa en la Figura 12.
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Figura 11: Sen˜al de perturbacio´n
Figura 12: Esquema de perturbacio´n
La Figura 13 muestra la sen˜al del controlador borroso cuan-
do el pe´ndulo invertido esta´ sujeto a perturbaciones.
La Figura 14 muestra el comportamiento del pe´ndulo inver-
tido cuando e´ste es regulado con el controlador borroso referi-
do. La planta es sometida a perturbaciones.
 Leonardo-Alonso Martínez Rivera et al. / Revista Iberoamericana de Automática e Informática industrial 12 (2015) 446–456 453
0 2 4 6 8 10 12 14 16 18 20
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Fuerza aplicada al carro
Tiempo(seg)
N
ew
to
ns
Figura 13: Sen˜al de salida del controlador borroso (Newtons). 55 reglas. Regio-
nes gaussianas y sigmoidales. Dina´mica con perturbacio´n
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Figura 14: Comportamiento del pe´ndulo invertido regulado con controlador bo-
rroso. 55 reglas. Regiones gaussianas y sigmoidales. Planta con perturbacio´n
La Figura 15 muestra la sen˜al del controlador borroso en
espacio de fases cuando el pe´ndulo-invertido es sometido a per-
turbaciones.
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
0
2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Newtons
Newtons
Matriz X
N
ew
to
ns
Figura 15: Sen˜al de salida del controlador borroso en espacio de fases. 55 reglas.
Regiones gaussianas y sigmoidales. Con perturbacio´n
La Figura 16 muestra λ para el controlador borroso con 55
reglas, deﬁnidas mediante regiones gaussianas y sigmoidales,
cuando el pe´ndulo invertido esta´ sujeto a perturbaciones.
4.3. Exponente de Lyapunov para controlador no lineal
En esta seccio´n se presentan los resultados del controla-
dor con retroalimentacio´n del estado presentado en (Aracil and
Gordillo, 2005), en donde se propone un estrategia de control
basada en el amortiguamiento y la inyeccio´n de energı´a a un
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Figura 16: Exponente de Lyapunov del controlador borroso. 55 reglas. Regiones
gaussianas y sigmoidales. Con perturbacio´n
pe´ndulo invertido. Se presentan los resultados cuando la ley de
control realiza tarea de regulacio´n, sin que la planta este´ some-
tida a perturbaciones.
La ley de control no lineal, en lazo cerrado con la dina´mica
de la Ecuacio´n 13, es deﬁnida de la forma siguiente:
u = 2αsen(x1) + ϕx2cos(x1) − ε2sat
(
λx3
ε2
)
, (14)
con sat(*)=sgn(*), y 0 < ε2  1, sgn(∗) ≈ tanh(β∗) con
β=50. La funcio´n de conmutacio´n utilizada en la inyeccio´n de
energı´a y que evita la existencia de modos deslizantes, es deﬁ-
nida como:
ϕ(x1, x2) 
{
K(Hd(x1, x2)) − 14a − ε ; cos(x1) < 12a
K ; cos(x1) ≥ 12a
}
(15)
El Hamiltoniano Hd(x1, x2) = cos(x1)−αcos(x1)+o 12 x22 permite
calcular la condicio´n de conmutacio´n en funcio´n de su magni-
tud, donde α, λ,K y ε corresponden a ganancias de control. La
ley de control estabiliza el carro-pe´ndulo con excelente desem-
pen˜o y permite realizar un estudio comparativo conﬁable con
las te´cnicas de control borrosas.
La ﬁgura 17 representa la sen˜al de control aplicada al siste-
ma carro-pe´ndulo invertido. De dicha sen˜al se obtienen tanto la
sen˜al de control en espacio de fases (Figura 19) como el valor
del exponente de Lyapunov (Figura 20). La sen˜al de posicio´n
del pe´ndulo invertido controlado con el esquema presentado en
(Aracil and Gordillo, 2005) se ilustra en la Figura 18.
4.4. Ana´lisis de resultados
La Tabla 3 contiene el condensado de resultados para los
16 experimentos llevados al cabo con los controladores borro-
sos tipo Mamdani, ası´ como la comparacio´n con el controlador
presentado en (Aracil and Gordillo, 2005).
Los resultados presentados a lo largo del presente artı´culo
sugieren lo siguiente:
Los exponentes de Lyapunov obtenidos con los controla-
dores borrosos tipo Mamdani son ma´s negativos que los
obtenidos con el controlador presentado por (Aracil and
Gordillo, 2005).
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Tabla 3: Condensado de resultados
Experimento No. Descripcio´n Muestras de la serie de tiempo (N) λ
1 Referencia, 55 reglas, funciones discontinuas sin perturbaciones 2001 -8.956
2 Referencia, 55 reglas, funciones discontinuas con perturbaciones 2015 -7.018
3 Referencia, 55 reglas, funciones continuas sin perturbaciones 2004 -7.976
4 Referencia, 55 reglas, funciones continuas con perturbaciones 2005 -6.487
5 Referencia, 35 reglas, funciones discontinuas sin perturbaciones 2004 -7.312
6 Referencia, 35 reglas, funciones discontinuas con perturbaciones 2007 -6.285
7 Referencia, 35 reglas, funciones continuas sin perturbaciones 2004 -6.246
8 Referencia, 35 reglas, funciones continuas con perturbaciones 2005 -5.846
9 Seguimiento, 55 reglas, funciones discontinuas sin perturbaciones 2008 -9.283
10 Seguimiento, 55 reglas, funciones discontinuas con perturbaciones 2001 -7.884
11 Seguimiento, 55 reglas, funciones continuas sin perturbaciones 2001 -7.264
12 Seguimiento, 55 reglas, funciones continuas con perturbaciones 2002 -8.292
13 Seguimiento, 35 reglas, funciones discontinuas sin perturbaciones 2001 -7.926
14 Seguimiento, 35 reglas, funciones discontinuas con perturbaciones 2001 -8.281
15 Seguimiento, 35 reglas, funciones continuas sin perturbaciones 2001 -6.23
16 Seguimiento, 35 reglas, funciones continuas con perturbaciones 2001 -6.612
17 Referencia, Ley de control presentada en (Aracil and Gordillo, 2005), sin perturbaciones 2003 -4.222
18 Referencia, Ley de control presentada en (Aracil and Gordillo, 2005), con perturbaciones 2003 -4.325
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Figura 17: Sen˜al de control a la salida del controlador no lineal. Tarea de regu-
lacio´n. Sin perturbaciones.
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Figura 18: Sen˜al de posicio´n del pe´ndulo invertido bajo control no lineal. Tarea
de regulacio´n. Sin perturbaciones.
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Figura 19: Sen˜al de control en espacio de fases del controlador no lineal. Tarea
de regulacio´n. Sin perturbaciones.
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Figura 20: Exponente de Lyapunov asociado a la sen˜al de control obtenida del
controlador no lineal en tarea de regulacio´n. Sin perturbaciones.
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En el caso de los controladores borrosos tipo Mamdani,
las trayectorias en el espacio de fases convergen a un pun-
to de atraccio´n (Figuras 9 y 15). En el espacio de fases,
la sen˜al del controlador borroso tipo Mamdani es atraı´da
hacia un punto por el que pasa pasa la curva cerrada, for-
mando una o´rbita perio´dica estable. Adema´s, el exponen-
te de Lyapunov es negativo. Ambas condiciones eviden-
cian la existencia de estabilidad exponencial.
La sen˜al de perturbacio´n aplicada a la planta provoca que
la sen˜al de control borroso tarde ma´s tiempo en estabili-
zarse, como puede apreciarse en las Figuras 10 y 16.
Es posible apreciar, en las Figuras 10 y 16, la condicio´n
de estabilidad resultado de la convergencia en el equili-
brio inestable a pesar de la presencia de perturbaciones
inducidas. La robustez observada en las Figuras 7 y 13
se evidencı´a en la presencia del exponente de Lyapunov
negativo cuyo valor es muy cercano al obtenido con el
mismo controlador en ausencia de perturbaciones.
Las trayectorias en el espacio de fases del controlador no
lineal presentado en (Aracil and Gordillo, 2005) forman
un atractor ordinario con estructura sencilla (Figura 19).
Este hecho, junto con el valor negativo del Exponente de
Lyapunov, indica que dicho controlador es disipativo y
puede inferirse que exhibe estabilidad asinto´tica.
El radio ma´ximo desde el punto de atraccio´n hacia el pun-
to ma´s extremo del atractor, para las Figuras 9 y 15, es
menor que el radio ma´ximo del atractor resultante al apli-
car la ley de control no lineal observado en la Figura 19.
En presencia de perturbaciones, el controlador borroso
tipo Mamdani evidencı´a que todas las trayectorias en el
espacio de fase son atraı´das hacia un punto ﬁjo (Figura
15). Esto indica que dicho controlador presenta estabili-
dad exponencial.
De los experimentos 1 al 8 se aprecia que la mayor can-
tidad de reglas en los controladores borrosos induce un
exponente de Lyapunov ma´s negativo para la tarea de re-
gulacio´n.
De los experimentos 1 al 8, al comparar controladores
con el mismo nu´mero de reglas, se aprecia que las bases
de reglas con funciones discontinuas presentan un expo-
nente de Lyapunov ma´s negativo que aquellas contenien-
do funciones continuas.
De los experimentos 9 al 16 se aprecia que la mayor can-
tidad de reglas en los controladores borrosos induce un
exponente de Lyapunov ma´s negativo para la tarea de se-
guimiento.
La teorı´a formal asociada a los puntos anteriores puede es-
tudiarse en (Yen-chi’ien, 1986). El teorema de Ko¨nings (pp 25
- 26) contempla el concepto de estabilidad alrededor de un pun-
to de equilibrio: Sea s = f (s) una transformacio´n continua que
contiene un segmento l, y sea s∗ un punto ﬁjo de esta transfor-
macio´n. Si existe una vecindad de s∗ pequen˜a (sobre l) tal que,
para cada punto s dentro de l, la secuencia de puntos s1 = f (s),
s2 = f (s1, · · · , sn+1 = f (sn) siempre converge hacia s∗, enton-
ces s∗ es estable en esta transformacio´n.
5. Conclusiones y trabajo futuro
El ana´lisis de los controladores borrosos tipo Mamdani ana-
lizados en el presente artı´culo permite veriﬁcar su estabilidad
en el punto de equilibrio inducido a pesar de los cambios su´bi-
tos en la dina´mica de la planta. Las condiciones de una planta
no lineal como el carro-pe´ndulo invertido son constituidas por
la dina´mica inercial, Coriolis, gravedad y friccio´n articular. A
ello hay que adicionarle la presencia de no linealidades y sus
efectos. Con el tipo de controladores borrosos propuestos en
este artı´culo, estas afectaciones disminuyen. El exponente de
Lyapunov calculado a partir de la sen˜al de control es un reﬂejo
de las ventajas planteadas por los controladores borrosos. Para
aplicarse en un sistema de control adaptable en donde se tomen
muestras en lı´nea, es necesario determinar el nu´mero de mues-
tras o´ptimos con el cual el Exponente de Lyapunov calculado
sea una me´trica ﬁable del rendimiento del sistema. Este tipo de
ca´lculos requiere un esquema de control en tiempo real. Am-
bos puntos son retos cientı´ﬁcos y tecnolo´gicos para el avance
de sistemas de control ﬁables.
Como se resume en la seccio´n de Trabajos Relacionados,
es posible emplear el exponente de Lyapunov como medida
cuantitativa para la prediccio´n de valores futuros en un sistema.
Esta idea es prometedora para sistemas con retardo, en donde
te´cnicas de prediccio´n son empleadas para compensar los re-
trasos, tal como se presenta en (Santos et al., 2012). Tambie´n
es posible emplear el exponente de Lyapunov como una medi-
da auto-referenciada de la estabilidad de una planta tal que se
retro-alimente para la adaptabilidad del control. Es esta lı´nea de
investigacio´n encontramos un trabajo reportado por (Burkhol-
der and Litster, 2015), donde emplean al exponente de Lyapu-
nov como diagno´stico en tiempo real del estado del controlador,
logrando detectar la presencia de perturbaciones y haciendo el
cambio a un nuevo esquema de control 100 mili segundos an-
tes de ocurrir una situacio´n catastro´ﬁca. Esto se logra cuando
el exponente de Lyapunov cruza un umbral crı´tico determinado
experimentalmente.
Esta experiencia puede ser aplicada a las plantas que pre-
sentamos en este artı´culo, de modo que el exponente de Lyapu-
nov sirva como medida de alerta para realizar la conmutacio´n
a un controlador ma´s robusto. Los resultados que presentamos
en la Tabla 3 sugieren que un controlador borroso con 35 re-
glas es estable, pero que su medida de estabilidad se deteriora
en presencia de perturbaciones. Este cambio hacia un exponen-
te de Lyapunov ma´s positivo se debera´ detectar para realizar
la conmutacio´n hacia un controlador que contenga una mayor
cantidad de reglas. De este modo, el coste computacional aso-
ciado a un controlador con ma´s reglas so´lo se justiﬁca ante la
presencia de perturbaciones con el objetivo de sacar a la planta
de una zona crı´tica.
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Otra lı´nea de experimentacio´n a explorar en un futuro es la
determinacio´n de estabilidad es controladores borrosos tipo Ta-
kagi - Sugeno y su comparacio´n con los controladores borrosos
tipo Mamdani.
English Summary
Stability analysis of fuzzy controllers through the compu-
tation of the Lyapunov Exponent
Abstract
In order to design and implement any type of controller, their
stability analysis is pivotal. At this regard, Lyapunov’s analyti-
cal method consists in ﬁnding a candidate function as a suﬃ-
cient but not necessary condition to validate the stability of the
controller. In the case of fuzzy controllers such a candidate fun-
ction is not always found, leading to an uncertainty about their
stability. To overcome this problem, we propose to employ the
Lyapunov Exponent in order to determine whether fuzzy con-
trollers are stable. The Lyapunov exponent is calculated through
a numerical method on the time series obtained experimentally
by having the fuzzy controller in closed loop with the plant dy-
namics. In this paper, the plant is the inverted pendulum, which
is a benchmark plant to test complex control laws. Sixteen ex-
periments were carried by modifying the rule base structure of
Mamdani fuzzy controllers, which were also tested under nor-
mal and disturbed conditions. In all the cases, the Lyapunov Ex-
ponent is negative, indicating that the analyzed Mamdani con-
trollers are indeed dissipative systems. Future applications on
adaptive control are presented because the Lyapunov serves as
a quantitative metric to determine controllers’ performance.
Keywords:
Stability Analysis, Lyapunov Exponent, Fuzzy Controllers, Mam-
dani Rule Base.
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