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Abstract: Over the last years several algorithms for the dereverberation of speech
signals based on the discrete model of speech production have been proposed. They
have in common that they rely on a model consisting of an excitation source and
a time-varying vocal tract filter. In this paper we investigate the application of the
postfilter algorithm used in Code Excited Linear Prediction (CELP) speech coding
for the purpose of speech dereverberation. We show that in case of a reverberant
signal, the amplitudes of the unwanted peaks in the excitation signal are attenuated
and that this approach is capable of reducing early reverberation. Furthermore, we
compare the new approach with state-of-the-art speech source-model dereverbera-
tion algorithms and evaluate the proposed method in a single-channel approach.
1 Introduction
In speech communication systems with a hands-free operation mode the signal is often degraded
by reverberation caused by the room characteristics. This applies for telephone systems as well
as for hearing aids. Over the last years, several algorithms for speech dereverberation based
on a discrete model of speech production have been proposed. They are based on a simplified
model consisting of an excitation source and a time-varying vocal tract filter. The corresponding
model parameters are estimated by means of Linear Prediction (LP) techniques. In order to
reduce the effect of room reverberation, the spectral envelope as well as the excitation signal
can be modified.
It is well-known that reflections in an enclosure mainly affect the excitation signal in terms
of spurious peaks due to the multipath reflections [1]. These can degrade the speech quality
significantly, especially in voiced speech segments where the model excitation signal is a peri-
odic pulse-train. Therefore state-of-the-art dereverberation algorithms, which are based on the
source-filter model, mainly modify the LP residual or excitation signal.
In the following, we assume the anechoic speech signal s(k) to be convolved with a room
impulse response (RIR) h(k)
x(k) = s(k)∗h(k), (1)
with the reverberant signal x(k). The general block diagram of a source-model dereverberation
algorithm is depicted in Figure 1.
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Figure 1 - General block diagram of speech source-model based dereverberation algorithms.
From the reverberant signal x(k), the vocal tract filter A(z) is computed through linear predic-
tion analysis
A(z) =
n
∑
i=1
ai · z−i, (2)
where ai represent the LP coefficients and n the prediction order. The excitation or residual
signal d(k) is calculated by filtering the speech signal as follows
d(k) = x(k)−
n
∑
i=1
ai · x(k− i). (3)
The residual signal d(k) can then be modified to obtain an estimate dˆ(k) of the anechoic residual
signal. What follows is the synthesis with the inverse analysis filter to obtain an enhanced signal
xˆ(k). Besides the modification of the excitation signal, the parameters of the spectral envelope
ai can be modified as well. Additionally, the algorithm requires a classification whether the
current speech frame is either voiced or unvoiced.
In this paper we give an overview of source-model based dereverberation algorithms and
present our algorithm which is based on the adaptive CELP postfilter [2]. Then, we provide
a comparison to state-of-the-art single-channel dereverberation algorithms based on the above
mentioned concept. The evaluation is performed in reverberant environments with different
acoustical properties using real-measured room impulse responses.
The remainder of this paper is organized as follows. In Section 2, we give an overview of
source-model dereverberation algorithms. Section 3 follows [2] and presents a dereverberation
method based on the CELP postfilter. In Section 4 the experiments and results are presented.
Finally, in Section 5 we draw conclusions.
2 Source-Model based Dereverberation
In this section we give a brief overview into dereverberation methods based on the discrete
model of speech production. They all have in common that they mainly modify the LP residual
signal in order to enhance the degraded speech signal. Early studies in [3] apply an adaptive
time domain weighting function to the LP residual. This should emphasize regions with a high
signal-to-reverberation ratio (SRR) and attenuate low SRR regions. A different approach in
[4] exploits the kurtosis of the LP residual, which is an indicator for the peakedness. While it
has a more Gaussian distribution (smaller kurtosis) in reverberant environments, the kurtosis
becomes larger with decreasing reverberation times. An adaptive filter is designed to maximize
the kurtosis and hence, to minimize the effect of reverberation.
A further method to reduce unwanted peaks in the LP residual is to average the residual signal
between consecutive cycles of opening and closing of the glottis (larynx cycle) while excluding
the segments around the glottal closure instances (GCI) [5]. Estimation of GCI is performed
and the LP residual is multiplied in the time domain with a cosine window having the length
of one larynx cycle. Afterwards, averaging over the nearest neighboring cycles is carried out.
This technique is performed on voiced speech only where a pulse-like excitation is assumed.
Since it leaves unvoiced speech unaffected, a further improvement was presented e.g. in [6].
An equalization filter is applied to perform the equivalent operation of temporal averaging on
unvoiced and silence speech.
In [7] a wavelet clustering algorithm is applied to the LP residual. The basic idea is to cluster
the multiple channel signals according to their wavelet extrema to obtain a single residual sig-
nal. This is resynthesized to obtain a dereverberated signal. The same authors suggest in [8]
to perform a rough estimate of the room impulse response for each channel in a multi-channel
approach. A weight function is computed for each channel by applying a matched filter type
operation. Each weighted residual signal is then aligned and added. Investigations of the influ-
ence of room reverberation on the spectral envelope, especially for multi-channel algorithms,
can be found e.g. in [1].
3 CELP Postfilter
In this chapter we follow the idea of a source-model based dereverberation from the perspective
of speech coding [2]. Commonly used CELP codecs analyze speech frames and extract param-
eters for the spectral envelope and the excitation signal. These parameters are vector-quantized
and used in the decoder for speech reconstruction. Especially at low bitrates, the effect of ad-
ditive quantization noise can degrade the speech quality. The general idea of a postfilter is to
reduce these effects after the decoding process. We take advantage of this concept and apply it
for the enhancement of reverberant speech.
The main objective of adaptive postfiltering in speech coding is the reduction of subjective
effects due to quantization noise. This is usually done by means of a cascade of separate filters
for the spectral envelope and the spectral fine structure. The overall form introduced in [9] is
given by
H(z) = gP ·HLTPF(z) ·HSTPF(z) ·HT(z) (4)
with a gain factor gP, the long-term and short-term postfilters HLTPF(z) and HSTPF(z) and a tilt
correction filter HT(z).
The aim of the long-term postfilter (LTPF) is the amplification of peaks which are associated
with the fundamental frequency and its harmonics. Therefore this filter should only be active
in voiced speech having a pulse-like excitation signal. The filter uses an estimation of the pitch
period N0, the pitch gain b (|b| ≤ 1) and two constants, λ1 and λ2, as follows
HLTPF(z) =
1+ ε · z−N0
1−η · z−N0 (5)
where ε = λ1 ·b and η = λ2 ·b for voiced and ε = η = 0 for unvoiced speech. In order to ensure
power equality after the filtering, the following scaling factor is utilized
gP =
1−η/b
1+ ε/b
. (6)
In contrast to the LTPF, the short-term postfilter (STPF) has an effect on the spectral envelope
where it emphasizes the formant frequencies. The transfer function is given by
HSTPF(z) =
A(z/γ1)
A(z/γ2)
(7)
with the prediction analysis filter
A(z/γm) = 1+
n
∑
i=1
ai z−i γ im , (8)
constants γm (m = 1,2) and the prediction order n. The drawback of this approach is an un-
wanted high-pass effect which can be controlled by using the additional tilt correction filter
HT(z) = 1−μ · z−1. (9)
An adaptive gain control (AGC) is used to compensate for gain differences between the unfil-
tered and the post-filtered signal. The final enhanced speech signal xˆ(k) is obtained by multi-
plication with
gA =
√
∑Nk=1 x 2(k)
∑Nk=1 x˜ 2(k)
, (10)
where x(k) is the unfiltered speech, x˜(k) the filtered (and unscaled) speech and N the frame
length. The parameters λm and γm are usually fixed and have to be chosen appropriately. μ
can be constant or dependent on the first reflection coefficient of the truncated transfer function
HSTPF(z). In this paper we take only single-channel algorithms into consideration and therefore
set the number of microphones to M = 1. The presented algorithm can be extended to multiple
channels as described in [2].
4 Experiments and Results
We employ simulations using speech files from the TIMIT database convolved with different
RIRs from the Aachen Impulse Response (AIR) database [10]. The RIRs are measured at differ-
ent source-microphone distances in the presence of a dummy head. During the measurements
by means of Maximum Length Sequences (MLS), the capturing microphone was placed 1cm
next to the pinna. This ensures a realistic environment for an application in digital hearing aids.
Room types, the corresponding reverberation times RT60 and source-microphone distances d LM
are as follows
• Low-reverberant room: RT60 = 0.11s, d LM = 1m,
• Meeting room: RT60 = 0.21s, d LM = 1.45m,
• Office room: RT60 = 0.37s, d LM = 1m,
• Lecture room: RT60 = 0.70s, d LM = 4m.
For the evaluation we compare the algorithm described in Section 3 (CELP) with the methods
by Yegnanarayana (YEG) [3], Gaubitch (GAUB) [6] and Gillespie (GIL) [4]. The simulations
are performed on fs = 8kHz sampled signals. The constants for the postfilter are heuristically
determined as in [2]. The selected pitch estimation and voiced/unvoiced classification is based
on a weighted autocorrelation approach. All algorithms are performed on 20ms frames with
50% overlap and a prediction order n = 10. For the GAUB algorithm we perform a weighted
averaging of 5 neighboring residuals. The performance is evaluated with two different objective
measurements and informal listening tests. A non-intrusive measurement based on the Speech
to Reverberation Modulation energy Ratio (SRMR) [11] is used. It is calculated by means of
a gammatone filterbank analysis of temporal envelopes of the speech signal and shows a good
correlation with subjective ratings of the overall speech quality and intelligibility. In order
to evaluate the attenuation of the unwanted peaks in the LP residual signal, we employ the
segmental kurtosis defined as having a value of 0 for the normal distribution
SegKurt =
1
K
K
∑
l=1
Eˆ
{
dl(k)4
}
Eˆ {dl(k)2}
2 −3, (11)
where dl(k) indicates the residual signal of the lth frame, Eˆ {·} the short-term expectation op-
erator and K the number of considered frames. Silence periods have been removed before
evaluation using the voice activity detector (VAD) of the AMR-WB speech codec. The sig-
nal levels are normalized to −26dBov using the ITU-T Rec. P.56 speech voltmeter [12]. The
results of the enhancement over 100 reverberated speech files from the TIMIT database are
shown in Figure 2. It can be seen that all algorithms are capable of reducing the effect of room
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Figure 2 - Evaluation of the proposed dereverberation algorithms using speech files from the TIMIT
and room impulse responses from the AIR database. The values give the difference to the reverberant
speech (positive values indicate improvement).
reverberation in terms of the objective measurements. However, while some of them show a
similar performance in all four tested scenarios, some perform better in rooms with a higher
reverberation time. The CELP postfilter has a similar dereverberation performance indepen-
dent of the reverberation time. The GIL algorithm is greatly dependent on the reverberation
time and performs better for highly reverberant environments. In the low-reverberant room, the
SRMR value becomes even negative, which is also an indication of speech distortions. A simi-
lar dependency can be seen for the YEG and GAU algorithms. In terms of the SRMR measure,
the algorithms show improvements only for reverberation times > 0.3s. Due to a performed
informal listening test we conclude that the effect of reverberation has been reduced and that
the speech sounds more near for all four algorithms. The CELP algorithm has a similar per-
formance in all measured rooms without audible distortions. YEG and GAUB also reduce the
reverberation effect on the expense of a high amount of speech distortions, especially for lower
reverberation times. Among the four tested algorithms, the YEG algorithm gives lowest degree
of improvement. The adaptive filter (GIL) gives the best listening impression but also causes a
disturbing lowpass-filter effect.
5 Conclusions
In this paper we propose and evaluate an adaptive postfilter as known from speech coding for
the purpose of speech dereverberation. Although in speech coding the quantization noise is
additive, these methods are adequate to reduce the effect that room reverberation has on the
residual signal and the spectral envelope. Taking advantage of this concept, we propose an algo-
rithm having a moderate computational complexity. The experiments show that this approach is
capable of enhancing reverberant speech while avoiding disturbing artifacts for different acous-
tical environments. In comparison to other state-of-the-art speech source-model algorithms,
the dereverberation performance is fairly constant in all measured rooms. It outperforms other
algorithms, especially for enclosures having a reverberation time of less than 0.7s. All other
algorithms show a very high dependency on the acoustical environment and can, in rooms with
moderate reverberation, cause a high amount of speech distortions.
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