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Première partie
Introduction générale
Résumé
Cette thèse est constituée de trois parties pouvant être lues indépendamment.
Dans la première partie, on s'intéresse à la résolution de problème de contrôle
stochastique par des méthodes de quantiﬁcation. La quantiﬁcation consiste à trou-
ver la meilleure approximation d'une loi de probabilité continue par une loi de
probabilité discrète avec un nombre donné N de points supportant cette loi. Nous
allons expliciter un cadre de programmation dynamique générique qui permet
de résoudre de nombreux problèmes de contrôle stochastique comme les problèmes
de temps d'arrêt optimal, de maximisation d'utilité, d'équations diﬀérentielles sto-
chastiques rétrogrades, de ﬁltrage... Dans ce cadre, nous donnons trois schémas de
discrétisation en espace associée à la quantiﬁcation d'une chaîne de Markov.
Dans la deuxième partie, nous présentons un schéma numérique pour les équa-
tions diﬀérentielles stochastiques rétrogrades doublement réﬂéchies. Nous nous pla-
çons dans un cadre général qui contient des sauts et des processus progressifs dépen-
dant de la trajectoire. On propose une approximation du type schéma d'Euler. Nous
prouvons la convergence du schéma pour les équations diﬀérentielles stochastiques
rétrogrades quand le nombre de pas de temps n tend vers l'inﬁni. Nous donnons
aussi la vitesse de convergence pour les game options.
Dans la troisième partie, on s'intéresse à la réplication des dérivés sur la va-
riance réalisée. On propose une couverture robuste au modèle de volatilité consti-
tuée de positions dynamiques sur des options européennes. On étend ensuite cette
méthodologie aux options sur fond et aux processus à saut.
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0.1. Première partie : Résolution de problème de contrôle stochastique
par quantiﬁcation
0.1.1. Quantiﬁcation optimale et intégration numérique. On se place
dans un espace de probabilité (Ω,F ,P). La quantiﬁcation d'une variable aléatoire
X à valeurs dans Rd (muni de sa norme euclidienne |.|) consiste en son approxi-
mation par une variable aléatoire Y prenant un nombre ﬁni de valeurs dans Rd.
L'erreur résultant de cette discrétisation est mesurée par la norme Lp de |X − Y |.
Quand X ∈ Lp, on déﬁnit un N -quantiﬁeur Lp-optimal de X par la variable aléa-
toire Y ∗ solution de problème d'optimisation paramétré par la taille de la grille de
quantiﬁcation N :
min
{
||X − Y ||p , Y : Ω→ Rd telle que Card(Y (Ω)) ≤ N
}
.
Soient Y ∗ une telle variable aléatoire et Γ = Y ∗(Ω). En considérant une projection
(borélienne) au plus proche voisin sur Γ ProjΓ : Rd → Γ et la variable aléatoire
XˆΓ = ProjΓ(X),
on peut facilement vériﬁer que
∣∣∣X − XˆΓ∣∣∣ ≤ |X − Y ∗| : XˆΓ est un N -quantiﬁeur
Lp-optimal de X. À cette projection correspond un diagramme de Voronoi de Rd
induit par Γ, c'est-à-dire une partition borélienne de l'espace Rd satisfaisant
Ci(Γ) ⊂
{
ξ ∈ Rd | |ξ − xi| = min1≤j≤N |ξ − xj |
}
= Ci(Γ), i = 1, ..., N
où Ci(Γ) est la fermeture de Ci(Γ).
Fig. 0.1.1. Quantiﬁcation optimale de la loi normale dans R2 avec
N = 100 points
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L'erreur de quantiﬁcation eN,p(X) = inf
{∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣
p
| Γ ⊂ Rd,Card(Γ) ≤ N
}
converge vers zéro quand la taille du quantiﬁeur N tend vers l'inﬁni. Sa vitesse
de convergence asymptotique est donnée par le théorème de Zador (ref [Zad82],
[BW82], [GL00]).
Theorem 0.1.1. (Théorème de Zador)
Soit p > 0 et X ∈ Lp+r(P) pour r > 0. Alors,
lim
N→+∞
N
p
d (eN,p(X))
p = Jp,d ||ϕ|| d
d+p
où PX(dξ) = ϕ(ξ)λd(dξ) + µ(dξ), µ⊥λd (λd mesure de Lebesgue sur Rd) et Jp,d ∈
]0; +∞[.
Le lemme de Pierce établi dans [LP08] donne une vitesse de convergence non
asymptotique.
Lemma 0.1.2. Soit p ≥ 1, η > 0. Il existe une constante Cd,p,η > 0 et un entier
Nd,p,η ≥ 1 tels que pour toute variable aléatoire X ∈ Lp+η à valeurs dans Rd, pour
tout N ≥ Nd,p,η,
eN,p(X) ≤ Cd,p,η ||X||p+η N−
1
d .
Des algorithmes stochastiques d'apprentissage basés sur la simulation comme
l'algorithme CLVQ et l'algorithme de Lloyd permettent de construire des quanti-
ﬁeurs optimaux.
En outre, les quantiﬁeurs L2-optimaux vériﬁent la propriété projective, dite de sta-
tionnarité, à savoir que :
E
[
X|XˆΓ
]
= XˆΓ.
Une application majeure de la quantiﬁcation aux probabilités numériques est
l'intégration numérique.
En eﬀet, la quantiﬁcation peut être vue comme une alternative à la méthode de
Monte Carlo pour l'approximation numérique de l'intégrale E [f(X)], pour X de loi
PX sur
(
Rd,B(Rd)) et f une fonction borélienne de Rd et f(X) ∈ L1. Une formule
de type cubature (Xˆ est une variable aléatoire discrète) donne l'estimateur :
E
[
f(XˆΓ)
]
=
∑
x∈Γ
f(x)P
(
XˆΓ = x
)
=
∑
x∈Γ
f(x)P (X ∈ Cx(Γ)) ,
où Γ est, si possible, une grille Lp-optimale. Les pondérations P (X ∈ Cx(Γ)) sont
des paramètres pouvant être calculés en même temps que la construction de la grille
de quantiﬁcation.
L'erreur d'estimation dépend de la régularité de la fonction f . Rappelons quelques
résultats élémentaires.
 Si f est lipschitzienne de rapport [f ]Lip = supx 6=y |f(x)−f(y)||x−y| , alors on a :∣∣∣E [f(X)]− E [f(XˆΓ)]∣∣∣ ≤ E [∣∣∣f(X)− f(XˆΓ)∣∣∣]
≤ [f ]Lip
∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣
r
, ∀r ≥ 1.
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Si Γ est une N -quantiﬁcation Lp-optimale, alors le théorème de Zador donne une
estimation de l'erreur :
E [f(X)]− E
[
f(XˆΓ)
]
= O(N−
1
d ).
avec les notations de Landau (o et O).
 Si la fonction f est 2 fois diﬀérentiable, à dérivée seconde bornée et si Γ est
une N -quantiﬁcation L2-optimale, alors la propriété de stationnarité E
[
X|Xˆ
]
= Xˆ
permet d'établir une majoration d'erreur d'ordre 1 :∣∣∣E [f(X)]− E [f(XˆΓ)]∣∣∣ ≤ [Df ]Lip ∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣2
2
= O(N−
2
d ).
Dans un cadre plus général, nous allons maintenant nous intéresser à des mé-
thodes liées à la quantiﬁcation pour résoudre numériquement des problèmes de
contrôle stochastique associé à une chaîne de Markov.
0.1.2. Description de problème de contrôle stochastique. Nous nous
nous plaçons un cadre à temps discret. Sur un espace de probabilité ﬁltré
(Ω,F = (Fk)k=0,1,..,n,P), n ∈ N∗, on considère une (Fk)0≤k≤n-chaîne de Markov
(Xk)0≤k≤n à valeurs dans
(
Rd, |.|) muni de sa norme euclidienne |.|.
De nombreux problèmes de contrôle optimal sont liés au principe de program-
mation dynamique. On pourrait citer des problèmes de temps d'arrêt optimal (op-
tions américaines ou bermudéennes en ﬁnance), des problèmes de maximisation
d'utilité, d'optimisation de processus de Markov contrôlé... Pour les résoudre, la
première étape est d'écrire la programmation dynamique. Commençons par illus-
trer cette programmation dynamique pour le problème d'enveloppe de Snell.
Exemple : La valorisation d'une option bermudéenne de payoﬀ hk(Xk) revient
à résoudre le problème de temps d'arrêt optimal :
Yk = esssupτ∈Tk,nE [hτ (Xτ )|Fk]
où Tk,n représente l'ensemble des temps d'arrêts à valeurs dans {k, .., n}. L'enve-
loppe de Snell {Yk}0≤k≤n satisfait alors Yk = yk(Xk), 0 ≤ k ≤ n, où les fonctions
yk : Rd → R vériﬁent le principe de programmation dynamique rétrograde suivant :{
yn(x) = hn(x), x ∈ Rd
yk(x) = max {hk(x);E [yk+1(Xk+1)|Xk = x]} , x ∈ Rd, 0 ≤ k ≤ n− 1.
Ainsi, ce problème de temps d'arrêt revient à résoudre le schéma par program-
mation dynamique rétrograde précédent.
Dans le cadre général que nous allons adopter dans ce mémoire, la solution
Yk = yk(Xk) d'un problème de contrôle stochastique sera déﬁnie par un schéma par
programmation dynamique descendante. On considère un processus de contrôle ak
σ(Xk)-mesurable à valeurs dans un compact Ak.
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On suppose que Yk = yk(Xk) vériﬁe le principe de progammation dynamique
générique déﬁni par yk = Bk(yk+1) :
(0.1.1)

yn(x) = h(x)
uk,a(x) = E [yk+1(Xk+1)φk,a(x, ξk+1)|Xk = x] , 0 ≤ k ≤ n− 1,
vk(x, a) = Tk,a (x, uk,a(x)) , 0 ≤ k ≤ n− 1,
yk(x) = Rk(x, vk(x, a)), 0 ≤ k ≤ n− 1,
où les fonctions h : Rd → R, φk,a : Rd × Rdξ → Rd′ , Tk,a : Rd × Rd′ → R et
Rk : Rd ×RAk → R sont déterministes et où (ξk)1≤k≤n une suite de variables aléa-
toires indépendantes identiquement distribuées Fk-mesurables à valeurs dans Rdξ
(ξk est indépendante de Fk−1).
Interprétation : Ce cadre de programmation dynamique générique permet de
résoudre de nombreux problèmes en ﬁnance. Il est plus général que dans l'article
[PP04]. Nous donnerons diﬀérents exemples d'utilisation de cette programmation
dynamique générique : applications pour les options américaines, pour les équations
diﬀérentielles stochastiques rétrogrades (EDSR), applications au problème de maxi-
misation d'utilité, d'optimisation d'un processus de Markov contrôlé, de contrôle
en information partielle.
La fonction h représente la fonction valeur à l'instant ﬁnal n. Les fonctions uk,a
nécessitent des calculs d'espérances conditionnelles. Les fonctions φk,a pourront être
par exemple un changement de probabilité (résultat d'une transformation du type
Girsanov) ou représenter des accroissements d'un mouvement brownien comme pour
le schéma pour les EDSR. Les fonctions vk(x, a) représente la fonction valeur pour
un contrôle a ∈ Ak ﬁxé. La fonction Rk représentera l'optimisation du contrôle sur
a ∈ Ak : il s'agit par exemple de la réﬂexion dans le cas des options américaines ou
bien d'une maximisation d'utilité...
Cette méthode est particulièrement intéressante quand la dimension devient
grande, typiquement quand d ≥ 4, ce qui arrive fréquemment en ﬁnance quand les
options considérées portent sur plusieurs sous-jacents.
0.1.3. Schémas de quantiﬁcation. Nous venons de décrire un principe de
programmation dynamique générique adapté à de nombreux problèmes de contrôle
stochastique. Nous allons maintenant proposer trois algorithmes liés à la quan-
tiﬁcation pour résoudre ces problèmes de contrôle stochastique : une régression
sur une base quantiﬁée, une méthode d'arbre sur une grille de quantiﬁcation et
une méthode des gerbes. Nous commençons alors pour nous ramener à une struc-
ture markovienne (Xk)0≤k≤n. A toute date k, nous obtenons le quantiﬁeur Xˆk
de Xk avec sa grille de quantiﬁcation Γk =
{
xki , 1 ≤ i ≤ Nk
}
de cardinal Nk et
avec son diagramme de Voronoi (Cki )1≤i≤Nk . Puis, nous modiﬁons la program-
mation dynamique générique (0.1.1) en remplaçant les espérances conditionnelles
E [yk+1(Xk+1)φk,a(Xk, ξk+1)|Xk] par une estimation associée à l'un des trois algo-
rithmes.
 Cas de la régression sur une base quantiﬁée
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Ici, nous obtenons une discrétisation en espace par une régression linéaire sur
les vecteurs orthogonaux
{
1Xk∈Cki
}
1≤i≤Nk
. Cette méthode peut aussi être in-
terprétée soit comme une méthode de noyaux avec K(xi, Xk) = 1x∈Cki ou soit
comme une approximation par la sous-ﬁltration σ(Xˆk). Les espérances condition-
nelles E [yk+1(Xk+1)φk,a(Xk, ξk+1)|Xk] sont alors estimées (via une méthode de
Monte Carlo en général) par
E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
]
=
Nk∑
i=1
E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)1Xk∈Cki
]
P
(
Xk ∈ Cki
) 1Xk∈Cki .
Fig. 0.1.2. Exemple d'une régression du mouvement brownien sur
une base quantiﬁée
 Algorithme par arbre de quantiﬁcation
L'application projection n'étant pas injective, le processus Xˆk ne conserve pas
la propriété de Markov de Xk. Cependant, nous déﬁnissons des probabilités de
transition à partir des Xˆk par :
pki,j = P
(
Xˆk+1 = xk+1j |Xˆk = xki
)
= P
(
Xk+1 ∈ Ck+1j |Xk ∈ Cki
)
.
Il faut supposer ici qu'il existe des fonctions ψk,a : Rd × Rd → Rd′ telles que
φk,a(Xk, ξk+1) = ψk,a(Xk, Xk+1).
Nous pouvons alors approcher les espérances conditionnelles E [yk+1(Xk+1)φk,a(x, ξk+1)|Xk = x]
pour x ∈ Cki par ∑
j
pki,jyk+1(x
k+1
j )ψk,a(x
k
i , x
k+1
j ).
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Fig. 0.1.3. Exemple d'un arbre de quantifcation approchant un
mouvement brownien
 Méthodes des gerbes
Ici, nous supposons que la dynamique de la (Fk)-chaîne de Markov (Xk)k est
donnée par
Xk+1 = Fk(Xk, ξk+1)
avec Fk une fonction déterministe. On approxime le semi-groupe de transition ξk+1
par la variable aléatoire discrète ξˆk+1 indépendante de Fk. Cette discrétisation de
ξk+1 peut se faire par plusieurs méthodes : par exemple par Monte Carlo, par
quasi-Monte Carlo, par quantiﬁcation ou par une méthode de quadrature...
Nous déﬁnissons maintenant PΓk un prolongement dans Rd des fonctions de
Γk : pour une fonction f : Γk → R, on a PΓk(f) : Rd → R avec PΓk(f)(x) = f(x)
∀x ∈ Γk. Nous proposerons plusieurs types de prolongement : approximation par le
plus proche voisin, par méhode de noyaux, par interpolation linéaire sur une grille
cartésienne ou sur une triangulation de Delaunay.
Après avoir calculé yk+1 en les points de la grille Γk+1 =
{
xk+1j , 1 ≤ j ≤ Nk+1
}
de manière rétrograde, on obtient yk sur la grille de quantifcation Γk à l'aide des
estimations des espérances conditionnelles E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)|Xk = xki
]
,
xki ∈ Γk déﬁnies par
E
[
PΓk(yk+1)
(
Fk(xki , ξk+1)
)
φk,a(xki , ξˆk+1)
]
, 0 ≤ k ≤ n− 1.
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Fig. 0.1.4. Exemple d'une approximation du mouvement brow-
nien par la méthode des gerbes
0.1.4. Convergence des schémas de quantiﬁcation. Sous certaines hy-
pothèses de régularité, nous montrons que l'erreur de l'estimation de yk(Xk) par
les schémas de quantiﬁcation yˆk(Xk) est majorée par
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Kp,n
n−1∑
k=1
(
1 + 2 sup
a∈Ak
[uk,a]Lip
) ∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
Sous certaines hypothèses d'intégrabilité de∇uTk,a.φk,a, on obtient que la constante
Kp,n peut être rendue indépendante du nombre de pas de temps n. En appliquant
le lemme de Pierce, la majoration précédente de l'erreur d'approximation devient :
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ K˜d,p,n,η
n−1∑
k=1
(
1 + 2 sup
a∈Ak
[uk,a]Lip
)
||Xk||p+η N
− 1d
k
La convergence des schémas par quantiﬁcation ne nécessite alors plus qu'une
régularité lischitzienne des fonctions uk,a.
Dans ce but, nous montrons au cas par cas, à l'aide d'arguments sur la ré-
gularité du semi-groupe, mais surtout sur le ﬂôt de la chaîne de Markov X, que
les fonctions uk,a vériﬁent la propriété lipschitzienne pour les diﬀérents problèmes
de contrôle stochatique suivants : les options américaines, les équations diﬀéren-
tielles stochastiques rétrogrades, les équations diﬀérentielles paraboliques totale-
ment non linéaires, la maximisation d'utilité, l'optimisation d'un processus de Mar-
kov contrôlé, la maximisation d'une option bermudéenne en information partielle.
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0.2. Deuxième partie : Discrétisation en temps des EDSRs avec
barrières
Dans la première partie, nous avons étudié la discrétisation en espace de pro-
blèmes de contrôle stochastique, plus précisément nous avons présenté des méthodes
de quantiﬁcation optimale dans un cadre général de la programmation dynamique
générique associée à une chaîne de Markov. Lorsque le problème de contrôle sto-
chastique se situe en temps continu, la résolution numérique nécessite généralement
de proposer une discrétisation en temps et de prouver sa convergence. Dans cette
deuxième partie, nous allons ainsi nous intéresser plus particulièrement à la dis-
crétisation en temps des équations diﬀérentielles stochatiques rétrogrades (EDSR)
en mettant en évidence que c'est un cas particulier rentrant dans le cadre de la
programmation dynamique générique étudiée dans la première partie.
Les équations diﬀérentielles stochastiques rétrogrades (EDSR) ont été intro-
duites par J.-M. Bismut ([Bis73]) en 1973 dans le cas d'un générateur linéaire et par
E. Pardoux et S. Peng ([PP90]) en 1990 dans le cas d'un générateur non-linéaire.
De nombreux mathématiciens ont contribué et contribuent toujours à la théorie
des EDSR : on pourrait par exemple citer des résultats sur des estimations à priori
([KPQ97]), sur les relations avec les équations aux dérivées partielles ([BBP97]),
sur des applications à la maximisation d'utilité ([RK00] et dans le cadre avec sauts
[Bec05]), pour des problèmes de couverture ([EL05]), pour une extension dans la
cadre des diﬀusion avec sauts les travaux ([TL94]), sur une discrétisation en temps
dans ([Zha04] et dans le cas des sauts [BE08]).
Diﬀérents schémas de discrétisation ont été étudiés : à l'aide d'un algorithme
appelé schéma en quatre étapes ([MPY94]), via un théorème du type Donsker
([BDM01], [PX08]), par régression ([Che97], [JLW05]), par quantiﬁcation ([BP03a],
[BPP05], [DM06], [DM08]), par une méthode de Monte Carlo séquentielle ([GL07]),
avec un schéma progressif ([BR07]), par calcul de Malliavin ([BT04]).
Les EDSRs avec une barrière sont liées aux problèmes de temps d'arrêts opti-
maux (comme pour les options américaines), on pourra par exemple citer ([KKP+97])
et ([BP03a]), ([BC08]) pour les approximations numériques. Avec deux barrières,
ces équations peuvent évaluer une game option (voir [Kif00]), c'est-à-dire une op-
tion où l'acheteur et le vendeur peuvent excercer le droit de acheter ou vendre l'op-
tion à des prix convenus. L'existence et l'unicité des EDSR avec doubles réﬂexions
sont étudiées dans ([CK96]) dans le cadre continu et dans ([CM08]), ([HH06])
dans le cas avec sauts. Nous proposons ici une généralisation de certains schémas
développés dans un cadre sans saut et sans une fonctionnelle Φt pour le proces-
sus progressif X dans les articles ([Cha09]), ([Otm08], ([Xu08]), ([Kif06]) : nous
étendons à un processus progressif path-dépendant Xt = (St,Φt(S)) où S est un
processus de diﬀusion avec saut et Φt est une fonctionnelle L∞-lipschitzienne.
Nous nous intéressons maintenant au problème de discrétisation des EDSR avec
double réﬂexions avec sauts :
(0.2.1)

Yt = l ∨ g ∧ u(XT ) +
´ T
t
f(Θs)ds+
(
K+T −K+t
)− (K−T −K−t )
− ´ T
t
ZsdsWs −
´ T
t
´
E
Us(e)µ(de, ds), ∀t ∈ [0, T ], P− p.s.
l(Xt) ≤ Yt ≤ u(X), ∀t ∈ [0, T ], P− a.s.
et
´ T
0
(Ys − l(Xs)) dK+s =
´ T
0
(Ys − u(Xs)) dK−s = 0, P− p.s.
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où K± sont continus et croissants et Θ := (X,Y, Z,Γ) avec Γ :=
´
E
ρ(e)U(e)λ(de).
Le processus progressif Xt = Φt
(
(Ss)0≤s≤t
)
à valeurs dans Rd est une fonctionnelle
du processus S qui est solution de l'équation diﬀérentielle stochastique progressive :
St = S0 +
ˆ t
0
b(Sr)dr +
ˆ t
0
σ(Sr)dWr +
ˆ t
0
ˆ
E
β(Sr−, e)µ(de, dr).
Ici,W est un mouvement brownien de dimension dW et µ est une mesure de Poisson
compensée (µ(de, dr) = µ(de, dr)− λ(de)ds) indépendante de W .
Etant donnés la grille d'approximation pi = {0 = t0 < t1 < .. < tn = T} (une
partition de l'intervalle [0, T ] de module |pi|) et Xpi le schéma d'Euler de X, on
approche la solution (0.2.1) par le schema rétrograde suivant :
Y piT = l (X
pi
T ) ∨ g (XpiT ) ∧ u (XpiT ) ,
Z
pi
ti = E
[
Y piti+1
Wti+1−Wti
ti+1−ti |Fti
]
,
Γ
pi
ti = E
[
Y piti+1
´
E
ρ(e)µ(de,(ti,ti+1])
ti+1−ti |Fti
]
,
Y˜ piti = E
[
Y piti+1 |Fti
]
+ (ti+1 − ti)f
(
Xpiti , Y˜
pi
ti , Z
pi
ti ,Γ
pi
ti
)
,
Y piti = l
(
Xpiti
) ∨ Y˜ piti ∧ u (Xpiti) .
Remarque : Si Xpi est une chaîne de Markov, ce schéma discret en temps
peut se réécrire dans notre programmation dynamique générique (0.1.1) avec Y piti =
yk(Xpiti) :
yn(x) = h (x) = l (x) ∨ g (x) ∧ u(x)
uk(x) = E
[
yi+1(Xpiti+1)φk(ξk+1)|Xpiti = x
]
yk(x) = l (x) ∨
(
u1k(x) +
T
n f(x, u
1
k(x),
T
nu
2
k(x),
T
nu
3
k(x))
) ∧ g (x) , ∀x ∈ Rd,∀0 ≤ i < n.
avec
φk (ξk+1) =
(
1,Wtk+1 −Wtk ,
ˆ
E
ρ(e)µ(de, (tk, tk+1])
)
,
u1k(x) = E
[
yk+1(Xpitk+1)|Xpitk = x
]
,
Tk (x, u) = u1 +
T
n
f(x, u1,
n
T
u2,
n
T
u3,),
Rk(x, v) = l (x) ∨ v ∧ g (x) , ∀k ∈ {0, .., n− 1},∀x ∈ Rd,∀v ∈ R.
Le cadre est alors adapté pour appliquer une discrétisation en espace par quantiﬁ-
cation étudiée dans la première partie.
Pour montrer la convergence du schéma, nous allons étudier l'approximation
par le schéma d'Euler pour le processus progressif X, puis pour le processus rétro-
grade Y .
0.2.1. Convergence du processus progressif X. On note
pi(t) : = sup {ti ∈ pi|ti ≤ t} , ∀t ∈ [0, T ],
|pi| := sup
0≤i<n
|ti+1 − ti| ,
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Ici, nous nous focalisons sur l'erreur de la discrétisation du processus progressif.
Nous déﬁnissons le schéma d'Euler Spi du processus progressif S par
Spit = S
pi
pi(t) + b(S
pi
pi(t))(t−pi(t)) +σ(Spipi(t))(Wt−Wpi(t)) +
ˆ
E
β(Spipi(t), e)µ(de, (pi(t), t])
auquel nous associons le schéma d'Euler constant par morceaux S
pi
t = S
pi
pi(t), 0 ≤
t ≤ T .
On peut montrer qu'il existe une constante C > 0 telle que
E
[
sup
0≤t≤T
|St − Spit |2
]
≤ C |pi| .
En fait, on souhaite contrôler l'erreur du schéma d'Euler constant par morceaux∣∣∣St − Spipi(t)∣∣∣, ∀t ∈ [0, T ]. Dans le cas continu (i.e. β = 0), on a la majoration suivante
E
[
sup
0≤t≤T
∣∣∣St − Spipi(t)∣∣∣2] ≤ C |pi| ln( 1|pi| ).
Cependant, cette dernière inégalité est fausse pour une diﬀusion avec saut. En
eﬀet, si on considère un processus de Poisson N , le schéma d'Euler ne converge pas
fortement :
E
[
sup
0≤t≤T
∣∣∣Nt −Npipi(t)∣∣∣2] ≥ P (NT ≥ 1) .
Cela pose alors problème dans le cadre path-dépendant avec saut. Par exemple,
si nous considérons la fonctionnelle Φt : R[0,T ] → R L∞-lipschitzienne
Φt
(
(xs)0≤s≤T
)
= sup
0≤s≤t
xs
avec S = N , alors le schéma d'Euler Xpit = Φt
((
Npipi(s)
)
0≤s≤T
)
ne converge pas le
processus progressif Xt = Φt
(
(Ns)0≤s≤T
)
dans L1 : en eﬀet, on a
E [|Xt −Xpit |] = E
[∣∣∣∣ sup
0≤s≤t
Ns − sup
0≤s≤t
Npipi(s)
∣∣∣∣] = E [ sup
0≤t≤T
∣∣∣Nt −Npipi(t)∣∣∣]
≥ P (NT ≥ 1)
On a besoin de tordre un peu le temps et l'espace pour obtenir la convergence
du processus càdlàg Xpit . Ainsi, nous proposons d'utiliser la topologie de Skorokhod
(au lieu d'utiliser la topologie uniforme traditionnelle qui autorise uniquement à
tordre un peu l'espace) pour obtenir une convergence forte du schéma d'Euler
S
pi
.
On se place alors dans D
(
[0, T ],Rd
)
l'espace des fonctions càdlàg avec la mé-
trique de Skorokhod de [0, T ] dans Rd :
dD(x, y) = inf
λ∈Λ
(
sup
t∈[0,T ]
|λ(t)− t|+ sup
t∈[0,T ]
|x(λ(t))− y(t)|
)
où Λ représente l'ensemble des bijections strictement croissantes de [0, T ] dans lui-
même.
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Proposition 0.2.1. Avec la métrique de Skorokhod dD, on obtient la même vi-
tesse de convergence pour le schéma d'Euler que dans le cas continu avec la distance
uniforme :
E
[
sup
ti∈pi
dD
(
Sti , (Spi)ti
)2] ≤ C |pi| ,
E
[
sup
ti∈pi
dD
(
Sti , (S
pi
)ti
)2]
≤ C |pi| ln( 1|pi| ).
où
xtit = xt∧ti , ∀x ∈ D([0, T ],Rd),∀t, ti ∈ [0, T ].
Il suﬃt alors de contruire Φ régulière par rapport de la métrique dD pour contrô-
ler l'erreur du schéma d'Euler Xpit = Φt
((
Spipi(s)
)
0≤s≤T
)
du processus progressif
path-dépendant Xt = Φt
(
(Ss)0≤s≤T
)
: nous obtenons ﬁnalement
E
[
sup
ti∈pi
∣∣Xti −Xpiti∣∣2] ≤ C |pi| ln( 1|pi| ).
.
0.2.2. Convergence du processus rétrograde Y . Dans la seconde section,
nous nous intéressons à l'approximation du processus rétrograde Y . Nous prouvons
que
E
[
sup
t∈[0,T ]
|Yt − Y pit |2
]
→|pi|→0 0
dans le cas général et avec une vitesse de convergence d'au moins |pi| ln 1|pi| pour les
game options (avec f independante de (Z,Γ)). Nous montrons que
E
[
n−1∑
i=0
ˆ ti+1
ti
{∣∣∣Zs − Zpiti∣∣∣2 + ∣∣∣Γs − Γpiti∣∣∣2}
]
→|pi|→0 0.
sous des conditions de Mokobodski sur les barrières.
Notre schéma d'approximation en temps, complété par une discrétisation en
espace (qui donne une estimation des diﬀérentes espérances conditionnelles, par
exemple, par une méthode de quantiﬁcation comme dans la première partie), permet
donc d'approcher les solutions des équations diﬀérentielles stochastiques rétrogrades
dans un cadre général (EDSR doublement réﬂéchies avec un processus progressif
avec saut et dépendant de la trajectoire).
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0.3. Troisième partie : Réplication robuste de dérivées sur la variance
réalisée
L'étude de la volatilité est devenue centrale dans la ﬁnance quantitative. En
1973, Black et Scholes ([BS73]) ont introduit leur modèle lognormal où le prix
d'une action possède une volatilité instantanée constante. Cependant, ce modèle
est en désaccord avec les prix du marché. Ainsi, les traders qui utilisent le modèle
de Black et Scholes pour la couverture doivent de façon permanente modiﬁer les
paramètres de volatilité pour obtenir les prix de marché. Or, l'introduction des
modèles à volatilité stochastique permet de rester compatible avec le fait que des
options de strikes et de maturités diﬀérents ont des volatilités implicites diﬀérentes.
Les marchés ﬁnanciers traitent maintenant de nombreux sous-jacents autres
que les actions et des indices boursiers. En particulier, ces dernières années, de
nombreux contrats de swap sur la variance réalisée sont échangés sur les marchés
de gré à gré et sont devenus liquides. Des dérivés dont les payoﬀ sont des fonctions
de la variance réalisée (et plus généralement aussi fonctions de l'actif risqué) sont
aussi négociés de gré à gré, tel le swap de volatilité qui est la racine de la variance
réalisée. Notre étude va se concentrer sur la valorisation et la couverture de ces
options sur la variance réalisée. Habituellement, cela nécessite de choisir un modèle
sur la volatilité (car cette dernière n'est pas directement observable) et de déﬁnir
une méthode de calibration.
Pour éviter cette problématique, nous proposons dans cet article de donner une
valorisation et une couverture des produits de payoﬀ mixant actif risqué et variance
réalisée par une approche robuste par rapport au modèle de volatilité, c'est-à-dire
indépendante du modèle de volatilité.
Dans un espace ﬁltré (Ω,F , (Ft)0≤t≤T ,P), on considère que le prix de l'actif
risqué S suit l'équation de diﬀusion continue
dSt
St
= σtdWt
oùW est un Ft-mouvement brownien, σt un processus Ft-adapté et P la probabilité
risque-neutre. Par souci de simpliﬁcation, on suppose que les taux et les dividendes
sont nuls.
Pour 0 ≤ s ≤ t ≤ T , on note le processus logarithme
Xs,t := ln
(
St
Ss
)
et la variance réalisée
〈X〉s,t :=
ˆ t
s
σ2udu.
0.3.1. Réplication du variance swap. Un variance swap est un contrat qui
paie 〈X〉0,T moins un montant convenu ﬁxé. En appliquant la formule d'Itô, on
obtient
〈X〉0,T = −2X0,T +
ˆ T
0
2
Su
dSu
Ainsi, la stratégie auto-ﬁnançée suivante replique le contrat variance swap de ma-
nière indépendante. A toute date t ≤ T , nous portons une position statique sur le
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log contrat −2X0,T = −2 ln
(
ST
S0
)
, plus une position dynamique sur l'actif risqué S
et une position en obligation :
1 log contrat qui paie − 2X0,T = −2 ln
(
ST
S0
)
2
St
position sur ST
ˆ T
0
2
Su
dSu − 2 en obligation
Sinon, le variance swap peut ainsi être répliqué indépendamment de tout modèle
avec une position dynamique à la date t sur l'option européenne Pt(Xt,T ) avec
Pt(x) = −2x+ 2 (ex − 1)− 2X0,t +
ˆ t
0
2
Su
dSu
Pt(Xt,T ) = −2 ln
(
ST
St
)
+ 2
(
ST
St
− 1
)
− 2 ln
(
ST
St
)
+
ˆ t
0
2
Su
dSu
0.3.2. Réplication pour les options de payoﬀ H(X0,T , 〈X〉0,T ). Comme
pour les variance swaps, on souhaite répliquer les options de payoﬀ H(X0,T , 〈X〉0,T )
mixant actif risqué et variance réalisée de manière robuste au modèle sur la volati-
lité.
Pour cela, nous commençons par déﬁnir les fonctions prix ht et delta δt à
toutes dates t pour tous niveaux de variance v sous le modèle de Black-Scholes
(modèle à volatilité constante) :
ht(v) := E
[
H(X0,T , 〈X〉0,T )|Ft, 〈X〉t,T = v
]
, ∀v > 0,
δt(v) :=
∂
∂x
E
[
H(X0,T , 〈X〉0,T )|Ft, 〈X〉t,T = v
]
, ∀v > 0.
Nous proposons alors de résoudre la problème inverse : à la date t, trouver
le payoﬀ F sur Xt,T tel que l'option européenne F (Xt,T ) possède le même prix et
même delta que l'option H(XT , 〈X〉T ) pour tous niveaux de variance déterministe :
E
[
F (X0,T )|Ft, 〈X〉t,T = v
]
= ht(v), ∀v > 0,
∂
∂x
E
[
F (X0,T )|Ft, 〈X〉t,T = v
]
= δt(v), ∀v > 0.
Nous obtenons une formulation explicite de la solution P (ht, δt) de ce problème
inverse :
P (ht, 0)(x) :=
√
pie
x
2 |x| L−1
(
e
1
16λ
λ
1
2
ht
(
1
2λ
))
(x2)
−
√
pi
4
e
x
2 sign(x)L−1
(
e
1
16λ
λ
3
2
ht
(
1
2λ
))
(x2),
P (0, δt)(x) :=
√
pi
2
e
x
2 sign(x)L−1
(
e
1
16λ
λ
3
2
δt
(
1
2λ
))
(x2),
P (ht, δt) := P (ht, 0) + P (0, δt).
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où L représente la transformée de Laplace Lf(λ) = ´R+ f(s)e−λsds.
Nous proposons de valoriser et répliquer l'option de payoﬀ H(XT , 〈X〉T ) par
une position dynamique sur l'option européenne de payoﬀ P (ht, δt)(Xt,T ) à chaque
date t.
La réplication est exacte et indépendante du modèle sur la volatilité si l'on
suppose que l'actif risqué St et la volatilité σt sont indépendants.
La réplication est en partie immunisée lorsque l'on relâche cette hypothèse d'in-
dépendance entre St et σt. En eﬀet, nous montrons que la couverture est robuste à
l'ordre 2 en la corrélation volatilité-actif risqué.
Ensuite, nous appliquons cette couverture robuste pour diﬀérents payoﬀs parti-
culièrement intéressants en ﬁnance. Pour cette réplication robuste, nous retrouvons
le log contrat pour la variance swap, nous obtenons le payoﬀ de réplication donné
dans ([CL08]) pour les payoﬀs exponentielles de variance eλ〈X〉T . Nous illustrons
aussi la réplication robuste pour le swap de volatilité
√
〈X〉0,T et pour le rapport
de Sharpe e
XT−1√〈X〉0,T .
0.3.3. Extension aux options sur fonds. On cherche à couvrir des options
sur fond de manière robuste par rapport à la dynamique du fond. On suppose que
le fond est lié à un indice St = eXt,T et de sa variation quadratique 〈X〉0,T . Plus
précisément, on considère un fond F qui est un processus markovien de loi
∀t < T FT ∼ Gt,T (Ft, Xt,T , 〈X〉t,T , Z)
où Z est une variable aléatoire indépendante de (Xt,T , 〈X〉t,T ).
Exemple 1 : Formulation générale d'un fond mutuel benchmarké. Un fond mu-
tuel benchmarké avec une volatilité benchmarkée suit la dynamique
dFt
Ft
= ρβ
dSt
St
+
√
(1− ρ2)β2σ2t + 2dW⊥t
où W⊥ est un mouvement brownien indépendant de S. Le fond F vaut à la date T
FT = Gt,T (Ft, Xt,T , 〈X〉t,T , Z)
Gt,T (f, x, v, z) := feρβx+z
√
(1−ρ2)β2v+2(T−t)− (β2−ρβ)v+2(T−t)2
où Z ∼ N (0, 1) indépendante de (Xt,T , 〈X〉t,T ). Son processus de volatilité satisfait
(σFt )
2 = β2(σSt )
2 + 2.
Exemple 2 : Portefeuille Constant Mix. En prenant ρ = 1,  = 0, on obtient
la stratégie Constant Mix qui peut être exprimée comme une puissance de l'indice
corrigée par une fonction de la variation quadratique de l'indice :
dFt
Ft
= β
dSt
St
,
FT = Ft
(
ST
St
)β
e−
(β2−β)
2 〈X〉t,T .
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De la même manière que pour les options de payoﬀ H(X0,T , 〈X〉0,T ), nous
obtenons une couverture robuste pour les options sur fond.
Pour la couverture robuste des options call sur un fond mutuel F , nous don-
nons une formule explicite de la position de couverture dynamique sur une option
européenne sur S qui peut être approchée par la combinaison d'un call et d'un
put sur l'indice sous-jacent S avec des strikes adéquats. Cette stratégie permet de
déﬁnir des marchés sur la volatilité échangeable sur des fonds mutuels et permet de
réduire le risque de modèle pour les options sur fond.
0.3.4. Extension aux processus à saut. Ici, nous relâchons l'hypothèse de
continuité du processus de prix de l'actif risqué S en rajoutant des sauts.
Dans le cas continu, la variance quadratique 〈X〉0,T est la variable inconnue.
On a cherché une réplication robuste de l'option de payoﬀ H(X0,T , 〈X〉0,T ) par
rapport à une modélisation de la variance 〈X〉t,T .
On peut aussi interpréter la variance 〈X〉0,t comme un changement de temps :
nous réécrivons le processus de prix sous la forme St = eX0,t avec
VtX0,t = LVt et Vt := 〈X〉0,t
où Ls = Bs− s2 est un mouvement brownien avec drift et Vt représente le changement
de temps. Il s'agit maintenant d'évaluer le changement de temps qui est la variable
inconnue.
En rajoutant des sauts, on étend notre processus L aux processus de Lévy.
On souhaite trouver une couverture robuste d'option de payoﬀ H(X0,T , VT ) par
rapport à une erreur de modélisation sur le subordinateur Vt du procesus de Lévy,
c'est-à-dire par rapport au changement de temps.
Le marché étant devenu incomplet, la réplication n'est plus parfaite. Nous pro-
posons deux méthodes pour réduire le risque : une volarisation robuste par rapport
au subordinateur et une couverture en moyenne variance.
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Deuxième partie
Resolution de problèmes de contrôle
stochastique par quantiﬁcation
CHAPITRE 1
Quantiﬁcation optimale d'une variable aléatoire
Issue du traitement du signal et de l'information, la quantiﬁcation est une
manière de discrétiser l'espace d'état d'un ensemble d'observables. Cette technique
a été developpée initialement dans le but de quantiﬁer la transmission d'information
([GG00]). Son utilisation s'est élargie à diﬀérents domaines comme la physique,
l'informatique et, plus récemment, les probabilités numériques.
Commençons par quelques rappels sur la quantiﬁcation optimale d'une variable
aléatoire dans un cadre euclidien et donnons une esquisse de résultats théoriques
pratiques.
1.1. Quantiﬁcation optimale de variables aléatoires.
Plaçons nous dans un espace de probabilité (Ω,F ,P) et considérons une variable
aléatoire X à valeurs dans
(
Rd, |.|) supposé muni de sa norme euclidenne usuelle.
Soit N ∈ N. Un N -quantiﬁeur est déﬁni comme un ensemble
Γ := {x1, ..., xN} ⊂ Rd
avec Card(Γ) = N . Γ peut aussi être appelé grille. Puis, on peut discrétiser (ou
quantiﬁer) la variable X par q(X) où q : Rd → Γ est une fonction borélienne.
L'inégalité suivante
|X(ω)− q(X(ω))| ≥ d(X(ω),Γ) = min1≤i≤N |X(ω)− xi| , ∀ω ∈ Ω
met en évidence que le meilleur choix pour approcher X est une projection par
plus proche voisin sur Γ, notée ProjΓ. À cette projection correspond un diagramme
de Voronoi de Rd induit par Γ, c'est-à-dire une partition borélienne de l'espace Rd
satisfaisant
Ci(Γ) ⊂
{
ξ ∈ Rd| |ξ − xi| = min1≤j≤N |ξ − xj |
}
= Ci(Γ), i = 1, ..., N
où Ci(Γ) est la fermeture de Ci(Γ). Alors la projection par plus proche voisin sur
Γ vaut
ProjΓ(ξ) =
N∑
i=1
xi1Ci(Γ)(ξ).
Puis on déﬁnit une N -quantiﬁcation (de Voronoi) de X par
XˆΓ(ω) =
N∑
i=1
xi1Ci(Γ)(X(ω)) ∀ω ∈ Ω.
Il est clair que∣∣∣X(ω)− XˆΓ(ω)∣∣∣ = d(X(ω),Γ) = minx∈Γ |X(ω)− xi| , ∀ω ∈ Ω.
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L'erreur Lp de quantiﬁcation est déﬁnie par
ep(Γ, X) =
∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣
p
= {E [min1≤i≤N |X(ω)− xi|p]}
1
p .
Quand X ∈ Lp, on déﬁnit un N -quantiﬁeur Lp-optimal de X par une grille Γ∗N solu-
tion du problème d'optimisation paramétré par la taille de la grille de quantiﬁcation
N :
eN,p(X) = inf
{∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣
p
|Γ ⊂ Rd,Card(Γ) ≤ N
}
.
Des résultats dans [Pag97] montrent que ce problème admet une solution Γ∗N =
{x1, ..., xN} vériﬁant :
E
[∣∣∣X − XˆΓ∣∣∣p] = E [minx∈Γ |X(ω)− x|p] .
L'erreur de quantiﬁcation eN,p(X) converge vers zero quand la taille du quan-
tiﬁeur N tend vers l'inﬁni. Sa vitesse de convergence asymptotique est donnée par
le théorème de Zador (ref [Zad82], [BW82], [GL00]).
Theorem 1.1.1. (Théorème de Zador)
Soit p > 0 et X ∈ Lp+r(P) pour r > 0. Alors,
lim
N→+∞
N
p
d (eN,p(X))
p = Jp,d ||ϕ|| d
d+p
où PX(dξ) = ϕ(ξ)λd(dξ) + µ(dξ), µ⊥λd (λd mesure de Lebesgue sur Rd) et Jp,d ∈
]0; +∞[.
Remark 1.1.2. On montre que Jp,d correspond à la limite pour la loi uniforme
sur [0, 1]d :
Jp,d = lim
N→+∞
N
p
d
(
eN,p(U
(
[0, 1]d
)
)
)p
Jp,d = liminfN→+∞N
p
d
(
eN,p(U
(
[0, 1]d
)
)
)p
.
La vraie valeur de Jp,d est inconnue pour d ≥ 3, mais on sait que Jp,1 = 12r(r+1) et
que J2,d ∼ d2pie lorsque d tend vers +∞.
Le lemme de Pierce établi dans [LP08] donne une vitesse de convergence non
asymptotique.
Lemma 1.1.3. Soit p ≥ 1, η > 0. Il existe une constante Cd,p,η > 0 et un entier
Nd,p,η ≥ 1 tels que pour toute variable aléatoire X ∈ Lp+η à valeurs dans Rd, pour
tout N ≥ Nd,p,η,
eN,p(X) ≤ Cd,p,η ||X||p+η N−
1
d .
Les quantiﬁeurs L2-optimaux vériﬁent une propriété de stationnarité :
E
[
X|XˆΓ∗N
]
= XˆΓ
∗
N .
Cette propriété permettra d'avoir des correcteurs pour des schémas d'ordre 1 pour
les algorithmes de regression ou d'avoir une bonne estimation de l'incrément mar-
tingale pour les schémas par interpolation pour les équations diﬀérentielles stochas-
tiques rétrogrades par exemple.
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1.2. Applications aux probabilités numériques
La quantiﬁcation peut être vue comme une alternative à la méthode de Monte
Carlo pour l'approximation numérique de l'intégrale E [f(X)], pour X de loi PX
sur
(
Rd,B(Rd)) et f une fonction borélienne de Rd et f(X) ∈ L1. Une formule de
type cubature (Xˆ est une variable aléatoire discrète) donne l'estimateur :
E
[
f(XˆΓ)
]
=
∑
x∈Γ
f(x)P
(
XˆΓ = x
)
=
∑
x∈Γ
f(x)P (X ∈ Cx(Γ)) ,
où Γ est si possible une grille Lp-optimale. Les pondérations P (X ∈ Cx(Γ)) sont des
paramètres pouvant être calculés en même temps que la construction de la grille de
quantiﬁcation.
L'erreur d'estimation dépend de la régularité de la fonction f . Rappelons quelques
résultats élémentaires.
 Si la fonction f est lipschitzienne de rapport [f ]Lip = supx 6=y |f(x)−f(y)||x−y| , alors
on a : ∣∣∣E [f(X)]− E [f(XˆΓ)]∣∣∣ ≤ E [∣∣∣f(X)− f(XˆΓ)∣∣∣]
≤ [f ]Lip
∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣
r
, ∀r ≥ 1.
Si Γ est une N -quantiﬁcation Lp-optimale, alors le théorème de Zador donne une
estimation de l'erreur :
E [f(X)]− E
[
f(XˆΓ)
]
= O(N−
1
d ).
avec les notations de Landau (o et O).
 Si la fonction f est 2 fois diﬀérentiable, à dérivée seconde bornée et si Γ
est une N -quantiﬁcation L2-optimale, alors la propriété de stationnarité permet
d'établir une majoration d'erreur d'ordre 1 :∣∣∣E [f(X)]− E [f(XˆΓ)]∣∣∣ ≤ [Df ]Lip ∣∣∣∣∣∣X − XˆΓ∣∣∣∣∣∣2
2
= O(N−
2
d ).
 Si la fonction f est convexe et f(X) ∈ L1, l'inégalité de Jensen donne la
majoration suivante :
E
[
f(XˆΓ)
]
≤ E [f(X)] .
L'intégration numérique par quantiﬁcation est une technique déterministe de
calcul d'espérance optimisée par rapport à un nombre de points (les grilles et les
pondérations sont calculées oine). Ainsi, cette méthode peut être utilisée pour
calculer rapidemment des nombreuses espérances conditionnelles.
1.3. Quantiﬁcation de processus markovien
Pour les algorithmes de quantiﬁcation par arbre ([BP03a], [BPP05]), il est
nécessaire de quantiﬁer un processus Markovien à temps discret (Xk)k. Dans ce cas,
on quantiﬁe chaque variable Xk avec sa loi marginale et on parle de quantiﬁcation
marginale (notion diﬀérente de la quantiﬁcation fonctionnelle de processus [LP02],
[PP05b]). D'abord, à chaque pas de temps, on projette la variable aléatoire Xk
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sur un Nk-quantiﬁeur (Lp-optimal) Γk =
{
x
(k)
1 , ..., x
(k)
Nk
}
suivant la règle du plus
proche voisin, ce qui s'écrit :
Xˆk = ProjΓk(Xk) =
Nk∑
i=1
x
(k)
i 1Ci(Γk)(Xk).
Cependant, le processus quantiﬁé
(
Xˆk
)
k
n'est pas une chaîne de Markov. Mais il
est possible d'approximer les probabilités de transition entre deux dates à l'aide de
noyaux de transition p(k)i,j déﬁnis par
p
(k)
i,j = P (Xk+1 ∈ Cj(Γk+1)|Xk ∈ Ci(Γk))
= P
(
Xˆk+1 = x
(k+1)
j |Xˆk = x(k)i
)
.
Ces probabilités de transition peuvent être calculées hors-ligne (par exemple par
Monte Carlo). On aura ainsi une approximation de l'espérance conditionnelle
E [f(Xk+1)|Xk] ∼ E
[
f(Xˆk+1)|Xˆk
]
∼
Nk+1∑
j=1
p
(k)
i,j f(x
(k)
j ), si Xk ∈ Ci(Γk).
ce qui nous permettra de forcer un pseudo-principe de programmation dynamique
sur la variable quantiﬁée.
1.4. Recherche de quantiﬁeurs optimaux
La recherche d'un N -quantiﬁeur optimal est un problème d'optimisation assez
délicat, tout particulièrement dans le cas multidimensionnel. En dimension 1, il
arrive que l'on dispose de formules fermées (cas de la loi uniforme) ou de formules
semi-fermées (les cas des loi puissance, des lois exponentielles et de Pareto) ce
qui rend le calcul plus aisé (voir [FP02]). Sinon on peut généralement appliquer
des algorithmes d'optimisation numériques déterministes comme celle de gradient
(Newton) ou de point ﬁxe (Lloyd 1).
Cependant, la situation se complique dans le cas multidimensionnel. La solution
du quantiﬁeur optimal n'est pas unique et les calculs d'intégrales deviennent plus
ardus. Une approche probabiliste est alors préférable. Présentons deux algorithmes
stochastiques d'apprentissage basés sur la simulation.
1.4.1. Algorithme CLVQ. Aussi appelé algorithme de plus proche voisin
ou algorithme de Kohonen à 0 voisin (ref. [BMP90], [Pag97]), l'algorithme CLVQ
(Competitive Leaning Vector Quantization) est un gradient stochastique. Pour p ≥
1 et pour une taille de grille N ﬁxée, on simule une suite i.i.d.
(
ξk
)
k
dans L2 de loi
X et on déﬁnit la suite
(
Xk
)
k
, partant de X0 ∈ (Rd)N , par
Xk+1i = X
k
i − γk+11{ξk+1∈Ci(Xk)}
∣∣Xki − ξk+1∣∣p−2 (Xki − ξk+1) , ∀1 ≤ i ≤ N,
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où γ = (γk)k est une suite à pas décroissant vers 0 et vériﬁant
∑
k
γk = +∞,∑
k
γ2k < +∞.
L'algorithme se décompose en deux phases. Dans une première phase, on sélectionne
le plus proche voisin et dans une seconde il s'agit d'apprentisage en modiﬁant le
plus proche point de la valeur ξk+1 et en laissant les autres points inchangés.
1.4.2. Algorithme de Lloyd 1. L'algorithme de Lloyd 1 (cf. [Llo82] et
[GG00]) permet d'obtenir une quantiﬁcation L2-optimale en se basant sur la sta-
tionarité de la solution E
[
X|XˆΓ∗N
]
= XˆΓ
∗
N pour X ∈ L2.
Initialisée en X0 ∈ (Rd)N , on déﬁnit la suite (Xk)
k
par
Xk+1i = E
[
X|X ∈ Ci(Xk)
]
, ∀1 ≤ i ≤ N.
Cette espérance conditionnelle est calculée par simulation de Monte Carlo. L'algo-
rithme converge vers l'équilibre se situant dans le bassin d'attraction de la grille
initiale. La phase d'initialisation est donc primordiale.
Pour une loi X sur laquelle on a peu d'information, il peut ainsi être conseillé
de commencer par initialiser avec des simulations de Monte Carlo, puis d'améliorer
la grille avec l'algorithme CLVQ pendant un certain temps (pour arriver dans le
bassin d'attraction). Enﬁn, on applique l'algorithme de Lloyd 1 (cf. [PP03]).
1.5. Exemples
Exemple loi normale. Quantiﬁcation optimale de la loi normale dans R2
avec M = 100 points :
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La quantiﬁcation de la loi normale permet de quantiﬁer de nombreux processus
en ﬁnance en ne faisant juste une petite transformation (passage au log, scaling,
changement de probabilité par Girsanov) : dans le modèle de Black-Scholes, l'actif
risqué est modélisé par une exponentielle de la loi normale : St = S0 exp
(
(r − σ22 )t+ σWt
)
.
De plus, la quantiﬁcation optimale de la loi normale permet un calcul rapide
d'espérances. Ainsi, la quantiﬁcation optimale pourra être utilisée pour le calcul
d'espérances conditionnelles.
Exemple : Brownien et son supremum. Quantiﬁcation optimale de la loi(
W1, sup0≤s≤1Ws
)
dans R2 avec M = 100 points :
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Un scaling et un changement de probabilité permettent de ramener la loi de
(St, sup0≤s≤t Ss) sous Black-Scholes à une exponentielle de
(
W1, sup0≤s≤1Ws
)
.
Exemple : Option asiatique. Quantiﬁcation de la loi de (St, At) où St suit
le modèle de Black-Scholes et At = 1t
´ t
0
Ssds. Nous allons quantiﬁer cette loi en
trois étapes.
Tout d'abord, la grille initale est obtenue de manière aléatoire par un tirage de
Monte Carlo :
Fig. 1.5.1. Cette grille initiale pour la loi Xt = (St, At) est obte-
nue par un tirage de Monte Carlo (N = 270). L'erreur de quanti-
ﬁcation vaut e2(Γ, X) = 5, 70.
Ensuite, la grille est ensuite améliorée par l'algorithme CLVQ :
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Fig. 1.5.2. En appliquant l'algorithme CLVQ à la grille initiale,
on obtient une approximation de la loi Xt = (St, At) est obtenue
par un tirage de Monte Carlo (N = 270). L'erreur de quantiﬁcation
diminue et vaut e2(Γ, X) = 3, 10.
Finalement, on applique obtient ce qui donne une grille plus homogène en
appliquant Lloyd :
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Fig. 1.5.3. Finalement, on applique l'algorithme de Lloyd pour
obtnenir une grille plus régulière de la loi deXt = (St, At). L'erreur
de quantiﬁcation diminue et vaut e2(Γ, X) = 2, 35.
CHAPITRE 2
Contrôle par quantiﬁcation
2.1. Introduction
Nous allons appliquer des méthodes de quantiﬁcation pour résoudre numéri-
quement des problèmes non linéaires associés à une chaîne de Markov en dimension
d. Nous allons proposer trois méthodes :
 l'une par régression linéaire sur des fonctions constantes par morceaux déﬁnies
par la quantiﬁcation
 la deuxième en approximant la dynamique de la chaîne de Markov par un arbre
déﬁni sur la grille de quantiﬁcation
 la troisième est la méthode des gerbes ; les probabilités de transition sont estimées
sur chaque point de la grille.
Dans une première partie, nous allons déﬁnir un principe de programmation dy-
namique générique adapté à de nombreux problèmes de contrôle stochastique. Dans
ce cadre, nous allons développer ces trois algorithmes liés à la quantiﬁcation pour
résoudre ces problèmes. Nous allons montrer la convergence et donner la vitesse de
convergence des diﬀérents schémas. Dans une deuxième partie, nous allons appliquer
notre algorithme de programmation dynamique génériques à quelques exemples en
ﬁnance. On devra alors se ramener à une structure markovienne, quantiﬁer le pro-
cessus markovien et montrer que les schémas vériﬁent les hypothèses de convergence
de l'algorithme.
2.2. Problème à résoudre
2.2.1. Description. Nous nous nous plaçons un cadre à temps discret. Sur
un espace de probabilité ﬁltré (Ω,F = (Fk)k=0,1,..,n,P), n ∈ N∗, on considère une
(Fk)0≤k≤n-chaîne de Markov (Xk)0≤k≤n à valeurs dans
(
Rd, |.|) muni de sa norme
euclidienne |.|. Soit (ξk)1≤k≤n une suite de variables aléatoires indépendantes iden-
tiquement distribuées Fk-mesurables à valeurs dans Rdξ et ξk est indépendantes de
Fk−1. On considère un processus de contrôle ak σ(Xk)-mesurable à valeurs dans
un compact Ak.
De nombreux problèmes de contrôle optimal sont liés au principe de program-
mation dynamique. On pourrait citer des problèmes de temps d'arrêt optimal (op-
tions américaines ou bermudéennes en ﬁnance), des problèmes de maximisation
d'utilité, d'optimisation de processus de Markov contrôlé... Pour les résoudre, la
première étape est d'écrire la programmation dynamique.
Example 2.2.1. Par exemple, la valorisation d'une option bermudéenne de
payoﬀ hk(Xk) revient à résoudre le problème de temps d'arrêt optimal :
Yk = esssupτ∈Tk,nE [hτ (Xτ )|Fk]
35
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où Tk,n représente l'ensemble des temps d'arrêts à valeurs dans {k, .., n} et (Y
est aussi appelé l'enveloppe de Snell de {hk(Xk)}0≤k≤n). L'enveloppe de Snell
{Yk}0≤k≤n satisfait alors Yk = yk(Xk), ∀0 ≤ k ≤ n, où les fonctions
yk : Rd → R vériﬁent le principe de programmation dynamique rétrograde
suivant :{
yn(x) = hn(x) x ∈ Rd
yk(x) = max {hk(x);E [yk+1(Xk+1)|Xk = x]} , x ∈ Rd, 0 ≤ k ≤ n− 1.
Ainsi, ce problème de temps d'arrêt revient à résoudre le schéma par program-
mation dynamique rétrograde précédent.
Dans le cadre général que nous adoptons, on considère Yk = yk(Xk) solution
d'un problème de contrôle stochastique déﬁni par un schéma par programmation
dynamique descendante. On suppose que Yk = yk(Xk) vériﬁe le principe de pro-
gammation dynamique générique déﬁni par yk = Bk(yk+1) :
(2.2.1)

yn(x) = h(x)
uk,a(x) = E [yk+1(Xk+1)φk,a(x, ξk+1)|Xk = x]
vk(x, a) = Tk,a (x, uk,a(x))
yk(x) = Rk(x, vk(x, a)), 0 ≤ k < n− 1,
où les fonctions h : Rd → R, φk,a : Rd × Rdξ → Rd′ , Tk,a : Rd × Rd′ → R et
Rk : Rd × RAk → R sont déterministes.
Remark 2.2.2. Interprétation : Ce cadre de programmation dynamique géné-
rique permet de résoudre de nombreux problèmes en ﬁnance et il est plus général
que dans l'article [PP04]. Nous donnerons diﬀérentes exemples d'utilisation de
cette programmation dynamique générique dans la partie suivante : applications
pour les options américaines, pour les équations diﬀérentielles stochastiques rétro-
grades (EDSR), applications au problème de maximisation d'utilité, d'optimisation
d'un processus de Markov contrôlé, de contrôle en information partielle.
La fonction h représente la fonction valeur à l'instant ﬁnal n. Les fonctions
uk,a nécessitent des calculs des espérances conditionnelles. La fonctions φk,a pour-
ront être par exemple un changement de probabilité (résultat d'une transformation
du type Girsanov) ou représenter des accroissements d'un mouvement Brownien
comme pour le schéma pour les EDSR. La fonction Rk représentera la réﬂexion
dans le cas des options américaines ou bien la maximisation d'utilité.
2.2.2. Hypothèses. Pour des raisons techniques, on suppose dans la suite
qu'il existe une constante K > 0 telle que ∀x, x˜ ∈ Rd, ∀k ∈ {0, .., n− 1}, ∀a ∈ Ak
|Tk,a (x, u)− Tk,a (x˜, u˜)| ≤ K (|x− x˜|+ |u− u˜|) ,∣∣∣Rk (x, f)−Rk (x˜, f˜)∣∣∣ ≤ K |x− x˜|+ ∣∣∣f − f˜ ∣∣∣∞ ,
|h(x)− h(x˜)| ≤ K |x− x˜| .
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Notation 2.2.3. En notant la base orthonormée usuelle ei = (δi,j)1≤j≤d′ 1 ≤
i ≤ d′ (où δi,j représente le symbole de Kronecker), nous déﬁnissons S∆Tk sous-
ensemble de Rd′ par
S∆Tk : =
{
λ = (λi)1≤i≤d′ ∈ Rd′ |∀1 ≤ i ≤ d′,∃a ∈ Ak,∃x ∈ Rd,∃u ∈ Rd,∃ ∈ R∗,
= λi ∈ {0; Tk,a (x, u+ ei)− Tk,a (x, u)

}
}
.
Remark 2.2.4. 1/ Comme la fonction Tk,a est lipschitzienne de rapport K, on
a la majoration suivante |λ|∞ ≤ K, ∀λ ∈ S∆Tk .
2/ Si Tk,a ∈ C1b , le support de ∇uTk,aest inclus dans S∆Tk .
3/ Nous avons une égalité du type du théorème des accroissements ﬁnis : soient
x ∈ Rd et u = (ui)1≤i≤d′ , u˜ = (u˜i)1≤i≤d′ ∈ Rd′ , il existe une constante λ =
(λi)1≤i≤d′ ∈ S∆Tk telle que
Tk,a (x, u˜)− Tk,a (x, u) = λ.(u˜− u).
Pour obtenir cette égalité, il suﬃt de considérer λ = (λi)1≤i≤d′ ∈ S∆Tk déﬁni par
λi =
{
Tk,a(x,ui)−Tk,a(x,ui−1)
u˜i−ui si u˜i 6= ui
0 si u˜i 6= ui
avec ui = (u˜j1j≥i + uj1j<i)1≤j≤d′ .
De même, en appliquant la formule précédente pour des variables aléatoires
X à valeurs dans Rd et U, U˜ à valeurs dans Rd′ , il existe une variable aléatoire Λ
σ(X, U˜ , U)-mesurable à valeurs dans S∆Tk telle que
Tk,a
(
X, U˜
)
− Tk,a (X,U) = Λ.(U˜ − U).
4/ Soit une fonction bornée k : Rd → R considérée comme une petite perturbation
de yk+1. En notant
uk,a(x) = E [(yk+1 + k)(Xk+1)φk,a(x, ξk+1)|Xk = x] ,
on peut observer l'impact de la perturbation  sur un pas de temps dans la pro-
grammation dynamique générique (2.2.1) :
Tk,a
(
x, uk,a(x)
)− Tk,a (x, uk,a(x)) = λ. (uk,a(x)− uk,a(x))
= k(x)× λ.φk,a(x, ξk+1)
avec λ ∈ S∆Tk . Il semble alors intéressant de majorer le terme λ.φk,a(x, ξk+1) pour
contrôler la stabilité de la programmation dynamique.
Suite à la remarque précédente, nous donnons des hypothèses liées à la stabilité
Lp de schéma. Soit p ∈ [1,+∞] et q ∈ [1,+∞] son conjugué (i.e. 1p + 1q = 1).
Assumption 2.2.5. Notons :
 (Pp) l'hypothèse suivante : ∀k ∈ {0, .., n− 1}, ∀a ∈ Ak, on a
|E [|λ.φk,a(x, ξk+1)|q]|
1
q ≤ K, ∀x ∈ Rd,∀λ ∈ S∆Tk .
 (Hp) l'hypothèse suivante : ∀k ∈ {0, .., n− 1}, ∀a ∈ Ak, on a
E [|λ.φk,a(x, ξk+1)|q] ≤ 1 + K
n
, ∀x ∈ Rd,∀λ ∈ S∆Tk .
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2.3. Algorithmes pour l'approximation en espace
Nous allons développer trois méthodes d'approximation utilisant une grille de
quantiﬁcation Γk =
{
xki ∈ Rd
}
1≤i≤Nk de taille Nk. On considère les partitions bo-
réliennes
{
∪Nki=1Cki
}
k
avec C¯ki =
{
x ∈ Rd| ∣∣x− xki ∣∣ ≤ ∣∣x− xkj ∣∣ ,∀j 6= i}. On déﬁnit
la fonction projection sur Γk par
projΓk(x) =
∑
i=1
xki 1x∈Cki .
On note Xˆk = projΓk(Xk).
2.3.1. Régression sur une base quantiﬁée. Cette méthode peut être in-
terprétée de plusieurs manières possibles :
 soit comme une approximation par la sous-ﬁltration σ(Xˆk) ;
 soit comme une méthode de régression linéaire sur les vecteurs orthogonaux{
1Xk∈Cki
}
1≤i≤Nk
;
 soit comme une méthode de noyaux avec K(xi, Xk) = 1x∈Cki .
Les espérances conditionnelles E [yk+1(Xk+1)φk,a(Xk, ξk+1)|Xk] sont alors es-
timées (via une méthode de Monte Carlo en général) par
E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
]
=
Nk∑
i=1
E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)1Xk∈Cki
]
P
(
Xk ∈ Cki
) 1Xk∈Cki .
Fig. 2.3.1. Exemple d'une régression du mouvement brownien sur
une base quantiﬁée
L'approximation en espace de la progammation dynamique générique (2.2.1)
par la régression sur une base quantiﬁé est alors déterminée par le schéma rétrograde
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suivant : 
yˆn(Xn) = h(Xn)
vˆk(Xˆk, a) = Tk,a
(
Xˆk,E
[
yˆk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
])
yˆk(Xˆk) = Rk
(
Xˆk, vˆk(Xˆk, a)
)
yˆk(Xk) = yˆk(Xˆk) + rk(Xˆk, Xk), ∀0 ≤ k < n,
avec rk(Xˆk, Xk) un terme correcteur tentant d'approcher yk(Xk)−yk(Xˆk) que l'on
peut rajouter. On suppose que∣∣rk(projΓk(x), x)∣∣ ≤ C ∣∣projΓk(x)− x∣∣ , ∀x ∈ Rd,
La proposition suivante donne la convergence de l'algorithme :
Proposition 2.3.1. Supposons Xk ∈ Lp ∀0 ≤ k ≤ n. Il existe une constante
C ≥ 0 telle que
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Knp
n−1∑
k=1
k,
avec
k =
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣ sup
a∈Ak
∣∣∣uk,a(Xk)− E [uk,a(Xk)|Xˆk]∣∣∣∣∣∣∣∣∣∣∣
p
≤
(
1 + 2 sup
a∈Ak
[uk,a]Lip
) ∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
et avec Knp ≤ Cn sous l'hypothèse (Pp) et Knp ≤ C sous l'hypothèse (Hp).
Avec Xˆk Lp-quantiﬁeur optimal de Xk avec Nk points, le lemme de Pierce donne
la vitesse de convergence : soit η > 0 telle que Xk ∈ Lp+η, ∃Cd,p,η > 0, ∃Nd,p,η,
∀Nk ≥ Nd,p,η ∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
≤ Cd,p,η ||Xk||p+η N
− 1d
k ,
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Cd,p,ηKnp
n−1∑
k=1
(
1 + 2 sup
a∈Ak
[uk,a]Lip
)
||Xk||p+η N
− 1d
k .
2.3.2. Algorithme par arbre de quantiﬁcation. On suppose ici qu'il existe
des fonctions ψk,a : Rd × Rd → Rd′ telles que
φk,a(Xk, ξk+1) = ψk,a(Xk, Xk+1).
L'approximation en espace de la progammation dynamique générique (2.2.1) par
un arbre de quantiﬁcation donne le schéma rétrograde suivant :
yˆn(Xˆn) = h(Xˆn)
vˆk(Xˆk, a) = Tk,a
(
Xˆk,E
[
yˆk+1(Xˆk+1)ψk,a(Xˆk, Xˆk+1)|Xˆk
])
yˆk(Xˆk) = Rk
(
Xˆk, vˆk(Xˆk, a)
)
, ∀0 ≤ k < n.
L'application projection n'étant pas injective, le processus Xˆk ne conserve pas la
propriété de Markov de Xk. Cependant, on déﬁnit des probabilités de transition à
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partir des Xˆk par :
pki,j = P
(
Xˆk+1 = xk+1j |Xˆk = xki
)
= P
(
Xk+1 ∈ Ck+1j |Xk ∈ Cki
)
.
Alors l'algorithme devient :
yˆn(x) = h(x), ∀x ∈ Γn
uˆk(xki , a) = Tk,a
(
xki ,
∑Nk+1
j=1 p
k
i,j yˆk+1(x
k+1
j )ψk,a(x
k
i , x
k+1
j )
)
yˆk(xki ) = Pk
(
xki , uˆk(x
k
i , a)
)
, ∀0 ≤ k < n,∀xki ∈ Γk.
Fig. 2.3.2. Exemple d'un arbre de quantifcation approchant un
mouvement brownien
La proposition suivante donne la convergence de l'algorithme :
Proposition 2.3.2. Supposons Xk ∈ Lp ∀0 ≤ k ≤ n. Il existe une constante
C ≥ 0 telle que
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Knp
n−1∑
k=1
k,
où
k =
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣ sup
a∈Ak
∣∣∣uk,a(Xk)− E [uk,a(Xk)|Xˆk]∣∣∣∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣E [yˆk+1(Xˆk+1)(ψk,a(Xk, Xk+1)− ψk,a(Xˆk, Xˆk+1)) |Xˆk]∣∣∣∣∣∣
p
,
et avec Knp ≤ Cn sous l'hypothèse (Pp) et Knp ≤ C sous l'hypothèse (Hp).
Avec Xˆk Lp-quantiﬁeur optimal de Xk avec Nk points, le lemme de Pierce donne
la vitesse de convergence : soit η > 0 tel que Xk ∈ Lp+η, ∃Cd,p,η > 0, ∃Nd,p,η,
∀Nk ≥ Nd,p,η, ∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
≤ Cd,p,η ||Xk||p+η N
− 1d
k
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et
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Cd,p,ηKnp
n−1∑
k=1
(
1 + 2 sup
a∈Ak
(
[uk,a]Lip + |yˆ|∞ [ψk,a]Lip
))
||Xk||p+η N
− 1d
k .
2.3.3. Méthodes des gerbes. Ici, nous supposons que la dynamique de la
(Fk)-chaîne de Markov (Xk)k est donnée par
Xk+1 = Fk(Xk, ξk+1)
avec Fk une fonction déterministe. On approxime le semi-groupe de transition ξk+1
par la variable aléatoire discrète ξˆk+1 indépendante de Fk. Cette discrétisation de
ξk+1 peut se faire par plusieurs méthodes : par exemple par Monte Carlo, par quasi-
Monte Carlo, par quantiﬁcation ou par une méthode de quadrature... On considère
les variables aléatoires Xk et la (Fk)-chaine de Markov Xˆck déﬁnies par
Xˆc0 = X0 = X0
Xk+1 = Fk(Xˆck, ξˆk+1)
Xˆck+1 = projΓk+1(Xk+1).
On considère φˆk,a une approximation de φk,a (cette approximation dépendra de la
méthode utilisée pour ξˆk+1).
Fig. 2.3.3. Exemple d'une approximation du mouvement brow-
nien par la méthode des gerbes
L'approximation en espace de la progammation dynamique générique (2.2.1)
par la méthode des gerbres est alors déterminée par le schéma rétrograde suivant :
yˆn(x) = h(x) ∀x ∈ Rd
vˆk(xki , a) = Tk,a
(
xki ,E
[
yˆk+1
(
Fk(xki , ξˆk+1)
)
φˆk,a(xki , ξˆk+1)
])
yˆk(xki ) = Rk
(
xki , vˆk(x
k
i , a)
) ∀0 ≤ k < n, ∀xki ∈ Γk
yˆk(x) = yˆk
(
projΓk(x)
)
+ rk
(
projΓk(x), x
)
, ∀0 ≤ k < n,∀x ∈ Rd,
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avec rk(projΓk(x), x) un terme correcteur tentant d'approcher yk(x)−yk(projΓk(x))
que l'on peut rajouter. Par souci de technicité, on suppose que∣∣rk(projΓk(x), x)∣∣ ≤ C ∣∣projΓk(x)− x∣∣ .
Pour la méthode des gerbes, on donne des hypothèses variantes (P ′p) et (H ′p)
au lieu de (Pp) et (Hp) dû à l'approximation de ξk par ξˆk.
Assumption 2.3.3. Pour p ∈ [1,+∞] et q son conjugué (i.e. 1p + 1q = 1), on
note :
 (P ′p) l'hypothèse suivante : ∀k ∈ {0, .., n− 1}, ∀a ∈ Ak,∣∣∣∣∣∣λ.φˆk,a(x, ξˆk+1)∣∣∣∣∣∣
q
≤ K, ∀x ∈ Rd,∀λ ∈ S∆Tk .
 (H ′p) l'hypothèse suivante : ∀k ∈ {0, .., n− 1}, ∀a ∈ Ak,∣∣∣∣∣∣λ.φˆk,a(x, ξˆk+1)∣∣∣∣∣∣
q
≤ 1 + K
n
, ∀x ∈ Rd,∀λ ∈ S∆Tk .
La proposition suivante donne la convergence de l'algorithme :
Proposition 2.3.4. Supposons Xk ∈ Lp ∀0 ≤ k ≤ n. Il existe une constante
C ≥ 0 telle que
sup
k
∣∣∣∣yk(Xk)− yˆk(Xk)∣∣∣∣p ≤ Knp n−1∑
k=1
k +Kn∞
n−1∑
k=1
ηk,
avec
k =
∣∣∣∣∣∣yk(Xk)− yk(Xˆck)∣∣∣∣∣∣
p
+
∣∣∣∣∣∣Xk − Xˆck∣∣∣∣∣∣
p
≤
(
1 + [yk]Lip
) ∣∣∣∣∣∣Xk − Xˆck∣∣∣∣∣∣
p
,
ηk = sup
a∈Ak,x∈Rd
∣∣∣E [yk+1 (Fk(x, ξk+1))φk,a(x, ξk+1)]− E [yk+1 (Fk(x, ξˆk+1)) φˆk,a(x, ξˆk+1)]∣∣∣ ,
et avec Knp ≤ Cn sous
(P ′p) et Knp ≤ C sous l'hypothèse (H ′p).
Avec Xˆck Lp-quantiﬁeur optimal de Xk avec Nk points, le lemme de Pierce donne
la vitesse de convergence : soit η > 0 tel que Xk ∈ Lp+η, ∃Cd,p,η > 0, ∃Nd,p,η,
∀Nk ≥ Nd,p,η ∣∣∣∣∣∣Xk − Xˆck∣∣∣∣∣∣
p
≤ Cd,p,η
∣∣∣∣Xk∣∣∣∣p+η N− 1dk ,
sup
k
∣∣∣∣yk(Xk)− yˆk(Xk)∣∣∣∣p ≤ KnpCd,p,η n−1∑
k=1
(
1 + [yk]Lip
)
||Xk||p+η N
− 1d
k +K
n
∞
n−1∑
k=1
ηk.
Avec la grille cartésienne Γk = δZd, on a∣∣∣∣∣∣Xk − Xˆck∣∣∣∣∣∣
p
=
∣∣∣∣Xk − ProjΓk(Xk)∣∣∣∣p ,
sup
k
∣∣∣∣yk(Xk)− yˆk(Xk)∣∣∣∣p ≤ Knp n−1∑
k=1
(
1 + [yk]Lip
)
δ +Kn∞
n−1∑
k=1
ηk.
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Il faut maintenant avoir une majoration du terme ηk. Si ξˆk+1 = ξk+1 (et φˆk,a =
φk,a), alors ηk = 0. Plus généralement, sous (H∞), Kn∞ est uniformément bornée,
il faut montrer que ηk = o( 1n ).
Nous allons proposer plusieurs méthodes pour discrétiser le semi-groupe de
transition.
Example 2.3.5. Ici, supposons que la variable aléatoire ξk+1 à valeurs dans Rdξ
est approximée par un quantiﬁcateur optimal ξˆMk+1 àM points. Soit f, φ : Rdξ → R,
nous contrôlons l'approximation du semi-groupe par quantiﬁcation :∣∣∣E [f (ξk+1)φ(ξk+1)]− E [f (ξˆMk+1)φ(ξˆMk+1)]∣∣∣ ≤ ∣∣∣E [(f(ξk+1)− f(ξˆMk+1))φ(ξk+1)]∣∣∣
+
∣∣∣E [f(ξˆMk+1)(φ(ξk+1)− φ(ξˆMk+1))]∣∣∣
≤
(
|f |Lip |φ|∞ + |f |∞ |φ|Lip
) ∣∣∣∣∣∣ξk+1 − ξˆMk+1∣∣∣∣∣∣
1
.
Avec φˆk,a = φk,a = φ et f : ξ ∈ Rξ 7→ yk+1 (Fk(x, ξ)) ∈ R, on en déduit l'erreur
donnée par l'approximation du semi-groupe :
ηk ≤ sup
a∈Ak
{
[yk+1]Lip |∇ξFk|∞ |φk,a|∞ + |yk+1|∞ |∇ξφk,a|∞
} ∣∣∣∣∣∣ξk+1 − ξˆMk+1∣∣∣∣∣∣
1
.
Le lemme de Pierce permet d'obtenir les majorations :
ηk ≤ K ′ ||ξk+1||1+ηM
− 1dξ
avec K ′ = Cdξ,1,η supa∈Ak
{
[yk+1]Lip |∇ξFk+1|∞ |φk,a|∞ + |yk+1|∞ |∇ξφk,a|∞
}
et
sup
k
∣∣∣∣yk(Xk)− yˆk(Xk)∣∣∣∣p ≤ KnpCd,p,η n−1∑
k=1
(
1 + [yk]Lip
)
||Xk||p+η N
− 1d
k +K
n
∞K
′
n−1∑
k=1
||ξk+1||1+ηM
− 1dξ .
Les espérances conditionnelles peuvent être calculées de diﬀérentes manières.
Pour de nombreux problèmes, ξk+1 suit une loi normale (ou bien une combinai-
son d'une loi normale ou d'un bruit discret (loi de Poisson...)). Par exemple, une
méthode de moments (cubature), une marche aléatoire (si ξk+1 est une variable
gaussienne), une méthode de Monte Carlo ou la quantiﬁcation de la variable ξk+1
permettent d'obtenir une approximation discrète de l'espérance conditionnelle.
On souhaite que la méthode utilisée réponde aux critères suivants :
 Le grand nombre de calculs d'espérances conditionnelles nous incite à avoir
une méthode de calcul rapide, donc avec peu de points.
 La méthode de discrétisation doit dépendre de la régularité de yk ; avec une
faible régularité, on utilisera la méthode de Monte Carlo, si la fonction yk est
lipschitzienne, on pourra approcher par quantiﬁcation et si yk est plus régulière, on
pourra utiliser une méthode de quadrature.
Remark 2.3.6. Avec ξ 7→ φk,a(x, ξ) linéaire (par exemple pour les équations
diﬀérentielles stochastiques rétrogrades) et ξˆMk+1 quantiﬁeur L2-optimal, la formule
de stationnarité permet d'obtenir l'égalité suivante :
E
[
yk+1
(
Fk(x, ξˆk+1)
){
φk,a(x, ξk+1)− φk,a(x, ξˆk+1)
}]
= 0,
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d'où
ηk ≤ sup
a∈Ak
{
|yk+1|Lip |∇ξFk|∞ |φk,a|∞
} ∣∣∣∣∣∣ξk+1 − ξˆMk+1∣∣∣∣∣∣
1
.
Si ξk+1 suit une loi normale, on peut approcher ξk+1 par exemple par une
loi binomiale ou trinomiale. Dans l'exemple suivant nous montrons que, sous des
hypothèses de régularités des fonctions yk+1 et φk,a la méthode de gerbes converge
en approximant ξk+1 de loi normale par une loi binomiale ou trinomiale.
On note Cmb l'ensemble des fonctions m-fois dérivables aux dérivées bornées.
Example 2.3.7. 1/ Avec ξk+1 = ξn,k+1 =
Wk+1√
n
où
(
W ik+1
)
1≤i≤d ∼ N (0, Id)
de loi normale, on se place dans le cas où
Xk+1 = Fk (Xk, ξn,k+1) .
Considérons l'approximation binomiale ξˆn,k+1 =
Wˆk+1√
n
déﬁnie par
P
({
Wˆ ik+1 = i
}
1≤i≤d
)
=
1
2d
, ∀i = ±1, i = 1, .., d.
Alors, pour f, φ ∈ C3b , on obtient en passant par les gradients ∇f,∇φ et les hes-
siennes 4f,4φ de f et de φ :
E [f (ξn,k+1)φ(ξn,k+1)]
=f(0)φ(0) +
E
[
Bk+1 (4f(0)φ(0) + 2∇f(0)∇φ(0) + f(0)4φ(0))Btk+1
]
2n
+O(n−
3
2 )
=f(0)φ(0) +
E
[
Bˆk+1 (4f(0)φ(0) + 2∇f(0)∇φ(0) + f(0)4φ(0)) Bˆtk+1
]
2n
+O(n−
3
2 )
=E
[
f
(
ξˆn,k+1
)
φ(ξˆn,k+1)
]
+O(n−
3
2 ).
Si yk+1 ∈ C3b et ξ 7→ {φk,a(x, ξ), Fk (x, ξ)} ∈ C3b (avec leurs dérivées troisièmes
uniformément bornées en (k, a, x)), l'erreur dûe à l'approximation du semi groupe
par une loi binomiale est contrôlée et est majorée par les inégalités suivantes :
ηk ≤ Cn− 32 ,
n−1∑
k=0
ηk ≤ Cn− 12 .
La vitesse de convergence convergence de l'erreur dûe à l'approximation du
semi-groupe est ainsi en O(n−
1
2 ).
2/ Regardons maintenant l'approximation trinomiale.
On considère ξk+1 = ξn,k+1 =
Wk+1√
n
avec Bk+1 ∼ N (0, Id) (en dimension
d = 1). Soit u > 0, l'approximation trinomiale ξˆk+1 = ξˆn,k+1 =
Wˆk+1√
n
est donnée
par
P
(
Wˆk+1 = u
)
= P
(
Wˆk+1 = −u
)
=
1
2u2
,
P
(
Wˆk+1 = 0
)
= 1− 1
u2
.
On a alors :
E
[
(Wˆk+1)i
]
= E
[
(Wk+1)i
]
, pour i = {0, 1, 2} .
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Avec u =
√
2, Wˆk+1 représente une marche aléatoire à deux pas.
Avec u =
√
3, les cinq premiers moments sont égaux :
E
[
(Wˆk+1)i
]
= E
[
(Wk+1)i
]
, ∀i ∈ {0, 1, 2, 3, 4, 5}.
On pose
φˆn,k,a
(
x,
u√
n
)
= E
[
nξ2k+1
1− u2φk,a(x, ξk+1)
]
,
φˆn,k,a
(
x,
u√
n
)
= E
[(
nξ2k+1 + u
√
nξk+1
)
φk,a(x, ξk+1)
]
,
φˆn,k,a
(
x,− u√
n
)
= E
[(
nξ2k+1 − u
√
nξk+1
)
φk,a(x, ξk+1)
]
,
ce qui donne les égalités suivantes :
E
[
ξˆin,k+1φˆn,k,a
(
x, ξˆk+1
)]
= E
[
ξin,k+1φn,k,a(x, ξk+1)
]
, pour i ∈ {0, 1, 2} .
Avec ||φk,a(x, ξk+1)||p ≤ K et f : ξ 7→ yk+1(Fk(x, ξ)) = f(ξ) ∈ C3b , on obtient l'er-
reur d'approximation de E [yk+1(Xk+1)φk,a(x, ξk+1)|Xk = x] par E
[
yk+1(Xk+1)φˆk,a
(
x, ξˆk+1
)
|Xk = x
]
:
E [yk+1(Fk(x, ξk+1))φk,a(x, ξk+1)] = f(0)E [φk,a(x, ξk+1)] + f ′(0)E [ξk+1φk,a(x, ξk+1)]
+
f ′′(0)
2
E
[
ξ2k+1φk,a(x, ξk+1)
]
+O(n−
3
2 )
= fk(0)E
[
φˆk,a
(
x, ξˆk+1
)]
+ f ′k(0)E
[
ξˆk+1φˆk,a
(
x, ξˆk+1
)]
+
f ′′k (0)
2
E
[
ξˆ2k+1φˆk,a
(
x, ξˆk+1
)]
+O(n−
3
2 )
= E
[
yk+1(Fk(x, ξˆk+1))φˆk,a
(
x, ξˆk+1
)]
+O(n−
3
2 ).
On obtient ﬁnalement la majoration de l'erreur dûe à l'approximation du semi-
groupe de transition par une loi trinomiale :
ηk ≤ Cn− 32 ,
n−1∑
k=0
ηk ≤ Cn− 12 .
Si yk+1, Fk ∈ C3b et||φk,a(x, ξk+1)||p ≤ K , la vitesse de convergence de l'erreur dûe
à l'approximation du semi-groupe est ainsi en O(n−
1
2 ).
2.4. Preuves
2.4.1. Convergence du schéma par projection :
preuve de la proposition (2.3.1) : Initialement, on a yn(Xn) = yˆn(Xn) = h(Xn).
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Pour k < n, la propriété lipschitzienne de Rk (de rapport K en x et 1 en vk)
implique :∣∣∣yk(Xk)− yˆk(Xˆk)∣∣∣ = ∣∣∣Rk(Xk, vk(Xk, a))−Rk (Xˆk, vˆk(Xˆk, a))∣∣∣
≤ K
∣∣∣Xk − Xˆk∣∣∣+ sup
a∈Ak
∣∣∣vk(Xk, a)− vˆk(Xˆk, a)∣∣∣
≤ C
∣∣∣Xk − Xˆk∣∣∣+ sup
a∈Ak
∣∣∣Tk,a (Xk, uk,a(Xk))− Tk,a (Xˆk, a, uˆk,a(Xˆk))∣∣∣ ,
avec
uˆk,a(Xˆk) = E
[
yˆk+1(Xk+1)φk,a(x, ξk+1)|Xˆk
]
.
Comme Tk,a est lipschitzienne, on a
|yk(Xk)− yˆk(Xk)| ≤ C
∣∣∣Xk − Xˆk∣∣∣+C sup
a∈Ak
∣∣∣uk,a(Xk)− E [uk,a(Xk)|Xˆk]∣∣∣+ sup
a∈Ak
|Ik,a|
où
Ik,a := Tk,a
(
Xˆk,E
[
uk,a(Xk)|Xˆk
])
− Tk,a
(
Xˆk, uˆk,a(Xˆk)
)
, a ∈ Ak
D'après la remarque (2.2.4), il existe une variable aléatoire λk,a σ(Xˆk)-mesurable
à valeurs dans S∆Tk telle que
Ik,a = λk,a.
(
E
[
uk,a(Xk)|Xˆk
]
− uˆk,a(Xˆk)
)
.
Comme λk,a est σ(Xˆk)-mesurable, on obtient
Ik,a = λk,a.
(
E
[
uk,a(Xk)|Xˆk
]
− uˆk,a(Xˆk)
)
= λk,a.
(
E
[
yˆk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
]
− E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
])
= E
[
(yˆk+1(Xk+1)− yk+1(Xk+1))λk,a.φk,a(Xk, ξk+1)|Xˆk
]
L'inégalité de Hölder appliquée à (yˆk+1(Xk+1)− yk+1(Xk+1)) et λk,a.φk,a(Xk, ξk+1)
donne
Ik,a ≤ E
[
|yk+1(Xk+1)− yˆk+1(Xk+1)|p |Xˆk
] 1
p E
[
|λk,a.φk,a(Xk, ξk+1)|q |Xˆk
] 1
q
≤ KpE
[
|yk+1(Xk+1)− yˆk+1(Xk+1)|p |Xˆk
] 1
p
,
avec Kp borné sous (Pp) et Kp ≤ 1+Kn sous l'hypothèse (Hp). L'inégalité de Jensen
entraîne : ∣∣∣∣∣∣∣∣ sup
a∈Ak
Ik,a
∣∣∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣KpE [|yk+1(Xk+1)− yˆk+1(Xk+1)|p |Xˆk] 1p ∣∣∣∣∣∣∣∣
p
≤ Kp ||yk+1(Xk+1)− yˆk+1(Xk+1)||p
En notant k =
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
+
∣∣∣∣∣∣supa∈Ak ∣∣∣uk,a(Xk)− E [uk,a(Xk)|Xˆk]∣∣∣∣∣∣∣∣∣p, on a :
||yk(Xk)− yˆk(Xk)||p ≤ k +Kp ||yk+1(Xk+1)− yˆk+1(Xk+1)||p .
En sommant on obtient :
sup
k
||yk(Xk)− yˆk(Xk)||p ≤
n−1∑
i=1
Kipi.
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Finalement sous (Hp), on a : pour i ≤ n, on a
Kip ≤
(
1 +
K
n
)i
≤ eK
et par conséquent
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ eK
n−1∑
i=1
i.
2.4.2. Convergence du schéma par arbre :
Des schémas par arbre de quantiﬁcation ont été étudiés par exemple dans ([BP03b],
[BPP05]) pour des problèmes de temps d'arrêts optimaux ou dans ([PRS05]) pour
des problèmes de ﬁltrage. Nous allons maintenant la preuve de la convergence de
la méthode par arbre de quantiﬁcation dans notre cadre plus général des schémas
de programmation dynamique générique.
preuve de la proposition (2.3.2) : Initialement,
|yn(Xn)− yˆn(Xn)| =
∣∣∣h(Xn)− h(Xˆn)∣∣∣
≤ C
∣∣∣Xn − Xˆn∣∣∣ .
Pour k < n, la propriété lipschitzienne de Rk implique
|yk(Xk)− yˆk(Xk)| =
∣∣∣Rk(Xk, vk(Xk, a))−Rk (Xˆk, vˆk(Xˆk, a))− rk(Xˆk, Xk)∣∣∣
≤ K
∣∣∣Xk − Xˆk∣∣∣+ sup
a∈Ak
∣∣∣vk(Xk, a)− vˆk(Xˆk, a)∣∣∣ .
En notant
uk,a(Xk) = E [yk+1(Xk+1)φk,a(Xk, ξk+1)|Xk]
= E [yk+1(Xk+1)ψk,a(Xk, Xk+1)|Xk] ,
uˆk,a(Xˆk) = E
[
yˆk+1(Xˆk+1)ψk,a(Xˆk, Xˆk+1)|Xˆk
]
,
et avec Tk,a lipschitzienne, on a∣∣∣vk(Xk, a)− vˆk(Xˆk, a)∣∣∣ = ∣∣∣Tk,a (Xk, uk,a(Xk))− Tk,a (Xˆk, uˆk,a(Xˆk))∣∣∣
≤ K
∣∣∣Xk − Xˆk∣∣∣+ ∣∣∣Tk,a (Xk, uk,a(Xk))− Tk,a (Xk,E [uk,a(Xk)|Xˆk])∣∣∣+ |Ik,a|
+K
∣∣∣Tk,a (Xˆk,E [yˆk+1(Xˆk+1)ψk,a(Xk, Xk+1)|Xˆk])− Tk,a (Xˆk,E [yˆk+1(Xˆk+1)ψk,a(Xˆk, Xˆk+1)|Xˆk])∣∣∣
≤ K
∣∣∣Xk − Xˆk∣∣∣+K ∣∣∣E [yˆk+1(Xˆk+1)(ψk,a(Xk, Xk+1)− ψk,a(Xˆk, Xˆk+1)) |Xˆk]∣∣∣+ |Ik,a|
où
Ik,a = Tk,a
(
Xˆk,E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
])
− Tk,a
(
Xˆk,E
[
yˆk+1(Xˆk+1)φk,a(Xk, ξk+1)|Xˆk
])
.
Comme dans la preuve de la proposition (2.3.1), il existe une variable aléatoire λk,a
σ(Xˆk)-mesurable à valeurs dans S∆Tk telle que
Ik,a = λ,a.
(
E
[
yk+1(Xk+1)φk,a(Xk, ξk+1)|Xˆk
]
− E
[
yˆk+1(Xˆk+1)φk,a(Xk, ξk+1)|Xˆk
])
= E
[{
yk+1(Xk+1)− yˆk+1(Xˆk+1)
}
λk,a.φk,a(Xk, ξk+1)|Xˆk
]
.
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D'après l'inégalité de Hölder, on a
|Ik,a| ≤ E
[∣∣∣yk+1(Xk+1)− yˆk+1(Xˆk+1)∣∣∣p |Xˆk] 1p E [|λk,a.φk,a(Xk, ξk+1)|q |Xˆk] 1q
≤ KpE
[∣∣∣yk+1(Xk+1)− yˆk+1(Xˆk+1)∣∣∣p |Xˆk] 1p
avec Kp ≥ 1 borné sous (Pp) et Kp ≤ 1 + Kn sous (Hp).
En notant
k =
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣ sup
a∈Ak
∣∣∣uk,a(Xk)− E [uk,a(Xk)|Xˆk]∣∣∣∣∣∣∣∣∣∣∣
p
+
∣∣∣∣∣∣∣∣ sup
a∈Ak
|E
[
yˆk+1(Xˆk+1)
(
ψk,a(Xk, Xk+1)− ψk,a(Xˆk, Xˆk+1)
)
|Xˆk
]
|
∣∣∣∣∣∣∣∣
p
,
on obtient à l'aide de l'inégalité de Jensen :
||yk(Xk)− yˆk(Xk)||p ≤ Ck +Kp
∣∣∣∣∣∣∣∣E [∣∣∣yk+1(Xk+1)− yˆk+1(Xˆk+1)∣∣∣p |Xˆk] 1p ∣∣∣∣∣∣∣∣
p
≤ Ck +Kp
∣∣∣∣∣∣yk+1(Xk+1)− yˆk+1(Xˆk+1)∣∣∣∣∣∣
p
avec Kp ≥ 1 borné sous (Pp) et Kp ≤ 1 + Kn sous (Hp). En sommant, on obtient :
sup
k
||yk(Xk)− yˆk(Xk)||p ≤
n∑
i=1
Kipi.
Pour i ≤ n, on a (1 + Kn )i ≤ eK . Finalement sous (Hp), on a :
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ eK
n−1∑
i=1
i.
2.4.3. Convergence de la méthode des gerbes
. Des schémas par méthode de gerbes ont été étudiés. Dans ([PP04], [BPP05]),
une grille de quantiﬁcation est utilisée pour la discrétisation en espace (pour la va-
riable Xk) et le semi-groupe de transition est exact (il n'est pas approché par une loi
discrète). Les articles ([DM06], [DM08]) s'intéresse aux équations diﬀérentielles
stochastiques progressives rétrogrades ; la discrétisation en espace (pour la variable
Xk) utilise une grille cartésiennes Zd, une quantiﬁcation optimale de la loi nor-
male donne l'approximation du semi-groupe de transition. Nous allons maintenant
la preuve de la convergence de la méthode des gerbes dans notre cadre plus général
des schémas de programmation dynamique générique.
Preuve de la proposition (2.3.4) : Initialement, on a yn(Xn) = yˆn(Xn) =
h(Xn).
Pour k < n, la propriété lipschitzienne de Rk (de rapport K en x et 1 en vk)
implique :∣∣yk(Xk)− yˆk(Xk)∣∣ ≤ ∣∣∣yk(Xk)− yk(Xˆck)∣∣∣+ ∣∣∣yˆk(Xk)− yˆk(Xˆck)∣∣∣+ ∣∣∣yk(Xˆck)− yˆk(Xˆck)∣∣∣
≤
∣∣∣yk(Xk)− yk(Xˆck)∣∣∣+ ∣∣∣rk (Xˆck, Xk)∣∣∣+ ∣∣∣Rk(Xˆck, vk(Xˆck, a))−Rk (Xˆk, vˆk(Xˆck, a))∣∣∣
≤
∣∣∣yk(Xk)− yk(Xˆck)∣∣∣+K ∣∣∣Xk − Xˆck∣∣∣+ sup
ak∈Ak
∣∣∣vk(Xˆck, ak)− vˆk(Xˆck, ak)∣∣∣ .
2.4. PREUVES 49
Pour a ∈ Ak, la propriété de lipschitzianité de Tk,a donne∣∣∣vk(Xˆck, a)− vˆk(Xˆck, a)∣∣∣
=
∣∣∣Tk,a (Xˆck,E [yk+1 (Fk(Xˆck, ξk+1))φk,a(Xˆck, ξk+1)])− Tk,a (Xˆck,E [yˆk+1 (Fk(Xˆck, ξˆk+1)) φˆk,a(Xˆck, ξˆk+1)])∣∣∣
≤
∣∣∣Tk,a (Xˆck,E [yk+1 (Fk(Xˆck, ξk+1))φk,a(Xˆck, ξk+1)])− Tk,a (Xˆck,E [yk+1 (Fk(Xˆck, ξˆk+1)) φˆk,a(Xˆck, ξˆk+1)])∣∣∣
+ |Ik,a|
≤K
∣∣∣E [yk+1 (Fk(x, ξk+1))φk,a(x, ξk+1)]− E [yk+1 (Fk(x, ξˆk+1)) φˆk,a(x, ξˆk+1)]∣∣∣+ |Ik,a|
où
Ik,a = Tk,a
(
x,E
[
yk+1
(
Fk(x, ξˆk+1)
)
φˆk,a(x, ξˆk+1)
])
−Tk,a
(
x,E
[
yˆk+1
(
Fk(x, ξˆk+1)
)
φˆk,a(x, ξˆk+1)
])
.
Comme dans la preuve de la proposition (2.3.1), il existe une constante λk,a σ(Xˆk)-
mesurable à valeurs dans S∆Tk telle que
Ik,a = λk,a.
(
E
[
yk+1
(
Fk(Xˆk, ξˆk+1)
)
φˆk,a(Xˆk, ξˆk+1)
]
− E
[
yˆk+1
(
Fk(Xˆk, ξˆk+1)
)
φˆk,a(Xˆk, ξˆk+1)
])
= E
[{
yk+1
(
Fk(Xˆk, ξˆk+1)
)
− yˆk+1
(
Fk(Xˆk, ξˆk+1)
)}
λk,a.φˆk,a(Xˆk, ξˆk+1)|Xˆk
]
.
En notant
ηk = sup
a∈Ak,x∈Rd
∣∣∣E [yk+1 (Fk(x, ξk+1))φk,a(x, ξk+1)]− E [yk+1 (Fk(x, ξˆk+1)) φˆk,a(x, ξˆk+1)]∣∣∣ ,
on a :∣∣yk(Xk)− yˆk(Xk)∣∣ ≤ ∣∣∣yk(Xk)− yk(Xˆck)∣∣∣+K ∣∣∣Xk − Xˆck∣∣∣+Kηk
+ sup
a∈Ak
∣∣∣E [{yk+1(Xk+1)− yˆk+1(Xk+1)}λk,a.φˆk,a(Xˆck, ξˆk+1)|Xˆck]∣∣∣ .
En sommant (et comme yn = yˆn), on obtient :∣∣yk(Xk)− yˆk(Xk)∣∣ ≤ n−1∑
k′=k
sup
a∈A
E
[{∣∣∣yk′(Xk′)− yk′(Xˆck′)∣∣∣+K ∣∣∣Xk′ − Xˆck′ ∣∣∣+Kηk}Λk,k′(a)|Xˆck]
avec Λk,k′(a) = Πk
′−1
i=k
∣∣∣λk,ai .φˆi,ai(Xˆci , ξˆi+1)∣∣∣ (et Λk,k = 1) pour a = (a0, .., an−1) ∈
A = A0 × ..×An−1.
L'inégalité de Hölder avec 1p +
1
q = 1 donne :
∣∣yk(Xk)− yˆk(Xk)∣∣ ≤ n−1∑
k′=k
{
E
[∣∣∣yk′(Xk′)− yk′(Xˆck′)∣∣∣p |Xk] 1p sup
a∈A
E
[|Λk,k′(a)|q |Xk] 1q
+KE
[∣∣∣Xk − Xˆck∣∣∣p |Xk] 1p E [|Λk,k′(a)|q |Xk] 1q +Kηk sup
a∈A
E
[
Λk,k′(a)|Xk
]}
.
(2.4.1)
Or,
E
[∣∣∣λi,ai .φˆi(Xˆci , ai, ξˆi+1)∣∣∣q |Xˆci ] 1q ≤ Kp
2.5. RECONSTRUCTION DE LA SOLUTION 50
avec Kp = C sous (P ′p) et Kp = 1 + Cn sous (H ′p). Comme Xˆck est une chaîne de
Markov, on a pour k < k′
E
[
Λk,k′(a)q|Xˆck
]
= E
[
Λk,k′−1(a)qE
[∣∣∣λk′−1,ak′−1 .φˆk′−1,ak′−1(Xˆck′−1, ξˆk′)∣∣∣q |Xˆck′−1] |Xˆck]
≤ KqpE
[
Λk,k′−1(a)q|Xˆck
]
.
Par une récurrence descendante, on obtient :
esssupa∈AE
[|Λk,k′(a)|q |Xk] 1q ≤ Knp , ∀0 ≤ k ≤ k′ ≤ n
avec Knp = C
n sous (P ′p) et Knp = eC sous (H ′p) et pour p = +∞ (q = 1 pour le
terme en ηk) :
esssupa∈AE
[|Λk,k′(a)| |Xk] ≤ Kn∞, ∀0 ≤ k ≤ k′ ≤ n.
Le passage de l'inégalité (2.4.1) à la norme Lp complète la preuve :
∣∣∣∣yk(Xk)− yˆk(Xk)∣∣∣∣p ≤ Knp n−1∑
k′=k
{∣∣∣∣∣∣yk′(Xk′)− yk′(Xˆck′)∣∣∣∣∣∣
p
+K
∣∣∣∣∣∣Xk′ − Xˆck′ ∣∣∣∣∣∣
p
}
+KKn∞
n−1∑
k′=k
ηk′ .
2.5. Reconstruction de la solution
Dans cette section on précise le terme rk. Le but est de reconstruire yˆk sur Rd
pour améliorer la convergence.
Sur la grille Γk =
{
xk1 , .., x
k
Nk
}
, nous approchons yk(xki ) ' E
[
yk(Xk)|Xˆk = xki
]
par yˆk(xki ). Pour x ∈ Rd avec projΓk(x) = xki , on peut approcher yk(x) par la
méthode du plus proche voisin, donc par yˆk(xki ). Cependant, il est possible d'avoir
une meilleure approximation en ajoutant un terme rk(xki , x) ' yk(x)−yk(xki ), d'où
yk(x) ' yˆk(xki ) + rk(xki , x).
Nous allons proposer plusieurs méthodes pour obtenir le terme rk.
2.5.1. A l'aide de la grille Γk. Les informations données par
(
xki , yˆk(x
k
i )
)
1≤i≤Nk
peuvent permettre de reconstruire yˆk.
2.5.1.1. Par régression linéaire. Soit
{
xkii , .., x
k
ip
}
les p plus proches voisins de
xki dans Γk \
{
xki
}
et soient b = {bj}1≤j≤m un ensemble de fonctions. On fait une
regression linéaire avec les plus proches voisins sur b :
αk,i = argminα∈Rm
p∑
j=1
∣∣∣yˆk(xki )− yˆk(xkij )− α.b(xki − xkij )∣∣∣2 .
On choisit alors rk par :
rk(xki , x) =
p∑
j=1
αk,i.b(x− xkij ).
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2.5.1.2. Par interpolation. Considérons une grille {Γk}0≤k<n. Pour une fonc-
tion f : Γk → R, on déﬁnit fΓk : Rd → R une interpolation linéaire (qui conserve
le rapport de Lipschitz de f).
Deux types d'interpolation vont tout particulièrement nous intéresser. Si la
grille est quelconque, on utilise l'interpolation linéaire à partir de la triangulation
de Delaunay. Cependant, le nombre de simplexes de cette triangulation augmente
géométriquement avec la dimension d et par conséquent le temps de calcul augmente
fortement. Pour palier ce problème, il est possible dans certains cas de calculer hors-
ligne les diﬀérentes espérances conditionnelles. Dans ce cas-là, il serait sans doute
préférable d'obtenir une quantiﬁcation duale optimale ; la grille serait alors mieux
adaptée à notre schéma par interpolation (voir [PW10]).
Si la grille est cartésienne, i.e. Γk = δZd, nous proposons une approximation
multilineaire par morceaux. On déﬁnit les fonctions
φz(x) =
d∏
i=1
Φ
(
δ−1(xi − zi)
)
, ∀z ∈ δZd,∀x ∈ Rd,
avec
Φ(t) = (1− |t|)+ .
La fonction φz est à valeurs dans [0, 1] et
φz(z) = z,
φz(x) = 0, si |x− z|∞ ≥ δ,∑
z∈δZd
φz(x) = 1,∑
z∈δZd
φz(x)z = x.
L'interpolation sur une grille cartésienne sera déﬁnie par
fδZ
d
(x) =
∑
z∈δZd
φz(x)f(z).
Avec cette interpolation, on prendra :
rk(ProjδZd(x), x) =
∑
z∈δZd
φz(x)yˆk(z)− yˆk(ProjδZd(x)).
2.5.1.3. Estimations par noyaux. Soit K : Rd → R+ tel que pour v 6= 0, f : t ∈
R+ → K(tv) est décroissante et f(t)→t→+∞ 0. Alors l'approximation devient
rk(Xˆk, Xk+1) =
∑
i∈Vk(Xk)K(Xk+1 − xki )yˆk(xkj )∑
i∈Vk(Xk)K(x− xki )
− yˆk(Xˆk).
avec Vk(Xk) un sous ensemble de {1, ..., Nk} par exemple les indices des p plus
proches de de Xk ou bien de Xˆk.
2.5.2. Méthodes probabilistes. Ici, on suppose que l'on a une approxima-
tion des dérivées de yk par une méthode probabiliste (par exemple par une repre-
sention probabiliste par du calcul de Malliavin). Par exemple, pour les EDSR, on a
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∂xyk(Xˆk)σ(Xˆk) ' Zˆk = E
[
yˆk+1(Xk+1)
∆Wk+1
∆tk+1
|Xˆk
]
. Alors on peut prendre rk sous
la forme :
rk(Xˆk, Xk+1) =
Zˆk
σ(Xˆk)
(Xk − Xˆk).
2.5.3. Remarques. Les méthodes par interpolation ou par noyaux donnent
une reconstruction de yˆk assez régulière (yˆk peut conserver le même rapport de
Lispchitz par la méthode par interpolation dans certain cas). Cependant, le temps
de calcul est assez long pour l'interpolation linéaire sur les diagrammes de Delaunay
en dimension assez grande (par exemple supérieure à 4, 5). L'estimation par noyaux
nécessite de calculer les p-plus proches voisins de Xk.
Une estimation sur des fonctions locales (sur Cki ) par une régression linéaire ou
par une méthode probabiliste permet un calcul rapide de rk(ProjΓk(x), x).
Quitte à remplacer rk(ProjΓk(x), x) par ProjB
(
0,C
∣∣∣x−ProjΓk (x)∣∣∣)
(
rk(ProjΓk(x), x)
)
,
on peut supposer pour des besoins techniques (de convergence de l'algorithme) que∣∣rk(ProjΓk(x), x)∣∣ ≤ C ∣∣x− ProjΓk(x)∣∣ .
CHAPITRE 3
Exemples d'applications :
3.1. Introduction
Pour les diﬀérents schémas, nous pouvons décomposer les diﬀérentes erreurs
d'estimations sous la forme :
ε(schéma) ≤ ε(temps) + ε(quantif) + εarbre(φ) + εgerbes(ξ),
où :
 ε(temps) représente l'erreur d'approximation en temps : par exemple lorsque que
l'on fait un schéma d'Euler ou bien que l'on approxime une option américaine par
une option bermudéenne (voir ([BP03a])).
 ε(quantif) représente l'erreur donnée par l'approximation par quantiﬁcation et est
de la forme
ε(quantif) = Cn
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
≤ C ′n
n−1∑
jk=0
N
− 1d
k .
 εarbre(φ) représente l'erreur d'approximation de ψk,a(Xk, Xk+1) par ψk,a(Xˆk, Xˆk+1)
dans l'algorithme par arbre.
 εgerbes(ξ) représente l'erreur d'approximation de ξk par ξˆk dans la méthode des
gerbes.
On va donner quelques applications utiles en ﬁnance. Le problème de discréti-
sation en temps est supposé déjà résolu.
Rappellons tout d'abord les vitesses de convergence pour les algorithmes de
quantiﬁcation sous les hypothèses (Pp) :
 pour la méthode de régression :
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Cd,p,ηKnp
n−1∑
k=1
(
1 + 2 sup
a∈Ak
[uk,a]Lip
)
||Xk||p+η N
− 1d
k
 pour la méthode par arbre :
sup
k
||yk(Xk)− yˆk(Xk)||p ≤ Cd,p,ηKnp
n−1∑
k=1
(
1 + 2 sup
a∈Ak
(
[uk,a]Lip + |yˆ|∞ [ψk,a]Lip
))
||Xk||p+η N
− 1d
k
 pour la méthode des gerbes :
sup
k
∣∣∣∣yk(Xk)− yˆk(Xk)∣∣∣∣p ≤ KnpCd,p,η n−1∑
k=1
(
1 + [yk]Lip
)
||Xk||p+η N
− 1d
k +K
n
∞
n−1∑
k=1
ηk
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Pour obtenir la convergence en espace par l'un des algorithmes par quantiﬁca-
tion (par projection, par arbre et par gerbe), il suﬃt de prouver que l'hypothèse
(Hp) ou (Pp) est satisfaite et que les fonctions yk sont uniformément lipschitziennes
(avec une constante indépendante de k et n).
Des arguments sur la diﬀusion de la chaîne de Markov X sont nécessaires pour
obtenir de la régularité des fonctions yk et uk,a. Ainsi nous allons nous focaliser sur
des propriétés lipschitziennes, soit du semi-goupe, soit du ﬂot de X.
Les propriétés lipschitziennes du semi-groupe ont été explorées dans la littéra-
ture pour la convergence de schémas par quantiﬁcation optimale (voir par exemple
[BP03a], [PP04], [PP05a]).
Dans cette partie, nous allons proposer une nouvelle approche directe par régu-
larité du ﬂot. Cela permet d'obtenir des vitesses de convergence pour les schémas
par quantiﬁcation, notamment pour des options exotiques inaccessibles jusqu'alors.
Notation 3.1.1. Pour un chaîne de Markov X, on notera Xk,xk′ la variable
aléatoire Xk′ sachant Xk = x (pour k′ ≥ k).
Pour k ∈ {0, .., n− 1}, on note PXk la probabilité de transition de la chaîne de
Markov X à l'instant k :
PXk f(x) : = E [f(Xk+1)|Xk = x] = E
[
f(Xk,xk+1)
]
,
pour toute fonction f borélienne bornée.
Definition 3.1.2.  La probabilité de transition PXk est lipschitzienne de rap-
port
[
PXk
]
Lip si pour toute fonction lipschitzienne f de R
d de rapport [f ]Lip, on
a : ∣∣PXk f(x)− PXk f(x˜)∣∣ ≤ [PXk ]Lip [f ]Lip |x− x˜| , ∀x, x˜ ∈ Rd.
Alors on note
[
PX
]
Lip = maxk∈{0,..,n−1}
[
PXk
]
Lip.
 Pour p ≥ 1, on dira que X possède un ﬂot Lp-lipschitzien de rapport
[
FX
]
Lip
si ∣∣∣∣∣∣∣∣ sup
k≤k′≤n
∣∣∣Xk,xk′ −Xk,x˜k′ ∣∣∣∣∣∣∣∣∣∣∣
p
≤ [FX]
p
|x− x˜| , ∀x, x˜ ∈ Rd,∀0 ≤ k ≤ n.
On note
[
FXk
]
p
le rapport de Lipschitz pour une transition entre k et k + 1 :∣∣∣∣∣∣Xk,xk+1 −Xk,x˜k+1∣∣∣∣∣∣
p
≤ [FXk ]p |x− x˜| , ∀x, x˜ ∈ Rd,∀0 ≤ k ≤ n− 1.
Remark 3.1.3. 1/ D'après l'inégalité de Hölder, on a pour p′ ≥ p ≥ 1[
FXk
]
p′ ≥
[
FXk
]
p
et
[
FX
]
p′ ≥
[
FX
]
p
2/ Un ﬂot lipschitzien implique une probabilité de transition lipschitizienne de
rapport inférieur : [
PXk
]
Lip ≤
[
FXk
]
p
.
En eﬀet, considérons une fonction lipschitzienne f de Rd, on a :∣∣PXk f(x)− PXk f(x˜)∣∣ = ∣∣∣E [f(Xk,xk+1)− f(Xk,x˜k+1)]∣∣∣
≤ [f ]Lip
∣∣∣∣∣∣Xk,xk+1 −Xk,x˜k+1∣∣∣∣∣∣
1
≤ [f ]Lip
[
FXk
]
p
|x− x˜| .
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Dans de nombreux cas, la chaîne de Markov {Xk}0≤k≤n est une discrétisation
d'un processus Markovien {St}0≤t≤T sur un intervalle [0, T ] : Xk = Stk avec t0 =
0 < t1 < ... < tn = T . Dans ce cas, on souhaite obtenir des rapports de Lipschitz
du ﬂot et des probabilités de transition de X ne dépendant pas du nombre de pas
de temps n.
Remark 3.1.4. 1/ En regardant entre deux instants k et k + i, le rapport de
Lipschitz est contrôlé par le rapport
[
FX
]
p
si le ﬂot de X est lipschitzien et par le
rapport géométrique
[
PX
]i
Lip si sa probabilité de transition est lipschitzienne :∣∣∣E [f(Xk,xk+i)]− E [f(Xk,x˜k+i)]∣∣∣ ≤ [PX]iLip [f ]Lip |x− x˜|
≤ [FX]
p
|x− x˜| , ∀x, x˜ ∈ Rd,∀0 ≤ k ≤ k + i ≤ n.
Pour contrôler indépendamment du nombre de temps n, il suﬃt par exemple que
les probabilités de transition vériﬁent
[
PX
]
Lip ≤ 1 + Cn (avec C indépendant de
n) ; on a alors
[
PX
]n
Lip ≤ eC .
2/ Si
[
FXk
]
p
≤ 1 + Cn , alors les inégalités[
FX
]
p
≤ [FXk ]np ≤ (1 + Cn
)n
≤ eC
montrent que le ﬂot de X est lipchitzien avec un rapport de Lipschitz indépendant
de n.
Lorsque les probabilités de transition ne vériﬁent pas une inégalité du type[
PX
]
Lip ≤ 1+ Cn , on ne pourra plus montrer directement qu'il existe une constante
K telle que∣∣∣E [f(X0,xk )]− E [f(X0,x˜k )]∣∣∣ ≤ K [f ]Lip |x− x˜| , ∀f, ∀x, x˜ ∈ Rd,∀0 ≤ k ≤ n
à l'aide des probabilité de transition. Le rapport de Lipschitz des probabilités de
transition
[
PX
]n
Lip entre X0 et Xn n'est pas majoré uniformément en n.
Dans ce cas, il suﬃt de montrer que le ﬂot de X est lipchitzien uniformément
en n pour contrôler la trajectoire de X :∣∣∣E [f(X0,xk )]− E [f(X0,x˜k )]∣∣∣ ≤ ∣∣∣E [sup ∣∣∣f(X0,xk )− f(X0,x˜k )∣∣∣]∣∣∣
≤ [FX]
1
[f ]Lip |x− x˜| , ∀f, ∀x, x˜ ∈ Rd,∀0 ≤ k ≤ n.
Ainsi, la propriété Lipschitzienne du ﬂot va permettre de contrôler toute la trajec-
toire de la chaîne de Markov et de donner la régularité de solution yk du problème
de programmation dynamique générique (2.2.1). Dans l'exemple suivant, nous al-
lons illustrer un cas où le ﬂot est lipschitzien tandis que l'inégalité
[
PXk
]
Lip ≤ 1+ Cn
n'est pas vériﬁée.
Example 3.1.5. Soit W un mouvement brownien standard et tk = kn , 0 ≤
k ≤ n, une discrétisation en temps de [0, 1]. On déﬁnit, pour k ∈ {0, .., n}, Xk =
(X1k , X
2
k) := (Wtk ,max0≤i≤kWti) une version discrète du Brownien et de son maxi-
mum. X est une chaîne de Markov car sa probabilité de transition entre Xk et Xk+1
3.1. INTRODUCTION 56
dépend uniquement de Xk et de la variable aléatoire ξk+1 indépendante de Fk :
Xk+1 =
(
X1k + k+1,max
(
X2k , X
1
k + k+1
))
, ∀0 ≤ k < n,
= Fk(Xk, k+1)
où k+1 = Wtk+1 −Wtk ∼ N (0, 1n ) est indépendant de Xk. En remarquant que
Xk,xk+i =
(
x1 + (Wtk+i −Wtk), max
0≤j≤i
(
x2, x1 + (Wtk+j −Wtk)
))
, ∀0 ≤ k ≤ k+i ≤ n, ∀x1, x2 ∈ R
et avec l'inégalité∣∣∣max(a, b)−max(a˜, b˜)∣∣∣ ≤ |a− a˜|+ ∣∣∣b− b˜∣∣∣ , ∀a, a˜, b, b˜ ∈ R,
on obtient que le ﬂot est lipschitzien uniformément en n :
pour x = (x1, x2), x˜ = (x˜1, x˜2) ∈ R2, pour k ∈ {0, .., n}∣∣∣∣∣∣∣∣ sup
k≤k′≤n
∣∣∣Xk,xk′ −Xk,x˜k′ ∣∣∣∣∣∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣ sup
k≤k′≤n
∣∣∣∣(x1 − x˜1, max0≤j≤i (x2, x1 + (Wtk+j −Wtk))− max0≤j≤i (x˜2, x˜1 + (Wtk+j −Wtk))
)∣∣∣∣∣∣∣∣∣∣∣∣
2
≤ 2 |x1 − x˜1|+ |x2 − x˜2|
≤ K |x− x˜|
En regardant au voisinage du point x1 = x2 avec la norme euclidienne f = |.|
(de rapport de Lipschitz 1), on a pour x = (x1, x1) et x˜ = (x1 − δ, x1) avec δ =
|x− x˜| ≥ 0 et x1 − δ ≥ 0 :
E
[∣∣∣Xk,(x1−δ,x1)k+1 ∣∣∣] = E [|(x1 − δ,max(x1, x1 − δ + k+1))|]
= (x1 − δ)E [|(1, 1 + max(δ, k+1))|] .
D'où
∣∣∣E [f (Xk,(x1−δ,x1)k+1 )]− E [f (Xk,(x1−δ,x1)k+1 )]∣∣∣
= |x1E [|(1, 1 + max(0, k+1))|]− (x1 − δ)E [|(1, 1 + max(δ, k+1))|]|
≥ δE [|(1, 1 + max(δ, k+1))|]
≥ δ
√
2 = δ
√
2 [f ]Lip
On a alors que
[
PXk
]
Lip ≥
√
2 et donc on ne peut pas contrôler la chaîne de Markov
par le produit de probabilités de transition
∏n−1
k=0
[
PXk
]
Lip ≥ 2
n
2 uniformément par
rapport au nombre de pas de temps n.
D'une part, on vient de voir que travailler directement sur le ﬂot permet de
contrôler toute la trajectoire ce qui n'est pas toujours le cas avec les probabilités de
transition. D'autre part, lorsque le ﬂot est peu régulier, on montre dans la remarque
suivante qu'il peut être préférable de s'intéresser à la probabilité de transition.
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Remark 3.1.6. Lorsque le ﬂot n'est pas lipschitzien, on peut avoir l'inégalité
suivante : [
PXk
]
Lip <
[
FXk
]
p
= +∞
Considère par exemple la chaîne de Markov
Xk+1 = sign(Xk)k+1
X0 = x0
où (k)1≤k≤n est une suite de variables aléatoires i.i.d. de loi normale centréeN (0, 1)
et sign(x) = 1s≥0−1x<0 (de norme |sign(x)| = 1). Alors la loi deXk+1 ne dépend pas
Xk : Xk+1 ∼ N (0, 1). D'où
[
PXk
]
Lip = 0. Cependant, le ﬂot n'est pas lipschitzien :
on a ∣∣∣∣∣∣Xk,xk+1 −Xk,−xk+1 ∣∣∣∣∣∣
p
= ||sign(x)k+1 − sign(−x)k+1||p , ∀k ∈ N,
= 2 ||k+1||p , ∀k ∈ N,∀x 6= 0
d'où [
FXk
]
p
≥
∣∣∣∣∣∣Xk,xk+1 −Xk,−xk+1 ∣∣∣∣∣∣
p
|2x| →x→0 +∞.
On vient d'obtenir l'inégalité extrêmale suivante :[
PXk
]
Lip = 0 <
[
FXk
]
p
= +∞, ∀k ∈ N.
Dans les diﬀérentes applications que nous regarderons dans la suite, la chaîne
de Markov n'aura pas un ﬂot non régulier comme dans la remarque (3.1.6). La
chaîne de Markov X dépendra souvent de la trajectoire d'une chaîne de Markov S
Xk = (Sk,Φk(S0, .., Sk))
comme dans l'exemple (3.1.5). La propriété Lipschitzienne du ﬂot de X permettra
alors de donner la régularité des fonctions yk solutions du problème de program-
mation dynamique générique (2.2.1).
La proposition suivante donne la régularité des fonctions yk et uk,a sous l'hy-
pothèse du probabilité de transition lipschitzienne.
Proposition 3.1.7. Supposons la chaîne de Markov X a une probabilité de
transition lipschitzienne et que φk,a = 1, ∀k ∈ {0, .., n − 1},∀a ∈ Ak, alors les
fonctions yk et uk,a sont lipchitziennes, ∀k ∈ {0, .., n} : il existe une constante
C > 0 telle que
max
k
{[yk]Lip , [uk]Lip} ≤ C
Kn
[
PX
]n
Lip − 1
K [PX ]Lip − 1
.
La proposition (3.1.7) montre que le rapport de Lipschitz de y et u sont en
puissance de n. Ainsi l'erreur est géométrique par rapport au nombre de pas de
temps. Si le schéma nécessite une convergence en temps (c'est-à-dire que n→ +∞),
on souhaite réduire cette erreur. Pour cela, il faudra étudier au cas par cas (on
pourra montrer la stabilité du rapport de Lipschitz de yk par rapport à n en uti-
lisant par exemple des propriétés du ﬂot ou en obtenant une majoration du type∏n
k=1
[
PXk
]
Lip ≤ C sur le semi-groupe de transition).
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Par souci de simpliﬁcation, on notera zk pour zk,a, si zk,a est indépendant de
a avec zk,a = uk,a, φk,a, Tk,a ou ψk,a (idem pour vk(x) = vk(x, a)). De même, on
notera φk,a(x, ξ) = φk,a(x), φk(ξ)... selon la dépendance aux paramètres (a, x, ξ).
3.2. Options bermudéennes
On s'intéresse, ici, à évaluer une option américaine qui est une option donnant
à son détenteur le privilège d'être exercée à tout instant durant sa durée de vie ou
à sa maturité, ou à évaluer une option bermudéenne qui est une option de type
américaine où les périodes d'exercice sont des dates discrètes. Aﬁn de bénéﬁcier du
privilège de l'exercice par anticipation, l'acheteur de l'option doit exercer son option
au meilleur moment possible. Cela revient à étudier un problème de temps d'arrêt
optimal, qui fut développé initialement par Snell (cf [Sne52]) pour les processus
stochastiques en temps discret. De nombreuses recherches se sont focalisées sur
diverses méthodes pour évaluer une option américaine. Des approches par arbre
binomiale (voir par exemple [CRR79]) ou par diﬀérences ﬁnies (voir [BS77] et
[JLL90]) peuvent être adaptées en très faible dimension. Cependant, l'augmen-
tation de la dimension du problème a motivé le développement de méthodes de
Monte Carlo : méthode de mailles ([BG97]), des approches basées sur la régression
([Che97], [LS01], [TR99], [TR00]), sur le calcul de Malliavin ([LR02], [BT04]),
approche martingale ([Rog02]), méthode par quantiﬁcation ([BP03a], [BP03b],
[BPP05]).
Etant données une chaîne de Markov X = {Xk}0≤k≤n et une suite de fonc-
tions {gk : Rd → R}0≤k≤n lipschitziennes de rapport K, nous nous intéressons au
problème de temps d'arrêt optimal :
Yk = esssupτ∈Tk,nE [gτ (Xτ )|Fk] ,
où Tk,n représente l'ensemble des temps d'arrêts à valeurs dans {k, .., n} et Y est
aussi appelé l'enveloppe de Snell de {gk(Xk)}0≤k≤n.
Il est connu que l'enveloppe de Snell {Yk}0≤k≤n satisfait Yk = yk(Xk), 0 ≤ k ≤
n, où les fonctions boréliennes yk : Rd → R vériﬁent le principe de programmation
dynamique suivant :{
yn(x) = gn(x) ∀x ∈ Rd
yk(x) = max {gk(x);E [yk+1(Xk+1)|Xk = x]} , ∀x ∈ Rd,∀0 ≤ k ≤ n− 1.
On rentre dans notre formule de programmation dynamique générique (2.2.1) avec
h = gn,
φk,a = 1, ∀0 ≤ k ≤ n− 1,∀a ∈ Ak,
Tk,a (x, u) = u, ∀0 ≤ k ≤ n− 1,∀u ∈ R,∀x ∈ Rd,∀a ∈ Ak,
Rk(x, v) = max {gk(x), v} ∀0 ≤ k ≤ n− 1,∀x ∈ Rd,∀v ∈ R.
Alors l'hypothèse (Hp) est trivialement vériﬁée pour tout p ∈ [1,∞] car λ.φk,a ∈
{0; 1} pour λ ∈ STk = {0; 1}.
La proposition suivante donne la régularité des fonctions {yk}k et {uk}k.
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Proposition 3.2.1. Supposons que la probabilité de transition de X est lip-
schitzienne, alors les fonctions {yk}k et {uk}k sont lipschitziennes de rapport ma-
joré par K
[
PX
]n−k
Lip .
Si de plus, on suppose que le ﬂot de X est lipschitzien, alors le rapport de
Lipschitz de {yk}k et {uk}k est majoré par K
[
FX
]
Lip (uniformément en k et n).
Si l'on considère que cette enveloppe de Snell discrète en temps (par exemple, il
s'agit du prix d'une option bermudéenne) converge vers le problème de temps d'arrêt
optimal en temps continu lorque n → ∞ (en ﬁnance, il s'agit de l'approximation
d'une option américaine par une option bermudéenne), alors il est préférable que le
rapport de Lipschitz des fonctions {yk}k soit uniformément borné indépendamment
du nombre de pas de temps n. C'est la cas lorsque le ﬂot de X est Lipschitzien ou
lorsque la probabilité de transition est majorée par
[
PX
]
Lip ≤ 1 +
C
n
avec une constante C indépendante de n (on obtient alors
[
PX
]n
Lip ≤ eC). Nous
avons alors l'erreur du schéma par quantiﬁcation majorée par
ε(quantif) ≤ C
n−1∑
jk=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
avec la constante C indépendante du nombre de pas de temps n.
En supposant que Xk ∈ Lp+η , on obtient ﬁnalement à l'aide du théorème de
Zador
ε(quantif) ≤ Cd,p,η ||Xk||p+η
n−1∑
jk=0
N
− 1d
k .
3.3. EDSR avec sauts
Les équations diﬀérentielles stochastiques rétrogrades (EDSR) ont été intro-
duites par J.-M. Bismut ([Bis73]) en 1973 dans le cas d'un générateur linéaire et par
E. Pardoux et S. Peng ([PP90]) en 1990 dans le cas d'un générateur non-linéaire.
De nombreux mathématiciens ont contribué et contribuent toujours à la théorie
des EDSR : on pourrait par exemple citer des résultats sur des estimations à priori
([KPQ97]), sur les relations avec les équations aux dérivées partielles ([BBP97]),
sur des applications à la maximisation d'utilité ([RK00] et dans le cadre avec sauts
[Bec05]), pour des problèmes de couverture ([EL05]), pour une extension dans la
cadre des diﬀusion avec sauts les travaux ([TL94]), sur une discrétisation en temps
dans ([Zha04] et dans le cas des sauts [BE08]).
Diﬀérents schémas de discrétisation ont été étudiés : à l'aide d'un algorithme
appelé schéma en quatre étapes ([MPY94]), via un théorème du type Donsker
([BDM01], [PX08]), par régression ([Che97], [JLW05]), par quantiﬁcation ([BP03a],
[DM06], [DM08]), par une méthode de Monte Carlo séquentielle ([GL07]), avec
un schéma progressif ([BR07]), par calcul de Malliavin ([BT04]).
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Considérons la solution (S, Y, Z, U) ∈ Rd × R × Rd′ × RE de l'équation diﬀé-
rentielle stochastique rétrograde suivante :
St = S0 +
ˆ t
0
b(Sr)dr +
ˆ t
0
σ(Sr)dWr +
ˆ t
0
ˆ
E
β(Sr−, e)µ(de, dr),
Yt = h(ST ) +
ˆ T
t
f(Θr)dr −
ˆ T
t
ZrdWr −
ˆ T
t
ˆ
E
Ur(e)µ(de, dr),
où Θ := (S, Y, Z,Γ) avec Γ =
´
E
ρ(e)U(e)λ(de). W est un mouvement Brownien
dW -dimensionel, µ(de, dr) = µ(de, dr) − λ(de)dr est une mesure de Poisson com-
pensée (avec λ une mesure ﬁnie sur E ⊂ RdE ) indépendante de W . On suppose les
fonctions b, σ et β(., e), h et f sont lipschitziennes de rapport K . (Y,Z, U) peuvent
être associés à la solution (unique au sens de viscosité) v de l'EDP
−Lv − f(x, v, σ′Dv, I[v]) = 0,
v(T, x) = h(x),(3.3.1)
où
Lv(t, x) := ∂v
∂t
(t, x) + 〈b,Dv〉 (t, x) + 1
2
Tr
[
σσ′D2v
]
(t, x)
+
ˆ
E
{v(t, x+ β(x, e))− v(t, x)−Dv(t, x)β(x, e)}λ(de),
I[v](t, x) :=
ˆ
E
{v(t, x+ β(x, e))− v(t, x)}λ(de),
avec Yt = v(t, St), Zt = σ(St−)′Dv(t, St−) et Ut(e) = v(t, St− + β(St−, e)) −
v(t, St−).
Tout d'abord, donnons la discrétisation en temps. On se donne une grille ré-
gulière pi =
{
tk = k Tn , 0 ≤ k ≤ n
}
. On approxime le processus S par son schéma
d'Euler habituel Spi :
Spitk+1 = S
pi
tk
+b(Spitk)(tk+1− tk)+σ(Spitk)(Wtk+1−Wtk)+
ˆ
E
β(Spitk , e)µ(de, (tk, tk+1]).
Le schéma d'Euler (Y pi, Zpi,Γpi) est construit de manière rétrograde :
Z
pi
tk
= E
[
Y pitk+1
Wtk+1 −Wtk
tk+1 − tk |S
pi
tk
]
Γ
pi
tk
= E
[
Y pitk+1
´
E
ρ(e)µ(de, (tk, tk+1])
tk+1 − tk |S
pi
tk
]
Y pitk = E
[
Y pitk+1 |Spitk
]
+
T
n
f
(
Spitk+1 ,E
[
Y pitk+1 |Spitk
]
, Z
pi
tk
,Γ
pi
tk
)
où Y pitn = h(S
pi
tn). L'article ([BE08]) donne la convergence de l'algorithme en temps
(nous donnerons aussi la convergence dans le cas plus général pour des edrs avec
réﬂexions, cf la partie suivante).
Ce schéma rétrograde est un cas particulier de notre formule de programmation
dynamique (2.2.1) avec les notations suivantes : la chaîne de Markov associée vaut
Xk = Spitk , ∀0 ≤ k ≤ n,
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et nous avons yk(Xk) = Y pitk vériﬁant le principe de programmation dynamique
générique (2.2.1) :
φk (ξk+1) =
(
1,Wtk+1 −Wtk ,
ˆ
E
ρ(e)µ(de, (tk, tk+1])
)
,
Tk (x, u) = u1 +
T
n
f(x, u1,
n
T
u2,
n
T
u3), x ∈ Rd, u = (u1, u2, u2) ∈ R× RdW × RdE ,
Rk(x, v) = v, ∀x ∈ Rd,∀v ∈ R.
Le lemme suivant permet de contrôler les diﬀusions avec sauts sur un pas de
temps.
Lemma 3.3.1. Soit d˜ ∈ N∗. Soit p ∈ [1,+∞[. Soient x, b˜ ∈ Rd˜, σ˜ ∈ Rd˜×dW ,
β˜ ∈ Rd˜×dE vériﬁant |x| = 1 et
∣∣∣b˜∣∣∣ , |σ˜| , ∣∣∣β˜∣∣∣ majoré par une constante par M > 0. Il
existe une constante Cp,M,T > 0 (dépendant de p, M et T ) telle que∣∣∣∣∣∣∣∣x+ b˜ Tn + σ˜(Wtk+1 −Wtk) +
ˆ
E
β˜(e)µ(de, (tk, tk+1])
∣∣∣∣∣∣∣∣
p
≤ 1 + Cp,M,T
n
,∣∣∣∣∣∣∣∣b˜ Tn + σ˜(Wtk+1 −Wtk) +
ˆ
E
β˜(e)µ(de, (tk, tk+1])
∣∣∣∣∣∣∣∣
p
≤ Cp,M,T
n
1
2∨p
.
Le contrôle de la diﬀusion donné par le lemme précédent donne la régularité
lipschitzienne du ﬂot.
Corollary 3.3.2. Le ﬂot de X est Lp-lipchitzien pour p ∈]1,+∞] et il existe
une constante Cp > 0 (ne dependant que de p) telle que[
FXk
]
p
≤ 1 + Cp
n
, ∀k ∈ {0, .., n− 1}.
Le lemme (3.3.1) permet aussi d'obtenir la stabilité du schéma en temps sous
Lp pour p ∈]1,+∞].
Corollary 3.3.3. L'hypothèse (Hp) est vériﬁée ∀p ∈]1,+∞].
La proposition suivante nous donne la régularité de yk, ce qui donne la vitesse
de convergence grâce au théorème de Zador. La méthode des gerbes en approxi-
mant ξk+1 par ξˆk+1 par une méthode de quadrature (par exemple avec
Wtk+1−Wtk
h
approximé par une loi binomiale ou trinomiale) nécessite une certaine régularité.
On note Cmb l'ensemble des fonctions m-fois diﬀérentiables à dérivées bornées.
Proposition 3.3.4. Les fonctions {yk}k et {uk}k sont lipschitziennes de rap-
port bornées uniformément en k et n.
Si on suppose, de plus, que les fonctions b, σ, β(., e), f, h appartiennent à Cmb pour
m ∈ N∗, alors yk ∈ Cmb (avec une majorations des dérivées indépendantes de n
et k) : il existe une constante L ≥ 0 (indépendante de n) telle que |Dαyk| ≤ L
∀α = (α1, .., αd) ∈ Nd vériﬁant 1 ≤ α1 + ...+ αd ≤ m.
La propriété lipschitzienne de la solution y donnée par la proposition précédente
permet de majorer l'erreur du schéma par quantiﬁcation :
ε(quantif) ≤ C
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
avec la constante C indépendante de n.
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Le théorème de Zador permet d'obtenir l'inégalité suivante
ε(quantif) ≤ Cd,p,η ||Xk||p+η
n−1∑
jk=0
N
− 1d
k .
Remark 3.3.5. Ainsi dans le cas continu (β = 0) et avec tous les paramètres
appartenant à C3b , la convergence de l'algorithme par grille (méthode des gerbes)
converge si on approxime les variables aléatoires ξk+1 =
Wtk+1−Wtk
h par la loi bino-
miale
P
({
ξˆik+1 = ±1
}
1≤i≤d
)
=
1
2d
.
De plus, si Xk = Wtk , cette méthode des gerbes appliquée sur la grille de quantiﬁ-
cation optimale Γk (de Xk) avec le nombre de points Nk ≥ (1 + k)d s'identiﬁe à la
méthode de l'arbre binomiale.
Le corollaire suivant donne un résultat théorique intéressant sur la régularité
sur la solution de l'EDP (3.3.1). En eﬀet, la convergence (voir [BE08]) du schéma
discret en temps qui est uniformément régulière (3.3.4) entraîne la régularité de la
solution de l'équation diﬀérentielle stochastique rétrograde.
Corollary 3.3.6. Si on suppose de plus que les fonctions b, σ, β(., e), f, h ap-
partiennent à Cmb pour m ∈ N∗, alors la solution x ∈ Rd → y(t, x) de solution
l'EDP (3.3.1) appartient à Cmb .
3.4. EDSR généralisée
Ici, on s'interesse aux équations diﬀérentielles stochastiques rétrogrades avec
double reﬂexions. Les EDSR avec une barrière sont liées aux problèmes de temps
d'arrêts optimaux (comme pour les options américaines), on pourra citer ([KKP+97])
et ([BP03a]), ([BC08]) pour les approximations numériques. Avec deux barrières,
ces équations peuvent évaluer une game option (voir [Kif00]), c'est-à-dire une op-
tion où l'acheteur et le vendeur peuvent excercer le droit de acheter ou vendre l'op-
tion à des prix convenus. L'existence et l'unicité des EDSR avec doubles réﬂexions
sont étudiées dans ([CK96]) dans le cadre continu et dans ([CM08]), ([HH06])
dans le cas avec sauts. Des schémas sont développés pour le processus progressif
continu et non path-dépendant dans ([Cha09]), ([Otm08], ([Xu08]), ([Kif06]) et
dans le cas général dans la partie sur la discrétisation en temps des BSDE avec
doubles barrières.
Le processus progressif X est markovien, pathdependant (comme pour les op-
tions asiatiques, lookback...) dans un modèle à saut.
Considérons la diﬀusion S solution de l'équation
St = S0 +
ˆ t
0
b(Sr)dr +
ˆ t
0
σ(Sr)dWr +
ˆ t
0
ˆ
E
β(Sr−, e)µ(de, dr)
où W est un mouvement brownien dW -dimensionel et où µ(de, dr) = µ(de, dr) −
λ(de)dr est une mesure de Poisson compensée (avec λ une mesure ﬁnie sur E ⊂ RdE )
indépendante de W . On suppose les fonctions b, σ et β(., e) lipschitziennes et β
bornées. On construit le processus de Markov X = (S, P ) de manière suivante :
pour t ≥ s ≥ 0
Xt = (St,Φt ((Ss)0≤s≤t))
Xt = (St, ϕs,t (Xs, (Su)s≤u≤t))
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avec Φt et ϕs,t des fonctionnelles L∞-lipschitziennes déterministes (Φt = ϕ0,t). On
s'intéresse à l'équation diﬀérentielle stochastique rétrograde réﬂéchie suivante :
Yt = h(XT ) +
´ T
t
f(Θs)ds+
(
K+T −K+t
)− (K−T −K−t )
− ´ T
t
ZsdsWs −
´ T
t
´
E
Us(e)µ(de, dr) ∀t ∈ [0, T ], P− p.s.
l(Xt) ≤ Yt ≤ g(X) ∀t ∈ [0, T ], P− a.s.
et
´ T
0
(Ys − l(Xs)) dK+s =
´ T
0
(Ys − g(Xs)) dK−s = 0 P− a.s.
où K± are continuous non decreasing, Θ := (X,Y, Z,Γ) avec Γ =
´
E
ρ(e)U(e)λ(de)
et l ≤ h ≤ u.
On suppose les fonctions f , h, l et g lipschitziennes.
Les articles ([CM08]) et ([HH06]) donnent l'existence et l'unicité de la solution
Y sous ces hypothèses.
Notons pi = {ti} avec ti = iTn ∀0 ≤ i ≤ n, pi(t) = sup {ti ∈ pi|t ≥ ti} et(
Spiti
)
0≤i≤n le schéma d'Euler de S
Spiti+1 = S
pi
ti + b(S
pi
ti)(ti+1 − ti) + σ(Spiti)(Wti+1 −Wti) +
ˆ
E
β(Spiti , e)µ(de, (ti, ti+1]).
On déﬁnit alors l'approximation Xpi de X par
Xpiti+1 =
(
Spiti+1 , ϕti,ti+1
(
Xpiti , (S
pi
pi(s))ti≤s≤ti+1
))
.
Remark 3.4.1. {Xt}0≤t≤T est un processus markovien. En eﬀet, soient 0 ≤
s ≤ t ≤ T et h : Rd → R une fonction borélienne bornée, on a
E [h(Xt)|Fs] = E [h (St, ϕs,t (Xs, (Su)s≤u≤t)) |Fs]
= E [h (St, ϕs,t (Xs, (Su)s≤u≤t)) |Xs, Ss]
car St est un processus markovien et φs,t est déterministe. Comme St ∈ σ(Xt), X
est Markovien :
E [h(Xt)|Fs] = E [h(Xt)|Xs] , ∀0 ≤ s ≤ t ≤ T.
De même, son approximation en temps Xpiti est une chaîne de Markov. En
eﬀet, comme
{
Spiti
}
0≤i≤n est une chaîne de Markov et S
pi
ti ∈ σ(Xpiti) pour tout
i ∈ {0, ..., n}, on a
E
[
h(Xpiti+1)|Fti
]
= E
[
h
(
Spiti+1 , ϕti,ti+1
(
Xpiti , (S
pi
pi(s))ti≤s≤ti+1
))
|Fti
]
= E
[
h (St, ϕs,t (Xs, (Su)s≤u≤t)) |Xpiti , Spiti
]
= E
[
h(Xpiti+1)|Xpiti
]
On s'intéresse à l'algorithme étudié dans (voir chapitre suivante) vériﬁant la
programmation dynamique descendante suivante :
yn(x) = h (x)
uk(x) = E
[
yi+1(Xpiti+1)φk(ξk+1)|Xpiti = x
]
yk(x) = l (x) ∨
(
u1k(x) +
T
n f(x, u
1
k(x),
T
nu
2
k(x),
T
nu
3
k(x))
) ∧ g (x) , ∀x ∈ Rd ∀0 ≤ i < n.
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Ce schéma peut se réécrire dans notre programmation dynamique générique (2.2.1)
avec
φk (ξk+1) =
(
1,Wtk+1 −Wtk ,
ˆ
E
ρ(e)µ(de, (tk, tk+1])
)
,
u1k(x) = E
[
yk+1(Xpitk+1)|Xpitk = x
]
,
Tk (x, u) = u1 +
T
n
f(x, u1,
n
T
u2,
n
T
u3,),
Rk(x, v) = l (x) ∨ v ∧ g (x) , ∀k ∈ {0, .., n− 1},∀x ∈ Rd,∀v ∈ R.
Le chapitre suivant donnera la convergence de cette discrétisation en temps. Elle
montrera aussi que les fonctions sont yk et uk sont uniformément lipschitziennes.
En outre, l'hypothèse (Hp) est vériﬁée ∀p ∈]1,+∞] (la preuve est identique que
celle du corollaire (3.3.3)).
Ainsi, la régularité de yk et uk et la vériﬁcation de l'hypothèse (Hp) entraînent
la stabilité du schéma en temps sous Lp pour p ∈]1,+∞] et la convergence des
schémas par quantiﬁcation :
ε(quantif) ≤ C
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
avec la constante C indépendante de n. On obtient ﬁnalement à l'aide du théorème
de Zador
ε(quantif) ≤ Cd,p,η ||Xk||p+η
n−1∑
jk=0
N
− 1d
k .
3.5. EDP parabolique totalement non linéaire
On dit que (Y, Z,Γ, A) est une solution d'une EDSR du second ordre (voir
[CSTV06]) si
dXt = σ(t,Xt)dWt,
dYt = −f(t,Xt, Yt, Zt,Γt)dt+ ZtdXt,
dZt = Atdt+ ΓtdXt,
YT = h(XT ).(3.5.1)
Considérons l'équation aux dérivées partielles parabolique non-linéaire suivante :
Lv + f(., v,Dv,D2v) = 0 sur [0, T )× Rd,
v(1, .) = h sur Rd,(3.5.2)
où L est l'opérateur linéaire du second ordre déﬁni par :
Lv := ∂v
∂t
+ 〈b,Dv〉+ 1
2
Tr
[
σσ′D2v
]
avec b, σ de R+ × Rd dans Rd et Md et la partie non linéaire est donnée par la
fonction f : (t, x, r, p, γ) ∈ R+ × Rd × R× Rd × Sd → f (t, x, r, p, γ) ∈ R.
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Alors sous de bonnes conditions de régularités de v solutions de l'EDP (3.5.2),
l'article ([CSTV06]) montre que
Yt = v(t,Xt)
Zt = Dv(t,Xt)
Γt = D2v(t,Xt)
At = ( ∂∂t + L)Dv(t,Xt)
est solution de l'EDSR du second ordre (3.5.1), où L est le générateur inﬁnitésimal
du processus X.
Ainsi, la résolution numérique de la 2-EDSR (3.5.1) permet de déterminer la
solution de l'EDP (3.5.2) d'une manière plus adaptée que la méthode des diﬀérences
ﬁnies lorsque la dimension est importante. Ces équations sont appliquées en ﬁnance
par exemple pour des problèmes de sur-réplication en modèle de volatilité incer-
taine (voir [ALP95], [GV02]), sous contraintes gamma (voir [ST00], [CST05]),
de couverture avec coûts de transaction (voir [Lel85]).
Soient n ∈ N∗ et la discrétisation en temps {t0 < t1 < .. ≤ tn = T} avec
tk = kTn pour k = 0, ..., n, on déﬁnit la discrétisation par le schéma d'Euler de la
diﬀusion correspondant à l'opérateur L :
Xk+1 = Xtk+1 = Xtk + b(tk, Xtk)
T
n
+ σ(tk, Xtk)
(
Wtk+1 −Wtk
)
.
On estime v(tk, x) par yk(x) déﬁnie de manière rétrograde par programmation
dynamique :
yn(x) = h(x), ∀x ∈ Rd,
yk(x) = E
[
yk+1(X
k,x
k+1)
]
+
T
n
f
(
tk, x,E
[
yk+1(X
k,x
k+1)φk(x,Wtk+1 −Wtik)
])
, ∀0 ≤ k ≤ n− 1,∀x ∈ Rd.
On rentre dans notre formule de programmation dynamique générique (2.2.1) en
prenant
φk(x,w) =
(
1, (σ′)−1
w
T
n
, (σ′)−1
w2 − Tn Id
(Tn )
2
σ−1
)
, ∀x ∈ Rd,∀w ∈ Rd
Tk (x, u) = u1 +
T
n
f (tk, x, u) , ∀k ∈ {0, .., n− 1), ∀x ∈ Rd,∀u = (u1, u2, u3) ∈ R× Rd × Rd×d,
Rk = 1.
On suppose de plus que la fonction f est bornée, lipschitzienne en (r, p, γ) et ellip-
tique et strictement dominée par la diﬀusion de l'opérateur L, i.e. il existe  > 0 tel
que
0 ≤ ∇γf ≤ (1− )σσ′.
Le lemme suivant donne la stabilité L∞ de l'algorithme.
Lemma 3.5.1. Les hypothèses (H∞) et (Pp) pour p ∈ [1; +∞[ sont vériﬁées
(d'où une stabilité L∞ de l'algorithme).
Dans l'article ([FTW11]), la convergence en temps est montrée et la pro-
priété lipschtzienne de yk (uniformément en k) est prouvé. En la combinant avec
la condition (H∞) (qui est vériﬁée), on a la convergence par les trois méthodes de
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quantiﬁcation proposées avec une vitesse géométrique en le nombre de pas de temps
n :
ε(quantif) ≤ Cn
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
,
et à l'aide du théorème de Zador :
ε(quantif) ≤ Cd,p,η ||Xk||p+η
n−1∑
jk=0
N
− 1d
k .
3.6. Maximisation d'utilité exponentielle sous contrainte
L'utilité permet de modéliser les préférences d'un agent ﬁnancier (voir [Mer71]
un article pionner sur l'allocation de portefeuille), de donner un prix d'une option
par indiﬀérence (notion introduite par [HN89]) dans un marché incomplet.
Soit X une chaîne de Markov à valeurs dans Rd. On considère un portefeuille
de richesse ﬁnale h(Xn) −
∑n−1
i=0 pii.(Xi+1 − Xi) avec les contraintes pi ∈ A =
{A0, ..An−1}. On souhaite maximiser l'espérance de l'utilité de ce portefeuille sur
l'ensemble des stratégies admissibles (i.e. pik ∈ Ak, ∀k ∈ {0, .., n − 1}), c'est-à-dire
résoudre la maximisation suivante
v0 = sup
pi∈A
E
[
u
(
h(Xn)−
n−1∑
i=k
pii.(Xi+1 −Xi)
)]
où u : x ∈ R → −e−γx est la fonction d'utilité exponentielle avec une aversion au
risque γ.
Comme la fonction exponentielle est additive, cela revient à optimiser un por-
tefeuille sous les contraintes pik ∈ Ak :
yk(Xk) = inf
pi∈A
E
[
exp
(
−γ
(
h(Xn)−
n−1∑
i=k
pii.(Xi+1 −Xi)
))
|Xk
]
avec yk(X0) = v0. La fonction valeur y vériﬁe le principe de programmation dyna-
mique rétrograde suivant :
yn = exp−γh,
yk(x) = inf
pik∈Ak
E
[
eγpik.(X
k,x
k+1−x)yk+1(X
k,x
k+1)
]
, ∀k ∈ {0, ..., n− 1},∀x ∈ Rd,
qui peut se réécrire sous la formulation de la programmation dynamique géné-
rique (2.2.1) :
yn(x) = exp−γh(x),
φk,pik(x, ξk+1) = e
γpik(X
k,x
k+1−x),
uk,a(x) = E
[
ea.(X
k,x
k+1−x)yk+1(X
k,x
k+1)
]
, ∀a ∈ Ak,
Tk,pi (x, u) = u,
Rk(x, u) = inf
a∈Ak
u(x, a), ∀k ∈ {0, ..., n− 1},∀x ∈ Rd,∀u ∈ Rd×Ak .
3.6. MAXIMISATION D'UTILITÉ EXPONENTIELLE SOUS CONTRAINTE 67
On considère la grille pi =
{
ti = iTn |0 ≤ i ≤ n
}
. Considérons le schéma d'Euler
S ∈ RdS d'une diﬀusion avec saut :
Sk+1 = Sk + b(Sk)(tk+1 − tk) + σ(Sk)
(
Wtk+1 −Wtk
)
+
ˆ
E
β(Sk, e)µ(de, (tk, tk+1]),
oùW est un mouvement Brownien dW -dimensionel et µ(de, dr = µ(de, dr)−λ(de)dr
est une mesure de Poisson compensée (avec λ une mesure ﬁnie sur E ⊂ RdE )
indépendante de W .
On construit le processus de Markov Xk = (S, P ) ∈ Rd de manière suivante :
pour k′ ≥ k
Xk′ = (Sk′ , Pk′) = (Sk,Φk,k′ (Xk, (Si)k≤i≤k′)) ,
avec Φ L∞-lipschitzien : il existe une constante C ≥ 0 telle que ∀X,X ′ ∈ Rd,
∀ {Si}0≤i≤n , {S′i}0≤i≤n ∈ RdS×(n+1)
|Φk,k′(X, (Si)k≤i≤k′)− Φk,k′(X ′, (S′i)k≤i≤k′)| ≤ C |X −X ′|+C sup
k≤i≤k′
|Si − S′i| , ∀0 ≤ k ≤ k′ ≤ n.
On note Φk(Xk, Sk, Sk+1) = Φk,k+1(Xk, Sk, Sk+1).
On suppose que les fonctions b, σ et β sont bornées et Lispchitziennes, alors le
corollaire (3.3.2) implique que X a un ﬂot L2-lipschitzien :
E
[
sup
k≤i≤n
∣∣∣Xk,xi −Xk,x˜i ∣∣∣2] ≤ Cp |x− x˜|2 , ∀x, x˜ ∈ Rd.
On suppose maintenant que Ak =
(
A
(S)
k , 0
)
avec A(S)k ⊂ RdS compact (en ﬁnance,
cela revient à dire que l'on peut acheter ou vendre dynamiquement que de l'actif S
et non tout X).
Le lemme suivant donne la stabilité de l'algorithme sous Lp.
Lemma 3.6.1. Pour p ∈]1,+∞], l'hypothèse (Hp) est vériﬁée.
La proposition suivante donne la régularité de l'approximation yk et permet
d'obtenir la vitesse de convergence des algorithmes par quantiﬁcation optimale :
Proposition 3.6.2. Les fonctions yk et uk,a sont bornées et lipschitziennes
uniformément en k, n et a.
La propriété lipschitzienne de la solution y donnée par la proposition précédente
permet de majorer l'erreur du schéma par quantiﬁcation :
ε(quantif) ≤ C
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
avec la constante C indépendante de n. On obtient ﬁnalement à l'aide du théorème
de Zador
ε(quantif) ≤ Cd,p,η ||Xk||p+η
n−1∑
jk=0
N
− 1d
k .
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3.7. Optimisation d'un processus de Markov contrôlé
3.7.1. Introduction. On considère un processus adapté de contrôle a : Ω ×
{0, .., n− 1} → A. On note A un ensemble de contrôle admissible. Soit un contrôle
donné a = (a0, a1, ..., an−1) ∈ A, on considère un processus de Markov contrôlé X
à valeurs dans Rd et déﬁni sur un espace de probabilité (Ω,F ,Pa) avec X0 = x0 et
un noyau de transition de type suivant :
Xk+1 = Fk(Xk, ξk+1, ak),
i.e.
Pa (Xk+1 ∈ dy|Xk = x) = Pakk (x, dy).
Ainsi, on suppose que la distribution de Xk+1 conditionnée à Fk est gouvernée par
un noyau de transition Pak(Xr, dy) (sur un pas de temps) qui est à son tour contrôlé
par ak. Dans ce cadre, nous considérons le problème de contrôle optimal suivant :
yk(Xk) = sup
a∈A
Ea
 ∑
k≤i<n
1
n
fi(Xi, a) + h(Xn)|Xk

On suppose maintenant qu'il existe une mesure de référence P∗ équivalente à Pa
telle que
Ea [G(Xk+1)|Xk] = E∗ [G(Xk+1)φk,a(Xk, ξk+1)|Xk] , a ∈ A,
avec P∗k(x, dy) = P∗(Xk+1 ∈ dy|Xk = x) et la fonction φk,a(x, y) satisfait φk ≥ 0 et
E∗ [φk,a(Xk, ξk+1)|Xk] = 1.
Alors le principe de programmation dynamique générique (2.2.1) devient :
yn(x) = h(x),
yk(x) = sup
a∈A
Ea
[
fk(Xk, a)
n
+ yk+1(Xk+1)|Xk = x
]
= sup
a∈A
E∗
[
fk(Xk, a)
n
+ yk+1(Xk+1)φk,a(Xk, ξk+1)|Xk = x
]
, ∀0 ≤ k ≤ n− 1,∀x ∈ Rd.
ce qui donne dans la formulation du schéma (2.2.1) : Tk,a (x, u) =
fk(x,a)
n + u et
Rk (x, v) = supa∈A v(a).
Comme E∗ [|φk,a(Xk, ξk+1)| |Xk] = 1, l'hypothèse (H∞) est vériﬁée si on sup-
pose la fonction fk lipschitzienne.
3.7.2. Exemple. On cherche à approcher la solution de l'inégalité variation-
nelle du type
max
{
sup
a∈A
(Lay + f(t, x, y, a)), y − g
}
= 0,
y(T, x) = h(x), ∀x ∈ Rd,
avec h ≥ g et où La est le générateur inﬁnitésimal d'une diﬀusion avec saut :
Lau = ∂tu+µa(x)∂xu+12Tr(∂xxuσa(x)σ
T
a (x))+
∑
e∈E
(u(t, x+ β(x, e))− u(t, x)) νa(e)
pour u ∈ C2b et avec E un ensemble ﬁni. On suppose que σaσTa ≥ Id ∀a ∈ A et que
les fonctions f et g sont lipschitziennes.
3.7. OPTIMISATION D'UN PROCESSUS DE MARKOV CONTRÔLÉ 69
En prenant Xk déﬁni par le schéma d'Euler associé au générateur inﬁnitésimal
La (avec un pas de temps Tn ≤ infa,e 12νa(e) ) :
Xk+1 = Xk + µa(Xk)
T
n
+ σa(Xk)∆W ak+1 +
∑
e∈E
β(Xk, e)b
(e)
k+1,a
avec ∆W ak+1 ∼ N (0, Tn Id) sous Pa et b(e)k+1,a ∈ Fk+1 indépendantes de Fk, de loi de
Bernouilli Pa(b(e)k+1,a = 1) = νa(e)
T
n = 1− Pa(b(e)k+1,a = 0).
Déﬁnissons ν∗ : E → R par ν∗(e) = supa∈A νa(e) et prenons σ∗ vériﬁant σ∗(x)σT∗ (x) ≥
σa(x)σTa (x), ∀x ∈ Rd,∀a ∈ A. Soit b(e)k+1 ∈ Fk+1 indépendantes de Fk, de loi de
Bernouilli P∗(b(e)k+1,a = 1) = νa(e)
T
n = 1− P∗(b(e)k+1,a = 0).
Sous P∗, X suit la dynamique
Xk+1 = Xk + µ∗(Xk)
T
n
+ σ∗(Xk)∆Wk+1 +
∑
e∈E
β(Xk, e)b
(e)
k+1
avec ∆Wk+1 ∼ N (0, Tn Id) sous P∗. Les propriétés de σ∗ et ν∗ ont été choisies pour
que X soit plus diﬀus sous P∗ que sous Pa, ce qui va rendre l'algorithme plus stable
(en norme L2).
Supposons qu'il existe une fonction φ ≥ 0 et ξk+1 v.a. telle que
Ea [G(Xk+1)|Xk] = E∗ [G(Xk+1)φk,a(Xk, ξk+1)|Xk] ,
E∗ [φk,a(Xk, ξk+1)|Xk] = 1.
Nous pouvons alors déﬁnir notre approximation de la solution de l'inégalité varia-
tionnelle par programmation dynamique rétrograde générique (2.2.1) :
yn(x) = h(x),
vk(x, a) = Tk,a (x,E∗ [G(Xk+1)φk,a(Xk, ξk+1)|Xk = x]) ,
yk(x) = max
{
sup
a∈A
vk(x, a); g(x)
}
,
avec Tk,a(x, u) = u+ Tn f
(
kT
n , x, u, a
)
.
La convergence du problème de contrôle en temps discret au cas continu pour-
rait être prouvé par des arguments probabilistes (voir [KD85]) ou par une approche
avec des solutions de viscosité (voir [BS91]). On suppose maintenant que la dis-
crétisation en temps converge, on ne va s'intéresser qu'à la discrétisation en espace
par quantiﬁcation.
Le lemme suivant précise la forme de φk,a pour le processus de Markov contrôlé.
Lemma 3.7.1. On a
φk,a(Xk, ξk+1) = Qk,a(Xk,W k+1
n T
−W k
nT
)
∏
e∈E
φ(e)a (b
(e)
k+1)
avec
ξk+1 =
(
W k+1
n T
−W k
nT
,
(
b
(e)
k+1
)
e∈E
)
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et
φ(e)a (b) = b
1− νa(e)Tn
1− ν∗(e)Tn
+ (1− b)νa(e)
ν∗(e)
,
Qk,a(x,w) =
∣∣det(σ∗σT∗ (x))∣∣ 12
|det(σaσTa (x))|
1
2
e
|w|2−|σ−1a (x)σ∗(x)w+Tn (µa−µ∗)(x)|2
2T
n .
La convergence du schéma par quantiﬁcation nécessite les hypothèses (Pp) ou
(Hp) qui sont vériﬁées par le lemme suivant.
Lemma 3.7.2. Les hypothèses (Pp) et (H∞) sont validées pour p ∈]1,+∞].
S'il n'y a pas de contrôle sur σa (i.e. σ∗ = σa), l'hypothèse (Hp) est vériﬁée
pour p ∈]1,∞].
Pour obtenir la vitesse de convergence des algorithmes, on a besoin de connaître
la régularité de yk donnée par la proposition suivante :
Proposition 3.7.3. Les fonctions yk et uk,a sont lipschitziennes uniformément
par rapport à k et n.
La propriété lipschitzienne de la solution y donnée par la proposition précédente
permet de majorer l'erreur du schéma par quantiﬁcation :
ε(quantif) ≤ C
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
avec la constante C indépendante de n. On obtient ﬁnalement à l'aide du théorème
de Zador
ε(quantif) ≤ Cd,p,η ||Xk||p+η
n−1∑
jk=0
N
− 1d
k .
Remark 3.7.4. Cette méthode de résolution de problèmes d'optimisation d'un
processus de Markov contrôlé a de nombreuses applications : problèmes d'investisse-
ment irréversible, modèles de versement de dividendes d'une ﬁrme dans [CTZ03],
valorisation d'options avec des paramètres incertains (surréplication en volatilité
incertaine σa dans [ALP95], maximisation du prix par rapport à un ensemble de
probabilités martingales en marché incomplet).
3.8. Option americaine en information partielle
3.8.1. Introduction. Nous allons maintenant nous intéresser à un domaine
de contrôle en ﬁnance : les problèmes avec observation partielle (voir par exemple
[KB61], [Ben92]). Plus précisément, nous souhaitons évaluer une option améri-
caine en information partielle. Des schémas numériques ont été proposé par quan-
tiﬁcation (voir [PP05a], [PRS05]) et par une méthode de ﬁltre à particules et
regression (voir [Lud09]). Nous nous placerons dans un cadre plus général avec
une démonstration diﬀérente de la convergence de notre schéma (reposant sur le
ﬂot du processus observable).
On considère un temps discret {t0 = 0 < t1 < .. < tn = T} (avec ti+1 − ti ≤
C
n ), un processus partiellement observé (V, S) où V représente le processus d'état
ou de signal qui peut ne pas être observé, tandis que S représente l'observa-
tion. Le processus signal {Vk}0≤k≤n est une chaîne de Markov à valeurs dans
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E = {v1, .., vm} un ensemble discret (](E) = m). L'observation Sk à valeurs dans
RdS est telle que la paire (V, S) est une chaîne de Markov. La loi de Sk condi-
tionnellement à (Vk−1, Sk−1, Vk) notée qk(Vk−1, Sk−1, Vk, ds) admet une densité
gk(Vk−1, Sk−1, Vk, s).
Notons (FSk ) la ﬁltration engendrée par l'observation S et Πk la loi de Vk
conditionnellement au ﬁltre FSk
Πik = P
(
Vk = vi|FSk
)
, ∀1 ≤ i ≤ m.
Πk peut être identiﬁée à un vecteur aléatoire à valeurs dans le simplexe Km de Rm
de dimension m− 1 :
Km =
{
pi = (pii) ∈ Rm|pii ≥ 0, 1 ≤ i ≤ m; |pi|1 =
m∑
i=1
pii = 1
}
.
Le couple (Πk, Sk)0≤k≤n est une
(
P,
(FSk )k)-chaîne de Markov.
Soit µ la loi discrète initiale. La formule de Bayes donne la loi de Π à valeurs
dans Rm :
Πi0 = P(V0 = vi)
= µi, ∀1 ≤ i ≤ m.
Πk = {P (Vk = vi|Πk−1, Sk−1, Sk)}1≤i≤m
=
{
P ({Vk = vi}
⋂
Πk−1|Sk−1, Sk)
P (Πk−1|Sk−1, Sk)
}
1≤i≤m
=
GPk(Sk−1, Sk)TΠk−1
|GPk(Sk−1, Sk)TΠk−1|1
.
où GPk(Sk−1, Sk) est une matrice aléatoire de taille m×m donnée par :
GPk(Sk−1, Sk)i,j = gk(vi, Sk−1, vj , Sk)P (Vk = vj |Vk−1 = vi)
On considère P un processus dépendant de la trajectoire de S à valeurs dans
RdP sous la forme :
Pk′ = Φk,k′
(
Pk, (Si)k≤i≤k′
)
= Φk′ (Pk′−1, Sk′−1, Sk′) .
On note Zk = (Sk, Pk) ∈ Rd avec d = dS + dP . Par exemple, P pourra représenter
une option asiatique ou lookback en ﬁnance.
Alors (Vk, Sk, Pk) est une (P, (Fk)k)-chaîne de Markov à valeurs dans E ×
RdS × RdP et Xk = (Πk, Sk, Pk) est une
(
P,
(FSk )k)-chaîne de Markov à valeurs
dans Km × RdS × RdP .
Simulation de la FSk -chaîne de Markov (Xk)k. Pour k = 0, X0 est un vecteur
déterministe valantX0 = (µ, S0, P0). Pour k ≥ 1, partant deXk−1 = (Πk−1, Sk−1, Pk−1),
 on simule Vk−1 selon la loi de probabilité Πk−1, puis on simule Vk sachant
Vk−1 ;
 on simule Sk selon la probabilité la probabilité de transition qk(Vk−1, Sk−1, Vk, ds),
puis on calcule Pk = Φk−1(Pk−1, Sk−1, Sk) ;
 on calcule Πk selon la formule
Πk =
GPk(Sk−1, Sk)TΠk−1
|GPk(Sk−1, Sk)TΠk−1|1
.
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3.8.2. Valorisation d'une option américaine en information partielle.
Ici, on peut considérer par exemple que S représente les actifs risqués et V le
processus de rendement et/ou la volatilité de l'actif.
On cherche maintenant à résoudre le problème de temps d'arrêt optimal sous
observation partielle :
u0 = sup
τ∈T S0,n
E
 ∑
0≤k<τ
fk(Vk, Zk)
n
+ hτ (Vτ , Zτ )
 .
où T Sk,n est l'ensemble des temps d'arrêt adapté à la ﬁltration observable FSu =
σ (Si, 1 ≤ i ≤ u) = σ (Zi, 1 ≤ i ≤ u) à valeurs dans {k, ..., n}}.
Introduisons les fonctions :
fˆk(pi, z) =
m∑
i=1
fk(vi, z)pii
= Fk(z).pi,
hˆk(pi, z) =
m∑
i=1
hk(vi, z)pii
= Hk(z).pi,
où Fk(z) = (fk(vi, z))1≤i≤m et Hk(z) = (hk(vi, z))1≤i≤m. Or, pour τ ∈ T Y0,n, on a
E
[
τ∑
k=0
fk(Vk, Zk)
n
+ hτ (Vτ , Zτ )
]
= E
 n∑
j=0
1τ=j
 ∑
0≤k<j
fk(Vk, Zk)
n
+ hτ (Vτ , Zτ )


= E
 n∑
j=0
1τ=j
 ∑
0≤k<j
E
[
fk(Vk, Zk)
n
|FSk
]
+ E
[
hj(Vj , Zj)|FSj
]

= E
 n∑
j=0
1τ=j
 ∑
0≤k<j
fˆk(Πk, Zk)
n
+ hˆj(Πj , Zj)


= E
 τ∑
0≤k<τ
fˆk(Xk)
n
+ hˆτ (Xτ )
 ,
et par conséquent
u0 = sup
τ∈T S0,n
E
 τ∑
0≤k<τ
fˆk(Xk)
n
+ hˆτ (Xτ )
 .
Comme X est une FS-chaîne de Markov, il s'agit maintenant de résoudre un pro-
blème d'arrêt optimal en information complète. Pour 0 ≤ k ≤ n, on considère les
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fonctions yk : Km × Rd → R déﬁnies par :
yk(x) = sup
τ∈T Sk,n
E
 ∑
0≤k<τ
fk(Vk, Zk)
n
+ hτ (Vτ , Zτ )|Xk = x

= sup
τ∈T Xk,n
E
 ∑
k≤i<τ
fˆi(X
k,x
i )
n
+ hˆτ (Xk,xτ )
 .
Par le principe de programmation dynamique, on a u0 = y0(X0) (avec les
mêmes notations que sur la partie sur la convergence des algorithmes par quantiﬁ-
cation) avec la fonction yk : Km × Rd → R déﬁnie par la formule rétrograde :
yn(x) = hˆn(x), ∀x ∈ Km × Rd,
yk(x) = sup
{
hˆk(x);
fˆk(x)
n
+ E [yk+1(Xk+1)|Xk = x]
}
, ∀x ∈ Km × Rd,
= sup
τ∈T Sk,n
E
 τ∑
k≤i<τ
fˆk(X
k,x
i )
n
+ hˆτ (Xk,xτ )
 .
On a réussi à formuler l'algorithme dans le cadre de la programmation dynamique
rétrograde (2.2.1) avec h = hn, Tk,a = Id et
Rk(x, v) = sup
{
hˆk(x);
fˆk(x)
n
+ v
}
, ∀x ∈ Ed,∀v ∈ R.
Lemma 3.8.1. Les fonctions fˆk et hˆk sont bornées par K et lipschitziennes de
rapport 2K.
Les fonctions fˆk et gˆk étant uniformément lipschitziennes, l'hypothèse (H1) est
trivialement vériﬁée. Pour obtenir la convergence des algorithmes par quantiﬁcation,
il suﬃt de montrer que yk est uniformément lipschitzienne. Pour cela, nous avons
besoin de régularité de la chaîne de Markov X.
Assumption 3.8.2. On suppose que les fonctions fk et hk sont bornées lip-
schitziennes, que S a un ﬂot lipschitzien et la fonction Φ est lipschitzienne. Plus
précisément, on suppose qu'il existe une constante K ≥ 0 telle que ∀k ∈ {0, .., n−1},
∀v ∈ E, ∀ {si}0≤i≤n , {si}0≤i≤n ∈ RdS , ∀p, p ∈ RdP ,
sup
k
{
|fk|∞ , |hk| , [fk]Lip , [gk]Lip
}
≤ K,
|Φk,k′ (p, (si)k≤i≤k′)− Φk,k′ (p, (si)k≤i≤k′)| ≤ K
{
|p− p|+ sup
k≤i≤k′
|si − si|
}
E
[
sup
k≤i≤n
∣∣∣Sk,(v,sk)i − Sk,(v,sk)i ∣∣∣] ≤ K |sk − sk| .
Lemma 3.8.3. Sous cette hypothèse, le ﬂot de Z est lipschitzien, c'est-à-dire il
existe une constante C > 0 telle que ∀0 ≤ k ≤ n, ∀v ∈ E, ∀z, z′ ∈ Rd
E
[
sup
k≤k′≤n
∣∣∣Zk,(v,z)k′ − Zk,(v,z˜)k′ ∣∣∣] ≤ C |z − z˜| , ∀z, z˜ ∈ Rd.
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Remark 3.8.4. Cette dernière inégalité est vériﬁée si, par exemple, S est le
schéma d'Euler d'une diﬀusion avec saut :
Sk+1 = Sk + b(Sk, Vk, Vk+1)
T
n
+ σ(Sk, Vk)(W(k+1)Tn −W kTn ) +
ˆ
A
β(Sk, a, Vk)µS
(
da, (k
T
n
, (k + 1)
T
n
]
)
,
Vk+1 = Tk
(
Vk, (Ws) kT
n ≤s≤(k+1)Tn , (µS(da, ds))a∈A, kTn <s≤(k+1)Tn , k+1
)
,
où les fonctions b, σ et β sont bornées et lipschitziennes par rapport à la variable
Sk.
Proposition 3.8.5. yk est bornée et lipschitzienne avec un rapport de Lipschitz
indépendant de k et n.
La propriété lipschitzienne de la solution y donnée par la proposition précédente
permet de majorer l'erreur du schéma par quantiﬁcation :
ε(quantif) ≤ C
n−1∑
k=0
∣∣∣∣∣∣Xk − Xˆk∣∣∣∣∣∣
p
avec la constante C indépendante de n.
Remark 3.8.6. L'article [PRS05] donne une vitesse de convergence en ex-
ponentielle du nombre de pas de temps n. Ici, en montrant que yk est lipschit-
zienne uniformément par rapport à k et n, on obtient une vitesse de convergence
linéaire par rapport à n. On a utilisé la propriété de Lipschiz du ﬂot de Z sans
avoir d'hypothèses contraignantes sur la densité gk de la loi de Sk conditionnelle
à (Vk−1, Sk−1, Vk) ; nous avons juste besoin de l'existence pour pouvoir simuler
le couple (Πk, Sk). A l'aide d'hypothèses assez fortes sur la densité gk, l'article
[PRS05] montre que la fonction valeur yk est lipschitzienne avec un rapport de
Lipschitz en exponentielle de n.
3.9. Preuves
3.9.1. Options bermudéennes. La proposition (3.1.7) donne le rapport de
Lipschitz de yk et uk,a pour le schéma avec φ = 1 quand la probabilité de transition
de X est lipschitzienne .
Démonstration. Supposons que la probabilité de la chaîne de Markov X est
lipschitzienne.
Initialement, on a [yn]Lip = [h]Lip ≤ K.
Pour k < n, comme on considére φk,a = 1 (uk,a est indépendant de a), on a
uk = PXk yk+1 avec le rapport de Lipschitz
[uk]Lip ≤
[
PX
]
Lip [yk+1]Lip .
Comme les fonctions Tk etRk sont lipschitziennes de rapportK et yk(x) = Rk (x, Tk(x, uk(x)))
∀x ∈ Rd, on a
[yk]Lip ≤ [Rk]Lip + [Rk]Lip [Tk]Lip + [Rk]Lip [uk]Lip
≤ (K +K2) +K [PX]Lip [yk+1]Lip .
En sommant, on obtient ﬁnalement
[yk]Lip ≤ (K +K2)
n−1∑
i=k
Ki−k
[
PX
]i−k
Lip
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et donc
max
k
{[yk]Lip , [uk]Lip} ≤ C
Kn
[
PX
]n
Lip − 1
K [PX ]Lip − 1
.

La proposition (3.2.1) donne le rapport de Lipschitz de yk et uk,a pour le
problème d'enveloppe de Snell.
Démonstration. Supposons la probabilité de transition de X lipschitzienne.
Pour k = n, yn = gn est lipschitzien de rapport K. Pour k < n, comme uk =
PXk yk+1, on a :
[uk]Lip =
[
PXk
]
Lip [yk+1]Lip .
L'inégalité
∣∣∣max(a, b)−max(a˜, b˜)∣∣∣ ≤ max(|a− a˜| , ∣∣∣b− b˜∣∣∣) et la lipschtziannité de
gk de rapport K impliquent
|yk(x)− yk(x˜)| = |max (gk(x), uk(x))−max (gk(x˜), uk(x˜))| , ∀x, x˜ ∈ Rd,
≤ max (|gk(x)− gk(x˜)| , |uk(x)− uk(x˜)|) , ∀x, x˜ ∈ Rd,
≤ max
(
[gk]Lip |x− x˜| ,
[
PXk
]
Lip [yk+1]Lip |x− x˜|
)
, ∀x, x˜ ∈ Rd.
D'où [yk]Lip ≤ max
(
K,
[
PXk
]
Lip [yk+1]Lip
)
et on obtient ﬁnalement de manière
rétrograde
[yk]Lip ≤ max
(
K,
n−1∏
i=k
[
PXi
]
Lip [yn]Lip
)
≤ K [PX]n−k−1Lip .
Supposons de plus que la chaîne de Markov X a un ﬂot L1-lipschitzien. Alors {yk}k
et {uk}k sont lipschitziennes de rapport K
[
FX
]
Lip. En eﬀet, on a
|yk(x)− yk(x˜)| =
∣∣∣∣∣ supτ∈Tk,n E [gτ (Xk,xτ )]− supτ∈Tk,n E [gτ (Xk,x˜τ )]
∣∣∣∣∣
≤
∣∣∣∣∣ supτ∈Tk,n E [gτ (Xk,xτ )− gτ (Xk,x˜τ )]
∣∣∣∣∣
≤ sup
k≤i≤n
[gi]Lip E
[
sup
k≤i≤n
∣∣∣Xk,xi −Xk,x˜i ∣∣∣]
≤ K [FX]Lip |x− x˜| , ∀x, x˜ ∈ Rd,
|uk(x)− uk(x˜)| =
∣∣∣∣∣ supτ∈Tk+1,n E [gτ (Xk,xτ )]− supτ∈Tk+1,n E [gτ (Xk,x˜τ )]
∣∣∣∣∣
≤ K [FX]Lip |x− x˜| , ∀x, x˜ ∈ Rd.

3.9. PREUVES 76
3.9.2. EDSR. Le lemme (3.3.1) permet de contrôler les diﬀusions avec sauts
sur un pas de temps.
Démonstration. Soit k ∈ {0, .., n−1}. Soit p > 0, soit x ∈ Rd˜ tel que |x| = 1
et soient b˜ ∈ Rd˜ , σ˜ ∈ Rd˜×dW et β˜ ∈ Rd˜×dE bornés par M . En notant
Ak = b˜
T
n
+ σ˜(Wtk+1 −Wtk) +
ˆ
E
β˜(e)µ(de, (tk, tk+1]),
il faut montrer que ∃Cp,M > 0 telle que
||Ak||p ≤
Cp,M
n
1
2∨p
et ||x+Ak||p ≤ 1 +
Cp,M
n
Soit m ≥ 2 , on a
E
[∣∣∣∣ˆ
E
β˜(e)µ(de, (tk, tk+1])
∣∣∣∣m] ≤ Cm(tk+1 − tk)E [ˆ
E
∣∣∣β˜(e)∣∣∣m λ(de)]
≤ CmKmλ(E)(tk+1 − tk).
A l'aide de l'inégalité de Jensen, on obtient l'existence d'une constante C ′m > 0 telle
que ∣∣∣∣∣∣∣∣ˆ
E
β˜(e)µ(de, (tk, tk+1])
∣∣∣∣∣∣∣∣
p
≤
∣∣∣∣∣∣∣∣ˆ
E
β˜(e)µ(de, (tk, tk+1])
∣∣∣∣∣∣∣∣
2∨p
≤ C
′
mK
n
1
2∨p
.
Comme
∣∣∣∣Wtk+1 −Wtk ∣∣∣∣p ≤ Cp√n , on obtient ﬁnalement
||Ak||p ≤ C
∣∣∣∣∣∣∣∣b˜ Tn
∣∣∣∣∣∣∣∣
p
+ C |σ˜| ∣∣∣∣Wtk+1 −Wtk ∣∣∣∣p + C ∣∣∣∣∣∣∣∣ˆ
E
β˜(e)µ(de, (tk, tk+1])
∣∣∣∣∣∣∣∣
p
≤ Cp,M
n
1
2∨p
.
Notons p = inf{i ∈ 2N|i > p} (p est paire et p ≥ 2). En appliquant la formule du
binôme de Newton, on obtient
E
[
|x+Ak|p
]
= E
[(
1 + x.Ak + |Ak|2
) p
2
]
= 1 +
p
2
E
[
x.Ak + |Ak|2
]
+
p
2∑
j=2
p!
(p− j)!j!E
[∣∣∣x.Ak + |Ak|2∣∣∣j]
≤ 1 + p
2
|E [x.Ak]|+ Cp
p∑
j=2
E
[
|Ak|j
]
.
Comme
max
{
|E [x.Ak]| ;E
[
|Ak|j
]}
≤ Cp
n
, ∀2 ≤ j ≤ p,
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on a E
[
|x+Ak|p
]
≤ 1 + Cpn . Finalement, en appliquant l'inégalité de Jensen, on
obtient le résultat souhaité :
||x+Ak||p ≤ ||x+Ak||p
≤ 1 + Cp
n
.

Le corollaire (3.3.2) montre que le ﬂot de la chaîne de Markov X pour les EDSR
avec saut est lipschitzien.
Démonstration. Soient k ∈ {0, .., n− 1} et x, x˜ ∈ Rd avec x 6= x˜, on a
Xk,xk+1 −Xk,x˜k+1
|x− x˜| =
x− x˜
|x− x˜|+
b(x)− b(x˜)
|x− x˜|
T
n
+
σ(x)− σ(x˜)
|x− x˜| (Wtk+1−Wtk)+
ˆ
E
β(x, e)− β(x˜, e)
|x− x˜| µ(de, (tk, tk+1])
Comme les fonctions b, σ et β sont lipschitziennes, on peut appliquer le lemme
(3.3.1) ce qui donne ∣∣∣∣∣
∣∣∣∣∣X
k,x
k+1 −Xk,x˜k+1
|x− x˜|
∣∣∣∣∣
∣∣∣∣∣
p
≤ 1 + Cp
n
.
Comme
[
FXk
]
p
≤ 1+Cpn , le ﬂot deX est lipschitzien car
[
FX
]
p
≤ [FXk ]np ≤ eCp . 
Le corollaire (3.3.3) montre que l'hypothèse (Hp) est vériﬁée dans le cas des
équations diﬀérentielles strochastiques rétrogrades avec sauts.
Démonstration. Soient p ∈]1,+∞] et q son conjugué. Soit λ = (λy, λz, λE) ∈
R× RdW × RdE appartenant à S∆Tk . Comme
φk (ξk+1) =
(
1,Wtk+1 −Wtk ,
ˆ
E
ρ(e)µ(de, (tk, tk+1])
)
,
Tk (x, u) = u1 +
T
n
f(x, u1,
n
T
u2,
n
T
u3), ∀x ∈ Rd,∀u = (u1, u2, u2) ∈ R× RdW × RdE ,
et comme f est lipschitzienne, on a
|λy| ≤ 1 + T
n
[f ]Lip et max(|λz|∞ , |λE |∞) ≤ [f ]Lip
En appliquant le lemme (3.3.1) à
λ.φk(ξk+1) = λy + λz.
(
Wtk+1 −Wtk
)
+ λE .
ˆ
E
ρ(e)µ(de, (tk, tk+1])
on obtient le résultat souhaité :
||λ.φk(ξk+1)||q ≤ 1 +
K
n
. 
La proposition (3.3.4) donne la régularité des fonctions {yk}k et {uk}k dans le
cas de la discrétisation des équations diﬀérentielles stochastiques rétrogrades.
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Démonstration. 1/ Montrons que les fonctions {yk}k sont lipschitziennes.
Pour k = n, on a yn = h lipschitzienne. Soient k < n et x, x˜ ∈ Rd, la propriété
lipschitzienne de Tk implique
|yk(x)− yk(x˜)| ≤
∣∣∣Tk(x,E [yk+1(Xk,xk+1)φk(ξk+1)])− Tk(x˜,E [yk+1(Xk,x˜k+1)φk(ξk+1)])∣∣∣
≤ [Tk]Lip |x− x˜|+ |Ik|
où
Ik = Tk
(
x˜,E
[
yk+1(X
k,x
k+1)φk(ξk+1)
])
− Tk(x˜,E
[
yk+1(X
k,x˜
k+1)φk(ξk+1)
]
.
Il existe alors λ ∈ S∆Tk telle que
Ik = λk.
{
E
[
yk+1(X
k,x
k+1)φk(ξk+1)
]
− E
[
yk+1(X
k,x˜
k+1)φk(ξk+1)
]}
= E
[{
yk+1(X
k,x
k+1)− yk+1(Xk,x˜k+1)
}
λk.φk(ξk+1)
]
.
L'inégalité de Cauchy-Schwarz et la vériﬁcation de l'hypothèse (H2) par la propo-
sition (3.3.3) impliquent
|Ik| ≤
∣∣∣∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
||λk.φk(ξk+1)||2
≤ [yk+1]Lip (1 +
C
n
)
∣∣∣∣∣∣Xk,xk+1 −Xk,x˜k+1∣∣∣∣∣∣
2
.
Comme le ﬂot de
[
FXk
]
2
≤ 1 + Cn d'après le corollaire (3.3.2), on obtient∣∣∣∣∣∣Xk,xk+1 −Xk,x˜k+1∣∣∣∣∣∣
2
≤
(
1 +
C
n
)
|x− x˜| ,
et en regroupant, on vériﬁe l'inégalité
[yk]Lip ≤
C
n
+ [yk+1]Lip (1 +
C
n
).
En appliquant le lemme de Gronwall, on obtient que les fonctions yk sont unifor-
mément lipschitziennes. Il en est de même pour uk d'après l'inégalité suivante :
∀0 ≤ k < n, ∀x, x˜ ∈ Rd,
|uk(x)− uk(x˜)| ≤
∣∣∣∣E [{yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)}(1,Wtk+1 −Wtk ,ˆ
E
ρ(e)µ(de, (tk, tk+1])
)]∣∣∣∣
≤
∣∣∣∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
∣∣∣∣∣∣∣∣(1,Wtk+1 −Wtk ,ˆ
E
ρ(e)µ(de, (tk, tk+1])
)∣∣∣∣∣∣∣∣
2
≤ C [yk+1]Lip
∣∣∣∣∣∣Xk,xk+1 −Xk,x˜k+1∣∣∣∣∣∣
2
≤ C [yk+1]Lip |x− x˜| .
2/ Supposons b, σ, β(., e) et g appartiennent à Cmb pour m ∈ N∗. Notons
Lmk = sup
1≤α≤m
∣∣∣∣∂αyk∂xα
∣∣∣∣ , ∀0 ≤ k ≤ n.
Par souci de simpliﬁcation des notations, on se place en dimension d = 1.
Montrons par récurrence sur m ≥ 1 que les fonctions {Lmk }0≤k≤n sont bornées
uniformément.
Pour m = 1, on vient de montrer en (1) que la fonction {yk}k est uniformément
lipschitzienne, donc Lmk est bornée ∀0 ≤ k ≤ n.
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Supposonsm ≥ 2 et que l'hypothèse de récurrence est vériﬁée ∀i ∈ {1, ..,m−1},
c'est-à-dire Lik < +∞ ∀i ∈ {1, ..,m− 1}, ∀0 ≤ k ≤ n.
Pour k = n, on a yn = g ∈ Cmb , donc Lmn bornée.
Soit k < n. Avec la fonction uk = (uk,1, uk,2, uk,3) déﬁnie par
uk,i(x) = E
[
yk+1(X
k,x
k+1)rk+1,i
]
et rk+1 = (rk+1,1, rk+1,2, rk+1,3) =
(
1,
Wtk+1−Wtk
tk+1−tk ,
´
E
ρ(e)µ(de,(tk,tk+1])
tk+1−tk
)
, on peut
réécrire la fonction yk sous la forme
yk(x) = uk,1(x) +
T
n
f (x, uk(x)) , ∀x ∈ Rd.
On note θk la fonction θ(x) = (x, uk,1(x), uk,2(x), uk,3(x)).
Pour majorer la dérivée m-ième de yk, on va d'abord chercher contrôler des
dérivées de uk :
∂α
∂xα
uk(x) =
∂α
∂xα
E
[
yk+1(X
k,x
k+1)rk+1
]
= E
[
∂α
∂xα
yk+1(X
k,x
k+1)rk+1
]
, ∀x ∈ R,∀1 ≤ α ≤ m.
Pour α ≥ 1, on utilise la formule de Faa di Bruno pour la dérivée α-ième de la
fonction composée x → yk+1(Xk,xk+1) exprimée en fonction des polynômes de Bell
Bα,i(x1, ..., xα−i+1) :
∂α
∂xα
(
yk+1(X
k,x
k+1)
)
=
α∑
i=1
∂iyk+1
∂xi
(Xk,xk+1)Bα,i
(
∂Xk,xk+1
∂x
,
∂2Xk,xk+1
∂x2
, ..,
∂α−i+1Xk,xk+1
∂xα−i+1
)
=
∂αyk+1
∂xα
(
∂Xk,xk+1
∂x
)α
+
α−1∑
i=1
∂iyk+1
∂xi
(Xk,xk+1)Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1

où Bα,i(x1, ..., xα−i+1) représente les polynomes de Bell donnés par :
Bα,i(x1, .., xα−i−1) =
∑ α!
j1!j2!...jα−i+1!
(x1
1!
)j1 (x2
2!
)j2
...
(
xα−i+1
(α− i+ 1)!
)α−i+1
où la somme porte sur toutes les suites j1,j2, ..., jα−i+1 d'entiers tels que
∑α−i+1
u=1 ju =
i et
∑α−i+1
u=1 uju = α.
On remarque que l'on a les inégalités suivantes : soit p˜ ∈ N∗, soient
(
˜i, b˜i, σ˜i, β˜i
)
1≤i≤p˜
∈({0; 1} × R× R× RE)p˜ bornés par K :
sup
1≤i≤p˜
{∣∣∣b˜i∣∣∣ , |σ˜i| , ∣∣∣β˜i∣∣∣∞} ≤ K
alors en posant
Pi = ˜i + b˜ih+ σ˜i(Wt+h −Wt) +
ˆ
E
β˜iµ(de, (t, t+ h]), ∀1 ≤ i ≤ p˜,
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avec h ≤ T , il existe une constante CK,p˜,T (dépendante de K, de p˜ et de T ) telle
que
∣∣∣∣∣∣E
 ∏
1≤i≤p˜
Pi
∣∣∣∣∣∣ ≤
{
CK,p˜,Th si
∏
1≤i≤p˜ ˜i = 0
1 + CK,p˜,Th si
∏
1≤i≤p˜ ˜i = 1∣∣∣∣∣∣
∣∣∣∣∣∣
∏
1≤i≤p˜
Pi
∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤
{
CK,p˜,T
√
h si
∏
1≤i≤p˜ ˜i = 0
1 + CK,p˜,Th si
∏
1≤i≤p˜ ˜i = 1
(3.9.1)
Or,
∂Xk,xk+1
∂x
= 1 + b′(x)(tk+1 − tk) + σ′(x)(Wtk+1 −Wtk) +
ˆ
E
∂β(x, e)
∂x
µ(de, (tk, tk+1]), ∀x ∈ R,
∂jXk,xk+1
∂xj
= b(j)(x)(tk+1 − tk) + σ(j)(x)(Wtk+1 −Wtk) +
ˆ
E
∂jβ(x, e)
∂xj
µ(de, (tk, tk+1]), ∀x ∈ R,∀2 ≤ j ≤ m.
et comme b(j), σ(j) et ∂
jβ(x,e)
∂xj sont bornées, les inégalités (3.9.1) permettent d'obte-
nir les majorations suivantes : pour 1 ≤ i < m, u ∈ {2, ..,m} et pour j1, ..., jm ∈ N∗
tel que ju ≥ 1 :
∣∣∣∣∣∣E
(∂Xk,xk+1
∂x
)j1
...
(
∂mXk,xk+1
∂mx
)jm∣∣∣∣∣∣ ≤ Cαn,∣∣∣∣∣∣
∣∣∣∣∣∣
(
∂Xk,xk+1
∂x
)j1
...
(
∂mXk,xk+1
∂mx
)jm∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤ C√αn,∣∣∣∣∣∣E
(∂Xk,xk+1
∂x
)j1
...
(
∂mXk,xk+1
∂mx
)jm
rk+1
∣∣∣∣∣∣ ≤ C,∣∣∣∣∣∣
∣∣∣∣∣∣
(
∂Xk,xk+1
∂x
)j1
...
(
∂mXk,xk+1
∂mx
)jm
rk+1
∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤ C√
n
avec
αn =
{
1
n si ∃u ∈ {2, ..,m} tel que ju ≥ 1
1 sinon
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Cela implique que pour i < α
∣∣∣∣∣∣E
Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1
∣∣∣∣∣∣ ≤ Cαn,∣∣∣∣∣∣
∣∣∣∣∣∣Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1
∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤ C√αn,∣∣∣∣∣∣E
Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1
 rk+1
∣∣∣∣∣∣ ≤ C,∣∣∣∣∣∣
∣∣∣∣∣∣Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1
 rk+1
∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤ C√
n
avec
αn =
{
1
n si i < α
1 si i = α.
En combinant les inégalités précédentes avec l'inégalité de Cauchy-Schwarz, on
obtient les inégalités suivantes pour une fonction f ∈ C1b et pour i ≤ α
∣∣∣∣∣E
[
f(Xk,xk+1)Bα,i
((
∂uXk,xk+1
∂xu
)
u
)
rk+1
]∣∣∣∣∣
≤
∣∣∣∣∣E
[(
f(Xk,xk+1)− f(x)
)
Bα,i
((
∂uXk,xk+1
∂xu
)
u
)
rk+1
]∣∣∣∣∣+
∣∣∣∣∣E
[
f(x)Bα,i
((
∂uXk,xk+1
∂xu
)
u
)
rk+1
]∣∣∣∣∣
≤
∣∣∣∣∣E
[
[f ]Lip
∣∣∣Xk,xk+1 − x∣∣∣
∣∣∣∣∣Bα,i
((
∂uXk,xk+1
∂xu
)
u
)
rk+1
∣∣∣∣∣
]∣∣∣∣∣+ |f |∞
∣∣∣∣∣E
[
Bα,i
((
∂uXk,xk+1
∂xu
)
u
)
rk+1
]∣∣∣∣∣
≤ [f ]Lip
∣∣∣∣∣∣Xk,xk+1 − x∣∣∣∣∣∣
2
∣∣∣∣∣∣
∣∣∣∣∣∣Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1
 rk+1
∣∣∣∣∣∣
∣∣∣∣∣∣
2
+ |f |∞ C
≤C
(
|f |∞ + [f ]Lip
)
.
(3.9.2)
et
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∣∣∣∣∣E
[
f(Xk,xk+1)Bα,i
((
∂uXk,xk+1
∂xu
)
u
)]∣∣∣∣∣
≤
∣∣∣∣∣E
[(
f(Xk,xk+1)− f(x)
)
Bα,i
((
∂uXk,xk+1
∂xu
)
u
)]∣∣∣∣∣+
∣∣∣∣∣E
[
f(x)Bα,i
((
∂uXk,xk+1
∂xu
)
u
)]∣∣∣∣∣
≤
∣∣∣∣∣E
[
[f ]Lip
∣∣∣Xk,xk+1 − x∣∣∣
∣∣∣∣∣Bα,i
((
∂uXk,xk+1
∂xu
)
u
)∣∣∣∣∣
]∣∣∣∣∣+ |f |∞
∣∣∣∣∣E
[
Bα,i
((
∂uXk,xk+1
∂xu
)
u
)]∣∣∣∣∣
≤ [f ]Lip
∣∣∣∣∣∣Xk,xk+1 − x∣∣∣∣∣∣
2
∣∣∣∣∣∣
∣∣∣∣∣∣Bα,i
(∂uXk,xk+1
∂xu
)
1≤u≤α−i+1
∣∣∣∣∣∣
∣∣∣∣∣∣
2
+ |f |∞
C
n
≤C
n
(
|f |∞ + [f ]Lip
)(3.9.3)
Pour α < m, l'inégalité (3.9.2) implique la majoration des dérivées α-ième de uk :∣∣∣∣ ∂α∂xαuk(x)
∣∣∣∣ =
∣∣∣∣∣E
[
α∑
i=1
∂iyk+1
∂xi
(Xk,xk+1)Bα,i
(
∂Xk,xk+1
∂x
,
∂2Xk,xk+1
∂x2
, ..,
∂α−i+1Xk,xk+1
∂xα−i+1
)]∣∣∣∣∣
≤
α∑
i=1
∣∣∣∣∣E
[
∂iyk+1
∂xi
(Xk,xk+1)Bα,i
(
∂Xk,xk+1
∂x
,
∂2Xk,xk+1
∂x2
, ..,
∂α−i+1Xk,xk+1
∂xα−i+1
)]∣∣∣∣∣
≤
α∑
i=1
C
(∣∣∣∣∂iyk+1∂xi
∣∣∣∣
∞
+
[
∂iyk+1
∂xi
]
Lip
)
≤ CLα+1k+1 .
En dérivant m fois la fonction yk(x) = uk,1(x) + Tn f (x, uk(x)), on obtient
∂m
∂xm
yk(x) =
∂m
∂xm
uk,1(x) +
T
n
∑
∈{1;2;3}
∂f (θ(x))
∂u
∂m
∂xm
uk,(x)
+
T
n
∑
∈{1;2;3}
wk,(f, u, x)
∂m−1
∂xm−1
uk,(x) +
T
n
Rk,m(x)
où Rk,m(x) est une fonction des dérivées de f et des dérivées α-ième de uk avec
0 ≤ α ≤ m − 2 et est bornée avec un rapport dépendant de Lm−1k+1 (car f ∈ Cmb et
uk ∈ Cmb ) et où la fonction
wk,(f, u, x) =
∑
1≤i≤4
∂2f (x, uk(x))
∂u∂θi
∂θi
∂x
(x), ∀ ∈ {1; 2; 3}
est bornée (par une contante dépendante de Lm−1k+1 ). D'où∣∣∣∣∣∣Tn
∑
∈{1;2;3}
wk,(f, u, x)
∂m−1
∂xm−1
uk,(x) +
T
n
Rk,m(x)
∣∣∣∣∣∣ ≤ C 1 + L
m
k+1
n
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Majorons maintenant le terme principal,
∂m
∂xm
uk,1(x) +
T
n
∑
∈{1;2;3}
∂f (x, uk(x))
∂u
∂m
∂xm
uk,(x)
=E
 ∂m
∂xm
(yk+1(X
k,x
k+1))
1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,


=E
∂myk+1
∂xm
(
∂Xk,xk+1
∂x
)m1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,


+
m−1∑
i=1
E
∂iyk+1
∂xi
(Xk,xk+1)Bm,i
((
∂uXk,xk+1
∂xu
)
u
)1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,

 .
Nous avons, pour i < m,
∣∣∣∣∣∣E
∂iyk+1
∂xi
(Xk,xk+1)Bm,i
(∂uXk,xk+1
∂xu
)
1≤u≤m−i+1
1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,

∣∣∣∣∣∣
≤
∣∣∣∣∣∣E
∂iyk+1
∂xi
(Xk,xk+1)Bm,i
(∂uXk,xk+1
∂xu
)
1≤u≤m−i+1
∣∣∣∣∣∣
+ C
T
n
∣∣∣∣∣∣E
∂iyk+1
∂xi
(Xk,xk+1)Bm,i
(∂uXk,xk+1
∂xu
)
1≤u≤m−i+1
 rk+1
∣∣∣∣∣∣
≤ C
n
(∣∣∣∣∂iyk+1∂xi
∣∣∣∣
∞
+
[
∂iyk+1
∂xi
]
Lip
)
≤ C
n
Lmk+1
L'inégalité de Hölder permet de majorer le dernier terme
∣∣∣∣∣∣E
∂myk+1
∂xm
(
∂Xk,xk+1
∂x
)m1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,

∣∣∣∣∣∣
≤
∣∣∣∣∂myk+1∂xm
∣∣∣∣
∞
∣∣∣∣∣
∣∣∣∣∣
(
∂Xk,xk+1
∂x
)m∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣∣
∣∣∣∣∣∣1 + Tn
∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,
∣∣∣∣∣∣
∣∣∣∣∣∣
2
≤ Lmk+1
(
1 +
C
n
)
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En combinant les inégalités précédentes, on obtient :∣∣∣∣ ∂m∂xm yk(x)
∣∣∣∣
∞
≤ T
n
|Rk,m(x)|+
∣∣∣∣∣∣E
∂myk+1
∂xm
(
∂Xk,xk+1
∂x
)m1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,

∣∣∣∣∣∣
+
∣∣∣∣∣∣E
∂iyk+1
∂xi
(Xk,xk+1)Bm,i
(∂uXk,xk+1
∂xu
)
1≤u≤m−i+1
1 + Tn ∑
∈{1;2;3}
∂f (x, uk(x))
∂u
rk+1,

∣∣∣∣∣∣
≤ Lmk+1
(
1 +
C
n
)
+
C
n
, ∀x ∈ R.
D'où
Lmk ≤ Lmk+1
(
1 +
C
n
)
+
C
n
.
L'inégalité de Gronwall permet de conclure en donnant la majoration pour tout
k ∈ {0, ..., n}
sup
0≤k≤n
Lmk ≤ C

Le corollaire (3.3.6) donne la régularité de la solution de l'EDSR.
Démonstration. Suppose de plus que les fonctions b, σ, β(., e), f, h appar-
tiennent à Cmb pour m ∈ N∗, alors le schéma discret avec n pas de temps pi = {tk) =
k Tn |0 ≤ k ≤ n} appartient à Cmb avec une majoration des dérivées indépendante de
n. La convergence du schéma discret quand n → +∞ (voir ([BE08])) permet de
conclure. 
3.9.3. EDP parabolique totalement non linéaire. Le lemme (3.5.1) donne
la stabilité L∞ de l'algorithme pour les EDP paraboliques totalement non linéaires.
Démonstration. Soient k ∈ {0, ..., n − 1} et x ∈ Rd. Soit λ = (λy, λz, λγ) ∈
S∆Tk . En notant BT
n
= Wtk+1 −Wtk ∼ N (0; Tn ), on obtient
λ.φk(x,BT
n
) = λy + λz. (σ′)
−1
BT
n
+ λγ . (σ′)
−1
(
B2T
n
T
n
− Id
)
σ−1.
Comme
Tk (x, u) = uy +
T
n
f (tk, x, u) , ∀x ∈ Rd,∀u = (uy, uz, uγ) ∈ R× Rd × Rd×d
avec f lipschitzienne, on a
|λy| ≤ 1 + T
n
[f ]Lip et max
{|λz|∞ , |λγ |∞} ≤ Tn [f ]Lip .
L'inégalité∣∣∣∣∣∣λ.φk(x,BT
n
)
∣∣∣∣∣∣
p
≤ ||λy||p +
∣∣∣∣∣∣λz. (σ′)−1BT
n
∣∣∣∣∣∣
p
+
∣∣∣∣∣
∣∣∣∣∣λγ . (σ′)−1
(
B2T
n
T
n
− Id
)
σ−1
∣∣∣∣∣
∣∣∣∣∣
p
≤ C, ∀p ∈ [1,+∞[,
montre que l'hypothèse (Pp) est vériﬁée pour tout p ∈ [1,+∞[.
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Pour l'hypothèse (H1), on a :
E
[∣∣∣λ.φk(x,BT
n
)
∣∣∣] = E[∣∣∣∣∣λx + λz. (σ′)−1BTn + λγ . (σ′)−1
(
B2T
n
T
n
− Id
)
σ−1
∣∣∣∣∣
]
≤ E
[∣∣∣1− λγ . (σ′)−1 σ−1 + λz. (σ′)−1BT
n
∣∣∣+ λγ . (σ′)−1 B2TnT
n
σ−1
]
+
C
n
≤ E
[∣∣∣1− Pk +∇pf. (σ′)−1BT
n
∣∣∣]+ Pk + T
n
h,
avec Pk = ∇γf. (σ′)−1 σ−1 ≥ 0 et 1 − Pk ≥ . Or, pour a > 0, l'inégalité de
Cauchy-Schwarz implique
E
[∣∣∣a+ bBT
n
∣∣∣] = aE [∣∣∣∣1 + baBTn
∣∣∣∣]
≤ aE
[∣∣∣∣1 + baBTn
∣∣∣∣2
] 1
2
≤ a(1 + b
2
a2
T
n
).
D'où,
E
[∣∣∣λ.φk(x,BT
n
)
∣∣∣] ≤ (1− Pk) (1 + C
n
) + Pk +
C
n
≤ 1 + C
n
.

3.9.4. Maximisation d'utilité. Le lemme (3.6.1) donne la stabilité de l'al-
gorithme pour le problème de maximisation d'utilité.
Démonstration. Soient k ∈ {0, ..., n − 1} et λ ∈ S∆Tk . Comme Tk,pi = Id,
λ ∈ S∆Tk = {0; 1}. Soient x = (s,m) ∈ Ed, p ∈]1,+∞] et q ∈ [1,+∞[ le conjugué
de p, on a
E [|λ.φk,pik(x, ξk+1)|q] ≤ sup
pik∈Ak
E
[
eqγpik.(X
k,x
k+1−x)
]
≤ sup
pik∈Ak
E
[
eqγpik.(S
k,s
k+1−s)
]
≤ sup
pik∈Ak
E
[
eqγpik.(S
k,s
k+1−s)
]
,
car Ak =
(
A
(S)
k , 0
)
. Comme A(S)k ⊂ RdS est compact, on obtient
E [|λ.φk,pik(x, ξk+1)|q] ≤ sup
pik∈Ak
E
[
eqγpik.(X
k,x
k+1−x)
]
≤ sup
pik∈Ak
E
[
eqγpik.(S
k,s
k+1−s)
]
≤ 1 + C
n
.

La proposition (3.6.2) donne la régularité lipschitzienne de y et u.
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Démonstration. Pour k = n, x ∈ Rd → yn(x) = exp(−γh(x)) est bornée et
lipschitziennne car la fonction h est bornée et lipchtizienne.
Soit k < n.
Comme suppik∈Ak E
[
epγpik.(X
k,x
k+1−x)
]
≤ 1 + Cpn , les fonctions yk et uk,a sont
bornées : en eﬀet, pour x ∈ Rd, on a :
sup{|yk(x)| , |uk,a(x)|} ≤ sup
pi∈A
∣∣∣E [e−γ(h(Xk,xn )−∑n−1i=k pii.(Xk,xi+1−Xk,xi ))]∣∣∣
≤ ∣∣e−γh∣∣∞ sup
pi∈A
E
[
eγ
∑n−1
i=k pii.(X
k,x
i+1−Xk,xi )
]
≤ ∣∣e−γh∣∣∞(1 + Cpn
)n−k
≤ eCp ∣∣e−γh∣∣∞ , ∀0 ≤ k ≤ n, ∀x ∈ Rd.
Montrons la propriété lipschitzienne sur yk de manière rétrograde. Soit x = (s, p), x˜ =
(s˜, p˜) ∈ RdS×dP , on a, ∀0 ≤ k ≤ n, ∀x ∈ Rd,
|yk(x)− yk(x˜)| ≤
∣∣∣∣ infpik∈Ak E [eγpik.(Xk,xk+1−x)yk+1(Xk,xk+1)]− infpik∈Ak E [eγpik.(Xk,x˜k+1−x˜)yk+1(Xk,x˜k+1)]
∣∣∣∣
≤ sup
pik∈Ak
∣∣∣E [eγpik.(Xk,xk+1−x)yk+1(Xk,xk+1)− eγpik.(Xk,x˜k+1−x˜)yk+1(Xk,x˜k+1)]∣∣∣
≤ sup
pik∈A(S)k
E
[
eγpik.(S
k,x
k+1−s)
∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣]
+ sup
pik∈A(S)k
∣∣∣E [(eγpik.(Sk,xk+1−s) − eγpik.(Sk,s˜k+1−s˜)) yk+1(Xk,x˜k+1)]∣∣∣ .
L'inégalité de Jensen implique :
E
[
eγpik.(S
k,x
k+1−s)
∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣] ≤ ∣∣∣∣∣∣eγpik.(Sk,xk+1−s)∣∣∣∣∣∣
2
∣∣∣∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
≤
(
1 +
C2
n
) ∣∣∣∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
.
En notant X
k,x
k+1 = (s,Φk(x, s, s)) ∈ Fk pour x = (s,m) ∈ Rd (et Xk,xk+1 =(
s,Φk(x, s, S
k,s
k+1)
)
), on a l'inégalité suivante :∣∣∣Xk,xk+1 −Xk,xk+1∣∣∣ ≤ C ∣∣∣Sk,sk+1 − s∣∣∣ .
Majorons maintenant le second terme∣∣∣E [(eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜)) yk+1(Xk,x˜k+1)]∣∣∣
≤
∣∣∣E [(eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜)) yk+1(Xk,x˜k+1)]∣∣∣
+
∣∣∣E [(eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜))(yk+1(Xk,x˜k+1)− yk+1(Xk,x˜k+1))]∣∣∣ .
yk+1(X
k,x˜
k+1) étant déterministe, on a∣∣∣E [(eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜)) yk+1(Xk,x˜k+1)]∣∣∣ ≤ |yk+1|∞ ∣∣∣E [eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜)]∣∣∣
≤ |yk+1|∞ C
|x− x˜|
n
.
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L'inégalité de Hölder implique :∣∣∣E [(eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜))(yk+1(Xk,x˜k+1)− yk+1(Xk,x˜k+1))]∣∣∣
≤
∣∣∣∣∣∣eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜)∣∣∣∣∣∣
2
∣∣∣∣∣∣yk+1(Xk,x˜k+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
.
Or, ∣∣∣∣∣∣eγpik.(Sk,sk+1−s) − eγpik.(Sk,s˜k+1−s˜)∣∣∣∣∣∣
2
≤ C |s− s˜|√
n
≤ C |x− x˜|√
n
,∣∣∣∣∣∣yk+1(Xk,x˜k+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
≤ [yk+1]Lip
∣∣∣∣∣∣Xk,x˜k+1 −Xk,x˜k+1∣∣∣∣∣∣
2
≤ C [yk+1]Lip
∣∣∣∣∣∣Sk,s˜k+1 − s˜∣∣∣∣∣∣
2
≤ C
[yk+1]Lip√
n
.
En regroupant les termes, on obtient :
|yk(x)− yk(x˜)| ≤
(
1 +
C2
n
) ∣∣∣∣∣∣yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)∣∣∣∣∣∣
2
+ C
{
|yk+1|∞ + [yk+1]Lip
} |x− x˜|
n
.
puis de même pour k′ ≥ k :∣∣∣∣∣∣yk′(Xk,xk′ )− yk′(Xk,x˜k′ )∣∣∣∣∣∣
2
≤
(
1 +
C2
n
) ∣∣∣∣∣∣yk′+1(Xk,xk′+1)− yk′+1(Xk,x˜k′+1)∣∣∣∣∣∣
2
+ C
{
|yk′+1|∞ + [yk′+1]Lip
} ∣∣∣∣∣∣Xk,xk′+1 −Xk,x˜k′+1∣∣∣∣∣∣
2
n
.
En sommant, on obtient
|yk(x)− yk(x˜)| ≤
n−1∑
k′=k
C
(
1 +
C2
n
)k′−k {
|yk′+1|∞ + [yk′+1]Lip
} ∣∣∣∣∣∣Xk,xk′+1 −Xk,x˜k′+1∣∣∣∣∣∣
2
n
+
(
1 +
C2
n
)n−k ∣∣∣∣yn(Xk,xn )− yn(Xk,x˜n )∣∣∣∣2 .
Comme
(
1 + C2n
)k ≤ eC2 , ∀0 ≤ k ≤ n, la fonction yn est lipschitzienne et comme
X a un ﬂot L2-lipschitzien, on a, ∀0 ≤ k ≤ n,
|yk(x)− yk(x˜)| ≤ |x− x′|C

n−1∑
k′=k
{
|yk′+1|∞ + [yk′+1]Lip
}
n
+ [yn]Lip
 , ∀x, x˜ ∈ Rd,
[yk]Lip ≤ C

n−1∑
k′=k
{
|yk′+1|∞ + [yk′+1]Lip
}
n
+ [yn]Lip
 .
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En posant
ai = C

n−1∑
k=i
{
|yk+1|∞ + [yk+1]Lip
}
n
+ [yn]Lip
 ,
on a
ai−1 = ai + C
[yi]Lip + |yi|∞
n
≤ ai
(
1 +
C2
n
)
+ i
avec i = C
supi|yi|∞
n . Le lemme de Gronwall (discret) permet ﬁnalement d'obtenir
le rapport de Lipschitz pour y :
sup
0≤i≤n
[yi]Lip ≤ sup
1≤i≤n
ai
≤ eC2
{
an +
n∑
i=1
i
}
≤ C ′
{
[yn]Lip + sup
i
|yi|∞
}
≤ C ′′.
De même, on obtient le rapport de Lipschitz de u :
|uk,a(x)− uk,a(x˜)| =
∣∣∣E [eγa.(Sk,sk+1−s)yk+1(Xk,xk+1)− eγa.(Xk,s˜k+1−s˜)yk+1(Xk,x˜k+1)]∣∣∣
≤
∣∣∣E [eγa.(Sk,sk+1−s) {yk+1(Xk,xk+1)− yk+1(Xk,x˜k+1)}]∣∣∣
+
∣∣∣E [eγa.(Sk,sk+1−s) − eγa.(Xk,s˜k+1−s˜)yk+1(Xk,x˜k+1)]∣∣∣
≤ C |x− x˜| , ∀0 ≤ k ≤ n− 1,∀x ∈ Rd.

3.9.5. Optimisation d'un processus de Markov contrôlé. Le lemme
(3.7.1) décrit le changement de probabilité φk,a entre P∗ et Pa.
Démonstration. Décomposons Xk+1 avec sa partie continue et sa partie à
saut. On a
Ea
[
G(b(e)k+1,a)
]
= Ea
[
G(b(e)k+1,a)φ
(e)
a (b
(e)
k+1)
]
où, pour b = {0; 1},
φ(e)a (b) = b
Pa(b(e)k+1,a = 1)
P∗(b(e)k+1 = 1)
+ (1− b)P
a(b(e)k+1,a = 0)
P∗(b(e)k+1 = 0)
= b
1− νa(e)Tn
1− ν∗(e)Tn
+ (1− b)νa(e)
ν∗(e)
.
Pour le terme en ∆W ak+1, on a
Ea
[
G
(
µa(x)
T
n
+ σa(x)∆W ak+1
)]
=
ˆ
Rd
G
(
µa(x)
T
n
+
√
T
n
σa(x)u
)
e−
|u|2
2
du
(2pi)
d
2
.
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Le changement de variable v = σ−1∗ (x)
(
σa(x)u+ (µa(x)− µ∗(x))
√
T
n
)
donne
Ea
[
G
(
µa(x)
T
n
+ σa(x)∆W ak+1
)]
=
ˆ
Rd
G
(
µ∗(x)
T
n
+
√
T
n
σ∗(x)v
)
Qk,a(x,
√
T
n
v)e−
|v|2
2
dv
(2pi)
d
2
= E∗
[
G
(
µ∗(Xk)
T
n
+ σ∗(Xk)∆Wk+1
)
Qk,a(x,∆Wk+1)
]
,
où
Qk,a(x,w) =
∣∣det(σ∗σT∗ (x))∣∣ 12
|det(σaσTa (x))|
1
2
exp
|w|2 − ∣∣σ−1a (x)σ∗(x)w + Tn (µa − µ∗)(x)∣∣2
2Tn
.
Par indépendance de
(
∆W ak+1,
(
b
(e)
k+1,a
)
e∈E
)
, on a
Ea [G(Xk+1)|Xk] = E∗ [G(Xk+1)φk,a(Xk, ξk+1)|Xk]
où ξk+1 =
(
W k+1
n T
−W k
nT
,
(
b
(e)
k+1
)
e∈E
)
et φk ≥ 0 vaut
φk,a(Xk, ξk+1) = Qk,a(Xk,W k+1
n T
−W k
nT
)
∏
e∈E
φ(e)a (b
(e)
k+1).

Le lemme (3.7.2) montre que les hypothèses (Pp) et (Hp) sont vériﬁées pour les
processus de Markov contrôlé.
Démonstration. Comme Tk,a (x, u) =
fk(x,a)
n + u, on a S∆Tk = {0; 1}. Il
suﬃt de considérer λ = 1.
Soit p ∈]1,+∞[ et q ∈]1,+∞[ son conjugué (i.e. 1p + 1q = 1). Soit x ∈ Rd, il
faut majorer à majorer le terme
E∗ [φk,a(x, ξk+1)q] = E∗
[
Qk,a(x,W k+1
n T
−W k
nT
)q
∣∣∣∣∣∏
e∈E
φ(e)a (b
(e)
k+1)
∣∣∣∣∣
q]
= E∗
[
Qk,a(x,W k+1
n T
−W k
nT
)q
] ∏
e∈E
E∗
[(
φ(e)a (b
(e)
k+1)
)q]
.
Or,
E∗
[(
φ(e)a (b
(e)
k+1)
)q]
= φ(e)a (0)
qP∗
(
b
(e)
k+1 = 0
)
+ φ(e)a (1)
qP∗
(
b
(e)
k+1 = 1
)
=
(
1− ν∗(e)T
n
)(
νa(e)
ν∗(e)
)q
+ ν∗(e)
T
n
(
1− νa(e)Tn
1− ν∗(e)Tn
)q
≤ 1 + Cq T
n
,
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et quelques calculs permettent d'obtenir
E∗
[
Qk,a(x,W k+1
n T
−W k
nT
)q
]
=
∣∣det(σ∗σT∗ (x))∣∣ q2
|det(σaσTa (x))|
q
2
ˆ
Rd
e
(q−1)|v|2
2 − q2
∣∣∣σ−1a (x)σ∗(x)v+√Tn (µa−µ∗)(x)∣∣∣2 dv
(2pi)
d
2
=
|det(Γa(x))|
q
2
|det(qΓa(x) + (1− q)Id)|
1
2
e
T
n |R(q)a (µa−µ∗)|2 ,
avec Γa = σT∗ (σ
T
a )
−1σ−1a σ∗ et (R
(q)
a )TR
(q)
a = 12σ
T
∗ (σ
T
a )
−1 (qΓa + (1− q)Id)σ−1a σ∗ −
q
2Id.
Comme σ∗σT∗ ≥ σaσTa , on a
Γa ≥ Id,
qΓa(Xk) + (1− q)Id ≥ Id.
D'où
|det(Γa(x))|
q
2
|det(qΓa(x) + (1− q)Id)|
1
2
< +∞.
Comme les fonctions µa−µ∗ et σ−1a σ∗ sont bornées, on obtient E∗
[
Qk,a(x,W k+1
n T
−W k
nT
)q
]
bornée et donc la condition (Pp) est vériﬁée.
Si σ∗ = σa, alors Γa = Id, d'où
E∗ [φk,a(x, a, ξk+1)q] ≤ E∗
[
Qk,a(x,W k+1
n T
−W k
nT
)q
] ∏
e∈E
E∗
[(
φ(e)a (b
(e)
k+1)
)q]
≤ eTn |R(q)a (µa−µ∗)|2
∏
e∈E
(
1 + Cq
T
n
)
≤ 1 + C
n
,
par conséquent la condition (Hp) est vériﬁée. 
La proposition (3.7.3) donne les propriétés de Lipschitz pour la solution yk du
problème d'optimisation d'un processus de Markov contrôlé.
Démonstration. Montrons la propriété lipchitzienne pour yk (ce qui impli-
quera que uk,a est lipschitzienne). Pour k = n, on a yn = h lipschitzienne.
Pour k < n, on déﬁnit la fonction vk par
vk(x) = sup
a∈A
Ea
[
fk(x, a)
n
+ yk+1(X
k,x
k+1)
]
, ∀x ∈ Rd.
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On a alors yk = vk ∨ g et
|vk(x)− vk(x′)| =
∣∣∣∣sup
a∈A
Ea
[
fk(x, a)
n
+ yk+1(X
k,x
k+1)
]
− sup
a∈A
Ea
[
fk(x′, a)
n
+ yk+1(X
k,x′
k+1)
]∣∣∣∣
≤ sup
a∈A
∣∣∣∣Ea [fk(x, a)− fk(x′, a)n + yk+1(Xk,xk+1)− yk+1(Xk,x′k+1)
]∣∣∣∣
≤
[fk]Lip
n
|x− x′|+ [yk+1]Lip sup
a∈A
Ea
[∣∣∣Xk,xk+1 −Xk,x′k+1∣∣∣]
≤ |x− x′|
{
[fk]Lip
n
+ [yk+1]Lip
(
1 +
C
n
)}
, ∀x, x′ ∈ Rd.
Avec l'inégalité
|yk(x)− yk(x′)| = |vk(x) ∨ g(x)− vk(x′) ∨ g(x′)|
≤ sup (|vk(x)− vk(x′)| , |g(x)− g(x′)|) , ∀x, x′ ∈ Rd,
on obtient
[yk]Lip ≤ [vk]Lip ∨ [g]Lip
≤
(
[fk]Lip
n
+ [yk+1]Lip
(
1 +
C
n
))
∨ [g]Lip .
Le lemme de Gronwall (discret) appliqué à αk = [yk]Lip ∨ [g]Lip permet d'obtenir
la majoration suivante :
sup
0≤k≤n
[yk]Lip ≤ eC
{
[h]Lip + sup
0≤k≤n
[fk]Lip
}
∨ [g]Lip .

Trivialement, on obtient alors que uk,a est aussi uniformément lipschitzienne
avec
uk,a(x) = E∗
[
yk+1(X
k,x
k+1)φk,a(x, ξk+1)
]
= Ea
[
yk+1(X
k,x
k+1)
]
.
3.9.6. Option américaine en information partielle. Le lemme (3.8.1)
montre que les fonctions fˆ et hˆ sont lipschitziennes ce qui permet d'avoir la régu-
larité nécéssaire pour Tk et Rk dans la formulation du schéma par programmation
dynamique générique (2.2.1).
Démonstration. Il suﬃt de constater que∣∣∣fˆk∣∣∣∞ = sup(pi,z)∈Km×Rd
∣∣∣fˆk(pi, z)∣∣∣
≤ sup
pi∈Km
m∑
i=1
|fk|∞ pii
≤ K,∣∣∣hˆk∣∣∣∞ ≤ K,
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et que pour (pi, z), (pi, z) ∈ Km × Rd, on a :∣∣∣fˆk(pi, z)− fˆk(pi, z)∣∣∣ ≤ ∣∣∣fˆk(pi, z)− fˆk(pi, z)∣∣∣+ ∣∣∣fˆk(pi, z)− fˆk(pi, z)∣∣∣
≤
∣∣∣∣∣
m∑
i=1
(fk(vi, z)− fk(vi, z))pii
∣∣∣∣∣+
∣∣∣∣∣
m∑
i=1
fk(vi, z)
(
pii − pii)∣∣∣∣∣
≤ [fk]Lip |z − z|+ |fk|∞ |pi − pi|1 .

Le lemme (3.8.3) donne la régularité de processus de Markov Z en information
partielle.
Démonstration. Comme la fonction Φ est lipschitzienne et que S a un ﬂot
lipchitzien, alors Z a un ﬂot lipschitzien. En eﬀet pour k ∈ {0, .., n}, v ∈ E et pour
z = (s, p), z˜ = (s˜, p˜) ∈ Rd, on a
E
[
sup
k≤k′≤n
∣∣∣Zk,(v,z)k′ − Zk,(v,z˜)k′ ∣∣∣]
≤ E
[
sup
k≤k′≤n
∣∣∣(s,Φk,k′ (p, (Sk,(v,s)i )k≤i≤k′))− (s˜,Φk,k′ (p, (Sk,(v,s˜)i )k≤i≤k′))∣∣∣]
≤ C |p− p˜|+ CE
[
sup
k≤i≤n
∣∣∣Sk,(v,s)i − Sk,(v,s˜)i ∣∣∣]
≤ C |z − z˜| .

La proposition (3.8.5) indique que la solution {yk}0≤k≤n de l'option bermu-
déenne en information partielle est uniformément lipschitzienne.
Démonstration. Pour k = n, la fonction yn = hˆn est bornée et Lipschit-
zienne.
Soit k < n, l'inégalité
|yk(x)| =
∣∣∣∣∣∣ supτ∈T Xn E
 ∑
k≤i<τ
fˆi(X
k,x
i )
n
+ hˆτ (Xk,xτ )
∣∣∣∣∣∣
≤ sup
0≤i≤n
∣∣∣fˆi∣∣∣∞ + sup0≤i≤n
∣∣∣hˆi∣∣∣∞
montre que yk est bornée (avec une majoration indépendante de k et n).
Soit (pi, z), (pi, z) ∈ Km×Rd. Pour k ≤ k′ < n, en notantXk,(pi,z)k′ =
(
Πk,pik′ , Z
k,(pi,z)
k′
)
la variable Xk′ conditionnellement à Xk = (pi, z), on a :
|yk((pi, z))− yk((pi, z))| = |yk((pi, z))− yk(pi, z)|
≤ |yk((pi, z))− yk(pi, z)|+ |yk((pi, z))− yk(pi, z)| .
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La propriété lipschitzienne de fˆi, hˆi (d'après le lemme (3.8.1)) et du ﬂot de Z
(d'après le lemme (3.8.3)) permet de contrôler le premier terme :
|yk((pi, z))− yk(pi, z)|
=
∣∣∣∣∣∣ supτ∈T Xn E
 ∑
k≤i<τ
fˆi(X
k,(pi,z)
i )
n
+ hˆτ (Xk,(pi,z)τ )
− sup
τ∈T Xn
E
 ∑
k≤i<τ
fˆi(X
k,(pi,z)
i )
n
+ hˆτ (Xk,(pi,z)τ )
∣∣∣∣∣∣
≤ sup
τ∈T Xn
∣∣∣∣∣∣E
 ∑
k≤i<τ
fˆi(Π
k,pi
i , Z
k,(pi,z)
i )− fˆi(Πk,pii , Zk,(pi,z)i )
n
+
(
hˆτ (Πk,piτ , Z
k,(pi,z)
τ )− hˆτ (Πk,pii , Zk,(pi,z)τ )
)∣∣∣∣∣∣
≤ sup
τ∈T Xn
E
 ∑
k≤i<τ
[
fˆi
]
Lip
∣∣∣Zk,(pi,z)i − Zk,(pi,z)i ∣∣∣
n
+
[
hˆτ
]
Lip
∣∣∣Zk,(pi,z)τ − Zk,(pi,z)τ ∣∣∣

≤2K ′E
[
sup
k≤i≤n
∣∣∣Zk,(pi,z)i − Zk,(pi,z)i ∣∣∣]
≤2K ′C |z − z| .
Pour le second terme, on va utiliser le fait que
|yk((pi, z))− yk(pi, z)|
≤| sup
τ∈T Xn
E[
∑
k≤i<τ
1
n
fˆi(X
k,(pi,z)
i ) + hˆτ (X
k,(pi,z)
τ )]− sup
τ∈T Xn
E[
∑
k≤i<τ
1
n
fˆi(X
k,(pi,z)
i ) + hˆτ (X
k,(pi,z)
τ )]|
≤ sup
τ∈T Xn
|E[
∑
k≤i<τ
1
n
fˆi(X
k,(pi,z)
i ) + hˆτ (X
k,(pi,z)
τ )]− E[
∑
k≤i<τ
1
n
fˆi(X
k,(pi,z)
i ) + hˆτ (X
k,(pi,z)
τ )]|
≤ sup
τ∈T Xn
|E[
∑
k≤i<τ
1
n
fˆi(Vi, Zi) + hˆτ (Vτ , Zτ )|(Πk, Zk) = (pi, z)]
− E[
∑
k≤i<τ
1
n
fˆi(Vi, Zi) + hˆτ (Vτ , Zτ )|(Πk, Zk) = (pi, z)]|.
Comme T Xn ⊂ Tn où Tn est l'ensemble des temps d'arrêt (Fi)0≤i≤n mesurable et
comme (Vi, Zi) est une (Fi)0≤i≤n chaîne de Markov, on a
|yk((pi, z))− yk(pi, z)| ≤ sup
τ∈Tn
|E[
∑
k≤i<τ
1
n
fˆi(Vi, Zi) + hˆτ (Vτ , Zτ )|(Vk, Zk) = (vj , z)](pij − pij)|
≤ ( sup
0≤i≤n
|fi|∞ + sup
0≤i≤n
|hi|∞)
m∑
j=1
|pij − pij | .
En regroupant les deux inégalités, on obtient que yk est lipschitzienne :
|yk((pi, z))− yk(pi, z)| ≤ 2K ′C |z − z′|+ 2K ′ |pi − pi|1 .

CHAPITRE 4
Applications numériques
4.1. Options américaines
Soit {Xtk}0≤k≤n une chaîne de Markov. On cherche à calculer
Esssupτ∈Ttk,tnEtk [h(tτ , Xτ )]
où Ttk,tn est l'ensemble des temps d'arrêts à valeurs dans {ti ≥ tk}. Nous allons
considérer deux types d'options exotiques courantes en ﬁnance :
 le cas des options lookback où la chaîne de Markov est déﬁnie par un actif
risqué Stk et son maximum sup0≤u≤tk Su ; le cas des options asiatiques où la chaîne de Markov est déﬁnie par un actif
risqué Stk et son moyenne
´ tk
0
Sudu.
La convergence des schémas par quantiﬁcation est prouvée dans la partie pré-
cédente et l'erreur de quantiﬁcation est donnée par
ε(quantif) ≤ C
n∑
k=0
∣∣∣∣∣∣Xtk − Xˆtk ∣∣∣∣∣∣
p
avec Xˆtk une quantiﬁcation de la variable aléatoire Xtk .
4.1.1. Option Lookback. On suppose que S suit le modèle de Black-Scholes,
c'est-à-dire
dSt
St
= (r − µ)dt+ σdWt
où W est un mouvement Brownien standart.
On souhaite valoriser l'option américaine suivante :
P0 = Esssupτ∈TTE
P
[
h
(
τ, Sτ , sup
0≤t≤τ
St
)]
= Esssupτ∈TTE
P
[
h
(
τ, S0e
(r−σ22 )τ+σWτ , sup
0≤t≤τ
S0e
(r−σ22 )t+σWt
)]
.
4.1.1.1. Transformation du problème. Nous allons transformer le problème pour
se ramener au processus Markovien
(
Bt, sup0≤s≤τ Bt
)
(où B est un mouvement
Brownien standart) que l'on pourra quantiﬁer hors-ligne (indépendamment des pa-
ramètres de drift r, µ et de volatilité σ).
Considérons la probabilité Q déﬁnie par
∂Q
∂P |t
= exp
(
−θWt − θ
2
2
t
)
,
θ =
r − µ− σ22
σ
.
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et B un mouvement Brownien sous Q déﬁni par
Bt = Wt + θt.
Le théorème de Girsanov nous donne le changement de probabilité suivant :
P0 = Esssupτ∈TTE
Q
[
eθBτ−
θ2τ
2 h
(
τ, S0e
σBτ , sup
0≤t≤τ
S0e
σBt
)]
.
A l'aide d'un scaling, le processus B′s =
BTs√
T
(s ∈ [0, 1]) est un mouvement brownien
standart, ce qui implique que
P0 = Esssupτ∈T[0,1]E
[
h˜
(
τ,B′τ , sup
0≤s≤τ
B′s
)]
avec
h˜(t, x,m) = eθ
√
Tx− θ2T2 th
(
t
√
T , S0e
σ
√
Tx, S0e
σ
√
Tm
)
.
Comme
(
B′tk , sup0≤s≤tk B
′
s
)
et
√
tk
(
W1, sup0≤s≤1Ws
)
ont même loi, il suﬃt alors
de quantiﬁer une fois pour toute la loi de
(
W1, sup0≤s≤1Ws
)
.
Quantiﬁcation optimale de la loi
(
W1, sup0≤s≤1Ws
)
dans R2 avecM = 100 points :
4.1.1.2. Résultats numériques. On applique la méthode de quantiﬁcation par
arbre avec une restriction sur le nombre de cellules pour le calcul des probabilités
de transition.
Le payoﬀ est h(t, St, sup0≤u≤t Su) avec h(t, x,m) = e−rt sup (m− x, 0).
Prenons les paramètres suivants : r = 0.1, T = 1 S0 = 100. Le nombre de
trajectoires pour le calcul des probabilités de transition est 106. Le nombre de pas
de temps vaut n = 5.
Résultats numériques avec une volatilité σ = 20% :
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Fig. 4.1.1. Tableau des résultats numériques pour une option
lookback américaine avec une volatilité σ = 20% : comparaison
selon la taille de la grille de quantiﬁcation.
Fig. 4.1.2. Graphique des résultats numériques pour une option
lookback américaine avec une volatilité σ = 20% : comparaison
selon la taille de la grille de quantiﬁcation.
Résultats numériques avec une volatilité σ = 40% :
4.1. OPTIONS AMÉRICAINES 97
Fig. 4.1.3. Tableau des résultats numériques pour une option
lookback américaine avec une volatilité σ = 40% : comparaison
selon la taille de la grille de quantiﬁcation.
Fig. 4.1.4. Graphique des résultats numériques pour une option
lookback américaine avec une volatilité σ = 40% : comparaison
selon la taille de la grille de quantiﬁcation.
4.1.2. Option asiatique. Ici, on considère le problème de la valorisation
d'une option américaine asiatique : on pose Xt = (St, At) avec At = 1t
´ t
0
Ssds.
Le payoﬀ est
h(t, St, At) = e−rt sup {St −At, 0} .
4.1.2.1. Réduction de l'erreur avec des variables de contrôle. Nous allons amé-
liorer la convergence de l'algorithme de quantiﬁcation à l'aide de variables de
contrôle.
On peut récrire le problème d'enveloppe de Snell sous la forme
Y0 = Esssupτ∈T piEtk
[
h(tτ , Xˆτ )
]
= Esssupτ∈T pi Eˆ
[
hˆ
(
τ, Xˆτ
)]
+ P0(X0)
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où Xˆk est une quantiﬁcation de la variable aléatoire Xk et où les fonctions P
et hˆ sont déﬁnies selon la variable de contrôle.
 Dans le cas sans variable de contrôle, on a
hˆ (tk, Xtk) = h
(
tk, Xˆk
)
,
P0 = 0.
 Dans le cas control 1 : la variable de contrôle est l'option européenne de maturité
T :
hˆ (tk, Xtk) = h
(
tk, Xˆk
)
− Pk(Xˆk),
Pk(Xˆk) = E
[
h (T,XT ) |Xˆk
]
.
 Dans le cas control 2 : la variable de contrôle est l'option européenne de maturité
T et la barrière est conditionnée par rapport à σ(Xˆk) :
hˆ (tk, Xtk) = E
[
h (tk, Xtk) |Xˆk
]
− Pk(Xˆk),
Pk(Xˆk) = E
[
h (tk, XT ) |Xˆk
]
.
4.1.2.2. Résultats numériques. Les paramètres de l'option sont : S0 = 100,
r = 0.1, T = 1. Le nombre de pas de temps vaut n = 20.
Pour la construction de la grille de quantiﬁcation, on commence par appliquer
l'algorithme CLVQ avec Minit = 100000 trajectoires, puis on régularise cette grille
en utilisant l'algorithme de Lloyd (50 fois avec 20000 trajectoires).
On utilise M = 106 trajectoires pour le calcul des probabilités de transition.
Fig. 4.1.5. Tableau des résultats numériques pour une option
américaine asiatique en fontion de la taille de la grille N1. On
compare les trois cas (sans variable de contrôle, le cas control 1 et
control 2).
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Fig. 4.1.6. Comparaison des trois méthodes (sans variable de
contrôle, le cas control 1 et control 2) par rapport à la taille de
la grille N1 pour une option américaine asiatique.
4.2. Equations diﬀérentielles stochastiques rétrogrades
Nous appliquons maintenant les algorithmes par quantiﬁcation pour la résolu-
tion d'équations diﬀérentielles stochastiques rétrogrades (EDSR).
Soit Xt un processus Markovien.
L'EDSR est déﬁnie par
Yt = h(XT ) +
ˆ T
t
f(s,Xs, Ys, Zs)ds−
ˆ T
s
ZsdWs
Xt = X0 +
ˆ t
0
b(Xs)ds+
ˆ t
0
σ(Xs)dWs
On considère pi = {t0 = 0 < t1 < ... < tn = T} une partition en temps et
une grille Γk = {xk1 , ..., xkNk} une grille de quantiﬁcation avec sa partition asso-
ciée C(k)i = {x ∈ Rd|
∣∣x− xki ∣∣ ≤ ∣∣x− xkj ∣∣ ∀1 ≤ j ≤ n}. On note ProjΓk(x) =∑Nk
i=1 x
k
i 1x∈C(k)i
.
La convergence des schémas par quantiﬁcation est prouvée dans la partie pré-
cédente et l'erreur de quantiﬁcation est donnée par
ε(quantif) ≤ C
n∑
k=0
∣∣∣∣∣∣Xtk − Xˆtk ∣∣∣∣∣∣
p
avec Xˆtk une quantiﬁcation de la variable aléatoire Xtk .
Pour la reconstruction d'une fonction g : Rd → R à partir de Γk, on notera le
reste de l'approximation par le plus proche voisin selon la méthode
 rinterp(g,Γk, x) pour l'interpolation linéaire sur la grille Γk (interpolation linéaire
classique sur une grille cartésienne, sinon il s'agit d'une interpolation à l'aide de la
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triangulation de Delaunay) :
g(x) ' g(ProjΓk(x)) + rinterp(g,Γk, x)
 r0 = 0, r1(g,ProjΓk(x), x) et r2(g,ProjΓk(x), x) pour les regressions par des po-
lynomes locaux de degré 1 et 2 à l'aide des p-plus proches voisins.
g(x) ' g(ProjΓk(x)) + r(g,ProjΓk(x), x)  = {0; 1; 2}
avec
r(g,ProjΓk(x), x) =
p∑
j=1
αk(ProjΓk(x)).b(x− ProjΓk(x))
où pour xki ∈ Γket
{
xkii , .., x
k
ip
}
les p plus proches voisins de xki dans Γk \
{
xki
}
et
pour b = {bj} l'ensemble des polynômes de degré inférieur à  (et supérieur à 1),
αk est déﬁni par régression linéaire
αk(xki ) = argminα∈Rd
p∑
j=1
∣∣∣yˆk(xkij )− yˆk(xki )− α.b(xkij − xki )∣∣∣2
On tire M trajectoires
{
W
(m)
tk
, X
pi,(m)
tk
}
0≤k≤n
où Xpitk est le schéma d'Euler de
Xtk :
Xpitk+1 = X
pi
tk
+ (tk+1 − tk)b(Xpitk) + σ(Xpitk)(Wtk+1 −Wtk)
4.2.1. EDSR linéaire. Nous allons maintenant nous intéresser ici l'équation
diﬀérentielle stochastique rétrograde linéaire suivante :
Xt = Wt ∈ Rd,
f(t, x, y, z) = by + c
z.1√
d
+ r, ∀t ∈∈ [0, T ], x ∈ Rd, y ∈ R, z ∈ Rd,
h(x) =
|x|√
d
, ∀x ∈ Rd.
La solution est indépendante de la dimension d du processus Markovien X. Nous
pourrons ainsi tester la robustesse de nos algorithmes par rapport à la dimension
de l'espace d'état.
On peut résoudre l'EDSR et la solution Y0 à la date initiale est
Y0 = exp
(
(b− c
2
2
)T
)
E
[
ξ exp(
c√
d
WT )
]
+
r
b
(exp(bT )− 1) .
On pourra ainsi comparer nos résultats numériques issus de nos algorithmes avec
ceux obtenus par la méthode de Monte Carlo.
Donnons un exemple : on prend les paramètres
b = c = 1,
r = 0,
T = 1.
Le résultat par Monte Carlo donne Y0 = 3.171 et Z0 = 1.856. Or E[YT ] = E [|W1|] '
0.7 et E [ZT ] = E [sign(WT )] = 0, ce qui montre que le resultat va dépendre essen-
tiellement de la robustesse du calcul de Ytk et de Ztk (qui sont peu expliqués par
leur valeur ﬁnale).
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4.2.1.1. Algorithme par régression linéaire. Le schéma par régression linéaire
d'ordre  ∈ {0; 1; 2} est donné par programmation dynamique rétrograde :
Initialement,
Y
(m)
T = h(X
(m)
T ), ∀1 ≤ m ≤M.
Puis 0 ≤ k ≤ n− 1, on calcule
yMk (x
k
i ) =
∑M
m=1 1Xpi,(m)tk ∈C
(k)
i
Y
(m)
tk+1∑M
m=1 1Xpi,(m)tk ∈C
(k)
i
, 1 ≤ i ≤ Nk, 0 ≤ k ≤ n− 1,
zMk (x
k
i ) =
∑m
r=1 1Xpi,r)tk ∈C
(k)
i
Y
(m)
tk+1
W
(m)
tk+1
−W (m)tk
tk+1−tk∑m
r=1 Y
(m)
tk+1
1
X
pi,(m)
tk
∈C(k)i
, 1 ≤ i ≤ Nk, 0 ≤ k ≤ n− 1,
yMk (x
k
i ) = y
M
k (x
k
i ) + (tk+1 − tk)f(tk, xki , yMk (xki ), zMk (xki )), 1 ≤ i ≤ Nk, 0 ≤ k ≤ n− 1,
puis
(4.2.1) Y (m)tk = y
M
k (ProjΓk(X
pi,(m)
tk
)) + r(yMk ,ProjΓk(X
pi,(m)
tk
), Xpi,(m)tk ).
Le calcul de yMk (x
k
i ) et z
M
k (x
k
i ) nécessite une recherche d'un grand nombre de plus
proches voisins. Pour accélérer ce calcul, on utilisera un algorithme rapide (PAT) de
recherche de plus proche voisin basé sur un arbre d'axes principaux (voir [McN01]).
Avec r0 = 0, on obtient pour la fonction valeur Y et son gradient :
5 10 15 20 25 30 35 40 45 50
2,2
2,3
2,4
2,5
2,6
2,7
2,8
2,9
3
3,1
3,2
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Exact
n
Y
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5 10 15 20 25 30 35 40 45 50
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1,6
1,8
2
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Exact
n pas de temps
Z
La convergence est améliorée avec le schéma à l'ordre 2 ( = 2).
Avec r2 polynôme d'ordre 2, on obtient pour la fonction valeur Y et son gra-
dient :
5 10 15 20 25 30 35 40 45 50
2,9
2,925
2,95
2,975
3
3,025
3,05
3,075
3,1
3,125
3,15
3,175
3,2
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Exact
n
Y
4.2. EQUATIONS DIFFÉRENTIELLES STOCHASTIQUES RÉTROGRADES 103
5 10 15 20 25 30 35 40 45 50
1,1
1,15
1,2
1,25
1,3
1,35
1,4
1,45
1,5
1,55
1,6
1,65
1,7
1,75
1,8
1,85
1,9
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Exact
n pas de temps
Z
Il est possible d'améliorer cette algorithme à l'aide d'un schéma progressif donné
par l'article de Bender et Denk ([BR07]) en remplaçant (4.2.1) par
Y
(m)
tk
= Y (m)tk+1 + r
(
f˜k,ProjΓk(X
pi,(m)
tk
), Xpi,(m)tk
)
avec
f˜k(x) = (tk+1 − tk)f
(
tk, x, y
M
k (x), z
M
k (x)
)
, ∀x ∈ Γk.
Avec r0 = 0, on obtient pour la fonction valeur Y et son gradient :
5 10 15 20 25 30 35 40 45 50
3,025
3,05
3,075
3,1
3,125
3,15
3,175
3,2
3,225
3,25
3,275
3,3
3,325
3,35
3,375
3,4
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Exact
n
Y
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5 10 15 20 25 30 35 40 45 50
0,6
0,7
0,8
0,9
1
1,1
1,2
1,3
1,4
1,5
1,6
1,7
1,8
1,9
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Exact
n pas de temps
Z
La convergence est améliorée avec le schéma à l'ordre 2 ( = 2).
Avec r2 polynôme d'ordre 2, on obtient pour la fonction valeur Y et son gra-
dient :
5 10 15 20 25 30 35 40 45 50
3,02
3,04
3,06
3,08
3,1
3,12
3,14
3,16
3,18
3,2
3,22
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Dim=6 (N=500)
Dim=7 (N=500)
Dim=8 (N=500)
Dim=9 (N=500)
Dim=10 (N=500)
Exact
n
Y
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5 10 15 20 25 30 35 40 45 50
1,3
1,35
1,4
1,45
1,5
1,55
1,6
1,65
1,7
1,75
1,8
1,85
1,9
Dim=1 (N=100)
Dim=2 (N=500)
Dim=3 (N=500)
Dim=4 (N=500)
Dim=5 (N=500)
Dim=6 (N=500)
Dim=7 (N=500)
Dim=8 (N=500)
Dim=9 (N=500)
Dim=10 (N=500)
Exact
n pas de temps
Z
Ce dernier schéma fonctionne bien en grande dimension.
A la date tk, il s'agit d'une regression linéaire sur Nk vecteurs orthogonaux
1
x∈C(k)i
. En reconstruisant à l'aide de polynômes locaux, on a une approximation
de Ytk = yk(Xtk) sur p vecteurs indépendants avec p = Nk(1 + d) si  = 1 et
p = Nk(1 + d +
d(d+1)
2 ) si  = 2 (Xtk ∈ Rd). Ainsi, cette reconstruction locale
permet d'être robuste avec la dimension d avec un temps de calcul équivalent.
On regarde maintenant l'impact de la grille de quantiﬁcation optimale.
Impact de la grille de quantiﬁcation optimale. On regarde l'impact du grille
aléatoire par rapport à une grille optimale sur le schéma de [JLW05] et le schéma
progressif de [BR07].
Les deux graphes donnent les approximations par régression en dimension 2.
Prix Y0 :
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Incrément martingale Z0 :
4.2.1.2. Algorithme par arbre. On suppose que X est une diﬀusion elliptique
et on note
ψk(x, x˜) = σ−1(x)
{
x˜− x
tk+1 − tk − b(x)
}
impliquant
W
(m)
tk+1
−W (m)tk
tk+1−tk ' ψk(Xpitk , Xpitk+1).
L'algorithme par arbre est alors déﬁni de manière rétrograde
yˆn(x) = h(x) x ∈ Γn
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et pour 0 ≤ k ≤ n− 1 et xki ∈ Γk
yk(x
k
i ) =
Nk+1∑
j=1
pk,Mi,j yˆk+1(x
k+1
j )
zˆk(xki ) =
Nk+1∑
j=1
pk,Mi,j yˆk+1(x
k+1
j )ψk(x
k
i , x
k+1
j )
yˆk(xki ) = yk(x
k
i ) + (tk+1 − tk)f(tk, xki , yk(xki ), zˆk(xki ))
où les probabilités de transition pk,Mi,j peuvent être pré-calculées hors ligne :
pk,Mi,j =
∑M
m=1 1Xpi,(m)tk ∈C
(k)
i
1
X
pi,(m)
tk+1
∈C(k)j∑M
m=1 1Xpi,(m)tk ∈C
(k)
i
' P (Xpik+1 ∈ Ck+1j |Xpik ∈ Cki )
Ici, on a approché ψk(Xpitk , X
pi
tk+1
) par ψk
(
prΓk(X
pi
tk
), prΓk+1(X
pi
tk+1
)
)
ce qui rajoute
une erreur non négligeable quand la dimension augmente.
5 10 15 20 25 30 35 40 45 50
3,15
3,2
3,25
3,3
3,35
3,4
3,45
3,5
3,55
3,6
3,65
3,7
3,75
3,8
Dim=1 (N=100)
Dim=1 (N=400)
Dim=2 (N=1000)
Dim=3 (N=1000)
Dim=3 (N=4000)
Exact
n
Y
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5 10 15 20 25 30 35 40 45 50
0,7
0,8
0,9
1
1,1
1,2
1,3
1,4
1,5
1,6
1,7
1,8
1,9
Dim=1 (N=100)
Dim=1 (N=400)
Dim=2 (N=1000)
Dim=3 (N=1000)
Dim=3 (N=4000)
Exact
temps n
Z
Amélioration par extrapolation de Romberg : L'algorithme par arbre avec un
grille de quantiﬁcation optimale de taille Nk = N donne une estimation de l'erreur
pour yˆN :
∣∣∣∣yˆ∞0 (X0)− yˆN0 (X0)∣∣∣∣2 ≤ CnN 1d
où Cn est une constante indépendante de la taille de grille N (mais dépendant du
nombre de pas de temps n). On fait la conjecture que
yˆN0 (X0) = yˆ
∞
0 (X0) +
Cn
N
1
d
+ o(
1
N
1
d
).
On regarde alors l'approximation de Romberg : pour N  N ′ (on prendra dans les
exemple N ′ = 4N)
yˆN,N
′
0 (X0) =
N ′
1
d yˆN
′
0 (X0)−N
1
d yˆN0 (X0)
N ′
1
d −N 1d
= yˆ∞0 (X0) + o(
1
N
1
d
).
En dimension 1 :
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5 10 15 20 25 30 35 40 45 50
0
0,025
0,05
0,075
0,1
0,125
0,15
0,175
0,2
0,225
Dim=1 (N=100)
Dim=1 (N=400)
Romberg 
(N=100,M=400)
temps n
Er
re
u
r
En dimension 3 :
5 10 15 20 25 30 35 40 45 50
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
0,4
0,45
0,5
0,55
0,6 Dim=3 (N=1000)
Dim=3 (N=4000)
Romberg 
(N=1000,M=4000)
temps n
Er
re
u
r
4.2.1.3. Méthode par gerbes. On approche la loi normale ξk+1 =
W
(m)
tk+1
−W (m)tk√
tk+1−tk ∼
N (0; IdW ) de manière discrète
(
ξˆ
)
avec M points. On note
Fk(x,B) = x+ (tk+1 − tk)b(x) +
√
tk+1 − tkσ(x)B
i.e. Xpik+1 = Fk(X
pi
k ,
W
(m)
tk+1
−W (m)tk√
tk+1−tk ). On considère γ = d/E
[
ξˆT ξˆ
]
, ce qui implique
E
[
ξTk+1ξk+1
]
= γE
[
ξˆT ξˆ
]
.
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L'algorithme par la méthode des gerbes est alors déﬁni de manière rétrograde
yˆn(x) = h(x), x ∈ Rd,
et pour 0 ≤ k ≤ n− 1
yk(x
k
i ) = E
[
yˆk+1
(
Fk(xki , ξˆ)
)]
, xki ∈ Γk,
zˆk(xki ) = E
[
yˆk+1
(
Fk(xki , ξˆ)
) γξˆ√
tk+1 − tk
]
, xki ∈ Γk,
yˆk(xki ) = yk(x
k
i ) + (tk+1 − tk)f(tk, xki , yk(xki ), zˆk(xki )), xki ∈ Γk,
puis on prolonge sur Rd
yˆk(x) = yˆk(xki ) + r(ProjΓk(x), x)
avec r(ProjΓk(x), x) = rinterp(yˆk,Γk, x) pour le prolongement par interpolation
linéaire et r(ProjΓk(x), x) = r(yˆk,ProjΓk(x), x) pour le prolongement par des po-
lynômes d'ordre inférieure .
On s'interessera à deux discrétisations du semi-groupe ξ :
 Soit par quantiﬁcation L2-optimale avec M points. On a alors la propriété de
stationnarité E
[
ξ|ξˆ
]
= ξˆ et une estimation de l'erreur
∣∣∣∣∣∣ξ − ξˆ∣∣∣∣∣∣
p
≤ CpM
1
dW . Par
symétrie, E
[
ξˆ2p+1
]
= 0. Le paramètre γ permet d'avoir une meilleure approxima-
tion du gradient zk. On a γ = γM →M→+∞ 1. Pour une fonction G régulière et par
symétrie de ξˆ (et ξ), on a
E
[
G
(
x+
√
tk+1 − tk ξˆ
) γξˆ√
tk+1 − tk
]
= ∇G(x)γE
[
ξˆT ξˆ
]
+O(tk+1 − tk)
= E
[
G
(
x+Wtk+1 −Wtk
) Wtk+1 −Wtk
tk+1 − tk
]
+O(tk+1 − tk)
A l'ordre 0 :
5 10 15 20 25 30 35 40 45 50
1,9
2
2,1
2,2
2,3
2,4
2,5
2,6
2,7
2,8
2,9
3
3,1
3,2
3,3
3,4
Dim=1 (N=100)
Dim=2 (N=1000)
Dim=3 (N=1000)
Dim=4 (N=1000)
Dim=5 (N=1000)
Exact
n
Y
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5 10 15 20 25 30 35 40 45 50
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1,6
1,8
2
Dim=1 (N=100)
Dim=2 (N=1000)
Dim=3 (N=1000)
Dim=4 (N=1000)
Dim=5 (N=1000)
Exact
n pas de temps
Z
A l'ordre 2, l'erreur d'approximation diminue :
4.2. EQUATIONS DIFFÉRENTIELLES STOCHASTIQUES RÉTROGRADES 112
 Soit par une marche aléatoire à p pas. A un pas, on prend ξˆ à valeurs dans
les 2dW points
{±√dW ei}1≤i≤dW avec P(ξˆ = ±√dW ei) = 12dW . Pour nos tests
numériques, on regardera une marche aléatoire à deux pas, c'est-à-dire ξˆ à valeurs
dans les (1 + dW +
dW (dW+1)
2 ) points
{
±
√
dW
2 ei ±
√
dW
2 ei
}
1≤i,≤dW
avec P(ξˆ =
0) = 12dW , P(ξˆ = ±
√
2dW ei) = 14d2W
et P
(
ξˆ =
√
dW
2 (±ei ± ej)
)
= 12dW (i 6= j).
A l'ordre 0 :
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A l'ordre 2, l'erreur numérique diminue :
5 10 15 20 25 30 35 40 45 50
3,075
3,1
3,125
3,15
3,175
3,2
3,225
3,25
3,275
3,3
3,325
3,35
3,375
3,4
3,425
3,45
Dim=1 (N=100)
Dim=2 (N=1000)
Dim=3 (N=1000)
Dim=4 (N=1000)
Dim=5 (N=1000)
Dim=6 (N=1000)
Dim=7 (N=1000)
Exact
n pas de temps
Y
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4.2.1.4. par interpolation sur un grille quantiﬁée. On résout par l'algorithme
par interpolation avecM = 100 points pour le quantiﬁcateur de la loi de transition.
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5 10 15 20 25 30 35 40 45 50
2,85
2,9
2,95
3
3,05
3,1
3,15
3,2
3,25
3,3
3,35
d=1 (N=100)
d=2 (N=1000)
D=3 (N=1000)
D=4 (N=1000) 
Exact solution
number of time steps n
Ap
pr
ox
im
at
io
n 
of
 
Y_
0
4.2.2. EDSR avec contrainte. On considère maintenant une EDSR avec
contrainte sur Y et Z. On considère l'EDSR suivante
(4.2.2) Yt = h(XT ) +
ˆ T
t
f(s,Xs, Ys, Zs)ds+ (AT −At)−
ˆ T
t
ZsdWs
telle que
(4.2.3) dC(Ys, Zs) = 0
où Γ est un ensemble fermé de R× Rd et dC est la distance à C. Il est clair que la
fonction distance dC est Lispchtizienne.
Peng ([Pen99]) déﬁnit la plus petite f -supersolution sur [0, T ] de l'EDSR
(4.2.2) avec la contrainte (4.2.3).
On déﬁnit l'EDSR suivante par pénalisation :
Yt = h(XT ) +
ˆ T
t
f(s,Xs, Ys, Zs)ds+ p
ˆ T
t
dC(Ys, Zs)ds−
ˆ T
t
ZsdWs
La monotonie induit la convergence par pénalisation.
La convergence du schéma en espace est donnée par les résultats précédents
pour les ESDR en remarquant que les paramètres du générateurs sont maintenant
lipschitziens de rapport p:
Y
(p)
t →p→∞ Yt∣∣∣∣∣∣Y (p)tk − Yˆ pi,(p)tk ∣∣∣∣∣∣ ≤ p(global)
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On va chercher maintenant à valoriser une option (put) américaine avec l'interdiction
de vente à découvert comme contrainte sur le portefeuille. L'EDSR à résoudre de-
vient alors
Y
(p)
t = (K −Xτ )+ −
ˆ T
t
rY
(p)
s ds+ p
ˆ T
t
(
Z
(p)
s
σ
)−
ds−
ˆ T
t
Z
(p)
s dWs
τ = inf
{
s ≥ t|Y (p)s ≤ (K −Xs)+
}
On se place dans le modèle de Black-Scholes avec σ = 40%, r = 0.05 et T = 1.
La solution est:
Yt =
{
K, t ∈ [0, T [
(K −XT )+ , t = T
pit = 0
Le premier schéma donne la convergence du schéma pénalisé en fonction de p.
On a utilisé le schéma par interpolation avec une (très grande) grille homogène et
beaucoup de pas de temps.
La seconde courbe compare le logarithme de l'erreur. Il semble que Y0−Y (p)0 =
O( 1p ).
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Le graphe suivant illustre les schémas par interpolation avec un pénalisation
p = 3.
Le graphe suivant illustre les schémas par régression avec un pénalisation p = 3.
4.3. VALORISATION EN VOLATILITÉ INCERTAINE 118
4.3. Valorisation en volatilité incertaine
Le modèle à volatilité incertaine développé par [ALP95] suppose que l'actif
risqué suit l'équation de diﬀusion contrôlé suivante sous la mesure risque-neutre :
dSt
Ss
= σtdWt
où le processus de volatilité σt est incertain, adapté à la ﬁltration Brownienne et
appartient à l'intervalle [σmin, σmax].
On cherche à sur-répliquer une option h(ST ) de maturité T . Le modèle à volati-
lité incertaine selectionne la volatilité à toute date qui maximise le prix de l'option ;
cela revient à regarder le pire des scénarios.
En notant Ξ l'ensemble des volatilités σ, adaptées à la ﬁltration Brownienne, à
valeurs dans l'intervalle [σmin, σmax], le prix de sur-réplication de l'option est à la
date t
(4.3.1) Yt = sup
σ∈Ξ
E [h(ST )|Ft] .
Cette valorisation de l'option est aussi la solution (au sens de viscosité) de
l'équation d'Hamilton-Jacobi-Bellman (HJB) avec un contrôle sur la coeﬃcient de
diﬀusion (voir [Pha09]) :
∂
∂t
y(t, x) + sup
σ∈[σmin,σmax]
{
x2σ2
2
∂2
∂x2
y(t, x)
}
= 0, ∀t ∈ [0, T [,∀x ∈ R,
y(T, x) = h(x), ∀x ∈ R,
ce qui peut se réécrire sous la forme
∂
∂t
y(t, x) +
1
2
x2Σ(
∂2
∂x2
y(t, x))2
∂2
∂x2
y(t, x) = 0, ∀t ∈ [0, T [,∀x ∈ R,
y(T, x) = h(x), ∀x ∈ R,(4.3.2)
avec Σ(v) = σmin1v<0 + σmax1v≥0.
Nous allons proposer deux méthodes numériques : on considére soit qu'il s'agit
de résoudre une equation aux dérivées partielles de second ordre totalement non
linéraire à l'aide d'EDSR du second ordre (voir [CSTV06] pour la 2-EDSR et
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[FTW11] pour sa discrétisation en temps), soit qu'il s'agit d'une optimisation
d'un processus de Markov contrôlé.
4.3.1. Résolution par contrôle stochastique. On considère pi = {t0 = 0 <
t1 < ... < tn = T} et Ξpi l'ensemble des volatilités σ adaptées, constantes sur chaque
intervalle [tk, tk+1[. Le problème de maximisation (4.3.1) devient
Y pitk = sup
σ∈Ξpi
E [h(ST )|Ftk ] , ∀tk ∈ pi.
Alors le processus discret Y pi vériﬁe le principe de programmation dynamique et
nous avons Y pitk = y
pi
k (Stk) où la fonction y
pi
k est déﬁnie de manière rétrograde :
ypin = h
ypik (x) = sup
σ∈[σmin,σmax]
E
[
ypik+1(Stk+1)|Stk = x
]
, ∀0 ≤ k < n, ∀x ∈ R.
Pour calculer ces espérances conditionnelles, on peut par exemple utiliser la
méthode des gerbes après avoir discrétiser l'espace d'état (en prenant un grille δZ
ou bien en quantiﬁant la variable Stk en ﬁxant sa volatilité à σmax pour construire
la grille). Il suﬃt alors de calculer
ypik (x) = sup
σ∈[σmin,σmax]
E
[
ypik+1
(
xexp(σ∆Wpik+1 −
σ2∆tpik+1
2
)
)]
, ∀0 ≤ k < n, ∀x ∈ R
avec ∆Wpik+1 = Wtk+1 −Wtk et ∆tpik+1 = tk+1 − tk.
On peut aussi se ramener à une optimisation d'un processus de Markov contrôlé
(comme dans l'application dans la partie précédente) en considérant le processus
de Markov X vériﬁant l'EDS suivant
dXt
Xt
= σmaxdWt
Nous avons alors
ypik (x) = sup
σ∈[σmin,σmax]
E
[
φk,a(∆Wpik+1)y
pi
k+1(Xtk+1)|Xtk = x
]
, ∀0 ≤ k < n,∀x ∈ R
avec
φk,σ(w) =
σmax
σ
exp
− (σmaxσ ∆W
pi
k+1
∆tpik+1
+
√
∆tpik+1
2σ (σ
2 − σ2max))2 + (∆W
pi
k+1
∆tpik+1
)2
2

ce qui rentre dans le cadre de nos algorithmes par quantiﬁcation (2.2.1).
4.3.2. EDSR du second ordre. On dit que (Y, Z,Γ, A) est une solution
d'une EDSR du second ordre (voir [CSTV06]) si
dXt = σ(t,Xt)dWt,
dYt = −f(t,Xt, Yt, Zt,Γt)dt+ ZtdXt,
dZt = Atdt+ ΓtdXt,
YT = h(XT ).(4.3.3)
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On considère v la solution de l'EDP parabolique totalement non-linéaire sui-
vante
∂
∂t
v(t, x) +
1
2
Tr(D2v(t, x)σσ′(t,Xt)) + f
(
t, x, v(t, x), Dv(t, x), D2v(t, x)
)
= 0
v(T, x) = h(x)(4.3.4)
Alors sous de bonnes conditions de régularités de v solutions de l'EDP (4.3.4),
l'article ([CSTV06]) montre que
Yt = v(t,Xt)
Zt = Dv(t,Xt)
Γt = D2v(t,Xt)
At = ( ∂∂t + L)Dv(t,Xt)
est solution de la 2-BSDE (4.4.1), où L est le générateur inﬁnitésimal du processus
X.
En notant σ =
√
σ2min+σ
2
max
2 et δσ
2 = σ
2
max−σ2min
2 , l'EDP (4.3.2) pour la valori-
sation en volatilité incertaine devient
∂
∂t
y(t, x) +
1
2
σ2x2
∂2
∂x2
y(t, x) + δσ2x2
∣∣∣∣ ∂2∂x2 y(t, x)
∣∣∣∣ = 0, ∀t ∈ [0, T [,∀x ∈ R.
Pour que la 2-BSDE (4.3.3) permet de résoudre la valorisation en modèle de
volatilité incertaine, il suﬃt d'identiﬁer les EDP (4.3.4) et (4.3.2). Il suﬃt donc par
exemple de prendre
σ(t, x) = xσ, ∀t ∈ [0, T [,∀x ∈ R,
f(t, x, y, z, γ) = δσ2x2 |γ| , ∀t ∈ [0, T [,∀x, y, z, γ ∈ R.
La discrétisation en temps est déterminée par le schéma dans [CSTV06] :
 condition terminale :
Y piT = h(XT )
 processus rétrograde
Y pitk = E
[
Y pitk+1 |Xtk
]
+ ∆tpik+1 × f
(
tk, Xtk , Y
pi
tk
, Zpitk ,Γ
pi
tk
)
,
Zpitk = σ(Xtk)
−1E
[
Y pitk+1
∆Wpik+1
∆tpik+1
|Xtk
]
,
Γpitk = σ(Xtk)
−1E
[
Zpitk+1
∆Wpik+1
∆tpik+1
|Xtk
]
, ∀0 ≤ k < n.
Nous allons aussi considérer le schéma donné dans [[FTW11]] où Γtk est calculé en
tant que dérivée seconde du processus Y , c'est-à-dire on remplace le terme Γ dans
l'algorithme précédent par :
Γtk = σ(Xtk)
−2E
[
Y pitk+1
∣∣∆Wpik+1∣∣2 −∆tpik+1
∆tpik+1
|Xtk
]
, ∀0 ≤ k < n.
Nous allons appliquer le méthode des gerbes pour la discrétisation spatiale.On
approxime ∆Wpik+1 par ∆Wˆ
pi
k+1 =
√
∆tpik+1γBˆk+1 où Bˆ est une quantiﬁcation L2-
optimale de la loi normale et γ corrige le moment d'ordre 2 de la quantiﬁcation,
i.e.
E
[
BˆBˆ∗
]
= (γγ∗)−1 .
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En notant
ρ =
E
[(
∆Wtk+1√
∆tpik+1
)4
−
(
∆Wtk+1√
∆tpik+1
)2]
E
[
Bˆ4 − Bˆ2
]
=
2
E
[(
γBˆ
)4
− 1
]
et Xtk+1 = F (Xtk ,Wtk+1 − Wtk), on approxime Xtk+1 par F (Xtk ,∆Wˆpik+1),
alors notre schéma 1 (déduit de la discrétisation dans [CSTV06]) devient
yˆpik (x) = E
[
yˆpik+1
(
F (x,∆Wˆpik+1)
)]
+ ∆tpik+1 × f
(
tk, x, yˆ
pi
k (x), zˆ
pi
k (x), Γˆ
pi
k (x)
)
,
zˆpik (tk, x) = σ(x)
−1E
[
yˆpik+1
(
F (x,∆Wˆpik+1)
) ∆Wˆpik+1
∆tpik+1
]
,
Γˆpik (x) = σ(x)
−1E
[
zˆpik+1
(
F (x,∆Wˆpik+1)
) ∆Wˆpik+1
∆tpik+1
]
.
On peut aussi considérer le schéma 2 (déduit dans [FTW11]) en remplaçant le
terme Γˆpik par
Γˆpik (x) = σ(x)
−2E
yˆpik (F (x,∆Wˆpik+1))
∣∣∣∆Wˆpik+1∣∣∣2 −∆tk
(∆tpik+1)2
 ρ.
4.3.3. Application numérique. On prend maintenant l'exemple du call :
h(x) = (x−K)+ avec les paramètres suivants r = 0.05, σmax = 0.4, T = 1,
S0 = 100 et K = 100.
Prix du call Y0 :
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Delta Z0 du call :
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L'algorithme est très eﬃcace. On a agrandi les graphiques pour les mettre à
une échelle adéquate pour comparer les diﬀérentes méthodes.
Par convexité de payoﬀ, σ∗ = σmax.
Exemple du bull spread : g(x) = (x−Kmin)+−(x−Kmax)+. r = 0.05, σmax =
40%, T = 1, S0 = 100, Kmin = 100 et Kmax = 120.
Comparaison des diﬀérents schémas :
Prix du call spread :
Delta du call spread :
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Comparaison selon la taille de la grille de quantiﬁcation M (de l'incrément
brownien ∆W ) avec la méthode 2
Prix du call spread :
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Delta du call spread :
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Troisième partie
A Discrete-time approximation for
BSDEs with barriers
We study a numerical scheme for doubly reﬂected backward stochastic diﬀe-
rential equations (RBSDE) with possible path-dependant values and with jumps.
We propose an Euler scheme's type approximation. We prove the convergence of
the scheme for BSDE when the number of time steps n goes to inﬁnity. We give
the rate of convergence for game options.
4.4. Introduction
In this paper, we are interested in the problem of discretization of a back-
ward stochastic diﬀerential equations (BSDE) with two reﬂected barriers with path-
dependent values and jumps :
(4.4.1)

Yt = l ∨ g ∧ u(XT ) +
´ T
t
f(Θs)ds+
(
K+T −K+t
)− (K−T −K−t )
− ´ T
t
ZsdsWs −
´ T
t
´
E
Us(e)µ(de, ds), ∀t ∈ [0, T ], P− a.s.
l(Xt) ≤ Yt ≤ u(X) ∀t ∈ [0, T ], P− a.s.
and
´ T
0
(Ys − l(Xs)) dK+s =
´ T
0
(Ys − u(Xs)) dK−s = 0, P− a.s.
whereK± are continuous non decreasing, Θ := (X,Y, Z,Γ) with Γ :=
´
E
ρ(e)U(e)λ(de).
The forward process Xt = Φt
(
(Ss)0≤s≤t
)
is a Rd-valued pathdependent function-
nal of a process S which is solution of a forward SDE :
St = S0 +
ˆ t
0
b(Sr)dr +
ˆ t
0
σ(Sr)dWr +
ˆ t
0
ˆ
E
β(Sr−, e)µ(de, dr).
Here,W is a dW -dimensional Brownian motion and µ an independent compensated
Poisson measure µ(de, dr) = µ(de, dr)− λ(de)ds.
Given pi = {0 = t0 < t1 < .. < tn = T} a partition of the time interval [0, T ]
with modulus |pi| and Xpi the Euler scheme of X, we approximate the solution
(4.4.1) by the backward scheme :
Y piT = l (X
pi
T ) ∨ g (XpiT ) ∧ u (XpiT ) ,
Z
pi
ti = E
[
Y piti+1
Wti+1−Wti
ti+1−ti |Fti
]
,
Γ
pi
ti = E
[
Y piti+1
´
E
ρ(e)µ(de,(ti,ti+1])
ti+1−ti |Fti
]
,
Y˜ piti = E
[
Y piti+1 |Fti
]
+ (ti+1 − ti)f
(
Xpiti , Y˜
pi
ti , Z
pi
ti ,Γ
pi
ti
)
,
Y piti = l
(
Xpiti
) ∨ Y˜ piti ∧ u (Xpiti) .
For BSDE without reﬂexion (in (4.4.1) one should take l = −∞ and u = +∞,
thereby K± = 0), such approximations have been studied by [BT04] and [Zha04],
see also [BE08] and [JLW05] for BSDE with jump. The simply reﬂected BSDEs (in
(4.4.1) one should take u = +∞, thereby K− = 0) are related to optimal stopping
problem (American option in ﬁnance) see [KKP+97] and see [BP03a], [BC08]
for numerical approximation.
Existence and unicity for reﬂected and doubly reﬂected BSDEs are studied in
[CK96] for the continuous case and in [CM08], [HH06] for the case with jumps.
Some numerical schemes are developped in [Cha09], [Otm08] for a continuous
non-pathdependent forward process X = S.
In our numerical scheme for R2BSDE, we are able to extend to a forward
pathdependent process Xt = (St,Φt(S)) where S is a jump diﬀusion process and
Φt is a L∞-Lipschitz functionnal (see section 2 for precise deﬁnition).
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In the ﬁrst section, we study the forward process X and its approximation
Xpi by the Euler Scheme Xpi . We show new results for the strong convergence of
this scheme in the jump framework for both the uniform norm and the Skorokhod
metric. We prove some properties of the forward process : some regularity on time
and on the ﬂow.
In the second section, we are interested in the approximation of the backward
process Y . We prove that
E
[
sup
t∈[0,T ]
|Yt − Y pit |2
]
→|pi|→0 0
in a general case and with a rate of convergence of at least |pi| ln 1|pi| for the game
option (with f independent of (Z,Γ), see [Kif00]). It allows us to show that
E
[
n−1∑
i=0
ˆ ti+1
ti
{∣∣∣Zs − Zpiti∣∣∣2 + ∣∣∣Γs − Γpiti∣∣∣2}
]
→|pi|→0 0.
under Mokobodski conditions.
We work with ﬁnite time horizon T > 0, a probability space (Ω,F ,P) and a
ﬁltration F = (Ft)0≤t≤T . Let W = (Wt)0≤t≤T a dW -dimensional standart Brow-
nian motion and µ a Poisson measure with intensity ν(de, dt) = λ(de)dt, for some
ﬁnite measure λ in E ⊂ Rm for somem ≥ 1. SupposeW and µ independent under P.
Notation. We denote by :
 Et the conditionnal expectation E [.|Ft] ∀t ∈ [0, T ] ;
 µ := µ− λ is the compensated measure associated to µ ;
 Mn,d the set of all matrices n × d (and simply Rd = Md,1 and Md = Md,d),
|x| :=
(∑
i,j |xi,j |2
) 1
2
the Euclidian norm on Mn,d.
 D ([0, T ],Rd) (or D ([0, T ]) to simplify) is the space of all càdlàg (right continuous
with left limits) functions : [0, T ] → Rd with the topology J1 metric (it is the
Skorokhod space with the Skorokhod topology see in [Bil99])
dD(x, y) = inf
λ∈Λ
(
sup
t∈[0,T ]
|λ(t)− t|+ sup
t∈[0,T ]
|x(λ(t))− y(t)|
)
where Λ denotes the set of all strictly increasing continuous bijections from [0, T ]
to itself.
We consider (H, |.|) a Hilbert space (usually H = Rd).
 L2(H) is the space of square integrable H-valued (FT -measurable) random va-
riable V such that ||V ||L2 = E
[
|V |2
] 1
2
< +∞.
 H2(H) is the space of progressively measurable Rd-valued process V such that
||V ||H2 = E
[´ T
0
|Vt|2 dt
] 1
2
< +∞.
 H2λ(H) is the set of mappings V : Ω × [0, T ] × E → H which are Ft-measurable
and ||V ||H2λ = E
[´
0
´
E
|Vt(e)|2 λ(e)dt
] 1
2
< +∞.
 S2(H) is the set of H-valued adapted càdlàg process V such that ||V ||S2 =
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E
[
sup0≤t≤T |Vt|2
] 1
2
< +∞.
 For a partition pi = {t0 = 0 < t1 < ... < tn = T}, S2pi(H) is the set of H-valued
{Fti}ti∈pi -adapted process V such that ||V ||S2pi = E
[
supti∈pi |Vti |2
] 1
2
< +∞.
We denote L2,H2,S2,S2pi for simplicity, when the context is clear.
Let pi = {0 = t0 < t1 < .. < tn = T} be a partition of the time [0, T ]. Throu-
ghout this paper, we shall use the notation
|pi| := sup
0≤i<n
|ti+1 − ti| ,
pi(t) := sup {ti ∈ pi|ti ≤ t} , ∀t ∈ [0, T ],
pi(t) := inf {ti ∈ pi|ti ≥ t} , ∀t ∈ [0, T ],
∆pii+1 := ti+1 − ti, 0 ≤ i < n,
∆pii+1W := Wti+1 −Wti , 0 ≤ i < n.
4.5. The forward process
Consider K > 0, two K-Lipschitz continuous functions b : RdS → RdS , σ :
RdS →MdS ,dW and a measurable map β : RdS × E → RdS such that :
sup
e∈E
|β(0, e)| ≤ K,
sup
e∈E
|β(x, e)− β(x˜, e)| ≤ K |x− x˜| , ∀x, x˜ ∈ RdS .
Then, it is known that, for any initial condition S0 ∈ RdS , the forward stochastic
diﬀerential equation
St = S0 +
ˆ t
0
b(Sr)dr +
ˆ t
0
σ(Sr)dWr +
ˆ t
0
ˆ
E
β(Sr−, e)µ(de, dr)
exists and has a unique solution {St}0≤t≤T in S2[0,T ], see [FK85].
Given pi = {0 = t0 < t1 < .. < tn = T} be a partition of the time [0, T ], we
approximate S by its Euler scheme Spi deﬁned by
Spi0 = S0,
Spiti+1 = S
pi
ti + b(S
pi
ti)∆
pi
i+1 + σ(S
pi
ti)∆
pi
i+1W +
ˆ
E
β(Spiti , e)µ(de, (ti, ti+1]), i = 0, .., n− 1,
and we set
Spit = S
pi
pi(t) + b(S
pi
pi(t))(t− pi(t)) + σ(Spipi(t))(Wt −Wpi(t)) +
ˆ
E
β(Spipi(t), e)µ(de, (pi(t), t]),
S
pi
t = S
pi
pi(t).
In the following, C > 0 will denote a generic constant independent of i and n
that may take diﬀerent values from line to line. It is known that (see [BE08] for
example) :
E
[
sup
s≤u,v≤(s+h)
|Su − Sv|2 |Fs
]
≤ C
(
1 + |Ss|2
)
h, ∀s ∈ [0, T ],∀h ≥ 0,
sup
0≤i≤n−1
E
[
sup
ti≤t<ti+1
∣∣Spit − Spiti∣∣2
]
≤ C |pi| .
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Lemma 4.5.1. The strong error due to the Euler scheme is known : there exists
a constant C > 0 such that
E
[
sup
0≤t≤T
|St − Spit |2
]
≤ C |pi| .
In the continuous case (i.e. β = 0), we have
E
[
sup
0≤t≤T
∣∣∣St − Spipi(t)∣∣∣2] ≤ C |pi| ln( 1|pi| ).
see [Zha04].
The last inequality is false for a diﬀusion with jumps. Indeed, if we consider a
Poisson process Nt for example, we have
E
[
sup
0≤t≤T
∣∣∣Nt −Npipi(t)∣∣∣2] ≥ P (NT ≥ 1) .
So, N
pi 9 N in S2T . We need to wiggle space and time a bit to obtain the conver-
gence to the càdlàg processus. Therefore, we use the Skorokhod topology (whereas
the traditional topology of uniform convergence only allows us to "wiggle space a
bit") for the strong convergence of the Euler scheme S
pi
.
Proposition 4.5.2. With the J1 metric on D, we obtain the same convergence
rate as in the continuous case with the uniform distance :
E
[
sup
ti∈pi
dD
(
Sti , (Spi)ti
)2] ≤ C |pi| ,
E
[
sup
ti∈pi
dD
(
Sti , (S
pi
)ti
)2]
≤ C |pi| ln( 1|pi| ).,
where we denote
xtit = xt∧ti , ∀x ∈ D([0, T ]),∀t, ti ∈ [0, T ].
Definition 4.5.3. A functionnal Φ : D([0, T ]) → R is called L∞-Lipschitz, if
there exists a constant K such that
|Φ(x)− Φ(x′)| ≤ K sup
0≤t≤T
|x(t)− x′(t)| , ∀x, x′ ∈ D([0, T ]).
Now we deﬁne the forward process X.
Let K > 0. Suppose that for each 0 ≤ s ≤ t ≤ T , there exits a fonction Φt :
D
(
[0, T ],RdS
)→ RdP and ϕs,t : RdP ×D ([s, T ],RdS)→ RdP such that for 0 ≤ s ≤
t ≤ T , for all x ∈ D ([0, T ],Rd)
Φt(x) = ϕs,t
(
Φs(x), {x(u)}s≤u≤t
)
.
We suppose that all ϕs,t (and Φt also) is L∞-Lipschitz with a uniformly constant
K.
With the path-dependant process Pt = Φt(St), we deﬁne
Xt = (St, Pt) = (St,Φt(St)) ∈ Rd
with d = dS + dP . Since S is Markovian, one can easily see that X is Markovian.
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Using the Euler Scheme of S, we approximate Xt = (St,Φt(S)) by
Xpit =
(
Spipi(t), P
pi
t
)
=
(
Spipi(t),Φt(S
pi
pi )
)
.
.
Moreover, we suppose that :
(4.5.1) |Φt(x)− Φt(x˜)| ≤ KdD(xt, x˜t) + K
t
ˆ t
0
|xs − x˜s| ds, ∀0 ≤ t ≤ T.
Remark 4.5.4. The functionnals Φt(x) = sup0≤s≤t x(s) (for the lookback op-
tion), Φt(x) =
´ t
0
x(s)ds and Φt(x) = 1t
´ t
0
x(s)ds (for asian option) are L∞ Lip-
schitz uniformly in t and is satisﬁed (4.5.1).
Lemma 4.5.5. The strong error of the scheme is given by
(4.5.2) ||X −Xpi||S2pi = E
[
sup
ti∈pi
∣∣Xti −Xpiti∣∣2] ≤ C |pi| ln( 1|pi| ).
Remark 4.5.6. It is possible to approximate Xti by X˜
pi
ti =
(
Spiti ,Φti(S
pi)
)
. This
estimation is less convenient to use than Φ
(
S
pi
)
= Φ
((
Spipi(t)
)
0≤t≤T
)
but the error
is smaller :
E
[
sup
ti∈pi
∣∣∣Xti − X˜piti∣∣∣2] ≤ CE
[
sup
t∈[0,T ]
|Sti − Spit |2
]
≤ Cpi
with only L∞-Lipschitz property required by Φ. For example, we can simulate
Φ(Spi) for asian and lookback option in continuous case :
 For lookback option P˜pitk = Φtk(Spi) = sup0≤t≤tk Spit , we have
P˜pitk+1 = sup
(
P˜pitk , S
pi
tk
+ σ(Spitk)
√
tk+1 − tkk+1
)
where k+1 = sup0≤s≤1
(
Bs + s
√
tk+1 − tkσ−1(Spitk)b(Spitk)
)
(whereBs =
Wtk+s(tk+1−tk)−Wtk√
tk+1−tk
is a standard Brownian motion by scaling) can be simulate.
 For asian option P˜pitk = Φtk(Xpi) = 1tk
´ tk
0
Spit dt, we have
P˜pitk =
1
tk+1
ˆ tk
0
Spit dt+
1
tk+1
ˆ tk+1
tk
{
Spitk + b(S
pi
tk
)(t− tk) + σ(Spitk)(Wt −Wtk)
}
dt
=
tk
tk+1
Ppitk +
tk+1 − tk
tk+1
{
Spitk + S
pi
tk+1
2
+ k+1
√
tk+1 − tk
}
where k+1 = 1
(tk+1−tk)
3
2
´ tk+1
tk
(
Wt − Wtk+Wtk+12
)
ds ∼ N (0; 13 ) is independent of(
Spitk , S
pi
tk+1
)
. This scheme is used in [LT01] to simulate asian option
´ T
0
Ssds.
For 0 ≤ s ≤ t ≤ T and for a Markov process M , we denote M (s,m)t for Mt
conditioning to Ms = m.
The following lemma gives the Lipschitz property of the ﬂow of X.
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Lemma 4.5.7. There exists a constant L ≥ 0 that ∀t ∈ [0, T ], ∀0 ≤ k ≤ n,
∀x = (s, p), x′ = (s′, p′) ∈ RdS × RdP
E
[
sup
t≤u≤T
∣∣∣S(t,s)u − S(t,s′)u ∣∣∣2]+ E [ sup
tk≤s≤T
∣∣∣Spi,(tk,s)s − Spi,(tk,s′)s ∣∣∣2] ≤ L |s− s′|2 ,
E
[
sup
t≤u≤T
∣∣∣X(t,x)u −X(t,x′)u ∣∣∣2]+ E [ sup
tk≤u≤T
∣∣∣Xpi,(tk,x)u −Xpi,(tk,x′)u ∣∣∣2] ≤ L |x− x′|2 .
We want the process X to be càdlàg and therefore we need some time regularity
for Φt. Then we suppose that t→ Φt(S) is right continuous with left hand limits.
We also suppose that R()→ 0 as → 0 with
R() = E
[
sup
0≤t≤u≤(t+)∧T
∣∣Φu(St)− Φt(St)∣∣2] .
Then, this implies E
[
sup0≤t≤T E
[
supt≤u≤(t+)∧T |Xu −Xt|2
]]
→ 0 as  → 0. In-
deed
E
[
sup
0≤t≤T
Et
[
sup
t≤u≤(t+)∧T
|Xu −Xt|2
]]
≤ CE
[
sup
0≤t≤T
Et
[
sup
t≤u≤(t+)∧T
|Su − St|2
]]
+ CE
[
sup
0≤t≤u≤(t+)∧T
Et
[
sup
t≤u≤(t+)∧T
∣∣Φu(St)− Φt(St)∣∣2]]
≤ CE
[
sup
0≤t≤T
Et
[
sup
t≤u≤(t+)∧T
|Su − St|2
]]
+ CR()
≤ C {+R()} .
Assumption 4.5.8. We denotes (At) the assumption : there exists a constant
C ≥ 0 such that ∀ ≥ 0, R() ≤ C ln 1 . Then the assumption (At) gives a time
control of X :
(4.5.3) E
[
sup
0≤t≤T
Et
[
sup
t≤u≤(t+)∧T
|Xu −Xt|2
]]
≤ C ln 1

.
Remark 4.5.9.  If there exists C such that∣∣Φt+h(xt)− Φt(xt)∣∣ ≤ C(1 + sup
0≤u≤t
|x(u)|)h ∀h ≥ 0,∀t,∀x ∈ D([0, T ],RdS )
then (Ht) is veriﬁed.
 For the lookback option, we have Φt+h(xt)−Φt(xt) = sup0≤u≤t+ x(u ∧ t)−
sup0≤u≤t x(u) = 0 ∀x ∈ D([0, T ],RdS ) and (At) is veriﬁed.
 For the asian option Φt(x)) =
´ t
0
x(u)du, we have Φt+h(xt)− Φt(xt) = hx(t)
∀x ∈ D([0, T ],RdS ) and (At) is satisﬁed.
 For the asian option Φt(x)) = 1t
´ t
0
x(u)du, assumption (At) is satisﬁed.
Indeed, we have for h ≥ 0
Φt+h(St)− Φt(St) = 1
t+ h
ˆ t+h
0
Ss∧tds− 1
t
ˆ t
0
Ssds
=
1
t
ˆ t
0
(Sλt,h(s) − Ss)ds.
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where λt,h(s) =
(
t+h
t s
) ∧ t ∀0 ≤ s, t ≤ T (with |λt,h(s)− s ∧ t| ≤ h). With C =
 ln 1 , we get
R() = E
[
sup
0≤t≤t+h≤(t+)∧T
∣∣∣∣1t
ˆ t
0
(Sλt,h(s) − Ss)ds
∣∣∣∣2
]
≤ E
[
sup
0≤t≤t+h≤(t+)∧T
1
t
ˆ t
0
∣∣Sλt,h(s) − Ss∣∣2 ds
]
≤ E
[
sup
0≤t≤t+h≤(t+)∧T
1
t
ˆ t∧C
0
∣∣Sλt,h(s) − Ss∣∣2 ds
]
+ E
[
sup
C≤t≤t+h≤(t+)∧T
1
t
ˆ t
C
∣∣Sλt,h(s) − Ss∣∣2 ds
]
≤ CE
[
sup
0≤s≤C
|Ss − S0|2
]
+
ˆ T
C
E
[
sup
t∈[0,T ],h∈[0,]
∣∣Sλt,h(s) − Ss∣∣2
]
ds
s
≤ CC + C {lnT − lnC}
≤ C |pi| ln 1|pi| .
4.6. Backward Process
Now, we shall use the following standing assumptions : the determinist functions
f : Rd×R×RdZ×Rm → R, g : Rd → R, l : Rd → R∪{−∞} and u : Rd → R∪{−∞}
are Lipschitz continuous with Lipschitz constant K.
Remark 4.6.1. This condition permits us to treat the situations l = −∞ or
u = +∞, corresponding RBSDE with a single lower barrier l(Xt) and upper barrier
u(Xt) or a classical BSDE (without barrier).
We consider now the R2BSDE :
Y ∈ S2, Z ∈ H2, U ∈ H2, K± ∈ S2,
Yt = g˜(XT ) +
´ T
t
f(Θs)ds+
(
K+T −K+t
)− (K−T −K−t ) ,
− ´ T
t
ZsdsWs −
´ T
t
´
E
Us(e)µ(de, dr), ∀t ∈ [0, T ], P− a.s.,
l(Xt) ≤ Yt ≤ u(Xt) ∀t ∈ [0, T ], P− a.s.
and
´ T
0
(Ys − l(Xs)) dK+s =
´ T
0
(Ys − u(Xs)) dK−s = 0, P− a.s.,
whereK± are continuous non decreasing, Θ := (X,Y, Z,Γ) with Γ :=
´
E
ρ(e)U(e)λ(de)
and g˜ = l ∨ g ∧ u.
With these hypothesis, we have unicity of the solution of the R2BSDE (4.4.1).
In order to ensure existence and unicity of the solution of this equation (4.4.1) (see
[CM08] and [HH06]), we assume that Mokobodski condition is fullﬁlled : there
exist two supermartingales J+, J− ∈ S2[0,T ] such that l(Xt) ≤ J+t − J−t ≤ u(Xt)
over t ∈ [0, T ].
Assumption 4.6.2. We denote (Am) the assumption : ∃L > 0, ∀pi = {0 = t0 < ... < tn = T}
such that there exist two supermartingales Jpi,+, Jpi,− ∈ S2[0,T ] such that l(Xpit ) ≤
Jpi,+t − Jpi,−t ≤ u(Xpit ) over t ∈ [0, T ] and E
[
|Jpi,±|2
]
≤ L.
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We then approximate (Y, Z,Γ) by
(
Y pi, Z
pi
,Γ
pi
)
deﬁned by the backward im-
plicit scheme 
Y piT = g˜ (X
pi
T ) ,
Z
pi
ti = E
[
Y piti+1
∆piWi+1
∆pii+1
|Fti
]
,
Γ
pi
ti = E
[
Y piti+1
´
E
ρ(e)µ(de,(ti,ti+1])
∆pii+1
|Fti
]
,
Y˜ piti = E
[
Y piti+1 |Fti
]
+ ∆pii+1f
(
Θpiti
)
,
Y piti = l
(
Xpiti
) ∨ Y˜ piti ∧ u (Xpiti) , ∀0 ≤ i < n,
where Θpit =
(
Xpipi(t), Y˜
pi
pi(t), Z
pi
pi(t),Γ
pi
pi(t)
)
∀t ∈ [0, T ].
Since
(
Xpiti
)
0≤i≤n is a Markov chain, there exist determinist functions y
pi
ti :
Rd → R, y˜piti ;Rd → R, zpiti : Rd → R and γpiti : Rd → R ∀0 ≤ i ≤ n such that(
ypiti(X
pi
ti), y˜
pi
ti(X
pi
ti), z
pi
ti(X
pi
ti), γ
pi
ti(X
pi
ti)
)
=
(
Y piti , Y˜
pi
ti , Z
pi
ti ,Γ
pi
ti
)
, then
(
ypiti , y˜
pi
ti , z
pi
ti , γ
pi
ti
)
is
deﬁned by the backward implicit scheme
ypiT (x) = g˜ (x) ,
zpiti(x) = E
[
ypiti+1(X
pi
ti+1)
∆piWi+1
∆pii+1
|Xpiti = x
]
,
γpiti(x) = E
[
ypiti+1(X
pi
ti+1)
´
E
ρ(e)µ(de,(ti,ti+1])
∆pii+1
|Xpiti = x
]
y˜piti(x) = E
[
ypiti+1(X
pi
ti+1)|Xpiti = x
]
+ ∆pii+1f
(
θpiti(x)
)
,
ypiti(x) = l (x) ∨ y˜piti(x) ∧ u (x) ∀x ∈ Rd, ∀0 ≤ i < n,
where θpiti =
(
Id, y˜
pi
ti , z
pi
ti , γ
pi
ti
) ∀ti ∈ pi.
Let us introduce the continuous time scheme
(
Y pit , Y˜t, Z
pi
t ,Γt
)
0≤t≤T
associated
to
(
Y piti , Z
pi
ti ,Γ
pi
ti
)
ti∈pi
. By martingale representation theorem, there exists (Zpi, Upi) ∈
H2 × L2λ such that
Y piti+1 = Eti
[
Y piti+1
]
+
ˆ ti+1
ti
Zpit dWt +
ˆ ti+1
ti
ˆ
E
Upit (e)µ(de, dt),
and we deﬁne Γpit :=
´
E
ρ(e)Upis (e)λ(de). We observe that
Z
pi
ti = Eti
[
1
∆pii+1
ˆ ti+1
ti
Zpit dt
]
,
Γ
pi
ti = Eti
[
1
∆pii+1
ˆ ti+1
ti
Γpit dt
]
.
We deﬁne also
(
Zti ,Γti
)
by
Zti = Eti
[
1
∆pii+1
ˆ ti+1
ti
Ztdt
]
,
Γti = Eti
[
1
∆pii+1
ˆ ti+1
ti
Γtdt
]
.
Then Zti(Γti , Z
pi
ti and Γ
pi
ti respectively) is the best approximation of Z (Γ, Z
pi and
Γpi respectively) in H2[ti,ti+1] by Fti-measurable random variable (which is constant
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on [ti, ti+1)) :
Eti
[ˆ ti+1
ti
∣∣Vt − V ti∣∣2 dt] = inf
Vi∈L2(Fti )
Eti
[ˆ ti+1
ti
|Vt − Vi|2 dt
]
for
(
Vt, V ti
)
= (Zt, Zti),
(
Γt,Γti
)
,
(
Zpit , Z
pi
ti
)
or
(
Γt,Γ
pi
ti
)
. We prolonge V on [0, T )
by V t = V pi(t).
We can deﬁne the càdlàg process Y˜ pi on [ti, ti+1) and the làdcàg process Y pi on
(ti, ti+1] by
Y˜ pit = Y
pi
t = Y
pi
ti+1+(ti+1−t)f(Θpiti)−
ˆ ti+1
s
Zpit dWs−
ˆ ti+1
t
Us(e)µ(de, ds) ∀t ∈]ti, ti+1[
and the increasing process Kpi,± by
Kpi,±t =
∑
ti≤t,ti∈pi
∆Kpi,±ti+1 and K
pi = Kpi,+ −Kpi,−,
∆Kpi,+ti =
(
l(Xpiti)− Y˜ piti
)+
and ∆Kpi,−ti =
(
Y˜ piti − u(Xpiti)
)+
.
Then, we have the following representation
Y˜ pit = Y
pi
T +
ˆ T
t
f(Θpis )ds+K
pi
T−Kpit −
ˆ T
t
Zpis dWs−
ˆ T
t
Us(e)µ(de, ds), ∀t ∈ [0, T ].
Our main result is the following theorem.
Theorem 4.6.3. We have the convergence of the approximation :
||Y − Y pi||S2 → 0
as |pi| → 0.
If assumption (Am) is satisﬁed, then
||Y − Y pi||S2 +
∣∣∣∣∣∣Z − Zpi∣∣∣∣∣∣
H2
+
∣∣∣∣∣∣Γ− Γpi∣∣∣∣∣∣
H2
→|pi|→0 0.
Moreover, if assumption (At) is satisﬁed and if f(x, y, z, γ) is independent of
(z, γ), then the rate of convergence is given by :
||Y − Y pi||S2 ≤ C
√
|pi| ln 1|pi| .
.
To prove this theorem, we need some properties of Y pi given by the following
lemma.
Lemma 4.6.4. We suppose K |pi| < 1. (ypiti , y˜piti , zpiti , γpiti) are Lipschitz continuous.
There exists a constant C ≥ 0 independent of pi such that :
sup
{∣∣ypiti(x)∣∣ , ∣∣y˜piti(x)∣∣ , ∣∣zpiti(x)∣∣ , ∣∣γpiti(x)∣∣} ≤ C (1 + |x|) , ∀i,∀x ∈ Rd,
E
[
sup
s∈[0,T ],e∈E
(|Y pis |2 + |Zpis |2 + |Γpis |2 + |Upis (e)|2)
]
≤ C, ∀t ∈ [0, T ].
Assume (Am), then ||Kpi,±||L2 ≤ C.
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Démonstration. 1/ First, we show that
∣∣y˜piti(x)∣∣ ≤ C (1 + |x|). For ti = T ,
the Lipschitz property of (g, l, u) implies that g˜ = l ∨ g ∧ u is Lipschitz continuous
with the Lipschitz constant K and gives∣∣y˜piti(x)∣∣ ≤ |g˜ (x)|
≤ C (1 + |x|) .
Let ti ≤ tk < T . From the Lipschitz property of f , there exists an Rd×R×RdZ×Rm-
valued σ(Xpi,(ti,x)tk )-measurable random variable (λk,x, λk,y, λk,z, λk,γ), essentially
bounded by K such that :
f
(
θpitk(X
pi,(ti,x)
tk
)
)
= f(0) + λk,x.X
pi,(ti,x)
tk
+ λk,y y˜pitk(X
pi,(ti,x)
tk
)
+ λk,z.zpitk(X
pi,(ti,x)
tk
) + λk,γ .γpitk(X
pi,(ti,x)
tk
).
The deﬁnition of y˜pitk , z
pi
tk
gives
y˜pitk(X
pi,(ti,x)
tk
) = Etk
[
ypitk+1(X
pi,(ti,x)
tk+1
)
{
1 + λk,z.∆piWk+1 + λk,γ .
ˆ
E
ρ(e)µ(de, (tk, tk+1])
}]
+ ∆pik+1
{
f(0) + λk,x.X
pi,(ti,x)
tk
}
+ λk,y∆pik+1y˜
pi
tk
(Xpi,(ti,x)tk ).
From Cauchy-Schwarz inequality and the inequality |x| ≤ 1 + |x|2, we have∣∣∣y˜pitk(Xpi,(ti,x)tk )∣∣∣ (1−K |pi|) ≤ ∆pik+1 {f(0) +K ∣∣∣Xpi,(ti,x)tk ∣∣∣}
+ Etk
[∣∣∣ypitk+1(Xpi,(ti,x)tk+1 )∣∣∣2] 12 Etk
[∣∣∣∣1 + λk,z.∆piWk+1 + λk,γ .ˆ
E
ρ(e)µ(de, (tk, tk+1])
∣∣∣∣2
] 1
2
≤ Etk
[∣∣∣ypitk+1(Xpi,(ti,x)tk+1 )∣∣∣2] 12 (1 + 2K |pi|) + ∆pik+1 {f(0) +K ∣∣∣Xpi,(ti,x)tk ∣∣∣} .
Since λk,z and λk,γ are σ(X
pi,(ti,x)
tk
)-measurable and bounded by K,
E
[∣∣∣∣1 + λk,z.∆piWk+1 + λk,γ .ˆ
E
ρ(e)µ(de, (tk, tk+1])
∣∣∣∣2 |Xpi,(ti,x)tk
]
≤ 1 + 2K∆pik+1,
and then∣∣∣y˜pitk(Xpi,(ti,x)tk )∣∣∣ ≤ E [∣∣∣ypitk+1(Xpi,(ti,x)tk+1 )∣∣∣2 |Xpi,(ti,x)tk ] 12 (1 + C∆pik+1)+∆pii+1C {1 + ∣∣∣Xpi,(ti,x)tk ∣∣∣} .
Consider the stopping time
τ = inf
tk∈pi
{
tk ≥ ti|y˜pitk(X
pi,(ti,x)
tk
) ≤ l(Xpi,(ti,x)tk or y˜pitk(X
pi,(ti,x)
tk
) ≥ u(Xpi,(ti,x)tk )
}
∧ T.
Then, we have y˜pitk(X
pi,(ti,x)
tk
) = ypitk(X
pi,(ti,x)
tk
) for ti ≤ tk < τ and y˜piτ (Xpi,(ti,x)τ ) =
l(Xpi,(ti,x)τ ), u(X
pi,(ti,x)
τ ) or g(X
pi,(ti,x)
τ ), therefore∣∣∣y˜piτ (Xpi,(ti,x)τ )∣∣∣ ≤ C (1 + ∣∣∣Xpi,(ti,x)τ ∣∣∣) .
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Summing up from ti to τ with y˜pitk(X
pi,(ti,x)
tk
) = ypitk(X
pi,(ti,x)
tk
), this provides using
Jensen inequality :
∣∣y˜piti(x)∣∣ ≤ E [∣∣∣ypiτ (Xpi,(ti,x)τ )∣∣∣2] 12 n−1∏
k=i
(
1 + C∆pik+1
)
+
n−1∏
k=i
(
1 + C∆pik+1
)
E
[
1 + sup
i≤k≤n
∣∣∣Xpi,(ti,x)tk )∣∣∣2]
≤ C
{
1 + E
[
1 + sup
i≤k≤n
∣∣∣Xpi,(ti,x)tk )∣∣∣2]}
≤ C {1 + |x|} ,
and ∣∣ypiti(x)∣∣ = ∣∣l(x) ∨ y˜piti(x) ∧ u(x)∣∣
≤ C {1 + |x|} .
2/ We show now the Lipschitz property of ypiti and y˜
pi
ti .
The Lipschitz property of g˜ gives the result for ti = T .
Let ti ≤ tk < T and x, x′ ∈ Rd . From the Lipschitz property of f , there exists
(λx, λy, λz, λγ) ∈ Rd × R × RdZ × Rm Ftk -measurable, essentially bounded by K
such that :
f
(
θpitk(X
pi,(ti,x)
tk
)
)
− f
(
θpitk(X
pi,(ti,x
′)
tk
)
)
= λy.{y˜pitk(X
pi,(ti,x)
tk
)− y˜pitk(X
pi,(ti,x
′)
tk
))}
+λz.{zpitk(X
pi,(ti,x)
tk
)− zpitk(X
pi,(ti,x
′)
tk
)}+ λγ .{γpitk(x)− γpitk(X
pi,(ti,x
′)
tk
)}+ λx.{Xpi,(ti,x)tk −X
pi,(ti,x
′)
tk
}.
The deﬁnition of y˜pitk , z
pi
tk
, gives
y˜pitk(X
pi,(ti,x)
tk
)− y˜pitk(X
pi,(ti,x
′)
tk
) = ∆pik+1λx.(X
pi,(ti,x)
tk
−Xpi,(ti,x′)tk )
+ Etk
[(
ypitk+1(X
pi,(tk,x)
tk+1
)− ypitk+1(X
pi,(tk,x
′)
tk+1
)
)
ξk+1
]
where
ξk+1 = 1 + ∆pik+1λy + λz.∆
piWk+1 + λγ .
ˆ
E
ρ(e)µ(de, (tk, tk+1]).
The Cauchy-Schwarz inequality implies∣∣∣y˜pitk(Xpi,(ti,x)tk )− y˜pitk(Xpi,(ti,x′)tk )∣∣∣ ≤ ∆pik+1C ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣
+ Etk
[∣∣∣ypitk+1(Xpi,(tk,x)tk+1 )− ypitk+1(Xpi,(tk,x′)tk+1 )∣∣∣2]Etk [|ξk+1|2] .
Since Etk
[
|ξk+1|2
]
≤ (1 + 2K∆pik+1), we have∣∣∣y˜pitk(Xpi,(ti,x)tk )− y˜pitk(Xpi,(ti,x′)tk )∣∣∣ ≤ ∆pik+1C ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣
+ Etk
[∣∣∣ypitk+1(Xpi,(tk,x)tk+1 )− ypitk+1(Xpi,(tk,x′)tk+1 )∣∣∣2] (1 + C∆pik+1) .(4.6.1)
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Let ti < T . We consider the stopping time
τ = inf
tk∈pi
{
tk ≥ ti|
∣∣∣ypitk(Xpi,(ti,x)tk )− ypitk(Xpi,(ti,x′)tk )∣∣∣ ≤ K ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣} .
Since ypiT = g˜ are K-Lipschitz , we have∣∣∣ypiT (Xpi,(ti,x)T )− ypiT (Xpi,(ti,x′)T )∣∣∣ ≤ K ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣
and consequently τ ≤ T .
For ti ≤ tk < τ , let us show that :
(4.6.2)
∣∣∣ypitk(Xpi,(ti,x)tk )− ypitk(Xpi,(ti,x′)tk )∣∣∣ ≤ ∣∣∣y˜pitk(Xpi,(ti,x)tk )− y˜pitk(Xpi,(ti,x′)tk )∣∣∣ .
Indeed, supposing
∣∣∣ypitk(Xpi,(ti,x)tk )− ypitk(Xpi,(ti,x′)tk )∣∣∣ 6= ∣∣∣y˜pitk(Xpi,(ti,x)tk )− y˜pitk(Xpi,(ti,x′)tk )∣∣∣,
then ypitk(X
pi,(ti,x˜)
tk
) 6= y˜pitk(X
pi,(ti,x˜)
tk
) for x˜ = x or x′. By symmetry (on (x, x′) and
(l, u)), we can restrict in the case of ypitk(X
pi,(ti,x)
tk
) = l(Xpi,(ti,x)tk ). Then
ypitk(X
pi,(ti,x
′)
tk
)− ypitk(X
pi,(ti,x)
tk
) ≥ l(Xpi,(ti,x′)tk )− l(X
pi,(ti,x)
tk
)
≥ −K
∣∣∣Xpi,(ti,x′)tk −Xpi,(ti,x)tk ∣∣∣ .
Since
∣∣∣ypitk(Xpi,(ti,x)tk )− ypitk(Xpi,(ti,x′)tk )∣∣∣ > K ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣ by deﬁnition of τ
(tk < τ), we have
ypitk(X
pi,(ti,x
′)
tk
)− ypitk(X
pi,(ti,x)
tk
) > K
∣∣∣Xpi,(ti,x′)tk −Xpi,(ti,x)tk ∣∣∣
and
ypitk(X
pi,(ti,x
′)
tk
) > l(Xpi,(ti,x)tk ) +K
∣∣∣Xpi,(ti,x′)tk −Xpi,(ti,x)tk ∣∣∣ ≥ l(Xpi,(ti,x′)tk ).
Therefore ypitk(X
pi,(ti,x
′)
tk
) = y˜pitk ∧ u(X
pi,(ti,x)
tk
) ≤ y˜pitk(X
pi,(ti,x)
tk
), we obtain (4.6.2) :∣∣∣ypitk(Xpi,(ti,x′)tk )− ypitk(Xpi,(ti,x)tk )∣∣∣ = ypitk(Xpi,(ti,x′)tk )− ypitk(Xpi,(ti,x)tk )
≤ y˜pitk(X
pi,(ti,x
′)
tk
)− y˜pitk(X
pi,(ti,x)
tk
).
Combining the inequalities (4.6.1) and (4.6.2), we have for tk < τ :∣∣∣y˜pitk(Xpi,(ti,x)tk )− y˜pitk(Xpi,(ti,x′)tk )∣∣∣ ≤ ∆pik+1C ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣
+ Etk
[∣∣∣y˜pitk+1(Xpi,(ti,x)tk+1 )− y˜pitk+1(Xpi,(ti,x′)tk+1 )∣∣∣2] 12 (1 + C∆pik+1) .
Summing up this last inequality from ti to τ and we deduce∣∣y˜piti(x)− y˜piti(x′)∣∣ ≤ n−1∑
k=i
∆pik+1E
[∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣2] 12 k∏
j=i
(
1 + C∆pij+1
)
+
k∏
j=i
(
1 + C∆pij+1
)
E
[∣∣∣ypiτ (Xpi,(ti,x′)τ )− ypiτ (Xpi,(ti,x)τ )∣∣∣2] 12
≤ CE
[
sup
∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣2] 12 .
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The deﬁnition of τ and the inequality
∏k
j=i
(
1 + C∆pij+1
) ≤ eCT permit us deduce
∣∣y˜piti(x)− y˜piti(x′)∣∣ ≤ CE [sup ∣∣∣Xpi,(ti,x)tk −Xpi,(ti,x′)tk ∣∣∣2] 12 .
The Lipschitz property of the ﬂow of Xpi given by lemma (4.5.7) shows :∣∣y˜piti(x)− y˜piti(x′)∣∣ ≤ C |x− x′| ,
and ypiti = l ∨ y˜piti ∧ u are also Lipschitz-continuous (since l, u, y˜piti are Lipschitz-
continous).
3/ By deﬁnition of Xpi,(ti,x)ti+1 and because the functionnal Φ is L
∞-Lipschitz, we
have :
E
[∣∣∣Xpi,(ti,x)ti+1 − E [Xpi,(ti,x)ti+1 ]∣∣∣2] ≤ C (1 + |x|2)∆pii+1.
It follows that∣∣zpiti(x)∣∣ = ∣∣∣∣E [y˜piti+1(Xpi,(ti,x)ti+1 )∆piWi+1∆pii+1
]∣∣∣∣
≤
∣∣∣∣E [y˜piti+1 (E [Xpi,(ti,x)ti+1 ]) ∆piWi+1∆pii+1
]∣∣∣∣
+
∣∣∣∣E [(y˜piti+1 (Xpi,(ti,x)ti+1 )− y˜piti+1 (E [Xpi,(ti,x)ti+1 ])) ∆piWi+1∆pii+1
]∣∣∣∣ .
y˜piti+1
(
E
[
X
pi,(ti,x)
ti+1
])
is determinist, then E
[
y˜piti+1
(
E
[
X
pi,(ti,x)
ti+1
])
∆piWi+1
∆pii+1
]
= 0. The
Cauchy-Schwarz inequality and the Lipschitz property of y˜piti+1 imply :∣∣zpiti(x)∣∣ ≤ E [∣∣∣y˜piti+1 (Xpi,(ti,x)ti+1 )− y˜piti+1 (E [Xpi,(ti,x)ti+1 ])∣∣∣2] 12
[∣∣∣∣∆piWi+1∆pii+1
∣∣∣∣2
] 1
2
≤ CE
[∣∣∣Xpi,(ti,x)ti+1 − E [Xpi,(ti,x)ti+1 ]∣∣∣2] 12 ∣∣∆pii+1∣∣− 12
≤ C (1 + |x|) .
Applying the same reasoning to γti gives that
∣∣γpiti(x)∣∣ ≤ C (1 + |x|) uniformly in pi.
4/ Representation gives
Zpit = Et
[
ypipi(t)
(
Xpipi(t)
) Wpi(t) −Wt
pi(t)− t
]
,
Γpit =
ˆ
E
ρ(e)Et
[
ypipi(t)
((
Spi(t) + β(Spipi(t), e),Φt(S
pi
pi + 1tβ(S
pi
pi(t), e))
))
− y˜pipi(t)
(
Xpipi(t)
)]
λ(de),
Upis (e) = Et
[
ypipi(t)
((
Spi(t) + β(Spipi(t), e),Φt(S
pi
pi + 1tβ(S
pi
pi(t), e))
))
− y˜pipi(t)
(
Xpipi(t)
)]
,
and from the Lipschitz property of ypi we deduce
E
[
sup
0≤t≤T,e∈E
(
|Zpit |2 + |Γpit |2 + Upis (e)
)]
≤ C
with M is independent of pi.
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5/ Suppose (Am) satisﬁed. Let us show that E
[∣∣Kpi,±T ∣∣2] is bounded indepen-
dently of pi. For ti ∈ pi, we deﬁne
V piti = Eti
g˜(XpiT ) + ∑
tk∈pi,ti≤tk<T
∆pikf(Θ
pi
tk
)
 ,
L˜piti =
{
l(Xpiti)− Vti if ti < T
0 if ti = T
U˜piti =
{
u(Xpiti)− Vti if ti < T
0 if ti = T.
The dynamic programming principle gives a representation of Y pi
Y piti = Esssupτ∈T pitiEssinfθ∈T
pi
ti
Eti
 ∑
ti≤tk<τ∧θ
∆pikf(Θ
pi
tk
) + +l(Xpiτ )1τ<θ∧T + u(X
pi
θ )1θ≤τ<T + g˜(X
pi
T )

= V piti +D
pi
ti ,
where T pit denotes the set of stopping times τ ∈ pi such that τ ≥ t and
Dpiti := Esssupτ∈T pitiEssinfθ∈T
pi
ti
E
[
L˜piτ 1τ<θ + U˜
pi
θ 1τ≥θ
]
.
For a process P ∈ S2pi, we denote {S(P )tk}tk∈pi its (discret) Snell envelope which is
deﬁned by
S(P )ti = esssupτ∈T pitiEti [Pτ ] , ∀ti ∈ pi.
S(P ) is the smallest supermartingale such that a.s. S(P ) ≥ P .
Let us consider the supermartingale J˜pi,+ti , J˜
pi,−
ti ∈ S2pi deﬁned by :
J˜pi,+T = J˜
pi,−
T = 0,
J˜pi,+ti = J
pi,+
ti − Eti
[
g˜(XpiT )
+
]− Eti
 ∑
tk∈pi,ti≤tk<T
∆pikf(Θ
pi
tk
)+
 ,
J˜pi,−ti = J
pi,−
ti − Eti
[
g˜(XpiT )
−]− Eti
 ∑
tk∈pi,ti≤tk<T
∆pikf(Θ
pi
tk
)−
 , ∀0 ≤ i < n,
where Jpi,± ∈ S2pi are the supermartingale of the assumption (Am). Then
(4.6.3) L˜piti ≤ J˜pi,+ti − J˜pi,−ti ≤ U˜piti , ∀ti ∈ pi,
and
E
[
sup
ti∈pi
∣∣∣J˜pi,±ti ∣∣∣2] ≤ CE [sup
ti∈pi
(∣∣Jpi,±ti ∣∣2 + ∣∣f(Θpiti)∣∣2)]
≤ C.
Let us consider the sequences
{
Cn,±tk
}
tk∈pi Ftk -adapted deﬁned by : C
0,±
tk
= 0
and ∀n ≥ 0
Cn+1,+ = S(L˜pi + Cn,−) and C− = S(−U˜pi + Cn,+).
The inequality (4.6.3) implies by induction :
0 ≤ Cn,+ ≤ Cn+1,+ ≤ J˜pi,+ti and 0 ≤ Cn,− ≤ Cn+1,− ≤ J˜pi,−ti .
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Then, the sequences Cn,± converge pointwisely to a supermartingale C± which
satisﬁes
0 ≤ C+ ≤ J˜pi,+ti and 0 ≤ C− ≤ J˜pi,−ti
and
C+ = S(L˜pi + C−) and C− = S(−U˜pi + C+).
By Doob-Meyer decomposition, there exist martingales Mpi,± and non-decreasing
processes Api,±ti =
∑i−1
k=0 ∆A
pi,±
tk
(Api,±0 = 0) such that C
± = Mpi,± + Api,± (where
∆Api,±tk = Etk
[
C±tk+1 − C±tk
]
). We can easily verify that :
C+ti − C−ti = L˜piti ∨ Eti
[
C+ti+1 − C−ti+1
]
∧ U˜piti
= Dpiti ,
and then ∀0 ≤ i < n
Y piti = C
+
ti − C−ti + Vti
= Eti
[
C+ti+1 − C−ti+1 + Vti+1
]
+ ∆pii f(Θ
pi
ti) + ∆A
pi,+
ti −∆Api,−ti
= Y˜ piti + ∆K
pi,+
ti −∆Kpi,−ti .
By uniqueness, we have
∆Kpi,+ti =
(
l(Xpiti)− Y˜ piti
)+
= ∆Api,+ti ,
∆Kpi,−ti =
(
Y˜ piti − u(Xpiti)
)+
= ∆Api,−ti .
Finally,
∣∣∣∣Kpi,±T ∣∣∣∣2 is bounded by a constant independent of pi :
E
[∣∣Kpi,±T ∣∣2] = E [∣∣Api,±T ∣∣2]
≤ C
∣∣∣∣∣∣J˜pi,±ti ∣∣∣∣∣∣2S2pi ≤ C.

We can now prove the Theorem (4.6.3) that shows the convergence of the
discrete-time scheme.
Démonstration. (Proof of Theorem (4.6.3))
1/ For V = Y,Z, Z,Γ,Γ, U or U , we set δV = V − V pi.
Let t ∈ [0, T ]. We consider the times τ , τ c and τd deﬁned by
τ c = inf
{
s ≥ t|
ˆ s
t
1δYs>0dK
+
s +
ˆ s
t
1δYs<0dK
−
s > 0
}
∧ T,
τd = inf
{
tj ∈ pi ∩ [t, T ]|1δYtj<0
(
l(Xpitj )− Y˜ pitj
)+
+ 1δYtj>0
(
Y˜ pitj − u(Xpitj )
)+
> 0
}
∧ T,
τ = τ c ∧ τd.
τ c is the entry time of a continous Ft-adapted process in a open subset of R and
τd is the entry time of a Fti-adapted, discrete-time process in a open subset of R,
therefore τ , τ c and τd are Ft-stopping times.
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We use Ito's formula between t and τ :
|δYt|2 = |δYτ |2 +
∑
tk∈pi,t≤tk<τ
(
|δYtk |2 −
∣∣∣Ytk − Y˜ pitk ∣∣∣2)+ 2 ˆ τ
t
δYs
(
dK+s − dK−s
)
+
ˆ τ
t
δYsηsds−
ˆ τ
t
|δZs|2 ds−
ˆ τ
t
ˆ
E
|δUs(e)|2 λ(de)ds+Mτ −Mt.
(4.6.4)
with ηs = 2 (f(Θs)− f(Θpis ))+2
´
E
δUs(e)λ(de)ds and whereMt = 2
´ t
0
δYsδZsdWs+´ t
0
´
E
|δUs(e)|2 µ(de, ds) is a martingale. Here we try to estimate each term of this
equality.
If tk < τ ≤ τd for tk ∈ pi, we have
(4.6.5) |δYtk | −
∣∣∣Ytk − Y˜ pitk ∣∣∣ ≤ 0.
Indeed, there are three cases by deﬁnition on τd.
 If Y˜ pitk ∈ [l(Xpitk), u(Xpitk)], then Y˜ pitk = Y pitk .
 If Y˜ pitk < l(Xpitk) and δYtk ≥ 0, then Y˜ pitk − Ytk < l(Xpitj ) − Ytk = −δYtk ≤ 0 and∣∣∣Ytk − Y˜ pitk ∣∣∣ > |δYtk |.
 If Y˜ pitk > u(Xpitk) and δYtk ≤ 0, then Y˜ pitk − Ytk > u(Xpitk) − Ytk = −δYtk ≥ 0 and∣∣∣Ytk − Y˜ pitk ∣∣∣ > |δYtk |.
For s ≤ t ≤ τ ≤ τ c, the deﬁnition of τ c implies
(4.6.6)
ˆ t
s
δYt
(
dK+t − dK−t
) ≤ 0.
For |δYτ |2, we consider all the diﬀerent cases :
 If τ = T , we have |δYτ | ≤ K |XT −XpiT |.
 If τ = τ c ∈]tk, tk+1[ (tk ∈ pi) and if 1Yτ=l(Xτ )δYτ > 0, then
|δYτ | = l(Xτ )− Y piτ
= l(Xτ )− Eτ
[
Y pipi(τ)
]
− (pi(τ)− τ) f(Θpitk)
≤ Eτ
[
l(Xτ )− l(Xpitk+1)
]
+ |pi| ∣∣f(Θpitk)∣∣ .
 If τ = τ c ∈]tk, tk+1[ and if 1Yτ=u(Xτ )δYτ < 0, then
|δYτ | = Eτ
[
Y pitk+1
]
− (tk+1 − τ) f
(
Θpitk
)− u(Xτ )
≤ Eτ
[
u(Xpitk+1)− u(Xτ )
]
+ |pi| ∣∣f (Θpitk)∣∣ .
 If τ = τd ∈ pi and if 1δYτ<0
(
l(Xpiτ )− Y˜ piτ
)
> 0, then
|δYτ | = l(Xpiτ )− Yτ
≤ l(Xpiτ )− l(Xτ ).
 If τ = τd ∈ pi and if 1δYτ>0
(
Y˜ piτ − u(Xpiτ )
)
> 0, then
|δYτ | = Yτ − u(Xpiτ )
≤ u(Xτ )− u(Xpiτ ).
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By the inequality
∣∣Θpitk ∣∣ ≤ C (1 + ∣∣Xpitk ∣∣) ∀tk ∈ pi given by lemma (4.6.4) and by the
Lipschitz property of (f, g, u), we get :
|δYτ | ≤ KEτ
[∣∣Xτ −Xpi(τ)∣∣+ ∣∣∣Xpi(τ) −Xpipi(τ)∣∣∣]+ |pi|C (1 + ∣∣∣Xpipi(τ)∣∣∣) ,
Et
[
|δYτ |2
]
≤ CEt
[
sup
0≤s≤T
Es
[∣∣Xs −Xpi(s)∣∣2]]+ CEt [ sup
tk∈pi
∣∣Xtk −Xpitk ∣∣2]
+ |pi|CEt
(
1 + sup
t≤s≤T
∣∣∣Xpipi(s)∣∣∣2) .(4.6.7)
We note 0 ≤ Kf ≤ K a constant such that ∀x ∈ Rd, ∀y ∈ R, ∀z, z′ ∈ RdZ ,
∀γ, γ′ ∈ Rm
|f(x, y, z, γ)− f(x, y, z′, γ′)| ≤ Kf (|z − z′|+ |γ − γ′|) ,
and Kf = 0 if f(x, y, z, γ) is independent of (z, γ). From the Lipschitz property of
f and the inequality ab ≤ αa22 + b
2
2α (for α > 0) , we get
δYs(f(Θs)− f(Θpis ) ≤ |δYs|
{
K
∣∣∣Xs −Xpipi(s)∣∣∣+K ∣∣∣Ys − Y˜ pipi(s)∣∣∣+Kf ∣∣∣Zs − Zpis ∣∣∣+Kf ∣∣∣Γs − Γpis ∣∣∣}
≤ K
α
{∣∣∣Xs −Xpipi(s)∣∣∣2 + ∣∣∣Y pis − Y˜ pipi(s)∣∣∣2 + ∣∣δZs∣∣+ ∣∣δΓs∣∣}
+
Kf
2α
{∣∣∣Zs − Zpis ∣∣∣2 + ∣∣∣Γs − Γpis ∣∣∣2}+ |δYs|2 {K + α(2K +Kf )} ,
(4.6.8)
and
δYs
ˆ
E
δUs(e)λ(de) ≤ α2 |δYs|
2 +
1
2α
∣∣∣∣ˆ
E
δUs(e)λ(de)
∣∣∣∣2
≤ α
2
|δYs|2 + λ(E)2α
ˆ
E
|δUs(e)|2 λ(de).(4.6.9)
Combining (4.6.5), (4.6.6), (4.6.7), (4.6.8) et (4.6.9) with (4.6.4), we obtain
|δYt|2 ≤ CEt
[
sup
0≤s≤T
Es
[∣∣Xs −Xpi(s)∣∣2]]+ CEt [ sup
tk∈pi
∣∣Xtk −Xpitk ∣∣2]
+ Et
[
|pi|C
(
1 + sup
tk∈pi
∣∣Xpitk ∣∣2)]+ Kα Et
[ˆ T
t
∣∣∣Y˜ pis − Y˜ pipi(s)∣∣∣2 ds
]
+ {2K + α(1 + 2K + 2Kf )}Et
[ˆ T
t
|δYs|2 ds
]
+ Et
[ˆ τ
t
Ps(α)ds
]
(4.6.10)
where
Ps(α) =
Kf
α
∣∣∣Zs − Zpis ∣∣∣2−|δZs|2 +Kfα ∣∣∣Γs − Γpis ∣∣∣2 +
(
λ(E)
2α
− 1
)ˆ
E
|δUs(e)|2 λ(de).
4.6. BACKWARD PROCESS 146
For tk ∈ pi\{T}, we have
Et
[ˆ tk+1
tk
Ps(α)ds
]
≤ 2Kf
α
Et
[ˆ tk+1
tk
∣∣Zs − Zs∣∣2 + ∣∣Γs − Γs∣∣2 ds]
+ Et
[
(tk+1 − tk)2Kf
α
∣∣δZtk ∣∣2 − ˆ tk+1
tk
|δZs|2 ds
]
+ Et
[
(tk+1 − tk)2Kf
α
∣∣δΓtk ∣∣2 − ˆ tk+1
tk
(
λ(E)
2α
− 1
)ˆ
E
|δUs(e)|2 λ(de)ds
]
.
Applying Jensen inequality, we obtain
Et
[∣∣δZtk ∣∣2] ≤ Et [ 1tk+1 − tk
ˆ tk+1
tk
|δZs|2 ds
]
Et
[∣∣δΓtk ∣∣2] ≤ Et [ 1tk+1 − tk
ˆ tk+1
tk
|δΓs|2 ds
]
≤ Kλ(E)Et
[
1
tk+1 − tk
ˆ tk+1
tk
ˆ
E
|δUs(e)|2 λ(de)ds
]
.
With α∗ > sup
{
2Kf , (2KKf + 12 )λ(E)
}
, we get
Et
[ˆ tk+1
tk
Ps(α∗)ds
]
≤ 2Kf
α∗
Et
[ˆ tk+1
tk
{∣∣Zs − Zs∣∣2 + ∣∣Γs − Γs∣∣2} ds] .
Moreover,
Ps(α∗) ≤ 2Kf
α∗
{∣∣∣Zpis − Zpis ∣∣∣2 + ∣∣∣Γpis − Γpis ∣∣∣2} ,
therefore
Et
[ˆ τ
t
Ps(α)ds
]
= Et
[ˆ pi(t)
t
Ps(α∗)ds+
ˆ τ
pi(τ)
Ps(α∗)ds
]
+ Et
[ˆ pi(τ)
pi(t)
Ps(α∗)ds
]
≤ CKf |pi|Et
[
sup
0≤s≤T
|Zpis |2 + sup
0≤s≤T
|Γpis |2
]
+ CKfEt
[ˆ T
0
{∣∣Zs − Zs∣∣2 + ∣∣Γs − Γs∣∣2} ds] .
The inequality (4.6.10) becomes
|δYt|2 ≤ CEt [Rpi] + CEt
[ˆ T
t
|δYs|2 ds
]
.
where Rpi = Rpi0 +KfR
pi
1 with
Rpi0 = sup
0≤s≤T
Es
[∣∣Xs −Xpi(s)∣∣2]+ sup
tk∈pi
∣∣Xtk −Xpitk ∣∣2 + C ˆ T
0
∣∣∣Y˜ pis − Y˜ pipi(s)∣∣∣2 ds
+ C |pi|
{
1 + sup
tk∈pi
∣∣Xpitk ∣∣2 + sup
0≤s≤T
|Zpis |2 + sup
0≤s≤T
|Γpis |2
}
,
Rpi1 = C
ˆ T
0
{∣∣Zs − Zs∣∣2 + ∣∣Γs − Γs∣∣2} ds.
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Appling the Gronwall Lemma, we obtain :
|δYt|2 ≤ CEt [Rpi] ,
E
[
sup
0≤s≤T
|δYs|2
]
≤ CE [Rpi] .
From lemma (4.6.4), we get
E
[
sup
tk∈pi
∣∣Xpitk ∣∣2 + sup
0≤s≤T
|Zpis |2 + sup
0≤s≤T
|Γpis |2
]
≤ C
E
[∣∣∣Y˜ pis − Y˜ pipi(s)∣∣∣2] ≤ CE
[ˆ s
pi(s)
(|Zpiu |2 +
ˆ
E
|Upiu (e)|2 λ(de) + |f(Θpiu)|2)du
]
E
[ˆ T
0
∣∣∣Y pis − Y pipi(s)∣∣∣2 ds
]
≤ C |pi| .
Since ||X −Xpi||2S2pi ≤ C |pi| ln(
1
|pi| ) by Lemma (4.5.2) and
E
[
sup0≤s≤T Es
[∣∣Xs −Xpi(s)∣∣2]]→ 0 as |pi| → 0, we have E [Rpi0 ]→ 0 as |pi| → 0.
Otherwise, Jensen's inequality implies∣∣∣∣Z − Z∣∣∣∣2H2 ≤ ∣∣∣∣Z − Z∣∣∣∣2H2 + ∣∣∣∣∣∣Z − Zpi∣∣∣∣∣∣2H2
≤ ∣∣∣∣Z − Z∣∣∣∣H2 + ||Z − Zpi||2H2 .
Z is Ft-adapted, there exists a sequence of adapted processes (Zn)n constant on
[ti, ti+1) converging to Z inH2. The inequality
∣∣∣∣Z − Z∣∣∣∣H2[ti,ti+1] ≤ infzi∈Fti ∣∣∣∣Z − Z∣∣∣∣H2[ti,ti+1]
implies
∣∣∣∣Z − Z∣∣∣∣H2 ≤ ||Z − Zn||H2 and using the same reasoning to Γ, we obtain
the convergence of
(
Z,Γ
)
to (Z,Γ) in H2 and consequently the convergence of Y pi
to Y in S2 since E [Rpi1 ] = C
∣∣∣∣Z − Z∣∣∣∣2H2 + C ∣∣∣∣Γ− Γ∣∣∣∣2H2 → 0 as |pi| → 0.
2/ If the assumption (At) is satisﬁed and f(x, y, z, γ) is independent of (z, γ),
then the rate of the convergence of the algorithm is known :
||δY ||2S2 ≤ CE [R0]
≤ C |pi| ln( 1|pi| ) + E
[
sup
0≤s≤T
Es
[∣∣Xs −Xpi(s)∣∣2]]
≤ C |pi| ln( 1|pi| ).
3/ Assume (Am). Jensen's inequality implies∣∣∣∣∣∣Z − Zpi∣∣∣∣∣∣2
H2
∣∣∣∣∣∣Γ− Γpi∣∣∣∣∣∣2
H2
≤ ∣∣∣∣Z − Z∣∣∣∣2H2 + ∣∣∣∣∣∣Z − Zpi∣∣∣∣∣∣2H2 + ∣∣∣∣Γ− Γ∣∣∣∣2H2 + ∣∣∣∣∣∣Γ− Γpi∣∣∣∣∣∣2H2
≤ ∣∣∣∣Z − Z∣∣∣∣H2 + ||Z − Zpi||2H2 + ∣∣∣∣Γ− Γ∣∣∣∣2H2 + ||Γ− Γpi||2H2 .
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Since
(
Z,Γ
)→|pi|→0 (Z,Γ) inH2, we need to prove the convergence of ||Z − Zpi||H2+
||Γ− Γpi||H2 to 0 to conclude the theorem. Using Ito's formula between 0 and T , we
deduce
E
[
|δY0|2
]
+ E
[ˆ T
0
|δZs|2 ds+
ˆ T
0
ˆ
E
|δUs(e)|2 λ(de)ds
]
≤E
[
|δYT |2
]
+ E
[ˆ T
0
δYsηsds
]
+E
[∑
tk∈pi
(
|δYtk |2 −
∣∣∣Ytk − Y˜ pitk ∣∣∣2)
]
+ E
[
2
ˆ T
0
|δYs|
(
dK+s + dK
−
s
)]
(4.6.11)
with
||η||H2 = 2
∣∣∣∣∣∣∣∣ˆ
E
δU(e)λ(de) + f(Θ)− f(Θpi)
∣∣∣∣∣∣∣∣
H2
≤ C.
Combining (4.6.11) with the inequality
|δYtk |2 −
∣∣∣Ytk − Y˜ pitk ∣∣∣2 ≤ ∣∣∣Ytk − Y˜ pitk ∣∣∣ (∆Kpi,+tk + ∆Kpi,−tk )+ ∣∣∆Kpi,+tk ∣∣2 + ∣∣∆Kpi,−tk ∣∣2
and using Cauchy-Schwarz inequality, it follows that
||Z − Zpi||2H2 + ||Γ− Γpi||2H2
≤E
[ˆ T
0
|δZs|2 ds+ λ(E) |ρ|2∞
ˆ T
0
ˆ
E
|δUs(e)|2 λ(de)ds
]
≤C ||δY ||S2
{||δY ||S2 + ||V pi||H2 + ∣∣∣∣K+T ∣∣∣∣L2 + ∣∣∣∣K−T ∣∣∣∣L2}
+C
{∣∣∣∣Kpi,+T ∣∣∣∣L2 + ∣∣∣∣Kpi,−T ∣∣∣∣L2}{||δY ||S2 + ∣∣∣∣∆Kpi,+tk ∣∣∣∣S2pi + ∣∣∣∣∆Kpi,−tk ∣∣∣∣S2pi} .
We have proved that ||δY ||S2 → 0 as |pi| → 0 and we have∣∣∣∣∆Kpi,+tk ∣∣∣∣S2pi =
∣∣∣∣∣∣∣∣ sup
tk∈pi
(
l(Xpitk)− Y˜ pitk
)+∣∣∣∣∣∣∣∣
L2
≤
∣∣∣∣∣∣∣∣ sup
tk∈pi
(
l(Xpitk)− Etk
[
l(Xpitk+1) + ∆
pi
kf(X
pi
tk
, Y˜ pitk , Z
pi
tk
,Γ
pi
tk
)
])+∣∣∣∣∣∣∣∣
L2
≤ C |pi|+ CE
[
sup
tk∈pi
∣∣∣Etk [Xpitk −Xpitk+1]∣∣∣2] 12 →|pi|→0 0.
We suppose that assumption (Am) is veriﬁed. By lemma (4.6.4),
∣∣∣∣Kpi,±T ∣∣∣∣L2 ≤ C.
Therefore,||Z − Zpi||2H2 + ||Γ− Γpi||2H2 → 0 as |pi| → 0. 
Annexe : proofs for the Euler scheme
We now prove the lemma (4.5.1) : ∃C > 0 such that ||S − Spi||S2 ≤ C
√|pi|.
Démonstration. (proof of lemma (4.5.1))
We decompose the semi-martingale St−Spit = Mt+At whereM is a martingale
and At a predictable process with ﬁnite variation :
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Mt =
ˆ t
0
(
σ(St)− σ(Spipi(r))
)
dWr +
ˆ t
0
ˆ
E
(
β(Sr−, e)− β(Spipi(r)−, e)
)
µ(de, dr),
At =
ˆ t
0
(
b(Sr)− b(Spipi(r))
)
dr.
Consider α(t) = E
[
sup0≤u≤t |Su − Spiu |2
]
, we have
α(t) = E
[
sup
0≤u≤t
|Au +Mu|2
]
≤ 2E
[
sup
0≤u≤t
|Au|2
]
+ 2E
[
sup
0≤u≤t
|Mu|2
]
.
We deduce from Burkholder-Davis-Gundy inequality that
E
[
sup
0≤u≤t
|Mu|2
]
≤ D2E [[M ]t]
≤ D2
ˆ t
0
E
[∣∣∣σ(Sr)− σ(Spipi(r))∣∣∣2 + ˆ
E
∣∣∣β(Sr−, e)− β(Spipi(r)−, e)∣∣∣2 λ(de)] dr,
E
[
sup
0≤u≤t
|Au|2
]
≤ CE
[ˆ t
0
∣∣∣b(Sr)− b(Spipi(r))∣∣∣2 dr] .
Combining these inequalities with the Lipschitz property of b, σ and β(., e), it follows
that
α(t) ≤ CE
[ˆ t
0
∣∣∣Sr − Spipi(r)∣∣∣2 dr]
≤ C
ˆ t
0
E
[∣∣∣Spi(r) − Spipi(r)∣∣∣2 dr]+ C ˆ t
0
E
[∣∣Sr − Spi(r)∣∣2 dr]
≤ C
ˆ t
0
α(r)dr + C |pi| .
Gronwall lemma applied to α(t) leads to the required result. 
The proposition (4.5.2) gives the error of the Euler scheme with the Skorokhod
topology :
E
[
sup
ti∈pi
dD
(
Sti , (Spi)ti
)2] ≤ C |pi| ,
E
[
sup
ti∈pi
dD
(
Sti , (S
pi
)ti
)2]
≤ C |pi| ln( 1|pi| ).
Démonstration. (proof of proposition (4.5.2))
For x, y ∈ D, we have dD(x, y) ≤ |x− y|∞, therefore
E
[
sup
ti∈pi
dD
(
Sti , (Spi)ti
)2] ≤ E [ sup
0≤t≤T
|St − Spit |2
]
≤ C |pi| .
dD is a metric, so
dD
(
Sti , (Spi)ti
) ≤ dD (Sti , (Spi)ti)+ dD ((Spi)ti , (Spi)ti) .
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We have
dD
(
(Spi)ti , (S
pi
)ti
)
= inf
λ∈Λ
(
sup
t∈[0,T ]
|λ(t)− t|+ sup
t∈[0,T ]
∣∣∣Spit∧ti − Spipi(λ(t))∧ti∣∣∣
)
where Λ denotes the set of all strictly increasing continuous bijections from [0, T ]
to itself.
We deﬁne Cpi(i) = αK
(
1 +
∣∣Spiti ∣∣)√|pi| ln ( 1pi ), ∀0 ≤ i ≤ n− 1, with
sup
e∈E
{|b(x)| , |σ| , |β(x, e)| (1 ∨ λ(E))} ≤ K (1 + |x|) , ∀x ∈ Rd,
and with α ≥ 1 determinated later. Let us deﬁne (tpii , θpii )0≤i≤n by
tpi0 = t0 = 0
θpii = inf
{
s ≥ ti|
∣∣Spis − Spiti∣∣ ≥ C|pi|} ∧ ti+1 ∀0 ≤ i < n− 1
tpii =
ti+θ
pi
i
2 ∀1 ≤ i < n
θpin−1 = t
pi
n = T
We now consider λpi ∈ Λ a piecewise linear function deﬁned by : for t ∈ [ti, ti+1]
λpi(t) =

tpii if t = ti
ti+1 if t = θpii
tpii+1 if t = ti+1
tpii +
t−ti
θpii −ti (ti+1 − t
pi
i ) if t ∈ [ti, θpii ]
ti+1 +
t−θpii
ti+1−θpii (t
pi
i+1 − ti+1) if t ∈ [θpii , ti+1]
Then ∀t ∈ [0, T ], we have 0 ≤ λpi(t)− t ≤ 2 |pi| and for t ∈ [ti, ti+1]
pi(λpi(t)) = ti1t<θpii + ti+11t≥θpii .
As λpi ∈ Λ, we obtain :
dD
(
(Spi)ti , (S
pi
)ti
)
≤ sup
t∈[0,T ]
|λpi(t)− t|+ sup
t∈[0,T ]
∣∣∣Spit∧ti − Spipi(λpi(t))∧ti∣∣∣ .
and then
sup
0≤i≤n
dD
(
(Spi)ti , (S
pi
)ti
)
≤ 2 |pi|+ sup
0≤i<n−1
sup
ti≤t<ti+1
∣∣∣Spit − Spipi(λpi(t))∣∣∣+ sup
t∈[tn−1,T ]
∣∣∣Spit − Spitn−1∣∣∣
The deﬁnition of Cpi and the construction of pi ◦ λpi give us ∀0 ≤ i < n− 1
sup
ti≤t<ti+1
∣∣∣Spit − Spipi(λpi(t))∣∣∣ ≤ sup
tpii ≤t<θpii <T
∣∣Spit − Spiti ∣∣+ sup
θpii ≤t<ti+1
∣∣∣Spit − Spiti+1∣∣∣ 1θpii <ti+1
≤ Cpi(i) + sup
θpii ≤t<ti+1
∣∣∣Spit − Spiti+1∣∣∣ 1θpii <ti+1 .
From the inequalities
E
[
sup
t∈[tn−1,T ]
∣∣∣Spit − Spitn−1 ∣∣∣2
]
≤ C |pi| ,
E
[
sup
0≤i<n−1
C2pi(i)
]
≤ C |pi| ln
(
1
|pi|
)
,
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we obtain
E
[
sup
0≤i≤n
dD
(
(Spi)ti , (S
pi
)ti
)]
≤ E
(2 |pi|+ sup
0≤i<n−1
sup
ti≤t<ti+1
∣∣∣Spit − Spipi(λpi(t))∣∣∣+ sup
t∈[tn−1,T ]
∣∣∣Spit − Spitn−1∣∣∣
)2
≤ C |pi|2 + CE
[
sup
t∈[tn−1,T ]
∣∣St − Stn−1 ∣∣2
]
+ CE
[
sup
0≤i<n−1
C2pi(i)
]
+ CE
[
sup
0≤i<n−1
sup
θpii ≤t<ti+1
∣∣∣Spit − Spiti+1 ∣∣∣2 1θpii <ti+1
]
≤ C |pi| ln
(
1
|pi|
)
+ C
n−1∑
i=0
E
[
1θpii <ti+1E
[
sup
θpii ≤t<ti+1
∣∣∣Spit − Spiti+1∣∣∣2 |Fθpii
]]
.
We deduce from the Burkholder-Davis-Gundy inequality that
E
[
sup
piCpi (i)≤t<ti+1
∣∣∣Spit − Spiti+1∣∣∣2 |Fθpii
]
≤ CE
[
〈Spi〉[θpii ,ti+1] |Fθpii
]
≤ C
(
1 +
∣∣Spiti ∣∣2) (ti+1 − ti).
It remains to estimate
E
[
1θpii <ti+1 |Fti
]
≤P
(
sup
0≤u<ti+1−ti
∣∣∣∣b(Spiti)u+ σ(Spiti)(Wti+u −Wti) + ˆ
E
β(Spipi(t), e)µ(de, (ti, ti + u])
∣∣∣∣ ≥ Cpi(i)|Fti
)
≤P
(
sup
ti≤u<ti+1
|Wti+u −Wti |
∣∣σ(Spiti)∣∣ ≥ Cpi(i)2 |Fti
)
+P
(
sup
ti≤u<ti+1
∣∣∣∣ˆ
E
β(Spipi(t), e)µ(de, (ti, ti+u])
∣∣∣∣+ ∣∣∣∣b(Spiti)u+ ˆ
E
β(Spipi(t), e)λ(de)u
∣∣∣∣ ≥ Cpi(i)2 |Fti
)
≤P
 sup
ti≤u<ti+1
|Wti+u −Wti | ≥
√
|pi| ln( 1|pi| )
2
+ P(∣∣∣∣ˆ
E
µ(de, (ti, ti+1])
∣∣∣∣ > 0) ,
since
∣∣∣b(Spiti)u+ ´E β(Spipi(t), e)λ(de)u∣∣∣ ≤ Cpi(i)2 = αK(1+|Xpiti |)
√
|pi| ln( 1|pi| )
2 (with |pi| ≤√
|pi| ln
(
1
|pi|
)
, i.e. |pi| enough small) and ∣∣σ(Spiti)∣∣ ≤ K (1 + ∣∣Xpiti∣∣). We have
P
(∣∣∣∣ˆ
E
µ(de, (ti, ti+1])
∣∣∣∣ > 0) ≤ C(ti+1 − ti).
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Since Bs =
Wti+s|pi|−Wti√
pi
is a standard Brownian motion by scaling and since
E
[
eβ sup0≤u<1|Bs|
2
]
< +∞ for 0 < β < 12 , we deduce :
P
 sup
ti≤u<ti+1
|Wti+u −Wti | ≥
√
|pi| ln( 1pi )
2
 ≤ P
 sup
0≤u<1
|Bs| ≥
α
√
ln( 1pi )
2

≤ E
eβ
sup0≤u<1|Bs|2−
(
α
√
ln( 1
pi
)
2
)2

≤ E
[
eβ sup0≤u<1|Bs|
2
]
|pi| βα
2
4
≤ C |pi| ,
with α > 2√
β
. Then E
[
1θpii <ti+1 |Fti
] ≤ C |pi| .
Combining the inequalities leads to
E
[
dD(Spi, S)2
] ≤ C |pi| ln( 1
pi
)
+ C
n−1∑
i=0
(ti+1 − ti)E
[
E
[
1piCpi (i)<ti+1 |Fti
] (
1 +
∣∣Spiti ∣∣2)]
≤ C |pi| ln
(
1
pi
)
+ C
n−1∑
i=0
(ti+1 − ti) sup
0≤k≤n
E
[(
1 +
∣∣Spiti∣∣2)] |pi|
≤ C |pi| ln
(
1
pi
)
.

The lemma (4.5.5) determines the strong error for the approximation of X by
Xpi : ||X −Xpi||2S2pi ≤ C |pi| ln(
1
|pi| ).
Démonstration. (Proof of Lemma (4.5.5))
Inequality (4.5.2) and Proposition (4.5.2) imply
E
[
sup
ti∈pi
∣∣Xti −Xpiti∣∣2] ≤ CE [sup
ti∈pi
∣∣Sti − Spiti ∣∣2]+ CE [sup
ti∈pi
|Φti(S)− Φti(Spipi )|2
]
≤ C |pi|+ CE
[
sup
ti∈pi
dD
(
Sti , (Spipi )
ti
)2]+ CE[sup
ti∈pi
(
1
ti
ˆ ti
0
∣∣∣Ss − Spipi(s)∣∣∣ ds)2
]
≤ C |pi| ln( 1|pi| ) + CE
[
sup
ti∈pi
1
ti
ˆ ti
0
∣∣∣Ss − Spipi(s)∣∣∣2 ds] .
Then, with C|pi| = C |pi| ln 1|pi| , we have
E
[
sup
ti∈pi
1
ti
ˆ ti
0
∣∣∣Ss − Spipi(s)∣∣∣2 ds] ≤ CE
[
sup
0≤s≤C|pi|
∣∣∣Ss − Spipi(s)∣∣∣2
]
+ CE
[
sup
ti∈pi,ti≥C|pi|
1
ti
ˆ ti
0
∣∣∣Ss − Spipi(s)∣∣∣2 ds
]
≤ CC|pi| + C
∑
ti∈pi,ti≥C|pi|
1
ti+1
ˆ ti+1
ti
E
[∣∣Ss − Spiti∣∣2] ds.
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By E
[∣∣Ss − Spiti∣∣2] ≤ C |pi| for s ∈ [ti, ti+1], we obtain the inequality∑
ti∈pi,ti≥C|pi|
1
ti+1
ˆ ti+1
ti
E
[∣∣Ss − Spiti∣∣2] ds ≤ C |pi|ˆ T
C|pi|
ds
s
≤ C |pi| ln
(
1
|pi|
)
.
concluding the lemma. 
The lemma (4.5.7) shows that the ﬂows of (St, Xt)t∈[0,T ] and
(
Spiti , X
pi
ti
)
tß∈pi are
Lipchitz continuous.
Démonstration. We give the proof of the Lipschitz property of the ﬂow of
S and X (the reasonning is the same for Spi and Xpi). We decompose the semi-
martingale S(t,s)t+u −S(t,s
′)
t+u = Mu +Au where M is a martingale and A a predictable
ﬁnite variation process :
Mu =
ˆ u
0
(
σ(S(t,s)t+r )− σ(S(t,s
′)
t+r )
)
dWt+r +
ˆ u
0
ˆ
E
(
β(S(t,s)t+r−, e)− β(S(t,s
′)
t+r−, e)
)
µ(de, dr),
Au =
ˆ u
0
(
b(S(t,s)t+r )− b(S(t,s
′)
t+r )
)
dr.
Consider α(u) = E
[
sup0≤r≤u
∣∣∣S(t,s)t+r − S(t,s′)t+r ∣∣∣2], we have
α(u) = E
[
sup
0≤r≤u
|Au +Mu|2
]
≤ 2E
[
sup
0≤u≤t
|Au|2
]
+ 2E
[
sup
0≤u≤t
|Mu|2
]
.
We deduce from Burkholder-Davis-Gundy inequality and Lipschitz property of b, σ
and β(., e) that
E
[
sup
0≤r≤u
|Mr|2
]
≤ D2E [[M ]u]
≤ D2E
[ˆ u
0
∣∣∣σ(S(t,s)t+r )− σ(S(t,s′)t+r )∣∣∣2 dr]
+D2E
[ˆ u
0
ˆ
E
∣∣∣β(S(t,s′)t+r−, e)− β(S(t,s′)t+r−, e)∣∣∣2 λ(de)dr]
≤ C
ˆ u
0
α(r)dr,
E
[
sup
0≤u≤t
|Au|2
]
≤ CE
[ˆ u
0
∣∣∣b(S(t,s)t+r )− b(S(t,s)t+r )∣∣∣2 dr]
≤ C
ˆ u
0
α(r)dr.
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Gronwall lemma applied to α(u) ≤ C ´ u
0
α(r)dr gives :
E
[
sup
t≤u≤T
∣∣∣S(t,s)u − S(t,s′)u ∣∣∣2] = α(T − t)
≤ Cα(0) = C |s− s′|2 .
Since ϕ is uniformly L∞-Lipschitz, we have X(t,s)u =
(
S
(t,s)
u , ϕt,u(p, S(t,s)
)
and
E
[
sup
t≤u≤T
∣∣∣X(t,(s,p))u −X(t,(s′,p′))u ∣∣∣2] ≤ E [ sup
t≤u≤T
∣∣∣(S(t,s)u , ϕt,u(p, S(t,s))− (S(t,s)u , ϕt,u(p′, S(t,s′))∣∣∣2]
≤ C |p− p′|2 + CE
[
sup
t≤u≤T
∣∣∣S(t,s)u − S(t,s′)u ∣∣∣2]
≤ C |p− p′|2 + C |s− s′|2 .

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Quatrième partie
Réplication robuste de dérivés sur la
variance réalisée
4.7. Introduction
L'étude de la volatilité est devenue centrale dans la ﬁnance quantitative. En
1973, Black et Scholes ([BS73]) ont introduit leur modèle lognormal où le prix
d'une action possède une volatilité instantanée constante. Cependant, ce modèle
est en désaccord avec les prix du marché. Ainsi, les traders qui utilisent le modèle
de Black et Scholes pour la couverture doivent de façon permanente modiﬁer les
paramètres de volatilité pour obtenir les prix de marché. Or, l'introduction des
modèles à volatilité stochastique permet de rester compatible avec le fait que des
options de strikes et de maturités diﬀérents ont des volatilités implicites diﬀérentes.
Les marchés ﬁnanciers traitent maintenant de nombreux sous-jacents autres
que les actions et des indices boursiers. En particulier, ces dernières années, de
nombreux contrats de swap sur la variance réalisée sont échangés de gré-à-gré et
sont devenus liquides. Des dérivés dont les payoﬀ sont des fonctions de la variance
réalisée (et plus généralement aussi fonctions de l'actif risqué) sont aussi négociés
de gré-à-gré, tel le swap de volatilité qui est la racine de la variance réalisée. Notre
étude va se concentrer sur la valorisation et la couverture de ces options sur la
variance réalisée. Habituellement, cela nécessite de choisir un modèle sur la volatilité
(car cette dernière n'est pas directement observable) et de déﬁnir une méthode de
calibration.
Pour éviter cette problématique, nous proposons dans cet article de donner
une valorisation et une couverture des produits de payoﬀ mixant actif risqué et
variance réalisée qui est robuste au modèle de volatilité, c'est-à-dire, si possible,
indépendante du modèle de volatilité. Dans une première partie, nous donnons la
méthode de réplication des dérivés de la variance et du spot, par une couverture en
traitant dynamiquement des options européennes. Il s'agit d'un problème inverse :
il faut trouver une option européenne possédant les mêmes prix et les mêmes deltas
donnés pour tout niveau de volatilité dans le modèle de Black-Scholes. On obtient
alors une robustesse par rapport à la corrélation entre l'actif risqué et sa volatilité
(avec une erreur du deuxième ordre en la corrélation). Il s'agit d'une extension de
la méthode de réplication donnée dans l'article ([CL08]). On obtient de plus une
formule fermée pour l'inversion. Ensuite, nous proposons diﬀérentes méthodes pour
résoudre cette inversion. Nous illustrons ensuite cette couverture avec le swap de
volatilité et le ratio de Sharpe.
Puis, nous étendons cette méthologie cette couverture pour les options sur fonds
en y ajoutant un eﬀet d'asymétrie sur les diﬀusions et en y intégrant des bruits
orthogonaux. On peut alors couvrir de manière robuste des options sur fonds (fond
benchmarké, fond à volatilité benchmarké), sur des stratégies tel le constant mix, le
CPPI. En particulier, nous obtenons une couverture simple (en traitant un call et un
put) pour la réplication d'un call sur fond. Ensuite, nous rajoutons des sauts dans
notre modèle : on travaille alors avec un processus de Lévy avec un changement de
temps et la robustesse de la couverture concerne alors le subordinateur au lieu de la
variance réalisée (dans le modèle continu). Finalement, nous donnons les diﬀérentes
preuves dans la dernière partie.
4.8. Problème inverse
Considérons une maturité T > 0 et un espace ﬁltré (Ω,F , (Ft)0≤t≤T ,P). On se
place dans le cas où les taux sont nuls par souci de simplication. On suppose que
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l'actif risqué S suit l'équation de diﬀusion :
dSt
St
= σtdWt
où W est un Ft-mouvement Brownien, σt un processus Ft-adapté et P est la pro-
babilité risque-neutre. On note Et l'espérance conditionnelle par rapport à Ft.
Pour 0 ≤ s ≤ t ≤ T , on note le processus logarithme
Xs,t = ln
(
St
Ss
)
et la variance réalisée
〈X〉s,t =
ˆ t
s
σ2udu.
Par souci de simpliﬁcation, on note Xt := X0,t et 〈X〉t = 〈X〉0,t. On suppose que
σt est indépendante de W .
On cherche à couvrir une option de payoﬀ
ξT = H(XT , 〈X〉T ) ∈ L2
de maturité T .
Remark 4.8.1. Souvent, l'option à répliquer estH (XT , V nT ) où V
n
T est un proxi
de la variance réalisée :
V nT :=
∑
0<tn≤T
(
log(
Stn
Stn−1
)
)2
=
∑
0<tn≤T
(
log(
Stn
Stn−1
)
)2
C'est le cas par exemple dans le contrat de variance swap. En ﬁxant T , V nT converge
vers 〈X〉T quand n tend vers l'inﬁni (avec un pas temps supi(ti+1 − ti) qui tend
vers 0). On approximera alors V nT par 〈X〉T .
La formule de Clark-Ocone donne la réplication de l'option ξT :
H (XT , 〈X〉T ) = E
[
H (XT , 〈X〉T ) |Ft, 〈X〉t,T
]
+
ˆ T
t
Es [DsH (XT , 〈X〉T )] dWs
= ht(〈X〉t,T ) +
ˆ T
t
δs
(
〈X〉s,T
)
σsdWs,
où Ds désigne la dérivée de Malliavin (voir ([Nua95])) et avec ∀v ≥ 0
ht(v) = E
[
H (XT , 〈X〉T ) |Ft, 〈X〉t,T = v
]
,
δt(v) = E
[
∂
∂x
H (XT , 〈X〉T ) |Ft, 〈X〉t,T = v
]
.
On parlera de couverture robuste lorsque la réplication fonctionne pour toute va-
riance réalisée 〈X〉t,T indépendante de W .
La couverture robuste dynamique à la date t par une option européenne de payoﬀ
Pt(Xt,T ) de maturité T doit vériﬁer
E
[
Pt (Xt,T ) |Ft, 〈X〉t,T = v
]
= ht(v),
∂
∂x
E
[
Pt (Xt,T ) |Ft, 〈X〉t,T = v
]
= δt(v).(4.8.1)
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On obtient alors la réplication sous l'hypothèse d'indépendance entre
H (XT , 〈X〉T ) = Pt (Xt,T ) +
ˆ T
t
∂Ps (Xs,T )
∂x
σsdWs.
Example 4.8.2. Lorsque la volatilité devient déterministe, la réplication de
l'option H (XT , 〈X〉T ) ne nécéssite que l'actif risqué comme instrument de couver-
ture :
Pt(Xt,T ) = ht + δt
(
ST
St
− 1
)
.
Par exemple, dans le cadre de Black-Scholes (avec une volatilité σs = σ constante),
en appliquant le lemme d'Itô à u(t,Xt) = E [H (XT , 〈X〉T ) |Ft]
H (XT , 〈X〉T ) = u(T,XT )
= u(t,Xt) +
ˆ T
t
∂
∂x
u(s,Xs)dXs +
ˆ T
t
(
∂u
∂s
ds+
1
2
∂2u
∂x2
d 〈X〉s)
= u(t,Xt) +
ˆ T
t
∂
∂x
u(s,Xs)σdWs
= u(t,Xt) +
ˆ T
t
∂
∂x
u(s,Xs)
dSs
Ss
on obtient la réplication de l'option : à la date t, le prix de l'option est u(t,Xt) =
ht(σ2(T−t)) = E [H (XT , 〈X〉T ) |Ft] et il suﬃt d'annuler le terme en delta ∂∂xu(s,Xs) =
δt(σ2(T−t)) avec position dynamique en quantité ∂∂xu(t,Xt)/St sur l'actif risqué St.
Remark 4.8.3. Cette réplication robuste suppose que le marché soit sans fric-
tion (par exemple sans coût de transaction) et que toutes les options européennes
de maturité T existent et sont liquides. Par exemple, il suﬃt de supposer que
dans le marché, pour une maturité T , tous les calls et puts sont négociables, alors
l'option européenne Pt(Xt,T ) est valorisable et réplicable à l'aide de la formule de
Carr-Madan ([CM02]) par une combinaison linéaire de calls et de puts :
Pt(Xt,T ) = Pt(ln(
ST
St
))
= Pt(0) +
P ′t (0)
St
(ST − St) +
ˆ St
0
(K − ST )+
P”(ln(KSt ))− P ′(ln(KSt ))
K2
dK
+
ˆ +∞
St
(ST −K)+
P”(ln(KSt ))− P ′(ln(KSt ))
K2
dK.
4.8.1. Solution. Pour obtenir une solution du problème (4.8.1), nous déﬁnis-
sons une fonction P de (ht, δt) à l'aide de la transformée de Laplace.
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Definition 4.8.4. Déﬁnissons (au sens des distributions) les fonctions P (ht, 0),
P (0, δt) et P (ht, δt) par
P (ht, 0)(x) =
√
pie
x
2 |x| L−1
(
e
1
16λ
λ
1
2
ht
(
1
2λ
))
(x2)
−
√
pi
4
e
x
2 sign(x)L−1
(
e
1
16λ
λ
3
2
ht
(
1
2λ
))
(x2),
P (0, δt)(x) =
√
pi
2
e
x
2 sign(x)L−1
(
e
1
16λ
λ
3
2
δt
(
1
2λ
))
(x2),
P (ht, δt) = P (ht, 0) + P (0, δt).
où L est la transformée de Laplace :
Lf(λ) =
ˆ
R+
f(s)e−λsds.
Nous devons maintenant nous placer dans un espace adapté aux fonctions
P (ht, 0), P (0, δt) et P (ht, δt).
Definition 4.8.5. On note Ht(R) l'ensemble des fonctions gt : R → R Ft-
mesurables telles que
||gt||Ht = E
[
|gt(Xt,T )|+ |gt(Xt,T )Xt,T | |Ft, 〈X〉t,T = v
]
< +∞ ∀v > 0.
La proposition suivante donne la résolution du problème d'inversion (4.8.1).
Proposition 4.8.6. A la date t, l'option européenne Pt vériﬁant (4.8.1) est
unique dans Ht(R) et vaut Pt = P (ht, δt). Si Pt ∈ Ht(R) vériﬁant (4.8.1), alors
Pt = P (ht, δt) avec P (ht, 0), P (0, δt) ∈ Ht(R). Réciproquement si P (ht, 0), P (0, δt) ∈
Ht(R), alors P (ht, δt) vériﬁe (4.8.1).
Nous avons décomposé le payoﬀ Pt = P (ht, δt) = P (ht, 0) + P (0, δt) en deux
options.
La partie P (ht, 0)(Xt,T ) donne le même prix et est delta-neutre :
E
[
P (ht, 0)(Xt,T )|Ft, 〈X〉t,T = v
]
= ht(v) et E
[
P (0, δt)(Xt,T )|Ft, 〈X〉t,T = v
]
= 0
et P (0, δt)(Xt,T ) a un prix nul et le même delta que H (XT , 〈X〉T )
E
[
P ′(ht, 0)(Xt,T )|Ft, 〈X〉t,T = v
]
= 0 et E
[
P ′(0, δt)(Xt,T )|Ft, 〈X〉t,T = v
]
= δt(v).
4.8.2. Impact de la corrélation. Nous supprimons ici maintenant l'hypo-
thèse d'indépendance entre l'actif risqué et la volatilité. Nous regardons l'impact
de la corrélation sur notre couverture robuste. On considère
dS
(ρ)
t =
√
1− ρ2σtS(ρ)t dW 1t + ρσtS(ρ)t dW 2t
où |ρ| ≤ 1, W 1 et W 2 sont des mouvements Brownien Ft-adaptés et σ et W 2 sont
adaptés à une ﬁltration Ht ⊆ Ft avec Ht et FW 1t indépendants. On a
ht(v) = E
[
H
(
ln(S(0)t ) +Xt,T , 〈X〉T
)
|Ft, 〈X〉t,T = v
]
,
δt(v) = E
[
∂
∂x
H
(
ln(S(0)t ) +XT , 〈X〉T
)
|Ft, 〈X〉t,T = v
]
.
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La proposition suivante nous donne une estimation de l'erreur induite par la
corrélation.
Proposition 4.8.7. Cette couverture est robuste à l'ordre 2 en la corrélation
volatilité-actif risqué :
Et
[
H
(
lnS(ρ)T , 〈X〉T
)]
= Et
[
Pt
(
ln(
S
(ρ)
T
S
(ρ)
t
)
)]
+O(ρ2).
Dans la suite, on parlera de couverture ρ-neutre pour la couverture dynamique
avec des options européennes vériﬁant (4.8.1).
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4.9. Diﬀérentes méthodes d'inversion
Trouver la fonction Pt revient à résoudre une inversion de Laplace. Dans cette
partie, nous allons proposer plusieurs méthodes pour obtenir le payoﬀ Pt.
En remarquant que l'inversion est linéaire en ht et δt, l'idée pricinpale est de
décomposer ht et δt à l'aide de fonction de bases inversibles pour obtenir Pt.
4.9.1. A l'aide de table de transformations de Laplace. On utilise la
table de transformée inverse de Laplace et des propriétés de la transformations de
Laplace comme la convolution L(f ∗ g) = LfLg ou la translation L(f(t)−at) =
Lf(.+ a). Si la fonction est assez simple (par exemple pour le swap de volatilité, le
ratio de Sharpe), cette méthode est très pratique et permet d'obtenir une formule
fermée. Le lemme suivant nous incite à utiliser v ∈ R∗+ → vαeβv−
θ
v comme fonctions
de base pour obtenir l'inversion.
Lemma 4.9.1. Soit α > − 12 et α′ > − 32 . On a les inversions suivantes :
P (vαeβv−
θ
v , 0)(x) =
√
pi
2
e
x
2 |x|
(
x2 − 2θ
2β + 14
)α− 12
2
Iα− 12
(√
(2β +
1
4
)(x2 − 2θ)
)
1x2≥2θ
−
√
pi
2
√
2
e
x
2 sign(x)
(
x2 − 2θ
2β + 14
)α+ 12
2
Iα+ 12
(√
(2β +
1
4
)(x2 − 2θ)
)
1x2≥2θ,
P (0, vα
′
eβv−
θ
v )(x) =
√
pi
2
e
x
2 sign(x)
(
x2 − 2θ
2β + 14
)α′+ 12
2
Iα′+ 12
(√
(2β +
1
4
)(x2 − 2θ)
)
1x2≥2θ,
où Iν est la fonction de Bessel modiﬁée de première espèce. Avec β = − 18 et θ = 0,
on a
P (vαe−
v
8 , 0)(x) =
√
pi
2α
e
x
2 |x|2α
(
1
Γ(α− 12 )
− x
4Γ(α+ 12 )
)
,
P (0, vα
′
e−
v
8 )(x) =
√
pi
2α+1Γ(α+ 12 )
e
x
2 x|x|2α′ ,
où Γ désigne la fonction gamma.
4.9.2. Inversion de la transformée de Laplace. Soit F (p) = Lf(p). Alors
f(x) = L−1F (x) = 1
2pii
ˆ γ+i∞
γ−i∞
eptF (p)dp
où γ est choisi pour que l'intégrale soit convergente, ce qui implique que γ soit
supérieur à la partie réelle de toute singularité de F (p).
4.9.3. Méthode numérique : algorithme de Stehfest. La méthode précé-
dente nécéssite de connaître ht et δt dans le plan complexe, ce qui n'est généralement
pas pratique.
Pour inverser la transformation de Laplace, on peut utiliser l'algorithme de
Stehfest (voir ([Ste70])). Soit F (p) = Lf(p). Pour x ≥ 0, on approxime f(x) par
fN (x) =
ln(2)
x
N∑
j=1
QjF
(
j
ln(2)
x
)
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où les coeﬃcients Qj sont donnés par
Qj = (−1)N2 +j
min(j,N2 )∑
k= j+12
k
N
2 (2k)!
(N2 − k)!k!(k − 1)!(j − k)!(2k − 1)!
.
On doit prendreN pair (il est conseillé de le prendre entre 10 et 30). Ici, l'algorithme
a l'avantage d'être simple, très rapide et ne demande de connaître la fonction F
que sur R+, ce qui semble plus naturel sachant que l'on travaille avec la variance
〈X〉t,T ∈ R+.
4.9.4. Méthode de Carr et Lee. Carr et Lee ([CL08]) travaillent des fonc-
tions exponentielles en utilisant l'inégalité suivante :
Et
[
eλ(〈X〉T−〈X〉t)+µ(XT−Xt)
]
= Et
[
e
p(µ,λ)2
2 〈X〉t,T
]
= Et
[
e(
1
2±p(µ,λ))(XT−Xt)
]
avec p(µ, λ) =
√
1
4 + 2λ+ µ
2 − µ. En appliquant le lemme (4.9.1), on retrouve leur
méthode de couverture ρ-neutre.
Proposition 4.9.2. Pour la couverture de l'option H(XT , 〈X〉T ) = eλ〈X〉T+µXT ,
on a ht(v) = δt(v)/µ = eλ〈X〉t+µXte
p(µ,λ)2−p(µ,λ)
2 v et
P (ht, 0)(x) = eλ〈X〉t+µXt
{
e
x
2 cosh (xp(µ, λ))− e
x
2 sinh (xp(µ, λ))
2p(µ, λ)
}
,
P (0, δt)(x) = eλ〈X〉t+µXtµe
x
2
sinh (xp(µ, λ))
p(µ, λ)
Pt(x) = eλ〈X〉t+µXte
x
2
{
cosh (xp(µ, λ)) +
µ− 12
p(µ, λ)
sinh (xp(µ, λ))
}
= eλ〈X〉t+µXt
{(
1
2
+ θ(µ, λ)
)
e(
1
2 +p(µ,λ))x + (
1
2
− θ(µ, λ))e( 12−p(µ,λ))x
}
avec θ(µ, λ) = µ−
1
2
2p(µ,λ) .
Soit une option de payoﬀ (sur la variance et le spot)
f(〈X〉T , XT ) =
ˆ
F (µ, λ)eµXT+λ〈X〉Tm(dµ, dλ)
où m est une mesure qui peut être obtenue par exemple à l'aide de la transformée
de Fourier. Sous de bonnes conditions d'intégrabilité sur la mesure m (pour pouvoir
appliquer Fubini), cette option peut être couverte avec une position dynamique à
la date t par
Pt(Xt,T ) =
ˆ
F (µ, λ)eµXt+λ〈X〉t
((
1
2
+ θ(µ, λ)
)
e(
1
2 +p(µ,λ))Xt,T
+(
1
2
− θ(µ, λ))e( 12−p(µ,λ))Xt,T
)
m(dµ, dλ).
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4.9.5. Approximation du payoﬀ Pt. Pt peut être mal déﬁnie comme fonc-
tion (par exemple s'il s'agit d'une distribution, Pt peut contenir une masse de
Dirac...) ou bien l'inversion peut être compliquée. On propose dans cette section de
donner une estimation de Pt en inversant une approximation de (ht, δt) avec des
éléments de la forme v → vje− v8 . On suppose qu'il existe une constanteM > 0 telle
que 〈X〉t,T ≤M et que (ht, δt) est continue sur [0,M ].
4.9.5.1. Approximation uniforme. La proposition suivante nous donne l'estima-
tion du payoﬀ de couverture dynamique par une approximation uniforme à l'aide
des polynômes de Berstein.
Proposition 4.9.3. Soit
bhtn,k =
1
Mk
k∑
j=0
e
jM
8k ht(
jM
n
) (nk )
(
k
j
)
(−1)k−j ,
bδtn,k =
1
Mk
k∑
j=0
e
jM
8k (
jM
kn
) (nk )
(
k
j
)
(−1)k−j .
En considérant
Pn,t(x) =
√
pie
x
2
n∑
k=0
(
bhtn,k
x2k
2k
{ 1
Γ(k − 12 )
− x
4Γ(k + 12 )
}+ bδtn,k
x2k+1
2k+1Γ(k + 12 )
)
on a
lim
n→+∞E
[
Pn,t(Xt,T )|Ft, 〈X〉t,T
]
= ht(〈X〉t,T ),
lim
n→+∞
∂
∂x
E
[
Pn,t(Xt,T )|Ft, 〈X〉t,T
]
= δt(〈X〉t,T ).
4.9.5.2. Approximation par régression linéaire. La proposition suivante nous
donne l'estimation du payoﬀ de couverture dynamique par une approximation par
une régression linéaire.
Proposition 4.9.4. Considérons µ une mesure sur [0,M ] et Q la distribution
de 〈X〉t,T .On suppose que Q est absolument continue par rapport à µ et que dQdµ ∈
L2(µ). Considérons
∑n
k=0 a
ht
n,kv
k et
∑n
k=0 a
δt
n,kv
k les L2(µ)- projections de v →
e
v
8 ht(v) et v → e v8 δt(v) sur l'espace {1, v, ..., vn}. En considérant
Pn,t(x) =
√
pie
x
2
n∑
k=0
(
ahtn,k
x2k
2k
{ 1
Γ(k − 12 )
− x
4Γ(k + 12 )
}+ aδtn,k
x2k+1
2k+1Γ(k + 12 )
)
on a
lim
n→+∞Et [Pn,t(Xt,T )] = Et
[
ht(〈X〉t,T )
]
,
lim
n→+∞
∂
∂x
Et [Pn,t(Xt,T )] = Et
[
δt(〈X〉t,T )
]
.
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4.10. Applications pour la couverture d'options sur la variance et le
spot
Dans cette section, on donne quelques exemples de couverture robuste sur des
produits dérivés sur la variance et l'actif sous-jacent.
4.10.1. Cas puissance 〈X〉αT . On cherche à couvrir une option de payoﬀ
H (XT , 〈X〉T ) = 〈X〉αT avec α > − 12 . Alors
h0(v) = vα,
δ0(v) = 0.
La formule obtenue par le lemme (4.9.1) pour 〈X〉αt,T e
β〈X〉t,T− θ〈X〉t,T avec β = θ = 0
donne
P0(x) = e
x
2
√
pi2α−1 |x|α+ 12
{
Iα− 12
( |x|
2
)
− sign(x)Iα+ 12
( |x|
2
)}
où Iν est la fonction de Bessel modiﬁée de première espèce.
4.10.1.1. Variance swap. Pour le swap de variance 〈X〉t,T (α = 1), on a
Pt(x) =
√
pie
x
2 |x| 32
{
I 1
2
( |x|
2
)
− sign(x)I 3
2
( |x|
2
)}
= −2x+ 2ex − 2.
Le payoﬀ de couverture robuste pour le variance swap est
Pt(Xt,T ) = −2Xt,T + 2eXt,T − 2 = −2 log(ST
St
) + 2
ST
St
− 2.
On retrouve ainsi la réplication par le log contrat, proposée et établie dans ([Neu94]),
([KDZ99]) et ([CM02]) qui ne nécessite cependant pas l'hypothèse d'indépendance
de (Wt) et de (σt).
4.10.1.2. Volatility swap. La volatilité réalisée
√〈X〉T est la racine carrée de
la variance réalisée 〈X〉T . L'inégalité de Jensen montre que l'espérance de la racine
carrée d'une variable est plus faible que la racine carrée de l'espérance. La diﬀérence
entre
√〈X〉T et 〈X〉T peut être vue comme un ajustement de convexité. Le swap
de volatilité admet une surréplication modèle indépendant. En eﬀet, le swap de
volatilité peut être surcouvert avec de la variance réalisée qui elle-même admet une
couverture modèle indépendant.
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Fig. 4.10.1. Le volatility swap admet une surréplication modèle indépendant
Cependant, la valorisation du swap de volatilité est généralement considérée
comme très sensible au modèle sur la volatilité instantanée. [CL08] et [FG05]
donnent la valorisation du swap de volatilité à l'aide d'un problème inverse.
Nous allons résoudre ce problème en donnant une valorisation et une couverture
modèle indépendant du swap de volatilité avec notre méthodologie (qui annule
l'erreur du premier ordre sur la corrélation).
Proposition 4.10.1. Pour le volatility swap
√〈X〉T , le payoﬀ de réplication
robuste vaut à la date t = 0 (α = 12)
P0(x) =
√
pi
2
e
x
2 |x|
(
I0
(x
2
)
− I1
(x
2
))
et à la date t
Pt(x) =
√
pi
2
|x| e x2
(
I0
(x
2
)
− I1
(x
2
)){
1 +
√〈X〉t√
pi |x| e
− x2〈X〉t − erfc
(
|x|√〈X〉t
)}
−
√
〈X〉t
e
x
2√
2
ˆ 1
0
e
x2
〈X〉t (u
2−1) {(
I0
(x
2
)
− I0
(ux
2
))
−
(
I1
(x
2
)
− I1
(ux
2
)
u
)} udu
(1− u2) 32
où erfc désigne la fonction d'erreur complémentaire erfc(a) = 2√
pi
´∞
a
e−
y2
2 dy.
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Fig. 4.10.2. Proﬁl du payoﬀ qui couvre le swap de volatilité en t=0
Profil du payoff en <X> = 1.0
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Fig. 4.10.3. Proﬁl du payoﬀ qui couvre le swap de volatilité en t
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Fig. 4.10.4. Evolution de la couverture
4.10.2. Sharpe Ratio e
XT−1√
〈X〉T
. Le ratio de Sharpe vise à mettre en rapport la
performance et le risque d'un portefeuille. Il se déﬁnit pour un portefeuille, comme
la sur-performance obtenue par rapport à un placement sans risque, divisée par la
volatilité du portefeuille. Lorsqu'il est positif, plus le ratio de Sharpe est élevé, plus
la prise de risque est remunérée. Un ratio de Sharpe négatif signiﬁe simplement que
le portefeuille n'a pas sur-performé un placement sans risque.
Nous montrons maintenant comment le répliquer de façon modèle indépendant.
Proposition 4.10.2. Pour le Sharpe Ratio e
XT−1√
〈X〉T
, le payoﬀ de couverture
robuste Pt = P (ht, 0) + P (0, δt) vaut en t = 0
P (h0, 0) = 0
P (0, δ0)(x) =
√
pi
2
e
x
2 sign(x)I0
(x
2
)
et en t
P (ht, 0)(x) =
(
eXt − 1)√
2 〈X〉2t
x2e
x
2
ˆ 1
0
e
(u2−1)〈X〉t
x2
{
I1
(
u |x|
2
)
− sign(x)I0
(
u |x|
2
)
u
}
(1− u2)du
P (0, δt)(x) =
√
2eXt
x2e
x
2 sign(x)
〈X〉2t
ˆ 1
0
e
(u2−1)〈X〉t
x2 I0
(
u |x|
2
)
u(1− u2)du.
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Fig. 4.10.5. Payoﬀ de couverture du Ratio de Sharpe en t=0
Remarque : Dans le cas de non-corrélation volatilité-actif risqué, nous avons
E0[ e
X
T −1√
〈X〉T
] = 0.
Cependant, le prix devient non nul avec l'apparition d'une corrélation. On
peut vériﬁer la robustesse de cette méthode rho-neutre par rapport à la corrélation
en simulant les prix en fonction de la corrélation dans le modèle d'Heston (voir
([Hes93])) :
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Fig. 4.10.6. Prix du ratio de Sharpe et de l'option rho-neutre
P0(XT ) par rapport à la corrélation
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4.11. Options sur fond
4.11.1. Processus asymétriques. On suppose maintenant que l'actif risqué
S suit la dynamique :
dSt = (aS + bSSt)σtdWSt
avec (σt) et (WSt ) indépendants. Les termes (aS , bS) sont supposés connus (par
exemple obtenus par calibration) et permettent de mieux prendre en compte le
smile de volatilité que dans le cas usuel ((aS , bS) = (0; 1)). Ca revient à rajouter
une correlation positive ou négative entre WS et la volatilité. Alors pour t > s, la
résolution donne :
St =
{
Ss + aSXs,t si bS = 0(
Ss + aSbS
)
ebSXs,t − aSbS si bS 6= 0
où
Xs,t =
ˆ t
s
σudW
S
u −
bS
2
Vs,t
=
{
1
bS
ln
(
aS+bSSt
aS+bSSs
)
si bS 6= 0
aS(St − Ss) si bS = 0
Vs,t =
ˆ t
s
σ2udu.
On considère des fonds Ft =
(
F 1t , ..., F
d
t
)
qui suivent la dynamique
dF it = (a
i
F + b
i
FF
i
t )(βiσtdW
S
t + dL
1,i
Vt
+ dL2,it ), ∀1 ≤ i ≤ d,
où {L,i}∈{1;2},1≤i≤d sont des processus de Lévy (c'est-à-dire des processus à ac-
croissements indépendants et stationnaires, voir ([Ber98])) indépendants de (σ,WS)
et où (aiF , b
i
F )1≤i≤d sont supposés connus. On note
ψ,i(p) = ln(E[epL
,i
t ]) ∀p ∈ C,∀ ∈ {1; 2},∀1 ≤ i ≤ d,
L,is,t = L
,i
t − L,is .
On suppose que {L,i}∈{1;2},1≤i≤d admettent des moments exponentiels, c'est-à-
dire
|ψ,i(p)| < +∞, ∀p ∈ C,∀ ∈ {1; 2},∀1 ≤ i ≤ d.
Alors la résolution donne pour s ≤ t
F it =
F
i
s + a
i
F {βi(Xs,t + bS2 Vs,t) + L1,iVt − L
1,i
Vs
+ L2,it − L2,is } si biF = 0
(a
i
F
biF
+ F is)e
biF (βiXs,t+L
1,i
Vs,Vt
+L2,is,t)+{
β2i bS−β2i (biF )
2
2 −ψ1,i(biF )}Vs,t−ψ1,i(biF )(t−s) − aiF
biF
si biF 6= 0
On cherche à couvrir l'option de payoﬀ H(FT ). On peut étendre cette méthode
de réplication dynamique à la couverture en variance moyenne des dérivés sous la
forme ξT telle que
H(FT ) = ht(Vt,T ) +
ˆ T
t
δs (Vs,T )σsdWSs +MT −Mt
= ht(Vt,T ) +
ˆ T
t
δs (Vs,T )
dSs
aS + bSSs
+MT −Mt
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où M est une martingale vériﬁant [dMs, dWSs ] = 0 et
ht(v) = E [H(FT )|Ft, Vt,T = v] ,
δt(v) = E
[
DWt H(FT )
σt
|Ft, Vt,T = v
]
,
oùDWt est la dérivée de Malliavin par rapportW (voir ([Nua95])). On peut réécrire
δt sous la forme
δt(v) =
∂
∂x
E [H(FT )|Ft, Vt,T = v]
= E
[
∇H(FT ).∂FT
∂x
|Ft, Vt,T = v
]
= E
[
H(FT )(Xs,t +
bSVt,T
2
)|Ft, Vt,T = v
]
avec
∂F iT
∂x
=
{
aiFβi si b
i
F = 0
biFβi(
aiF
biF
+ F is) si b
i
F 6= 0
On a alors l'extension de la proposition (4.8.6) qui nous donne la couverture
dynamique en moyenne variance par des options européennes sur ST .
Proposition 4.11.1. Avec
P (ht, 0)(λ) =
√
pi
e
b2S
16
1
λ√
λ
ht
(
1
2λ
)
,
P (0, δt)(λ) =
√
pi
2
λ−
3
2 e
b2S
16
1
λ δt
(
1
2λ
)
−
√
pibS
4
λ−
3
2 e
b2S
16
1
λht
(
1
2λ
)
,
la couverture dynamique avec l'option européenne Pt(Xt,T ) = P (ht, 0)(Xt,T ) +
P (0, δt)(Xt,T ) est robuste par rapport à la variance V :
E [Pt(Xt,T )|Ft, Vt,T = v] = ht(v),
∂
∂x
E [Pt(Xt,T )|Ft, Vt,T = v] = δt(v).(4.11.1)
Remark 4.11.2. Il s'agit bien d'une extension de la première section sur la
couverture rho-neutre des options des options sur variance réalisée et sur l'actif S.
En eﬀet, en prenant aS = a1F = b
2
F = β2 = L
1,1 = L2,2 = L1,2 = 0, bS = β1 = a2F =
1 et L2,1t = t, on obtient une option sur l'actif risqué et de la variance réalisée :
(F 1t , F
2
t ) = (St, 〈X〉t).
4.11.2. Cas d'un fond. On cherche à couvrir l'option sur un fond H(FT )
(d = 1, FT = F 1T ) de manière robuste par rapport à V .
On suppose que le fond F suit la dynamique :
(4.11.2) dFt = (aF + bFFt)
(
βρσtdW
S
t + βσt
√
1− ρ2dW⊥t + dLt
)
avecWS etW⊥ indépendants et Lt un processus de Levy indépendant de (WS ,W⊥, σ).
On a alors :
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si bF 6= 0
FT =
(
Ft +
aF
bF
)
ebF βρ
´ T
t
σudW
S
u +bF β
√
1−ρ2 ´ T
t
σtdW
⊥
u −
b2F β
2
2
´ T
t
σ2udu+bF (LT−Lt)−(T−t)ψ(bF ) − aF
bF
=
(
Ft +
aF
bF
)
ebF βρXt,T+bF β
√
1−ρ2
√
Vt,TN+
ρβbF bS−b2F β
2
2 Vt,T+ξt,T − aF
bF
et si bF = 0
FT = Ft + aF (βρXt,T + β
√
1− ρ2√Vt,TN + ρβbS2 Vt,T + ξt,T )
où N ∼ N (0, 1) indépendant de Ft, de Xt,T et de Vt,T =
´ T
t
σ2sds et où ξt,T =
bF (LT − Lt)− (T − t)ψ(bF ) avec ψ(p) = lnE
[
epL1
]
. Notons
Ht,ξ(x) =
{
Et
[
H
((
Ft + aFbF
)
ebF βx+ξt,T − aFbF
)]
si bF 6= 0
Et [H (Ft + aF (βx+ ξt,T ))] si bF = 0
et Q0t,ξ et Q
1
t,ξ les parties paires de y → Ht,ξ (y) e−
bF β
2 y et de y → H ′t,ξ (y) e−
bF β
2 y,
c'est-à-dire
Q0t,ξ(x) =
Ht,ξ (y) e−
bF β
2 y +Ht,ξ (−y) e
bF β
2 y
2
,
Q1t,ξ(x) =
H ′t,ξ (y) e
− bF β2 y +H ′t,ξ (−y) e
bF β
2 y
2
.
Proposition 4.11.3. Le payoﬀ Pt(Xt,T ) de couverture robuste (qui vériﬁe
(4.11.1)) vaut :
Pt(x) = e
bS
2 xQ0t,ξ(x)− e
bS
2 x |x|
ˆ
[0,|x|]
Q0t,ξ(y)
√
x2 − y2J1
(
µβ
√
x2 − y2
) 4dy
µβ
+ e
bS
2 xsign(x)
ˆ
[0,|x|]
(
ρQ1t,ξ (y)−
bSQ
1
t,ξ (y)
2
)
J0
(
µβ
√
x2 − y2
)
dy
avec µβ =
√
b2F β
2−b2S
2 et où Jν désigne la fonction de Bessel de première espèce.
Corollary 4.11.4. Supposons bS , bF 6= 0. Dans le cas du call H(FT ) =
(FT −K)+, on a l'approximation du payoﬀ ρ-neutre par un call et un put :
Pt(Xt,T ) ' (Ft−K)++ρm0t (ST − St)+(1− ρ)mct (ST − kct )++(1 + ρ)mpt (kpt − ST )+
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où lS(x) = aS + bSx, lF (x) = aF + bFx et
kct =
(
aS
bS
+ St
)
e
bS
bF β
| ln( lF (Ft)
lF (K)
)| − aS
bS
,
kpt =
(
aS
bS
+ St
)
e
− bSbF β | ln(
lF (Ft)
lF (K)
)| − aS
bS
,
mct =
β
2
√
lF (Ft)lF (K)
lS(St)
e
− bS2bF β | ln(
lF (Ft)
lF (K)
)|
,
mpt =
β
2
√
lF (Ft)lF (K)
lS(St)
e
bS
2bF β
| ln( lF (Ft)
lF (K)
)|
,
m0t = β
lF (Ft)
lS(St)
.
4.11.3. Applications. On suppose ici que les dynamiques de S et du fond F
sont respectivement données par
dSt
St
= σtdWSt et
dFt
Ft
=
√
vFt dW
F
t
(ie aS = aF = 0 et bS = bF = 1) avec
vFt = β
2σt + ε2
On peut réécrire F sous la forme (4.11.2) :
dFt
Ft
= βρσtdWSt + β
√
1− ρ2σtdW⊥t + dW t
= βρ
dSt
St
+ β
√
1− ρ2σtdW⊥t + dW t
où WS , W⊥ et W  sont des mouvements Brownien indépendants (et aussi indé-
pendants de σ). Alors
FT = FteβρXt,T+β
√
1−ρ2 ´ T
t
σsdW
⊥
s +(W

T−W t )−
β2〈X〉t,T+2(T−t)
2
Donnons quelques exemples de tels fonds :
 Applications aux stratégies dynamiques Constant-Mix et CPPI
On s'intéresse aux stratégies dynamiques pour l'allocation d'actif, plus préci-
sément aux stratégies Constant Mix et Constant Proportion Portfolio Insurance
(CPPI) (voir [PS88]).
Constant Mix : En prenant les taux d'intérêt (on utilise les valeurs forwards de
la stratégies et des prix), la gestion Constant-Mix M est un stragégie avec eﬀet de
levier (avec un multiplicateur m) : il s'agit une option mixte telle que
dMt
Mt
= m
dSt
St
⇒ MT = MtemXt,T+
m(1−m)
2 〈X〉t,T ,
c'est-à-dire β = m, ρ = 1 et  = 0 avec les notations précédentes pour les
options sur fond.
Le Constant Mix est un portefeuille optimal pour une utilité CRRA dans le
modèle de Black-Scholes.
CPPI : Le CPPI est un fond à coussin (avec une valeur plancher P ) avec un
eﬀet de levier La richesse au dessus du plancher Pt est investi avec un eﬀet de levier
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(avec un multiplicateur m). Avec des taux d'intérêt nuls, le CPPI C peut être vu
comme la combinaison d'un Constant-Mix et d'une valeur plancher P
dCt = m(Ct − P )dSt
St
⇒ CT = P + (Ct − P )emXt,T+
m(1−m)
2 〈X〉t,T .
 Un fond à volatilité benchmarkée dont la dynamique vaut :{
dFt
Ft
=
√
vFt dW
⊥
t
dSt
St
=
√
σtdW
S
t
avec vFt = β
2σ2t + ε
2 (ρ = 0)
 Un fond benchmarké dont la dynamique vaut :
dFt
Ft
= β
dSt
St
+ εdW⊥t ⇒ FT = FteβXt,T+
√
T−tZ− (β
2−β)〈X〉t,T+2(T−t)
2
où Z ∼ N (0; 1) indépendante de Xt,T .
 Un fond benchmarké avec une volatilité benchmarkée dont la dynamique vaut :
dFt
Ft
= ρβ
dSt
St
+
√
(1− ρ2)β2vSt + ε2dW⊥t
avec vFt = β
2σt + ε2,
On cherche à couvrir H(FT ). On note Pt le payoﬀ de couverture robuste donné
par la proposition (4.11.3) et
∆Ft =
∂
∂Ft
Et [H(FT )] ,
∆St = Et [P ′t (Xt,T )] .
Pour répliquer H(FT ), la stratégie robuste est donnée à la date t par une position
dynamique avec :
 ∆Ft futures sur FT
 une option Pt(ln(STSt ))
 −∆St futures sur ST
Remarque : La position ∆Ft futures sur FT permet de se couvrir en delta (en F ).
La position Pt(ln(STSt ))−∆St ST est delta nulle et permet de se couvrir en véga.
Exemple du call. On cherche à couvrir le call (FT −K)+. Avec
Ht,ξ(x) = Et
[(
Fte
βx+
√
T−tZ− 2(T−t)2 −K
)+]
, avec Z ∼ N(0, 1)
et avec Q0t,ξ(x) et Q
1
t,ξ(x) les parties paires de Ht,ξ (x) e
− βx2 et de H ′t,ξ (x) e
− βx2 ),
on obtient à partir de la proposition (4.11.3)
Pt(x) = e
x
2Q0t,ξ(x)− e
x
2 |x|
ˆ
[0,|x|]
Q0t,ξ(x)(y)
√
x2 − y2J1
(√
β2 − 1
2
√
x2 − y2
)
8dy√
β2 − 1
+ e
x
2 sign(x)
ˆ
[0,|x|]
(
ρQ1t,ξ (y) e
− βy2 +
Q0t,ξ(y)
2
)
J0
(√
β2 − 1
2
√
x2 − y2
)
dy
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Payoff de couverture sur Indice d'un Call 1Y : F=110%, K=100%, beta=80%
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Fig. 4.11.1. Proﬁl sur l'indice pour couvrir le véga du call sur le
fond, f = 110%, K = 100% et β = 80%
Payoff de couverture sur Indice d'un Call 1Y : F=110%, K=100%, beta=80%
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Fig. 4.11.2. Proﬁl sur l'indice en fonction de 
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Si ε2 est petit, le proﬁl du payoﬀ sur S peut être approximé par un call et un
put (sur ST ) qui sont donnés par le corollaire (4.11.4) : Pt(Xt,T ) ' P appt (ST )
P appt (ST ) =(Ft −K)+ + ρβFt
(
ST
St
− 1
)
+ (1− ρ) β
2
√
FtKα
− 12
t
(
ST
St
− αt
)+
+ (1 + ρ)
β
2
√
FtKα
1
2
t
(
α−1t −
ST
St
)+
avec αt = exp( 1β
∣∣ln (FtK )∣∣).
Ce call et ce put permettent de se couvrir en véga (et au premier ordre en
correlation). Il reste à se couvrir en delta. Les deltas sur les options sur le sous-
jacent S sont supposés connus. Il reste à calculer le delta du call sur le fond F de
manière modèle indépendant. Nous avons :
∆Ft =
∂Et
[
(FT −K)+
]
∂Ft
,
∆St =
∂Et [P appt (ST )]
∂St
,
La stratégie de couverture à la date t a une position dynamique avec :
◦ ∆Ft contrats futures sur FT
◦ une option P appt (ST )
◦ −∆St contrats futures sur ST
Remark 4.11.5. ∆Ft peut être calculé de manière robuste en la corrélation
(avec une erreur à l'ordre 2). En eﬀet, comme
∆Ft = Et
[
1FT≥K
FT
Ft
]
il suﬃt de trouver le payoﬀ ρ-neutre sur ST en appliquant le résultat de la propo-
sition (4.11.3) à 1FT≥K
FT
Ft
.
Simulation du marché. Pour la simulation, on suppose que St suit le modèle
de Heston (cf ([Hes93])) :
dSt
St
=
√
vSt dW
S
t ,
dvSt = k(v
S
∞ − vSt )dt+ ξ
√
vSt dW
v
t ,
et pour le fond
dFt
Ft
=
√
vFt dW
F
t avec v
F
t = β
2vSt + ε
2
On suppose :
〈
dWSt , dW
v
t
〉
= ρS ,
〈
dWFt , dW
S
t
〉
= 0 et
〈
dWFt , dW
v
t
〉
= ρF (avec
(ρS)2 + (ρF )2 < 1). L'hypothèse d'indépendance entre σ et WS n'est pas respectée
(si ρS 6= 0), on va tester la robustesse par rapport à cette corrélation.
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Pour les simulations, les valeurs standards des paramètres sont
F0 = 1
S0 = 1
T = 1
K = 1
β = 0.8
 = 0.05
vS∞ = 0.033
vS0 = 0.022
k = 0.62
ξ = 0.55
et les corrélations (ρS et ρ⊥) sont les paramètres étudiés.
Fond à volatilité benchmarkée. Dans le cas d'un fond à volatilité benchmarkée,
c'est-à-dire ρ = 0 (ie
〈
dWSt , dW
F
t
〉
= 0), la couverture ρ-neutre est eﬃcace.
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Fig. 4.11.3. Etude du P&L (moyenne et écart-type) pour une cou-
verture hebdomadaire (1 courbe = 1 niveau de corrélation Fonds -
Vol)
4.11. OPTIONS SUR FOND 179
-2,00%
-1,00%
0,00%
1,00%
2,00%
3,00%
4,00%
5,00%
-80% -60% -40% -20% 0% 20% 40% 60% 80%
rho_S
-80%
-50%
-30%
0%
30%
50%
80%
Prime
0,00%
0,20%
0,40%
0,60%
0,80%
1,00%
1,20%
1,40%
1,60%
1,80%
2,00%
-100% -50% 0% 50% 100%
-80%
-50%
-30%
0%
30%
50%
80%
Fig. 4.11.4. Etude du P&L (moyenne et écart-type) pour une
couverture journalière (1 courbe = 1 niveau de corrélation Fonds -
Vol)
Fond benchmarké. On suppose que le fond satisfait la relation suivante
dFt
Ft
= β
dSt
St
+ εdW⊥t
où
〈
dS
S , dW
⊥〉 = 0 et 〈dvS , dW⊥〉 = 0.
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Moyenne P&L (1 courbe = 1 niveau de correl Fonds - Vol)
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Fig. 4.11.5. Etude du P&L (moyenne et écart-type) pour une cou-
verture hebdomadaire (1 courbe = 1 niveau de corrélation Fonds -
Vol)
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Fig. 4.11.6. Etude du P&L (moyenne et écart-type) pour une
couverture journalière (1 courbe = 1 niveau de corrélation Fonds -
Vol)
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Ces réplications (journalières et hebdomadaires), indépendantes du modèle,
sont acceptables. On constate que la couverture du call sur fonds benchmarké est
légèrement plus eﬃcace que celle d'un fonds à volatilité benchmarkée.
Plusieurs raisons expliquent l'imperfection de la couverture :
 Nous avons approximé les payoﬀs par des calls et des puts (cette approximation
devient moins bonne quand ε2 (T − t) devient grand).
 Les prix et les deltas (∆St et ∆Ft ) lors de la couverture ont été calculés de ma-
nière rho-neutre, c'est-à-dire qu'ils sont supposés exactes à corrélation nulle et qu'ils
annulent le premier ordre du à la corrélation non nulle. La forme des courbes (pa-
raboliques et non aﬃnes) conﬁrme l'annulation de cette erreur de premier ordre.
 La couverture se fait en temps discret (et non en temps continu). La couverture
modèle indépendant journalière est plus ﬁable que celle hebdomadaire (surtout avec
une faible corrélation).
4.11.4. Application aux paniers rebalancés. On considère le panier reba-
lancé constitué de deux actifs risqués de prix S1t et S
2
t . La dynamique de son prix
est la suivante
dBt
Bt
= α
dS1t
S1t
+ (1− α) dS
2
t
S2t
.
On réécrit la dynamique du panier dans le numéraire S2t
d
(
Bt
S2t
)
(
Bt
S2t
) = αd
(
S1t
S2t
)
(
S1t
S2t
) .
On considère un call sur la valeur terminale du panier (BT −K)+. On peut donc
appliquer les résultats précédents dans le numéraire S2t et réécrire le résultat dans
le numéraire cash, ce qui donne le proﬁl dynamique répliquant suivant
P˜t(S1T , S
2
T ) ' (Bt−K)++αBt
(
S1T
S1t
− S
2
T
S2t
)
+α
√
BtKe
| ln(Bt
k
)|
2α
(
S2T
S2t
e−
| ln(Bt
k
)|
α − S
1
T
S1t
)+
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4.12. Extension : processus de Lévy
On peut donner une valorisation et une couverture en moyenne variance pour
des dérivés sur la variance réalisée en étant robuste sur le subordinateur du pro-
cessus de Lévy. On étend maintenant les résultats précédents en remplaçant le
mouvement Brownien par un processus de Levy Lt , la variance réalisée par un
subordinateur indépendant V du processus de Lévy et l'actif risqué St = S0eLVt
par un processus exponentielle de Lévy avec changement de temps.
Soit L un processus de Levy sur R déﬁni à l'aide du triplet caractéristique
(A, ν, γ) (voir ([Ber98]))
Lt = γt+ σWt +
ˆ
R
xµ˜(dx, [0, t]),
E
[
epLt
]
= etψ(p),
ψ(p) =
Ap2
2
+ γp+
ˆ
R
(
epx − 1− px1|x|≤1
)
ν(dx),
où W est un mouvement Brownien et µ˜ est une mesure de Poisson compensée
µ˜(ds, dt) = µ(ds, dt) − ν(dt) indépendante de W . On suppose que |ψ(p)| < +∞
pour tout p ∈ C.
On considère le processus de Lévy avec changement de temps
Xt = LVt
où Vt est un subordinateur continu et indépendant de L. On note Lt,t′ = Lt′ − Lt
(idem pour X et V ).
L'actif risqué est maintenant déﬁni par l'exponentielle du processus de Levy
St = S0 exp(X0,t)
= S0 exp(LVt).
On cherche à valoriser une option ξT telle que
ht(v) = E [ξT |Ft, Vt,T = v]
en notant Ft = σ (Xs, s ≤ t) et FLt = σ (Ls, s ≤ t) (ie Ft = FLVt). Comme dans
les parties précédentes, on va chercher à valoriser et à couvrir ξT ou ht(Vt,T ) à
l'aide d'option européenne sur Xt,T (ou bien de manière équivalente sur eXt,T ) de
maturité T .
Généralement, l'option à valoriser sera de la forme ξT = Ht(Xt,T , Vt,T , Z) avec
Ht est Ft-mesurable et Z une variable aléatoire indépendante de σ(Ft, Xt,T , Vt,T ).
C'est bien si le cas ξT = H(XT , L1VT , L
2
T ) où L
1 et L2 sont aussi des processus de
Lévy indépendants L à valeurs dans Rd1 et Rd2 . Par exemple, pour une option sur
la variance réalisée L1VT = [X]T ou sur un fond de la forme FT = f(LVT , L
1
VT
, L2T ).
On suppose, comme dans la partie précédente, que les taux d'intérêt sont nuls
et l'actif risqué est martingale. D'où eLt est une martingale et ψ(1) = 0.
On remarque que ψ est convexe et ψ(0) = ψ(1) = 0. On suppose que S
n'est pas constant p.s.. On a P (Lt > 0) > 0 et P (Lt < 0) > 0, ce qui implique
limp→±∞ ψ(p) = +∞. On a ψ(0) = 0. On suppose ψ′(0) 6= 0, i.e. minp ψ(p) < 0.
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On peut alors déﬁnir les bijections φ+ : R+ → R+ et φ− : R+ → R+ strictement
croissantes déﬁnies par :
ψ (1 + φ+(y)) = ψ (−φ−(y)) = y, ∀y ≥ min
p
ψ(p).
On a alors l'égalité
(4.12.1) eyVt = E
[
e(p++φ+(y))LVt |Vt
]
= E
[
e(p−−φ−(y))LVt |Vt
]
∀y ∈ R+
Remark 4.12.1.  Dans le cas continu, Xt =
´ t
0
σsdWs− 12
´ t
0
σ2sds = BVt − Vt2
avec Vt =
´ t
0
σ2sds et B un mouvement Brownien standard, on a ψ(p) =
p2−p
2 . D'où
φ±(y) =
1
2
±
√
1
4
+ 2y, ∀y ∈ R+.
Supposons ht(v) =
´
R+ e
yvmt(dy) oùm est une mesure vériﬁant
´
R+ e
yv|mt|(dy) <
+∞ ∀v ≥ 0. Soit θ : R+ → R tel que ´R+ eyv |θ(y)| |mt|(dy) < +∞ ∀v ≥ 0 (par
exemple avec θ borné). En prenant
Pt(x) =
ˆ
R+
{
θ(y)e(1+φ+(y))x + (1− θ(y)) e(−φ−(y))x
}
mt(dy),
alors l'égalité (4.12.1) implique
E [|Pt(LVt,VT )| |Ft, Vt,T ] ≤ E
[ˆ
R+
{
|θ(y)| e(1+φ+(y))LVt,VT + |1− θ(y)| e(−φ−(y))LVt,VT
}
|mt| (dy)|Ft, Vt,T
]
≤
ˆ
R+
(1 + 2 |θ(y)|)eyVt,T |mt| (dy)
< +∞,
et donne l'inégalité
E [Pt(LVt,VT )|Ft, Vt,T ] = E
[ˆ
R+
{
θ(y)e(1+φ+(y))LVt,VT + (1− θ(y))e(−φ−(y))LVt,VT
}
mt(dy)|Ft, Vt,T
]
=
ˆ
R+
eyVt,Tmt(dy)
= ht(Vt,T ).
Ainsi, l'option européenne Pt(Xt,T ) permet de valoriser l'option ξT :
E [Pt(LVt,VT )|Ft] = E [ξT |Ft] .
On a un degré de liberté avec le paramètre θ. On peut l'utiliser soit pour être ro-
buste par rapport à un petit changement de modèle, soit pour une couverture en
moyenne variance.
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4.12.1. Valorisation robuste. Supposons ξT = Ht(Xt,T , Vt,T , Z) avec Ht
est Ft-mesurable et Z une variable aléatoire indépendante de σ(Ft, Xt,T , Vt,T ).
On cherche une option européenne Pt(LVT − LVt) telle que
E [Pt(Xt,T )|Ft, Vt,T ] = E [ξT |Ft, Vt,T ] ,
E
[
Pt (Xt,T )
Xt,T
Vt,T
|Ft, Vt,T
]
= E
[
ξT
Xt,T
Vt,T
|Ft, Vt,T
]
.(4.12.2)
Posons
ht(v) = E [ξT |Ft, Vt,T = v] ,
gt(v) = E
[
ξT
Xt,T
Vt,T
|Ft, Vt,T = v
]
.
On suppose que
ht(v) =
ˆ
R+
eyvmht(dy),
gt(v) =
ˆ
R+
eyvmgt(dy),
où mht et mgt sont des mesures vérifantˆ
R+
eyv(|mht |+ |mgt |)(dy) < +∞.
On construit de manière linéaire Pt = Pv(ht, gt) = Pv(ht, 0) + Pv(0, gt)
Pv(ht, 0)(x) =
ˆ
R+
{
θ0(y)e(1+φ+(y))x + (1− θ0(y)) e−φ−(y)x
}
mt(dy),
Pv(0, gt)(x) =
ˆ
R+
{
e(1+φ+(y))x − e−φ−(y)x
}
θ1(y)mt(dy),
avec
θ0(y) =
φ′+(y)
φ′+(y) + φ′−(y)
=
ψ′(pmin − φ−(y))
ψ′(pmin − φ−(y))− ψ′(pmin + φ+(y)) ,
θ1(y) =
φ′+(y)φ
′
−(y)
φ′+(y) + φ′−(y)
=
1
ψ′(1 + φ+(y))− ψ′(−φ−(y)) .
Proposition 4.12.2. On a
E [Pv(ht, 0)(Xt,T )|Ft, Vt,T = v] = ht(v),
E [Pv(0, gt) (Xt,T )Xt,T |Ft, Vt,T = v] = gt(v),
E [Pv(ht, 0)(Xt,T )Xt,T |Ft, Vt,T ] = E [Pv(0, gt) (Xt,T ) |Ft, Vt,T ] = 0.
Donc Pv(ht, gt) vériﬁe (4.12.2).
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Comme pour l'erreur sur la corrélation dans le cas continu (proposition (4.8.7)),
on va obtenir une erreur à l'ordre 2 avec un choc sur la loi de X . On pose Xt,T =
LVT − LVt où L est un processus de Lévy dont la loi est déﬁnie par
ψ(p) = ln
E
[
epL

t
]
t
= ψ(p+ ), ∀p ∈ C.
Proposition 4.12.3. En posant Xt,T = Xt,T +Vt,T et ξ

T = Ht(X

t,T , Vt,T , Z),
on a l'approximation au deuxième ordre en  au voisinage de 0 :
E [ξT |Ft, Vt,T ] = E
[
Pv(ht, gt)(Xt,T )|Ft, Vt,T
]
+O(2).
4.12.2. Couverture en variance moyenne. En marché complet, le risque
s'eﬀace entièrement à l'aide d'une stratégie de couverture par un portefeuille de
réplication. Cependant, en marché incomplet, il faut rajouter un critère supplé-
mentaire pour déterminer une stratégie de couverture raisonnable (la couverture ne
sera que partielle). Nous allons nous intéresser à une approche courante : la couver-
ture en variance-moyenne. Il s'agit de minimiser l'erreur de couverture quadratique
sur l'ensemble des stratégies admissibles :
min
Y ∈A
E
[
(ξT − YT )2
]
où ξT est le payoﬀ de l'option et A est l'ensemble des stratégies admissibles. Habi-
tuellement, les stratégies admissibles sont des portefeuilles qui traitent uniquement
sur l'actif risqué S (voir par exemple [Pha00] et [Sch01]). Ici, l'ensemble A des
stratégies admissibles est déﬁni comme l'ensemble des portefeuilles qui traitent dy-
namiquement des options européennes sur l'actif risqué S de maturité T .
On regarde maintenant des dérivés sous la forme ξT vériﬁant
ξT = ht(Vt,T ) +
ˆ VT
Vt
δs (Vs,T )σdWs +
ˆ
R
Us(x, Vs,T )µ˜(dx, ds) +MVT −MVt .
où M est une martingale vériﬁant [dMs, dLs] = 0 et
ht(v) = E [ξT |FVt , Vt,T = v] ,
δt(v) = E
[
DtξT
σ
|FVt , Vt,T = v
]
,
Ut(x, v) = E
[
ξT |FV −t , Vt,T = v,∆Xt = x
]
− E
[
ξT |FV −t , Vt,T = v
]
.
où Dt est la dérivée de Malliavin par rapport W (cf ([Nua95])).
On suppose que l'on a les décompositions à l'aide des fonctions exponentielles
suivantes :
ht(v) =
ˆ
R+
eyvαht (y)m(dy),
δt(v) =
ˆ
R+
eyvαδt (y)m(dy),
Ut(x, v) =
ˆ
R+
eyvαxt (y)m(dy),
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où m est une mesure vériﬁantˆ
R+
eyv{|αht (y)|+ |αδt |+
ˆ
R
|αxt (y)|ν(dx)}|m|(dy) < +∞, ∀v > 0,∀t ∈ [0, T ].
On considère
Pc(ht, δt, Ut)(x) =
ˆ
R+
{
θt(y)e(1+φ
+(y))x +
(
αht (y)− θt(y)
)
e−φ
−(y)x
}
mt(dy)
avec
θt(y) = (1 + φ+(y) + φ−(y)) (αδt(y) + αht(y)φ−(y))σ
2/A(y)
+
ˆ
R
(
αxUt(y)− αht(y)
(
e−φ−(y)x − 1
))(
e(1+φ+(y))x − e−φ−(y)x
)
ν(dx)/A(y),
A(y) = |1 + φ+(y) + φ−(y)|2 σ2 +
ˆ
R
∣∣∣e(1+φ+(y))x − e−φ−(y)x∣∣∣2 ν(dx).
La proposition suivante nous indique que notre couverture robuste est déterminée
par la position dynamique à la date t par l'option européenne de payoﬀ Pt(Xt,T ).
Proposition 4.12.4. La réplication dynamique avec une position sur Pc(ht, δt, Ut)(Xt,T )
à la date t couvre en moyenne variance (c'est-à-dire minimise l'erreur quadra-
tique de réplication avec une couverture dynamique sur l'ensemble des options eu-
ropéennes de maturité T ).
En outre, l'option Pc(ht, δt, Ut)(Xt,T ) permet de valoriser ξT :
E [Pc(ht, δt, Ut)(Xt,T )|Ft, Vt,T = v] = E [ξT |Ft, Vt,T = v] , ∀v ≥ 0.
4.12.3. Marché complet. On se place dans le cadre d'un marché complet,
c'est-dire que le processus de Lévy L est
 soit un mouvement Brownien (dans le cas continu) et Vt représente la variance
inconnue
 soit un processus de Poisson et Vt représente l'intensité inconnue.
Comme dans la première partie, on va s'intéresser aux options de la forme
ξT = H(XT , VT ) = Ht(Xt,T , Vt,T ) (avec Ht Ft-mesurable) par souci de simplication
(on peut facilement étendre le résultat au cas où ξT = Ht(Xt,T , Vt,T , Z) avec Z
indépendant de (XT , VT ) en prenant l'espérance conditionnelle).
4.12.3.1. Cas continu. Dans le cas continu, on retrouve la stratégie et les ré-
sultats de la première partie.
Proposition 4.12.5. On suppose que Xt = BVt − Vt2 où B est un mouvement
Brownien standard indépendant de la variance Vt =
´ t
0
σ2sds. Le payoﬀ de couverture
robuste en moyenne variance de ξT = H(XT , VT ) et celui pour sa valorisation
robuste sont les mêmes : Pv(ht, gt) = Pc(ht, δt, Ut). Avec la position dynamique
sur Pt(Xt,T ), on obtient la valorisation et la couverture pour toutes variances Vt,T
indépendantes de B.
4.12.3.2. Cas discontinu.
Proposition 4.12.6. On suppose que Xt = aNVt −eaVt où N est un processus
de Poisson standard indépendant de l'intensité Vt =
´ t
0
λsds. Le payoﬀ de couverture
robuste en moyenne variance et celui pour la valorisation robuste sont les mêmes
Pv(ht, gt) = Pc(ht, δt, Ut). Avec une position sur Pt(Xt,T ), on obtient la valorisation
et la couverture pour toutes intensités Vt,T indépendantes de N .
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4.12.4. Discrétisation du payoﬀ. Ici, nous cherchons à décomposer la fonc-
tion ft : R+ → R sous la forme v ∈ R+ →
∑
k≥0 ake
kv pour ft(v) = ht(v), gt(v), δt(v) ou Ut(x, v).
Pour cela, on va faire une approximation uniforme comme dans la proposition
(4.9.3) (une approximation par régression linéaire est aussi possible comme dans la
proposition (4.9.4)).
Proposition 4.12.7. On suppose que ft est continue et que Vt,T bornée par
m, on a 1 ≤ eVt,T ≤ 1 +M = em. En notant
bftn,k =
n∑
i=0
ft(ln(1 +
iM
n
))(−1)k+i
n∑
j=i
1j≥k
M j
(
n
j
) (j
k
)(
j
i
)
,
Bftn =
∑n
k=0 b
ft
n,ke
kv converge uniformément sur [0,m].
On approxime alors Pv(ht, gt) et Pc(ht, δt, Ut) par Pv(Bhtn , B
gt
n ) et par Pc(B
ht
n , B
δt
n , B
Ut
n ).
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4.13. Preuves
Preuve proposition (4.8.6).
Démonstration. Supposons qu'il existe g ∈ Ht(R) vériﬁant : ∀v > 0
E
[
g (Xt,T ) |Ft, 〈X〉t,T = v
]
= ht(v),
∂
∂x
E
[
g (Xt,T ) |Ft, 〈X〉t,T = v
]
= δt(v).
Comme Xt,T =
√
vN − v2 avec N ∼ N (0; 1), on a ∀v ≥ 0
∂
∂x
E
[
g (Xt,T ) |Ft, 〈X〉t,T = v
]
= E
[
g′ (Xt,T ) |Ft, 〈X〉t,T = v
]
=
1
v
E
[
g (Xt,T )
(
Xt,T +
〈X〉t,T
2
)
|Ft, 〈X〉t,T = v
]
,
et ˆ
R
g
(√
vx′ − v
2
)
e−
x′2
2
dx′√
2pi
= ht(v),
ˆ
R
g′
(√
vx′ − v
2
)
e−
x
′2
2
dx′√
2pi
= δt(v).
A l'aide du changement de variable x = x′ −
√
v
2 , on a :ˆ
R
g
(√
vx
)
e−
√
vx
2 e−
x2
2
dx√
2pi
= e
v
8 ht(v),
ˆ
R
g′
(√
vx
)
e−
√
vx
2 e−
x2
2
dx√
2pi
= e
v
8 δt(v).
On fait une intégration par partie à la deuxième égalité :
ˆ
R
g′
(√
vx
)
e−
√
vx
2 e−
x2
2
dx√
2pi
=
ˆ
R
g
(√
vx
)
e−
√
vx
2 e−
x2
2
(
x√
v
+
1
2
)
dx√
2pi
.
D'où ˆ
R
g
(√
vx
)
e−
√
vx
2 e−
x2
2 dx =
√
2pie
v
8 ht(v),
ˆ
R
√
vxg
(√
vx
)
e−
√
vx
2 e−
x2
2 dx =
√
2pive
v
8 δt(v)−
√
2pi
2
ve
v
8 ht(v).
En décomposant g(x)e−
x
2 par parité, on obtient les fonctions Gi, Gp : R+ → R :
g(x)e−
x
2 = |x|Gp(x2) + sign(x)Gi(x2).
On peut avoir Gp(0) =∞. Or,
E
[
|g(Xt,T )| |Ft, 〈X〉t,T = v
]
=
ˆ
R
∣∣√v |x|Gp(vx2) + sign(x)Gi(vx2)∣∣ e− x22 dx√
2pi
=
ˆ
R+
∣∣√vxGp(vx2) +Gi(vx2)∣∣ e− x22 dx√
2pi
+
ˆ
R+
∣∣√vxGp(vx2)−Gi(vx2)∣∣ e− x22 dx√
2pi
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et
E
[
|Xt,T g(Xt,T )| |Ft, 〈X〉t,T = v
]
=
ˆ
R
∣∣vx2Gp(vx2) + vxGi(vx2)∣∣ e− x22 dx√
2pi
=
ˆ
R+
∣∣vx2Gp(vx2) + vxGi(vx2)∣∣ e− x22 dx√
2pi
+
ˆ
R+
∣∣vx2Gp(vx2)− vxGi(vx2)∣∣ e− x22 dx√
2pi
On en déduit
sup
{∣∣|x|Gp(x2)e x2 ∣∣Ht , ∣∣Gi(x2)e x2 ∣∣Ht} ≤ |g|Ht
|g|Ht ≤
∣∣|x|Gp(x2)e x2 ∣∣Ht + ∣∣Gi(x2)e x2 ∣∣Ht
d'où une équivalence entre g ∈ Ht et |x|Gp(x2)e x2 , sign(x)Gi(x2)e x2 ∈ Ht.
La symétrie de la gaussienne et la parité permettent d'annuler les termes suivantsˆ
R
sign(
√
vx)Gi(vx2)e−
x2
2 dx =
ˆ
R
√
vx
∣∣√vx∣∣Gp(vx2)e− x22 dx = 0
d'où ˆ
R
∣∣√vx∣∣Gp(vx2)e− x22 dx = √2pie v8 ht(v)
ˆ
R
∣∣√vx∣∣Gi(vx2)e− x22 dx = √2pive v8 δt(v)− √2pi2 ve v8 ht(v)
Par symétrie, on a :
2
ˆ +∞
0
√
vxGp(vx2)e−
x2
2 dx =
√
2pie
v
8 ht(v),
2
ˆ +∞
0
√
vxGi(vx2)e−
x2
2 dx =
√
2pive
v
8 δt(v)−
√
2pi
2
ve
v
8 ht(v).
En faisant le changement de variable t = vx2 et avec λ = 12v , on obtient :
LGp(λ) =
ˆ +∞
0
Gp(t)e−λtdt =
√
pie
1
16λht
(
1
2λ
)
,
LGi(λ) =
ˆ +∞
0
Gi(t)e−λtdt =
√
pi
2
λ−
3
2 e
1
16λ δt
(
1
2λ
)
−
√
pi
4
λ−
3
2 e
1
16λht
(
1
2λ
)
.
et
g(x) = P (ht, 0)(x) + P (0, δt)(x)
avec P (ht, 0)(x) = |x|Gp(x2)e x2 ∈ Ht et P (0, δt)(x) = sign(x)Gi(x2)e x2 ∈ Ht.
Réciproquement, si P (ht, δt) ∈ Ht, alors P (ht, δt) vériﬁe (4.8.1). 
Preuve de proposition (4.8.7).
Démonstration. On a
S
(ρ)
T = S
(ρ)
t exp
(√
1− ρ2
ˆ T
t
σsdW
1
s + ρ
ˆ T
t
σsdW
2
s −
〈X〉t,T
2
)
= S(ρ)t e
Xt,T exp
(
(
√
1− ρ2 − 1)
ˆ T
t
σsdW
1
s + ρ
ˆ T
t
σsdW
2
s
)
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où W 1 et W 2 sont des mouvements Brownien Ft-adaptés, σ et W 2 sont adaptés
à une ﬁltration Ht ⊆ Ft avec Ht et FW 1t indépendants et où B ∼ N (0, 1) est
indépendant de Ft et de HT . On en déduit que
Et
[
H
(
lnS(ρ)T , 〈X〉T
)]
= Et
[
E
[
H
(
lnS(ρ)t +Xt,T , 〈X〉T
)
|Ft,HT
]
|Ft
]
+ Et
[
ρ
ˆ T
t
σsdW
2
s E
[
∂
∂x
H
(
lnS(ρ)t +Xt,T , 〈X〉T
)
|Ft,HT
]]
+O(ρ2)
= Et
[
ht(〈X〉t,T )|Ft
]
+ ρEt
[
δt(〈X〉t,T )
ˆ T
t
σsdW
2
s |Ft
]
+O(ρ2)
et
Et
[
Pt
(
ln(
S
(ρ)
T
S
(ρ)
t
)
)]
= Et
[
E
[
Pt(Xt,T ) +
∂
∂x
Pt(Xt,T )ρ
ˆ T
t
σsdW
2
s |Ft,HT
]
|Ft
]
+O(ρ2)
= Et
[
ht(〈X〉t,T )|Ft
]
+ ρEt
[
δt(〈X〉t,T )
ˆ T
t
σsdW
2
s |Ft
]
+O(ρ2).
ce qui permet d'obtenir le résultat souhaité :
Et
[
Pt
(
ln(
S
(ρ)
T
S
(ρ)
t
)
)]
= Et
[
H
(
lnS(ρ)T , 〈X〉T
)]
+O(ρ2).

Preuve du lemme (4.9.1).
Démonstration. Soit α > − 12 et α′ > − 32 . Considérons ∀v > 0
ht(v) = vαeβv−
θ
v ,
δt(v) = vα
′
eβv−
θ
v .
Soit x ∈ R. D'après la proposition (4.8.6), on a
P (ht, 0)(x) =
√
pie
x
2 |x| L−1
(
e
1
16λ
λ
1
2
ht
(
1
2λ
))
(x2)−
√
pi
4
e
x
2 sign(x)L−1
(
e
1
16λ
λ
3
2
ht
(
1
2λ
))
(x2)
=
√
pi
2α
e
x
2 |x| L−1
(
e(
β
2 +
1
16 ) 1λ−2θλ
λα+
1
2
)
(x2)−
√
pi
2α+2
e
x
2 sign(x)L−1
(
e(
β
2 +
1
16 ) 1λ−2θλ
λα+
3
2
)
(x2).
Une propriété de la fonction de Bessel modiﬁée de première espèce Iν (voir [AS72])
L
(
t→
(
t
a
) ν−1
2
Iν−1(2
√
at)
)
(p) =
e
a
p
pν
, ν > 0.
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et la propriété de translation de la transformée de Laplace L(f(t)−at) = Lf(.+ a)
impliquent
P (ht, 0)(x) =
√
pi
2
e
x
2 |x|
(
x2 − 2θ
2β + 14
)α− 12
2
Iα− 12
(√
(2β +
1
4
)(x2 − 2θ)
)
1x2≥2θ.
−
√
pi
2
√
2
e
x
2 sign(x)
(
x2 − 2θ
2β + 14
)α+ 12
2
Iα+ 12
(√
(2β +
1
4
)(x2 − 2θ)
)
1x2≥2θ.
De la même manière, on obtient
P (0, δt)(x) =
√
pi
2
e
x
2 sign(x)L−1
(
e
1
16λ
λ
3
2
δt
(
1
2λ
))
(x2)
=
√
pi
2
e
x
2 sign(x)
(
x2 − 2θ
2β + 14
)α′+ 12
2
Iα′+ 12
(√
(2β +
1
4
)(x2 − 2θ)
)
1x2≥2θ
Pour θ = 0 et β = − 18 , en utilisant un équivalent au voisinage de 0 de la fonction
de Bessel modiﬁée de première espèce Iν
Iν(z)(
z
2
)ν = 1Γ(ν + 1) +O(z),
on obtient
P (vαe−
v
8 , 0)(x) =
√
pi
2α
e
x
2 |x|2α
(
1
Γ(α− 12 )
− x
4Γ(α+ 12 )
)
,
P (0, vα
′
e−
v
8 )(x) =
√
pi
2α+1Γ(α+ 12 )
e
x
2 x|x|2α′ .

Preuve de la proposition (4.9.2).
Démonstration. Soit H(XT , 〈X〉T ) = eλ〈X〉T+µXT , alors en notant B ∼
N (0, 1)
ht(v) = E
[
eλ〈X〉T+µXT |Ft, 〈X〉t,T = v
]
= eλ〈X〉t+µXtE
[
eµ
√
vB+(λ−µ2 λ)v
]
= eλ〈X〉t+µXte(λ+
µ2−µ
2 )v,
δt(v) =
∂
∂x
E
[
eλ〈X〉T+µXT |Ft, 〈X〉t,T = v
]
= µE
[
eλ〈X〉T+µXT |Ft, 〈X〉t,T = v
]
= µeλ〈X〉t+µXte(λ+
µ2−µ
2 )v.
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En appliquant le lemme (4.9.1) à la fonction v 7→ vαeβv− θv (avec α = θ = 0,
β = λ+ µ
2−µ
2 ), on obtient
P (eβv, 0)(x) =
√
pi
2
e
x
2
√
|x|
(
2β +
1
4
) 1
4
I− 12
(
|x|
√
2β +
1
4
)
−
√
pi
2
√
2
e
x
2 sign(x)
√
|x|
(
2β +
1
4
)− 14
I 1
2
(
|x|
√
2β +
1
4
)
,
P (0, eβv)(x) =
√
pi
2
e
x
2 sign(x)
√
|x|
(
2β +
1
4
)− 14
I 1
2
(
|x|
√
2β +
1
4
)
.
Or,
I− 12 (x) =
√
2
pi
cosh(x) et I 1
2
(x) =
√
2
pi
sinh(x),
d'où
P (ht, 0)(x) = eλ〈X〉t+µXt
{
e
x
2 cosh (xp(µ, λ))− e
x
2 sinh (xp(µ, λ))
2p(µ, λ)
}
,
P (0, δt)(x) = eλ〈X〉t+µXtµe
x
2
sinh (xp(µ, λ))
p(µ, λ)
,
Pt(x) = eλ〈X〉t+µXte
x
2
{
cosh (xp(µ, λ)) +
µ− 12
p(µ, λ)
sinh (xp(µ, λ))
}
= eλ〈X〉t+µXt
{(
1
2
+ θ(µ, λ)
)
e(
1
2 +p(µ,λ))x + (
1
2
− θ(µ, λ))e( 12−p(µ,λ))x
}
,
avec p(µ, λ) =
√
1
4 + 2λ+ µ
2 − µ =
√
2β + 14 et θ(µ, λ) =
µ− 12
2p(µ,λ) . 
Preuve de la proposition (4.9.3).
Démonstration. Les approximations de v → e v8 ht(v) et de v → e v8 δt(v) par
les n-ième polynômes de Bernstein Bhtn (v) =
∑n
k=0 b
ht
n,kv
k et Bδtn (v) =
∑n
k=0 b
δt
n,kv
k
impliquent que ht(v) = limn→+∞Bhtn (v)e
− v8 et δt(v) = limn→+∞Bδtn (v)e
− v8 uni-
formément sur [0,M ].
Or, d'après le lemme (4.9.1),
P (vke−
v
8 , 0)(x) =
√
pi
2k
e
x
2 x2k
(
1
Γ(k − 12 )
− x
4Γ(k + 12 )
)
,
P (0, vke−
v
8 )(x) =
√
pi
2k+1Γ(k + 12 )
e
x
2 x2k+1.
Avec
Pn,t(x) =
√
pie
x
2
n∑
k=0
(
bhtn,k
x2k
2k
{ 1
Γ(k − 12 )
− x
4Γ(k + 12 )
}+ bδtn,k
x2k+1
2k+1Γ(k + 12 )
)
= P
(
Bhtn (v)e
− v8 , Bδtn (v)e
− v8
)
,
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on obtient alors
lim
n→+∞E
[
Pn,t(Xt,T )|Ft, 〈X〉t,T
]
= lim
n→+∞B
ht
n (〈X〉t,T )e−
〈X〉t,T
8 = ht(〈X〉t,T ),
lim
n→+∞
∂
∂x
E
[
Pn,t(Xt,T )|Ft, 〈X〉t,T
]
= lim
n→+∞B
δt
n (〈X〉t,T )e−
〈X〉t,T
8 = δt(〈X〉t,T ).

Preuve de la proposition (4.9.4).
Démonstration. L'espace des polynômes est dense dans [0,M ] dans C([0,M ])
avec la norme uniforme et par conséquent avec la norme L2(µ). En notant Ahtn (v) =∑n
k=0 a
ht
n,kv
k et Aδtn (v) =
∑n
k=0 a
δt
n,kv
k, on a alors ht(v)e
v
8 = limn→+∞Ahtn (v) et
δt(v)e
v
8 = limn→+∞Aδtn (v) sous la norme L2(µ).
Or, d'après le lemme (4.9.1),
P (vke−
v
8 , 0)(x) =
√
pi
2k
e
x
2 x2k
(
1
Γ(k − 12 )
− x
4Γ(k + 12 )
)
,
P (0, vke−
v
8 )(x) =
√
pi
2k+1Γ(k + 12 )
e
x
2 x2k+1.
Donc, avec
Pn,t(x) =
√
pie
x
2
n∑
k=0
(
ahtn,k
x2k
2k
{ 1
Γ(k − 12 )
− x
4Γ(k + 12 )
}+ aδtn,k
x2k+1
2k+1Γ(k + 12 )
)
= P
(
Ahtn (v)e
− v8 , Aδtn (v)e
− v8
)
,
on obtient
lim
n→+∞Et [Pn,t(Xt,T )] = limn→+∞Et
[
Ahtn (〈X〉t,T )e−
〈X〉t,T
8
]
= Et
[
ht(〈X〉t,T )
]
,
lim
n→+∞
∂
∂x
Et [Pn,t(Xt,T )] = lim
n→+∞Et
[
Aδtn (〈X〉t,T )e−
〈X〉t,T
8
]
= Et
[
δt(〈X〉t,T )
]
.

Preuve de la proposition (4.10.1).
Démonstration. Pour le swap de volatilité
√〈X〉T , on a
ht(v) =
√
〈X〉t + v, ∀v ≥ 0,
δt(v) = 0.
Le lemme (4.9.1) appliqué v ∈ R∗+ →
√
v = vαeβv−
θ
v (α = 12 et β = θ = 0) donne
à la date t = 0 (〈X〉t = 0) :
P0(x) =
√
pi
2
e
x
2 |x|
(
I0
(x
2
)
− I1
(x
2
))
.
A la date t, l'identité
√
q =
1
2
√
pi
ˆ +∞
0
1− e−sq
s
3
2
ds
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permet d'obtenir la décomposition
√
〈X〉t + v = v
1
2
√
1
v
〈X〉t + 1
=
1
2
√
pi
ˆ +∞
0
v
1
2 − e−sv 12 e−s〈X〉t 1v
s
3
2
ds.
Il suﬃt alors d'appliquer le lemme (4.9.1) à h(v) = v
1
2 et h(v) = v
1
2 e−s〈X〉t
1
v , puis
d'intégrer. Finalement on obtient :
P (ht, 0)(x) =
e
x
2 |x|
2
√
2
ˆ +∞
0
{
I0
( |x|
2
)
− e−sI0
(√
x2 − s 〈X〉t
2
)
1x2≥s〈X〉t
}
ds
s
3
2
− e
x
2
2
√
2
sign(x)
ˆ +∞
0
{
|x| I1
( |x|
2
)
− e−sI1
(√
x2 − s 〈X〉t
2
)√
x2 − s 〈X〉t1x2≥s〈X〉t
}
ds
s
3
2
.
Pour a ≥ 0, on a
ˆ +∞
0
1− e−s1s≤a2
s
3
2
ds = 2
√
pi + 2
e−a
2
a
− 4
ˆ ∞
a
e−
y2
2 dy.
On note erfc(a) = 2√
pi
´∞
a
e−
y2
2 dy. La formule et le changement de variable u2 =
s 〈X〉t permettent de réécrire l'égalité sous la forme :
P (ht, 0)(x) =
√
pi
2
|x| e x2
(
I0
(x
2
)
− I1
(x
2
)){
1 +
√〈X〉t√
pi |x| e
− x2〈X〉t − erfc
(
|x|√〈X〉t
)}
+
√
〈X〉t
e
x
2 |x|√
2
ˆ |x|
0
e
− u2〈X〉t
{
I0
( |x|
2
)
− I0
(√
x2 − u2
2
)}
du
u2
−
√
〈X〉t
e
x
2√
2
sign(x)
ˆ |x|
0
e
− u2〈X〉t
{
|x| I1
( |x|
2
)
− I1
(√
x2 − u2
2
)√
x2 − u2
}
du
u2
.
La formule et le changement de variable u =
√
1− s 〈X〉t|x|2 permettent de réécrire
l'égalité sous la forme :
P (ht, 0)(x) =
√
pi
2
|x| e x2
(
I0
(x
2
)
− I1
(x
2
)){
1 +
√〈X〉t√
pi |x| e
− x2〈X〉t − erfc
(
|x|√〈X〉t
)}
−
√
〈X〉t
e
x
2√
2
ˆ 1
0
e
x2
〈X〉t (u
2−1) {(
I0
(x
2
)
− I0
(ux
2
))
−
(
I1
(x
2
)
− I1
(ux
2
)
u
)} udu
(1− u2) 32
.

Preuve de la proposition (4.10.2).
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Démonstration. Pour le ratio de Sharpe e
XT−1√
〈X〉T
, on a
ht(v) = E
[
eXT − 1√〈X〉T |Ft, 〈X〉t,T = v
]
=
eXt − 1√〈X〉t + v ,
δt(v) =
∂
∂x
E
[
eXT − 1√〈X〉T |Ft, 〈X〉t,T = v
]
=
eXt√〈X〉t + v .
Initialement (t = 0), on a
h0(v) = 0 et δ0(v) = v−
1
2 .
D'où P (h0, 0) = 0. Le lemme (4.9.1) implique
P (0, δ0)(x) =
√
pi
2
e
x
2 sign(x)I0
(x
2
)
A la date t avec 〈X〉t > 0, en utilisant l'identité
q−r =
r
Γ(1− r)
ˆ ∞
0
e−s
1
r qds r > 0, q > 0
avec r = 12 , on obtient :
(〈X〉t + v)−
1
2 = v−
1
2
(
1 +
〈X〉t
v
)− 12
=
1
2
√
pi
ˆ ∞
0
e−
√
s e
−
√
s〈X〉t
v√
v
ds.
Il suﬃt alors d'appliquer le lemme (4.9.1) avec h(v) = δ(v) = e
−
√
s〈X〉t
v√
v
, puis d'in-
tégrer et de faire le changement de variable u =
√
1−√s 〈X〉tx2 .
P (ht, 0)(x) =
(
eXt − 1) 2− 52 e x2 ˆ x4〈X〉2t
0
e−
√
s{
I1
(
|x|
2
√
1−√s 〈X〉tx2
)
√
1−√s 〈X〉tx2
− sign(x)I0
(
|x|
2
√
1−√s 〈X〉t
x2
)
}ds
=
(
eXt − 1)√
2 〈X〉2t
x2e
x
2
ˆ 1
0
e
(u2−1)〈X〉t
x2
{
I1
(
u |x|
2
)
− sign(x)I0
(
u |x|
2
)
u
}
(1− u2)du
et
P (0, δt)(x) = eXt
e
x
2 sign(x)
2
√
2
ˆ x4
〈X〉2t
0
e−
√
sI0
(
|x|
2
√
1−√s 〈X〉t
x2
)
ds
=
√
2eXt
x2e
x
2 sign(x)
〈X〉2t
ˆ 1
0
e
(u2−1)〈X〉t
x2 I0
(
u |x|
2
)
u(1− u2)du.

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Preuve de la proposition (4.11.1).
Démonstration. Le raisonnement est le même que celui de la preuve de la
proposition (4.8.6). Il suﬃt juste de remplacer Xt,T =
´ T
t
σsdW
S
s − 12
´ T
t
σ2sds par
Xt,T =
´ T
t
σsdW
S
s − bS2
´ T
t
σ2sds. Alors avec
P (ht, 0)(λ) =
√
pi
e
b2S
16
1
λ√
λ
ht
(
1
2λ
)
,
P (0, δt)(λ) =
√
pi
2
λ−
3
2 e
b2S
16
1
λ δt
(
1
2λ
)
−
√
pibS
4
λ−
3
2 e
b2S
16
1
λht
(
1
2λ
)
.
Pt(Xt,T ) = P (ht, 0)(Xt,T ) + P (0, δt)(Xt,T ) vériﬁe :
E [Pt(Xt,T )|Ft, Vt,T = v] = ht(v),
∂
∂x
E [Pt(Xt,T )|Ft, Vt,T = v] = δt(v).

Preuve de la proposition (4.11.3).
Démonstration. On a
ht(v) = Et [H (FT ) |Ft, Vt,T = v]
= E
[
Pt,ξ
(√
vN − bFβ
2
v
)
|Ft
]
,
δt (v) = E
[
DWt H(FT )
σt
|Ft, Vt,T = v
]
= ρE
[
P ′t,ξ
(√
vN − bFβ
2
v
)
|Ft
]
avec N ∼ N (0, 1) indépendant de Ft. D'où
ht(v) =
ˆ
R+
{
Ht,ξ (y) e−
bF β
2 y +Ht,ξ (−y) e
bF β
2 y
}
e−
y2
2v−
b2F β
2
8 v
dy√
2piv
,
δt (v) = ρ
ˆ
R+
{
H ′t,ξ (y) e
− bF β2 y +H ′t,ξ (−y) e
bF β
2 y
}
e−
y2
2v−
b2F β
2
8 v
dy√
2piv
.
D'après la proposition (4.11.1), on a
Pt(x) = e
bS
2 x |x|Gp(x2) + e
bS
2 xsign(x)Gi(x2)
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avec
Gp = L−1
√pi e b2S16 1λ√
λ
ht
(
1
2λ
)
=
ˆ
R+
{
Ht,ξ (y) e−
bF β
2 y + PHt,ξ (−y) e
bF β
2 y
}
L−1
(
e−y
2λ− b
2
F β
2−b2S
16λ
)
dy,
Gi = L−1
(√
pi
2
λ−
3
2 e
b2S
16
1
λ δt
(
1
2λ
)
−
√
pibS
4
λ−
3
2 e
b2S
16
1
λht
(
1
2λ
))
=
ˆ
R+
{(
ρH ′t,ξ (y)−
bSPt,ξ (y)
2
)
e−
bF β
2 y +
(
ρH ′t,ξ (−y)−
bSPt,ξ (−y)
2
)
e
bF β
2 y
}
×L−1
e−y2λ− b2F β2−b2S16λ
λ
 dy
2
.
Or, des propriétés de la transformation de Laplace de la fonction de Bessel de
première espèce Jν
L−1
(
e
− a
λ
−bλ
λ
)
(t) = J0(2
√
a(t− b))1t≥b,
L−1 (e− aλ−bλ) (t) = δ(t− b)−√ t− b
a
J1(2
√
a(t− b))1t≥b.
permettent d'obtenir
Gp(x2) =
Pt,ξ (|x|) e−
bF β
2 |x| + Pt,ξ (− |x|) e
bF β
2 |x|
2 |x|
−
ˆ
[0,|x|]
{
Pt,ξ (y) e−
bF β
2 y + Pt,ξ (−y) e
bF β
2 y
}√
x2 − y2J1
(
2µβ
√
x2 − y2
) dy
µβ
,
Gi(x2) =
ˆ
[0,|x|]
{(
ρP ′t,ξ (y)−
bSPt,ξ (y)
2
)
e−
bF β
2 y +
(
ρP ′t,ξ (−y)−
bSPt,ξ (−y)
2
)
e
bF β
2 y
}
×J0
(
2µβ
√
x2 − y2
) dy
2
avec µβ =
√
b2F β
2−b2S
4 . Finalement, on a le payoﬀ de couverture ρ-neutre
Pt(x) = e
bS
2 x
Pt,ξ (|x|) e−
bF β
2 |x| + Pt,ξ (− |x|) e
bF β
2 |x|
2
−e bS2 x |x|
ˆ
[0,|x|]
{
Pt,ξ (y) e−
bF β
2 y + Pt,ξ (−y) e
bF β
2 y
}√
x2 − y2J1
(
2µβ
√
x2 − y2
) dy
µβ
+e
bS
2 xsign(x)
ˆ
[0,|x|]
{(
ρP ′t,ξ (y)−
bSPt,ξ (y)
2
)
e−
bF β
2 y +
(
ρP ′t,ξ (−y)−
bSPt,ξ (−y)
2
)
e
bF β
2 y
}
× J0
(
2µβ
√
x2 − y2
) dy
2
.

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Preuve du corollaire (4.11.4).
Démonstration. Le but ici est d'obtenir la réplication de l'option (FT −K)+.
On va chercher le payoﬀ de couverture robuste selon le signe de Ft −K.
Notons k = aF+bKKaF+bFFt .
Supposons Ft ≤ K (i.e. k ≥ 1).
Il suﬃt de prendre
Ht,ξ(x) =
(
Ft +
aF
bF
)(
ebF βx − k)+ .
Alors la proposition (4.11.3) appliquée avec Pt,ξ donne le payoﬀ de couverture
Pt(Xt,T ) = P˜t(ST )
Pt(x) =
(
Ft +
aF
bF
)(
ebF β|x| − k
)+ e bS2 x− bF β2 |x|
2
−
(
Ft +
aF
bF
)
e
bS
2 x |x|
ˆ
[0,|x|]
(
ebF β|y| − k
)+√
x2 − y2J1
(
2µβ
√
x2 − y2
) dy
µβ
+
(
Ft +
aF
bF
)
e
bS
2 xsign(x)
ˆ
[0,|x|]
1
y≥ ln(k)bF β
((
ρbFβ − bS2
)
ebF βy +
bSk
2
)
e−
bF β
2 yJ0
(
2µβ
√
x2 − y2
) dy
2
P˜t(x) = Ht
(
1
bS
ln
(
aS + bSx
aS + bSSt
))
.
avec µβ =
√
b2F β
2−b2S
4 . Or, le fonction P˜t vériﬁe :
P˜t(S) = 0 ∀x ∈ [Kpt ,Kct ],
P˜ ′t
(
Kc+t
)
=
aF + bFFt
as + bsSt
β
2
(1 + ρ) k−
bS
2bF β
+ 12 ,
P˜ ′t
(
Kp−t
)
= −aF + bFFt
as + bsSt
β
2
(1− ρ) k
bS
2bF β
+ 12 ,
avec
Kct =
(
aS
bS
+ St
)
k
bS
bF β − aS
bS
=
(
aS
bS
+ St
)
e
bS
bF β
∣∣∣ln LF (K)LF (Ft) ∣∣∣ − aS
bS
,
Kpt =
(
aS
bS
+ St
)
k
− bSbF β − aS
bS
=
(
aS
bS
+ St
)
e
− bSbF β
∣∣∣ln LF (K)LF (Ft) ∣∣∣ − aS
bS
.
On peut approximer le payoﬀ par :
Pt(Xt,T ) = P˜t(ST ) ' P˜ ′t
(
Kc,+t
)
(ST − kct )+ − H˜ ′t
(
Kp−t
)
(Kpt − ST )+ .

Supposons Ft ≥ K (i.e. k ≤ 1). On décompose le call sur fond sous la forme
(FT −K)+ = (FT −K) + (K − FT )+.
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La couverture robuste (en moyenne variance) de FT −K est donnée par (Ft −
K)+ρβ aF+bFFtaS+bSSt (ST − St). En eﬀet, il suﬃt d'appliquer la formule d'inversion (avec
la proposition (4.11.3)) pour ht(v) = Ft −K et δt(v) = ρbFβ
(
aF
bF
+ Ft
)
.
Démonstration. On cherche à couvrir la partie (K − FT )+. Avec
Hpt,ξ(x) =
(
Ft +
aF
bF
)(
k − ebF βx)+
et en appliquant la proposition (4.11.3) avec P pt,ξ(x), la couverture robuste dyna-
mique de (K − FT )+ est alors déterminée à la date t par la position dynamique
avec une option de payoﬀ donnée par Hpt (Xt,T ) = H˜
p
t (ST ) . D'où
Hpt (x) =
(
Ft +
aF
bF
)(
k − e−bF β|x|
)+ e bS2 x+ bF β2 |x|
2
−
(
Ft +
aF
bF
)
e
bS
2 x |x|
ˆ
[0,|x|]
(
k − e−bF β|y|
)+√
x2 − y2J1
(
2µβ
√
x2 − y2
) dy
µβ
+
(
Ft +
aF
bF
)
e
bS
2 xsign(x)
ˆ
[0,|x|]
1
y≥− ln(k)bF β
((
bS
2
− ρbFβ
)
e−bF βy − kbS
2
)
e
bF β
2 yJ0
(
2µβ
√
x2 − y2
) dy
2
H˜pt (S) = H
p
t
(
1
bS
ln
(
aS + bSST
aS + bSSt
))
.
Or,
H˜pt (S) = 0 ∀x ∈ [Kpt ,Kct ],
H˜pt
′ (Kc+t ) = (1− ρ) β2 aF + bFFtas + bsSt k bS2bF β+ 12 ,
H˜pt
′ (Kp−t ) = − (1 + ρ) β2 aF + bFFtas + bsSt β2 k− bS2bF β+ 12 ,
Kct =
(
aS
bS
+ St
)
k
− bSbF β − aS
bS
=
(
aS
bS
+ St
)
e
bS
bF β
∣∣∣ln LF (K)LF (Ft) ∣∣∣ − aS
bS
,
Kpt =
(
aS
bS
+ St
)
k
bS
bF β − aS
bS
=
(
aS
bS
+ St
)
e
− bSbF β
∣∣∣ln LF (K)LF (Ft) ∣∣∣ − aS
bS
.
On peut approximer le payoﬀ par :
H˜t(ST ) ' (Ft−K)+ρβLF (Ft)
LS(St)
(ST − St)+H˜pt ′
(
Kc+t
)
(ST −Kct )+−H˜pt ′
(
Kp−t
)
(Kpt − ST )+ .

Preuve de la proposition (4.12.2).
Démonstration. Comme
E
[
e(1+φ+(y))Xt,T |Vt,T
]
= E
[
e−φ
−(y)Xt,T |Vt,T
]
= eyVt,T
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et
E
[
φ′+(y)Xt,T e
1+φ+(y))Xt,T |Vt,T
]
=
∂
∂y
E
[
e(1+φ+(y))Xt,T |Vt,T
]
=
∂
∂y
eyVt,T
= Vt,T eyVt,T ,
E
[
φ′−(y)Xt,T e
−φ−(y)Xt,T |Vt,T
]
= −Vt,T eyVt,T ,
on obtient les inégalités suivantes
E
[
θ0(y)e(1+φ+(y))Xt,T + (1− θ0(y)) e−φ−(y)Xt,T |Vt,T
]
= eyVt,T ,
E
[
θ1(y)
(
e(1+φ+(y))Xt,T − e−φ−(y)Xt,T
)
|Vt,T
]
= 0
et
E
[{
θ0(y)e(1+φ+(y))Xt,T + (1− θ0(y)) e−φ−(y)Xt,T
} Xt,T
Vt,T
|Vt,T
]
= eyVt,T
{
θ0(y)
φ′+(y)
− 1− θ0(y)
φ′−(y)
}
= 0,
E
[
θ1(y)
(
e(1+φ+(y))Xt,T − e−φ−(y)Xt,T
) Xt,T
Vt,T
|Vt,T
]
= eyVt,T θ1(y)
{
1
φ′+(y)
+
1
φ′−(y)
}
= eyVt,T .
Comme θ0(y) ∈ [0; 1] (car φ′± ≥ 0) est borné, on peut appliquer le théorème de
Fubini ce qui donne
E [P (ht, 0)(Xt,T )|Ft, Vt,T = v]
= E
[ˆ
R+
{
θ0(y)e(1+φ+(y))Xt,T + (1− θ0(y)) e−φ−(y)Xt,T
}
mt(dy)|Ft, Vt,T = v
]
=
ˆ
R+
{
θ0(y)E
[
e(1+φ+(y))Lv
]
+ (1− θ0(y))E
[
e−φ−(y)Lv
]}
mt(dy)
=
ˆ
R+
eyvmt(dy)
= ht(v)
et de même
E
[
P (ht, 0)(Xt,T )
Xt,T
Vt,T
|Ft, Vt,T = v
]
= 0.
Or,
|θ1(y)| ≤ sup
{
φ′+(0), φ
′
−(y)
}
, ∀y ≥ 0,
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donc θ1 est borné et on peut appliquer Fubini permettant d'obtenir
E [P (0, gt)(Xt,T )|Ft, Vt,T = v] = 0,
E
[
P (0, gt)(Xt,T )
Xt,T
Vt,T
|Ft, Vt,T = v
]
= gt(v).

Preuve de la proposition (4.12.3).
Démonstration. Pour a, b ∈ R, on a :
E
[
eaXt,T+bVt,T |Vt,T
]
= e(ψ(a)+b)Vt,T ,
E
[
Xt,T e
aXt,T+bVt,T |Vt,T
]
=
∂
∂a
E
[
eaXt,T+bVt,T |Vt,T
]
= ψ′(a)e(ψ(a)+b)Vt,T .
D'où
E
[
eaX

t,T+bVt,T |Vt,T
]
= e(ψ(a+)+β)Vt,T
= e(ψ(a)+b)Vt,T + ψ′(a)e(ψ(a)+b)Vt,T +O(2)
= E
[
eaXt,T+bVt,T |Vt,T
]
+ E
[
Xt,T e
aXt,T+bVt,T |Vt,T
]
+O(2).
Soit Z variable aléatoire indépendante de (Xt,T , Vt,T ). Par densité, il peut étendre
ce résultat pour f(Xt,T , Vt,T , Z) = e
αXt,T+βVt,T+θZ avec α, β, θ ∈ C (il suﬃt d'ap-
pliquer le résultat avec l'espérance conditionnelle par rapport à Z). On en déduit
que pour toute fonction f
E
[
f(Xt,T , Vt,T , Z)|Vt,T
]
= E [f(Xt,T , Vt,T , Z)|Vt,T ]+E [Xt,T f(Xt,T , Vt,T , Z)|Vt,T ]+O(2).
On obtient alors le résultat souhaité en appliquant cette égalité à ξT et Pt(X

t,T ) :
E [ξT |Ft, Vt,T ] = E [ξT |Ft, Vt,T ] + E [Xt,T ξT |Ft, Vt,T ] +O(2)
= ht(Vt,T ) + Vt,T gt(Vt,T ) +O(2)
= E [Pt(Xt,T )|Ft, Vt,T ] + Vt,TE [Xt,TPt(Xt,T )|Ft, Vt,T ] +O(2)
= E
[
Pt(Xt,T )|Ft, Vt,T
]
+O(2).

Preuve de la proposition (4.12.4). A la date t, on regarde la couverture
donnée par une position dynamique donnée par l'option P θt (Xt,T ) (que l'on revend
juste après et en achetant pour l'option P θt+(Xt+,T ) en t+ avec  7→ 0+). On note
dpθt la variation instantanée du portefeuille à l'instant t et dp
θ
t (v) cette variation
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conditionnellement à Vt,T = v :
dpθt = Et
[
(P θt−)
′(Xt,T )
]
σdWt +
ˆ
R
Et
[
P θt−(x+Xt,T )− P θt−(Xt,T )
]
µ(dx, dt)
+
ˆ
R
Et [Pt−(x+Xt,T )− Pt−(Xt,T )] ν(dx)dt,
dpθt (v) = Et
[
(P θt−)
′(Xt,T )|Vt,T = v
]
σdWt +
ˆ
R
Et
[
P θt−(x+Xt,T )− P θt−(Xt,T )|Vt,T = v
]
µ(dx, dt)
+
ˆ
R
Et [Pt−(x+Xt,T )− PTu−(Xt,t)|Vt,T = v] ν(dx)dt.
L'erreur quadratique de couverture vaut alors
Et
∣∣∣∣∣ξT − Et [P θt (Xt,T )]−
ˆ T
t
dpθs
∣∣∣∣∣
2

=
∣∣Et [ξT − P θt (Xt,T )]∣∣2 + Et
[ˆ T
t
∣∣δs(Vs,T )− Es [(P θs )′(Xs,T )]∣∣2 d 〈X〉s
]
+Et
 ∑
s∈(t,T )
∣∣Us(∆Xs, Vs,T )− E [P θs−(x+Xs,T )− P θs−(Xs,T )|Fs− ,∆Xs = x]∣∣2

=Et |ht(Vt,T )− Et [Pt(Xt,T )]|2 + Et
ˆ VT
Vt
∣∣δTu(VT − u)− Es [P ′Tu(XTu,T )]∣∣2 σ2du
+Et
ˆ VT
Vt
ˆ
R
∣∣∣UTu(x, VT − u)− ET−u [PTu−(x+XTu,T )− PTu−(XTu,T )]∣∣∣2 ν(dx)du
avec le changement de temps TVu = u. On considère P
θ
t sous la forme
(4.13.1) P θt (x) =
ˆ
R+
{
θ+t (y)e
(1+φ+(y))x + θ−t (y)e
−φ−(y)x
}
mt(dy)
ce qui donne
dpθt (v) =
ˆ
R+
{
θ+t (y) (1 + φ+(y)) + θ
−
t (y) (−φ−(y))
}
eyvm(dy)σdWVt
+
ˆ
R
ˆ
R+
{
θ+t (y)
(
e(1+φ+(y))x − 1
)
+ θ−t (y)
(
e−φ−(y)x − 1
)}
m(dy)µ˜(dx, dVt)
et
Et
∣∣∣∣∣ξT − Et [P θt (Xt,T )]−
ˆ T
t
dpθs
∣∣∣∣∣
2

=
∑
t≤s≤T
Et
[∣∣Es [ξT − P θs (Xs,T )]∣∣2]+ Et
[ˆ T
t
ˆ
R+
Rθs(y)e
2yVs,Tm2(dy)ds
]
avec
Rθs(y) =
∣∣αδs(y)− {θ+s (y) (1 + φ+(y)) + θ−s (y) (−φ−(y))}∣∣2 σ2
+
ˆ
R
∣∣∣αxUs(y)− {θ+s (y)(e(1+φ+(y))x − 1)+ θ−t (y)(e−φ−(y)x − 1)}∣∣∣2 ν(dx).
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Le minimum
inf
θ
Et
∣∣∣∣∣ξT − Et [P θt (Xt,T )]−
ˆ T
t
dpθs
∣∣∣∣∣
2

est atteint en θ∗ minimisant
Rθ
∗
s = inf
θ
Rθs, ∀s ∈ [0, T ]
avec la contrainte
(4.13.2) Et
[
P θ
∗
t (Xt,T )|Vt,T = v
]
= Et [ξT |Vt,T = v] , ∀t ∈ [0, T ],∀v ≥ 0.
En écrivant Pt sous la forme exponentielle (4.13.1), la contrainte (4.13.2) est équi-
valente à
(4.13.3) θ∗,+s (y) + θ
∗,−
s (y) = αhs(y), ∀s ∈ [0, T ],∀y ∈ R+.
La minimisation sur Rs sous la contrainte (4.13.3) revient alors à minimiser un
polynôme d'ordre 2 et le minimum est atteint en
θ+,∗t (y) = (1 + φ+(y) + φ−(y)) (αδt(y) + αht(y)φ−(y))σ
2/A(y)
+
ˆ
R
(
αxUt(y)− αht(y)
(
e−φ−(y)x − 1
))(
e(1+φ+(y))x − e−φ−(y)x
)
ν(dx)/A(y),
θ−,∗t (y) = αht(y)− θ+,∗t (y)
A(y) = |1 + φ+(y) + φ−(y)|2 σ2 +
ˆ
R
∣∣∣e(p++φ+(y))x − e−φ−(y)x∣∣∣2 ν(dx).
Preuve de la proposition (4.12.5).
Démonstration. Dans le cas continu complet avec Xt = BVt − Vt2 , la couver-
ture en variance moyenne est en fait une couverture complète, c'est-à-dire l'erreur
de couverture quadratique est nulle d'où
E [P ′c(ht, δt, Ut)(Xt,T )|Ft, Vt,T ] = δt(Vt,T ) = E
[
∂
∂x
H(XT , VT )|Ft, Vt,T
]
.
En remarquant que ∀f : R× R+ → R
E
[
Xt,T
Vt,T
f(Xt,T , Vt,T )|Vt,T
]
= E [f ′(Xt,T , Vt,T )|Vt,T ]− 12E [f(Xt,T , Vt,T )|Vt,T ] ,
on obtient avec f(Xt,T , Vt,T ) = Ht(Xt,T , Vt,T )
gt(v) = δt(v)− 12ht(v), ∀v ≥ 0,
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puis avec f(Xt,T , Vt,T ) = Pv(ht, gt)(Xt,T ), Pc(ht, δt, Ut)
δt(Vt,T ) = E [P ′v(ht, gt)(Xt,T )|Ft, Vt,T ]
= E [P ′c(ht, δt, Ut)(Xt,T )|Ft, Vt,T ] ,
gt(Vt,T ) = E
[
Xt,T
Vt,T
P ′v(ht, gt)(Xt,T )|Ft, Vt,T
]
= E
[
Xt,T
Vt,T
Pc(ht, δt, Ut)(Xt,T )|Ft, Vt,T
]
,
ht(Vt,T ) = E [Pv(ht, gt)(Xt,T )|Ft, Vt,T ]
= E [Pc(ht, δt, Ut)(Xt,T )|Ft, Vt,T ] .
D'où Pv et Pc vériﬁent (4.8.1). On conclut par unicité dans Ht(R) (d'après la
proposition (4.8.6)) : Pv(ht, gt) = Pc(ht, δt, Ut). 
Preuve de la proposition (4.12.6).
Démonstration. Le raisonnement est identique à celui de la preuve de la
proposition (4.12.5) dans cadre Brownien. Dans le cas complet avec un processus
de Poisson Xt = aNVt − eaVt , la couverture en variance moyenne est en fait une
couverture complète, avec une erreur de couverture quadratique nulle d'où
E [Pc(ht, δt, Ut)(Xt,T + a)|Ft, Vt,T ] = Ut(a, Vt,T ) = E [H(a+XT , VT )|Ft, Vt,T ] ,
E [P ′c(ht, δt, Ut)(Xt,T )|Ft, Vt,T ] = δt(Vt,T ).
En remarquant que ∀f : R× R+ → R
E [Xt,T f(Xt,T , Vt,T )|Vt,T ] = Vt,TE [f(a+Xt,T , Vt,T )|Vt,T ]−eaVt,TE [f(Xt,T , Vt,T )|Vt,T ]
et donc que
gt(v) = Ut(a, v)− eaht(v), ∀v ≥ 0,
on en déduit comme dans la preuve de la proposition (4.12.5) que Pv(ht, gt) =
Pc(ht, δt, Ut). 
Preuve de la proposition (4.12.7). On pose F (s) = ft(ln(1 + sM)) pour
s ∈ [0, 1]. En posant
an,k =
k∑
j=0
F (
j
n
) (nk )
(
k
j
)
(−1)k−j ,
l'appoximation de Bernstein An(s) =
∑n
k=0 an,ks
k converge uniformément vers F
sur [0;M ]. Le changement de variable s = e
v−1
M permet de conclure : avec
bftn,k =
n∑
i=0
ft(ln(1 +
iM
n
))(−1)k+i
n∑
j=i
1j≥k
M j
(
n
j
) (j
k
)(
j
i
)
,
Bn(v) =
∑
bftn,ke
kv = An
(
ev−1
M
)
converge uniformément vers ft sur [0,m].
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