We present the results of three-dimensional time-dependent numerical simulations of incremental spin-up of a stratified (by temperature) fluid enclosed within a right circular cylinder with the rigid bottom/side wall and stress-free upper surface. The fluid inside a vertical cylindrical container of radius R and height 2H is water characterized by the kinematic viscosity ν and thermal diffusivity κ. Initially, its density (temperature) varies linearly with height and is characterized by a constant buoyancy frequency N which is proportional to the density gradient. The system undergoes an abrupt change in the rotation rate from its initial value Ω − ∆Ω, when the fluid is in a solid-body rotation state, to the final value Ω. The Prandtl number σ = ν/κ ≈ 7 is that of water at normal atmospheric conditions. In the present study we examine the spin-up flow evolution for five different numerical settings: (i) highly stratified flow (large Burger number), (ii) strong rotational effects (small Rossby number) with thermal stratification , (iii) homogeneous fluid, (iv) stratified flow with temperatures fixed on top and bottom boundaries of the cylinder (Dirichlet boundary conditions), and (v) stratified flow with top and bottom boundaries thermally insulated (Neumann boundary conditions). In all cases the sidewall of the cylinder is thermally insulated. This study focuses on nonlinear spin-up, i.e. when ≥ E 1/4 , where E = ν/2ΩH 2 ≈ 10 −3 is the characteristic Ekman number. In settings (i-ii) the Ekman bottom boundary layer is laminar while in while in settings (iv-v) remains in the transitional regime. The latter condition is satisfied when the Reynolds number Re δ = Uδ/ν ∈ (55, 150), where U = ∆ΩR is the characteristic velocity andδ = (ν/Ω) 1/2 is the bottom Ekman layer depth.
metric initial circulation to non-axisymmetric flow patterns at late spin-up times whose nature depends strongly on the boundary conditions for temperature.
Introduction
Stratified spin-up flow -an impulsive change of the rotation rate of a rigid container filled with a liquid -is a classical fluid mechanics problem that has been extensively studied in the past (see a comprehensive review of homogeneous and stratified spin-up by Duck & Foster 2001) . Because spin-up/down flows are transient problems, they cannot be analyzed for stability in the usual sense, the final state is either solid-body rotation or stationary fluid, both of which are stable. This is a nonlinear question where the interest resides in is the state of the transient flow.
The evolution of stratified spin-up can be characterized by two distinct stages. The first stage is characterized by the deformation of the initial (before spin-up) density field is caused by the Ekman meridional transport during early spin-up times, when the current remains axisymmetric. In the second stage, the front steepens until it reaches a quasi-equilibrium state and its density structure right after the completion of the Ekman transport determines the subsequent stability of the interior baroclinic current. The flow may become unstable dependending on the relative values of the aspect ratio Γ , the ratio of inertial to Coriolis force characterized by the Rossby number = ∆Ω/Ω and the degree of stratification of the fluid characterized by the Burger number Bu = N H/ΩR. (Greenspan 1980; Flór et al. 2004) The azimuthal asymmetry of spin-up flows is manifested in the form of cyclonic and anticyclonic columnar eddies, which develop at the density front formed by the highly distorted isopycnals (surfaces of constant density) near the sidewalls. The formation of these large-scale eddies can not been observed in homogeneous fluids due to the absence of the baroclinic instability.
One of the earliest studies of spin-up from rest leading to the formation of cyclonic and anticyclonic eddies is due to Greenspan (1980) , who considered the stratified fluid in a cylindrical container. The qualitative observations made by Greenspan (1980) , were extended and quantified in the experimental investigation of spin-up from rest by Flór et al. (2004) where both baroclinic and elliptical instabilities were identified. Particular attention was paid to determining the criteria for axisymmetric breaking instabilities by adapting the stability analysis of Griffiths & Linden (1984) . Columnar baroclinic vortices generated by the instability of stratified fluids due to a change in rotation rate of its container (cylinder or annulus) from Ω − ∆Ω to Ω were reported in Kanda (2004) ; Smirnov et al. (2005a,b) . It was found that inside the corner regions, which develop at the intersection of a vertical sidewall and horizontal bottom boundary, the density gradients are weak (the fluid is well-stirred), while above the corner regions the density gradient is higher compared to the initial background value. The eddies grow in size and march along the circumference until they occupy a large portion of the tank. Laboratory measurements conducted at much later spin-up times stressed the importance of both baroclinic (vertical) and barotropic (horizontal) shears in the symmetry breaking process (Greenspan 1980; Linden & Van Heijst 1984; Hewitt et al. 1999; Flór et al. 2004; Kanda 2004; Smirnov et al. 2005a,b) suggesting that the spin-up flow may undergo a transition from axial symmetry to azimuthal asymmetry depending on the relative values of ratio Γ , Rossby number , and Burger number Bu. Nevertheless, it remains unknown which mechanisms dominate, at what time, and how these mechanisms interact amongst each other. We note in passing that the laboratory experiments showing axisymmetric and non-axisymmetric flow patterns, the fluid was stratified by salinity with insulating boundary conditions. In contrast, experiments where the stratification was created by keeping the top and bottom walls at fixed but different temperature values, have reported axisymmetric flow patterns only (Barcilon et al. 1975; Watkins & Hussey 1977; Warn-Varnas et al. 1978; Kitchens Jr 1980; Neitzel & Davis 1981; Hyun et al. 1982) .
Laboratory experiments and flow visualization are vital for the understanding of these mechanism. However, these measuring techniques cannot provide detailed information on the fluid properties (velocity, pressure, and density) in the entire fluid domain at the same time that may be required. Even with the existing scanning planar particle image velocimetry (PIV) systems (Boyer et al. 2006; Romani et al. 2007) , it is extremely difficult to reconstruct a fully three-dimensional picture of the flow field that is crucial for deeper understanding of global spin-up. Another challenge is that the values of vorticity may have large uncertainties depending on the method of calculation, noise, and spatial resolution. On the other hand, numerical simulations are restricted to moderate values of Prandtl and Reynolds numbers but can easily give information on the three-dimensional structure of the spin-up flow and quantities that cannot be measured experimentally.
Previous numerical investigations of spin-up focused on the axisymmetric stage of the flow evolution (Barcilon et al. 1975; Watkins & Hussey 1977; Warn-Varnas et al. 1978; Beardsley et al. 1979; Kitchens Jr 1980; Neitzel & Davis 1981; Hyun et al. 1982; Ibrani & Dwyer 1987; Lopez & Weidman 1996; van de Konijnenberg et al. 1999; Flór et al. 2002; Thomas & Rhines 2002; Ungarish & Mang 2003) . Recent three-dimensional numerical simulations analyzed homogeneous swirling flows created by a differential rotation in cylinder-lid enclosures (Gelfgat et al. 2001; Lopez 2006) . The numerical analysis of nonlinear stratified spin-up (either from rest or in response to a change of rotation of its container) has received comparatively little attention, i.e. three-dimensional numerical simulations of spin-up/down problems are conspicuously lacking. In this study, we investigate the early and late stages of flow development focusng on the flow regime corresponding to the transient Ekman bottom boundary layer, which forms immediately after the beginning of spin-up. We have used some of the laboratory parameters of Smirnov et al. (2005a) as a guidance to generate numerical conditions where instabilities could develop in a spin-up flow. Because the exact conditions for the transition to turbulence for stratified spin-up are unknown, we use as a framework Lilly's (1966) criterion for the stability of a homogeneous viscous flow over a horizontal surface, i.e., Re δ = Uδ/ν < 55, where U = ∆ΩR is the characteristic 'forcing' velocity and δ = (ν/Ω) 1/2 is the bottom Ekman layer depth. Laboratory experiments of Caldwell & Van Atta (1970) showed that the Ekman layer remains stable until Re δ ≈ 57 and becomes fully turbulent at Re δ ≥ 150. Recent measurements of the bottom friction law during homogeneous spin-up over a flat surface also confirmed these estimates (Ferrero et al. 2005) . In particular, we used Re δ ranging from 22 to 90 compared to Smirnov et al. (2005a) , who had Re δ ≈ 110. Our aim is to study the characteristics of the azimuthal instabilities without introducing any simplification. We computed the time evolution of each term of the perturbation energy equation, which allowed us to determine the contribution to the instability of the barotropic, baroclinic, centrifugal and dissipative terms. In all of the cases studied here, the flow was not initially perturbed. Using Fourier analysis of the velocity field in the azimuthal direction, we were able to identify the most unstable wave number n as the mode with largest growth rate. Another objective of this investigation is to determine to what extent would an insulating boundary condition change the time-dependent emergence of the instability †. Using the numerical tools mentioned above, we have identified the mechanism resposible for the nature of the vortex structure at the late stages of flow development when using either Dirichlet or Neumann boundary conditions in a numerical setup. Evidence of this conjecture is given in the section of the results.
The paper is organized as follows. The physical problem is formulated in § 2 along with the description of the numerical model. In § 3 we describe the numerical simulations which include grid resolution and convergence checks. Simulations that preserve axisymmetry are discussed in § 3.3 and simulations on non-axisymmetric spinup where the effects on the flow development due to imposing Dirichlet or Neumann boundary conditions in § 3.4. Concluding remakrs and directions of further study are discussed in § 4.
Navier-Stokes equations and the numerical scheme
The system of interest consists of a circular cylinder of radius R rotating counterclockwise about its axis of symmetry with the rotation rate Ω i e z , where e z is the unit vector pointing in the positive direction ofẑ axis (see figure 1) . We consider the case when the gravity and rotation vectors are collinear, i.e., g = −ge z . The fluid occupies the domain 0 ≤r ≤ R, 0 ≤ẑ ≤ 2H, so that the total height of the cylinder is 2H. At timê t = 0 the system is instantly accelerated by the amount ∆Ω to a new rotation rate Ω from its initial state Ω i = Ω(1 − ), where = ∆Ω/Ω. We describe the fluid motion relative to the cylindrical coordinate systemr = (r,θ,ẑ) rotating with the final rotation rate Ω. The components of the velocity vectorû = (û r ,û θ ,û z ) represent the radial, azimuthal and vertical velocities respectively with respect to this frame. Note that in this reference frame, the final state is either solid-body rotation or stationary fluid, both of which are stable.
The governing equations which describe the motion of an incompressible fluid of density ρ in the rotational (non-inertial) reference frame in the Boussinesq limit have the following form (Pedlosky 1987; Gill 1982 )
In the equations abovep andT are the total pressure and temperature functions † We are grateful to one of the anonymous referees for bringing this topic to our attention respectively, while ρ o is the mean density of the fluid. The unit vector e r points in the positiver-direction. The kinematic viscosity and thermal diffusion coefficients are ν and κ respectively and the material derivative operator is defined as D/Dt = ∂/∂t +û ·∇, where∇ is the nabla operator. We assume that the non-inertial reference frame does not accelerate as a whole and its angular acceleration is zero (constant rotation rate). We do not make any a-priori assumptions about the magnitude of the centrifugal acceleration term in (2.1b).
We consider the case of a stable linear background density stratification characterized by the buoyancy frequency
so that the background density profile is
In the case of a thermal stratification, the relationship between the fluid temperature and density is given by the equation of state
where α is the coefficient of thermal expansion, andT o = const is the reference temperature. Initially the top and bottom horizontal surfaces of the cylinder are kept at constant temperature, so that the total temperature difference 2∆T occurs over the height 2H. The buoyancy frequency (2.2) becomes
while the background temperature profile iŝ 
The initial and boundary conditions become
The top and bottom walls are either maintained at constant temperatures (Dirichlet boundary conditions) 9b) or are insulated (Neumann boundary conditions)
In the equations above, = ∆Ω/Ω is the Rossby number, E = ν/2ΩH 2 is the Ekman number, B = N/2Ω is the stratification parameter, σ = ν/κ is the Prandtl number, Γ = R/H is the aspect ratio, and F = Ω 2 H/2g is the rotational Froude number. The non-dimensional rotation period is defined as τ = Ωt/2π = t/4π which will be used to present the results. We characterized the azimuthal perturbations using the energy equation. In the system of governing equations (2.7) we decompose all variables into axisymmetric and nonaxisymmetric parts. The axisymmetric part represents the mean flow (averaged quantities on the azimuth), while the non-axisymmetric part corresponds to the flow perturbations . Thus, any quantity in (2.7) can be expressed as
Substituting (2.11) into the momentum equation (2.7b), taking the dot product with u and integrating over the entire domain V , yields the energy equation for the azimuthal disturbances
The left-hand-side of (2.13) represents the kinetic energy growth rate of the azimuthal disturbance due to (H 1 ) shear of the mean axisymmetric flow (barotropic production); (H 2 ) conversion of gravitational potential energy (baroclinic production); (H 3 ) conversion of centrifugal potential energy; and (H 4 ) viscous dissipation (it is always a sink for the kinetic energy of disturbances).
One global measure we have used to characterize the various solutions obtained is the kinetic energy in the nth Fourier mode of the solution:
where u n is the nth Fourier mode of the velocity field.
Numerical method
The governing equations (2.7-2.10), which are written in the cylindrical coordinate system, are discretized on a staggered grid with the velocities at the faces and all the scalars in the center of the computational cell. The resulting system of equations is solved by a fractional-step method. The discretization of both, viscous and advective terms, is performed by central second-order accurate finite-difference approximations. The Poisson equation for the pressure that results from the application of the fractional-step method (and needed to enforce the incompressibility of the field), is solved directly using trigonometric expansions in the azimuthal direction and the FISHPACK package (Swarztrauber 1974) for the other two directions. The time advancement of the solution is obtained by a third-order Runge-Kutta scheme which calculates the non-linear terms explicitly and the viscous terms implicitly. The useful feature of this scheme is the possibility to advance in time by a variable time step, without reducing the accuracy or introducing interpolations. This is particularly useful in the present flow configuration, where the initial rapid adjustment, which requires small ∆t for an accurate description, is followed by a relatively slow-varying dynamics. The numerical method and validation tests are described in Verzicco & Orlandi (1996) ; Verzicco & Camussi (1997 and references therein.
Results

Code validation
We used the laboratory data of Warn-Varnas et al. (1978) for homogeneous spin-up and Hyun et al. (1982) for stratified spin-up to assess the accuracy and correct implementation of our numerical model. The results from our model were in good agreement with both studies, but we show here a comparison only with the latter. Hyun et al. (1982) used a non-intrusive optical technique (Laser Doppler Velocimetry -LDV) to obtain accurate velocity data with virtually no disturbances of the spin-up flow inside a cylinder of the radius R = 9.5cm and height 2H = 6cm. Their container was filled with water or methanol and the fluid was stably stratified by maintaining the upper boundary warmer than the lower boundary (temperature stratification), while the sidewall was insulated. All relevant simulation parameters may be found in table 1 of Hyun et al. (1982) . The time evolution of the absolute value of normalized zonal (azimuthal) velocity during several revolutions of the cylinder at two different radial locations at mid-depth z = H is depicted in figure 2 ; the fluid in this case was water. To compare our results with Hyun et al. (1982) data we employed the initial rotation rate Ω i as a characteristic frequency (time) to scale all other variables. The definitions of the main parameters are given in the caption of the figure. Our solution was obtained without assuming axisymmetric conditions and demonstrated good agreement for both the LDV data and with the numerical predictions of axisymmetric model developed by Hyun et al. (1982) , confirming that the flow remained axisymmetric as in the experiments.
Convergence test
In the current study we performed five different runs listed in table 1. The following notation indicates the set of parameters used in the simulations: DIR and NEU correspond to the non-linear stratified flow with Dirichlet and Neumann boundary conditions on the bottom wall and top boundary of the cylinder respectively; HOM stands for the spin-up of a homogeneous fluid (no stratification); and LBU and SRO designate the large-Burger number and small-Rossby number runs with Neumann boundary conditions respectively. LBU and SRO simulations were conducted with both, Neumann and Dirichlet boundary conditions, but because no differences with respect to flow stabilities were observed, we present here only the case with top and bottom walls insulated. A temperature difference of 20 o C allow us to retain the Boussinesq approximation in the governing equations (Sugiyama et al. 2009 ), where any variations in the physical properties of fluid (water) with temperature were considered negligible.
The three-dimensional simulations were conducted using uniform grids in the azimuthal direction and non-uniform grids in the radial direction and axial direction with clustering at the walls. The CFL condition was set to 1.5 and the flow evolution was followed for several rotation periods. At least 10 grid points were placed inside both the bottom Ekman and sidewall boundary layers. For most of the runs, 96 × 351 × 151 grid points were used in the azimuthal radial and axial directions respectively; one run was made with 192 × 601 × 251 in order to verify the grid-independence results during the axisymmetric stage of the flow and to test the adequacy of a coarser grid in resolving all the relevant flow scales. The time histories of three velocity components in the regions of most intense velocity gradients (r, θ, z) = (0.5, 0, 0.1) are shown in figure 3 and correspond to DIR case. As will be shown later, the flow is nearly axisymmetric for the period of time 0 < τ < 20 where the results are nearly identical. Since any perturbation triggers the three-dimensional dynamics, the latter is excited by unavoidable round-off errors of numerics. These errors are different on different grids, therefore it is not surprising that the three-dimensional evolution is slightly different. The two signals should be considered as independent realizations of the same experiment. We have also performed similar checks as in who studied a different but related problem of baroclinic instabilities in the presence of rotation and stratification. In particular, figure 4 shows the time evolution of the left-(solid line) and right-hand (dashed line) sides of the energy equation for NEU case. Their close match serves as additional support on the accuracy and correct implementation of our numerical simulations.
Axisymmetric states
Homogeneous spinup the adjustment is between two wstates of solid body rotation. 
Nonlinear stratified spin-up
The results of the numerical simulations for the parameter values listed in table 1 are presented next. The formation and development of the Ekman bottom boundary-layer flow at (r, θ) = (5.5, 0) is depicted in figures 10(a) and 11(a) for DIR and NEU cases respectively. The horizontal solid line marks the thickness of the Ekman layer δ. The vertical profiles of the radial velocity u r clearly show an increased fluid transport in the meridional plane at early spin-up times (τ ≤ 1) followed by a gradual decrease in both the Ekman transport and amplitude of u r . The value of u r becomes negligible at about 18-20 rotation periods as the Ekman suction (entrainment of the interior fluid into the bottom Ekman layer) shuts down.
Figures 10(b-d) and 11(b-d) show the vertical profiles of temperature T H (z) on the plane θ = 0 for r = 0.1, 4.5 and 6.5 and correspond to the DIR and NEU cases respectively. The dashed lines in the figures depict the background temperature profile at time τ = 0. Near the axis of rotation (r = 0.1) the temperature profiles for τ > 0 lie beneath the initial temperature contour, implying that during spin-up the inner part of the cylinder experiences a strong downwelling event. The largest deviation from the initial linear profile occurs after about 18-20 rotation periods. Note that for DIR case the temperature gradient of the fluid column significantly increases in the lower part of the cylinder (z < 0.2) and decreases in the upper region relative to the initial gradient, i.e., the bottom Ekman layer remains highly stratified at all times during spin-up around the central part of the cylinder. This phenomena is due to the compression of isotherms near the bottom due to the Ekman suction, while at the same time, the distance between iso- lines near the free surface increases significantly. At very late times (τ > 100) the initial temperature gradient is almost completely recovered. For the NEU case, the temperature continuously varies along the top and bottom boundaries of the cylinder. The Ekman boundary layer homogenizes in the corner regions as well as near the center. At very late spin-up times (τ ∼ 120) the shape of the isotherms deviates significantly from its initial linear profile, indicating that significant mixing has occurred in the system. Not surprisingly, smaller temperature gradients at late times were found in all the simulations with Neumann boundary conditions on top and bottom walls compared to those using Dirichlet boundary conditions, even when the flow preserved axial symmetry as in the LBU and SRO cases.
In contrast to the region near the vertical axis, the flow dynamics is significantly different in the region near the outer sidewall of the cylinder (r = 6.5), where the value profiles lie above the initial isotherms at early spin-up times. The lower part of the fluid column rapidly homogenizes, as evident from the nearly vertical temperature-profiles in the region z < 1. The maximum deformation of the temperature curves is attained at τ ≈ 10 and remains relatively unchanged until τ ≈ 25. In the DIR case, this stage is followed by a very slow relaxation towards the initial temperature distribution, whereas for the NEU case a re-stratification of the fluid with significantly smaller temperature gradients was observed. The shape of the curves in figures 10(d) and 11(d) suggests higher temperature gradients in the upper part of the fluid column as a result of the compression of isotherms by the expanding bulge of almost homogeneous (zero-temperature gradient) fluid in the corner regions. At r = 4.5 both downwelling and upwelling events are much weaker as shown in figure 10(c) and 11(c), notwithstanding the presence of inflections in the temperature profiles at early times that indicates multiple overturning events within the corner regions. The above observations regarding the deformation of the temperature field are consis- 10). The growth of the isotherms around the corner halts at τ ≈ 7 − 10. The steepening of the isotherms in the corner regions generates a front with inward propagation that is clearly visible in figure 12 . The flow near the outer boundary is characterized by strong vertical and horizontal temperature gradients. The downwelling motion in the central part of the cylinder that cluster at the bottom is indicated by the sagging of isotherms. At late times (several tens of rotations) the temperature distribution exhibits axial asymmetry for DIR and NEU cases. This asymmetry is visible in figure 12 (τ = 34). Corner regions with pockets of cold and warm fluid also form in LBU and SRO cases (figure 5) but they are shallower; these flows remain axisymmetric at all times. The collapse of the corner regions is accompanied by the generation of internal waves revealed in the undulation of the isotherms (figure 12). By τ = 85 the temperature gradient has decreased in those cases where the Neumann boundary condition was imposed (NEU, LBU and SRO), which is evident from the increased distance between adjacent isotherms compared to DIR case (figure 12(a), τ = 85). Movies 1-4, available in the online version, show the spatio-temporal characteristics of the isolines on the planes θ = 0−π over several rotation periods at a rate of 10 frames per second, with each frame being 1 rotation period apart.
EXPLICITLY STATE THEIR EXPLANATIONS FOR THE INSTABILITIES TO COMPARE WITH OUR RESULTS. FLOR ET AL 2002 AND LINDEN AND VAN HEIJST 84 DISCUSS THE FORMATION AND BREAKING OF FRONTAL WAVES
ON THE SLOPING DENSITY INTERFACE. However, note that there is no corresponding 'bare-spot' at the bottom near r = 0 in our model's seupt (for DIR conditions). Instead, by the constant temperature boundary condition, the stratification near the bottom at r = 0 increases from its initial state due to downwelling.... Why does the instability arise from deformation of the azimuthal flow near the bottom in hte numerical simulations versus eddies that emerge from the sidewalls in the laboratory?
In the numerical experiment, the fluid is stratified by temperature with constant temperature specified at the bottom and at the top. In contrast, in the laboratory, the fluid was stratified by salinity with an insulating boundary condition. To what extent would an insulating boundary condition change the time-dependent emergence of the instabilities???? RAFFFF Initially, there are no radial temperature gradients, which means that there is no contribution to temperature in the corners from radial Ekman advection of temperature. Instead, vertical advection of temperature appears to provide a significant contribution to the temperature anomalies in the corner region, since the bottom boundary acts as a source of dense fluid by the constant temperature boundary condition. Radial Ekman advection of temperature may contribute to the steepening of the isotherms near the corner once downwelling on the axis, r = 0, tilts the isopycnals downwards. Note the initial asymmetry in the tilting of the isotherms on the axis r = 0, bersus near the sidewalls, which appears to indicate the importance of the fixed temperature boundary condition in conjunction with the insulating sidwall boundary condition. How does the time evolution of the magnitude of the temperature anomalies in the corner region and the tilting of the isotherms depend on the fixed temperature boundary condition????
For the DIR case, we placed several probes at various points inside the cylinder to record the synchronized evolution of temperature during spin-up. The temperature evolution curve at z = 0.25, and 1.5, and four radial coordinates (r = 0.1, 2.5, 4.5, 6.5) are depicted in figure 13 . The probes at r = 0.1 record a downwelling event (temperature increase), with stronger intensity at z = 0.25 compared to z = 1.5. and a clear maximum around τ ∼ 18. The temperature at z = 1.5 does not have a well-defined maximum, but it shows irregular fluctuations during the first five rotations of the cylinder. These fluctuations may be associated with the wave motion produced in the upper part of the fluid column after the instantaneous change of the rotation rate. Near the outer sidewall (r = 6.5) both probes register an upwelling event (temperature decrease), but it is more pronounced at z = 1.5. At the other two radial locations the temperature curves develop low-frequency oscillations (with a period of about 5-6 rotation periods) after τ ≈ 35. It will be shown later that these oscillations are associated with non-axisymmetric instabilities of the baroclinic flow. Towards the end of the simulation the temperature returns to its initial value.
The time-evolution of the temperature at different locations is illustrated in figure 14 (a) z = 0.01. in order to gain understanding of the phase of the late-time oscillations. Temperature records at r = 0.1 in figure 14(a) show the downwelling. The temperature growth within the first rotation periods is very intense at z ∼ 0.25 and diminishes towards the free surface. At r = 0.1, high-frequency oscillations are present in the upper half of the cylinder at the early stages of the flow (within the first five rotations), but do not develop into modulations of large amplitude. Notice how the downwelling weakens as the location of the probe moves away from the axis of rotation. At the same time the low-frequency oscillations that arise at τ ≈ 35 − 40 are much more developed at r = 2.5 than at r = 0.1 for z = 0.25, 1, and 1.5. The amplitude of these oscillations (z = 0.01 and 1.9) is very small and therefore they are not visible at those vertical levels. Nevertheless, it will be shown below that the non-axisymmetric instability has a well-defined signature at both the bottom and free surfaces of the fluid domain.
The analysis of temperature curves at r = 2.5 shows that there exists a small phase shift between the maxima (and the minima) of the oscillations at different vertical levels. This phase lag is a signature of the baroclinic nature of the instability. Near the outer sidewall r = 6.5 (see figure 13(b) ), the upwelling is maximum near the mid-plane of the cylinder (z = 1), but even near the free surface (z = 1.9) its signature is clearly visible. The lack of significant undulations in the temperature records is probably caused by the influence of the viscous boundary layer on the sidewall. Figure 15 demonstrates the features of the non-axisymmetric instabilities as they propagate around the cylinder. The time record corresponds to r = 4.5 and is limited to 25 < τ < 125, where the low-frequency oscillations are more intense. The temperature is recorded at two vertical levels z = 0.25 and 1.5. The behavior of the signals undergoes certain time variations. For 50 < τ < 75 the temperature maximum at θ = 0 is correlated with the temperature minimum at θ = π, while at exactly the same time moment the temperature undulations at θ = π/2 and 3π/2 have practically zero amplitude. On the contrary, the maximum (minimum) of temperature oscillations at θ = π/2 (θ = 3π/2) corresponds to zero oscillation amplitude at θ = 0 and π, implying that that the non-axisymmetric instability creates a cyclone-anticyclone pair rotating around the center of the cylinder and causes time variations in local upwelling and downwelling patterns. A different situation is found for 75 < τ < 100, where the oscillation extrema at θ = 0 and π cluster together (a similar trend is observed at θ = π/2 and 3π/2). Moreover, maxima (minima) at θ = 0 and π are well correlated with minima (maxima) at θ = π/2 and 3π/2. This correlation implies that at these times the non-axisymmetric instability changes its structure from two-vortex to four-vortex. The latter may be viewed as two cyclones at θ = 0 and π separated by two anticyclones at θ = π/2 and 3π/2. The rotation of the four-vortex system around the center causes time-variations in the upwelling/downwelling patterns at these four azimuthal locations. All the features mentioned above may be found in figure 15 . The strong correlation among the temperature extrema at z = 1.5 and z = 0.25 (for the same azimuthal locations) suggests that cyclones and anticyclones have predominantly columnar structures. Similar undulations may be found in the time signal of all three velocity components recorded by a numerical probe. One example is shown in figure 3 for DIR case. Most of the velocity records taken at other locations when the spin-up flow is non-axisymmetric have a similar pattern varying only in the magnitude of the oscillations. The radial and azimuthal velocity signals develop low-frequency oscillations after about 30 rotations of the cylinder. Both u r and u θ change sign for some period of time due to the change in direction of the flow from clockwise to anticlockwise relative to the rotating cylinder and also to the amplitude of these oscilations. The extrema of the radial and azimuthal velocities appear to be well correlated despite a small time lag. After τ ≈ 90 − 95 both signals drift towards the negative values and the period of oscillations increases to about 15 rotations. Low-frequency late-time oscillations were not observed in the HOM, LBU and SRO cases.
We now look at the flow dynamics on the horizontal planes in order to address the large amplitude velocity-undulations (see figure 3 ) that are prominent after several tens of rotation periods as well as the vortex patters associated with these undulations. We rely on the vertical vorticity (ω z ) distribution to make conclusions about the asymmetry of the flow. Figures 16-7 show the vertical vorticity contours and isolines on the selected horizontal planes for DIR, NEU, LBU and SRO cases respectively (see also the movie files). To make a direct comparison among the different cases, we have used the same scale and number of intervals of vorticity in the figures.
We begin by describing the flow evolution for DIR and NEU cases as they appear to be markedly different from the other cases. At τ = 0 the vertical vorticity is equal to -2 in the entire flow domain (initially it is in solid-body rotation). When τ < 5 the vorticity distribution is axisymmetric and forms a system of smooth concentric rings. The vorticity is positive near the sidewall and retains negative values near the center. The distribution of vorticity in the radial direction is not monotonic after τ ∼ 1. As time progresses (τ = 2 − 5) the vorticity rings of opposite signs alternate with each other (at some distance from the sidewall). Around τ = 6 − 7, the rings start disintegrating into small-scale patches of positive and negative vorticity (see figures 16(a) and 17(a) at τ = 7). This process is more vigorous at the lower vertical levels than at the top. The flow retains a solid-body rotation (concentric vorticity rings) near the axis of rotation until τ ∼ 10. The vorticity distribution acquires a shape of the spiral bands around τ = 15. The formation of the spiral bands of vorticity occurs at about the same time for both DIR and NEU cases, the large-scale eddies develop at significantly different times, i.e., earlier in the NEU case (at about τ = 20) than in the DIR case (at about τ = 40). The vorticity distribution is very coherent at various vertical levels in the NEU case (see figure 17 , τ = 34) including the lowest level z = 0.01, which is well inside the bottom Ekman layer (δ = 0.054). The analysis of the vorticity evolution at multiple vertical planes shows that the route to axial asymmetry is different for the DIR and NEU cases (see movies 5-10 in the online version). After τ ∼ 20 the highly distorted (asymmetric) flow near the sidewall progresses towards a more symmetric state in the DIR case, while in the NEU case, the flow forms three distinctive cyclonic eddies (at τ = 22) which undergo further merging forming two large cyclones by τ = 25. At later times the vertical coherence of the flow pattern is lost and the columnar eddies disintegrate into a system of smaller vortices. By contrast, in the DIR case, the wobbling of the inner core associated with the formation of spiral bands at τ = 15, amplifies in time until a dumb-bell shape structure composed of two anticyclones manifests itself around τ = 30 (see figure 16, τ = 34) . Notice that the flow near the vertical sidewall is closer to being axisymmetric in the DIR case. The vorticity patterns at different z-levels show two cyclonic eddies that accompany anticyclones at z = 0.01, but on the upper levels z = 1, 1.9 there is no trace of these eddies.
The spin-up simulations for a homogeneous fluid (HOM case) in an identical geometry and the same values of the Rossby and Ekman numbers as in DIR and NEU cases showed no signs of neither small-scale instabilities near the outer wall nor large-scale eddy formation at late times on any horizontal plane. Therefore, we concluded that the homogeneous spin-up retains axisymmetry at all times, in spite that the same amount of horizontal shear ∆Ω as in the DIR and NEU cases was initially transferred to the fluid. Figure 6 shows the evolution of vertical vorticity for LBU case at three levels z = 0.01, 0.25 and 1.0. Notice that the aspect ratio of the cylinder is almost three times smaller in this case (Γ = 2.33) compared to the previous cases. The vorticity distribution demonstrates the same features at early times (τ < 10) as in the DIR and NEU cases, i.e., it consists of a system of annular bands of vorticity which changes sign from one location to another. Nevertheless, the system never breaks the axial symmetry, slowly advancing towards the state of a new solid-body rotation. The vorticity pattern at τ = 85 for LBU is not shown because of the miniscule values of ω z at that time.
The SRO case, shown in figure 7 is similar to the LBU case, but with one important distinction. At around τ = 20, the flow does demonstrate a tendency towards the symmetry breaking at the lower z-levels (z < 1). A wavy perturbation (with multiple inflection points) propagates along the temperature front at some distance from the outer sidewall (see movies 10-13). Its amplitude grows in time, but there is no cascade towards largescale vortices that would break the axial symmetry of the flow. On the contrary, after τ ∼ 40 − 45, the spin-up flow tends to 'laminarize' and the vorticity isolines acquire a circular shape (figure 7, τ = 60).
The development of non-axisymmetric structures by the spin-up flow may also be followed on the plots that depict the isolines of azimuthal velocity in the meridional planes separated by an angle π (vertical plane). Figure 18 shows how such isolines change in time in the central cross-section θ = 0−π. In fact, to facilitate the understanding of the flow dynamics we introduce a local (in the central plane) Cartesian coordinate system with x-axis directed from left to right and y-axis pointing into the paper (the z-axis remains the same). Thus, the rigid and dashed lines represent the positive and negative values of the y-component of the azimuthal velocity respectively. The absolute value of these components coincides with the magnitude of the azimuthal velocity in the central plane. At early times the spin-up flow preserves its axisymmetry because the isolines are symmetric about the axis of rotation. In the central part of the cylinder the isolines are practically vertical (except in the Ekman layer), which is indicative of a solid-body type of rotation.
Near the sidewalls the azimuthal velocity rapidly reaches small values, so that its maximum is displaced inward and becomes shielded from the sidewalls by the boundary layer ( figure 18, τ = 1) . The new location of the velocity maximum is shown by a Ushaped isoline. As time progresses the closest to the axis of rotation velocity isolines get deflected (swing) sidewise near the bottom of the cylinder in DIR case( figure 18(a) , τ = 34). Therefore, at the time when near the free surface the spin-up current has an axially symmetric jet-like structure (the velocity maximum has shifted farther inward compared to τ = 1), near the bottom it has already developed a non-axisymmetric instability visible in figure 16 . The swings experienced by the velocity isolines increase in amplitude and even lead to the formation of the counter-flowing jets that are manifested at late times as the regions of solid lines embedded into the surroundings (dashed lines of figure 18(a), τ = 85). NEU case demonstrates a similar pattern, however, the breakup into a system of large eddies occurs sooner compared to DIR case. At τ = 34 a noticeable columnar structure of the large-scale eddies is depicted in figure 18(b) . Around τ = 85, the azimuthal velocity decreases to the point that only a few isolines are visible indicating little flow motion in the fluid.
The importance of the corner regions during stratified spin-up can hardly be overestimated. They accumulate the fluid that has been drawn through the Ekman layers, and therefore achieved a new rotation state. The early dynamics of the corner regions for DIR case, when they still retain an axisymmetric shape, is shown in figure 19 , where the contour plots and isolines of the angular velocity (defined as u θ /r) are presented simultaneously. The maximum value of the angular velocity is 0 (dark colors), while the minimum value is -1 (bright colors). At τ = 1 the dark bands are concentrated near the bottom and sidewalls of the cylinder, where the fluid has already spun-up and moves with a cylinder. In the upper portion of the water column near the sidewall the angular velocity isolines are practically vertical and densely packed, because of the high shear created by a growing sidewall boundary layer. As time progresses the dark area bulges out of the cylinder corners increasing the distance between adjacent isolines (decreasing shear). At τ = 7 there are noticeable spikes (rapid changes from negative to positive values) in the angular velocity distribution close to the axis of rotation, which amplify even more by τ = 10. Although this serves as an evidence that the system loses its axisymmetry at times as early as τ = 7, it will be shown later that this initial instability decays and the flow recovers axisymmetry for another 15-20 rotation periods before breaking into a system of energetic eddies.
We recall that e represents the kinetic energy of azimuthal perturbations integrated over the entire fluid domain. Therefore, a zero plateau at τ < 5 symbolizes an axisymmetric flow. Similar conclusions follow from figures 20 and 21, which depict the time history of each term of the energy equation individually. The kinetic energy term (bottom panel) demonstrates a small peak at time τ ≈ 10 and a much larger one at τ ≈ 90 − 100 for DIR case, while it reaches a maximum at τ = 30 for NEU case. It is evident from the upper panel of figure 20 that the centrifugal term (H 2 ) remains negligible over the entire simulation time interval, and therefore does not influence the flow dynamics, which is governed by the interplay among the barotropic (H 1 ), baroclinic (H 3 ) and viscous dissipation (H 4 ) terms. At early spin-up times the barotropic term, which is positive, serves as a source of azimuthal instabilities through the mean current shear. However, at later times it acquires both positive and negative values and even experiences undulations about the zero level. It means that the mean current serves not only as a source of the perturbations, but also as a sink, i.e. during some time intervals it is amplified by absorbing the energy from the azimuthal perturbations. The baroclinic (gravity) term reaches peak values at τ ≈ 85 and τ ≈ 20 for DIR and NEU cases respectively. For DIR case it also reaches a small peak at τ = 10, but the flow recovers axisymmetry soon after, due to the stabilizing role of the viscous dissipation which cannot counteract a much vigorous release of the potential energy at τ ≈ 85. The release of the potential energy is accompanied by the oscillations in both barotropic and baroclinic terms (the maxima of the baroclinic oscillations are correlated with the minima of barotropic oscillations). The energetic stage of the flow evolution takes a long time in DIR case and only by the time τ ≈ 150 all energy terms essentially reduce to zero and the flow consists of an irregular system of weak eddies. In the NEU case, this process ends by τ = 75. Figure 22 compares the growth rate of the first four instability modes (n = 1, · · · , 4) to that of the mean current (n = 0). The energy curve of the latter monotonically declines in time until it is overcome by the fastest growing mode n = 1 for DIR case (at τ = 95) and n = 1, 2 at about τ ≈ 40 for the NEU case. All other modes stay below the mode n = 0 at all times, although experiencing oscillations at late times. In SRO and LBU cases (not shown) all energy modes stay below the n = 0 curve.
Summary
We conducted three-dimensional time-dependent numerical simulations of nonlinear spin-up of a thermally stratified fluid in a circular cylinder. The purpose of this work is to show that non-axisymmetric flows arise from an initial state of constant thermal stratification and rigid rotation, in contrast to previous work that focused primarily on axisymmetric spin-up. Some of the model parameters were chosen with respect to laboratory experiments of Smirnov et al. (2005a) who observed non-axisymmetric flow patterns during nonlinear stratified spin-up. The evolution of stratified spin-up has been characterized by two distinct stages. The first stage is dominated by the generation of corner regions through radial boundary layer transport that remains axisymmetric. In the second stage, the flow becomes unstable dependending on the relative values of Ro and Bu but the subsequent development of the instability strongly depends on the boundary conditions. Because the upper surface was not rigid, we could not employ the symmetry condition about the mid-plane, which made the computations very intensive. The present study examines a set of five different flow regimes listed in table 1. The values of the flow parameters were chosen to reproduce as close as possible the experimental conditions reported in Smirnov et al. (2005a,b) . However, we could not use the same diffusion coefficient as in the laboratory, where the density stratification was created with salt. In the latter case the diffusion is two orders of magnitude smaller than the one considered in this study, so that the parameter E/σ = O(10 −6 ) is too small to allow numerical resolution of the molecular diffusion scale. Nevertheless, we assume that the exact value of the diffusivity plays a significant role only in a thin region across the density front and does not affect the interior flow dynamics. This numerical study has shown shown for the first time that the thermally-stratified spin-up flow develops non-axisymmetric instabilities that lead to the formation of large- scale eddies at late times. To the best of our knowledge, such observations have been reproduced only in the laboratory environment using salinity stratification. Our simulations demonstrate that the flow instabilities may be seen using thermal stratification. We found that the azimuthal flow asymmetry is a critical phenomenon that is governed by the relative values of the Rossby and Burger numbers (for fixed Ekman number). The nature of the non-axisymmetric instability depends on the specificied temperature boundary conditions on the endwalls of the cylinder (the sidewall are always thermally insulated). When the endwalls temperature is specified, the spin-up flow loses its axisymmetry through the wobbling of the inner core. When the endwalls are insulated, the axisymmetry is lost via a baroclinic instability of the corner regions and subsequent propagation of instability towards the inner region of the cylinder. In the cases of the large Burger and small Rossby numbers both Dirichlet and Neumann boundary conditions did not perturb the axisymmetry of the flow, even at very late spin-up times. The numerical results are qualitatively in good agreement with the existing experimental data.
We found the existence of the bottom Ekman layer, which pumps the stratified fluid from the interior into the corner regions. The instantaneous vertical density profiles near the outer sidewall and the core of the cylinder exhibit the regions of strong upwelling and downwelling respectively. Because of the vigorous stirring inside the corner regions, the fluid is almost homogeneous there. The formation time of the axisymmetric corner regions scales with the homogeneous spin-up time, t sp = (2E) −1/2 /π, which is equal to about six and ten revolutions in the numerical and experimental set-ups respectively. Both studies show that at this characteristic time the growth of the corner regions subsides. In general, the early-time dynamics of axisymmetric stratified spin-up is similar in both configurations. Moreover, NEU case, which employs the zero heat-flux boundary condition for temperature at the upper and lower boundaries, demonstrates similar flow features even at late spin-up times. Namely, the non-axisymmetric instability originates at the density front (near the sidewall of the cylinder) and subsequently affects the central core of the fluid. It should be noted that the insulating boundary condition for the temperature at the top and bottom surfaces of the cylinder are closer to the actual boundary conditions of the experiments in Smirnov et al. (2005a,b) assuming that the upper surface does not deform (see the very small value of the Froude number in table 1 for the justification of this assumption). DIR case demonstrates a qualitatively different flow behavior at late times. The non-axisymmetry is caused by the wobbling of the inner core (anticyclonic vortex), while the flow remains axisymmetric near the sidewall. The azimuthal velocity isolines experience large-amplitude deformations that initially affect only the lower fluid layers. At upper layers, the wobbling is manifested in a precession of the center of rotation of an anticyclone around the rotational axis. At some point the system bifurcates, which leads to the formation of satellite cyclonic vortices. The eddies flow in size until they occupy the entire flow domain. In both cases DIR and NEU, the formation of large-scale eddies is accompanied by the sagging of the corner regions, which induces a release of the stored potential energy and generates internal gravity waves.
Our study clearly indicates that the non-axisymmetric instability of the spin-up flow in a circular cylinder is not a purely barotropic effect because it was not observed in a homogeneous fluid under similar flow conditions, neither in the laboratory experiments nor in numerical simulations. Moreover, LBU and SRO cases show that the non-axisymmetric instability is a critical phenomenon, i.e. it is sensitive to the specific values of the Burger and Rossby numbers. It should be mentioned that in SRO case the value of the Rossby number is still big enough to be considered in the nonlinear regime of stratified spinup. For similar values of Burger and Rossby numbers (Bu = 0.38 and = 0.18) nonaxisymmetric instabilities were observed in the experiments of Smirnov et al. (2005a) . Therefore, the influence of the aspect ratio and the Ekman number on the stability of stratified spin-up has to be explored further.
