The fourth-order cumulant matching method has been developed recently for estimating a mixed-phase wavelet from a convolutional process. Matching between the trace cumulant and the wavelet moment is done in a minimum mean-squared error sense under the assumption of a non-Gaussian, stationary, and statistically independent reflectivity series. This leads to a highly nonlinear optimization problem, usually solved by techniques that require a certain degree of linearization, and that invariably converge to the minimum closest to the initial model. Alternatively, we propose a hybrid strategy that makes use of a simulated annealing algorithm to provide reliability of the numerical solutions by reducing the risk of being trapped in local minima.
INTRODUCTION
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as is well known, the model of the recorded seismic trace, x(t), is generally formulated as a convolution plus additive noise, v(t),
x(t) = w(t) * r (t) + v(t),
where w(t) is the seismic wavelet, and r (t) is the reflectivity series.
The CM approach makes use of higher-order cumulants, higher-order covariance functions with special properties. It turns out that, as a result of the convolutional model that we have described, including additive Gaussian noise, the seismic wavelet can be estimated from the noisy seismogram under the constraint that the reflectivity is a stationary, non-Gaussian, and statistically independent random process (Brillinger and Rosenblatt, 1967; Lii and Rosenblatt, 1982; Nikias and Raghuveer, 1987) . Usually, neither second-nor third-order cumulants contain useful phase information in their structure (Giannakis and Tsatsanis, 1994) . The former, which is in fact the autocorrelation, because it is a phaseless function, and the latter because it is identical to zero for symmetrically distributed processes, which model most reflectivity sequences (Walden and Hosken, 1986) . On the other hand, the information contained in the fourth-order cumulant is enough to determine the wavelet within a polarity reversal and a time shift [see for example, Lii and Rosenblatt (1982) ]. Tugnait (1987) presented a fourth-order CM method in which a mixed-phase moving-average (MA) wavelet is estimated from the data fourth-order cumulant. Following his work, Lazear (1993) applied Tugnait's approach to real seismic data. The CM problem becomes one of optimization where a highly nonlinear cost function is to be minimized. This problem is solved usually by linearizing and finding gradient directions to update the wavelet samples at each iteration. As is well known, the solution will depend on the initial guess, and the system may get trapped in local minima.
The main motivation of this study is to overcome the problem of local minima in the optimization stage. Our improved strategy makes use of a very fast simulated annealing (VFSA) algorithm (Ingber, 1989) , to provide global convergence. To develop an effective and efficient technique aimed at a traceby-trace implementation was also an important motivation of this work, because of its practical implications in exploration seismology. We have found that it is very useful to apply a multidimensional taper to smooth the trace cumulant and, unlike previous work, obviate the use of a large number of traces. This is very significant from the point of view of stationarity.
We draw attention to the importance of the non-Gaussianity assumption and the data bandwidth for a meaningful CM. The second point is illustrated by analyzing the cumulant sensitivity to wavelet phase, which represents an important issue in wavelet estimation (Hargreaves, 1994) . The results are very encouraging since very good wavelet estimates are obtained using realistic synthetical models and real data examples in a trace-by-trace implementation.
THEORY

Cumulants and moments
Cumulants and moments are higher-order covariance functions with properties that make them very useful for describing both stochastic and deterministic signals [see for example, Mendel (1991) ]. Given a real stationary discrete-time signal, x(t), its nth-order moment function is defined as
where E{·} denotes statistical expectation. For n = 3, 4, the nthorder cumulant function of a non-Gaussian stationary process is given by
where G(t) is an equivalent Gaussian process that has the same mean value and autocorrelation as x(t). Clearly, if x(t) is Gaussian, c x n (τ 1 , τ 2 , . . . , τ n−1 ) = 0. Note that the second-order cumulant is the covariance, and if the process is zero-mean, it is the autocorrelation. This is a phaseless function since it is symmetric about τ = 0. As a result, methods based on the autocorrelation are only useful for identifying minimum-phase processes. The third-order cumulant preserves phase information, but when the process is symmetrically distributed (such as most reflectivity series), it vanishes for all lags. This is not true for the fourth-order cumulant function, which preserves phase information as well.
Finally, if x(t) is zero-mean, m G 4 can be expressed in terms of autocorrelation lags:
By putting τ 1 = τ 2 = τ 3 = 0 in the previous definitions, c x 4 (0, 0, 0) = E{x 4 (t)} − 3E 2 {x 2 (t)} = γ x 4 , which is the kurtosis of the process. Normalized kurtosis is defined as γ x 4 /(γ x 2 ) 2 and equals zero for a Gaussian process, where γ x 2 is the variance.
Cumulant matching (CM) for a convolutional process
Combining equations (1) and (3) and assuming that the reflectivity is a non-Gaussian, independent, and symmetrically distributed random process, Brillinger and Rosenblatt (1967) showed that 
Equation (6) expresses that the fourth-order moment of the wavelet, w(t), equals, within a scale factor, the fourth-order cumulant of the trace, x(t). This important result is true strictly for N → ∞. In practice, however, only a finite amount of data is available. So, the CM is performed in a minimum-squared error sense by defining the cost function
In the optimization algorithm, is minimized with respect to the wavelet parameters (the scale factor γ r 4 can be absorbed by m w 4 ). Because of various symmetry planes of the fourthorder moment function (see Pflug et al., 1992) and the finite length of the wavelet, it is enough to evaluate the summations in equation (7) for 0 ≤ τ 1 ≤ M, 0 ≤ τ 2 ≤ τ 1 , and 0 ≤ τ 3 ≤ τ 2 only, where M is the length of the wavelet.
OPTIMIZATION PROBLEM
Basically, two approaches can be used to minimize : (1) a linearized technique based on gradient directions and (2) a stochastic global optimization algorithm. It should be noted that , a multidimensional cost function, is highly nonlinear because it involves higher-order covariances. It seems reasonable to expect it to be a multimodal function. In previous works, was minimized with respect to the MA parameters using a steepest descent algorithm. We are not going to consider the linearized method in this paper, and the reader is referred to the works of Tugnait (1987) and Lazear (1993) . However, it is well-known that this kind of optimization scheme converges to the local minimum that is closest to the initial model. We have found some numerical examples (we show this below) in which the linearized scheme converges to a local minimum that is far from the required solution. To avoid local minima that may lead to poor wavelet estimates, we propose the use of a stochastic global optimization algorithm. We use a VFSA technique to solve for the wavelet parameters that are obtained independently of the initial estimate. Nevertheless, the linearized technique should not be discarded because in general we have found that it is faster than VFSA. Metropolis et al. (1953) presented a Monte Carlo sampling technique for modeling the evolution of a solid at a given temperature. Later the technique was generalized and applied to nonlinear optimization problems (Kirkpatrick et al., 1983) . Here, the unknown parameters play the role of the particles in the solid, and the cost function represents the energy of the system. In the SA approach, the model space is randomly perturbed and new configurations are accepted (or rejected) so that the cost function or energy decreases iteration after iteration. Occasionally, some increases of the cost function are allowed and it is this uphill movement that helps the system escape from local minima. Initially, the temperature (a control parameter) is high so that almost all proposed configurations are accepted, and it is lowered in a prescribed fashion. At low temperatures, the probability of accepting a new configuration corresponding to an increase of the cost function is small. The fluctuations of the random perturbations are gradually decreased and the system crystallizes at a global minimum of the cost function.
Simulated annealing (SA)
Essentially, the SA technique can be described by three functions (Ingber, 1989) :
: the probability density function (pdf) for generating a new configuration in the model space
the pdf of accepting a new configuration; and 3) T k : the cooling schedule for the annealing process (temperature T at iteration k).
The difference between many existing SA techniques lies in the choice of these three important functions. Generally, the acceptance pdf is expressed in terms of the change of the cost function :
According to the Metropolis criterion (Metropolis et al., 1953) , a new configuration is accepted unconditionally if < 0 and accepted with probability h( ) if ≥ 0. Initially, the Metropolis algorithm spanned the model space using a uniform pdf for g (w) . Faster convergence was later achieved by selecting a Gaussian pdf that concentrates on the states with lowest energy as temperature decreases (Boltzman annealing). Regarding the cooling schedule, Geman and Geman (1984) showed that a global minimum of can be obtained (statistically) provided the temperature is lowered no faster than
where T 0 is a constant. For many practical applications this cooling schedule is too slow, and many researchers use a faster cooling schedule, but global convergence is no longer guaranteed. This kind of algorithm is called simulated quenching (SQ) rather than SA (Ingber, 1993) . A faster cooling schedule can indeed be used without affecting proof of convergence by using different generating functions. Fast annealing (FA) uses a Cauchy distribution (Szu and Hartley, 1987) and an exponentially faster cooling schedule. Later, Ingber (1989) proposed a VFSA technique that allows a still faster cooling schedule. In general, SA algorithms involve a tradeoff between convergence to a global minimum and algorithm speed.
Very fast simulated annealing (VFSA)
VFSA uses a Cauchy-like generating function with fatter tails that expands or contracts dynamically according to the sensitivity of the cost function of each dimension. This scheme is superior to the aforementioned SA approaches (Rosen, 1992) and in some cases superior to evolutionary methods such as genetic algorithms (Ingber and Rosen, 1992) .
Description of VFSA algorithm.-Following the work of Ingber, new parameters w k i of dimension i are generated via the random variable y i using
The new parameters w k+1 i
are constrained to the range [ A i , B i ], and equation (10) is repeated for all i until a set of M new parameters are generated. The generating function in the VFSA algorithm is defined as
(we omit the superscript k for simplicity). New points ruled by this distribution may be generated from a uniform distribution u i ∈ [0, 1] using the formula
Having defined g(y), the cooling schedule that statistically guarantees the convergence to a global minimum is given by
where c i is some user-defined constant. (It should be noted that convergence proof is not affected by the value of c i ).
Re-annealing.-It seems reasonable to use a wider generating function for the insensitive dimensions relatively to the more sensitive ones. To account for different sensitivities of the cost function of each parameter at different locations of the model space, temperatures are rescaled periodically (every hundred iterations or so) so that g(y) expands or contracts accordingly. The sensitivities are computed at the current lowest minimum, and the parameter temperatures rescaled relatively to the maximum sensitivity by
where s i δ /δw i . The procedure described in the previous paragraphs is also known as Adaptive simulated annealing (ASA) (Ingber, 1993) .
Quenching.-Whenever the number of parameters is large, the cooling rate expressed according to equation (13) may be still too slow for some applications (consider the exponent 1/M). In these cases, SQ may be performed by choosing
where Q is a quench factor set between 1 and M. (Note that only for Q = 1 is the statistical convergence ensured). Quenching is also performed when using an exponential schedule such as T k = T 0 exp(−αk) (Rothman, 1985) , with α generally small, that is equivalent to T k = βT k−1 = β k T 0 , for β = exp(−α). These two cooling schedules are particular cases of equation (15) for Q = M and c i = α.
DISCUSSION AND EXPLANATORY EXAMPLES
Tapering the cumulant estimate
Since, in practice, neither the cumulant of the noise is zero nor the cumulant of the reflectivity series is a multidimensional spike at zero lag, the estimated wavelet moment obtained from equation (6) is a distorted version of the true wavelet moment. Figures 1a and 1b show a view of the fourth-order moment of a zero-phase Ricker wavelet (M = 25) and the fourth-order cumulant of a trace (250 samples, noise free) that was generated by convolving a sparse reflectivity with the wavelet. Note that for the lags shown (τ 3 was set to zero), the trace cumulant is a poor estimate of the wavelet moment. Any attempt to recover the wavelet using this cumulant estimate is likely to fail.
To improve the estimate, we found it is very useful to apply a 3-D smoothing-taper window to the trace cumulant, especially for those cases in which the cumulant estimate is very poor because of the low amount of data available. In these cases, we can re-define the cost function as 
and any possible exchange of any pair of the three arguments (symmetry properties of the fourth-order cumulant); 2) a(τ 1 , τ 2 , τ 3 ) = 0 for |τ i | > L (L defines the region of support ofĉ x 4 (τ 1 , τ 2 , τ 3 )); 3) a(0, 0, 0) = 1 (normalizing condition); 4) A(ω 1 , ω 2 , ω 3 ) ≥ 0 for all frequencies (ω 1 , ω 2 , ω 3 ) . It is easy to build multidimensional windows satisfying these constraints by using standard 1-D windows [see for example, Nikias and Petropulu (1993) ]. So we can write
where
for all ω. Among many possible 1-D windows (rectangular, triangular, Hamming, etc.), we have obtained the best results using a Parzen window, which is defined by
Figures 1c and 1d show the trace cumulant after applying a 3-D Parzen window and the trace cumulant when using 5000 data samples. We can observe that the improvement as a result of the tapering is quite important. This obviates the use of large amounts of data where the validity of convolutional stationarity is very much in question. We have found that the CM method can be applied even for a trace-by-trace implementation, and in many cases only a few traces are required to obtain cumulant estimates good enough to provide reliable wavelet estimates. In the last section, we illustrate this point using a small set of field data.
VFSA VERSUS LINEARIZED SOLUTIONS: A HYBRID STRATEGY
The reliability of the derived wavelets depends not only on the degree of validity of equation (6) but also on the success in the minimization of the multidimensional, nonlinear, and possibly multimodal cost function . Hargreaves (1994) proposed a procedure to assess the reliability of the derived wavelets that consists of applying a 90 • phase shift to the data and verifying whether or not the new wavelet estimate exhibits the same phase shift. However, a procedure to assess the reliability of the optimization solution is still required. In his steepest descent algorithm, Lazear (1993) starts the iterations with a centered spike as the initializing wavelet. The results obtained by Lazear show that the solution is rather consistent, and good estimates are obtained in all the examples shown.
We have found that the VFSA approach generally provides an increased confidence in the solutions. As an example, Figure 2a shows a synthetic trace consisting of 250 points ( t = 4 ms), generated by convolving a mixed-phase Berlage wavelet (Aldridge, 1990 ) with a sparse reflectivity series. The length of the wavelet was 40 samples. The trace has been contaminated with 10% by amplitude of Gaussian noise. In linearized solution has been trapped in a local minimum of the cost function, while the VFSA algorithm was able to recover the actual wavelet. It should be pointed out here that for annealing (and not quenching) the CPU time required to find the VFSA solution is substantially greater than that required to find the linearized one. In all the examples we have tested, less than 100 iterations were required for convergence to a solution using the steepest descent approach. Each iteration involves the computation of the current wavelet moment function, its gradient and the step size, as well as updating the wavelet estimate. On the other hand, the VFSA solution required about 10 000 iterations, where each iteration involves basically computing the cost function and perturbing the wavelet estimate. When quenching is performed, the number of iterations can be reduced substantially, and the CPU time becomes comparable to the linearized optimization. In a trace-by-trace processing, CPU time is a very important aspect that has to be taken into account. A strategy for an efficient implementation in real situations may be to apply the VFSA algorithm to a single trace and use this estimate as the initial model for the remaining traces where the linearized algorithm can be used. This procedure combines the fast performance of the linearized technique with the more reliable solutions provided by the VFSA algorithm. At the same time, the risk of being trapped in a local minimum when using the linearized technique is reduced (if not eliminated) because a reasonable initial model is now used.
Sensitivity to wavelet phase
The sensitivity to wavelet phase of the zero-lag fourth-order cumulant (kurtosis) has been studied by various authors in connection with the estimation of a residual phase-shift present in the data by maximizing the kurtosis or the varimax norm (White, 1986; Levy and Oldenburg, 1987) . Essentially, they realized that if the data effective bandwidth B is small compared to the central frequency f 0 , the kurtosis (and therefore the varimax norm) is rather insensitive to phase changes. Fortunately, most seismic data satisfy B > f 0 and the maximum kurtosis criterion is extensively used in seismic processing.
To perform a more detailed bandwidth study, we have extended the analysis to other lags of c w 4 (τ 1 , τ 2 , τ 3 ). For this purpose, we generated a passband-type wavelet by subtracting two low-pass filters with cut-off frequencies f and f h :
where B = f h − f and f 0 = ( f + f h )/2. We then computed phase-shifted versions of the wavelet w (t), which are related to w(t) by the formula
where is the phase-shift and H{·} is the Hilbert transform (Aki and Richards, 1980) . To determine the sensitivity of any lag of m (3, 3, 3) . Below a critical bandwidth relative to the central frequency (B ≤ f 0 ), the 4th-order moment is insensitive to wavelet phase. Maximum sensitivity is attained when the frequency content extends to zero frequency (B 2 f 0 ). both moment lags are attained when B 2 f 0 (which implies that the bandwidth extends to zero frequency). On the other hand, for B < f 0 both moment lags are rather insensitive to a phase-shift. That is, the greater the bandwidth relative to the central frequency, the greater the sensitivity. Moment lags different from that corresponding to the kurtosis show a similar sensitivity to phase-shifts.
The above analysis demonstrates that if the data bandwidth is very small as compared to the central frequency, the fourthorder CM method (and maximum kurtosis deconvolution) will be rather insensitive to wavelet phase. In the presence of noise, the effective bandwidth of the signal may be reduced and hence, the sensitivity of m 4 to wavelet phase will be reduced also. Levy and Oldenburg (1987) recognized the importance of the low frequencies for the varimax norm to be sensitive to wavelet phase. To increase the effective bandwidth, whitening the data is recommended. This can be done by applying a zero-phase deconvolution. On the other hand, Hargreaves (1994) proposed the application of automatic gain correction (AGC) to the signal, before wavelet estimation, to improve the signal-tonoise (S/N) ratio and therefore, the effective bandwidth. He showed that the reliability of the results of the CM method are considerably improved after the application of this simple preprocessing.
In summary, the sensitivity of the moment function to the wavelet phase has been demonstrated for wavelets with different frequency contents. We showed that, on average, m 4 is as sensitive as the kurtosis to lags other than that at the origin. If B < f 0 both maximum kurtosis deconvolution and the fourth-order CM method will likely yield unreliable results, particularly for low S/N ratios, because wavelet phase cannot be identified properly. In these critical cases, the results can be improved by applying either AGC and/or zero-phase deconvolution prior to wavelet estimation. It is also recommended that errors in the low-frequency portion of the spectrum arising because of spectral windowing (see for example, Thomson, 1982; Walden 1990 ) are reduced as much as possible during the processing sequence prior to wavelet estimation.
Non-Gaussian assumption
The primary reflectivity series can be modeled as a nonGaussian process has been established by various authors (Walden and Hosken, 1986) . The distribution appears to be essentially symmetric with a sharper central peak and larger tails than that of a Gaussian distribution. Distributions of this kind are called "leptokurtic" because the normalized kurtosis is greater than the kurtosis of a Gaussian distribution which is zero. This is the basis of the so-called minimum entropy deconvolution (MED) approaches where a spiky reflectivity is expected [see Walden (1985) for a comprehensive discussion of several MED-type algorithms in connection with the nonGaussian assumption]. The fourth-order CM approach is particularly effective when the reflectivity pdf is far from Gaussian for a given amount of data.
The sensitivity of the CM method to a certain type of reflectivity models has been tested in Lazear (1993) . His models consist of a Gaussian reflectivity raised to a power greater than one, preserving the sign (Gaussian-γ model). These models have leptokurtic pdf's and it is this non-Gaussian nature that is observed in well log data. We consider also other kinds of reflectivity models: one that is essentially sparse and one that has been proven to fit very well with the empirical amplitude distribution of block-averaged well logs. The first one can be described by a Bernoulli-Gaussian process (Kormylo and Mendel, 1978; Godfrey and Rocca, 1981) 
where N (0, σ 2 r ) denotes a zero-mean Gaussian distribution with variance σ 2 r . The normalized kurtosis can be computed easily and is equal to 3/(1 − λ) − 3. They used examples with λ ranging from 0.7 to 0.9 typically and corresponding to models consisting of reflections of one in three samples (kurtosis = 12) to one in ten samples (kurtosis = 27), approximately.
The second model (perhaps the one that is closest to a real reflectivity sequence from the point of view of stratigraphic considerations) is that in Walden and Hosken (1986) . They showed that real primary reflectivity sequences can be modeled as a mixture of two Laplace (or double-sided exponential) distributions
exp(−|r |/λ 1 ) with probability p 1 2λ 2 exp(−|r |/λ 2 ) with probability 1 − p,
where λ 1 and λ 2 denote the scale parameters of each population and p the proportion of the mixture. This alternative model clearly distinguishes between sedimentary beds and lithologic units by simply changing the proportion of the mixture. Such a model has normalized kurtosis 6(1 + c) − 3(c ≥ 0), which is always greater than or equal to 3. (Here c is a function of p, λ 1 and λ 2 only). Several well log data sets were fitted using this flexible model, and in all the cases shown in the aforementioned work, the results indicated a kurtosis exceeding 3. We generated several reflectivity sequences according to the three models (i.e., Gaussian-γ , Bernoulli-Gaussian, Laplace mixture) using various parameters. The models were intended to reproduce real reflectivity sequences and the purpose was to test the behavior of the CM method for the various models using different amounts of data. A zero-phase Ricker wavelet (M = 25) was used to generate each seismogram, and 10% by amplitude Gaussian noise was added. Figures 4a-4c illustrate the results of computing the normalized mean-squared error (MSE) between the trace cumulant estimate and the true wavelet moment:
where α is a constant that minimizes MSE. Also, we have computed the correlation of the estimated wavelets with the true wavelet, which is shown in Figures 4d-4f . As expected, the matching increases with the amount of data. In general, good estimates were obtained even for models with small kurtosis and a relatively small amount of data (correlations exceeding 0.95 were obtained for most of the cases). For sparse models, we have found excellent results using as little as 250 samples. In Figures 4g-4i , we have plotted the effective kurtosis (as computed from the reflectivity series) versus wavelet correlation for models using 1000 and 10 000 data samples. It is interesting to note that there is not a rigorous correlation between kurtosis and accuracy of results. This may be true only for some specific models (e.g., the Gaussian-γ ) since the results appear to depend on the manner in which the wavelet interferes with the structure of the hidden reflectivity coefficients. For example, consider Figure 4i corresponding to the Gaussian-γ model. The higher the kurtosis, the higher the correlation between true and estimated wavelets. This is not the case for Bernoulli-Gaussian and Laplace models (Figures 4g and 4h) .
REAL DATA EXAMPLES
Field data
In this example, the real field data are shown in Figure 5a . The window consists of 21 traces, from 1.0 to 2.0 s. To illustrate the trace-by-trace process, we obtained an individual wavelet estimate for each trace and then averaged the optimally shifted estimates to obtain an average estimate. Only 250 samples were used to obtain each individual estimate. The consistency obtained in this example is clear from inspection of the individual estimates plotted in Figures 6a-6c . The average estimate (using all the traces) is shown in Figure 6d . A 3-D Parzen window was used to smooth the trace cumulants. If no tapering is used, the very poor average wavelet estimate shown in Figure 6e is obtained.
To assess the reliability of the wavelet estimate, we deconvolved the original data by spectral division using the average estimate. The zero-phase section is shown in Figure 5b . These data were then used to obtain the residual wavelet that is shown in Figure 6f . The residual wavelet is very close to zero-phase, a fact that demonstrates the reliability of the wavelet estimate.
Marine data
The real marine data in this example come from a marine section that had been processed carefully for impedance recovery. Figure 7a shows the 24 traces (325 samples per trace) used for wavelet estimation. The average wavelet estimate (after a hybrid trace-by-trace strategy) is illustrated in Figure 7b . As expected, because of the preprocessing steps employed, the recovered wavelet is very close to zero-phase.
SUMMARY AND CONCLUSIONS
1) The VFSA optimization can be used as a method for initializing the linearized wavelet estimation algorithm in a hybrid scheme. The hybrid strategy combines the fast performance of the linearized technique with the reliability of the VFSA solution. 2) Limited effective bandwidth and missing low frequencies in the recorded data reduce the fourth-order cumulant sensitivity to wavelet phase. This effect may be partially compensated by either whitening the data or performing AGC before carrying out the wavelet estimation. 3) It is assumed that the reflectivity is a non-Gaussian process. This assumption appears, in fact, to represent a property of the earth's reflectivity. Further, if the reflectivity is also somewhat sparse, which is not an unreasonable expectation, the CM method may be used with confidence for relatively short data segments. 4) The application of a multidimensional taper (we used a Parzen window), to smooth the trace cumulant estimate, was found to significantly improve the matching. 5) The combination of both the hybrid strategy and a convenient multidimensional tapering permitted us to develop an efficient and consistent trace-by-trace implementation. Numerical consistency is achieved by the VFSA algorithm and tapering, CPU efficiency is attained by the fast performance of a linearized technique. 6) Despite the inherent limitations of the CM method caused by the bandwidth content and amount of data available, the results obtained with both synthetic and real data demonstrate the viability of the method and the convolutional model, which is at the heart of wavelet estimation philosophy.
