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Zusammenfassung
Die vorliegende Arbeit beschreibt die Suche nach dem Higgs Boson in H →WW (∗)
Zerfällen in Proton-Antiproton-Kollisionen mit Daten des DØ Experiments am Tevatron
Beschleuniger. Diese Daten wurden zwischen April 2002 und September 2003 aufgeze-
ichnet und haben eine integrierte Luminosität von etwa 147pb−1. Es wurde eine Analyse
im Zwei-Myonen Zerfallskanal der W -Paare entwickelt, die auf höhere integrierte Lu-
minositäten und auf den bis zum Jahr 2009 aufzuzeichnenden vollen Datensatz skaliert
werden kann. Die Anzahl der beobachteten Ereignisse in den vorliegenden Daten ist kon-
sistent mit den Erwartungen des Standardmodells. Da kein Überschuss gesehen wurde,
sind Grenzen auf den Wirkungsquerschnitt der H →WW (∗) Produktion auch in der Kom-
bination mit anderen Leptonzerfallskanälen im 95% Vertrauensintervall berechnet wor-
den. Einen Hauptuntergrund zur H →WW (∗) Suche stellt die direkte Produktion von
W -Paaren dar. Eine erste Messung des Wirkungsquerschnitts von W -Paar-Produktion
beim DØ Experiment wird im Anschluß vorgestellt. Die Messung von Spuren mit ho-
her Genauigkeit ist ein wesentlicher Bestandteil beider Messungen. Die Arbeit schließt
mit einem Beitrag zur genauen Spurmessung beim ATLAS Experiment am zukünftigen
Large Hadron Collider (LHC). Hierzu wird ein Positionsüberwachungssystem für ATLAS
Myondriftkammern am Höhenstrahlungsmeßstand der LMU München vorgestellt.
Abstract
This thesis describes the search for the Higgs boson in H →WW (∗) decays in proton anti-
proton collisions with data taken at the DØ experiment at the Tevatron collider. The data
set was taken between April 2002 and September 2003 and has an integrated luminosity
of approximately 147pb−1. An analysis of the di-muon decay channel of the W pairs was
developed which can be scaled to higher luminosities up to the full data set to be taken
until 2009 at the Tevatron collider. The number of events observed in the current data
set is consistent with expectations from standard model backgrounds. Since no excess is
observed, cross-section limits at 95% confidence level for H →WW (∗) production have
been calculated both standalone and also in combination with other lepton decay chan-
nels. The production of W pairs is one major background in the search of H →WW (∗)
decays. Hence a first measurement of the WW production cross-section with the DØ
experiment is presented. Experience gained during this analysis has shown the precise
track reconstruction is an essential tool for both measurements. This thesis closes with
a contribution to precise tracking in the ATLAS experiment at the future Large Hadron
Collider (LHC). An alignment system for ATLAS muon drift chambers at the cosmic ray
measurement facility at LMU Munich is presented.
Für meine Familie
Da steh ich nun, ich armer Tor!
Und bin so klug als wie zuvor;
Faust
Johann Wolfgang von Goethe
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1 Introduction
Despite the great success of the Standard Model of elementary particles for the elec-
troweak and strong interaction, the mechanism of mass generation of the weak gauge
bosons and the fermions is still experimentally unsolved. In the Standard Model, the
Higgs boson is a key point of the theory. The experimental discovery of the Higgs boson
or something similar is a crucial test of the electroweak theory. Theoretical considerations
place an upper limit on a Standard Model Higgs mass around 1TeV 1. Experimental lim-
its from direct searches and theoretical calculations using loop corrections place a lower
limit at 114.4GeV [1] and an upper limit at approximately 211GeV [2] respectively.
The direct search for the Standard Model Higgs boson is one of the main topics at the
present and future hadron colliders. This document describes the search for the Higgs bo-
son in H →WW (∗) decays with the DØ experiment at the Tevatron collider at Fermilab
near Chicago, USA. Here protons and anti-protons collide at a centre of mass energy of√
s = 1.96TeV. With the full dataset of 4− 8fb−1 an exclusion or discovery of a Stan-
dard Model Higgs boson is possible in the above mentioned mass range. In this thesis the
Higgs boson decays will be discussed in detail in the H →WW (∗) → µ+νµµ− ¯νµ decay
channel. Backgrounds and experimental limitations will be examined and a combination
with the di-electron and electron-muon decay channel will be presented afterwards. One
of the main remaining backgrounds of H →WW (∗) decays is the Standard Model WW
production. A detailed understanding of this background is a key point to understanding
H →WW (∗) decays. Until now only few W -pairs have been observed in pp-collisions
leading to unreliable cross-section measurements. A first attempt of a cross-section mea-
surement with the DØ experiment is presented.
In the first chapters it will be demonstrated that a good track finding with high precision
and efficiency is essential for the discovery of the Higgs boson and many other important
measurements. This fact will also be a key part of the physics programme at the next
generation collider. At CERN in Geneva, the Large Hadron Collider, LHC, will collide
protons at a centre of mass energy of
√
s = 14TeV from 2007 onwards. The ATLAS
1Throughout this document, units are chosen in the rationalised Heavyside-Lorentz system, ie. h¯= c= 1.
Masses, momenta and energies all have the units of energies.
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experiment is one of two general purpose experiments which will contribute to the un-
derstanding of many aspects of the Standard Model. The sophisticated muon system of
the ATLAS experiment will help to discover or exclude a Standard Model Higgs boson
over a wide mass range in certain decay channels. Parts of this system are tested at the
Cosmic Ray Measurement Facility at the Ludwig-Maximilians-Universität München. A
muon chamber alignment system for this measurement facility was developed and allows
a precise control of the chamber positions.
In the following document Chapter 2 presents an introduction to the basic principles of
the Standard Model and Higgs boson physics, whereas Chapter 3 gives an overview of
the Tevatron collider and the DØ experiment. Chapter 4 describes details of the event re-
construction with the DØ experiment. In Chapter 5 limits on the H →WW (∗) production
in the di-muon channel and a combination with other channels are presented. Chapter 6
describes a first attempt of a WW production cross-section measurement. In Chapter 7 the
alignment system of the cosmic ray measurement facility is described in detail. Chapter
8 provides a summary of all results presented in the different Chapters.
2 The Higgs Boson in the Standard
Model and its Extensions
This Chapter provides a very brief introduction to the theory and concepts which are used
in this thesis.
2.1 The Standard Model
Particle physics studies the fundamental constituents of matter and their interactions.
What is called fundamental evolves with the improved understanding of nature. The
modern theory, the so called Standard Model, explains all phenomena of particle physics
in terms of properties and interactions of a small number of particles of three distinct
types [3, 4]. The first two are spin-1/2 fermions and called leptons and quarks (Table 2.1),
the third are spin-1 bosons and are called gauge bosons which are the ’force carriers’ in
the theory (Table 2.2). All these particles are assumed to be elementary. There are three
I II III Charge
Leptons e µ τ −1
νe νµ ντ 0
Quarks up charm top +2/3
down strange bottom −1/3
Table 2.1: The three generations of elementary particles with spin S = 1/2.
generations of lepton and quark families ordered by increasing mass. The lepton families
consist of electrons, muons and taus and their corresponding neutrinos. The former par-
ticles have an electric charge of one unit whereas the neutrinos do not carry an electric
charge and are assumed to be massless. Recent measurements have proven that neutri-
nos have masses [5] which can be accounted for in the Standard Model. As for leptons,
quarks are also ordered into three families. Besides the electric charge of 2/3 or −1/3,
3
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respectively, they carry an additional charge called “colour” which can be red, green or
blue. Unlike leptons quarks are not observable as free particles in nature. They are con-
fined to “colourless” objects which are “baryons” or “mesons”. Baryons consist of three
quarks with different colours which sum up to a colourless object. Mesons consist of two
quarks with colour and its anti-colour. All particles have a corresponding antiparticle with
opposite electric charge but same mass.
In the Standard Model quarks and leptons are postulated as the elementary constituents
of matter. The recently discovered dark matter [6] suggests that there must be something
else. A description of the interaction between the constituents of matter is needed to
complete the picture of the elementary particles. The Standard Model is a quantum field
theory where all particles are described as fields. The interactions between fermions are
explained by exchanges of mediating particles, equivalently called “gauge bosons”, cor-
responding to their interaction fields. There are four different types of interactions, also
Force Gauge Bosons Mass
electromagnetic γ 0
strong g1...g8 0
weak W±,Z0 ≈ 80,91GeV
Table 2.2: The gauge bosons with spin S = 1.
called forces, in nature. The “electromagnetic” force is mediated by massless photons
coupling to all charged particles. It has infinite range and the strength is determined by the
fine structure constant, α ≈ 10−2. The “weak” force is mediated by massive weak gauge
bosons W± and Z0 and is responsible for e.g. the nuclear β decay. The interaction range
of h¯/MWc ≈ 10−17 m and the strength, given by the Fermi constant GF ≈ 10−5 GeV−2,
are very small. The “strong” force is mediated by eight massless gluons with colour and
is responsible for the quark interactions. The range is given by the size of a nucleus of
≈ 10−15 m and the strength depends on the momentum transfer between the quarks and is
≈ 0.1 at a momentum transfer scale corresponding to the mass of the electroweak gauge
bosons. The “gravitational” force is much weaker compared to the first three (≈ 10−38)
and is too weak to be observable in particle physics laboratory experiments. It is not
included in the Standard Model.
From Noether’s Theorem follows: invariance of a physical law under a global symmetry
transformation results in a conserved quantity. The invariance with respect to translations
in time and space and rotation in space provides the conservation of energy, momentum
and angular momentum. Together with these quantities the electromagnetic, weak and
strong interactions also conserve other quantities related to internal degrees of freedom
like the electric charge or colour.
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The Standard Model is a quantum field theory which unifies the electromagnetic, weak
and strong interactions. Similar to Maxwell’s unification of electricity and magnetism the
Standard Model combines the electromagnetic and the weak force to an electroweak inter-
action. The special feature of the Standard Model is that the Lagrangian of the theory in
also invariant under local symmetry transformations, called gauge transformations. The
SU(3) symmetry of Quantum Chromodynamics (QCD) is related to rotations in colour
space. The Electroweak Theory, a unification of the weak interaction and Quantum Elec-
trodynamics (QED), has a SU(2)×U(1) symmetry related to rotations in weak iso-spin
and in hypercharge space. All left-handed fermions carry weak iso-spin I = 1/2. The
hyper-change Y is defined by I3 = Q−Y/2 where Q is the electric charge and I3 =±1/2
is the third component of the weak iso-spin.
To have predictive power a quantum field theory has to be “renormalisable”. The quan-
titative features of the interactions can be calculated to arbitrary accuracy as perturbative
expansion of the coupling constant given a few parameters by a limited set of measure-
ments. If all divergencies caused by higher order corrections can be absorbed into physical
measurable quantities the theory is “renormalisable”. All above mentioned quantum field
theories are renormalisable.
The principle of local gauge invariance is applicable to the strong and electromagnetic
interactions. The application is not directly possible for the weak interaction due to its
massive gauge fields. The introduction of the spontaneous symmetry breaking and the
so called “Higgs-mechanism” [7] helps to overcome this problem. The renormalisability
remains intact if gauge symmetry is spontaneously broken, that means if the Lagrangian
is gauge invariant but the vacuum state and the spectrum of particles are not. A set of
elementary scalars fields φ is introduced with a potential energy V (φ) that is minimised at
a value of < φ >6= 0 and the vacuum energy state is degenerate. The U(1) gauge invariant
potential, for example, of an electrically charged scalar field φ = |φ|eiθ,
V (|φ|2) =−µ2|φ|2 +λ|φ|4, (2.1)
has its minimum at < |φ| >= µ/√2λ = v/√2, but is independent of the phase θ. The
choice of a value for θ spontaneously breaks the gauge symmetry. The massive Higgs
scalar particles of mass mH =
√
2µ =
√
2λv are excitations of φ around its vacuum value.
Excitations around the vacuum value of θ require no energy and correspond to massless
and spinless Goldstone bosons. In the physical spectrum they appear as the longitudinal
polarisation third degree of freedom of the gauge bosons. The gauge bosons acquire
masses through their couplings to the Higgs field. Their masses m are given by m = gv/2
where g are their couplings to the Higgs field and v is the the vacuum value of the Higgs
field. In this model the Fermi constant G is given by G =
√
2g2/8m2 = 1/(v2
√
2).
The theory of the electroweak interaction predicts four gauge bosons. The local invari-
ance under SU(2) transformations requires three gauge fields: W± and W 0 with coupling
g = esinθW , where e is the electric charge and θW is the Weinberg angle. The local
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invariance under U(1) transformations yields the B0 with coupling g′ = ecosθW . The
symmetry breaking is introduced by a complex iso-doublet scalar field with φ = φ1 + iφ2
and φ∗φ = φ21 + φ22 and a potential following Eq. 2.1. Minimisation of the vacuum en-
ergy gives v = 246GeV and leaves three Goldstone bosons that are absorbed by three
massive vector bosons: W± and Z0 = −sinθWB0 + cosθWW 0 and one massless pho-
ton γ = cosθWB0 + sinθWW 0. The Weinberg angle θW can be determined experimen-
tally through ν− e scattering, by electroweak interference in e+-e− scattering, by Z0
line-shape measurements or by the mass ratio of the W± and Z0 bosons. The ratio
ρ = m2W/m2Z cos2 θW is predicted to be 1 at Born level and probes the multiplet struc-
ture of the Higgs boson. Deviations from 1 due to higher order corrections are sensitive
to the mass of the Higgs boson.
In the Standard Model quarks and leptons also acquire their masses through the Higgs
particle. They are given by the product of the Yukawa coupling g˜fermion and the vacuum
expectation value v/
√
2 of the Higgs field. These masses are non calculable parameters
of Standard Model since their Yukawa couplings to the Higgs boson are arbitrary. The
validation of the Standard Model explanation for elementary particle masses requires the
discovery of the Higgs boson.
2.2 Higgs Production
The Higgs mechanism presented in the previous Section is only one model of electroweak
symmetry breaking. Present experimental data are not sufficient to identify with certainty
the nature of dynamics behind the mechanism. The search for the origin of weak gauge
boson and fermion masses requires continuous experimentation at present and future col-
liders [8].
The mass of the Standard Model Higgs bosons is given by mH =
√
2µ =
√
2λv, with
the Higgs self-coupling parameter λ. Since λ is unknown, the mass value of the Higgs
particle is unpredicted. However, the couplings of the Higgs boson to fermions and gauge
bosons are proportional to the corresponding particle masses as predicted by theory (cf.
Figure 2.1).
In Higgs production and decay processes at colliders the dominant interactions involve
couplings to W± and Z0 bosons and the third generation of quarks and leptons. Figure 2.2
shows the leading order diagrams of these processes in the production of a Higgs boson.
Except for very heavy Higgs bosons, the dominant production mechanism is gg→H, via
an intermediate top quark loop (cf. Figure 2.2(a)). The cross-section for Higgs production
associated with W or Z bosons are smaller, but are useful for detecting a light Higgs boson
which decays into b¯b or γγ pairs. The weak boson decay can be used to discriminate
the Higgs boson signal against other background sources. The weak boson fusion and
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Figure 2.1: Interactions of the Standard Model Higgs boson at tree level [9].
associated production with t ¯t is less important at the Tevatron collider (cf. Section 3.1),
but are also important production modes at the LHC collider (cf. Section 7.1).
Figure 2.2: The dominant Higgs production mechanisms at hadron colliders: (a) gluon-
gluon fusion, (b) vector boson fusion, and associated production with (c) W, Z bosons
and (d) t ¯t [10].
Figure 2.3 shows the production cross-sections of a Higgs particle as a function of its mass
at a centre of mass energy of
√
s = 2TeV approximately corresponding to the Tevatron
collider energy. The gluon fusion process is the dominant production mode at the Teva-
tron with a cross-section in the range of 1.0− 0.1pb for a Higgs mass between 100 and
200GeV. The decay mode gg→ H → b¯b is not very promising due to the overwhelming
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QCD background. For a higher mass Higgs particle the H →WW (∗) decay mode provides
a promising discovery mode.
In the mass region below 130GeV a promising mode is the qq¯ annihilation into a virtual
W ∗ or Z∗ with subsequent radiation of W ∗/Z∗→W/ZH and following H → b¯b and the W
or Z decaying leptonically. The final state leptons can be used for event trigger purposes.
The production cross-section span a range of 0.25−0.002pb for mH = 100−300GeV and
are larger for the pp collider than for pp collider where the gluon-gluon fusion dominates.
Figure 2.3: Higgs production cross-section (in units of pb) at the Tevatron as a function
of its mass [11].
Figure 2.4 shows the branching ratios for the dominant decay modes of a Standard Model
Higgs boson as a function of its mass [12]. For masses below about 130GeV, the decay
into b¯b pairs dominates, whereas for higher masses the decay mode H →WW (∗), where
at least one of the two W bosons is off-shell becomes important. The corresponding decay
into ZZ(∗) is one of the gold-plated modes for Higgs searches at the future Large Hadron
collider LHC with both Z decaying into electrons or muons, but it is less useful at the
Tevatron.
Theory places an upper limit on the Higgs mass of around 1TeV from unitary require-
ments of the process f+ f− → W−W+ (where f denotes a fermion) at high energies.
Divergences can only be compensated if corrections including a Higgs coupling propor-
tional the electron mass is added.
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Figure 2.4: Branching ratios of the dominant decay modes of the Standard Model Higgs
boson as a function of the its mass.
The existence of the Higgs particle in the Standard Model has an impact on the values
of most electroweak parameters via higher order corrections. The theory is only renor-
malisable as mentioned in the previous Section if a Higgs particle exists. Limits can be
placed on the Higgs mass by precise measurements of the W boson and top quark mass
due to their dependence on its mass in loop corrections. The left plot in Figure 2.5 shows
the predictions of the W boson and top quark mass from electroweak radiative corrections
using SLD and LEP-1 (solid contour) together with direct measurements from LEP-2 and
Tevatron data (dashed contour). The yellow band shows the Standard Model constraints
between the two masses depended on Higgs particle mass. Both indirect and direct mea-
surements prefer a low value for the Higgs particle mass. The arrow labelled ∆α shows
the variation of the relation between mW and mt if α(m2Z) is changed by one standard devi-
ation. Furthermore, a joint fit of all data using 20 different electroweak parameters gives
the best constraint to the Higgs particle mass mH. The right plot in Figure 2.5 shows the
∆χ2 curve as a function of mH with a minimum of mH = 91+58−37 GeV which corresponds
to a one-sided upper limit of 211GeV at 95% CL. The fitted mass has strong correlation
with the top quark mass. The fits are shown with and without the result of the NuTeV
collaboration on neutrino-nucleon neutral to charged cross-section ratios. The NuTeV re-
sults in terms of the on-shell electroweak mixing angle is 2.9 standard deviations higher
than the expectations.
Apart from indirect constraints also direct searches for the Standard Model Higgs boson
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have been performed. The yellow shaded band in the right plot of Figure 2.5 is the ex-
cluded region of the current best lower limit of mH > 114.4GeV at 95% CL set by the
combination of all four LEP experiments [1].
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Figure 2.5: Left: Contour curves of 68% CL in the plane of the top quark and W boson
mass. These values give constraints on the mass of the Standard Model Higgs boson.
Right: ∆χ2 curve of a joint fit from different electroweak precision measurement results
as a function of the Higgs mass. The yellow band denotes the excluded mass region from
direct Higgs searches at LEP [2].
2.3 Background Processes
As described in the previous sections the Higgs particle will be searched in the process
pp → H →WW (∗). The leptonic decay channels of the W → lν bosons give a clear sig-
nal of a lepton with high transverse momentum and some significant missing transverse
energy coming from the undetected neutrino. The branching ratio for each leptonic de-
cay mode is only around 10% per W boson, nevertheless the hadronic decay modes are
swamped by background from QCD jet production with much higher cross-sections and
similar event topology.
Background processes that have a similar event topology like the process H →WW (∗) →
l+νl− ¯ν are the Drell-Yan process qq¯ → Z/γ∗→ l+l−, the vector boson production mode
pp → WW → l+νl−v¯ and top quark pair production pp → t ¯t → l+νl−v¯b¯b. Figure 2.6
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shows an illustration of the Drell-Yan process. The leading order (LO) cross-section
for producing a lepton pair is obtained by weighting the cross-section qq¯ → l+l− with
the parton distribution functions fq(x,Q2) and fq¯(x,Q2) extracted from deep inelastic
scattering and summing over all quark-antiquark combinations [10]. The cross-section
qq¯→ l+l− is given by:
σ(q(x,Q2)q¯(x,Q2)→ l+l−) = 4piα
2
3sˆ
Q2q
N
(2.2)
where sˆ = (p1 + p2)2 the sum of the incoming particle four momenta, α the electromag-
netic coupling constant, Qq the quark charge and N the colour factor. The incoming quark
and anti-quark centre of mass energy is a fraction of the collision energy
√
sˆ. The next-to-
next-to-leading order corrections for the process are well calculable and are in the range
of a factor 1.4 [13] for masses around M ∼MZ. At invariant dilepton masses M ∼MZ the
Z boson resonance is clearly visible. The s-channel Z boson exchange has to be added to
the qq¯ → γ∗ → l+l− process. The cross-section has the same structure as Equation 2.2
but a different colour-averaging factor. This process will be used in the following sections
thoroughly to study different detector and algorithm efficiencies.
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Figure 2.6: Lepton pair production in the Drell-Yan model.
The process pp→WW → l+νl−v¯ is the second remaining background. The measurement
of the production cross-section will be one part of the following analysis. The Standard
Model makes specific predictions of the gauge boson self-interactions as mentioned in the
previous sections. Anomalous couplings [14] or decays of new particles from physics
beyond the Standard Model result in enhanced W−W+ production. Furthermore trilinear
vector boson couplings WWZ and WWγ can be tested as predicted by the SU(2)×U(1)
symmetry of the electroweak interaction. Using the CTEQ5 [21] parton density function
the total cross-section for W−W+ production at the Tevatron with a centre of mass energy√
s = 2TeV is predicted to be approximately 13.5pb [16].
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2.4 Extensions of the Standard Model
The rate of events coming from H →WW (∗) decays may be larger in alternative theoret-
ical models. As mentioned in earlier sections the electroweak breaking mechanism might
be realised in a different way or the Standard Model is based on a more fundamental
theory which is valid in a larger energy range.
A larger production cross-section is given in a so called fourth-generation model, where
the Higgs production cross-section is approximately 8.5 times larger in a mass range
of 100GeV < mH < 200GeV [17]. In the standard model the main contribution of the
Higgs boson comes from the triangular diagram with a top quark loop (cf. Section 2.2)
in the gluon-gluon fusion process. With an additional generation there are two additional
diagrams with replaced top quarks. The production enhancement will be visible in all
decay channels of the Higgs boson. The current limit on a fourth generation quark is
m4 > 199GeV [18].
In Fermiphobic Higgs models the coupling of fermions to the Higgs particle is sup-
pressed [19]. This leads to a larger decay branching ratio into W or γ pairs. This is
especially important for the mass region below mH < 140GeV, where a Standard Model
Higgs particle decays mainly into b¯b pairs.
2.5 Event Simulation
In particle physics Monte Carlo simulations are a commonly used technique to analyse
the reactions described in the previous sections. The theoretical predictions are brought
into a common data format and can be compared to measured data. First, the reactions
of the interacting particles and their daughter particles are produced with pseudo ran-
dom generators on a four vector basis obeying the underlying theory. Starting with the
particle density functions of the incoming protons and anti-protons the different matrix
elements are calculated for a given reaction. PYTHIA [20] is a commonly used leading
order Monte Carlo simulation programme. This programme can simulate a large set of
Standard Model processes and physics beyond the Standard Model. Most of the so called
“2 → 2” or “2 → 1” processes can be fully simulated, ie. reactions where two primary
particles produce one or two secondary particles. This includes also initial and final state
radiation. The parton distribution functions f qi (x,Q2) or f q¯i (x,Q2) are included into these
calculations. The functions parameterise the probability to find a parton i with a fraction
x of the beam energy if a proton or anti-proton is probed at virtuality Q2. There are many
such parameterisations. Here, the leading order parton distributions CTEQ4L [15] and
CTEQ5L [21] are used.
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In parallel the so called “underlying event” is simulated. This is the remainder of the
primary interactions since not all partons of the initial protons and anti-protons are in-
volved in the primary hard interaction. The “underlying event” is added to the primary
interaction for the following steps of the simulation.
After the primary particle reaction, initial- and final-state radiation is simulated. In a
good approximation the parton shower model simulates higher order corrections of gluon
and/or photon radiation caused by coloured and/or charged objects in the event [20]. The
branching of one parton or more yield a good description of multi-jet events. In the
next step the partons are fed through a simulation of the hadronisation and a detector
simulation.
Since the primary quarks or gluons cannot be seen in a real detector a hadronisation
of these particles to mesons and baryons is simulated. The hadronisation describes the
transition of the primary produced particles to observable hadrons. This process cannot
be calculated with perturbative methods in QCD since the scale of momentum transfer
is small and so the the strong coupling constant αS has large values. Phenomenological
methods are used instead for the transition of the primary particles to multi particle end
states. A commonly used model is the Lund string fragmentation model [22]. In this
model the force between two primary quarks is described similar to a string. Iteratively
a meson q0q¯1, e.g., is build from a primary quark q0 and a newly build quark pair q1q¯1.
The remaining quark q1 can build a stable state together with a new quark q2 and so
on. The different probabilities for a new quark pair and stable mesons are given as input
parameters. The probability of the energy and momentum transfer between the new quark
pairs and remaining quarks is parameterised by a fragmentation function for each quark
flavour separately.
The commonly used detector simulation programme GEANT [23] simulates the reaction
of the particles and partons in their passage through matter. All hits and drift spectra the
particles would cause in a real detector are simulated in a digitisation afterwards. After
that a set of minimum bias events is overlaid to the primary reaction. Since the interaction
rate of proton and anti-proton collisions is very high and protons and anti-protons are
bunched in the accelerator, there might be some remainders of the soft interaction in
the detector from proton and anti-proton interactions in the same bunch crossing. These
events are simulated by minimum bias events.
After all these steps the theoretical predictions have the same data format as the actual
measured data and can be analysed with the same reconstruction software and same meth-
ods.
3 The Tevatron Accelerator and DØ
Experiment
The DØ experiment is one of two detectors located at the Tevatron collider at the Fermi
National Accelerator Laboratory (Fermilab) near Chicago, USA. Besides other important
measurements the top quark was discovered during the so called “Run I” period of data
taking between 1991 and 1996. An integrated luminosity of approximately 100pb−1 was
recorded by each experiment. In the year 2001 after major upgrades to the accelerator
complex and the two experiments a new period of data taking has begun. In this so called
Run II it is planned to accumulate an integrated luminosity of 4− 8fb−1 per experiment
until 2009 depending on the accelerator performance.
3.1 The Tevatron Accelerator
The Tevatron is until the start of the Large Hadron Collider (LHC) in 2007 at CERN in
Geneva, Switzerland (cf. Section 7.1) the worlds most energetic collider. Protons and
anti-protons collide at a centre of mass energy of
√
s = 1.96TeV. It was one of the first
superconducting synchrotron when it was build in 1983. The collider is located in a
ring tunnel of 1km radius. The magnetic field of 4.2T is produced by superconducting
dipole and quadrupole magnets. The ultimate goal for Run II is to reach an instantaneous
luminosity of 2 ·1032 cm−2s−1 though presently the maximum achieved is about a factor
of four smaller. The reason for this is caused by a sum of small effects in the accelerator
chain, but one larger effect is due to the low efficiency in the number of anti-protons that
are finally transfered to the Tevatron. Protons and anti-protons circulate in 36 bunches
each, separated by 396ns in the Tevatron during operations. In the second phase as of
Run II is was foreseen to lower the bunch crossing time to 132ns after several upgrades
to the accelerator complex and the detectors. This lowers the number of interactions
per crossing at a given instantaneous luminosity. Recently all upgrade plans have been
changed substantially and only minor upgrades are planned now to assure a long term
reliable operation.
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Figure 3.1 shows an aerial view of the Fermilab accelerator complex. The Tevatron is
only the last part in a long chain of accelerators. First negatively charged hydrogen ions
(H−) are accelerated with a 750keV Cockcroft-Walton accelerator, where it is bunched
and subsequently fed into a 400MeV linear accelerator (Linac). After that a thin graphite
foil strips off both electrons of the hydrogen ions and leaves protons that are injected to
the Booster. This is a 475m long synchrotron ring which accelerates protons to 8GeV for
the Main Injector. The Main Injector itself is a 3km synchrotron that accelerates protons
and anti-protons to 150GeV before they are injected into the Tevatron. Anti-protons
are produced by 120GeV protons from the Main Injector which hit a nickel target. A
lithium lens focuses anti-protons with an energy of about 8GeV from the target particle
showers. After that anti-protons are de-bunched, stochastically cooled and stored in the
accumulator before being inserted into the Main Injector. The Tevatron ring accelerates
both protons and anti-protons from 150TeV to 980GeV. The beams will be brought to
collisions at two interaction points at the DØ and CDF detectors.
Figure 3.1: Aerial view of the Tevatron accelerator complex.
3.2 The DØ Detector
The DØ detector is a multi purpose detector with a similar layout as other modern large
scale collider physics detectors. A side view is shown in Figure 3.2. As pp collisions
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happen in the centre of the detector an almost complete 4pi solid angle coverage allows
a measurement of all reaction products and their properties. Several sub-detectors for
different particle identifications are in concentric order around the nominal interaction
point. A detailed description of all detector components is given in [24].
The DØ coordinate system is defined with its centre in the nominal interaction point and
the z-axis pointing into the proton beam direction. The x-axis is pointing towards the
centre of the Tevatron ring and the y-axis is pointing upwards. The spheric coordinates
are given by the radius R, polar angle θ and azimuthal angle φ. The pseudo-rapidity η
given by
η =− ln(tan θ
2
) (3.1)
is often used instead of the polar angle θ.
Figure 3.2: 2D outline of the DØ detector.
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3.2.1 The Tracking System
The tracking system consists of an inner silicon detector and an outer scintillating fibre
tracker which are placed within a 2 Tesla superconducting solenoid of 2.8m length and
60cm radius. Figure 3.3 shows a side view of the DØ tracking system which is de-
signed to detect tracks in an pseudo-rapidity range of −3 < η < 3. It provides charged
particle momentum measurement, e/pi separation, electron identification and detection of
secondary vertices for b quark identification. The expected momentum resolution of the
whole tracking system can be parametrised by ∆pT/pT = 0.02+0.002pT at |η|= 0. [24].
Figure 3.3: 2D outline of the DØ tracking system.
The Silicon Micro-strip Tracker (SMT)
The Silicon Micro-strip Tracker (SMT) is composed of three sub-detectors: the central
barrels, the F-Disks and the H-Disks. The central barrels are made of six cylindrical
barrels with three on either side of the interaction point. They are 12.4cm long and
have a maximum radius of r ≈ 10cm. The barrels are built of four double layers of
silicon detectors in rectangular shape (ladders) which are mounted on a beryllium support
structure. The twelve F-Disks are made of twelve double-sided detectors in wedge-shape.
Six disks are located in between the barrels with one attached to each end of the barrel
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detector. Two triplets of the remaining six disks are located in a small distance from either
end of the barrel detector. About one metre from the interaction point are the H-Disks
which span the detection region of 9.6cm < r < 23.6cm. The SMT allows tracking in a
pseudo-rapidity range of |η|< 3 and has about 800000 readout channels. The micro-strip
detectors provide a hit resolution of approximately 10µm.
The Central Fibre Tracker (CFT)
The scintillating fibre tracker surrounds the silicon detector and covers the pseudo-rapidity
range within |η| < 1.62. It consists of 8 cylindrical layers of two fibre doublets with a
radius in the range of 19.5cm < r < 51.4cm. Each doublet is made of two layers of
835µm diameter scintillating fibres separated by 870µm. Both layers have an offset of
half a fibre width to each other to fill all gaps. On each of the eight layers there is an
axial doublet for r and φ measurement and a stereo doublet rotated by ±3o to provide
stereo information. The axial layers are also used for for triggering (c.f. Section 3.2.5).
The scintillating fibres are mounted on carbon fibre support structures and are up to 2.5m
long. They are connected to visible light photon counters (VLPCs) via 7− 11m long
optical waveguides. The VLPCs are located below the whole DØ detector in a cryostat at
an operation temperature of ≈ 9K. They are small silicon devices highly doped with As
with excellent quantum efficiency and high gain and basically work as solid state photo-
multiplier tubes. The CFT detector has in total approximately 77000 readout channels.
The hit resolution is about 100µm.
The Pre-shower Detectors (CPS and FPS)
Two additional tracking detectors are located outside the solenoid magnet: the central and
forward pre-shower detectors (CPS and FPS). The CPS is mounted on the solenoid at a
radius r = 72cm and covers a pseudo-rapidity range of |η| < 1.2. The FPS sits on the
inner surface of the end calorimeter cryostat (c.f. Section 3.2.2) and covers a pseudo-
rapidity range of 1.4 < η < 2.5. Both detectors consist of lead absorbers followed by
several layers of triangular shaped axial and stereo scintillator strips. Similar to the CFT
these are connected through waveguides to VLPCs. CPS and FPS are used as tracking
devices for a precise position measurement and as calorimeter for early energy sampling.
They provide an improved electron identification, triggering and a determination of the
energy loss in the solenoid.
3.2.2 The Calorimeter
The outline of the calorimeter is basically unchanged compared to Run I. Only the read-
out electronics was upgraded to cope with the higher rates and shorter bunch crossing
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intervals. Figure 3.4 shows a three dimensional view with its central and two end cap
calorimeters located in separate cryostats covering a pseudo-rapidity range of |η|< 4. The
calorimeter measures the energy of electrons, photons and jets and is used for the calcula-
tion of the missing transverse energy. It is a hermetic liquid argon sampling calorimeter.
The absorber material in the electromagnetic and inner hadronic section is made from de-
pleted uranium due to its high density and compensating e/pi response. The outer layers
consist of stainless steel and copper. The central calorimeter consists of three concentric
regions and covers a pseudo-rapidity range |η|< 1.2: the four electromagnetic layers, fol-
lowed by three fine hadronic and one coarse hadronic layer. The end cap calorimeters are
covering a range of 1.4 < |η| < 4 and are made of four electromagnetic layers and three
concentric cylinders for hadronic showers, called inner, middle and outer modules. Each
layer is segmented into cells of 0.1×0.1 in η×φ units apart from the far forward region
(|η| > 3.2) with a cell size of 0.2× 0.2. The third electromagnetic layer is segmented
into 0.05× 0.05 cells since electrons are expected to reach their shower maximum in
this region. All modules are grouped to semi projective towers but their boundaries are
not aligned to avoid continuous inter-modules cracks. For trigger information cells are
formed to towers of 0.2× 0.2 size and read out by separate electronics. The calorimeter
response for electrons and charged pions has been measured from test beam data to be:
electrons : σE/E = 15%/
√
E +0.3%
pions : σE/E = 45%/
√
E +4%
(3.2)
The inter-cryostat detector (ICD) is located in the overlap region between the central and
end cap calorimeter in a pseudo-rapidity range of 0.7< |η|< 1.4. It compensates the dead
region between the cryostats. It provides a correction for the energy loss in the this region
and improves the jet energy and missing transverse E/T measurement. The ICD consists
of one single layer of 384 scintillating tiles each mounted on both end cryostats. The
detector signals are read out by photo-tubes which are connected by wavelength-shifting
fibres.
3.2.3 The Muon System
The muon system consists of two separate systems covering the central pseudo-rapidity
region |η| < 1 and the forward region with 1 < |η| < 2. The central muon detector is
split into 3 layers (A, B and C) of proportional drift tubes (PDTs) that provide muon
identification and a momentum measurement independent of the central tracking system.
The inner A layer and outer B and C layers are separated by a solid iron magnet which
produces a 1.8T toroid field. The PDTs are made from extruded aluminium of rectangular
shape with a size of 5.7cm · 10cm. The anode wires are made of gold-plated tungsten.
The A-layer is between the calorimeter cryostat and the muon toroid magnet, whereas
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Figure 3.4: Outline of the DØ calorimeter system.
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the B and C-layers are outside the magnet with a distance of 1m to each other. Since
the PDT’s drift time of 750ns is longer than the brunch crossing time of the Tevatron
accelerator there are extra layers of scintillation counters for trigger output. There are two
different types: the A− φ-counters, a layer of scintillators between the calorimeter and
the A-layer PDTs which in addition reject out-of-time cosmic rays and scattered particles
from the calorimeter. The second type are the cosmic caps that are mounted outside the
C-layer of the PDTs. Due to the support structure of the DØ detector the bottom part of
the detector is only partly covered with these scintillator counters. This leaves a hole in
the azimuthal angle range 4.25< φ< 5.15 in the trigger acceptance region of the di-muon
trigger (c.f. Section 3.2.5).
The forward muon system consists of three layers of mini drift tubes (MDTs) and three
layers of scintillation counters. The MDTs have been newly build for Run II and are more
radiation hard than the PDTs. They are composed of eight cells of extruded aluminium
combs with a cross-section size of 10×10mm2 and all have a anode wire of radius 50µm.
Though the drift time of the MDTs is approximately 60ns scintillation counters are used
for triggering and for rejection of cosmic rays and other sources of background. Time
resolutions of around 2.5ns are expected for the scintillation counters depending on their
size. The forward muon system has additional shielding around the beam pipe to reduce
trigger rates and the aging of the detectors by beam halo. Figure 3.5 shows the outline of
the DØ muon system.
The design momentum resolution of the muon system can be parameterised approxi-
mately by: ∆p/p = 0.18+0.003p/GeV. The resolution is limited by multiple scattering
at low momentum. At high momentum it is limited by the individual hit resolution and is
presently significantly worse measured with real data.
3.2.4 The Luminosity Monitors
The amount of luminosity delivered by the Tevatron accelerator is measured by the lu-
minosity monitors. Two hodoscopes built from plastic scintillators and read out by pho-
tomultiplier tubes are mounted on the end cap calorimeter cryostats (North and South).
They cover a pseudo-rapidity range of 2.7 < |η|< 4.4.
The luminosity is determined by triggering on beam crossings with non-diffractive in-
elastic pp interactions. The measurement of the time difference between signals from the
north and south luminosity detector discriminates between a proton-antiproton interac-
tion and beam halo. A beam proton will be measured in the south detector 9ns after it
was verified in the north detector and vice versa for anti-protons. Particles produced at
the nominal interaction point inside the DØ detector will hit both luminosity detectors ap-
proximately at the same time. The time difference of both hits allows a fast measurement
of the 0-vertex position.
22 3. The Tevatron Accelerator and DØ Experiment
Figure 3.5: Outline of the DØ muon system.
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The instantaneous luminosity is measured by the rate of inelastic collisions:
L =
1
σpp¯,eff
dN
dt (pp) (3.3)
with σpp¯,eff = εLM ·A ·σpp¯. The luminosity detector efficiency εLM is extracted from data
by studying the calorimeter energy in the cells directly behind the luminosity detectors, A
corresponds to the luminosity detector acceptance determined using Monte Carlo and σpp¯
is the inelastic pp cross-section measured by other experiments to be 60.7±2.4mb [25].
The overall estimated error on all these numbers, ie. the estimated error on the DØ lumi-
nosity, is 6.5% [26].
3.2.5 The Trigger and DAQ-System
The trigger and data acquisition system of the DØ detector is split into three levels. The
input rate of 2.5MHz given by the bunch crossing time of 396ns is reduced by three
consecutive trigger levels to an event rate of about 50Hz which is written to tape. This
rate reduction is necessary since not all events are interesting from the physics point of
view and is also a financial and technical compromise since every event has a raw data
size of about 250kB which cannot be dealt with unfiltered. Figure 3.6 shows an outline
of the Level 1 and Level 2 trigger system.
Instead of filtering and triggering on interesting physic objects like e.g. muons, electrons
or jets, one can artificially reduce the bandwidth by randomly triggering on events. This
method is called “pre-scaling” and is used e.g. in the commissioning phase of a newly
integrated trigger or in certain jet cross-section measurements if the input rate is to high
for the DAQ system. The difficulty is to choose a real random process for “pre-scaling”
to be independent from any biases this might cause.
Level 1 trigger
The Level 1 trigger (L1) is a hardware and firmware system designed to reduce the input
rate from 2.5MHz to about 10kHz. It consists of a L1 trigger framework and several
subsystems which are closely connected to single sub-detectors. There are the L1 Muon
system, the L1 Calorimeter trigger for electron, photon and jets, and L1 track trigger.
Level 2 trigger
The Level 2 trigger (L2) is the first trigger level for event-wide trigger decisions. There
are similar to L1 sub-detector specific triggers which make their decision on a mixture
of firmware and software information. There are systems for muons, electrons, jets and
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Figure 3.6: Outline of the DØ trigger system.
tracks. But the final trigger decision is made a central system which can combine all L2
information for a trigger decision. The Level 2 system reduces within 100µs the input
rate in a pipe lined event queue by a factor of 10 to about 0.5−1kHz.
Level 3 trigger
The Level 3 system is a software only system which reduces the event rate to about 50Hz
to tape. It performs event filtering with an optimised and simplified software which is
similar to the reconstruction software used later for full event reconstruction. The software
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is run in parallel on 48 dual processor Linux farm nodes and has a processing time of about
100ms per event. With this long time at hand various algorithms are used for all detected
particles.
3.2.6 Muon Trigger
Events analysed in the subsequent sections are triggered and written to tape for offline
analysis by finding muons hits in trigger level 1 or 2. For a small fraction of events a track
with high transverse momentum is required in addition on trigger level 3.
Level 1 Muon
The Level 1 muon trigger at the stage used for the following analysis uses scintillator
hits in the muon detectors to pass an event to the next trigger level. A co-incidence of
two layers in the same region (central or forward muon system) and the same octant fulfil
this trigger requirement. The scintillator times are calibrated such that a muon from a pp
collision would reach them at a time t = 0. The trigger gate is defined by allowing only
hits within |t|< 20ns. Two of such muons are required to pass these quality criteria.
In addition the level 1 muon trigger can also use tracks that are found by the level 1 central
fibre tracker trigger (L1CTT). This trigger uses predefined roads of the axial information
of the CFT detectors to find tracks fast and efficiently. This information is passed on to
the level 1 muon trigger to build co-incidences with hits found in the scintillator or wire
chambers of the muon system.
For most of the time range of the analysed data sample an additional “fast-z” trigger is also
required. To reject cosmic muons and random hits in the muon chambers a co-incidence
of hits in the luminosity monitors, with no other sub-detector trigger requirements is used.
Level 2 Muon
For further bandwidth reduction of the very loose trigger requirement at trigger level 1,
events are filtered for muons at trigger level 2. At this level complete timing information,
including calibration constants for the wire proportional chambers and scintillator detec-
tors are available. The information is fed on two separate paths into the level 2 muon
system. On one path the information is read out directly from the different muon detector
front ends [27]. The second path uses the level 1 muon trigger information which has
additional information available from L1CTT. The hardware of the level 2 muon system
consists of several signal reshaper and multiplexer on the detector front end readout side.
All signals are fed into so called SLIC boards (Second Level Input Computer) which each
host five 160 MHz Texas Instruments DSPs. There are eleven boards for the central muon
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system and five boards for the forward system. The Level 1 muon trigger inputs are un-
packed and translated for the forward and central muon system on two of these SLIC
boards. On the remaining SLIC boards different algorithms perform a muon track finding
with the additional available information and larger time budget of approximately 30µs.
Muon tracks are found by look up tables combining hits from the scintillator and wire
chambers within the A layer or combined BC layer of the muon system. After that the
information from the level 1 muon DSPs, A layer DSPs and BC layer DSPs, is gathered
by two processor boards, the so called alpha boards, which are running 500 MHz DEC
alpha processors. There is one board for the forward and one for the central muon system.
Meanwhile these boards have been replaced by the so called beta boards, running faster
Intel Pentium processors. All other sub-detectors, e.g. calorimeter or tracking, have cor-
responding alpha/beta boards with various trigger algorithms. The central trigger decision
for level 2 is done by a separate alpha/beta boards running a global level 2 algorithm.
Events for the subsequent analysis are passed to trigger level 3, if one muon of medium
quality is found at level 2. A ’medium’ muon at level 2 has to meet the following quality
requirements (at least “quality > 1”) in the A layer and BC layer each: in the forward
muon detector A layer a muon has to have at least 2 MDT chamber hits and at least 1
associated hit in the scintillator and in the BC layer a muon has to have at least 2 hits in
the B or C layer where the muon has only hits in one of the two layers. In the central
muon system a muon track has to have at least 3 PDT chamber hits with valid hit-pattern
in the look-up table for the A- and BC-layer.
Level 3 Tracking
With the increasing instantaneous luminosity and better performance of the Tevatron ac-
celerator a small fraction of events need to have an additional tracking requirement at
trigger level 3. The triggers with muon requirements at trigger level 1 and 2 only, have
been pre-scaled at periods with high (≈ 40− 50 · 1030cm−2s−1) instantaneous luminosi-
ties. To avoid conflicts with the pre-scaling system or to loose too many events, a track
with high transverse momentum eventually coming from one of the already triggered
muons is required to be in the event. With a time budget of approximately 100ms at level
3, a reduced offline reconstruction software with all sub-detector information and calibra-
tion available is run on Linux computers. The tracking algorithm [28] first searches for
CFT axial tracks and extrapolates them to CFT and SMT stereo clusters. Events are se-
lected for the subsequent analysis if at least one global track with a transverse momentum
of 5GeV or 10GeV depending on the run period is found.
4 Event selection
This Chapter gives an overview about the main ingredients of the two analyses on the
search of the Higgs boson in Chapter 5 and the measurement of the WW cross-section in
Chapter 6. The reconstruction of muons, jets and missing transverse energy E/T with the
DØ detector are discussed together with efficiencies in data and Monte Carlo and issues
of data and reconstruction quality.
4.1 Reconstruction
4.1.1 Muons
Muon tracks are reconstructed at a first stage from the hits in the muon detector scin-
tillation counters and drift chambers. The quality criteria of the muon track are divided
into three categories with increasing quality: loose, medium, and tight. A muon is called
“tight” if it has at least two hits in the wire chambers in the A layer, at least one hit in the
A layer scintillators, at least three hits in BC layer wire chambers, at least one BC layer
scintillator hit, and a converged fit through the A and BC layer muon detector hits. A
muon is called “medium” if it has at least two hits in the A layer wire chambers, at least
one hit in the A layer scintillators, at least two hits in the BC layer wire chambers and at
least one hit in the BC scintillator (except for central muons with less than four BC wire
hits). A “loose” muon is defined as a medium muon but allowing one of the above tests
to fail, with the A layer wire chamber and scintillator requirement treated as one test and
requiring always at least one scintillator hit. All these criteria have hit requirements in the
A and BC layers of the muon detectors. In addition a BC segment with match to a central
track is called “loose” if has at least one BC layer scintillator hit and has at least two hits
in the BC layer wire chambers. Similarly an A layer segment matched to a central track
is called “loose” if it has an A scintillator hit and at least two hits in the A layer wire
chambers.
After the reconstruction of the muon tracks in the muon detector only these tracks are
matched to tracks from the central tracking system consisting of the Central Fibre Tracker
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(CFT) and Silicon Micro-strip Tracker (SMT). A simultaneous “global” fit through all hits
in three detector components provides the muon track information which is used in the
following analysis. Since the intrinsic resolution of the central tracking system is much
better than from the standalone muon system (see Section 3.2.1 and 3.2.3), only muons
with a matching central track are retained. Events are required to have two loose muons
which are matched to a central track.
The entire muon information is obtained from the software package muo_evt version
p14-br-05, muonid version p14-br-14 provided by the muon-ID group [29] and post
processed by d0correct version v00-00-06 provided by the common samples group [30].
There is a non negligible rate of muons from cosmic rays present in a fraction of events
(the rate is estimated in Section 7.2). Muons from cosmic rays are rejected by a cut on
the scintillator counter times in the A and BC layer. Both times should be in the range
of −10ns < t0 < 10ns. The scintillator times are calibrated such that a muon from a pp
collision would reach them at a time t = 0.
To ensure the quality of the tracks, a cut on the minimum number of hits in the tracking
system is required: all muon tracks must have at at least three hits in the silicon tracker
(SMT). Figure 4.1 shows the number of hits in the silicon tracker (left) and central fibre
tracker (CFT). It can be seen that in both distributions the Monte Carlo has a higher mean
for the number of hits in both silicon and central fibre tracker. Most of the tracks with no
hits in the silicon tracker do not originate from the nominal pp-interaction region. It was
studied if constraining tracks without silicon tracker hits to the nominal vertex position
improves the statistics of selected muon events. The bad momentum resolution of these
tracks distorted the correction of the missing transverse energy E/T (see Section 4.4.7) and
these tracks were rejected.
For further rejection of muons from cosmic rays and to ensure that the muon tracks are
coming from the hard interaction at the nominal pp interaction point a cut on the distance
of closest approach xDCA of the track with respect to the reconstructed vertex is applied.
The distance of closest approach should be smaller than xDCA < 0.15cm.
The analysis in the subsequent chapters uses events with high transverse momentum
muons. The transverse momentum pT should be pµ1T > 20GeV for the first muon and
and pµ2T > 10GeV for the second muon. These muons should also be isolated from jet ac-
tivity. Two isolation criteria can be used to discriminate between isolated and non-isolated
muons. Muons must fulfil the tracking isolation criteria, i.e. ∑R<0.5tracks pT < 4.0GeV (sum
of the pT of tracks in a cone ∆R < 0.5 around the muon not including the muon track,
where R =
√
∆φ2 +∆η2). The calorimeter isolation ∑0.1<R<0.4cells ET < 2.5GeV (sum of
the calorimeter cell transverse energies in a hollow cone with 0.1 < ∆R < 0.4 around the
muon) is not used throughout the analysis. Since both muons are required to have a rel-
atively large transverse momentum it was found that with the high tracking efficiency a
tracking-only isolation is sufficient to reduce QCD and multi jet background. Figure 4.2
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Figure 4.1: Distribution of number of hits in the silicon tracker (left) and the number of
hits in the central fibre tracker (right). The normalisation of the MC was obtained as
described in Section 4.4.6.
shows the distributions of both isolation definitions. The discrepancy between data and
Monte Carlo at high values of the isolation variables is due to the missing Monte Carlo
for QCD and multi-jet events.
4.1.2 Jets and Missing Transverse Energy E/T
Jets
Particle jets are reconstructed with the DØ calorimeter from the energy depositions in the
calorimeter cells using a cone algorithm [31] with cone size R =
√
∆φ2 +∆η2 = 0.5 or
0.7. Jets are required to pass the following quality criterion:
• 0.5 < EM f raction < 0.95, where EM f raction is the fraction of the jet energy
deposited in the electro-magnetic part of the calorimeter.
• Coarse hadronic f raction(CHF) < 0.4, where the coarse hadronic fraction is the
fraction of energy deposited in the coarse hadronic layer of the calorimeter.
• Hot f raction < 10.0, where the Hot fraction is the ratio of energy of the highest to
next-to-highest energy calorimeter tower.
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Figure 4.2: Distribution of the calorimeter isolation (left) and the tracking isolation
(right) of the muon track. The normalisation of the MC was obtained as described in
Section 4.4.6.
• N90 > 1, where N90 is the number of calorimeter towers containing 90% of the
energy of a jet.
• L1energy/( jet pt · (1−CHF))> 0.4 for jets within |η|< 0.8 (CC region) or |η|>
1.5 (EC region) or > 0.2 within the ICD region of 0.8 < |η|< 1.5. L1energy is the
energy measured by the Level 1 calorimeter trigger, which uses a different readout
and calorimeter segmentation as the precision calorimeter measurement. Jet pt is
the transverse energy of the measured jet. This last quality criterion is applied to
data events only, since the Level 1 response is not simulated.
• Jets should be within the validity region of the Jet energy scale correction: |η|< 2.5
Jet Energy Scale Correction
The discrepancy between the measured jet energy and the particle level jet energy is due to
migrations into and out of the jet cone, collider effects and imperfections of the calorime-
ter measurement which cannot detect all energy deposits [32]. The collider environment
can add additional energy in the calorimeter. This effect is often called “pile-up”. The
limited jet cone size can result into energy flows outside the jet boundary because of show-
ering in the calorimeter. The particle jet energy EParticleJet is given in terms of the measured
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jet energy ECalJet by:
EParticleJet =
ECalJet −Eoffset
RJet ·FS , (4.1)
where Eoffset is the energy offset correction which depends on the cone size R, the pseudo-
rapidity η and the instantaneous luminosity. This term arises from the underlying event,
pile-up in the calorimeter from previous bunch-crossings, additional minimum bias in-
teractions per crossing and noise from the calorimeter uranium absorber. RJet is the jet
response and the largest contribution to the correction of the jet energy. The jet response
is mainly less that one due to dead calorimeter material, not instrumented regions, module
differences. FS is the showering correction that compensates for the energy flow out of
the cone due to particle interaction with the calorimeter. This interaction subsequently
forms showers of other particles depositing energy outside the original cone boundary.
Figure 4.3 shows the overall correction in data as function of the jet energy ECalJet and the
pseudo-rapidity η (left column) together with their corresponding errors (right column).
Figure 4.3: Correction factors (left column) of the Jet Energy Scale versus E (top) and η
(bottom) and their corresponding errors (right column). These correction apply for jets
with R = 0.7. Similar factors apply for R = 0.5 cone jets [32].
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Missing transverse energy E/T
Following the latest recommendations of the DØ Jet/Missing Energy-ID group the miss-
ing energy is recalculated using all calorimeter cells with an energy above 0 MeV where
the unclustered energy in the coarse hadronic layers (outer calorimeter layer 15-18) is ex-
cluded except for coarse hadronic cells which belong to a jet [33]. The calculation of E/T
includes all corrections for the coarse hadronic layer, electrons from jet removal, jet en-
ergy scale correction and muon corrections. The coarse hadronic layer has been partially
removed from the E/T calculation since it showed unstable behaviour due to noise that
distorted the E/T resolution or led to a wrong measurement of E/T. The jet energy scale
correction is performed with the software package jetcorr version v05-00-00. The
missing transverse energy E/T is calculated using the software package missingET ver-
sion v00-06-10 and post processed by d0correct version v00-00-06. Every good jet as
defined in previous Section with a cone radius of R = 0.7 is energy scale corrected. With
this procedure a correction for the missing transverse energy in each event is obtained. In
Run I the missing transverse energy correction based on R = 0.7 jets was preferred over
correction through R = 0.5 jets, since the 0.7 cone jets gather significantly more energy
than 0.5 cone jets, and therefore a substantially improved E/T correction was available
from them. Electrons can lead to a mis-measurement of jets and are therefore removed
from jets before they are corrected for their jet energy scale.
The muon corrections include the following: the energy loss of muons in the calorimeter
through ionisation is about 2 GeV, roughly independent of the muon momentum. Thus
the calorimeter-only missing transverse energy must be corrected using the value of the
momentum measured by the tracking system. The muon transverse momentum given by
the tracking system is subtracted from the missing transverse energy. The value of the
muon energy loss is obtained from an empirical function which parameterises the muon
energy loss measured in test beam data. This value is added to the missing transverse
energy taking into account the angular dependence. Only muons of the quality criteria
discussed in Section 4.1.1 are used for this correction. They must have loose quality with
track match and at least three hits in the silicon tracker with a distance of closest approach
with respect to the vertex smaller than 0.15cm. For MC in addition to the above muon
corrections the transverse momentum of the muon is smeared with the same function as
described in Section 4.4.1.
4.2 Data Sample
The data used in the present analysis was collected by the DØ experiment between August
2002 and September 2003. Most of the available data are centrally reconstructed by
the common reconstruction software “DØReco” on a Fermilab Computing Linux cluster.
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The software versions p14.03.00/01/02, p14.05.00, p14.05.02 and p14.06.00 have been
used. Some parts of the data have also been re-reconstructed from an older software
version p13.06.00 at several remote sites throughout the world. Small improvements in
reconstruction efficiency and speed have been made between these p14 versions. To have
a common basis all available data from the first software version have been post-processed
to fix some minor known issues that have been fixed with the latest software version.
All event information is stored into a so called “TMB” (Thumbnail). This has the size
of about 25 KB (Kilobyte) per event and stores the compressed information of physics
objects, like kinematics, track quality, calorimeter cells and common event information
like trigger status and detector status.
All data (≈ 500 million events for this period) are skimmed to smaller subsamples based
on physics objects like electrons, muons and jets with certain kinematic conditions. The
“2MU” skim of the DØ common sample group provides a preselection for this analy-
sis [30]. Events passing the preselection cuts have two “loose” muons without any re-
quirement on the muon transverse momentum. The different muon quality criteria have
been discussed in Section 4.1.1. These are approximately 25.9 million events.
4.2.1 Trigger Efficiency
The triggers used in this analysis are a logical OR of the four di-muon triggers which have
been described in detail in Section 3.2.6. These triggers are the “unprescaled” triggers
2MU_A_L2M0, 2MU_A_L2ETAPHI, 2MU_A_L2M0_TRK10, and 2MU_A_L2M0_TRK5. They are
a combination of a muon scintillator trigger at Level 1 (L1) and a medium muon trigger
at Level 2 (L2). For the first two triggers there are no requirements for this trigger at
Level 3. The last two triggers require a track with transverse momentum of pT > 5 or
> 10GeV, respectively. The latter two triggers were added since the first two triggers are
prescaled in runs during July 2003 until September 2003 at high instantaneous accelerator
luminosities.
The efficiencies at the different trigger levels are studied in the data in an unbiased sample
of various calorimeter triggers. This set contains events that are triggered and recorded by
high rate electromagnetic or jet triggers. Eventually muons are also found in these events.
With these muons the trigger efficiency at the different trigger levels can be determined.
The efficiency at Level 1 is determined for reconstructed loose isolated offline muons
having a track match (see Section 4.1.1) and with fired calorimeter triggers by dividing
the number of events with a fired trigger mu1ptxatxx by the number of all calorimeter
triggered events. The trigger term mu1ptxatxx refers to single muon trigger at level
1 with scintillator co-incidence over the full muon detector coverage. The top row in
Figure 4.4 shows the Level 1 trigger efficiency versus the muon transverse momentum
pT, φ and η. The drop of the efficiency in the region 4.25 < φ < 5.25 is due to the
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missing scintillator detector coverage at the bottom of the DØ detector. An efficiency of
εa = 0.845±0.009 is obtained for offline muons with pT > 10GeV.
The L2 medium muon trigger efficiency is determined by dividing the number of events
with at least one medium muon at L2Global by the number of all calorimeter triggered
events and a fired L1 trigger. The lower row in Figure 4.4 shows the Level 2 medium
muon trigger efficiency versus versus the muon transverse momentum pT, φ and η. Here
the drop of efficiency in the region 4.25 < φ < 5.25 is due to missing events triggered by
the Level 1 muon trigger. The efficiency sums up to εb = 0.901±0.005 for offline muons
with pT > 10GeV.
Combining the two efficiencies the total efficiency for the di-muon trigger 2MU_A_L2M0
becomes ε2MU_A_L2M0 = 0.76±0.02. The additional trigger 2MU_A_L2ETAPHI is required
for a short data taking period of time where the trigger 2MU_A_L2M0 is prescaled (see Sec-
tion 4.2.2). This trigger requires in addition to the requirements of the first trigger two
muons at L2 with a separation in ∆φ ≈ 13.5o and ∆η ≈ 0.15. The overall trigger effi-
ciency is assumed to be similar within the error compared to efficiency of 2MU_A_L2M0
alone since the sample of events triggered by 2MU_A_L2ETAPHI contribute to only about
5% of the whole data sample. The same assumption is made for the two additional trig-
gers 2MU_A_L2M0_TRK10 and 2MU_A_L2M0_TRK5 which require an additional track with
pT > 5GeV or pT > 10GeV, since the trigger efficiency is measured with respect to a
reconstructed offline muon with track match.
4.2.2 Luminosity
The integrated luminosity of the data set is determined using the lm_access_pkg soft-
ware package provided by the luminosity ID group [34]. The recorded luminosity in
good luminosity blocks for all four triggers is obtained for the whole data sample. Good
luminosity blocks are measured in a time interval of about 1min and indicate that no
detector component was in a bad status from the electronics and readout point of view.
Nevertheless, bad detector status due to noise or failed detector components are also dis-
covered after data recording. To assure the data quality and to account for detector or
reconstruction failures, runs which are classified bad for the muon system, tracking sys-
tem (CFT and SMT), calorimeter (CAL) or E/T reconstruction in the run quality database
are rejected [35]. In addition the run ranges 174207 to 174217 and 172359 to 173101 are
excluded because of problems with forward and central di-muon trigger system.
Table 4.1 shows the integrated luminosities for the four different triggers and the com-
bined overall luminosity of all. A sum of all triggers is made since the trigger 2MU_A_L2M0
is prescaled at high instantaneous luminosities whereas the other three triggers stay un-
prescaled. Only events with one of these triggers and no prescale are retained. The last
three triggers have a smaller integrated luminosity because they were introduced later into
the trigger list.
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Figure 4.4: The trigger efficiency for the Level 1 muon scintillator trigger (top row) versus
the muon transverse momentum pT, φ and η. The corresponding trigger efficiency for the
Level 2 medium muon trigger is shown versus pT, φ and η (bottom row).
4.3 Monte Carlo Samples
Different Monte Carlo (MC) samples listed in Table 4.2 are used to study the signal and
background distributions. All simulated events are generated using PYTHIA 6.202 [20]
using the CTEQ4L parton distribution function [15]. They are processed through a full
detector simulation using plate calorimeter geometry in version p14.02.00, p14.03.02,
and p14.05.02. A Poisson-distributed average of 0.8 minimum bias events is overlaid.
The cross-sections listed in Table 4.2 are taken from various sources: the NLO cross-
sections for processes 1-6 are calculated using HDECAY [12] and HIGLU [11] with
CTEQ5M parton distribution function and a top quark mass of mt = 175GeV. The NLO
cross-sections for processes 7 and 8 are taken from [13] and the cross-section for process
9 is taken from [16], and and process 10 are obtained from [36].
Further contributions from b¯b-QCD background and W+jets production are studied in
data and MC (see Section 5.2). The contribution of additional channels from ϒ(1S),
ϒ(2S) and WZ production has been tested with large samples generated with PYTHIA
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Trigger L [pb−1]
2MU_A_L2M0 131.4
2MU_A_L2ETAPHI 121.6
2MU_A_L2M0_TRK10 61.6
2MU_A_L2M0_TRK5 35.2
OR of all triggers 146.9
Table 4.1: Integrated luminosity L for the trigger 2MU_A_L2M0, 2MU_A_L2ETAPHI,
2MU_A_L2M0_TRK10 and 2MU_A_L2M0_TRK5.
Process σ×BR [pb] Generated Events
1 H →WW (∗) → µ+νµµ− ¯νµ (mH = 100GeV) 0.00012 10000
2 H →WW (∗) → µ+νµµ− ¯νµ (mH = 120GeV) 0.00095 10000
3 H →WW (∗) → µ+νµµ− ¯νµ (mH = 140GeV) 0.00219 10000
4 H →WW (∗) → µ+νµµ− ¯νµ (mH = 160GeV) 0.00269 10000
5 H →WW (∗) → µ+νµµ− ¯νµ (mH = 180GeV) 0.00189 10000
6 H →WW (∗) → µ+νµµ− ¯νµ (mH = 200GeV) 0.00104 10000
7 Z/γ∗→ µ+µ− 254 660715
8 Z/γ∗→ τ+τ− 254 305000
9 WW → µ+νµµ− ¯νµ 0.0145 20750
10 t ¯t → bµνbµν 0.065 39000
Table 4.2: Monte Carlo samples used in comparisons with data (see Section 5 and Sec-
tion 6).
as above. These samples showed negligible or no contribution already after the muon
preselection described in Section 4.1.1.
4.4 Reconstruction Efficiencies
4.4.1 Muon Identification and Muon Momentum Smearing
Although there was a significant reconstruction quality improvement between the differ-
ent reconstruction versions p13 and p14 by tracker realignment and improved tracking
algorithms the muon momentum resolution, data and MC still differ. The resolution in
MC is overestimated since not all dead material is properly simulated and a perfect align-
ment and ideal geometry of the tracking detectors are assumed in the simulation. Also
the effect of temporarily dead readout channels cannot be properly handled. Figure 4.5
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shows the distribution of the unsmeared invariant di-muon mass mµµ (left) and the muon
transverse momentum pT of the first and second muon. The width of the Z resonance
expected by Monte Carlo is∼ 6 GeV. Therefore, the Monte Carlo is tuned to describe the
data by smearing the muon transverse momentum pT with a smearing method following:
1
pT →
1
pT (1+ f G), where f = 0.00205 is the smearing factor and G is a random variable
with standard Gaussian distribution. In Figure 4.6 the result of this smearing is shown
together with an additional tuning of the Monte Carlo normalisation. The latter will be
discussed in Section 4.4.6.
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Figure 4.5: Distribution of invariant di-muon mass (left) and the transverse muon mo-
mentum (right) BEFORE MC momentum smearing. The normalisation of the MC was
obtained as described in Section 4.4.6.
4.4.2 Tracking Efficiency
The efficiencies determined in the following sections are based on methods described
in [37]. All efficiencies are determined using the previously described dataset and a
Z → µ+µ− MC. To measure the tracking efficiency two loose muons are required to have
a local muon transverse momentum pT > 15GeV determined standalone by the muon
system. Both muons should be separated by ∆φ > 2.5 and isolated with calorimeter iso-
lation ∑0.1<R<0.4cells ET < 2.5GeV. The tracking times matching efficiency can be expressed
as:
εtrack·match =
N1 +2 ·N2
2(N0 +N1 +N2)
(4.2)
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Figure 4.6: Distribution of invariant di-muon mass (left) and the transverse muon momen-
tum (right) AFTER MC momentum smearing. The normalisation of the MC was obtained
as described in Section 4.4.6.
where Ni is the number of events with i = 0,1,or2 muons matched to a central track.
Figure 4.7 shows the efficiency with respect to the muon transverse momentum pT, η and
φ. Averaging over all muons with pT > 15GeV the tracking efficiency is found to be
εtrack,DATA = 0.928± 0.008(stat.) for data and εtrack,MC = 0.961± 0.005(stat.) for MC.
The drop of the efficiency for values |η|> 1.62 is due to the missing central fibre tracker
coverage in this region. Here tracks are reconstructed with the silicon tracker and only
parts of the CFT. In the full CFT coverage range of |η|< 1.62 the tracking efficiency for
data reaches a value of εtrack,DATA = 0.95± 0.01(stat.). The drop of the efficiency in φ
around 4.5 is due to the missing events that are not triggered by the Level 1 muon trigger
in bottom hole of the muon detector.
4.4.3 Muon Reconstruction Efficiency
The efficiency to reconstruct a loose muon is determined with the help of muons identified
with the calorimeter. Muons traverse the calorimeter in a straight line with a constant en-
ergy loss of approximately 2GeV. The reconstruction and identification efficiency espe-
cially in a jet environment is not efficient enough to include these calorimeter muons to the
following analyses. One muon is required to be loose and matched to a central track with a
transverse momentum pT > 20GeV whereas the second muon with a transverse momen-
tum pT > 10GeV is tested whether it is loose or not. Both muons should be separated by
∆φ > 2.5. The events have to be triggered by the muon trigger described in Section 4.2.1.
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Figure 4.7: The muon tracking efficiency determined in data (black dots) and Monte Carlo
(red triangles)
Averaging over φ of the muon and excluding the bottom acceptance gap 4.25 < φ < 5.15,
the loose muon reconstruction efficiency is found to be εloose,DATA = 0.91± 0.01(stat.)
in data and εloose,MC = 0.90±0.01(stat.) for MC. Exchanging the cut on the muon trans-
verse momenta yields the same efficiencies. Figure 4.8 shows the efficiency with respect
to the muon transverse momentum pT, η and φ. The drop of the efficiency in φ between
4 < φ < 5.5 is due to missing muon detector coverage in the bottom part which has been
excluded from the quoted efficiencies as described above.
4.4.4 Muon Isolation Efficiency
The muon isolation efficiency is determined in data and MC with events coming from Z
decays. Two loose muons matched to a central track are required to have a transverse
momentum pT > 15GeV and need to be separated by ∆φ > 2.5. In the mass window
70GeV < mµµ < 110GeV, one muon is required to be isolated according to ∑R<0.5tracks pT <
4.0GeV. The second muon is tested whether it fulfils the isolation criterion. Figure 4.9
shows the efficiency with respect to the muon transverse momentum pT, η and φ. The
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Figure 4.8: The muon reconstruction efficiency determined in data (black dots) and Monte
Carlo (red triangles)
efficiency obtained is higher when the tested muon has a larger transverse momentum
than the reference muon and vice versa. Averaging over all muons with pT > 15GeV the
muon isolation efficiency becomes εiso,DATA = 0.97± 0.01(stat.) in data and εiso,MC =
0.98±0.01(stat.) for MC.
4.4.5 Remaining Efficiencies
Only events with two muons of opposite charge are retained in the following analysis.
This efficiency is determined to εq,DATA = 0.99± 0.01(stat.) [38] by selecting the num-
ber of events that are rejected by a like-sign charge cut for two muons in the invariant
mass range around the Z peak. Cosmic muons are rejected with the standard muon-
ID group cut on the scintillator times. This efficiency is determined to be εq,DATA =
0.995±0.005(stat.) [38] by selecting acolinear tracks with high scintillator times ∆t.
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Figure 4.9: The muon isolation efficiency determined in data (black dots) and Monte
Carlo (red triangles)
4.4.6 Monte Carlo Normalisation and Efficiency
As seen in the previous sections the efficiencies for data and MC differ in various aspects.
Two methods have been used to obtain a proper normalisation of the MC with respect to
the data.
The well measured process Z/γ∗→ µ+µ− is used in a mass range of 60− 120GeV to
determine a scaling factor for all Monte Carlo samples. The leading order Monte Carlo
program PYTHIA predicts a cross-section value of σ ·BR ≈ 180 pb for this process. In
Run I the DØ experiment has measured a value of σee = (218± 11± 12) pb [39] for
Z → e+e− decays. Taking into account the higher centre-of-mass energy √s leads to a
scaling factor of fs = 1.19 [40] for the measured cross-section. Fitting the Z/γ∗→ µ+µ−
Monte Carlo with a cross-section of ∼ 260 pb in the mass range between 60− 120GeV
to the data leads to a scaling factor for all Monte Carlo normalisation fMC = 0.61±
0.07. This factor has to be applied to the MC normalisation to compensate the data and
MC reconstruction differences. The error of the scaling factor fMC is a combination of
the errors of the σee measurement, the determination of fs and the muon momentum
smearing. This scaling factor is applied to all Monte Carlo samples subsequently.
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A second method uses the different efficiencies determined in the previous sections. The
reconstruction efficiency for process Z/γ∗→ µ+µ− is given by:
εZ = εacc · εtrig · ε2iso · ε2track · ε2loose · εcosm · εq (4.3)
where εacc = 0.42± 0.01 [38] denotes the geometrical acceptance and all other values
are defined as in the previous sections. This leads to an overall efficiency εZ,DATA =
0.214± 0.012 in data. Assuming a trigger efficiency of 0.92± 0.01 for a Z/γ∗→ µ+µ−
MC an efficiency of εZ,MC = 0.264± 0.016 is found. The scaling factor for the MC
normalisation follows to be fMC = 0.60±0.04 which is in good agreement with the value
obtained with the first method.
4.4.7 Quality of the Missing Transverse Energy E/T
Figure 4.10 shows the distribution of missing transverse energy E/T for events with two
isolated loose muons each matched to a central track and with a transverse momentum
pµ1T > 20GeV and p
µ2
T > 10GeV. There is good agreement between data and MC. It is
particularly important to assure the quality of the muon tracks which is done by a cut
on the minimum number of SMT hits and distance of closest approach to the vertex. A
bad muon momentum resolution distorts the E/T correction as mentioned in the previous
sections.
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Figure 4.10: Distribution of the missing transverse energy E/T
5 Limits on H →WW (∗) Production
This Chapter describes the search for the Higgs boson in H →WW (∗) decays. Here, the
decay channel of the Ws into two muons and two neutrinos is investigated in detail. At the
end of this Chapter a combination with the di-electron and electron-muon decay channel
of the Ws is presented.
5.1 H →WW (∗) → µ+νµµ− ¯νµ Selection
Main Selection Cuts
In Chapter 4 different aspects of muon reconstruction and data quality have been dis-
cussed. The event topology of H →WW (∗) → µ+νµµ− ¯νµ decays is characterised by two
isolated muons with high transverse momentum pT and significant missing transverse
momentum E/T from the undetected neutrinos. There are several processes that have a
similar event topology: Z/γ∗→ µ+µ−, Z/γ∗→ τ+τ−, WW → µ+νµµ− ¯νµ, t ¯t → bµνbµν
and some b¯b and W+jets production. To discriminate between signal and background
contributions various cuts are applied. The reduction of backgrounds from Z/γ∗→ µ+µ−
and b¯b and W+jets production is limited by experimental constraints like the muon mo-
mentum or missing transverse momentum resolution. In Chapter 5.2 it will be shown that
the latter two backgrounds show negligible contributions. There are also “irreducible”
backgrounds like WW → µ+νµµ− ¯νµ production which distinguishable in a combination
of kinematic variables from H →WW (∗) → µ+νµµ− ¯νµ production. For a Higgs mass of
mH = 160GeV, Figure 5.1 shows distributions of a few kinematic quantities that will help
to reduce the contribution of different background processes. The transverse momenta
of the decay products are expected to be mainly equally distributed, i.e. the sum of the
two muon transverse momenta is about half of the Higgs boson mass if it is produced
at rest and the undetected neutrinos (c.f. the missing transverse energy E/T) carry the re-
maining part. The range of the invariant mass calculated from the two muons will be
limited between the di-muon resonances of the ϒ and the Z boson. The main background
from Z/γ∗→ µ+µ− production shows a large azimuthal opening angle of the two muons.
Muons from this background tends to be rather back to back compared the muons from
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H →WW (∗) → µ+νµµ− ¯νµ production. Figure 5.1 (a) shows the distribution of the lead-
ing muon transverse momentum pT, (b) shows the invariant di-muon mass mµµ, (c) shows
the missing transverse energy E/T, (d) shows the azimuthal opening angle ∆φµµ between
the two muons, and (e) shows the distribution of the transverse momentum pT of the lead-
ing jet. The different distributions of the Higgs signal Monte Carlo simulation (MC) are
compared to MC from different background processes with the most discriminate power
in this variable. For better visibility the normalisation for all distributions is arbitrarily
chosen.
Selected events must have been triggered by the four “unprescaled” di-muon triggers de-
scribed in Section 4.2.1. Furthermore events should have two opposite charged muons ful-
filling the requirements of quality and isolation as described in Section 4.1.1: the muons
are of loose quality with a matching central track, isolated by ∑R<0.5tracks pT < 4.0GeV, have
at least three hits NSMT ≥ 3 in the silicon tracker and are coming from the nominal vertex
region with a distance of closest approach with respect to the vertex of xDCA < 0.15cm.
In addition the transverse momentum pT for the leading muon must be pµ1T > 20GeV and
for the trailing muon pµ2T > 10GeV. To enhance the ratio of signal over background, a
successive list of cuts is applied (see Table 5.1). During the development of this analysis
a large amount of cuts on kinematic variables, angular correlations and event shapes has
been tried. In the following cuts are presented that give the best signal efficiency and
background suppression.
The major background source after the preselection is the Z/γ∗→ µ+µ− production. To
reduce this background, two cuts on the invariant mass mµµ are applied: mµµ > 20GeV and
|mµµ−mZ|> 15GeV. The first cut suppresses events with two muons from ϒ decays, the
second cut suppresses events from Z production (see Figure 5.2). The cut value of 15GeV
is approximately two times the measured width of the Z-resonance. For higher masses of
the Higgs boson this cut will be responsible for a slight loss of signal efficency. For low
Higgs masses the cut mµµ > 20GeV is responsible for most of the signal efficiency loss.
This cut cannot be lowered since events from ϒ and b¯b decays significantly contribute to
the region mµµ < 20GeV.
Cut name Cut range
Di-Muon mass mµµ > 20GeV and
|mµµ−mZ|> 15GeV
Missing transverse energy E/T E/T > 30GeV
Mismeasured E/T: E/T > 0.75 · pµ1T +10GeV
Muon opening angle: ∆φµµ < 2.0
Jet pT (|ηJet|< 2.5) pJet1T < 60GeV, pJet2T < 30GeV
Table 5.1: Summary of signal selection cuts for H →WW (∗) → µ+νµµ− ¯νµ production.
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Figure 5.1: Distributions of the H →WW (∗) → µ+νµµ− ¯νµ signal Monte Carlo for a
Higgs mass mH = 160GeV and different background processes: the muon transverse
momentum pT (a), the invariant di-muon mass mµµ (b), the missing transverse energy
E/Tin the event (c), the opening angle ∆φµµ between the two muons in the azimuthal plane,
and the the distribution of the transverse momentum pT of the leading jet (e). The differ-
ent cuts are used in the following analysis in Chapter 5. The distributions have arbitrary
normalisation.
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H →WW (∗) → µ+νµµ− ¯νµ decays have a significant fraction of missing transverse en-
ergy E/T in the events from undetected neutrinos. Therefore a value of E/T > 30GeV is
required (see Figure 5.3). This cut effectively removes events from Z/γ∗→ µ+µ− and
Z/γ∗→ τ+τ− production. Mis-measured muons wrongly indicate a larger missing trans-
verse momentum E/T. To further reduce these backgrounds with mis-measured muon
transverse momentum, a cut in the two dimensional plane between the muon with the
highest transverse momentum and the missing transverse energy E/T is applied: E/T >
0.75 · pµ1T +10GeV (see Figure 5.4).
Spin Correlation of the WW -system
The Standard Model Higgs boson has spin zero, whereas the W± bosons have spin 1. In
order to conserve angular momentum, the spins of the W± bosons from H →WW (∗)decays
must be anti-correlated. In the Higgs rest-frame (which is for the considered mass range
of the Higgs boson practically the lab frame) the decay axis of the WW -system is denoted
as the z-axis. Along this axis, the W -spins are quantised by S3(W ) = ±1,0 and are the
transverse (T) and longitudinal (L) polarisation direction. Only the decays H →W+T W−T
and H →W+L W−L are allowed, whereas H →W±T W∓L is forbidden.
The W± polarisations are not directly observable, but can be observed through the final
state leptons. The decay rate of W+T → µ+νµ is proportional to (1+ cosϑ)2, where ϑ
is the angle of the muon momentum vector ~pµ with respect to the W+T spin direction.
Thus the right-handed positively charged muon is preferentially emitted into the W+T spin
direction. In contrast, the left-handed negatively charged muon is emitted in the opposite
W−T spin direction following a (1− cosϑ)2 dependence. Since the W boson spins are
anti-correlated the momentum vectors of both muons point into the same direction.
The angular dependence of the muons from W±L decays follows sin
2 ϑ, where ϑ is the
angle of the muon momentum vector ~pµ with respect to the z-axis. The muons are most
likely emitted perpendicular to the z-axis. If the W boson decays were uncorrelated there
would be no particular correlation between the two muon momentum directions. How-
ever, they are correlated and their decay rate is proportional to (µ− · νµ)(µ+ · ¯νµ), where
the particle symbols correspond to the four-momenta of the particles [41]. This product
is zero for anti-parallel muon and anti-muon three-momenta and has its maximum for
parallel momenta, just as in the W+T W−T case. Overall a small opening angle of the muon
and anti-muon momenta is expected.
Since the spins from the two decaying W s originating from the Higgs decay are correlated,
the opening angle between the two muons tends to be smaller as compared to events from
background sources. The distribution of the opening angle ∆φµµ in the transverse plane is
a good discriminant between events from Higgs decays and background contribution (see
Figure 5.5). A cut on ∆φµµ<2.0 significantly suppresses background contributions from
almost all channels.
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Further Selection Cuts
Multi-jet events, mostly originating from t ¯t production, are rejected by applying a cut on
the jet transverse momentum. Jets with the highest and second highest value of pJetT should
fulfil: pJet1T < 60GeV and pJet2T < 30GeV. All jets are required to be in the validity range
of the jet energy scale correction of |ηJet|< 2.5 and should have a transverse momentum
of pJet1T > 20GeV. (see Figure 5.6 and Figure 5.7).
Figure 5.8 demonstrates the importance of a well measured muon track momentum from
which ∆φµµ is directly calculated and a well understood missing transverse energy E/T.
Tails from mis-measurements in both variables badly influence the signal to background
ratio. This is best seen in the Z/γ∗→ µ+µ− distribution (right plot in the top row) which
is the dominant background throughout this analysis also because of its high production
cross-section.
Table 5.2 shows the signal efficiency for the process H →WW (∗) → µ+νµµ− ¯νµ for dif-
ferent Higgs masses derived from Monte Carlo with full detector simulation. Most of the
efficiency is already lost in selecting two isolated loose muons with a transverse momen-
tum pT > 10GeV and pT > 20GeV within the detector acceptance region. The following
cut on the missing transverse energy E/T reduces the signal efficiency by about 0.1 but
has an high impact on the number of selected events from Z/γ∗→ µ+µ− production (c.f.
Table 5.6). All successive cuts reduce the efficiency by about 0.02 each.
Cut / mH 100GeV 120GeV 140GeV
µ-ID/ pT 0.150±0.004 0.253±0.005 0.318±0.006
E/T & E/T vs. pµ1T 0.064±0.004 0.153±0.005 0.208±0.006
mµµ 0.064±0.003 0.153±0.005 0.202±0.005
∆φµµ 0.053±0.003 0.131±0.004 0.177±0.005
Jet pT 0.045±0.002 0.110±0.003 0.150±0.004
Cut / mH 160GeV 180GeV 200GeV
µ-ID/ pT 0.370±0.007 0.375±0.007 0.410±0.007
E/T & E/T vs. pµ1T 0.281±0.006 0.274±0.005 0.274±0.005
mµµ 0.274±0.006 0.238±0.005 0.212±0.005
∆φµµ 0.257±0.005 0.221±0.005 0.190±0.004
Jet pT 0.216±0.004 0.179±0.004 0.151±0.004
Table 5.2: Signal efficiencies for the process H →WW (∗) → µ+νµµ− ¯νµ for different
Higgs masses mH derived from Monte Carlo. The quoted errors are statistical errors
only.
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Figure 5.2: Distribution of the invariant mass mµµ for for the different processes. The dis-
tributions are shown after the initial preselection cuts on the muon quality and transverse
momenta. For better visibility the plots have arbitrary normalisation.
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Figure 5.3: Distribution of the missing transverse energy E/T for the different processes.
The distributions are shown after the initial preselection cuts on the muon quality and
transverse momenta. For better visibility the plots have arbitrary normalisation.
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Figure 5.4: Distribution of the highest muon transverse momentum pµ1T and the missing
transverse energy E/T. Events above the black line are retained. The distributions are
shown after the initial preselection cuts on the muon quality and transverse momenta.
For better visibility the plots have arbitrary normalisation.
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Figure 5.5: Distribution of the azimuthal opening angle ∆φµµ between the two muons for
the different channels. The distributions are shown after the initial preselection cuts on
the muon quality and transverse momenta. For better visibility the plots have arbitrary
normalisation.
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Figure 5.6: Distribution of the leading jet transverse momentum pJetT for the different chan-
nels. The distributions are shown after the initial preselection cuts on the muon quality
and transverse momenta. For better visibility the plots have arbitrary normalisation.
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Figure 5.7: Distribution of trailing jet transverse momentum pJetT for the different chan-
nels. The distributions are shown after the initial preselection cuts on the muon quality
and transverse momenta. For better visibility the plots have arbitrary normalisation.
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Figure 5.8: Distribution of missing transverse energy E/T versus the azimuthal opening
angle ∆φµµ of the two muons for the different channels. The distributions are shown
after the initial preselection cuts on the muon quality and transverse momenta. For better
visibility the plots have arbitrary normalisation.
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5.2 b¯b and W+jets Background
The contribution from b¯b and W+jets background is determined by a combination of
data and Monte Carlo simulation. A sample of b¯b events was generated using PYTHIA.
EvtGen [42] and d0_mess [43] were used for proper decay description and statistical en-
hancement. EvtGen is an event generator designed for the simulation of the physics of B
decays. It is especially useful in complex sequential decays such as semi-leptonic decays
and CP violating decays. EvtGen is also used in both the CLEO and BaBar collaborations,
which have an extensive b quark research programme. D0_mess is one programme in the
DØ MC generation chain. It is used to select certain rare decay processes directly on
generator level from a large of sample of generated events. This saves a large amount of
computing time and resources since only potentially interesting events have to be passed
through the whole detector simulation and reconstruction chain (see Section 2.5). Both
programs were also used for a sample of W+b¯b events generated using the Monte Carlo
generator ONETOP [44] and PYTHIA.
The contribution from b¯b events is estimated in data from like-sign di-muon events with
an inverted isolation criterion. One muon has to fail the isolation cuts, i.e. track isolation:
∑R<0.5tracks pT > 4.0GeV. By inverting the muon isolation criterion in the like-sign case an
enriched sample of b¯b and W+jets events with almost no Z/γ∗→ µ+µ− contribution is
selected. The cross-section given by the Monte Carlo simulation is not used since the
uncertainty is too large for a proper normalisation of the b¯b contribution. An overall
normalisation derived from data is used instead. Figure 5.9 shows the distributions of
the di-muon invariant mass, the muon transverse momentum pT, the di-muon opening
angle ∆φµµ and the missing transverse energy in the like-sign di-muon sample. This
background is characterised by low muon pT, large opening angle and a modest missing
transverse energy. The ratio between like-sign and non like-sign b¯b events is obtained
from MC to be ≈ 0.344 for muons with transverse momentum pT > 15GeV. The number
of b¯b events is given by the number of non like-sign events in MC (NMC,ULSall ) times
the isolation efficiency εiso,b¯b squared and normalised to the data by the ratio of inverted
isolated like-sign events NLSinviso in data and MC:
Nb¯b = ε
2
iso,b¯b ·
NDATA,LSinviso
NMC,LSinviso
·NMC,ULSall . (5.1)
The isolation efficiency is determined by the number of isolated muons divided by the
number of all muons in the MC sample:
εiso,b¯b =
Nµiso,b¯b
Nµall
= 0.068±0.001(stat.)±0.006(sys.). (5.2)
The cut on the muon transverse momentum was varied in a range of ∆pT = 3GeV since
muons with smaller pT tend to be less isolated. This leads to an systematic error on εiso,b¯b
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Figure 5.9: Distributions of the di-muon invariant mass, the muon transverse momentum,
di-muon opening angle ∆φµµ and the missing transverse energy from b¯b and W+jets
background enriched sample.
of about 10%. Table 5.3 shows the contribution of b¯b events after different successive
cuts. Already after the preselection the number of b¯b events is very small.
The number of events from W+b¯b production is obtained directly from MC. Table 5.4
shows the number of events after applying successive cuts. The normalisation of the
sample is done with a cross-section σ ≈ 4.55pb calculated with COMPHEP [45]. This
cross-section predicted by ONETOP is σ ≈ 4.6pb. The precise value of these cross-
section depends on the kinematic cuts made at the generation stage. Due to the large
theoretical uncertainties a systematic error of 100% is assigned to this cross-section. After
all cuts the contribution from W+b¯b production is approximately the same as from b¯b
production.
Table 5.5 shows a systematic check of the W+jet production using APLGEN [46] instead
of ONETOP as Monte Carlo generator. Different processes for one- and two-jets pro-
duction with charm and bottom quarks and inclusive jet production have been simulated.
After all cuts only W+cc¯ and W+b¯b production show measurable contribution and are in
good agreement with the numbers obtained with ONETOP.
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cut NDATA,LSinviso N
MC,LS
inviso N
MC,ULS
all Nb¯b
µ-ID/ pT 380 3074 9357 5.4±0.6
E/T & E/T vs. pµ1T 84 74 209 1.1±0.2
mµµ 74 67 193 1.0±0.2
∆φµµ 11 45 141 0.16±0.06
Jet pT 3 4 5 0.02±0.02
Table 5.3: b¯b contribution estimated from like-sign di-muon events in data.
cut NW+b¯b
µ-ID/ pT 0.035±0.035
E/T & E/T vs. pµ1T 0.02±0.02
mµµ 0.01±0.01
∆φµµ 0.01±0.01
Jet pT 0.01±0.01
Table 5.4: Number of events from W+b¯b production obtained from MC.
cut Wj Wjj Wc Wcj Wcc Wbb
No. of events 48350 189500 19600 19600 41150 198500
σ [pb] 1970 222.1 63.2 39.75 5.82 1.543
µ-ID/ pT 4.9±2.5 0 1.5±0.7 0.5±0.3 0.07±0.04 0.064±0.007
E/T & E/T vs. pµ1T 0 0 0 0 0.03±0.02 0.023±0.005
mµµ 0 0 0 0 0.03±0.02 0.022±0.005
∆φµµ 0 0 0 0 0.02±0.02 0.018±0.004
Jet pT 0 0 0 0 0.02±0.02 0.011±0.003
Table 5.5: Number of events from W+jets production obtained from ALPGEN+PYTHIA
MC. The “j” denote inclusive jet production of light flavours (u,d,s quarks) and gluons,
whereas “b” or “c” denotes jets from b or c-quarks (or their antiquarks).
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5.3 Events with Di-muons and Missing Transverse En-
ergy
Table 5.6 shows the comparison between data and expected background events and the
expected number of H →WW (∗) → µ+νµµ− ¯νµ after the successive application of all cuts.
The first column denotes the events after the preselection cuts. Most of the efficiencies
discussed in Chapter 4 have been determined with a subsample of these events. There is
reasonable agreement between data and Monte Carlo after all successive cuts. The muon
momentum resolution from low quality tracks and tracks with high transverse momentum
distorts the resolution of the missing transverse energy E/T. This is balanced by the first
cut requiring the E/T to be dependent on the leading muon transverse momentum.
After applying all cuts 5 events remain in the data whereas 5.3±0.6 events are expected
from background Monte Carlo, mainly Z/γ∗→ µ+µ− and WW → µ+νµµ− ¯νµ production.
0.085± 0.001 events are expected from Standard Model H →WW (∗) → µ+νµµ− ¯νµ de-
cays with a Higgs mass of mH = 160GeV.
µ-ID/pT E/T & E/T vs. pµ1T mµµ
DATA 8509 98 53
Z/γ∗→ µ+µ− 8426±27 97.8±2.8 38.8±1.7
b¯b /W+jets 5.4±0.6 1.1±0.2 1.0±0.2
Z/γ∗→ τ+τ− 57.7±2.2 0.5±0.2 0.5±0.2
WW → µ+νµµ− ¯νµ 4.64±0.05 1.98±0.03 1.65±0.03
t ¯t → bµνbµν 3.15±0.03 1.72±0.02 1.34±0.02
MC SUM 8497±27 103.1±2.8 43.3±1.7
∆φµµ Jet pT
DATA 10 5
Z/γ∗→ µ+µ− 12.8±1.0 3.9±0.6
b¯b/W+jets 0.2±0.1 0.02±0.02
Z/γ∗→ τ+τ− 0.1±0.1 0±0
WW → µ+νµµ− ¯νµ 1.33±0.03 1.28±0.03
t ¯t → bµνbµν 0.88±0.01 0.03±0.003
MC SUM 15.3±1.4 5.3±0.6
Table 5.6: Cut flow table. The quoted errors are statistical only.
Since the spins from the two decaying Ws originating from the Higgs decay are correlated,
the opening angle between the two muons tends to be smaller as compared to events from
background sources. The distribution of the opening angle ∆φµµ in the transverse plane is a
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reasonable discriminant between events from Higgs decays and background contribution.
Figure 5.10 shows the opening angle ∆φµµbetween the two muon tracks for successive
cuts.
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Figure 5.10: Azimuthal opening angle ∆φµµ between the two muon tracks after the dif-
ferent cuts: initial preselection (top), after invariant mass cut (middle), after all cuts.
(bottom).
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5.4 Systematic Uncertainties
Systematic uncertainties on the number of selected events have been investigated: the
uncertainty on the jet energy scale correction, the muon momentum resolution, the cross-
section variation of the main background processes and the luminosity uncertainty. The
uncertainty on the luminosity of ±6.5% [26] is part of the limit calculation procedure in
the next Section and will be treated separately.
The standard procedure to estimate the error of jet energy scale correction (JES) is the
variation of the correction in a ±1σ error range. Since in this analysis most events have
relatively few jets (see Figure 6.2) and most of the jets have small transverse momenta
pT, this would lead to an overestimation of the systematic error. In addition only the
error on the fraction JESDATA/JESMC is needed, which is smaller than the separate er-
rors. The correction was varied instead as follows: the missing transverse energy E/T
was recalculated by adding (subtracting) 25% of every jet transverse momentum. This
is a conservative estimation of the errors given in Figure 4.3 since most of the selected
jets have a transverse momentum pT < 50GeV. This systematic variation changes the
sum of the background events by +11.2% and −1.9% respectively, while the number of
data events stays unchanged. The signal efficiency only slightly changes by −1.7% and
+0.9%, respectively.
The muon transverse momentum smearing was changed in MC. In Chapter 4 the influence
of the muon transverse momentum resolution on the width of the Z resonance and the
quality of the missing transverse energy E/T distribution was discussed in detail. The
smearing factor of f = 0.00205 was changed by ±50%. This value is a conservative
assumption on the change of the muon transverse momentum resolution, since the width
of the Z peak visibly changes under these variations by approximately 0.5GeV. These
variations changes the number of background events by +6.1% and +8.1%, respectively.
The signal efficiency again only slightly changes by +1.0% and −1.2%, respectively.
Though this systematic variation is done in a large range, the effect on the number of
background events or signal efficiency is rather small.
The cross-sections of the main background processes have been varied simultaneously
within their theoretical uncertainty: the cross-section of Z/γ∗ production was changed
by ±5.6%, the WW → µ+νµµ− ¯νµ production cross-section was varied by +6.7% and
−7.7% and the cross-section of t ¯t production was changed by +5.9% and−14.7%. These
variations yield a change on the sum of all background processes of +3.7% and −4%
respectively.
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5.5 Limits on the Cross-Section H →WW (∗) in the Di-
muon Channel
The limit calculation was done following the method described in [47]. This method
calculates the cross-section limits at 95% C.L. with the integrated luminosity, number of
background events, signal acceptance and number of events in data with corresponding
errors as inputs. The integrated luminosity for the data sample with the four di-muon
triggers is (146.9±9.5)pb−1. The uncertainty on the luminosity is 6.5%. The number of
background events and events in data is taken from Table 5.6. The signal efficiency for six
different Higgs boson masses is listed in Table 5.2. The uncertainty on the background
was determined from the statistical and systematic error added in quadrature.
For this single decay channel the upper limits on the cross-section are calculated by de-
termining a Bayesian likelihood function L as a function of the signal cross-section which
directly depends on the Higgs boson mass mH. The likelihood function L is interpreted as
a probability density of observing N events for a signal cross-section σ under a combined
signal+background hypothesis. The upper limit on the cross-section σ95 at 95% C.L. is
given by:
0.95 =
∫ σ95
0
Ldσ ·
(∫
∞
0
Ldσ
)−1
. (5.3)
For a detailed discussion of the Bayesian limit calculation see [47] and appendix B in
[27].
Table 5.7 summarises the upper limits on the cross-section times branching ratio σ×
BR(H →WW ) for H →WW (∗) → µ+νµµ− ¯νµ decays for six different Higgs masses mH
with BR(W → µν)= 0.1057±0.0022 [18]. Figure 5.11 shows the calculated cross-section
limits on σ× BR(H → WW ) from the analysis of the di-muon channel assuming the
above value of the branching ratio BR(W → µν) for the different Higgs masses together
with expectations from Standard Model Higgs boson production and alternative models.
The LEP limit on the Standard Model Higgs boson production is taken from [1], the 4th
generation model is presented in [17], and the topcolor model is presented in [8]. It can
be seen that no mass region of a Standard Model Higgs boson or alternative model can be
excluded with this single decay channel and the current integrated luminosity. With the
expected full data set in the year 2009 and the approximately 50 time larger amount of
integrated luminosity a 4th generation and topcolor model can be excluded or discovered.
It is expected that the presented analysis easily scales with the yet to be taken data until
the end of Tevatron data taking. An exclusion or discovery of a Standard Model Higgs
boson in certain mass region needs a combination with other decay channels, which is
presented in the next section.
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mH [GeV] 100 120 140 160 180 200
upper limit on σ× BR [pb] 82.7 33.7 24.7 17.1 20.7 24.5
Table 5.7: Upper limits at 95% CL on the cross-section times branching ratio
σ× BR(H →WW ) for different Higgs masses mH.
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Figure 5.11: cross-section limit curve σ × BR(H → WW ) for the process
H →WW (∗) → µ+νµµ− ¯νµ together with expectations from Standard Model Higgs bo-
son production and alternative models. The LEP limit on the Standard Model Higgs
boson production is taken from [1], the 4th generation model is presented in [17], and the
topcolor model is presented in [8].
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5.6 Combination of Limits on the Cross-Section H →WW (∗)
As described in the previous section, the limit on the H →WW (∗) production can be
improved by combining the limits from the di-muon channel with other decay channels
of the W s. This is done with the di-electron and electron-muon decay channels of the two
W bosons [48]. Decay channels with tau leptons are not considered, since tau decays are
much more difficult to detect and discriminate from background processes than the first
two generation leptons.
If the two or more independent data sets for a combination have the same production
cross-section, a combined limit can be calculated by multiplying the two likelihood func-
tions to a combined likelihood L = L1 ·L2, before applying equation 5.3. A combination
of all three channels has been performed by multiplying the individual likelihood func-
tions of all three channels resulting into a combined likelihood function. The different
experimentally measured values of the branching ratios for the electron and muon decays
of the W s and the double rate of the electron-muon decay channel have been taken into
account. The calculation is done separately for all six different masses. The cross-channel
correlation given by the luminosity uncertainty and common object ID’s in the different
channels is determined to be small.
Table 5.8 sums up the individual upper limits on the cross section times branching ratio
for the three different decay channels and their combination for six different Higgs boson
masses mH. The integrated luminosities for the three different channels are L ≈ 177pb−1
for the ee channel, L ≈ 158pb−1 for the eµ channel, and L ≈ 147pb−1 for the µµ channel.
The differences are due to different quality criteria that are required for the different chan-
nels. For the di-muon channel all parts of the DØ sub-detectors should have good quality
assignments, whereas for the di-electron channel the muon detector is less relevant. The
different values of the upper limits for the three different channels especially for the two
lowest mass points are a consequence of the different background contributions. The ee
and µµ channels have about the same sensitivity. The differences between both channels
are due to the different integrated luminosity in both channels. The eµ channel has more
sensitivity compared to the other two channels because of the double branching ratio and
the absence of di-lepton resonances like the Z boson and ϒ.
The combination of all channels yields approximately three times better limits than for the
single di-muon channel presented in the previous sections. The combination of the three
channels is without any efficiency losses equivalent to a four times larger integrated lumi-
nosity in a single channel. The difference between the theoretical gain of a factor of four
and the actual gain of about a factor of three is due to the different integrated luminosi-
ties and selection efficiencies in the three channels. With the full Run II dataset certain
mass regions of the Standard Model Higgs boson can be excluded at 95 % C.L. in the
combination of all three channels. Figure 5.12 shows the calculated cross-section limits
for σ×BR(H →WW (∗)) for the different Higgs boson masses compared with predictions
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from the Standard Model and alternative models. No alternative models or a Standard
Model Higgs boson mass region can be excluded yet.
mh [GeV] 100 120 140 160 180 200
ee: limit σ×BR(H →WW ) [pb] 102.2 29.7 21.8 14.8 15.2 19.2
eµ: limit σ×BR(H →WW ) [pb] 90.0 21.0 13.1 9.6 9.2 9.6
µµ: limit σ×BR(H →WW ) [pb] 86.4 35.2 25.8 17.9 21.6 25.7
all: limit σ×BR(H →WW ) [pb] 40.1 12.0 8.2 5.7 5.8 6.6
Table 5.8: Upper limits on the cross-section times branching ratio for σ×BR(H →WW )
from the ee, eµ, µµ final state and the combination of all three channels for different Higgs
boson masses mH.
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Figure 5.12: Excluded cross-section times branching ratio σ×BR(H →WW (∗)) at 95%
C.L. together with expectations from Standard Model Higgs boson production and alter-
native models. The LEP limit on the Standard Model Higgs boson production is taken
from [1], the 4th generation model is presented in [17], and the topcolor model is dis-
cussed in [8].
6 Measurement of the WW
Cross-Section
In Chapter 5 limits on the H →WW (∗) production have been presented in detail in the
di-muon channel and in combination with the di-electron and electron-muon channel. It
was shown that the dominant irreducible backgrounds after all cuts are Z/γ∗→ µ+µ−
and WW → µ+νµµ− ¯νµ production. It is very important to measure these background
with good accuracy to improve the limits on H →WW (∗) production. In the following
Chapter limits on the WW cross-section in the di-muon channel and a first measurement
of the WW cross-section at DØ in the combination of all three channel are presented.
6.1 Event Selection and Limit in the Di-muon Channel
The event selection for WW cross-section measurement in the di-muon channel is similar
to the selection criteria discussed in Section 5.1. The kinematic properties of WW pro-
duction are comparable with them from H →WW (∗) production, though there are slight
differences like e.g. in the azimuthal opening angle ∆φµµ. To further enhance the signal
to background ratio especially with respect to the remaining Z/γ∗→ µ+µ− background a
few cuts are slightly changed. The few differences are discussed in the following. The
muons are restricted to the pseudo-rapidity range of |η| < 1.8. Since WW production is
more central than the main background from Z/γ∗→ µ+µ− decays, no significant signal
inefficiency is expected. Figure 6.1 shows the distributions of η versus φ for the different
MC contributions and data. Furthermore this cut assures a homogeneous tracking effi-
ciency since tracks in the regions |η| >1.8 tend to have less track quality which distorts
the E/T distribution (see Section 4.4.2). The cut on the invariant mass mµµ is tightened on
the region below the Z resonance with the requirement 20GeV/c2 < mµµ < 75GeV/c2.
This cut reduces background from mismeasured Z/γ∗→ µ+µ− events from the Z-peak.
The cut on the opening angle between the two muons is relaxed from ∆φµµ < 2.0 to
∆φµµ < 2.4. To reject the dominant contribution from Z/γ∗→ µ+µ− decays, a tighter cut
on the missing transverse energy is applied. Requiring E/T > 40 GeV removes most
of the Z/γ∗→ µ+µ− decays without decreasing the signal efficiency significantly. The
66
6.1. Event Selection and Limit in the Di-muon Channel 67
0
5
10
15
20
25
30
φmuon 
0 2 4 6
η
m
u
o
n
 
-2
0
2
DATA
0
2
4
6
8
10
12
14
16
φmuon 
0 2 4 6
η
m
u
o
n
 
-2
0
2
µµ→*γPYTHIA, Z/
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
φmuon 
0 2 4 6
η
m
u
o
n
 
-2
0
2
ττ→*γPYTHIA, Z/
0
5
10
15
20
25
30
φmuon 
0 2 4 6
η
m
u
o
n
 
-2
0
2
ννµµ→PYTHIA, WW
0
10
20
30
40
50
φmuon 
0 2 4 6
η
m
u
o
n
 
-2
0
2
νµbνµ b→tPYTHIA, t
0
2
4
6
8
10
12
14
16
18
φmuon 
0 2 4 6
η
m
u
o
n
 
-2
0
2
ννµµ→ WW→PYTHIA, H
Figure 6.1: Distribution of the muon η versus φ. The hole in the data acceptance for
4.25 < φ < 5.25 and η < 1 is due to the missing muon scintillation detector coverage in
the bottom part of the detector and therefor the missing level 1 trigger acceptance in the
region. For consistency reasons this region was excluded in MC. It can be seen that WW
production happens more central than e.g. Z/γ∗→ µ+µ− production. For better visibility
the plots have arbitrary normalisation.
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remaining t ¯t and multi-jet events are rejected by a cut on the leading jet pT requiring
pJet1T < 60GeV/c. The cut on the trailing jet pT is dropped since WW production is ex-
pected to have less jets in the events. Figure 6.2 and 6.3 shows the jet multiplicity of
the different MC contributions and data. It can be seen that WW has mainly zero or only
jet jet in the events. The disagreement between data and MC for high jet multiplicities is
expected since PYTHIA is a leading order Monte Carlo generator. This disagreement is
negligible for this analysis though, since only events with low jet multiplicity are selected.
Table 6.1 summarises all cuts for the measurement of the WW production. The kinematic
and quality cuts are identical to the cuts discussed in Section 5.1. After this final selection,
three events remain in the data.
Cut name Cut range
Acceptance ηµ < 1.8
Di-Muon mass 20GeV < mµµ < 75GeV
Missing transverse energy E/T E/T > 40GeV
Mismeasured E/T: E/T > 0.75 · pµ1T +10GeV
Muon opening angle: ∆φµµ < 2.4
Jet pT (|ηJet|< 2.5) pJet1T < 60GeV
Table 6.1: Summary of signal selection cuts for WW → µ+νµµ− ¯νµ production.
For the µ+µ− channel, the efficiency for WW → µ+νµµ− ¯νµ production at the beginning
of the selection is (33.1±0.2)%. Applying all the different selection criteria reduces the
efficiency to (7.4±0.2)%. The expected number of WW events is 1.62±0.04 assuming
the cross-section of 13 pb (c.f. Section 2.3) and an integrated luminosity of 147pb−1.
The expectations from all the backgrounds is 1.28±0.30 events to which Z/γ∗→ µ+µ−
decays contribute more than 90%. In Table 6.2 the expected numbers for all backgrounds,
the WW signal are compared with the data for all different selection criteria.
With the given numbers the significance of a cross-section measurement is very low in the
di-muon channel alone. A limit at 95% C.L. can be calculated for the di-muon channel
with the same methods described in Section 5.5. Neglecting systematic uncertainties the
limit calculation yields a limit of σWW < 43.1pb at 95% C.L.
6.2 Measurement of the Cross-Section
From the previous Section it can be seen that a measurement of the WWcross-section
excluding a zero cross-section is not possible in the di-muon channel alone. The cross-
section is estimated separately for all three final states of the di-muon, di-electron and
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Figure 6.2: Distribution of the jet multiplicity of the different MC contributions and data.
It can be seen that WW production has mainly zero or one jet in the event. For better
visibility the plots have arbitrary normalisation.
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Figure 6.3: Distribution of the jet multiplicity in data and MC.
electron-muon channel before combining it. To calculate the cross-section, the likelihood
method described in [49] is used. The small number of events are taken into account by
using Poisson statistics. The cross-section σ is given by the equation
σ =
Nobs−Nbg
L ·BR · ε , (6.1)
where Nobs is the number of observed events, Nbg the expected background contribution,
L is the integrated luminosity, BR the branching ratio and ε the efficiency for the signal.
The likelihood for the observation of ˜N events with Nobs events in the data is given by:
L(σ,Nobs,Nbg,L ,BR,ε) =
˜NNobs
Nobs!
e− ˜N . (6.2)
˜N is the number of signal and background events:
˜N = σ ·BR ·L · ε+Nbg (6.3)
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µ-ID/pT η mµµ
DATA 8509 7496 1149
WW → µ+νµµ− ¯νµ 7.24±0.08 6.79±0.08 3.46±0.05
Z/γ∗→ µ+µ− 8426±27 7460±25 1065±10
b¯b/W+jet 5.4±0.6 5.0±0.5 4.9±0.5
Z/γ∗→ τ+τ− 57.7±2.2 53.2±2.1 50.8±2.1
t ¯t 3.15±0.03 3.06±0.03 1.36±0.02
MC Sum 8500±27±553 7528±26±489 1125±10±73
∆φ/Jet E/T vs. pµ1T E/T
DATA 129 6 3
WW → µ+νµµ− ¯νµ 2.57±0.04 1.88±0.04 1.62±0.04
Z/γ∗→ µ+µ− 108.5±3.4 3.9±0.6 1.2±0.3
b¯b/W+jet 0.2 ±0.1 0.02±0.02 0.01±0.01
Z/γ∗→ τ+τ− 0.9±0.3 0.0±0.0 0.0±0.0
t ¯t 0.11±0.01 0.07±0.003 0.07±0.003
MC Sum 112±3.3±7.3 5.9±0.6±0.4 2.9±0.3±0.2
Table 6.2: Expected number of background events and events observed after successive
selections for an integrated luminosity of L = 147pb−1 in the µ+µ− channel. A cross-
section of 13 pb is assumed for the WW events. The statistical error is listed for all
backgrounds. The error due to the uncertainty of the integrated luminosity is only given
for the sum of all backgrounds. The different cuts are summarised in Table 6.1.
The cross-section σ can be estimated by minimising −2logL(σ,Nobs,Nbg,L ,BR,ε). For
a combination of the channels the likelihood functions can simply be multiplied:
Lcomb(σ,Nobs,Nbg,L ,BR,ε) =
Nchannel∏
i=1
˜N
Nobsi
i
Nobsi!
e− ˜Ni . (6.4)
The likelihood functions of the individual measurements are shown in Figure 6.4. The
statistical error is derived from the intersection of the likelihood function with the y-value
of the minimum of the likelihood function increased by one which is the one-σ-error
interval under the assumption of Gaussian errors.
For the di–electron final state, the measurement yields a cross-section of [50]:
σ(pp→WW) = 13.73+15.67−11.16(stat.)±0.89(lumi.) pb. (6.5)
The measurement in the e±µ∓ final state yields a cross-sections of [50]:
σ(pp→WW) = 11.78+7.20−5.35(stat.)±0.77(lumi.)pb . (6.6)
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Figure 6.4: Likelihood distributions for the e+e− (left), e±µ∓ (middle) and µ+µ− channel
(right).
For the µ+µ− final state, the measurement yields a cross-sections of
σ(pp→WW) = 14.07+17.01−11.58(stat.)±0.91(lumi.)pb . (6.7)
The likelihood functions of the individual measurements are shown in Figure 6.4.
The combined result of the cross-section measurement is
σ(pp→WW) = 12.44+5.90−4.76(stat.)±0.81(lumi.)pb . (6.8)
Figure 6.5 presents the likelihood distribution for the combined measurement. This pre-
liminary result is in good agreement with the NLO-calculations of σ(pp → WW) =
13.5pb [16].
6.3 Systematic Uncertainties
Following the study on the systematic uncertainties on the search of H →WW (∗) produc-
tion in Chapter 5.4 the following systematic uncertainties have been investigated on their
effect on the WW cross-section in the di-muon channel:
• The change of the jet energy scale correction was tested by adding (subtracting)
±25% of every jet transverse momentum to the missing transverse energy E/T. The
cross-section changes by −21.5% and +20.1%.
• The cross-sections of Z/γ∗→ µ+µ− and t ¯t production were lowered and raised si-
multaneously within their theoretical error of±3.6% for Z/γ∗→ µ+µ− and +5.9%
or −14.7% for t ¯t production. The cross-section changes by −2.7% and +4.7%.
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Figure 6.5: Combined likelihood distribution from the e+e−, e±µ∓ and µ+µ− channel.
• The muon momentum smearing was varied by ±50% of the smearing parameter f .
The cross-section changes by −17.0% and +25.0%. This is a rather large effect
since the background from Z/γ∗→ µ+µ− production depends on a good descrip-
tion of the muon momentum resolution. This effect can be significantly lowered by
reducing background from Z/γ∗→ µ+µ− production.
All these variations add up to a systematic uncertainty on the WW cross-section in the
di-muon channel of +4.6pb and −3.9pb, respectively. The systematic uncertainties in
the electron-electron and electron-muon channel are in the same range, but have not been
finalised yet [50]. At the moment this measurement is statistically limited. Some system-
atic errors can also be lowered in future by a better background description in the MC,
by a better accuracy of the jet energy scale correction and a better modelling of the µ
momentum resolution.
7 Precise Muon Tracking
In the previous chapters it was shown that track finding with high precision and effi-
ciency is an essential tool for the discovery of the Higgs boson and many other important
measurements. This will also be a key issue of the physics programme at the next gen-
eration collider. The Large Hadron Collider (LHC) at CERN in Geneva, Switzerland,
with a scheduled start in spring 2007, will collide protons at a centre of mass energy of√
s = 14TeV. Due to the higher centre of mass energy and higher design luminosity,
the discovery potential of the Higgs boson will be much higher at the LHC compared to
the Tevatron collider. Two general purpose experiments, ATLAS and CMS, are currently
built.
At hadron colliders leptons play an important role in the discovery of new physics. This
was explicitly shown in the previous chapters for the search of the Higgs boson. Lep-
ton identification and precise measurement of their momenta is also a key element for
the detector design of the next generation experiments ATLAS and CMS at the LHC. The
measurement accuracy of the momentum in a magnetic field scales with ∆pT/p2T ≈ const.
at high energies. Therefore the effort for the magnetic measurement of momenta has to
increase with the centre of mass energy of colliders. For electrons the magnetic mea-
surement of momenta can be complemented by a calorimetric measurement of their total
energy. For high momentum muons, however, precise tracking is the only feasible way to
determine their momenta.
The investigation of H →WW (∗) is a typical example that an effort to have precise muon
measurement as well as a precise electron measurement is rewarded by a factor of four in
statistics. The tremendous effort which has to be invested for that is reflected in the name
of both general purpose LHC experiments: ATLAS - “A Toroidal LHC ApparatuS” and
CMS - “The Compact Muon Solenoid”.
The Cosmic Ray Measurement Facility at LMU Munich is part of the effort of the ATLAS
experiment for a precise muon measurement. In the course of this thesis an alignment
system has been developed and commissioned for this facility.
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7.1 The ATLAS Muon Spectrometer
Figure 7.1 shows the outline of the ATLAS experiment with its different detector com-
ponents. A detailed discussion of the different components and its performance can be
found in [51]. Here only the muon spectrometer will be focused on. It is located at the
outer most part of the ATLAS detector which has a diameter of 22m and length of 44m.
The muon spectrometer is located inside an air-core coil with a toroidal magnetic field
of average strength of 0.4T. The spectrometer comprises three different detector types
and is build into three layers. This construction design assures a muon track momentum
measurement with high precision from the muon spectrometer only. Each muon track
should be measured in at least three layers of the muon chambers and with the knowledge
of the magnetic field map the muon momentum can be reconstructed from the sagitta
of the track. The precision chambers (MDT chambers, monitored drift tube) are used
Figure 7.1: Outline of the ATLAS detector [51].
for the bending coordinate measurement, which is parallel to the beam line in the central
pseudo-rapidity range |η|< 1 and radial in the forward pseudo-rapidity range |η|> 1. The
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z-coordinate along the magnetic field needs only to be known to a precision of 5−10mm
since it is not as important for the momentum measurement, but is required for a safe
track reconstruction. This measurement is done by the trigger chambers.
The performance of the ATLAS muon spectrometer is driven by its physics programme
and the resolutions needed e.g. to detect signals of new physics beyond the Standard
Model. Several benchmark processes, in particular Standard Model and non-Standard
Model Higgs boson decays have been studied and require a momentum and mass resolu-
tion at the level of 1% for the reconstruction of narrow two- and four-muon final states on
top of high background levels. The process H → ZZ(∗) → 4µ is an important discovery
channel for a Standard Model Higgs boson over a wide mass range mH due to its clean
signature with low backgrounds. For masses in the range 120GeV < mH < 180GeV a
high mass resolution of about 1% is needed. To achieve this mass resolution a muon
momentum resolution of ∆pT/pT < 2% is required. It is desired that this momentum
resolution is constant over the full pseudo-rapidity range. Figure 7.2 (left) shows that
0
2
4
6
8
10
12
10 10
2
10
3
 pT (GeV)
C
on
tri
bu
tio
n 
to
 re
so
lu
tio
n 
(%
)
Wire resolution and autocalibration
Chamber alignment
Multiple scattering
Energy loss fluctuations
Total

|η| < 1.5
0
1
2
3
4
5
6
7
8
9
10
11
12
10 10
2
10
3
 PT (GeV)
R
es
ol
ut
io
n 
(%
)
Muon spectrometer +
inner detector
Muon spectrometer only

|η| < 1.5
Figure 7.2: Left: ∆pT/pT as a function of transverse momentum pT for muons recon-
structed in the central region (η < 1.5). Right: the pT-dependence of the muon mo-
mentum resolution averaged over the azimuthal angle and in the range |η| < 1.5. The
dashed curve is the resolution for the inner tracker only, with known transverse beam
position [52].
the muon spectrometer design corresponds to momentum resolution of 2%− 3.5% for
muons in a momentum range 10GeV < pT < 100GeV. In a combination with the tracks
from the inner detector the momentum resolution improves quite significantly and meets
the required resolutions (Figure 7.2 (right)). In this momentum range the muon spec-
trometer only measurement is limited due to multiple scattering in the chamber material
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and magnet structure, as well due to energy loss fluctuations in the calorimeter. For B-
physics in contrast the muon transverse momenta are typically small and here the muon
spectrometer is mainly used for muon triggering. A high pseudo-rapidity coverage and
trigger efficiency is desired from the muon spectrometer. The muon track momentum is
determined with the inner tracker.
For high muon momenta the chamber alignment plays an important role in the muon mo-
mentum resolution. This is an important lesson that can already be learnt from results of
the DØ experiment. The observation of the Z boson resonance is not possible with the
DØ muon system only. The intrinsic resolution and alignment between the muon cham-
bers is not sufficient for a proper momentum resolution in the momentum range shown in
Figure 4.6. A reasonable momentum resolution is only achieved by matching the muon
chamber hits to their corresponding tracks in the central silicon and fibre tracker. Also
here the internal sub-detector alignment and the alignment between the different detector
has a major impact on the momentum resolution. As seen in Figure 4.5 Monte Carlo sim-
ulation with ideal detector geometry and alignment assumptions predicts a Z boson width
of approximately 6GeV. Older versions of the reconstruction software predicted a Z bo-
son width in data of about 14.5GeV compared to 7.5GeV with the current version. This
large difference between the two different reconstruction versions is due to wrong align-
ment assumptions between an ideal detector model implemented in the old reconstruction
software and a better modelling of the “as built” detector geometry in the current software
version. From Monte Carlo, however, still some improvements are expected and ongoing
studies point to smaller smaller effects due to misalignment or dead detector material.
The ATLAS muon spectrometer has two types of trigger chambers: RPC (resistive plate
chambers) in the barrel and TGC (thin gap chambers) in the end-cap region. The gas filled
RPC chambers consist of bakelite plates separated by 2mm and attached to a high voltage
field. They provide a position resolution of about 1cm and a timing resolution of about
1ns. The TCG chambers operate like multi-wire proportional drift chambers and have a
similar resolution like RPC chambers.
MDT chambers are drift tube chambers that consist of two four-layer drift tubes in the
inner part of the ATLAS muon spectrometer. In the two outer layers the chambers are
built in two triple-layers of drift tubes. Depending on the location of the chambers in the
ATLAS detector, the drift tubes are of one to six metres length. The tubes have a diameter
of 30mm. Tube walls are made of aluminium with 400µm thickness. The tungsten-
rhenium anode wire has a diameter of 50µm. The drift tubes are filled with a gas mixture
of Ar−C02 with in a ratio of 93 : 7% and a gas pressure of 3bar. They are operated at a
voltage of 3080V and have a linear gas gain of 2 ·104. The drift radius of the secondary
electrons induced by ionising muons can be measured with a precision of 80µm. Knowing
the anode wire position up to 30µm, a track point can be measured with a precision
of 33µm for a three-layer chamber or 28µm for a four-layer chamber. Muons with a
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transverse momentum of pT < 1000GeV can be measured with a momentum resolution
of ∆pT/pT ≤ 10−4 · pT/GeV.
In addition to the precise chamber and tube geometry the good track position measure-
ment is provided by an alignment system within and between the muon drift chambers.
This system monitors the chamber deformations caused by thermal or mechanical ten-
sions. The core of this system is the so called Rasnik-System (Red alignment system
NIKHEF) [52]. Figure 7.3 shows the mode of operation of the Rasnik-System. The basic
idea is the projection of a mask with modified chess board pattern onto a CCD sensor. The
Figure 7.3: Working principle of the Rasnik system.
mask is lit by a infrared high intensity LEDs with a wave length of 875nm. The mask
is a high accuracy (< 0.5µm) thin-film/glass slide as used in semiconductor industry and
has a size of 20mm · 20mm with a grid of 120µm. The projection is done by a quartz
crystal convex lens with a focal length between 300mm and 1000mm and a diameter of
40mm. The CCD sensor is a commercial monochrome CMOS image sensor with a pixel
array size of 387 · 287 and a pixel size of 12µm · 12µm. The projected image is fed into
a multiplexer and then digitised by a monochrome frame-grabber card operated in a PC.
Movements in all three dimensions and rotations are calculated by a analysis software
and can be measured in steps of about 1sec if necessary. Movements transverse to the
optical axis can be measured with an accuracy up to 2µm. Movements along the optical
axis are measured from the image size with about one order of magnitude less precision.
Figure 7.4 shows the resolution of (1.9±0.1)mm obtained from a constant movement of
the mask in 62.5µm steps transverse to the optical axis.
Figure 7.5 shows the outline of a ATLAS MDT chamber together with the light beams
of the Rasnik alignment system. The light beams parallel to the long beam measure
the transverse movements with high precision whereas the diagonal beams measure the
longitudinal motions. With the combination of all four beams chamber distortions in all
directions can be measured.
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Figure 7.5: Outline of a ATLAS MDT chamber with Rasnik alignment system.
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7.2 The Cosmic Ray Measurement Facility
7.2.1 General Setup
The cosmic ray measurement facility at LMU Munich allows efficiency tests and cal-
ibration studies of 88 drift tube chambers built for the ATLAS muon spectrometer at
CERN [53]. Every chamber is tested for operativeness, noise and their single tube drift-
time spectra. Extensive electronic and mechanical tests are performed. The positions of
the single tube wires are determined and measured with respect to an external reference
platform.
Muons from cosmic rays are steadily produced in the upper atmosphere by highly ener-
getic protons hitting onto atom nuclei. In these collisions pions are produced that weakly
decay into muons and neutrinos. The mean energy of muons at ground level is ≈ 4GeV.
The energy integrated intensity of vertically incidenting muons above 1GeV at sea level
is ≈ 70m−2s−1sr−1 [18].
Figure 7.6 shows the a sketch of the cosmic ray measurement facility. Three chambers are
mounted on top of each other with a spatial distance of 80mm between each of them. The
top and the bottom chamber are the so called “reference” chambers. The wire positions of
these two chambers have been determined at the CERN X-ray tomograph with a precision
of about 4µm. In between these two chambers a “test” chamber is placed and measured
with respect to the two other chambers. During the planned operation time of several
hours to days the relative position of the three muon chambers with respect to each other
must be known. These positions may vary in the order of a few µm because of mechanic
tensions or thermal movements. To determine the precision coordinate of the single drift
tube with a precision of about 10µm, the relative movement of the chambers should be
know better than 5µm.
7.2.2 The Alignment System
Two different systems are used to monitor the positions. Movements of the test chamber
are monitored by a capacitive system with respect to the upper reference chamber [54].
Capacitive sensors mounted on four corners on the lower side of the upper reference
chamber measure movements with respect to the middle test chamber. For this thesis a
second system to measure the movements of the two outer reference chambers relative to
each other has been designed and implemented. Optical alignment systems based on the
Rasnik technology described in the previous sections are installed at every corner of the
reference chambers.
The main task of the reference chamber monitoring system is the control of coordinates
transverse to the tube wire, namely the y- and z-component (Fig. 7.6). The reference
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chamber monitoring system consists of four Rasnik systems on every corner of the cham-
bers. These systems are capable of measuring the x- and z-coordinate with high precision.
Two components, the mask and lens, are mounted on the top chamber and one compo-
nent, the CCD, is mounted on the bottom chamber. In order to monitor the y-component
with a similar accuracy, four additional Rasnik systems are mounted in diagonal setups.
The stereo angle measurement is about three times less precise. More detailed mechanical
drawings of the outline of the Rasnik system are given in Appendix A.
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Figure 7.7: The Figure shows the movements in x (top) and y direction (bottom) measured
with the chamber in-plane Rasnik system due to day and night temperature changes. The
range is good agreement with the temperature variations.
The measurement facility is operated in an air-conditioned hall with a temperature sta-
bilised at (20.0± 2.0)◦C. Aluminium as main component of the chambers has a linear
extension coefficient of about 23µm for one meter of material at a temperature change of
1◦K. Figure 7.7 shows the variation of the chamber geometry due to the hall temperature
changes during several day and night cycles. The variations of the chamber geometry
within 17µm and 14µm, respectively, are consistent with the short term temperature vari-
ations of ±0.5K within the hall.
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7.2.3 Performance of the Alignment System
The performance of the reference chamber Rasnik system has been tested by a controlled
temperature change of test stand setup. One cross-plate of the upper reference chamber
was heated by ∆T ≈ 2.7K for about 10h [55]. The temperature reached its maximum
and the original temperature after the heating in approximately 2h The aluminium cross
beam of the muon chamber was constantly heated over its full length. A theoretical ex-
pansion of ∆L/L ≈ 60µm of pure aluminium is expected from this temperature change.
The top histogram in Figure 7.8 shows the temperature change with time. The lower plot
shows the chamber geometry change in z direction calculated from a trapezoidal fit to
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the chamber geometry measured with the in-plane Rasnik system. A direct correlation
between the temperature change and the chamber deformation is visible. The middle plot
of Figure 7.8 shows the chamber deformation measured with the reference chamber Ras-
nik system. There is a slight delay visible between the temperature change and chamber
deformation change. This is due to the fact that the reference chamber Rasnik system is
mounted onto the drift tubes without stiff connection to chamber cross beam which was
heated up.
Figure 7.9 shows the differential plot of the relative chamber expansion with respect to
the temperature change measured with the chamber in-plane Rasnik system. The hatched
line corresponds to the theoretical prediction of a linear expansion of the cross beam due
to heating. The dots corresponds to the measured expansion from a fit to the chamber
geometry. There is good agreement between the measurement and the prediction for
small temperature changes. There is also only a small hysteresis visible, since the in-
plane Rasnik system is directly mounted on the heated cross beam. The deviations of
the measurement from the linear predictions at high ∆T can be explained by mechanical
constraints of the chamber construction and uncertainties in the measurement and fitting
technique.
Figure 7.10 shows a similar differential plot expansion with respect to the temperature
change but now measured with the reference chamber Rasnik system. A prominent hys-
teresis is visible over the full range of the temperature change. As mentioned earlier
the reference chamber Rasnik system is not in direct contact with the heated cross beam
which causes the strong expected hysteresis. There is good agreement between data and
theoretical prediction over the full range for the temperature change with the given hys-
teresis. It is important to include trapezoidal distortions of the chamber geometry into
the fitting procedure. The chamber readout electronic is mounted only on one cross-plate
side. Therefore this chamber side is a few K warmer than the other side without mounted
readout electronics.
The reference chamber Rasnik system shows the expected performance and is able to
monitor chamber movements in the required range of a few micrometres. The measured
movements due to temperature changes or mechanical tensions provide corrections to
the determination of wire positions in the muon drift chambers. The operation of the
entire facility is expected to provide valuable input to the design of the online calibration
procedures which will be needed during LHC operation to achieve the required muon
momentum resolution.
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of the upper reference chamber due to a controlled temperature change. The hashed line
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8 Conclusions
The generation of fermion and weak gauge boson mass is one of the experimental un-
solved problems of the Standard Model of particle physics. The standard solution is
“Higgs mechanism” with the introduction of elementary scalar fields φ that spontaneously
break the gauge symmetry, leaving an, as yet unobserved, massive scalar boson, the
Higgs boson. In pp collision at the Tevatron collider with a centre of mass energy of√
s = 1.96TeV the main production mechanism of the Higgs boson is the gluon-gluon
fusion with a production cross-section of approximately 2− 0.1pb. In this thesis re-
sults were presented from the search of the Higgs boson in its decay channel to two W
bosons. This decay channel is most sensitive for a Standard Model Higgs boson mass
mH > 140GeV.
Data taken with the DØ experiment between April 2002 and September 2003 with an
integrated luminosity of L ≈ 147pb−1 has been analysed. The emphasis was placed on
the di-muon decay channel H →WW (∗) → µ+νµµ− ¯νµ of the two W bosons. Different
efficiencies of trigger and reconstruction were determined. A well motivated cut-based
analysis was developed to reduce main backgrounds from Z/γ∗→ µ+µ−, Z/γ∗→ τ+τ−,
WW → µ+νµµ− ¯νµ, t ¯t, b¯b and W+jets production. The observed data was compared to
Monte Carlo predictions of the various backgrounds. The b¯b contribution was deter-
mined from data and Monte Carlo. After all cuts 5 events remain in data with a Standard
Model background expectation of 5.3±0.6 events. The dominant remaining backgrounds
are Z/γ∗→ µ+µ− and WW → µ+νµµ− ¯νµ production. Since no excess of the data is ob-
served, upper limits on the cross-section of H →WW (∗) have been calculated at 95% C.L.
for six Higgs boson masses in the range of 100GeV < mH < 200GeV. The calculated
cross-section limits range from 82.7pb for mH = 100GeV to 17.1pb for mH = 160GeV
with the most sensitivity. A combination of limits with the di-electron and electron-muon
channels yield about two to three times better limits on H →WW (∗) with 40.1pb for
mH = 100GeV to 5.7pb for mH = 160GeV. No mass regions of a Standard Model Higgs
boson or alternative model can yet be excluded. The presented analysis is easily scalable
to the expected 50 times larger integrated luminosity of the full Tevatron Run II dataset
in 2009. With the final data set certain mass regions of the Standard Model Higgs boson
can be excluded at 95% C.L.
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One of the dominant remaining backgrounds in the search for the Higgs boson in the decay
channel H →WW (∗) → l+νl− ¯ν is the WW production. This background needs to be well
understood before placing final limits on the H →WW (∗) production and has only been
partially measured in pp collision. A limit of σWW < 43.1pb has been determined at 95%
C.L. in the di-muon channel with similar cuts presented in the H →WW (∗) → µ+νµµ− ¯νµ
analysis case. A first measurement of the combination of the di-muon, di-electron and
electron-muon final state yield a cross-section of σ(pp → WW) = 12.44+5.90−4.76(stat.)±
0.81(lumi.)pb.
In the first chapters it was shown that track finding with high precision and efficiency is
essential for the discovery of the Higgs boson and many other important measurements.
From 2007 onwards the Large Hadron Collider, LHC, will collide protons at a centre of
mass energy of
√
s = 14TeV. The ATLAS experiment with its distinct muon system is
one of two general-purpose experiments which will take up the challenge. At the LMU
Munich Cosmic Measurement Facility 88 chambers of the muon chambers are tested for
operativeness, noise and their single tube drift-time spectra. An alignment system with
Rasnik infrared sensors was developed and commissioned to monitor chamber move-
ments in this test-stand, which works well within the specifications.
A Outline of the Alignment System
In Chapter 7 an alignment system for the Cosmic Ray Measurement Facility was pre-
sented. Figure 7.6 shows an outline of the chamber positions and the positions of the
alignment systems. Detailed mechanical drawings of the Rasnik system positions are
given in a front view in Figure A.1 and in a side view in Figure A.2. All parts are fixed by
a fixture piece that is glued onto the chamber drift tubes surface (top plot in Figure A.3).
This piece fits into the spacing between two drift tubes and offers a very stable fixture
possibility for all kind of devices that need to be placed directly onto the chamber surface.
As an example for the bars, that hold the different Rasnik components, the CCD bar is
explained in more detail. The bottom plot in Figure A.3) shows the step that is screwed on
the fixture piece to provide the correct distance in the optical system and to fit the fixture
into the free space between the reference and test chamber. The 2mm thickness of the
aluminium sheet was chosen to provide the necessary stiffness of the step. Figure A.4
shows the bar that holds the CCD box. This bar is screwed onto the step from Figure A.3.
The U-shape of the bar and the thickness of 1mm prevent the bar from unintentional
deflections in all directions. The positions of all parts in the measurement facility are
designed to deal with different test chamber positions in the test setup.
Similar fixtures have been designed for the Capacitive alignment system. These are glued
and screwed between the upper reference chamber and the test chamber. All fixtures
are made from aluminium to have the same expansion coefficient like the drift chamber
material.
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Figure A.1: Cutout of the front view of the Cosmic Ray Measurement Facility. The circles
indicate one drift tube layer. It is shown the top reference chamber and the top part of
the lower reference chamber together with the fixtures of the Rasnik system components
CCDs, mask and lenses. The dashed lines indicate the light rays of the Rasnik system.
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Figure A.2: Cutout of the side view of the Cosmic Ray Measurement Facility. The left
bars indicate one drift tube layer. It is shown the top reference chamber and the top part
of the lower reference chamber together with the fixtures of the Rasnik system components
CCDs, mask and lenses. The dashed line indicates the light rays of the Rasnik system.
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Figure A.3: Top: mechanical drawing of the fixture piece that is glued onto this drift
chambers to hold the CCD, mask or lens bars. Bottom: step for the CCD bar screwed to
the top fixture piece to provide the correct distance in the Measurement Facility.
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Figure A.4: Mechanical drawing of the CCD bar that is screwed to the step from Fig-
ure A.3 and holds the CCD box.
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