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Abstract
A complex interplay of single-neuron properties and the recurrent network structure
shapes the activity of individual cortical neurons, which differs in general from the
respective population activity. We develop a theory that makes it possible to investigate
the influence of both network structure and single-neuron properties on the
single-neuron statistics in block-structured sparse random networks of spiking neurons.
In particular, the theory predicts the neuron-level autocorrelation times, also known as
intrinsic timescales, of the neuronal activity. The theory is based on a postulated
extension of dynamic mean-field theory from rate networks to spiking networks, which
is validated via simulations. It accounts for both static variability, e.g. due to a
distributed number of incoming synapses per neuron, and dynamical fluctuations of the
input. To illustrate the theory, we apply it to a balanced random network of leaky
integrate-and-fire neurons, a balanced random network of generalized linear model
neurons, and a biologically constrained network of leaky integrate-and-fire neurons. For
the generalized linear model network, an analytical solution to the colored noise
problem allows us to obtain self-consistent firing rate distributions, single-neuron power
spectra, and intrinsic timescales. For the leaky integrate-and-fire networks, we obtain
the same quantities by means of a novel analytical approximation of the colored noise
problem that is valid in the fluctuation-driven regime. Our results provide a further
step towards an understanding of the dynamics in recurrent spiking cortical networks.
Introduction
Cortical neural dynamics in awake behaving animals unfold over multiple timescales,
ranging from a few tens of milliseconds up to seconds [1–5]. Intriguingly, in-vivo
electrophysiological recordings reveal a structure in the timescales of the activity on the
level of single neurons [4]. This structure could arise from systematic variations in
single-neuron properties [6], from the intricate cortical network structure [7], or from a
combination of both. Furthermore, timescales may be influenced by the external input
to the network, and depend on the chosen measuring procedure [8]. Thus, while these
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timescales are referred to as intrinsic timescales, they are shaped by intrinsic and
extrinsic factors alike. Explaining the timescales of individual neurons embedded in a
network poses a theoretical challenge: How to account for a microscopic, neuron-level
observable in a macroscopic theory? Clearly, a straightforward coarse-graining of the
activity eliminates the microscopic observable of interest [9].
Dynamic mean-field theory (DMFT) [10] makes microscopic observables accessible
because, instead of coarse-graining the activity of the neurons, it coarse-grains their
input. This has led to significant insights into the interrelation between network
structure and intrinsic timescales for recurrent networks of (non-spiking) rate
neurons [10–15]. In particular, it has been shown that very slow intrinsic timescales
emerge close to a transition to chaos in autonomous networks [10]. Interestingly, simply
adding a noisy input to the network significantly reduces this effect and even leads to a
novel dynamical regime [13]. Furthermore, increasing the complexity of the
single-neuron dynamics leads to the counter-intuitive result that timescales of slow
adaptive currents are not straightforwardly expressed in the network dynamics [14], and
to yet another dynamical regime termed “resonant chaos” [15]. In combination, these
results suggest that the mechanisms shaping the intrinsic timescales in recurrent
networks are highly involved.
A characteristic feature of neural communication in the brain is the spike-based
coupling. Consequently, spiking neural network models have already yielded notable
insights into cortical neural dynamics. Prominent examples are the excitatory-inhibitory
balance mechanism which dynamically generates strong fluctuations while keeping the
activity in a physiological range [16,17] and the mechanism of recurrent inhibitory
feedback leading to low cross-correlation between neurons despite the high number of
shared inputs [18,19]. From a theoretical perspective, spike-based coupling further
increases the complexity of the dynamics. This calls for an extension of DMFT to
spiking networks, where we can build on previous work which relied on numerical
methods to address the colored noise problem, i.e. to obtain the output statistics of the
neuron for temporally correlated input statistics [20–23]. Numerical approaches were
taken because the spiking nonlinearity renders the colored noise problem in general
analytically intractable. Unexpectedly, such a self-consistent numerical scheme reveals a
minimum instead of a maximum in the intrinsic timescales for spiking networks at a
critical coupling strength [24].
In this paper, we communicate two main results. First, we transfer the theory for
rate networks to one for spiking networks by conjecturing that exactly the same
mean-field equations hold true for spiking networks, and by showing that the resulting
theory properly characterizes the spiking network dynamics. In this approach, the first
two cumulants of the connectivity matrix suffice to fully characterize the effective
stochastic input, and automatically take all static variabilities (firing rate, indegree) in
the network into account. To the best of our knowledge, such an extension of the
DMFT results to sparsely coupled spiking network models is still an open challenge (but
see [25] for dense spiking networks). Since it is based on DMFT, the resulting theory
indeed accounts for the timescales on the microscopic level, orthogonal to approaches
where the activity of a population of neurons is reduced to an effective mesoscopic
description [26]. Second, we show an analytical solution to the colored noise problem for
a generalized linear model (GLM) neuron and a simple analytical approximation for the
same problem for a leaky integrate-and-fire (LIF) neuron. These analytical expressions
enable us to numerically solve the self-consistency problem and deduce the neuronal
autocorrelation timescales.
Accordingly, the Results section is organized as follows: In a first part, we introduce
the main points of our theory. Then, we apply the theory to two frequently used spiking
network models. First, to demonstrate the generality of the approach, we consider both
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GLM and LIF neurons in a balanced random network [17]. Finally, we apply the theory
to a more involved model that is constrained by biological data [27]. Detailed
derivations are presented in the Methods section. In the Discussion, we examine
possible extensions and applications.
Results
Microscopic Theory of Intrinsic Timescales
We consider random network topologies where the entries of the matrix J containing
the synaptic strengths, i.e. the amplitude of an evoked post-synaptic current when a
spike from neuron j arrives at neuron i, are independent and identically distributed
(i.i.d.). A synapse exists (Jij is non-zero) with probability p; each non-zero entry is a
random number that we denote Jij . To account for Dale’s law and further
heterogeneities, we subdivide the network into populations, e.g., all pyramidal cells in
layer V, consisting of statistically identical neurons. We denote the population by a
Greek superscript. Within this generalization, the entries of J αβ are still i.i.d. random
numbers for a given pair of populations α, β, but pαβ and the distribution of Jαβij can
vary for different pairs of populations. For example, if I denotes a population of
inhibitory interneurons, all JαIij are negative. Put differently, J αβ is a block-structured
random matrix. In the following, we first consider a single population for clarity
because the generalization to multiple populations is straightforward.
Dynamic mean-field theory reduces the dynamics of the recurrent network to a set of
self-consistent stochastic equations. Technically, the starting point of the theory is the
system’s characteristic functional and it proceeds with a disorder average, a
Hubbard-Stratonovich transformation, and a saddle point approximation [28–30]. Note
that this mean-field approximation does not imply the N →∞ limit; it is only the
number of inputs to each neuron K = pN that needs to be large for the saddle point
approximation. Naturally, this restricts our theory to networks where single input spikes
evoke postsynaptic potentials that cover only a fraction of the distance to threshold and
only their collective effect can evoke a somatic spike [22]. Although mathematically
involved, the result is quite intuitive: The massive recurrent input to each neuron is
approximated by an effective (stationary) stochastic process. In the context of spiking
neural networks, this leads to ∑
j
Jijxj(t) ≈ µi + ηi(t) (1)
where xj(t) denotes the presynaptic spike-trains, µi the mean input and ηi(t) a
zero-mean Gaussian process. Crucially, the stochastic processes ηi(t) become
independent in the saddle point approximation, which leads to a coarse-grained
description of the dynamics: since all neurons and their inputs are statistically
equivalent, the system reduces to N independent, identical stochastic equations. Both µi
and the statistics of ηi(t) are determined by a set of self-consistency equations [28–30]:
µ = 〈J 〉N〈x〉η = KµJ〈x〉η, (2)
Cη(τ) = 〈∆J 2〉N〈xx〉η(τ) = K
[
σJ
2 + (1− p)µ2J
] 〈xx〉η(τ). (3)
Here, 〈J 〉 and 〈∆J 2〉 denote the first two cumulants of J , µJ and σ2J the first two
cumulants of J , and we dropped the indices because they are redundant. The averages
〈x〉η ≡ ν and 〈xx〉η(τ) denote the mean (firing rate) and correlation function of the
spike-train produced by a neuron driven by the effective stochastic input µ and η(t).
Since the input thereby appears on both the left-hand and the right-hand side, this
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poses a self-consistency problem. To recapitulate, DMFT approximates the input of a
single neuron by an effective Gaussian process with self-consistent statistics. Thus, the
description, albeit stochastic, is still on the level of individual neurons.
The networks we consider are heterogeneous even within a population—each neuron
potentially has a different number of presynaptic partners and thus also a different
firing rate [31]. On a first glance, DMFT neglects this heterogeneity. However, Eq. (3)
in fact accounts for such static variabilities: on the r.h.s. the second moment of the
spike train appears instead of the correlation function. Rewriting 〈xx〉η(τ) = Cx(τ) + ν2
reveals a first static component 〈∆J 2〉Nν2 of the variability of the effective input.
Moreover, Cx(τ →∞) ≡ σ2ν potentially saturates on a plateau which accounts for the
variability of the firing rate. To make this explicit, we rewrite
η(t) = ζ + ξ(t), (4)
where ζ is a zero-mean Gaussian random number with σ2ζ = 〈∆J 2〉N [ν2 + σ2ν ] and ξ(t)
a zero-mean Gaussian process with Cξ(τ) = 〈∆J 2〉N [Cx(τ)− σ2ν ]. Using the
expressions Eq. (2) and Eq. (3) for a single population, we can straightforwardly
generalize the theory to multiple populations. Due to the independence of the effective
inputs, both mean and correlation function are a simple sum over the contributions
from all populations:
µα =
∑
β
KαβµαβJ ν
β ,
Cαη (τ) =
∑
β
Kαβ
[
(σαβJ )
2
+ (1− pαβ)(µαβJ )
2
] [
Cβx (τ) + (ν
β)
2
]
.
(5)
This leads to one stochastic equation per population. As before, we can split the static
and dynamic contributions into ηα(t) = ζα + ξα(t). Here, we take the sum
∑
β to
include an external population of excitatory neurons that drive the network dynamics
with Poissonian spike trains.
Approximating the input is only the first step. In a second step, the self-consistency
problem has to be solved. To this end, the output statistics of a neuron driven by a
non-Markovian Gaussian process have to be calculated. In other words, we need a
solution for the colored noise problem. The full non-Markovian problem has to be
considered because a Markovian approximation neglects the quantity of interest: the
temporal correlations. For sufficiently simple rate neurons, the problem is analytically
solvable [10, 32]; the case of spiking neuron models is discussed in the following sections.
Given a self-consistent solution, we can immediately calculate the intrinsic timescale
from the spike-train autocorrelation function Cαx (τ). Since C
α
x (τ) always contains a
delta peak [33], we consider only the smooth part of the autocorrelation function
Cˆαx (τ) ≡ Cαx (τ)− ναδ(τ). To characterize the timescale, we use the definition of [24]:
ταcorr =
∫ ∞
−∞
|Cˆαx (τ)/Cˆαx (0)|2dτ. (6)
Note that the definition of the autocorrelation time is not unique. Other possible
definitions are ταcorr =
∫∞
0
|Cˆαx (τ)/Cˆαx (0)|dτ [33] or
ταcorr =
∫∞
0
τ |Cˆαx (τ)|dτ/
∫∞
0
|Cˆαx (τ)|dτ [15]. Our choice is mainly motivated by
numerical subtleties (details in Methods); besides, this definition has the convenient
property that it can be directly related to the spike-train power spectrum [33]
Sαx (f) =
∫ ∞
−∞
e2piifτCαx (τ)dτ (7)
via Parseval’s theorem [24].
September 5, 2019 4/19
background input
A B C
D E F
Figure 1. Balanced random network of LIF neurons. (A) Sketch of a balanced
random network with populations of excitatory (blue) and inhibitory (red) neurons. A
raster plot (B) shows asynchronous irregular activity with statistically equivalent
neurons. The strong variability of the statistics across neurons becomes apparent in the
firing rate histogram (C, gray bars) which is in accordance with our theory (C, black
line). In the population power spectrum (D), we note a clear peak corresponding to the
oscillations in the raster plot. The network-averaged single-unit spike-train power
spectrum obtained from our theory (E, black lines) has a different frequency
dependence and agrees well with simulations (E, gray line). Accordingly, the predicted
intrinsic timescale is also close to that obtained from the simulation and clearly differs
from the timescale of the population activity (F).
Balanced Random Networks
LIF Neurons
As a first application of the theory, we consider a balanced random network of
excitatory (pyramidal) cells and inhibitory (inter-)neurons. Thus, the network contains
two populations, α ∈ {E, I}. Furthermore, the network is driven by an excitatory
external Poisson input (Fig. 1A). Although four times more excitatory cells are present
in the network, we place it in an inhibition-dominated regime by increasing the synaptic
weights of the inhibitory neurons. As well known [17], this settles the network in the
balanced state leading to asynchronous irregular activity of the neurons (Fig. 1B). In
contrast to the network examined in the seminal study of Brunel [17], we consider the
somewhat more involved case of a fixed connection probability between a pair of
neurons instead of a fixed number of presynaptic neurons (indegree). This leads to a
(binomially) distributed indegree across neurons such that a strong variability across
neurons is present in the network (Fig. 1C). As anticipated, this variability is already
present on the level of mean firing rates, i.e. there is static variability in the network.
As in Brunel’s model [17], we choose identical values for the single-neuron
parameters (see Methods for the full equations and all parameters). Since we also
choose the same connection probability of 10% for all pairs of populations, both
populations receive statistically identical input. Thus, the statistics of the activity is the
same for excitatory and inhibitory neurons. This is clearly visible in the raster plot
(Fig. 1B); therefore, we do not distinguish between the populations for the statistics
(Fig. 1C-F). The main quantity of interest for the timescales is the autocorrelation
function or, equivalently, the power spectrum. To distinguish between the single-unit
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and the population statistics, we plot both the power spectrum of the population
activity y(t) = 1N
∑N
i=1 xi(t) (Fig. 1D) and the network-averaged single-neuron
spike-train spectrum (Fig. 1E). For vanishing cross-correlations, these two spectra
would be proportional to each other. Already weak cross-correlations can shape the
population spectrum since their contribution is of O(N2) compared to O(N)
contributions from the autocorrelations, leading to the clear differences we see in the
plots. The dominating difference between the two spectra is the peak around 30 Hz in
the population spectrum, which reflects the oscillations we see in the raster plot, that is
absent in the spike-train spectrum. From the network-averaged spike-train spectrum, we
obtain an intrinsic timescale between 40 and 50 ms (Fig. 1F), which clearly differs from
the 5 ms timescale of the population activity.
In order to obtain a biologically plausible activity below 10 spikes/s, we decreased
the external input to place the network deep into the fluctuation driven regime. In this
regime, the mean input to a neuron is far below threshold and only occasional large
fluctuations in the input drive it above the spike threshold. If the mean inter-spike
interval exceeds the correlation time of the input, a renewal approximation is admissible.
Since the firing rates are low by construction, even moderate input correlation times are
smaller than the inverse firing rate such that we can employ the renewal approximation.
A renewal process is fully characterized by its hazard function [34], i.e. its instantaneous
firing rate given that no previous firing occurred. Thus, we derive an approximation for
the hazard function of a leaky integrate-and-fire neuron driven by a non-Markovian
Gaussian process (rescaled free diffusive flux approximation, see Methods). This enables
us to obtain a closed system of self-consistent equations for the autocorrelation
functions of single neurons. The resulting single-neuron spike-train power spectrum
agrees well with the network-averaged single-neuron spike-train power spectrum
(Fig. 1E). Thus, the theory also captures the intrinsic timescales well (Fig. 1F). We
attribute the remaining discrepancies to the approximations made when solving the
colored noise problem, i.e. the rescaled free diffusive flux approximation. We address
this issue again in the next section, where no such approximations are necessary.
Since the mean-field theory also captures the static variability of the network (see
Eq. (4)), it can also account for the rate distribution. As in the rescaled free diffusive
flux approximation, we assume that the firing rate is accurately described by the
diffusion approximation. Using the static variability of the input from the theory and
the f-I curve of a LIF neuron drive by white noise [35] as a nonlinearity, we obtain the
rate distribution (Fig. 1C). As in the spike-train spectrum, we note a slight
overestimation of the mean firing rate. Apart from this shift, the theory accurately
predicts the rate distribution of the simulation, confirming that Eq. (3) indeed correctly
accounts for not only dynamic but also static variability.
GLM Neurons
For the second application, we reconsider the same balanced random network model but
with generalized linear model (GLM) instead of LIF neurons. GLM neurons are
stochastic model neurons that spike according to an inhomogeneous Poisson process at
a rate determined by the synaptic input. See Methods for the full equations. Due to
their simplicity, GLM neurons are frequently fitted to experimental data [34]; here we
consider them because they are analytically tractable. As for the LIF network, we drive
the network with external Poisson input, and the domination of inhibition leads to
asynchronous irregular activity (Fig. 2A). Again, identical intrinsic neuron properties
and statistically identical input for both populations lead to identical statistics of the
activity. We keep the external input weak such that the firing rate is below 10 spikes/s
on average (Fig. 2B). The network-averaged single-neuron spike-train spectrum displays
an increase of power at low frequencies (Fig. 2C) which is likely due to the absence of
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A B C D
Figure 2. Balanced random network of GLM neurons. Balanced random
network as sketched in Fig. 1A with GLM instead of LIF neurons. The raster plot (A)
shows asynchronous irregular activity with statistically equivalent neurons. Due to the
distributed indegrees, the firing rate differs across neurons (B, gray bars) in a way that
is in full agreement with the theoretical prediction (B, black line). The
network-averaged single-unit spike-train power spectrum obtained from our theory (C,
black line) agrees closely with simulations (C, gray line) since, in contrast to the LIF
theory, no approximations are necessary. Accordingly, the intrinsic timescale is also
accurately predicted (D).
the fire-and-reset mechanism in GLM neurons. From the network averaged
single-neuron spike-train spectrum, we derive an intrinsic timescale of about 20 ms
(Fig. 2D), which is close to the membrane time constant, indicating that the recurrent
dynamics affect the timescale only weakly.
GLM neurons admit an analytical solution to the colored noise problem (see
Methods). Using this analytical solution and the mean-field equations, Eqs. (5), we
obtain, via a fixed-point iteration (see Methods), a self-consistent power spectrum that
closely matches the network-averaged single-neuron spike-train spectrum (Fig. 2C, note
the different y-scale in comparison to Fig. 1E). The remaining discrepancies are only
due to discrepancies in the average rate (Fig. 2C, dashed line). Since this rate rescaling
does not affect the shape of the spectrum, the intrinsic timescale is correctly predicted
(Fig. 2D). Due to the exponential nonlinearity operating on approximately normally
distributed input, the firing rate is lognormally distributed [31]. Using the mean and
variance of the rate from the self-consistent solution to parameterize this lognormal
distribution, we obtain a close agreement between the firing rate distributions from
simulation and theory (Fig. 2B, black line). Thus, the mean-field equations, Eqs. (5),
fully account for the second-order statistics, including both static and dynamic
variability.
Biologically Constrained Network Model
To go beyond the balanced random network, we consider a network model that is
constrained by biological data [27]. This model represents the neurons under 1 mm2 of
surface of generic early sensory cortex. It comprises eight populations: layers 2/3, 4, 5,
and 6 with a population of (excitatory) pyramidal cells and inhibitory interneurons for
each layer (Fig. 3A). In total, this leads to 77, 169 neurons connected via approximately
3× 108 synapses, with population-specific connection probabilities pαβ based on an
extensive survey of the anatomical and physiological literature. In contrast to the
original model, we directly use the connection probabilities to create the connectivity
such that the total number of synapses can vary across instantiations of the model.
Transmission delays are normally distributed with mean ± standard deviation of
1.5± 0.75 ms for excitatory source neurons and 0.75± 0.375 ms for inhibitory source
neurons. The synaptic strengths Jαβij are normally distributed with µ
αI
J = −351.2 pA
for inhibitory source neurons and µαEJ = 87.8 pA for excitatory source neurons except
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Figure 3. Intrinsic timescales in a biologically constrained network. Sketch
of the spiking neural network model with biologically constrained connectivity which
integrates knowledge from more than 50 experimental papers (A, figure adapted
from [27]). A raster plot (B) shows asynchronous irregular dynamics with clear
statistical differences between the populations. The average firing rates (C, bars) and
the corresponding theoretical predictions (C, black symbols) match satisfactorily.
Spike-train power spectra obtained from our theory (D-E, black lines) agree well with
simulations except for the peaks around 80 Hz (D-E, colored lines). Accordingly, the
predicted intrinsic timescales (F, black symbols) are also in good agreement with
simulations (F, bars), where the quantitative agreement depends on the.
for connections from layer 4 excitatory to layer 2/3 excitatory neurons, which have a
mean strength of 175.6 pA. For all synaptic strengths, the standard deviation is fixed to
10% of the mean. The network is driven by external Poisson input with layer-specific
rates (for further details please see [27]).
The intrinsic parameters of the neurons do not vary across populations (see Methods
for all intrinsic parameters). Solely due to the connectivity, a layer-specific activity
arises (Fig. 3B) with mean firing rates between 1 and 10 spikes/s (Fig. 3C). There are
oscillations on the population level visible in the raster plot that lead to a clear peak at
80 Hz in the network-averaged single-unit spike-train spectrum for most populations
(Fig. 3D-E). Disregarding the peak, the shape of all spectra closely resembles that of
the spectrum in the balanced random network (Fig. 1E). Compared to the balanced
random network, the intrinsic timescales are shorter (Fig. 3F), likely due to the shorter
membrane time constant (10 ms instead of 20 ms). Note that, despite the large
heterogeneity of mean rates across populations, the intrinsic timescale is very
homogeneous.
The self-consistent power spectra in Fig. 1E were derived following the same steps as
for the balanced random network. The diffusion approximation, which neglects the
temporal correlation in the input, yields satisfactory results for the firing rate (Fig. 3C,
black symbols). Based on this, we employ the rescaled free-diffusive-flux approximation
to obtain theoretical predictions for the single-neuron spectra (Fig. 3D-E, black lines).
Again, mismatches in the firing rate cause a slight offset in the power spectra, but the
overall shape of the spectra is well predicted. However, we also see the limits of the
theory, in particular the saddle-point approximation: the theory does not account for
the peaks in the spectra. These peaks are hallmarks of the global activity, which cannot
be accounted for with uncorrelated inputs. Thus, an extension beyond the saddle-point
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approximation is needed to capture the influence of the global activity on the
single-neuron spectrum. Nonetheless, the predicted intrinsic timescales agree well with
the simulation results (Fig. 3F, black symbols).
Discussion
We developed a theory that directly links the network structure of spiking network
models to the emergent timescales on the level of individual neurons. To this end, we
extended the results from dynamic mean-field theory for fully connected networks of
(non-spiking) rate units [10–15] to networks of sparsely coupled spiking neurons. In
particular, we showed that the mean-field equations, Eqs. (5), where the connectivity
matrix enters only through its first two cumulants, account for both (static)
inter-neuron variability and (dynamic) temporal fluctuations. In order to close the
self-consistency problem, we derived an analytical solution for the output statistics of a
generalized linear model neuron driven by Gaussian noise and an analytical
approximation for the output statistics of a Gaussian-noise-driven leaky
integrate-and-fire neuron in the fluctuation-driven regime. This enabled us to obtain
firing rate distributions, spike-train power spectra, and intrinsic timescales that are
close to those obtained from numerical simulations (Fig. 1, Fig. 2) even for a complex,
biologically constrained network model (Fig. 3).
The microscopic theory presented here enables direct comparisons with experimental
measurements of neuron-level intrinsic timescales [4], in contrast to previous works
which have considered population rate models [7, 36]. It is important to distinguish
between neuron-level and population-level timescales, since the latter are shaped to a
large extent by cross-correlations and can therefore differ substantially from
neuron-level timescales, as we have illustrated for the balanced random network model.
Only by carefully matching the quantities compared between models and experiments
can we obtain reliable insights into the mechanisms underlying the observations.
An important limitation of the analytical approximation for the colored noise
problem for LIF neurons we present here is the restriction to regimes where the
corresponding white noise problem yields a good approximation of the firing rate. This
prevents an application of our theory to balanced random networks of LIF neurons
where the mean synaptic strength is above a critical value that leads to a Fano factor
larger than unity [24,37]: one of the hallmarks of this transition is precisely the
breakdown of the white-noise approximation. To make our theory applicable in this
regime, an analytical solution for the firing rate which takes the characteristic
timescales in the input into account is necessary.
Our results strongly rely on the self-averaging property of the statistics: we exchange
averages over realizations of the randomness in the network with population averages
for one such realization. For the LIF networks, the only sources of randomness are the
network architecture and the Poisson drive. For the GLM network, the stochastic output
of the single neurons leads to an additional source of randomness. Accordingly, on the
level of the dynamic mean-field theory, we obtain a doubly stochastic description where
both the input and the output is stochastic, which implies even stronger self-averaging.
Recently, a morphologically detailed model of a neocortical microcircuit revealed that
intrinsic neuronal sources of variability, such as stochastic synaptic transmission or
ion-channel noise, indeed shape the dynamics while the circuit still supports reliable
spike times with milllisecond precision in response to thalamic input [38]. The doubly
stochastic nature of our theory makes it possible to disentangle the effect of this
intrinsic randomness from the randomness generated by the recurrent input.
Establishing a direct link between the connectivity and the emergent intrinsic
timescales allows for a thorough investigation of the effect of network architecture.
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Moreover, within our theory, it is possible to account for population-specific intrinsic
neuron parameters. Thus, the theory also opens the door for investigations of the
complex interplay between intrinsic parameters [6] and the network structure [7]. From
a modeler’s point of view, uncovering mechanisms shaping intrinsic timescales could be
used to fine-tune network models [39–42] to match the experimentally observed
hierarchy of timescales [4]. Focusing on computational aspects, diverse timescales
strongly enhance the computational capacity of a recurrent network [43–45].
It is an interesting theoretical challenge to derive the mean-field equations, which we
conjectured here, from first principles. Another open challenge is to go beyond the
saddle-point approximation to be able to understand the interplay between population
activity and single-neuron statistics, e.g. the peak in the spike-train power spectra in
the biologically constrained network model (Fig. 3D,E). Bringing together microscopic
and macroscopic accounts of neural network dynamics in this way will provide an
opportunity to connect single-neuron and population-level, oscillatory and
non-oscillatory timescales, and bridge between aspects of neural network structure and
information processing in the brain.
Methods
General
External Input In our notation, the sum over presynaptic populations
∑
β , e.g. in
Eqs. (5), contains a population of external neurons. These external neurons drive the
network with spike-trains xextj (t) that are generated from a homogeneous Poisson
process with rate νext. Without loss of generality, we set N ext = 1 and scale νext
accordingly. In Eqs. (5), the external Poisson input leads to a contribution from
Cextx (τ) = ν
extδ(τ).
Intrinsic timescales The definition of intrinsic timescale, Eq. (6), suffers from a
numerical problem: Typically, the numerical estimate of the correlation function
fluctuates around zero for large times. Due to the absolute values in the integral, these
fluctuations do not cancel and contribute to the final result. To reduce the influence of
this effect, we cut the power spectra at 250 Hz and cut the upper value of the
integration in Eq. (6) far beyond the correlation time, at 250 ms. Here, the square in
the definition helps because it reduces the influence of the small fluctuations. For the
biologically constrained network model, we cut the power spectra at 50 Hz to exclude
the oscillatory peak.
Leaky integrate-and-fire neurons
Neuron dynamics We consider networks of leaky integrate-and-fire neurons with
exponential current-based synapses. The networks consist of subnetworks of Nα
identical neurons (denoted by a Greek superscript while the Latin subscript denotes the
index within a subnetwork). The dynamics of individual neurons are governed by
ταmV˙
α
i = −V αi + Iαi ,
ταs I˙
α
i = −Iαi + ταm
∑
β
Nβ∑
j=1
J αβij xβj (t− dαβ), (8)
where V αi denotes the membrane voltage, I
α
i the synaptic current, τ
α
m/s the
membrane/synaptic time constant, and the voltage is reset to V αr and held constant
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Numbers of neurons NE , N I 10000, 2500
Connection probability pαβ 0.1
Mean synaptic weights µαEJ , µ
αI
J 0.1 mV, −0.5 mV
SD of synaptic weights σαβJ 0 mV
Transmission delay dαβ 1.5 ms
Table 1. Network parameters for the balanced random networks (Fig. 1, Fig. 2).
Fig. 1 Fig. 3
Membrane time constant ταm 20 ms 10 ms
Synaptic time constant ταs 0.5 ms 0.5 ms
Refractory period ταref 2 ms 2 ms
Threshold θα 20 mV 15 mV
Reset potential V αr 10 mV 0 mV
Table 2. Neuron parameters for the networks of LIF neurons (Fig. 1, Fig. 3).
during the refractory period ταref whenever it reaches the threshold θ
α. Threshold
crossing triggers a spike which arrives at another neuron after a delay dαβ ; the
spike-train of a neuron is denoted by x(t) =
∑
k δ(t− tk). Here, we set the resting
potential to zero without loss of generality and absorbed the membrane resistance into
the synaptic current. The structure of the network is determined by J αβij , which is the
matrix containing the amplitudes of evoked post-synaptic currents. We measure the
rate of the external input relative to the rate necessary to bring V αi (t) on average to the
threshold, that is ναext = η
αθα/
(
µαEJ τ
α
m
)
.
For the balanced random network, we use the parameters given in Table 1 and
Table 2 with α, β ∈ {E, I}. The external input for both populations has strength
ηα = 1.0. We simulated 101 s of biological time with a time step of 0.1 ms and discarded
an initial transient of 1 s. For the biologically constrained network model, we use the
neuron parameters given in Table 2 with α ∈ {2/3 E, 2/3 I, 4E, 4 I, 5 E, 5 I, 6 E, 6 I}.
Concerning the corresponding network parameters, we refer to [27]. We simulated 100 s
of biological time with a time step of 0.1 ms and discarded an initial transient of 4 s. All
simulations were performed using the NEST simulator [46] with the ‘iaf psc exp’ neuron
model.
Effective stochastic dynamics The effective stochastic input Eq. (1) leads to
stochastic single-neuron dynamics
ταmV˙
α = −V α + ταmµα + ταmζα + ταmξα(t), (9)
with the abovementioned fire-and-reset mechanism. The statistics of the driving
stochastic process ξα(t) incorporates the current dynamics Eq. (8), that is, the power
spectrum of the dynamic component ξα(t) is given by
Sαξ (f) =
1
1 + (2pifταs )
2
∑
β
〈(∆J αβ)2〉NβSβx (f), f > 0,
and Sαξ (0) = 0. Note that we do not need to account for the delay in the stationary
state as it cancels due to the time difference in the stationary autocorrelation function.
The static noise ζα is a zero-mean Gaussian random variable with variance(
σαζ
)
2 =
∑
β
〈(∆J αβ)2〉Nβ [(νβ) 2 + (σβν ) 2] .
The mean µα is not affected by the current dynamics, i.e. it is still the same as in
Eqs. (5).
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Rescaled free diffusive flux approximation In a renewal approximation, the
quantity of interest is the interval-dependent firing rate or hazard function h(t). All
quantities of interest can be derived from the hazard function [34]: The survival
probability P (t) = exp
(
− ∫ t
0
h(s) ds
)
, the interspike interval distribution
ρ(t) = h(t) exp
(
− ∫ t
0
h(s) ds
)
, and via ρ(t) also the spike-train power spectrum [33]
Sx(f) = ν
1− |ρ˜(f)|2
|1− ρ˜(f)|2 (10)
where ν =
(∫∞
0
tρ(t)dt
)−1
denotes the firing rate and ρ˜(f) =
∫∞
0
e2piiftρ(t)dt. Here, we
drop the population index for the sake of clarity.
For the linear subthreshold voltage dynamics Eq. (9) driven by a stationary
Gaussian process ξ(t) with mean µ, the transition probability (for correlation-free
preparation) obeys the Fokker-Planck-like equation [47]
p˙t(V ) = −∂V
[
Jdriftt (V ) + J
diff
t (V )
]
where the fluxes are given by
Jdriftt (V ) =
1
τm
(µ− V )pt(V ), Jdifft (V ) = −
1
2
D(t)∂V pt(V ),
with time-dependent diffusion coefficient D(t) = 2τ2m
∫ t
0
Cξ(t− s)e−(t−s)/τmds.
Neglecting the absorbing boundary at the threshold, the solution with initial condition
p0(V ) = δ(V − Vr) is [47]
pt(V ) =
1√
2piE(t)
exp
(
− (V − V0(t))
2
2E(t)
)
, (11)
with V0(t) = Vre
−t/τm + µ(1− e−t/τm) and E(t) = ∫ t
0
D(s)e−2(t−s)/τmds.
We approximate the hazard function as being proportional to the free diffusive flux
at the threshold,
h(t) ∝ Jdifft (θ) =
1
2
D(t)
Θ− V0(t)√
2piE(t)
3
exp
(
− (Θ− V0(t))
2
2E(t)
)
. (12)
For short times t < 1/ν and deep in the fluctuation-driven regime, Eq. (11) is a good
approximation to the voltage distribution. Thus, Eq. (12) provides a solid
approximation for the onset of the hazard function.
However, as soon as the outflux of trajectories across the threshold becomes
significant, Eq. (11) and Eq. (12) fail to describe the process accurately. We use the
proportionality constant to account for this. Setting h(t) = (1 + χ)Jdifft (θ), the resulting
firing rate is given by
ν(χ)−1 =
∫ ∞
0
e−(1+χ)
∫ t
0
Jdifft (s) ds dt.
We fix χ such that the firing rate equals a target firing rate νˆ. Since temporal
correlations in the input ξ(t) do not have a strong effect on the firing rate [48], we
calculate νˆ in the diffusion approximation where all temporal correlations are neglected.
Assuming small ταs  ταm, we make use of the full analytical solution for νˆ [35].
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Numerical solution of the self-consistency problem We solve the colored noise
problem using a fixed-point iteration [20,22]. To initiate the algorithm, we determine
self-consistent rates να using the diffusion approximation [49]. We use these
self-consistent rates to calculate the input mean, variance, and spectrum, beginning
with the diffusion approximation Cαx (t) = ν
αδ(t) and σαν = 0. Next, we calculate an
ensemble of output rates να(µα + ζα) and spectra Sαx (f ;µ
α + ζα) with distributed
mean input µα + ζα using the rescaled free diffusive flux approximation and Eq. (10).
From this ensemble, we obtain the final output statistics from a numerical average over
the ensemble:
να =
∫ ∞
−∞
να(µα + ζα)N (0, σαζ ) dζα,
(σαν )
2 =
∫ ∞
−∞
[να(µα + ζα)− να]2N (0, σαζ ) dζα,
Sαx (f) =
∫ ∞
−∞
Sαx (f ;µ
α + ζα)N (0, σαζ ) dζα.
where N (µ, σ) denotes a Gaussian distribution. Finally, we update the statistics using
incremental steps, e.g. ναn+1 = ν
α
n + ε(ν
α
n+1 − ναn ) for the firing rate. Here, the small
update step ε < 1 is crucial because otherwise the algorithm is numerically unstable.
Now we iterate and generate new input statistics. Repeated application of this scheme
suggests that the self-consistent problem for the type of networks under consideration
possesses only a single fixed point to which the algorithm always converges.
Rate distribution The above self-consistent solution yields the mean ν and
standard deviation σν of the firing rate distribution (we again drop the population
index for clarity). These in turn determine the mean µ, the standard deviation σζ , and
thus the distribution N (µ, σζ) of the input. With the f-I curve ν(µ), the firing rate
distribution is given by [31]
ρν(x) =
N (ν−1(x);µ, σζ)
ν′ (ν−1(x))
where ν′(x) and ν−1(x) denote the first derivative and the inverse of the f-I curve. Since
ν(µ) is only known numerically, we interpolate it to determine ν′(x) and ν−1(x) which
we use in the above formula to estimate the rate distribution.
Generalized linear model neurons
Network dynamics We consider a network of generalized linear model
neurons [34,50]. Each neuron generates a spike train according to an inhomogeneous
Poisson process with intensity
λαi (t) = c
α
1 exp [c
α
2 (V
α
i (t)− θα)]
where θα denotes the (soft) threshold and cα1 , c
α
2 are free parameters. The voltage is
given by a linear filtering of the input
V αi (t) =
∫ ∞
−∞
κα(t− s)
∑
β
Nβ∑
j=1
J αβij xβj
(
s− dαβ) ds,
without the fire-and-reset mechanism. As before, the spike train of a neuron is denoted
by x(t) =
∑
k δ(t− tk) and J αβij is the matrix containing the amplitudes of evoked
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Membrane time constant ταm 20 ms
Prefactor of the transfer function cα1 1.238 s
−1
Coefficient of the transfer function cα2 0.25 mV
−1
Threshold θα 20 mV
Table 3. Neuron parameters for the networks of GLM neurons (Fig. 2).
post-synaptic currents. For all simulations, we choose a filter with a single exponential
with time constant ταm which corresponds to post-synaptic currents in the form of delta
spikes:
κα(t) = Θ(t)e−t/τ
α
m .
Here, Θ(t) denotes the Heaviside function ensuring causality of the filter. We measure
the rate of the external input relative to the rate necessary to bring V αi (t) on average to
the threshold, that is ναext = η
αθα/
(
µαEJ τ
α
m
)
for the single-exponential filter.
For the balanced random network, we use the parameters given in Table 1 and
Table 3 with α, β ∈ {E, I}. The external input for both populations has strength
ηα = 1.4. We simulated 101 s of biological time with a time step of 0.1 ms and discarded
an initial transient of 1 s. All simulations were performed using the NEST simulator [46]
with the ‘pp psc delta’ neuron model.
Effective stochastic dynamics The effective stochastic input µα + ηα(t) (see
Eq. (1)) leads to stochastic single-neuron dynamics. Because the voltage is given by a
linear convolution, the mean and the fluctuations directly lead to V αµ + V
α
η (t). Note
that we do not split ηα(t) into the static ζα and the dynamic ξα(t) component here.
The neuronal firing rate thus becomes
λα(t) = cα1 exp
[
cα2 (V
α
µ + V
α
η (t)− θα)
]
,
where
V αµ = κ¯
α
∑
β
〈J αβ〉Nβνβ , (13)
with κ¯α =
∫∞
0
κα(t)dt, and V αη (t) is a zero-mean Gaussian processes with
CαV (τ) =
∫ ∞
−∞
κ˜α(τ − s)
∑
β
〈(∆J αβ)2〉Nβ
[
Cβx (τ) + (ν
β)
2
]
ds (14)
where κ˜α(t) =
∫∞
−∞ κ
α
(
s+ t2
)
κα
(
s− t2
)
ds. For the single-exponential filter that we
used in simulations, we have κ¯α = ταm and κ˜
α(t) =
ταm
2 e
−|t|/ταm .
Analytical solution to colored noise problem All cumulants of the resulting
spike trains x(t) can be obtained from their characteristic functional [33]:
Φx[u(t)] = exp
[∫ ∞
−∞
(
eiu(t) − 1
)
λ(t)dt
]
.
We again drop the population index for the sake of clarity. Averaging over realizations
of the rates yields
〈Φx[u(t)]〉λ =Mλ
[
eiu(t) − 1
]
=e
∫∞
−∞[e
iu(t)−1]µλ(t)dt+ 12
∫∞
−∞
∫∞
−∞[e
iu(t)−1]Cλ(t,t′)
[
eiu(t
′)−1
]
dtdt′+O(u3)
,
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where Mλ[v(t)] = 〈exp
[∫∞
−∞ v(t)λ(t)dt
]
〉λ denotes the moment-generating functional of
the stochastic process λ(t) where we neglect terms of O(u3) since we are only interested
in the second cumulants. Expanding also eiu(t) − 1 to second order in u(t) results in
〈Φx[u(t)]〉λ = ei
∫∞
−∞ u(t)µλ(t)dt− 12
∫∞
−∞
∫∞
−∞ u(t)[µλ(t)δ(t−t′)+Cλ(t,t′)]u(t′)dtdt′+O(u3).
From here, we can simply read off the cumulants
µx(t) = µλ(t), Cx(t, t
′) = µλ(t)δ(t− t′) + Cλ(t, t′), (15)
in agreement with the result of [51]. We are left with the task of calculating the first
two cumulants of λ(t) from Vµ and Vη(t). The first cumulant is straightforward,
µλ = c1 exp
[−c2(VT − Vµ) + 12c22CV (0)] , (16)
where we used the moment-generating functional of Vη(t). The calculation of the
correlation function results in the simple formula
Cλ(τ) = µ
2
λ
[
exp(c22CV (τ))− 1
]
. (17)
Note that Cx(τ) and thus CV (τ) and Cλ(τ) still contain a static contribution and thus
potentially saturate on a plateau.
Numerical solution of the self-consistency problem As for the LIF neuron
model, we solve the colored noise problem using a fixed-point iteration. To initiate the
algorithm, we set να = 0 and Cαx (t) = 0. Next, we generate voltage statistics according
to Eq. (13) and Eq. (14). From the voltage statistics we can get the statistics of the rate
via Eq. (16) and Eq. (17), which leads via Eq. (15) to new spike train statistics. Finally,
we update the spiking statistics using incremental steps, i.e. ναn+1 = ν
α
n + ε(ν
α
n+1 − ναn )
for the firing rate. Here, the small update step ε < 1 is crucial because otherwise the
fixed-point iteration is numerically unstable. Now we iterate and generate new voltage
statistics. As for the LIF network, the self-consistent problem seems to possess only a
single fixed point to which the algorithm always converges.
Rate distribution The rate distribution for the GLM neuron is a lognormal
distribution because the (static) input is Gaussian distributed and the f-I curve is a
simple exponential [31]. The theory yields the mean ν = µx and variance
σ2ν = Cx(τ →∞) of the firing rate. Parameterized in terms of ν and σν , the firing rate
distribution is thus
ρν(x) =
1√
2pib(ν, σν)x
exp
(
− (ln(x)− a(ν, σν))
2
2b(ν, σν)
)
with a(ν, σν) = ln
[
ν/
√
1 + (σν/ν)2
]
and b(ν, σν) = ln
[
1 + (σν/ν)
2
]
.
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