The task of predicting an ordered categorical variable (i.e, count variable) often involves estimation with a less than perfect dataset. An estimation design with incomplete observation of events or subjects (to be counted) is prone to systematic bias towards zero. In this paper I address this issue under certain assumptions about the missing-data generating process, when the model of interest is a Poisson regression. A highlighting result is that if events/subject are observed according to a random sampling without replacement, a Poisson model with sampling-ratio-adjusted mean is an asymptotically consistent model of the observed count variable. An innovative asymptotic regime is employed to derive the results.
Motivation
Suppose N j is the number of events occurred in time interval [0, T ] for case j (or, say, N j is the number of subjects in city j) with the feature vector X j . Let's assume the following Poisson DGP holds for the count variable N j :
Suppose further that each event pertaining case j is observed independently with probability γ j . Denote n j as the number of events observed out of N j incidences. The particular stochastic assumption we made about how missing data occurs has the following consequence about the conditional distribution of n j :
n j ∼ Binomial(N j , γ j ), j = 1, . . . , J
The J conditional pdf's in (2) are independent and are conditioned on N j , j = 1, . . . , J. Apparently, if one uses observed count variable n j instead of the actual count N j in the regression (1), s/he should expect a bias towards zero for all parameters β j in the model. One approach to resolve the issue is to combine (1) and (2) in order to derive the pdf of n j given X j . I will show in section 6.2 that n j is asymptotically Poisson with mean equal to γ j X ′ j β. It requires a certain asymptotic regime that will be discussed in detail in the following sections.
In this paper I will relax the assumption that events are missed independently. In particular, I assume the observed set of events is a random sample of the entire set of observations. The sampling ratio is taken as fixed, which poses some challenges on the computation of the ensuing pdf for observed count variable. I will propose an innovative asymptotic regime to handle these challenges.
In section 2, I will discuss two missing-data generating processes (DGP) following the corresponding small sample conditional pdf of observed counts given actual counts. The asymptotic regime is mentioned in section 3. Sections 4 and 5 approximate two asymptotic conditional pdf under the specified asymptotic regime. Section 6 will combine regression model (1) with the conditional pdf's computed in sections 4 and 5. The paper ends with a discussion of potential improvements.
2 Randomly Sampled (Observed) Count Variable
Random Sampling with Replacement
Random sampling with replacement (WR), though an implausible assumption, is a simple point to start with. Take N * and n * as the sum of N j 's and n j 's respectively. WR implies the following about the distribution of n j 's:
The chance that a draw is taken from j th case is equal to p j = N j N . Multinomial pdf is computationally intensive and it is better to work with its asymptotic approximation.
Random Sampling without Replacement
Assuming that the sampled count variable is generated by a random sampling procedure without replacement (WOR), n ∼ Multi. Hypergeometric(n * , N * , N 1 , . . . , N J ) I will derive the asymptotic behavior of the Multivariate Hypergeometric random vector under an innovative set of asymptotic conditions.
The Asymptotic Regime
Since we are interested in asymptotic behavior of sampled counts, we assume an infinite sequence of cities in which the population counts of the firms are (N 1 , N 2 , N 3 , . . .). Throughout, this sequence is assumed nonrandom, or equivalently, our statements are conditioned on it. For a fixed J, we assume that the counts n (J) = (n
be the total number of firms sampled at this stage, which we assume to be a known nonrandom quantity. Note that n
be the total population count in the first J cities, and p
J ). We consider the following asymptotic regime:
(A1) Infinite population size:
All the limits are considered as J → ∞. These assumptions imply that p (J) j → 0, not a conventional asymptotic regime to approximate Multinomial distribution. Indeed, this is the most appropriate regime given that N j 's are modeled as bounded functions of city characteristics (in section 6).
Conditional PDF under Random Sampling with Replacement
As mentioned earlier, the WR sampling scheme implies the following about the distribution of n (J) :
Our first result identifies finite-dimensional distributions of n (J) . We will use [J] to denote the set of integers {1, . . . , J} and N the set of all integers. For any
Proposition 4.1 Under (A1-3), for any subset S of integers, of fixed cardinality |S|, we have
Proof Without loss of generality, let S = {1, . . . , K} for some fixed K ≤ J. n S and take its limit:
which is the joint c.f. of a vector of independent Poisson variables.
Unfortunately, this theorem is only useful if we are willing to use a small portion of the data to estimate the count model. According to this proposition, only if K is sufficiently smaller than J, Poisson distribution works as a close approximation for Multinomial. However, similar result holds if K = J.
Theorem 4.1 Under (A1-3),
I have used Stirling's estimation for n (J) * ! in the second equation. The sum of last line over all n = (n 1 , . . . , n J ) with J j=1 n j = n (J) * equals one, therefore 2πn
Conditional PDF under Random Sampling without Replacement
Assuming that the sampled count variable is generated by a random sampling procedure without replacement (WOR),
I will derive the asymptotic behavior of the Multivariate Hypergeometric random vector under the same limiting conditions introduced in the previous section.
Proposition 5.1 Under (A1-3), for any subset S of integers, of fixed cardinality |S|, we have
Proof Without loss of generality, let S = {1, . . . , K} for some fixed K ≤ J. Pr(n (J)
can be written as:
It converges to
Like section 2, similar result holds if K = J. The goal is to estimate unknown parameter(s) β. We are going to find a simple form for the likelihood function. Notice that in order to identify the vector of parameters β from the sample of n = (n 1 , . . . , n J ) it is essential to know N * . Otherwise we would be indecisive about the scale of β.
I will continue, in separate sub-sections, with the two assumptions we made about sampling procedure.
Likelihood Function under WR
The (asymptotic) conditional distribution of n j given N j, and that of N j given X j is as follows:
Let f (x, t) = ∞ r=0 r t x r r! . The conditional probability will be written as e −X ′ j β t! γ t ·f (e −γ X ′ j β, t). The following proposition holds about f (x, t). [incomplete, the asymptotic log likelihood function?]
Likelihood Function under WOR
The likelihood function is more tractable under WOR sampling. If γ were a constant, the univariate conditional distribution of n j would be a Poisson with the parameter adjusted by sampling ratio:
