This paper presents a comprehensive study of contention-resolution schemes in a multi-wavelength optical packet-switched network. This investigation aims to provide a unified study of a network of optical routers, which include contention resolution in wavelength, time, and space dimensions. Specifically, we show (1) how to accommodate all three dimensions of contention resolution in an integrated optical router, (2) how the performance of the three dimensions compare with one another, and (3) how various combinational schemes can be architected and how they perform. With the representative architectures and network topologies studied in this paper, the simulation experiment results capture the characteristics of different contention-resolution schemes, and they quantify the upper-bound average offered transmitter load for these schemes. The combinational contention resolution schemes are shown to effectively resolve packet contention and achieve good network performance under light to intermediate load.
Introduction
In recent years, the wavelength division multiplexing (WDM) technology has brought dramatic and fundamental changes to the network design [1, 2] . Extensive studies have investigated wavelength-routed networks, in which -Wavelength conversion offers effective contention resolution without relying on buffer memory [14, 15, 16, 17, 18] . Wavelength converters can convert wavelengths of packets which are contending for the same wavelength of the same output port. It is a powerful and the most preferred contention-resolution scheme (as this study will demonstrate) that does not cause extra packet latency, jitter, and re-sequencing problems.
-Optical delay line (which provides sequential buffering) is a close imitation of the RAM in electrical routers, although it offers fixed and finite amount of delay. Many previously proposed architectures employ optical delay lines to resolve the contention [19, 20, 21, 22, 23, 24, 25, 26] . However, since optical delay lines rely on the propagation delay of the optical signal in silica to buffer the packet in time, i.e., due to their sequential access, they have more limitations than the electrical RAM. To implement large buffer capacity, the switch need to include a large number of delay lines.
-The space deflection approach [27, 28, 29, 30, 31 ] is a multiple-path routing technique. Packets that lose the contention are routed to nodes other than their preferred next-hop nodes, with the expectation that they will eventually be routed to their destinations. The effectiveness of deflection routing depends heavily on the network topology and the offered traffic pattern. Moreover, deflection could cause packets to arrive out of order.
Both wavelength conversion and optical buffering require extra hardware (wavelength converters and lasers for wavelength conversion; fibers and additional switch ports for optical buffering) and control software. Deflection routing can be implemented with extra control software only.
With an orthogonal classification, optical packet-switched networks can be divided into two categories: timeslotted networks with fixed-length packets [32] and unslotted networks with fixed-size or variable-size packets [17, 21] . In a slotted network, packets of fixed size are placed in time slots. When they arrive at a node, they are aligned before being switched jointly [22] . In an unslotted network, the nodes do not align the packets and switch them one by one 'on the fly'; therefore, they do not need synchronization stages. Because of such unslotted operation, they can switch variable-length packets. However, unslotted networks have lower overall throughput than slotted networks, because of the increased packet contention probability [29] . Similar contrast exists between the unslotted and slotted version of the ALOHA network [33] . Due to the lack of viable optical RAM technologies, all-optical networks find it difficult to provide packet-level synchronization, which is required in slotted networks.
In addition, it is preferred that a network can accommodate natural IP packets with variable lengths. Therefore, this paper primarily focuses on optical contention-resolution schemes in unslotted, asynchronous networks.
Previous studies have concentrated on one or two-dimensional contention resolution schemes in optical packet-switched networks. There has been no report on unified contention resolution across wavelength, time, and space domains for irregular mesh networks. The goal of this study is to design an effective contentionresolution scheme that incorporates all three dimensions, and to examine the performance of various schemes.
It is shown that, with careful planning of optical resources according to network parameters (e.g. topology, traffic pattern, etc.), one can design an optical packet switching node architecture that offers excellent network performance.
Section 2 describes the node architectures for a number of contention-resolution schemes. Section 3 presents simulation experiments and performance results of these schemes, including a comparison of slotted and unslotted networks, and it explains the network behavior observed under these schemes. It also proposes setting the number of optical buffers according to the node connectivity, and this method provides higher performance without imposing a large number of optical buffers for every node. Section 4 concludes the paper.
Contention-Resolution Schemes
Contention-resolution schemes have different effects in slotted and unslotted networks. In a slotted network, all packets have the same length. Each slot contains a guard time and the fixed-size packet which consists of header and payload. Most optical buffering architectures utilize delay lines of fixed propagation delay equal to some multiple of the time-slot duration. Such architectures in the context of slotted networks will require synchronization of packets at the input of the switch fabric. Figure 1 shows that all the fixed-size packets arriving at the input ports of a switch fabric are to be aligned in phase with the local clock reference.
As packets enter a node from different links, they may arrive out of phase with one another. Figure 2 shows a typical synchronization stage consisting of a series of switches and delay lines [25] .
Unslotted networks utilize packets of variable lengths, and require no synchronization of packets at the input of the switching fabric. Figure 3 shows the general node architecture and packet behavior for unslotted networks.
Note the absence of synchronization stages for packet alignment. The fixed-length fiber delay lines are used only to contain the packet when the header is being processed and the switch fabric is being configured to route the packet. All packets experience the same amount of delay with the same relative position in which they arrived, provided there is no contention. Figure 4 shows the generic node architectures utilizing contention-resolution schemes in time, space, and wavelength domains. Every node has a number of add/drop ports, and this number will vary depending on the nodal degree. Each add/drop fiber ports will correspond to multiple client interfaces reflecting multiple wavelengths on each fiber. Each client interface-input (-output) will be connected to a local receiver (transmitter).
Differing contention-resolution schemes give rise to different architecture.
Optical Buffering
Optical buffering utilizes one or more optical fiber delay line looping the signal from the output back to the input of the switch fabric. Time domain contention resolution requires optical buffering wherein the packet causing the contention enters the optical delay line at the output of the switch fabric, traverses through the entire delay line, and re-enters the switch fabric. For unslotted wavelengths, the delay line generally consists of an arbitrary length of fiber. The simulation work finds little improvement in network performance when delay lines are made longer than the maximum packet size.
There are a number of complex optical buffer arrangements presented in the past (e.g., using multi-stage, multi-length optical delay lines, or using a large number of optical delay lines). However, these arrangments inevitably introduce extra hardware requirement and additional physical impairment to the optical signal. In search of a node architecture that is both economically and practically feasible, we adopt the architecture in Fig.   4 . This paper considers both cases of optical buffering: single-wavelength and multi-wavelength. Figure 4(a) shows the single-wavelength case, in which the delay line can only take one packet at a time, i.e., there is no multiplexer or demultiplexer at either end. If all the buffers are occupied, the packet in contention needs to seek an alternate contention resolution or must be dropped. 
Wavelength Conversion
Figures 4(c) and 4(d) show contention resolution utilizing wavelength conversion, where the signal on each wavelength from the input fiber is first demultiplexed and sent into the switch, which is capable of recognizing the contention and selecting a suitable wavelength converter leading to the desired output fiber. The wavelength converters can operate with a full degree (i.e., they can convert any incoming wavelength to a fixed desired wavelength) or with a limited range (i.e., they can convert one or several pre-determined incoming wavelengths to a fixed desired wavelength).
The majority of wavelength-conversion techniques demonstrated to date are for one single wavelength channel. Parametric wavelength conversion is a promising technique offering multi-channel wavelength conversion without measurable crosstalk [34] . Furthermore, this conversion mechanism can scale well without a large number of wavelength converters by virtue of limited multi-channel wavelength conversion [35] . The nonlinear interaction in the device results in generation of the converted signal at a wavelength corresponding to the frequency difference between the pump and signal waves (f 2 = f P − f 1 ). In Fig. 5(a) , a pump laser at frequency f P converts signals between f 1 and f 4 , centered around the frequency mirror of f P (namely f P /2, which corresponds to half of the pump's frequency) located between f 1 and f 4 . The same pump can also convert between f 2 and f 3 . Figure 5 (b) shows that two pump lasers, f P 1−2 and f P 1−3 , convert signals between f 1 /f 2 and f 1 /f 3 .
Space Deflection
Space deflection relies on another neighboring node to route the packet when contention occurs. As a result, the node itself can adopt any node architecture in Fig. 4 . Space deflection resolves contention at the expense of the network capacity and the switching capacity of another node. Obviously, this is not the first choice among contention-resolution schemes in three dimensions. As the later sections will discuss, the node will seek wavelength domain contention resolution first, time domain contention resolution second, and space domain contention resolution third. In practice, the contention resolution will often employ a combination of time, space, and wavelength domain contention resolutions. For instance, the contention resolution may involve deflection in time and wavelength, in which case wavelength conversion may precede time buffering. When contention resolutions in all three dimensions fail, the packet will be dropped.
It is worth mentioning that, because some nodes have many neighbors, the deflection scheme should avoid 'blind deflections'. Figure 6 shows example networks used in this study. Deflection is carried out only in hub nodes, which are nodes that have much higher nodal degrees than other nodes to serve as major routing nodes. Nodes 1, 6, 7, and 13 in Fig. 6 (a) are examples of hub nodes. Most of the routing is done by the four hub nodes in this example network, and it is possible to have a deflection policy, with which a packet would only be deflected to a node that can eventually lead to the packet's original 'next hop' node with no more than two extra hops. If no such node exists, the packet will be dropped. Deflection routing requires the node to have a second entry (or perhaps a third entry as well) in the routing table that contains preferred deflection ports for each destination.
For example, in Fig. 6 (a), if a packet from node 3 is destined for node 9 via node 1, and there is contention at the output port in node 1 leading to node 7, the packet will be deflected to the port leading to node 11; if the port leading to 11 is also busy, the packet will be dropped immediately instead of being deflected to node 13 or node 6. Table 1 shows an example of the deflection entries in the routing table at node 7.
In most deflection networks, certain mechanisms have to be implemented to prevent looping (a packet being sent back to a node it has visited before), such as setting a maximum hop count and discarding all the packets that have passed more hops than this number. This is similar to the time-to-live (TTL) mechanism for routing IP packets.
It is worth mentioning that deflection could cause undesired packet re-ordering. Such packet re-ordering, depending on the actual end-to-end network connectivity, may or may not cause re-ordering of TCP segments.
In the case where an optical packet is just one single IP packet and if two TCP hosts are connected to the optical packet-switched network through low-speed links (e.g., 100 Mbps Ether net), then the time gap between two continuous TCP segments will be large enough such that the re-ordering of optical packets will rarely induce TCP segment re-ordering. Moreover, if packet aggregation (encapsulating more IP packets with the same destination in one optical packet) is used, the TCP performance will not suffer from possible packet re-ordering. A more detailed discussion on TCP-level performance in optical packet-switched networks is presented in [37] .
Combinational Schemes
By mixing the basic contention-resolution schemes discussed so far, we propose combinations of these three approaches. For example, Fig. 4(d) shows the node architecture for wavelength conversion combined with multiwavelength buffering. Note that a packet can be dropped at any node under all of these schemes due to (1) unavailability of a free wavelength at the output port, (2) unavailability of a free buffer, and/or (3) the fact that the packet may have reached its maximum hop count.
We define the notations for these schemes as follows:
• baseline: No contention resolution. Packet in contention is dropped immediately.
• N buf, N bufwdm: Buffering. The node has N delay lines, and each delay line can take one or multiple wavelengths at a time.
• def : Deflection.
• wc: Wavelength conversion with a full degree.
• wclimC: Limited wavelength conversion. One wavelength can be converted to other C fixed wavelength.
When parametric wavelength conversion is used, the chosen pump frequencies can operate between multiple wavelength pairs. For example, when C = 2, we can set a pump frequency whose half value lies in the center between the frequencies of λ 1 and λ 16 (therefore the same pump laser can be used to convert between λ 1 and λ 16 , λ 2 and λ 15 , λ 3 and λ 14 , and so on, provided the wavelengths are equally spaced). A second pump frequency can be placed such that its half value lies in the middle between the frequencies of λ 1 and λ 8 , and it can also convert signals between λ 2 and λ 7 .
In the following section, these notations indicate the different approaches and their priorities. For example, 4wav wc+16buf+def means a combination of full-range wavelength conversion, single-wavelength buffering with 16 delay lines, and deflection in a 4-wavelength system. The order of contention resolution is as follows:
A packet that loses the contention will first seek a vacant wavelength on the preferred output port. If no such wavelength exists, it will seek a vacant delay line. If no delay line is available, it will seek a vacant wavelength
on the deflection output port. When all of the above options fail, the packet will be dropped. This contention resolution order provides the best performance in terms of the packet loss rate and the packet delay.
Numerical Examples and Performance Comparison

Simulation Experiments and Configuration
Network Topology
For purposes of illustration, the network topologies under study are both from carrier's optical mesh networks, as shown in Fig. 6 . Topology 1 resembles an inter-connected-ring metro network, and topology 2 resembles a nation-wide network. Each link i is L i km long and consists of two fibers to form a bi-directional link. Every fiber contains W wavelengths, each of which carries a data stream at data rate R. Each node is equipped with an array of W transmitters and an array of W receivers that operate on one of the W wavelengths independently at data rate R. By default, all packets are routed statically via the shortest path. Table 2 shows the values of the parameters used in the simulation experiments.
Admission Control
When packets arrive from electrical client networks, they need to be converted into optical format before being sent to the optical packet-switched network. This conversion is performed at the client interface of the network.
The optical packet switch performs two types of packet forwarding: the forwarding of transit packets from other optical packet switches, and the forwarding of local packets received from the client interface. A transit packet has to cope with possible contention from other transit packets as well as the local packets. To reduce the contention between transit packets and locally injected packets, admission control is used in the experiments.
As shown in Fig. 7 , the local packets are first queued in electrical buffers, which can be easily implemented in the electrical part of the client interface. These packets enter the optical switch only when there is one or more vacant wavelengths at the preferred output port. This buffering mechanism ensures that all the wavelength converters and delay lines are used solely for resolving contentions among the transit packets. Since the switching is still carried out by the optical components and there is no O-E-O conversion in the network, the use of electrical buffers at ingress nodes for the client packets does not compromise the optical nature of the core network.
Packet Generation
One of the important requirements for the simulation experiment is to model the network traffic as close to reality as possible. To realistically simulate the IP packet traffic, we need to use a proper packet arrival model and a proper packet-size distribution model.
A main characteristic of Internet traffic is its self-similarity. It has been shown in the literature that selfsimilar traffic can be generated by multiplexing multiple sources of Pareto-distributed ON/OFF periods. In the context of a packet-switched network, the ON periods correspond to back-to-back packet trains, and OFF periods are the periods of silence between packet trains [38] . In our simulation experiments, the Hurst parameter of ONand OFF-period duration distribution is chosen to be 0.9. During the ON periods, packets arrive without any gap between, and the packet size distribution is described below.
The network traffic is assumed to consist of IP packets, the nature of which is known to be hard to capture shows that almost 75% of the packets are smaller than the typical TCP MSS of 552 bytes. Nearly half of the packets are 40 to 44 bytes in length. On the other hand, over half of the total traffic is carried in packets of size 1500 bytes or larger. This irregular packet-size distribution is difficult to express with a closed-form expression.
We adopt a truncated 19-order polynomial, fitted from the statistical data, to faithfully reproduce the IP packetsize distribution (as shown in Fig. 8 ). The number of orders, 19, is the smallest number that can reproduce a visually close match with the steep turns in the statistical data. We set the maximum packet size to be 1500 bytes, since the percentage of packets larger than 1500 bytes is negligibly small.
Maximum Hop Count
With deflection routing, a loop-mitigation mechanism is necessary. A maximum hop count H is set to limit how many hops a packet can travel (each time the packet passes through a delay line or is transmitted from one node to another, it is counted as one hop). This is similar to the TTL field in the IP packet header, which prevents an IP packet from wandering endlessly in the network. Nevertheless, the network topology of Fig. 6 and the aforementioned deflection policy can automatically eliminate looping (since the shortest path between any source-destination pair involves no more than two hub nodes, and we can ensure that the deflection table will not cause any looping). The purpose of setting the maximum hop count in this study is to limit physical impairments (signal-to-noise-ratio degradation, accumulated crosstalk, accumulated insertion loss, etc.) of packets, which is mainly introduced by optical buffering.
Performance Metrics
We have chosen three metrics to evaluate the network performance with different contention-resolution schemes: network throughput, packet-loss rate, and average hop distance. They indicate the network utilization, reliability, and physical impairments to the signal. The packet-loss rate is the total number of lost packets divided by the total number of packets generated. The network throughput is defined as:
Network throughput = total number of bits successfully delivered network transmission capacity×simulation time ideal average hop distance Network transmission capacity = (total # of links) × (# of wavelengths) × (data rate)
Network throughput is the fraction of the network resource that successfully delivers data. Because packets can be dropped, a part of the network capacity is wasted in transporting the bits that are dropped. In an ideal situation where no packets are dropped and there is no idle time in any links, the network will be fully utilized and the throughput will reach unity. Average hop distance is the hop distance a packet can travel, averaged over all the possible source-destination pairs in the network. The ideal average hop distance (i.e., no packet dropping) of the network in Fig. 6 is 2.42 for topology 1 and 2.99 for topology 2.
All the results are plotted against average offered transmitter load, i.e., the total number of bits offered Figures 9(c) and 9(d) compare the packet-loss rate (represented in fraction) of these schemes. They are good complement to the throughput results because the network's throughput has a direct relationship to the packetloss rate, although packet-loss rate can reveal more subtle performance differences, especially under light load.
To estimate the upper-bound requirement of packet-loss rate for TCP traffic, we adopt the following criteria: the product of packet-loss rate and the square of the throughput-delay product should be less than unity [39] , where the throughput is measured in packets/second on a per-TCP-connection basis. Let us first evaluate the upper bound of packet-loss rate for a nation-wide network, whose round-trip delay is approximately 50 ms. higher load for all numbers of wavelengths. This is because, when the load increases, the packet-loss rate also increases. Packets with closer destinations are more likely to survive, while packets that have to travel more hops are more likely to be dropped by the network. The overall effect is that, when we consider only survived packets in the performance statistics, the average hop distance decreases. This effect is most prominent with baseline, because it has the highest packet-loss rate. 32wav wc has the least decrease in hop distance with increasing load, indicating that the scheme can resolve contention much better than others do.
Optical Buffering and Deflection
In the schemes incorporating optical buffering, all the optical delay lines are of length 1 km (with propagation delay of 5 µs), enough to hold a packet with maximum length (12000 bits). We simulate four wavelengths in for an unlimited number of times. For deflection, the throughput of 4wav def is only marginally higher than that of baseline, indicating that deflection, by itself, is not a very effective contention-resolution technique in this network. Space deflection can be a good approach in a network with high-connectivity topology, such as ShuffleNet ( [27, 29] ), but is less effective with a low-connectivity topology.
Figures 10(c) and 10(d) show the packet-loss rates. We observe that in topology 2 deflection offers a lower packet-loss rate than in topology 1. This is because topology 2 is a more densely-connected network, and there are much more nodes which can perform deflection. However, deflection alone cannot meet the required packet- Tables 3 and 4 list the upper bound of average offered transmitter load with acceptable packet-loss rate set at 0.01. 4wav 32bufwdm hopinf offers the best packet-loss performance, but it may be more expensive to implement due to the large number of optical delay lines and switch ports, and it may also require optical amplification/regeneration. Wavelength conversion is an effective approach to resolve contention, although its effectiveness depends on the number of wavelengths in the system. Deflection is the least effective approach in the example network, but its benefit can be achieved when we combine it with other schemes.
Comparison of Combinational Schemes
This study chose four scenarios for different combinations of contention-resolution schemes:
16wav wc+16bufwdm, 16wav wc+def, 16wav 16bufwdm+def, and 16wav wc+16bufwdm+def. 
Limited Wavelength Conversion
Both wavelength conversion and optical buffering can effectively resolve contention. However, they require extra hardware which may increase the system cost. Full-range wavelength conversion requires a fast tunable laser as the pump laser for every wavelength converter, and optical buffering requires extra ports on the switch fabric. Here we consider the case of limited wavelength conversion, which can be realized through simultaneous multiple-channel conversion based on parametric wavelength conversion. We investigate different degrees of limited wavelength conversion. A degree-C wavelength conversion means that a given wavelength can be converted to C pre-designated wavelengths. With parametric wavelength converters, one can save the cost on pump lasers. Table 5 shows an example of the possible wavelengths that λ 1 can be converted to in a 16-wavelength system, when C is set to 1, 2, and 4. Figure 12 shows the throughput and packet-loss rate comparison of the three limited wavelength conversion cases-16wav wclim1, 16wav wclim2, and 16wav wclim4. For reference, it also shows 4wav wc. The performance of these schemes ranks in the following order (from highest to lowest): 16wav wclim4, 16wav wclim2, 4wav wc, 16wav wclim1; their respective upper-bound transmitter load with packet-loss rate of 0.01 are 0.32, 0.17, 0.18, 0.07 for topology 1, and 0.26, 0.14, 0.18, 0.07 for topology 2. 16wav wclim4 can accommodate nearly twice the load than 4wav wc, indicating that limited wavelength conversion in a system with more wavelengths is better than full-range wavelength conversion in a system with fewer wavelengths.
Comparison Study of Slotted and Unslotted Networks
Since many previously-proposed architectures have employed the slotted-network approach, this paper also presents a quantitative comparison study between the slotted and the unslotted networks. In the slotted-network scenario, packets have fixed size of 4096 bits (corresponding to 512 bytes, the average IP packet size) and they are placed in a 1.5 µs time slot. Before the packets enter each switching node, they must be aligned; therefore, the switching occurs only at the slot boundaries. Synchronization stages are necessary in slotted networks for alignment of packets. In unslotted networks, packets are of variable size, with the size distribution of IP packets. There are no synchronization stages needed and packets are switched 'on the fly'. It is assumed that the packet arrival processes in both cases are self-similar. Each node is equipped with wavelength converters, multiwavelength fiber delay line(s), and a secondary routing-table for deflection. In the case of the slotted network, the delay line's length is equal to the slot size (1.5 µs, 300 m). In the case of the unslotted network, since we observe that a delay line size smaller than the maximum packet size can cause degradation of network performance, the delay line's length is set to be equal to the maximum packet size (1 km, 5 µs). The slotted network node is equipped with full-range wavelength converters and one multi-wavelength fiber delay line, operating in a network with four wavelengths (denoted as slotted 4wav wc+1bufwdm). For the unslotted network, since the contention mostly occurs at the nodes with higher degrees, the number of optical delay lines is set according to the nodal degree, and we denote such a scheme as unslotted Wwav wc+(bufwdm=deg)+def. This approach can greatly reduce the cost of nodes that have only two incoming and out-going fibers. Although, by nature, the slotted network performs better than the unslotted network, it requires complex synchronization stages at the core switches. The unslotted network can accommodate packets in its native size and does not require the synchronization stages. From the performance results, we can tell that, with more wavelengths and careful allocation of buffering capacity, the unslotted network can provide comparable or better performance than the slotted network. For a more detailed comparison study of slotted and unslotted networks, the reader is referred to [40] .
Conclusion
This paper presents a unified study on various contention-resolution schemes in an optical packet-switched network with irregular mesh topology. It compares the advantages and limitations of contention-resolution schemes in wavelength, time, and space domains using an integrated optical packet-switching architecture. Limited wavelength conversion and selective deflection were also investigated. Among all the schemes applied to the node architectures and topologies studied, wavelength conversion, combined with optical buffering (allocated according to topology) and selective deflection, appears to be the most efficient scheme. By applying wavelength conversion in a 16-wavelength network, and by setting the number of optical delay lines according to nodal degree, we are able to demonstrate packet-loss rate of less than 0.01 with average transmitter load approximately up to 0.6, with typical IP packet-size distribution and self-similar packet arrivals.
It is possible to design a simple optical packet switching node architecture with excellent network performance by incorporating contention-resolution schemes within all three dimensions, and by allocating network resources (e.g., the number of delay lines, the degree of wavelength conversion, deflection table entries, etc.) according to the specific network topology and traffic demand. Our ongoing research continues to explore different contention-resolution algorithms in both optical and electrical layers.
Appendix
The probability density function (pdf) and probability distribution function (PDF) of the Pareto distribution are:
where α is the shape parameter (tail index), and b is minimum value of x. When α ≤ 2, the variance of the distribution is infinite. When α ≥ 2 , the mean value is infinite as well. For self-similar traffic, α should be between 1 and 2. The Hurst parameter H is given as H = (3 − α)/2.
Since 0 < P (x) ≤ 1, the value of x can be generated from a random number RN D with the range (0, 1]:
The mean value of Pareto distribution is given by:
Once α on , α of f , b on , b of f are given, the distribution of the ON/OFF periods are determined. b on is the minimum ON period length, equal to the smallest packet size divided by the line rate. The average load of each ON/OFF source, L, is:
where E on and E of f are the mean value of ON and OFF period. Therefore,
During the ON period of the ON/OFF source, packets are sent back-to-back. 
