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Abstract
In this paper, we propose a general framework for distribution-free nonparametric test-
ing in multi-dimensions, based on a notion of multivariate ranks defined using the theory
of measure transportation. Unlike other existing proposals in the literature, these multi-
variate ranks share a number of useful properties with the usual one-dimensional ranks;
most importantly, these ranks are distribution-free. This crucial observation allows us to
design nonparametric tests that are exactly distribution-free under the null hypothesis. We
demonstrate the applicability of this approach by constructing exact distribution-free tests
for two classical nonparametric problems: (I) testing for mutual independence between ran-
dom vectors, and (II) testing for the equality of multivariate distributions. In particular, we
propose (multivariate) rank versions of distance covariance (Sze´kely et al. [142]) and energy
statistic (Sze´kely and Rizzo [141]) for testing scenarios (I) and (II) respectively. In both
these problems we derive the asymptotic null distribution of the proposed test statistics.
We further show that our tests are consistent against all fixed alternatives. Moreover, the
proposed tests are tuning-free, computationally feasible and are well-defined under minimal
assumptions on the underlying distributions (e.g., they do not need any moment assump-
tions). We also demonstrate the efficacy of these procedures via extensive simulations. In
the process of analyzing the theoretical properties of our procedures, we end up proving
some new results in the theory of measure transportation and in the limit theory of permu-
tation statistics using Stein’s method for exchangeable pairs, which may be of independent
interest.
Keywords: Asymptotic null distribution, consistency against fixed alternatives, distance
covariance, distribution-free inference, energy distance, multivariate ranks, multivariate two-
sample testing, quasi-Monte Carlo sequences, Stein’s method for exchangeable pairs, testing for
mutual independence.
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1 Introduction
Let us consider the following two classical multivariate nonparametric hypothesis testing prob-
lems:
(I) Testing for mutual independence: Given independent observations from a distribution
G on Rd, d = d1 +d2, d1, d2 ≥ 1, let G1 and G2 denote the marginals of G corresponding to the
first d1 and last d2 components respectively. Then, the problem of mutual independence testing
reduces to
H0 : G = G1 ⊗G2 versus H1 : G 6= G1 ⊗G2
where by G1 ⊗ G2 we mean the product of the marginal distributions G1 and G2. A natural
extension of this problem is to test for the mutual independence of K marginals, with K ≥ 2.
The independence testing problem has found applications in a wide variety of disciplines such
as in statistical genetics [88], marketing and finance [53], survival analysis [95], ecological risk
assessment [34], independent component analysis [91], etc., and has consequently inspired a
long line of research over the past century (see e.g., [115, 46], [73, Chapters 1 and 8] and the
references therein).
(II) Testing for equality of distributions: Given independent observations from two multi-
variate distributions, say F1 and F2 on Rd, d ≥ 1, the nonparametric two-sample goodness-of-fit
testing problem can be formulated as
H0 : F1 = F2 versus H1 : F1 6= F2.
The above problem can also be extended to the K-sample setup (K ≥ 2) when one observes in-
dependent samples from K distributions and the goal is to nonparametrically test the equality of
all the K distributions. The two-sample (or K-sample) problem also has numerous applications,
e.g., in pharmaceutical studies [38], causal inference [40], remote sensing [29], econometrics [97],
etc., and has been studied extensively (see e.g., [16, 152], [73] and the references therein).
In this paper we mainly study the above two problems and develop nonparametric testing
procedures that are exactly distribution-free (i.e., the null distributions of the test statistics are
free of the underlying (unknown) data generating distributions, for all sample sizes), computa-
tionally feasible and are consistent against all fixed alternatives (i.e., the probability of rejecting
the null, calculated under the alternative, converges to 1 as the sample size increases). In fact,
we develop a general framework for multivariate distribution-free nonparametric testing appli-
cable much beyond the above two examples. To the best of our knowledge, the test proposed in
this paper in the context of testing mutual independence is the first and only nonparametric test
that guarantees the three aforementioned desirable properties. In the multivariate two-sample
setting, the only other test with the above properties is due to Rosenbaum [128]; also see [18, 1].
To construct our finite sample distribution-free tests we use a suitable notion of multivariate
ranks (obtained from the theory of measure transportation, to be discussed below) which are
themselves distribution-free. This is analogous to what is usually done in one-dimensional prob-
lems. Let us illustrate this principle in the context of testing for mutual independence (problem
(I)). When d1 = d2 = 1, the classical product-moment correlation — which mainly captures
linear dependence between the variables — can be used to test this hypothesis. However, the
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exact distribution of the Pearson correlation coefficient, under H0, depends on the marginals G1
and G2. This gave way to Spearman’s rank-correlation (another related measure is Kendall’s
τ coefficient; also see [81, 111, 45]) which calculates the product-moment correlation between
the one-dimensional ranks of the variables. Consequently the resulting test is distribution-free
under the null hypothesis of mutual independence and can deal with non-linear (monotone)
dependencies. Note that the use of ranks to obtain distribution-free tests is ubiquitous in
one-dimensional problems in nonparametric statistics — e.g., two-sample Kolmogorov-Smirnov
test [137], Wilcoxon signed-rank test [153], Wald-Wolfowitz runs test [150], Mann-Whitney
rank-sum test [93], Kruskal-Wallis test [85], Hoeffding’s D-test [69], etc.
In the d-dimensional Euclidean space, for d ≥ 2, due to the absence of a canonical ordering,
the existing extensions of concepts like ranks (such as component-wise ranks, e.g., [15, 114]; spa-
tial ranks, e.g., [25, 94]; depth-based ranks, e.g., [89, 158]; and Mahalanobis ranks, e.g., [54, 55])
and the corresponding rank-based tests no longer possess exact distribution-freeness. This raises
a fundamental question: “How do we define multivariate ranks that can lead to distribution-
free testing procedures?”. A major breakthrough in this regard was very recently made in
the pioneering work of Marc Hallin and co-authors ([33, 28]) where they propose a notion of
multivariate ranks, based on the theory of measure transportation, that possesses many of the
desirable properties present in their one-dimensional counterparts.
In order to motivate this notion of multivariate ranks, let us start with the following interpre-
tation of the one-dimensional ranks. Given a collection of n i.i.d. random variables X1, . . . , Xn
on R (having a continuous distribution) the rank map assigns these observations to elements of
the set {1/n, 2/n, . . . , n/n} (or 1, 2, . . . , n, depending on interpretation) by solving the following
optimization problem:
σ̂ := argmin
σ=(σ(1),...,σ(n))∈Sn
n∑
i=1
∣∣∣Xi − σ(i)
n
∣∣∣2 = argmax
σ=(σ(1),...,σ(n))∈Sn
n∑
i=1
σ(i)Xi (1.1)
where Sn is the set of all permutations of {1, 2, . . . , n} (see [148, Chapter 1]). It is not difficult
to check (by using the rearrangement inequality, see e.g., [57, Theorem 368]) that σ̂(i)/n (or
simply σ̂(i)) will equal the rank of Xi, for i = 1, . . . , n; see the left panel of Figure 1.
Note that (1.1) can be readily extended to the multivariate setting where the discrete uniform
numbers {i/n : 1 ≤ i ≤ n} are replaced by the set of multivariate rank vectors {c1, . . . , cn} ⊂
[0, 1]d — a sequence of “uniform-like” points in [0, 1]d (see Section D.2 for other choices of
reference distributions; also see [33, 28, 21]). In this paper we consider {ci : 1 ≤ i ≤ n}
as a quasi-Monte Carlo sequence — in particular, we advocate the use of Halton sequences
and employ it in our simulation experiments; other natural choices like the equally-spaced d-
dimensional lattice are also possible (see Section D.3 for a detailed discussion). Specifically,
given i.i.d. random vectors X1, . . . ,Xn on Rd, we consider the following optimization problem:
σ̂ := argmin
σ=(σ(1),...,σ(n))∈Sn
n∑
i=1
‖Xi − cσ(i)‖2 (1.2)
where, as before, the optimization is over Sn, the set of all permutations of {1, 2, . . . , n}, and
‖ · ‖ denotes the usual Euclidean norm in Rd. Note that (1.2) can be viewed as an assignment
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Figure 1: The left panel illustrates the correspondence between univariate data points and
their ranks (which are the points i/n, for i = 1, . . . , n = 10). The right panel shows the similar
correspondence between bivariate data points and their bivariate ranks which are now pseudo-
random numbers in the unit square [0, 1]2. The rank of a data point (in solid red) is given by
the blue cross at the other end of the dashed line joining them. Note that the points near the
center of the data distribution are mapped close to (1/2, 1/2) whereas the points closer to the
extremes of the data cloud are mapped to the corresponding extreme regions of the unit square,
thereby giving rise to a natural bivariate ordering of the data points.
problem (see e.g., [105, 13]) for which algorithms with worst case complexity O(n3) are available
in the literature (see Appendix B for a discussion). Based on (1.2), one can then define the
multivariate rank of Xi as cσ̂(i). This is illustrated in the right panel of Figure 1 where the
dashed lines join the data points (in red) with the corresponding rank vectors (indicated by
blue crosses).
The above optimization problem (see (1.2)) indeed results in a distribution-free notion of
empirical multivariate ranks as we demonstrate in Proposition 2.2 (also see [33, Proposition
1.6.1]). Note that (1.2) is connected to the theory of optimal measure transportation as we are
“transporting” the empirical distribution of the Xi’s to the empirical distribution of ci’s. We
review this literature and build on the work of [33] in Sections 2.1 and 2.2.
Having defined a suitable notion of multivariate ranks, the next natural question becomes:
“How does one use these multivariate ranks for nonparametric testing?”. In this regard we
have a general yet powerful recipe: Given a set of multivariate observations for a nonparametric
testing problem (e.g., (I) or (II)), define their multivariate ranks in such a way (depending
on the problem) so that the distribution of these ranks is exactly universal (free of the data
generating distribution(s)) under H0. Next, take a “good” test statistic for the corresponding
nonparametric testing problem (which may not be distribution-free under H0). Then form a new
test by evaluating the original test statistic on these obtained multivariate ranks instead of the
data points themselves. Clearly, this will result in a distribution-free test statistic. We believe
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that this approach is quite general and can consequently be used in a variety of multivariate
nonparametric inference problems, much beyond the two problems (I) and (II) discussed above
(see Section 5 for more on this). As we have observed before, this prescription indeed yields the
Spearman’s rank correlation coefficient when applied to the usual product-moment correlation
for testing mutual independence when d1 = d2 = 1.
Let us now illustrate the above idea through a concrete application, namely, the problem
of testing for mutual independence (i.e., problem (I)). Over the last 2-3 decades a plethora
of nonparametric testing procedures have been proposed for this problem in the multivariate
setting; see e.g., [142, 12, 50, 63, 18, 46, 144, 109, 43] and the references therein. One particular
testing procedure, namely distance covariance (introduced in [142]; also see [7]), has received
much attention recently, mainly due to its simplicity and good power properties. Let us briefly
describe this procedure. As the name suggests, it simply computes the covariance between
pairwise distances. In particular, given the random sample {(Xi,Yi)}ni=1 where Xi ∈ Rd1
and Yi ∈ Rd2 , we compute the Euclidean distance matrices (akl)nk,l=1 := {‖Xk − Xl‖} and
(bkl)
n
k,l=1 := {‖Yk − Yl‖}. We further define the (double) centered version of the akl’s as
Akl := akl − ak· − a·l + a··, for k, l = 1, . . . , n, where ak· := n−1
∑n
l=1 akl, a·l := n
−1∑n
k=1 akl,
and a·· := n−2
∑n
k,l=1 akl. Similarly, we define Bkl := bkl− bk·− b·l+ b··, for k, l = 1, . . . , n. Then
the sample distance covariance is defined as
dCov2n(X,Y) :=
1
n2
n∑
k,l=1
AklBkl. (1.3)
The distance covariance based test has many appealing properties (see e.g., [100]), is computa-
tionally simple and is consistent against all alternatives that have a finite mean. However, the
test based on dCovn is not distribution-free. In fact, as far as we are aware, till date there are no
distribution-free testing procedures for (I) that guarantee consistency against all alternatives,
under minimal assumptions.
We introduce and study rank distance covariance in Section 4.1, where we replace the Xi’s
and Yi’s above by their marginal multivariate ranks (defined using (1.2)). This automatically
yields a distribution-free nonparametric test for mutual independence. We also introduce a
“population” version of the rank-based distance covariance in Section 3.1 and explore its con-
nection with Spearman’s rank correlation when d = 1 in Proposition 3.1. In Lemma 3.1 we
demonstrate some basic desirable properties of this measure which has interesting connections
to the properties of usual distance covariance (as shown in [100]); in particular we show that
rank distance covariance also characterizes independence.
In Lemma 4.1 we show that our proposed rank distance covariance test is exactly
distribution-free as soon as the two marginal distributions are absolutely continuous. In fact,
when d1 = d2 = 1, we show in Lemma 4.2 that our proposed test is exactly equivalent to a
modification of the celebrated Hoeffding’s D-statistic ([69]) — one of the first nonparametric
tests for mutual independence. We further demonstrate, in Theorem 4.2, that our proposed
test is consistent (i.e., has asymptotic power 1) as soon as the two marginals are absolutely
continuous. In fact, we do not even need the underlying distributions to have finite means
for this result (cf. with usual distance covariance). We also go a step further and obtain the
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asymptotic distributional limit of our test statistic, under H0, in Theorem 4.1. This result
further demonstrates that the asymptotic limit of our test statistic does not depend on the
underlying data generating distribution and is invariant to the choice of the sequence {cn}n≥1
— the multivariate ranks.
In Section 4.2 we study the problem of testing for the equality of two multivariate distri-
butions (i.e., problem (II)) and propose a test for this goodness-of-fit using the rank energy
statistic which is based on the usual energy statistic (as in [141], also see [8, 139] for definitions
and motivation). Similar to distance covariance, the energy statistic is also based on pairwise
distances and is extremely easy to compute. The energy statistic equals 0 if and only if the two
underlying distributions are the same, as long as the two distributions have finite means. The
energy test has also attracted a lot of attention recently in a variety of applications, see e.g., in
robust statistics [83], microarray data analysis [155], material structure analysis [9], etc.
We demonstrate the distribution-free nature of our proposed test statistic for problem (II)
in Lemma 4.3. An interesting property of this proposed statistic is that it is exactly equiv-
alent to the famous two-sample Crame´r-von Mises statistic (see e.g., [4]) when d = 1. We
explain this connection in Lemma 4.4. We further prove the consistency and derive the asymp-
totic distribution (under H0) of our proposed rank-based energy test statistic in Theorems 4.4
and 4.3 respectively. The population version of this rank-based energy statistic exhibits several
interesting and desirable properties which we highlight in Lemma 3.2.
To derive the asymptotic distributional limits of our test statistics (see Theorems 4.1 and 4.3)
we develop some new general results involving certain permutation-based statistics (see Lem-
mas E.1 and E.2), based on Stein’s method for exchangeable pairs (see e.g., [24]), which could
be of independent interest. Further, to prove that the above proposed tests are consistent,
under all fixed alternatives, we needed a new result on the convergence of the multivariate rank
maps, which we state in Theorem 2.1. The specialty of Theorem 2.1 is that it is sufficient
for proving consistency and proceeds under minimal assumptions on the underlying measures,
as opposed to the much stronger conditions usually required to show uniform convergence of
multivariate ranks (see [33, 44]). This result is of independent interest in the theory of measure
transportation (see Section 2.3 for more details). Moreover, we extend both the above tests to
their multi-sample versions in Appendix D.1; the corresponding theoretical results are presented
in Propositions D.1 and D.2.
We also carry out extensive simulation experiments to study the power behavior of the
proposed tests (see Section 6). These simulations show that our proposed procedures for mutual
independence testing and two-sample goodness-of-fit testing perform well under a variety of
alternatives, often outperforming competing methods. In general these distribution-free tests
have good efficiency, are more powerful for distributions with heavy tails and are more robust
to outliers and contaminations. In Appendix A, we demonstrate practical advantages of our
proposals over other competing methods via the analysis of two benchmark data sets.
In the following, we encapsulate some of the main contributions of this paper, all the while
comparing our procedures to existing approaches from the statistics literature.
(i) Exact distribution-freeness: As mentioned before, our proposals are all exactly
distribution-free in finite samples. This is a particularly desirable property as it avoids the
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need to estimate any nuisance parameters, or use resampling/permutation ideas, or conservative
asymptotic approximations, for determining rejection thresholds. Moreover, distribution-free
procedures can help reduce computational burden in statistical problems — a very practical
concern in this era of big data; see e.g., [61, Section 7] for an interesting discussion on this topic.
As far as we are aware, the only distribution-free methods available in the literature for tackling
the above discussed problems (I) and (II) are: [128, 21, 17] for the multivariate two-sample
problem and [18, 61] for the mutual independence testing problem.
(ii) Completely nonparametric and computationally feasible: Being based on multivari-
ate ranks, our proposal is completely nonparametric. Moreover, computing our proposed test
statistics is computationally feasible under all dimensions and sample sizes, and further, it does
not involve any tuning parameters. This is in sharp contrast to approaches based on estimating
functionals of underlying densities — such as mutual information (see [12]) — or tests based on
arbitrary partitions of the sample space (such as [51]) that are reliant on the choice of tuning
parameter(s). In Appendix B, we explain how our proposed test statistics can be computed
in a few simple steps using readily available R packages. Although exactly distribution-free
graph based tests for mutual independence and two-sample goodness-of-fit testing were pro-
posed in [18] and [17] respectively, these tests are extremely expensive to compute and possibly
not applicable even for moderate sample sizes.
(iii) Consistency under absolute continuity: The only condition we need on the under-
lying distributions for the consistency of our tests is that they be absolutely continuous (no
moment conditions are necessary). This enables their direct usage for nonparametric inference
under heavy-tailed data-generating distributions such as stable laws [156] and Pareto distribu-
tions [125], and also sets them apart from popular methods such as usual distance covariance
and energy statistic. To the best of our knowledge, there are only two computationally efficient
exactly distribution-free multivariate mutual independence testing procedures in literature, both
based on a similar graph-based framework and proposed simultaneously in [61]. However, the
authors in that paper do not provide any results that guarantee consistency of their tests against
fixed alternatives.
(iv) Broader scope of applications in multivariate nonparametric testing: As de-
scribed before, our approach is holistic. Based on our ideas, one can easily construct multi-
variate rank-based distribution-free tests for mutual independence using other statistics, such
as Hilbert-Schmidt Independence Criteria ([50]) or HHG ([63]), instead of distance covariance;
same goes for the goodness-of-fit testing problem. Note that, although we delve deep into these
two particular nonparametric problems, we essentially describe a general principle to construct
distribution-free tests in multivariate nonparametric settings that can be used in a variety
of other contexts; e.g., in tests of symmetry [141], hierarchical clustering [139], change point
analysis [140], etc. We provide a concrete example of this in Section 5, where we present a
distribution-free test for multivariate symmetry.
The rest of the paper is organized as follows. In Section 2, we start with a brief overview
of measure transportation (Section 2.1), followed by a description of our proposed multivariate
ranks and their properties (Sections 2.2 and 2.3). Section 3 introduces new measures of mul-
tivariate association and goodness-of-fit and also discusses some interesting properties of these
measures that make them desirable. Our proposed procedures for testing mutual independence
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and equality of distributions are introduced in Section 4 (along with their multi-sample exten-
sions). In that section we also discuss interesting/useful properties of our test statistics and
provide theoretical guarantees with regards to distribution-freeness, consistency and asymp-
totic null distribution. In Section 5 we develop a distribution-free test for testing multivariate
symmetry. Section 6, Appendix C and Appendix A illustrate the usefulness of our proposed
methods via simulation experiments and real data analysis. We conclude the main paper with
a brief discussion in Section 7. In Appendix B, we explain how the proposed test statistics can
be computed using standard software packages (in R). Appendix D.3 is aimed at providing a
very brief introduction to the field of quasi-Monte Carlo methods which plays a tangential role
in our approach. Finally, in Appendices E and F we provide the proofs of our main results,
while in Appendix G, we discuss some existing results on convex analysis and Stein’s method
of exchangeable pairs, which are used in the proofs of our main results.
All the methods described in this paper have been implemented using the R software. The
relevant codes, including our simulation experiments, are available in the first author’s GitHub
page: https://github.com/NabarunD/MultiDistFree.
After the first version of this paper was posted on arxiv, we were made aware of the very
recent paper [136] (uploaded after our first submission on arxiv). The paper [136] considers
distribution-free mutual independence testing of two random vectors (i.e., problem (I)) using
multivariate ranks as described in [33]. Their paper also shows the distribution-freeness and
consistency of the same test-statistic as in Section 4.1 of this paper. However, the asymptotic
consistency results in [136] are derived under more stringent conditions (e.g., nonvanishing
Lebesgue probability densities). Note that in our paper, we develop a general framework for
multivariate distribution-free nonparametric testing using optimal transportation, applicable
much beyond problem (I); in particular, we also consider problem (II) and the problem of
testing for multivariate symmetry (see Section 5).
2 Multivariate ranks and quantiles
In this section, we define ranks and quantiles for multivariate distributions (both population
and empirical versions) using the theory of measure transportation; our approach is similar to
that of [33] and [21]. This will serve a pivotal role in defining the test statistics that appear
later in the paper.
2.1 Preliminaries: Overview of measure transportation
Let us introduce some notation for the rest of the paper. We will use ‖·‖ and 〈·, ·〉 to denote the
standard Euclidean norm and inner product on a suitable finite dimensional Euclidean space
(say Rd) respectively. Weak convergence of distributions will be denoted by w→ while d= will
denote equality in distribution. We will use Ud to denote the uniform distribution on [0, 1]d,
and Sn for the set of all permutations of {1, 2, . . . , n}. Let δa denote the Dirac measure that
assigns probability 1 to the point a. Finally, let P(Rd) and Pac(Rd) denote the families of
all probability distributions and Lebesgue absolutely continuous probability measures on Rd,
respectively.
As the name suggests, “measure transportation” (perhaps more commonly referred to as
optimal transportation) is the problem of finding “nice” functions F : Rd → Rd such that F
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pushes a given measure µ ∈ P(Rd) to ν ∈ P(Rd). Here, by F pushes µ to ν, usually written as
F#µ = ν, we mean that F (X) ∼ ν where X ∼ µ. This rich area of mathematics was initiated by
the work of Gaspard Monge in 1781 (see [99]). Based on already introduced notation, perhaps
the simplest version of Monge’s problem is as follows:
inf
F
∫
‖x− F (x)‖2 dµ(x) subject to F#µ = ν; (2.1)
this is technically a mis-characterization as Monge originally worked with the loss ‖·‖ instead
of ‖·‖2. A minimizer of (2.1), if it exists, is referred to as an optimal transport map. One
of the most powerful results in this field came into being from Brenier’s Polar Factorization
Theorem (see [22]) which yields: If µ, ν ∈ Pac
(
Rd
)
have finite second-order moments, then
the corresponding Monge’s problem admits a µ-a.e. unique solution which happens to be the
gradient of a convex function.
While the above approach addresses the problem of finding functions that push µ to ν, the
assumption on second-order moments (which is a basic requirement for Monge’s problem to
make sense) seems extraneous and inappropriate. Indeed, for d = 1, if Fµ and Fν are the dis-
tribution functions associated with µ and ν (assumed to be absolutely continuous) respectively,
then F−1ν ◦ Fµ pushes µ to ν without any moment assumptions. A ground-breaking extension
of this univariate property was proved by Robert McCann in 1995, where he took a geometric
approach to the problem of measure transportation. His result is the defining tool we will need
to make sense of the definitions in this section. Therefore, let us state McCann’s theorem in a
form which will be useful to us; see e.g., [148, Theorem 2.12 and Corollary 2.30].
Proposition 2.1 (McCann’s theorem [98]). Suppose that µ, ν ∈ Pac(Rd). Then there exists
functions R(·) and Q(·) (hereafter referred to as “transport maps”), both of which are gradients
of (extended) real-valued d-variate convex functions (hereafter called “transport potentials”),
such that R#µ = ν, Q#ν = µ, R and Q are unique (µ and ν a.e. respectively), R ◦Q(x) = x
(µ a.e.) and Q ◦R(y) = y (ν a.e.).
Moreover, if µ and ν have finite second moments, R(·) is also the solution to Monge’s
problem in (2.1).
Observe that McCann’s theorem does away with all moment assumptions and guarantees
existence and (a.e.) uniqueness of transport maps under minimal assumptions on µ and ν. Note
that any convex function on Rd is differentiable Lebesgue a.e., and consequently µ (or ν) a.e. by
Alexandroff Theorem (see e.g., Alexandroff [3]). In Proposition 2.1, by “gradient of a convex
function” we essentially refer to a function from Rd → Rd which is µ (or ν) a.e. equal to the
gradient of some convex function.
2.2 Definitions of multivariate ranks
Definition 2.1 (Population multivariate ranks and quantiles). Set ν = Ud. Given a measure
µ ∈ Pac(Rd), the corresponding population rank and quantile maps are defined as functions R(·)
and Q(·) respectively (as in Proposition 2.1). Note that these are unique only up to measure
zero sets with respect to µ and ν respectively.
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Remark 2.1. The smoothness and regularity properties of the population rank and quantile
maps as in Definition 2.1 have been studied extensively over the past 30 years or so. Since
such discussions are beyond the scope of this paper, we would like to refer the interested reader
to [32, 23] and [149, Chapter 12].
In standard statistical applications, the population rank map is not available to the prac-
titioner. In fact, the only accessible information about the measure µ comes in the form of
empirical observations X1,X2, . . . ,Xn
i.i.d.∼ µ ∈ Pac(Rd). A natural question thus arises: “How
can we estimate population ranks from empirical observations?”. In this direction, let
Hdn := {hd1, . . . ,hdn} (2.2)
denote the (fixed) set of sample multivariate rank vectors (analogous to ci’s in (1.2)). In
practice, for d ≥ 2 we may take Hdn to be the d-dimensional Halton sequence of size n (as
described in Appendix D.3), and the usual {i/n}1≤i≤n sequence when d = 1. The empirical
distribution on Hdn will serve as a discrete approximation of Ud. Also, let DXn := {X1, . . . ,Xn}
be the observed data. Let
µXn :=
1
n
n∑
i=1
δXi and νn :=
1
n
n∑
i=1
δhdi
(2.3)
denote the empirical distributions on DXn and Hdn respectively.
Definition 2.2 (Empirical rank map). We define the empirical rank function R̂n : DXn → Hdn
as the optimal transport map which transports µXn (the empirical distribution on the data) to νn
(the empirical distribution on Hdn), i.e.,
R̂n = argmin
F
∫
‖x− F (x)‖2 dµXn (x) subject to F#µXn = νn (2.4)
Note that (2.4) can be thought of as the discrete analogue of (2.1) which defines the pop-
ulation rank function R(·) if µ has finite second moments. Further, (2.4) is equivalent to the
following optimization problem:
σ̂n := argmin
σ∈Sn
n∑
i=1
‖Xi − hdσ(i)‖2 = argmax
σ∈Sn
n∑
i=1
〈Xi,hdσ(i)〉. (2.5)
The equivalence between the two optimization problems in (2.5) can be easily established by
writing out the norms in terms of standard inner products. Note that σ̂n is a.s. uniquely defined
(for each n). Now, based on (2.5), observe that the sample rank map R̂n satisfies
R̂n(Xi) = h
d
σ̂n(i)
, for i = 1, . . . , n. (2.6)
Remark 2.2. The optimization problem in (2.5) is a combinatorial optimization problem. How-
ever it is known to be equivalent to a linear program and can consequently be solved by standard
solvers. Moreover, the special structure of the above problem allows us to view it as an as-
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signment problem (see [105, 13]) for which algorithms with worst case complexity O(n3) are
available in the literature. We will discuss this in more detail in Appendix B.
Remark 2.3 (Connection to usual ranks in one-dimension). For d = 1, if we use H1n =
{i/n}ni=1, then the empirical ranks R̂n(·) reduce to the usual notion of one-dimensional ranks.
2.3 Properties of multivariate ranks
When d = 1, the notion of ranks has a number of desirable properties which have been useful
in analyzing rank-based estimators and test statistics (see e.g., [33, Part I] and the references
therein). Below in Proposition 2.2 (proved in Appendix E.1), we reproduce some of these
properties for the empirical multivariate ranks as in Definition 2.2. Proposition 2.2 is in fact very
similar to [33, Proposition 1.6.1], with some differences which we will elaborate in Appendix D.2.
Proposition 2.2. Suppose that X1, . . . ,Xn
i.i.d.∼ µ ∈ Pac(Rd). We define an order statistic
X
(n)
(·) of {X1, . . . ,Xn} as any fixed, arbitrary ordered version of the same — for example, X
(n)
(·) =
(X(1), . . . ,X(n)) where X(i) is such that the first coordinate of X(i) is the i
th order statistic of
the n-tuple formed by the first coordinates of the n-vectors in X
(n)
(·) . Then:
(i) The order statistic X
(n)
(·) is complete and sufficient.
(ii) The vector (R̂n(X1), . . . , R̂n(Xn)) is uniformly distributed over the n! permutations of the
fixed grid Hdn (see (2.2)).
(iii) (R̂n(X1), . . . , R̂n(Xn)) and X
(n)
(·) are mutually independent.
Remark 2.4 (On Proposition 2.2). Property (ii) from Proposition 2.2 is an analogue of the
distribution-freeness of one-dimensional ranks. Property (iii) may be interpreted as the inde-
pendence between ranks and order statistics.
As we will see in Section 4, the distribution-free property of the empirical multivariate
ranks (see (ii)) will lead to the distribution-freeness of the proposed test statistics. However,
to guarantee the consistency of the proposed tests, we need the sample rank maps to be well-
behaved as the sample size grows. In fact, in the following theorem (proved in Appendix E.2)
we show that the sample rank map converges to its population counterpart (i.e., the population
rank function R(·) as in Definition 2.1) in a suitable sense, under minimal assumptions.
Theorem 2.1 (L2-convergence). Assume X1, . . . ,Xn
i.i.d.∼ µ ∈ Pac(Rd). Suppose that νn w−→
Ud; see (2.3). Then
1
n
n∑
i=1
‖R̂n(Xi)−R(Xi)‖ a.s.−→ 0.
Remark 2.5 (Lp-convergence). As R̂n(·) and R(·) are uniformly bounded, Theorem 2.1 implies
convergence with respect to any Lp-norm, for 1 ≤ p <∞.
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Remark 2.6 (On absolute continuity of µ). It is easy to see that L2-convergence, as presented
in Theorem 2.1, is weaker than uniform convergence (see [44, 28, 33]). However, compared
to the above references, the assumptions in Theorem 2.1 are minimal and do not, in general,
guarantee uniform convergence of R̂n(·). In Section 4 we will highlight specifically how and
why Theorem 2.1 provides a more useful notion of convergence necessary for the results in this
paper. For the time being, it is perhaps instructive to note that, even for ranks in one-dimension,
the distribution-free property does not hold if the data generating measure is not continuous.
Since distribution-free inference is the main goal of this paper, it seems reasonable to assume
absolute continuity of µ.
3 New multivariate rank-based measures for nonparametric
testing
We introduce new multivariate rank-based measures of dependence and goodness-of-fit in this
section and study the properties of these population quantities.
3.1 Rank-based dependence measure
In order to motivate our proposal, let us start with d = 1. Suppose that Z1 and Z2 are real-
valued absolutely continuous random variables with distribution functions G1(·) and G2(·). It
is a simple probability exercise to show that Z1 and Z2 are independent if and only if G1(Z1)
and G2(Z2) are independent (a more general version of this result will be proved later in the
paper, see Lemma 3.1 (part (b)). Thus, Z1 and Z2 are independent if and only if the joint
characteristic function of (G1(Z1), G2(Z2)) factors as the product of the marginal characteristic
functions, i.e., for all (t, s) ∈ R2,∣∣E exp (itG1(Z1) + isG2(Z2))− E exp (itG1(Z1))E exp (isG2(Z2))∣∣2 = 0.
This suggests the following natural measure of dependence:
Rw :=
∫ ∫ ∣∣E exp (iGt,s(Z))− E exp (itG1(Z1))E exp (isG2(Z2))∣∣2w(t, s) dt ds
where Z = (Z1, Z2), Gt,s(Z) = tG1(Z1) + sG2(Z2) and w : R×R→ [0,∞) is a weight function
such that Rw < +∞. The following proposition (proved in Appendix E.3) draws a connection
betweenRw and the classical Spearman’s rank correlation, which we think has not been observed
before.
Proposition 3.1. Consider the notation introduced above. Set
fZ1,Z2(t, s) := E exp
(
itG1(Z1) + isG2(Z2))− E exp
(
itG1(Z1))E exp
(
isG2(Z2)).
Then,
lim
t,s→0,|t|/|s|→c
∣∣fZ1,Z2(t, s)∣∣2∣∣fZ1,Z1(t, s)∣∣∣∣fZ2,Z2(t, s)∣∣ = ρ2(G1(Z1), G2(Z2)) (3.1)
where ρ2
(
G1(Z1), G2(Z2)
)
denotes the usual correlation between G1(Z1) and G2(Z2). In the
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above display, c > 0 is finite, and ensures that s and t do not converge to 0 at “different rates”.
The right side of (3.1) may be interpreted as the population analogue of the classical Spear-
man’s rank correlation. Note that applications of Spearman’s rank correlation as a measure of
association have been extensively studied in the statistics literature (see e.g., [59, 75, 104]).
Remark 3.1. Proposition 3.1 shows how the Spearman’s rank correlation measure effectively
looks at the difference between the joint and marginal characteristic functions for small (in
magnitude) choices of tands. Therefore, Rw (after rescaling) offers a very natural extension to
Spearman’s rank correlation, but it can capture all kinds of departures from independence.
Remark 3.2. It is easy to see that the right hand side of (3.1) being 0 does not imply the
independence of Z1 and Z2. For example, say Z1 ∼ U1 and Z2 = Z1 if Z1 ∈ [1/4, 3/4],
Z2 = 1 − Z1 if Z1 ∈ (0, 1/4) ∪ (3/4, 1). Then Z2 ∼ U1 and both G1(·), G2(·) are identity
functions on (0, 1). Therefore, E[G1(Z1)G2(Z2)]− E[G1(Z1)]E[G2(Z2)] = E[Z1Z2]− 1/4 = 0.
The above discussion now raises the following two questions: “Can we extend Rw beyond
d = 1? Also, how do we choose the weight function w(·, ·)?”. For the first question, we
will proceed by replacing G1(·) and G2(·) with the notion of population multivariate ranks as
introduced in Definition 2.1. For the second question, we will borrow the weight function from
the seminal paper [142] where the authors introduce the notion of distance covariance. As
in [142], we do not make any claims on the optimality of our proposed weight function except
that it ensures simple, applicable empirical formulae and an exact equivalence between Rw and
the independence between Z1 and Z2. We are now in a position to formally define the new
rank-based multivariate measure of dependence.
Definition 3.1 (Rank distance covariance). Suppose that Z1 ∼ µ1 and Z2 ∼ µ2 (not necessarily
independent) such that µ1 ∈ Pac(Rd1) and µ2 ∈ Pac(Rd2). Let R1(·) and R2(·) denote the
corresponding population rank maps (Definition 2.1). The rank distance covariance (RdCov2)
between Z1 and Z2 is defined as the usual distance covariance between R1(Z1) and R2(Z2), i.e.,
RdCov2(Z1,Z2) :=
∫
Rd1+d2
∣∣E exp (iRt,s(Z))− E exp (it>R1(Z1))E exp (is>R2(Z2))∣∣2
c(d1)c(d2)‖t‖1+d1‖s‖1+d2 dt ds (3.2)
where Z := (Z1,Z2), Rt,s(Z) := t
>R1(Z1) + s>R2(Z2) and c(d) := pi(1+d)/2
(
Γ((1 + d)/2)
)−1
.
Now let us look into some of the properties of RdCov that make it a desirable measure of
dependence. The proof of the following lemma is given in Appendix E.4.
Lemma 3.1. Under the same assumptions as in Definition 3.1, we have:
(a) Suppose that (Z11,Z
1
2), (Z
2
1,Z
2
2), (Z
3
1,Z
3
2) are independent observations having the same dis-
tribution as (Z1,Z2). Then,
RdCov2(Z1,Z2) = E
[‖R1(Z11)−R1(Z21)‖‖R2(Z12)−R2(Z22)‖]
+ E
[‖R1(Z11)−R1(Z21)‖]E[‖R2(Z12)−R2(Z22)‖]
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− 2E[‖R1(Z11)−R1(Z21)‖‖R2(Z12)−R2(Z32)‖]. (3.3)
(b) RdCov(Z1,Z2) = 0 if and only if Z1 and Z2 are independent.
(c) RdCov(Z1,Z1) > 0.
(d) (Invariance) Suppose a1 ∈ Rd1, a2 ∈ Rd2 and b1, b2 > 0. Then RdCorr(Z1,Z2) =
RdCorr(a1 + b1Z1,a2 + b2Z2).
(e) Suppose that (Zn1 ,Z
n
2 ) ∈ Rd1 × Rd2 is a sequence of random vectors that converge weakly
to (Z1,Z2); here we assume that Z
n
1 and Z
n
2 have absolutely continuous distributions for
all n. Then, RdCov2(Zn1 ,Z
n
2 ) −→ RdCov2(Z1,Z2) as n→∞.
We would like to refer the interested reader to [100] for an elaborate discussion on the
importance of these properties in a dependence measure.
Remark 3.3. Unlike distance covariance (see [142, 100]), Lemma 3.1 does not require any
moment assumptions on Z1 and Z2. However, we do need absolute continuity of the underlying
measures µ1 and µ2, an assumption which has been justified in Remark 2.6.
Remark 3.4. In [142, Theorem 7], a closed form expression for distance covariance when
(X,Y ) has a bivariate normal distribution, parametrized by correlation ρ, is derived. Although
for rank distance covariance (as defined in (3.2)) such a closed form expression is not easy to
obtain, we can readily approximate it using Monte Carlo. In Appendix C.3, we demonstrate
that, in this bivariate normal setting, the population distance covariance and population rank
distance covariance are both monotone in |ρ| and essentially indistinguishable as functions of ρ.
3.2 Rank-based measure for two-sample goodness-of-fit
We can use a similar approach as in Section 3.1 to come up with a measure for multivariate
two-sample goodness-of-fit testing. Define Sd−1 := {x ∈ Rd : ‖x‖ = 1} and let κ(·) denote
the uniform measure on Sd−1. Further, assume Z1 ∼ µ1 and Z2 ∼ µ2 are independent where
µ1, µ2 ∈ Pac(Rd). Then, using the continuity and uniqueness of characteristic functions, it is
rather straightforward to check that µ1 = µ2 if and only if a
>Z1
d
= a>Z2 for κ a.e. a (for more
details see [8, Theorem 2.1]). Therefore, a natural way to measure equality of distributions
µ1 = µ2 would be to compare P(a>Z1 ≤ t) and P(a>Z2 ≤ t) for all a ∈ Sd−1 and all t ∈ R.
This provides the main motivation behind the energy measure for two-sample goodness-of-fit
(see [8, 141]), which is defined as:
En(Z1,Z2) := γd
∫
R
∫
Sd−1
(
P(a>Z1 ≤ t)− P(a>Z2 ≤ t)
)2
dκ(a) dt
where γd :=
(
2Γ(d/2))−1
√
pi(d − 1)Γ((d − 1)/2) for d > 1 and γd := 1 for d = 1. It can be
shown that En(Z1,Z2) is well-defined if Z1 and Z2 have finite first moments (see [8, Lemma
2.3]). With the above discussion in mind, we are now in a position to define the rank-based
version of the energy measure.
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Definition 3.2 (Rank energy). Suppose that Z1 ∼ µ1 and Z2 ∼ µ2 are independent and
µ1, µ2 ∈ Pac(Rd). Fix some λ ∈ (0, 1) (prespecified). Also let Rλ(·) denote the population rank
map (see Definition 2.1) corresponding to the mixture distribution λµ1 + (1 − λ)µ2. Then the
rank energy (RE2λ) between Z1 and Z2 is defined as:
RE2λ(Z1,Z2) := γd
∫
R
∫
Sd−1
[
P(a>Rλ(Z1) ≤ t)− P(a>Rλ(Z2) ≤ t)
]2
dκ(a) dt. (3.4)
In other words, the rank energy between Z1 and Z2 is exactly equal to the usual energy measure
between Rλ(Z1) and Rλ(Z2). Note that (3.4) is well-defined without any moment assumptions.
Remark 3.5. The choice of λ ∈ (0, 1) in Definition 3.2 may seem subjective. However, in the
kind of applications we are interested in, we will see that a natural choice of λ will surface from
the context of the problem itself.
Now let us inspect the properties of RE2λ which make it a desirable candidate for measuring
two-sample goodness-of-fit. The proof of the following result is given in Appendix E.5.
Lemma 3.2. Under the same assumptions as in Definition 3.2, we have:
(a) Suppose that Z11,Z
2
1 are i.i.d. with the same distribution as Z1, and Z
1
2,Z
2
2 are i.i.d. with
the same distribution as Z2. Then,
RE2λ(Z1,Z2) = 2E‖Rλ(Z11)−Rλ(Z12)‖ − E‖Rλ(Z11)−Rλ(Z21)‖ − E‖Rλ(Z12)−Rλ(Z22)‖.
(b) RE2λ(Z1,Z2) = 0 if and only if Z1
d
= Z2.
(c) (Invariance) Suppose that a ∈ Rd and b > 0. Then RE2λ(Z1,Z2) = RE2λ(a+ bZ1,a+ bZ2).
(d) Suppose that Zn1 and Z
n
2 are two independent sequences of random vectors having abso-
lutely continuous distributions such that Zn1
w−→ Z1 and Zn2 w−→ Z2 as n → ∞. Then,
RE2λ(Z
n
1 ,Z
n
2 ) −→ RE2λ(Z1,Z2) as n→∞.
4 Distribution-free multivariate independence and equality of
distributions testing
This section is devoted to developing the new multivariate rank-based distribution-free testing
procedures for the nonparametric problems discussed in the Introduction.
4.1 Distribution-free mutual independence testing
Suppose that (X1,Y1), . . . , (Xn,Yn) are i.i.d. observations from some probability distribution
µ ∈ P(Rd1+d2) (here d1, d2 ≥ 1) with marginals µX and µY. In this subsection we assume that
(AP1) : µX ∈ Pac(Rd1) and µY ∈ Pac(Rd2).
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We are interested in testing the hypothesis:
H0 : µ = µX ⊗ µY versus H1 : µ 6= µX ⊗ µY.
The above is certainly a classical problem in statistics and has received widespread attention
across many decades. One of the earliest approaches, for d1 = d2 = 1, was through the
introduction of Pearson’s correlation (see e.g., [111]), which was later modified into rank-based
correlation measures such as Spearman’s rank correlation (see [138]) and Kendall’s τ (see [82,
81]). For an overview of other parametric approaches to the above problem see [154] and [113]
and the references therein. However, nonparametric testing procedures soon replaced parametric
ones as they do not require strong modeling assumptions and are consequently more robust and
generally applicable.
One of the first nonparametric approaches to the above problem, when d1 = d2 = 1, was
by Hoeffding [69], where the author proposed a test based on empirical distribution functions;
also see [20]. A “quadrant” based procedure was introduced in the late 1950s by Mosteller
(see [102]) and later analyzed in [19]; also see [46]. A density estimation based approach to
independence testing was proposed in [129]. In [11], the authors introduced a consistent test
of independence using a signed covariance measure that can be viewed as a modification of
Kendall’s τ . This test was further analyzed and extended to a test of independence between
multiple (more than 2) random variables in [36]. When either d1 > 1 or d2 > 1, perhaps
the most common approach historically used coordinate-wise or spatial ranks and signs (see
e.g., [115, 109, 110] and the references therein). Such coordinate-wise rank-based extensions
to Spearman’s rank correlation, Kendall’s τ and the quadrant statistic (mentioned above) for
testing independence, when d1 > 1 or d2 > 1, were proposed in [143, 144]. In [43], the authors
present a graph-based test of independence. A density based approach, involving the estimation
of mutual information has been used in [12]. Other proposals include the use of a maximal
(or total) information coefficient (see [124, 123]), empirical copula processes (see [84, 116]),
ranks of pairwise distances (see [63]), etc. A kernel based method, namely the Hilbert-Schmidt
Independence criteria, which perhaps dates back to 1959 (see [122]) has also been recently
studied in great detail by Gretton and co-authors (see e.g., [50, 48, 52]; also see e.g., [133, 119]).
Given the huge body of work in this area, we refer the reader to [35, 77] for a survey on other
testing procedures existing in the literature. While some of the tests discussed above guarantee
consistency against fixed alternatives, a recurrent problem with all these approaches is that
they lack the exact distribution-free property when either d1 > 1 or d2 > 1.
The only distribution-free test in the context of mutual independence testing was proposed
in [61]; also see [18] for an extension. However, none of these tests come with any result that
guarantees consistency against all fixed alternatives. In [62], the authors suggested testing
whether two multivariate random vectors are independent, by testing whether the distance of
one random vector from some arbitrary reference point is independent of the distance of the
other random vector from another arbitrary reference point. Although this test is distribution-
free, once the arbitrary reference points are fixed, the test will not be consistent against all
alternatives.
Over the past 40 years or so, multivariate tests of independence based on empirical charac-
teristic functions have gained some prominence, thanks to early works in [78, 31, 39] and most
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significantly due to the seminal work by Szekely and co-authors (see [7, 142, 140]), where the
notion of distance covariance was introduced; recall that in Section 3.1 we have already encoun-
tered the population version this measure. Interestingly, distance covariance, which we have
already seen can be viewed as the covariance between pairwise distances among the observed
data points (see (1.3)), can also be interpreted as a weighted integral in terms of the difference
between the joint empirical characteristic function and the product of marginal characteristic
functions (see [142]). Distance covariance also has interesting connections to kernel based meth-
ods; see e.g., [132]. On account of being simple to implement, easily explainable and providing
consistency against any fixed alternatives (under suitable moment assumptions), this testing
procedure has attracted a lot of attention, has inspired many applications, and is still a subject
of active research.
In this section, we introduce a distribution-free multivariate rank-based version of the dis-
tance covariance test (see e.g., [142]) and demonstrate its appealing properties. We describe
our method below. Let µXn and µ
Y
n denote the empirical distributions on DXn := {X1, . . . ,Xn}
and DYn := {Y1, . . . ,Yn} respectively. Moreover, let Hd1n := {hd11 , . . . ,hd1n } and Hd2n :=
{hd21 , . . . ,hd2n } denote the (fixed) sample of d1 and d2-dimensional ranks (analogous to ci’s
in (1.2)). For i = 1, 2, as in Section 2.2 we recommend the use of the standard di-dimensional
Halton sequence (see Appendix D.3 for a discussion) when di > 1 and the standard {i/n}i≤n
grid when di = 1. We will work under the following assumption on Hd1n and Hd2n :
(AP2): The empirical distributions on Hd1n and Hd2n converge weakly to Ud1 and Ud2 re-
spectively.
Finally, we shall use R̂Xn (·) and R̂Yn (·) to denote the empirical rank maps (see Definition 2.2)
corresponding to the transportation of µXn and µ
Y
n to the empirical distributions on Hd1n and
Hd2n respectively (see (2.4)). Next, we define
RdCov2n := S1 + S2 − 2S3 (4.1)
where
S1 :=
1
n2
n∑
k,l=1
‖R̂Xn (Xk)− R̂Xn (Xl)‖‖R̂Yn (Yk)− R̂Yn (Yl)‖,
S2 :=
 1
n2
n∑
k,l=1
‖R̂Xn (Xk)− R̂Xn (Xl)‖
×
 1
n2
n∑
k,l=1
‖R̂Yn (Yk)− R̂Yn (Yl)‖
 ,
S3 :=
1
n3
n∑
k,l,m=1
‖R̂Xn (Xk)− R̂Xn (Xl)‖‖R̂Yn (Yk)− R̂Yn (Ym)‖.
Observe that the right side of (4.1) can be viewed as an empirical version of population RdCov
(see (3.2)) through its alternate expression as in Lemma 3.1 (part (a)). RdCov2n can also be
viewed as a rank-transformed version of the empirical distance covariance measure as introduced
in [142, Equations (2.9) and (2.18)]. Another way to look at this is that RdCov2n equals the
covariance between pairwise distances of the multivariate rank vectors (analogous to (1.3) as
motivated in the Introduction). By [142, Theorem 1], it is easy to see that the right side
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of (4.1) is always nonnegative. Moreover, note that, given the ranks, RdCov2n can be computed
in O(n2(d1 + d2)) steps (see [74]). In the following lemma we demonstrate the distribution-free
property of RdCov2n (see Appendix E.6 for a proof).
Lemma 4.1. Under assumption (AP1) and H0, the distribution of RdCov
2
n, as defined
in (4.1), is free of µX and µY.
Distribution-free independence testing procedure: Given a (prespecified) type-I error
level α ∈ (0, 1), let
cn := inf{c > 0 : PH0(nRdCov2n ≥ c) ≤ α}.
Note that, under H0, RdCov
2
n is distribution-free (by Lemma 4.1) and therefore, so is cn. In
other words, cn depends only on n, d1, d2,Hd1n ,Hd2n and α, and can consequently be determined
even before the data is observed. Moreover, we show in Theorem 4.1 below that, if assumption
(AP2) is satisfied then asymptotically cn does not even depend on the particular choice of Hd1n
and Hd2n . Given cn, our proposed testing procedure rejects H0 if nRdCov2n ≥ cn and accepts H0
otherwise. By definition of cn, this is clearly a level α test.
Remark 4.1. The notion of rank-based distance covariance has attracted some interest in the
literature. For d1 = d2 = 1, it has been discussed in [140], although to the best of our knowledge,
its theoretical properties haven’t been analyzed. In the discussion [121] based on [140], the author
proposed using distance covariance based on the vectors of component-wise ranks (for general
d1, d2). This idea also has connections with existing copula based approaches; see e.g., [84]
for details. This approach however does not yield a distribution-free test (if either d1 or d2 is
> 1), neither for finite n nor asymptotically. In that sense, our proposal provides the “correct”
version of rank-based distance covariance.
One of the interesting features of our proposed statistic, i.e., RdCov2n, is that it has a close
connection with the celebrated Hoeffding’s D-statistic (see [69]) — one of the earliest nonpara-
metric approaches to testing for mutual independence when d1 = d2 = 1. In fact, RdCov
2
n is
exactly equivalent to the statistic proposed in [151] (also see the right sides of (4.2) and (4.3)
below for the population and the empirical versions respectively), which in turn is a modified
version of Hoeffding’s D-statistic. The following lemma (see Appendix E.7 for a proof) makes
this connection precise.
Lemma 4.2. Suppose that (X,Y ) ∈ R2 with bivariate distribution function (DF) FX,Y (·),
and corresponding marginal DFs, FX and F Y . Assume that FX(·) and F Y (·) are absolutely
continuous. Also suppose that random samples (X1, Y1), . . . , (Xn, Yn) are drawn according to
the same distribution as (X,Y ). Further, we will use FX,Yn (·), FXn (·) and F Yn (·) to denote the
joint and marginal empirical DFs of Xi’s and Yi’s respectively. Then the following holds:
1
4
RdCov2(X,Y ) =
∫
R2
(
FX,Y (x, y)− FX(x)F Y (y))2 dFX(x) dF Y (y) and, (4.2)
1
4
RdCov2n =
∫ (
FX,Yn (x, y)− FXn (x)F Yn (y)
)2
dFXn (x) dF
Y
n (y). (4.3)
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We are now interested in two fundamental questions about our proposed test: (a) “What is
the limiting distribution of our test statistic?”; (b) “Is our test consistent against all fixed
alternatives, as the sample size grows?”. We investigate these two questions in Theorems 4.1
and 4.2 respectively (see Appendix E.8 and Appendix E.9 for the proofs).
Theorem 4.1. Under assumptions (AP1), (AP2) and under H0, there exists universal non-
negative constants (η1, η2, . . .) such that
nRdCov2n
w−→
∞∑
j=1
ηjZ
2
j as n→∞
where Z1, Z2, . . . are i.i.d. standard Gaussian random variables. In fact, ηj’s do not depend on
the specific choice of Hd1n or Hd2n as long as (AP2) is satisfied.
Remark 4.2 (Limiting distribution). The limiting distribution in Theorem 4.1 is exactly the
same as that of usual distance covariance (under H0) when µX = Ud1 and µY = Ud2 (see [142,
Theorem 5]).
Remark 4.3 (Distribution-freeness). Note that the asymptotic distribution of the usual distance
covariance statistic, given in [142, Theorem 5], depends on µX and µY, which are unknown.
As a result, even for large n, in practice, one usually has to resort to resampling/permutation
techniques or further worst case approximations (see [142, Theorem 6]) to determine the critical
value of the test. Having finite sample (and asymptotic) distribution-freeness avoids the need
for such approximation techniques (for small as well as large n). In Appendix C.4, we discuss
(computationally) how large n should be (depending on d1 and d2) so as to use quantiles from
the asymptotic distribution of nRdCov2n to approximate thresholds for our testing procedure.
In Table 10 (in Appendix C.4), we provide the universal asymptotic 0.95-quantiles as d1, d2
varies (for d1, d2 ≤ 8).
Remark 4.4 (Our proof technique). Observe that, contrary to the study of the usual distance
covariance [142] which can be analyzed using standard techniques from empirical process theory
(as in [142, Theorem 5]) or results from degenerate V-statistics (as used in [92, Theorem 2.7]),
the study of RdCov2n is more complicated as it involves dependent multivariate ranks. Our main
technique for proving Theorem 4.1 is to use Hoeffding’s Combinatorial Central Limit Theo-
rem (see e.g., [27] or Proposition G.1). In the process, we prove some results on permutation
statistics (see Lemma E.1) which may be of independent interest.
The following result (proved in Appendix E.9) shows that our proposed testing procedure
yields a consistent sequence of tests under fixed alternatives (i.e., the power of our test converges
to 1, as the sample size increases, for any fixed alternative).
Theorem 4.2. Under assumptions (AP1) and (AP2),
RdCov2n
a.s.−→ RdCov2(X,Y) as n→∞
where (X,Y) ∼ µ. Moreover, P(nRdCov2n > cn) −→ 1, as n→∞, provided µ 6= µX ⊗ µY.
Remark 4.5 (Minimal assumptions). The proof of Theorem 4.2 reveals that only the L2-
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convergence of empirical transport maps (see Theorem 2.1) is necessary. Therefore, by resorting
to a weaker form of convergence (as compared to the L∞-convergence as in [28, 44, 33]) we have
effectively reduced the set of assumptions needed on µX and µY for getting a consistent sequence
of tests (contrary to [44]). Moreover we are able to establish consistency without any moment
assumptions (contrary to [142, Theorem 2]).
Remark 4.6 (Halton sequence). Corollary D.1 ensures that assumption (AP2) is satisfied for
the Halton sequence (see Appendix D.3 for details). The same is true for other pseudo-random
sequences (see Appendix D.3 for examples).
Remark 4.7 (Invariance under coordinate-wise monotone transformations). An alternate ap-
proach to testing mutual independence would be to transform the observed data into their
marginal one-dimensional ranks first and then construct the multivariate ranks based on this
transformed data. Let us elaborate on this briefly. Let us write Xi = (Xi1, Xi2, . . . , Xid1) in
terms of its univariate components, for 1 ≤ i ≤ n. For 1 ≤ j ≤ d1, construct X˜i such that X˜ij
equals the usual one-dimensional rank of Xij among X1j , . . . , Xnj. Repeat the same exercise
with the Yi’s to form Y˜i’s. Now, consider {(X˜i, Y˜i)}ni=1 and obtain multivariate ranks of X˜i’s
and Y˜i’s using measure transportation as described above (see (2.5)). Finally, calculate a suit-
able test statistic for independence (such as RdCov2n) based on these ranks. This approach has
natural connections to copula based methods (see [84]) and ensures that the constructed tests
will be invariant under coordinate-wise monotone transformations of the data (cf. Lemma 3.1,
part (d)). We believe that an analogous theoretical analysis can be carried out for this modified
procedure.
4.2 Distribution-free multivariate two-sample testing
Here we shall consider the two-sample goodness-of-fit testing problem in a multivariate setting.
Suppose X1, . . . ,Xm
i.i.d.∼ µX and Y1, . . . ,Yn i.i.d.∼ µY (independent of the Xi’s), where we
assume that
(AP3) : µX, µY ∈ Pac(Rd).
We are interested in testing the hypothesis:
H0 : µX = µY versus H1 : µX 6= µY.
The two-sample problem (or its multi-sample extension) has been studied in great detail over
the years. In this context, rank and data-depth based methods have mostly been restricted
to testing against location-scale alternatives, see e.g., [67, 120, 103]. Distribution-free depth-
based tests which are consistent if restricted to the above class of alternatives are discussed
in [88, 130]. An alternative route for testing against general alternatives includes graph based
tests such as in [42], where the authors construct a test based on the minimum spanning
tree of a graph with the data points as its vertices and pairwise distances as edge weights.
Various interesting modifications and extensions to this test have been proposed in literature,
see e.g., [26, 66, 131, 112]. Theoretical properties of all these tests can be studied under a
unified framework as shown in [14].
As mentioned in the Introduction, the only other multivariate nonparametric distribution-
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free two-sample goodness-of-fit test that has the same guarantees as our approach, can be
attributed to [128] (also see [1, 5] for subsequent theoretical analysis). In [128], Rosenbaum
constructed his proposed test statistic from a minimum non-bipartite matching (see [90]) of
the pooled sample of observations. It has motivated numerous extensions and applications in
real-life problems (see e.g., [112, 64, 65]). This test has been recently extended to a K-sample
version in [1]. Another graph-based distribution-free test for this problem was proposed in [17];
however, the test becomes computationally infeasible even for moderate sample sizes.
Yet another class of pairwise-distance based tests use ideas from Reproducing Kernel Hilbert
Spaces (RKHS), see e.g., [49, 47]. The principle idea here is to embed probability distributions
in RKHSs through what are called mean embeddings and measure goodness-of-fit between two
distributions by the Hilbert-Schmidt norm between the corresponding mean embeddings. These
kernel based measures can alternatively be expressed as probability integral metrics which equal
0 if and only if the underlying distributions are exactly the same. In fact, the energy statistic
(see [141, 8]) — a popular and powerful goodness-of-fit measure — can also be viewed as a
special case of kernel based methods (see [132]). Due to its simplicity, the energy distance has
been studied and applied extensively over the past decade, as we have already highlighted in
the Introduction. However, note that a common disadvantage of these kernel based methods
(including the usual energy statistic) is that they are not exactly distribution-free.
In this subsection, we propose the rank energy statistic — a distribution-free goodness-
of-fit measure based on the energy distance — for testing the equality of two multivariate
distributions. We describe our method below. We will use µXm and µ
Y
n to denote the empirical
distributions on DXm := {X1, . . . ,Xm} and DYn := {Y1, . . . ,Yn} respectively. Let
µX,Ym,n := (m+ n)
−1(mµXn + nµ
Y
n )
and let Hdm+n := {hd1, . . . ,hdm+n} ⊂ [0, 1]d denote the (fixed) sample multivariate ranks. We
will further work under the following assumption on Hdm+n:
(AP4) The empirical distribution on Hdm+n converges weakly to Ud as min (m,n) → ∞.
Note that choosing Hdm+n to be the d-dimensional Halton sequence for d ≥ 2, and {i/(m+ n) :
1 ≤ i ≤ m+ n} for d = 1, ensures that (AP4) is satisfied (see Corollary D.1 for details).
Finally, we shall use R̂X,Ym,n (·) to denote the joint empirical rank map (see Definition 2.2)
corresponding to the transportation of µX,Ym,n to the empirical distribution on Hdm+n. The rank
energy statistic is defined as:
RE2m,n :=
2
mn
m∑
i=1
n∑
j=1
‖R̂X,Ym,n (Xi)− R̂X,Ym,n (Yj)‖ −
1
m2
m∑
i,j=1
‖R̂X,Ym,n (Xi)− R̂X,Ym,n (Xj)‖
− 1
n2
n∑
i,j=1
‖R̂X,Ym,n (Yi)− R̂X,Ym,n (Yj)‖. (4.4)
Observe that the right hand side of (4.4) can be viewed as an empirical version of RE (see (3.4))
through its alternate expression as in Lemma 3.2 (part (a)). RE2m,n can also be viewed as a
rank-transformed version of the empirical energy measure as in [141, Equation (6.1)]. Due
to space constraints, we will refer the interested reader to [141] for further motivation of the
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energy statistic. By [8, Equation (5)], it is easy to see that the right side of (4.4) is always
nonnegative. Just as RdCov2n (in (4.1)), RE
2
m,n above can also be computed in O(mnd) steps
(see [157]) given the corresponding vector of multivariate ranks. In the following lemma we
illustrate the distribution-free property of RE2m,n (see Appendix E.10 for a proof).
Lemma 4.3. Under assumption (AP3) and under H0, the distribution of RE
2
m,n, as defined
in (4.4), is free of µX ≡ µY.
Distribution-free two-sample testing procedure: Given a (prespecified) type-I error level
α ∈ (0, 1), let
cm,n := inf{c > 0 : PH0(mn(m+ n)−1RE2m,n ≥ c) ≤ α}.
As RE2m,n is distribution-free under H0 (by Lemma 4.3), so is cm,n. Given cm,n, our proposed
testing procedure rejects H0 if mn(m + n)
−1RE2m,n ≥ cm,n and accepts H0 otherwise. Clearly,
this results in a level α test.
An interesting feature of our proposed statistic RE2m,n is its equivalence with the celebrated
Crame´r-von Mises statistic for two sample equality of distributions testing (see e.g., [4] and the
right side of (4.5) below) when d = 1. The following lemma (see Appendix E.11 for a proof)
makes this connection precise.
Lemma 4.4. For d = 1, let FXm , G
Y
n and H
X,Y
m+n denote the empirical distribution functions on
{X1, . . . , Xm}, {Y1, . . . , Yn} and the pooled sample respectively. Then,
1
2
RE2m,n =
∫ (
FXm (t)−GYn (t)
)2
dHX,Ym+n(t). (4.5)
The right hand side of (4.5) is the exact Crame´r-von Mises statistic as in [4]. At the population
level, fix any λ ∈ (0, 1) and let FX , GY and HX,Yλ be the distribution functions associated with
the probability measures µX , µY and λµX + (1 − λ)µY . Assume also that FX and GY are
absolutely continuous. Then,
1
2
RE2λ(X,Y ) =
∫ ∞
−∞
(
FX(t)−GY (t)
)2
dHX,Yλ (t). (4.6)
Next we find the asymptotic distribution of RE2m,n in Theorem 4.3 and prove the consistency
of our proposed procedure in Theorem 4.4; see Appendix E.8 and Appendix E.13 for their proofs.
Theorem 4.3. Suppose that min (m,n)→∞. Under assumptions (AP3), (AP4) and under
H0, we have:
mn
m+ n
RE2m,n
w−→
∞∑
j=1
τjZ
2
j as n→∞
where Z1, Z2, . . . are i.i.d. standard normals and τj’s are fixed nonnegative constants. In fact,
τj’s do not depend on the specific choice of Hdm+n as long as (AP4) is satisfied.
Remark 4.8 (Limiting distribution). The limiting distribution in Theorem 4.3 is exactly the
same as that of the usual energy statistic (under H0) when µX = µY = Ud ([8, Theorem 2.3]).
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Theorem 4.4. Suppose that m/(m+ n) −→ λ ∈ (0, 1). Then, under assumptions (AP3) and
(AP4),
RE2m,n
a.s.−→ RE2λ(X,Y) as n→∞,
where X ∼ µX and Y ∼ µY (note the connection with Remark 3.5). Moreover, P(mn(m +
n)−1RE2m,n > cn) −→ 1, as n→∞, provided µX 6= µY.
The multivariate two-sample testing procedure described above bears all the useful proper-
ties of our independence testing procedure from Section 4.1. In particular, the proposed test
is distribution-free for each fixed m and n and also in an asymptotic sense. In Appendix C.4,
we study, using simulations, how large m,n should be (depending on d) so as to reasonably
use quantiles from the asymptotic distribution of mn(m+ n)−1RE2m,n to determine thresholds
for our testing procedure. In Table 11 (in Appendix C.4), we provide universal asymptotic
quantiles (5%) up to d ≤ 8.
Our proposed test is also consistent against fixed alternatives without any moment assump-
tions, as opposed to the usual test based on the energy statistic (see [141, 8]). Moreover, we
are also able to reduce the smoothness assumptions on the underlying measures µX and µY
necessary for consistency (cf. [44, Proposition 5.2] and [21, Theorem 3.1]).
4.3 Extensions to the K-sample problem
The methods we discussed in Sections 4.1 and 4.2 have natural extensions to the K-sample set-
ting; namely, testing for mutual independence of K random vectors, and multivariate goodness-
of-fit testing for K populations (as mentioned in the Introduction). Using the same principles
as above, we can again construct exact distribution-free tests for the above problems that will
be consistent against all fixed alternatives. Due to space constraints, we relegate a detailed
discussion of this to Appendix D; in particular, see Propositions D.1 and D.2.
5 Constructing other distribution-free tests — testing for sym-
metry
As we have discussed in the Introduction, our proposed recipe — of using the notion of mul-
tivariate ranks obtained from the theory of measure transportation to define a suitable test
statistic — can also be used to construct distribution-free tests in other nonparametric test-
ing problems (besides those discussed in Section 4). Let us illustrate this by constructing a
distribution-free nonparametric test of multivariate symmetry.
The notion of symmetry in one-dimensional distributions is quite unambiguous. We say
X ∼ µ is symmetric if and only if X d= −X. This notion makes perfect sense even in dimensions
larger than 1, although there are various other notions of symmetry that might also be of interest
(see [135]) when d > 1. Nevertheless, we will focus on providing a distribution-free test based on
the above notion in the multivariate setting. A comprehensive review of the literature on tests
of multivariate symmetry is beyond the scope of this paper; we therefore refer the interested
reader to [2, 10, 60] and the references therein.
So our problem may be stated as follows: Given i.i.d. data X1, . . . ,Xn ∼ µ ∈ Pac(Rd), we
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want to test the hypothesis:
H0 : X1
d
= −X1 versus H1 : not H0. (5.1)
Observe that (5.1) may be interpreted as a two-sample equality of distributions testing problem,
except that the collection of Xi’s is not independent of the collection of −Xi’s — a crucial
difference with the two-sample problem setting discussed in Section 4.2. In fact, if we pool the
Xi’s and −Xi’s, then the pooled sample ranks are no longer uniformly distributed over the set
of all (2n)! permutations of the elements of the set Hd2n (even for d = 1). As a result, we need
to be more careful while defining the joint multivariate ranks (R̂n(·)) for this problem.
We will propose a distribution-free test for this problem in the following three steps:
(I) Set Zi := (Xi,−Xi) for 1 ≤ i ≤ n. Consider the 2d-dimensional (fixed) sample multivariate
ranksH2dn and let R˜n(·) denote the corresponding empirical transport map for the Zi’s (obtained
by solving (2.5)). Set R˜n(Zi) :=
(
R˜n(Zi)
d:, R˜n(Zi)
:d
)
for 1 ≤ i ≤ n, where R˜n(Zi)d: and R˜n(Zi):d
denote the first and the last d components of R˜n(Zi) respectively.
(II) For all 1 ≤ i ≤ n, solve another empirical transportation problem between {Xi,−Xi} and{
R˜n(Zi)
d:, R˜n(Zi)
:d
}
to get the map R∗n,i(·) : {Xi,−Xi0} →
{
R˜n(Zi)
d:, R˜n(Zi)
:d
}
. To conclude,
define R̂n(Xi) := R
∗
n,i(Xi) and R̂n(−Xi) := R∗n,i(−Xi) for 1 ≤ i ≤ n.
(III) Now, we can use any two-sample goodness-of-fit test statistic for testing (5.1), e.g., the
energy statistic from [141] to test for equality of distributions between the ranks (R̂n(·)) corre-
sponding to Xi’s and those corresponding to −Xi’s. Let us call this statistic Tn.
Lemma 5.1. If µ ∈ Pac(Rd), then the distribution of Tn (as in (III) above) is universal (free
of µ) under H0.
Note that Lemma 5.1 (proved in Appendix E.16) demonstrates the exact distribution-free
nature of the test of multivariate symmetry proposed above. We leave the detailed theoretical
analysis of this test as a subject for future research.
While discussing the full scope of our proposal for constructing distribution-free tests is
beyond the scope of this paper, we would like to refer the interested reader to the various ap-
plications of distance correlation and the energy statistic as elucidated in [142, 140] and [141],
such as hierarchical clustering, detecting “influential” observations, testing for non-linear de-
pendence, change point analysis, etc. Our methodology suggests that one can possibly design
distribution-free procedures for the above inference problems by using our ideas.
6 Numerical experiments
In this section, we will discuss the empirical performance of our proposed tests in a wide variety
of settings. Due to space constraints, we will restrict to RdCov2n here; the performance of RE
2
m,n
will be discussed in detail in Appendix C.1.
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6.1 Synthetic data experiments for mutual independence testing
We illustrate the empirical performance of RdCov2n (hereafter referred to as RdCov) for testing
mutual independence of two random vectors, based on synthetic data. Throughout our simula-
tion settings, we fix n = 200, d1 = 3 and d2 = 3. In Table 1, we compare the performance of our
method with the following standard methods already existing in literature and already avail-
able in the R software: Pearson’s correlation (P) ([111]; computed using the stats package),
distance covariance (DCoV) ([142]; implemented in energy package), Hilbert-Schmidt Indepen-
dence Criteria (HSIC) ([50]) from the dHSIC package, mutual information (MINT) ([12]) from
the IndepTest package, and Heller’s graph-based test (HHG) ([63]) from the HHG package.
As a general rule, unless otherwise specified, we construct X ∈ R3 (and Y ∈ R3) from 3
independent random variables drawn from X (and Y ) according to the following settings:
(V1) A ∼ N (0, 1), X ∼ 0.2× Cauchy(0, 1) +A and Y ∼ 0.2× Cauchy(0, 1) +A.
(V2) X ∼ U(−1, 1) and Y = (X2 + U(0, 1))/2.
(V3) X ∼ N (0, 2), E ∼ Ber(0.04), V ∼ N (0, 2) and Y = (1 − E)V + EX. E and V are
independent.
(V4) W ∼ U(−1, 1), W1 ∼ U(0, 1), W2 ∼ U(0, 1), V1 = W+W1/3 and V2 = 4×(W 2−0.5)2+W2.
Finally, X = V1 and Y +A×N (5, 1) + (1−A)V2. W , W1 and W2 are independent.
(V5) (U1, U2, U3, V1, V2, V3) ∼ N6(0,Σ) is independent of (W1,W2,W3, Z1, Z2, Z3) ∼
N6(1,Σ/2), where Σii = 1 and Σij = 0.3 if i ≤ 3, j > 3 or i > 3, j ≤ 3. Fi-
nally, (X1, X2, X3) ∼ (1 − A1)(U1, U2, U3) + A1(W1,W2,W3) and (Y1, Y2, Y3) ∼ (1 −
A2)(V1, V2, V3) +A2(Z1, Z2, Z3), A1 ∼ Ber(0.5) and A2 ∼ Ber(0.3).
(V6) A ∼ N (0, 1), X ∼ Pareto(1, 2)2 +A and Y ∼ Pareto(1, 1)2 +A.
(V7)  ∼ N (0, 5), X ∼ U(0, 1), Y = X1/4 + . Here X and  are independent.
(V8) X ∼ N (0, 1) and Y = log (4X2).
(V9) A ∼ N (0, 1), X ∼ |A+ Pareto(1, 1)|1.5 and Y ∼ |A+ Pareto(1, 1)|1.5.
(V10) Same setup as in (V5), but with A2 = 0.
Our simulation settings are similar to a variety of settings popular in the mutual independence
testing literature, see e.g., [63, 18, 142]. For example, settings (V2) and (V4) are from [107] and
have been used later in [63, 18]. Using mixture distributions to distinguish between different
methods of independence testing is also common in literature (e.g., [63] and [18, Settings 3 and
5 from Table 1]). This is the motivation behind settings (V3), (V5) and (V10). Note that (V7)
is a simple regression model; (V8) was first used in [142]. Finally, settings (V1), (V6) and (V9)
have been chosen to illustrate the superior performance of RdCov when dealing with heavy-
tailed distributions, as has been highlighted in the Introduction. In Table 1 we present our
findings. The two columns corresponding to each method represents the rejection probabilities
(estimated from 1000 independent replications) at nominal levels 0.05 and 0.1.
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(P) (DCoV) (HSIC) (MINT) (HHG) (RdCov)
V1 1.00 1.00 0.81 0.60 1.00 1.00 0.93 0.84 1.00 1.00 1.00 1.00
V2 0.14 0.09 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
V3 0.15 0.08 0.15 0.08 0.15 0.09 0.25 0.16 0.14 0.09 0.14 0.07
V4 0.09 0.05 0.50 0.32 0.95 0.88 0.20 0.13 0.92 0.82 0.72 0.52
V5 0.12 0.06 0.18 0.09 0.21 0.10 0.95 0.89 1.00 1.00 0.77 0.63
V6 0.60 0.48 0.08 0.04 0.38 0.24 0.11 0.05 0.27 0.14 0.98 0.95
V7 0.25 0.16 0.26 0.16 0.22 0.13 0.11 0.06 0.19 0.10 0.21 0.13
V8 0.15 0.09 1.00 1.00 1.00 1.00 0.75 0.62 1.00 1.00 1.00 1.00
V9 0.38 0.28 0.10 0.05 0.16 0.08 0.11 0.05 0.21 0.10 0.93 0.89
V10 0.92 0.86 0.90 0.83 0.80 0.68 0.32 0.21 0.58 0.44 0.82 0.69
Table 1: Proportion of times the null hypothesis was rejected across 10 settings. Here n = 200,
d1 = d2 = 3. The tests with the best empirical performances have been highlighted in bold.
Below we discuss the performance of RdCov2n along with the competing procedures.
(P): As one may expect, most of the methods (including ours) outperform the Pearson’s corre-
lation based testing procedure consistently. The best performances of Pearson’s correlation can
be observed in settings where the dependence arises largely due to a linear relationship between
the variables, such as (V1), (V6) and (V10). Note that RdCov performs just as well in (V1), a
lot better in (V6) and slightly worse in (V10).
(DCoV): As distance covariance requires finite moments for consistency, it is expected to
perform worse in the heavy-tailed settings such as (V1), (V6) and (V9). This is clearly seen
in Table 1 where RdCov outperforms usual distance covariance convincingly. Surprisingly,
in (V5) where both X and Y are Gaussian mixtures, DCoV performs rather poorly whereas
RdCov performs significantly better. This phenomenon can also be seen in another setting (V4)
where the coordinates of Y arise out of a mixture distribution. Across all the other settings,
namely (V2), (V3), (V7), (V8) and (V10), observe that RdCov and DCoV have almost identical
performance. This leads us to believe that RdCov can be expected to perform similar to DCoV
except that RdCov is a lot more robust to the presence of heavy-tailed distributions.
(HSIC): An interesting observation is that, in settings (V6) and (V9), where we have introduced
a Pareto noise to Gaussian data, RdCov performs better than the test based on the HSIC (with
a bounded Gaussian kernel). Note that with bounded kernels, HSIC does not need finite
moment assumptions for consistency. In settings (V4) and (V5), both of which involve mixture
distributions, the performance of HSIC fluctuates heavily, outperforming RdCov in (V4) and
underperforming in (V5). In all the other settings, its performance is more or less similar to
RdCov.
(MINT): Table 1 reveals that in almost all the settings RdCov outperforms MINT, except in
(V3) (where all methods perform poorly) and in (V5). This could be because the consistency
type results in mutual information based tests (see [12, Theorem 4]) require a number of regu-
larity conditions which may not hold for some of the settings above. Moreover, in (V6), (V7)
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and (V9), MINT performs only as well as a random guess (i.e., the trivial unbiased test).
(HHG): The superior performance of our test in the heavy-tailed settings compared to com-
peting methods persists in the case of HHG as well. This leads us to believe, in general, that
RdCov is perhaps a better choice when dealing with heavy-tailed distributions than tests based
on distances between data points. Note however that HHG (being based on ranks of distances)
also does not require finite moment assumptions for consistency. Having said that however, the
performance of HHG is definitely very competitive. Apart from the usual heavy-tailed distribu-
tion settings, the only other settings where RdCov does slightly better would be (V7) and (V10).
In fact, (V10) is a slightly modified version of a Gaussian mixture model, where the dependence
is mostly linear (as is supported by the superior performance of Pearson’s correlation). Our
general sense is that, for near-linear dependence RdCov is probably a better test than HHG.
In settings (V4) and (V5) which are based on marginals having a mixture distribution, HHG
convincingly outperforms RdCov (and all the other competing tests). In the rest of the settings,
HHG and RdCov have similar performance.
Next we look at two very natural simulation settings based on correlated multivariate Gaus-
sian random variables. Note that multivariate Gaussians are a very popular modeling choice
in many practical scenarios. In [142], the authors use correlated multivariate Gaussians to
compare the empirical performance of DCoV with likelihood ratio based tests.
(IG) (Z1, . . . , Z6) ∼ N6(0,Σ) where Σi,j = ρ ∈ [−1, 1] for i ≥ 4, j ≤ 3, i ≤ 3, j ≥ 4 ,Σi,i = 1 and
Σi,j = 0 otherwise. Set (X1, X2, X3) = (Z1, Z2, Z3) and (Y1, Y2, Y3) = (Z4, Z5, Z6).
(IGL) (W1, . . . ,W6) = (exp (Z1), . . . , exp (Z6)) where (Z1, . . . , Z6) ∼ N6(0,Σ) and Σi,j = ρ ∈
[−1, 1] for i ≥ 4, j ≤ 3, i ≤ 3, j ≥ 4 ,Σi,i = 1 and Σi,j = 0 otherwise. Set (X1, X2, X3) =
(W1,W2,W3) and (Y1, Y2, Y3) = (W4,W5,W6).
In Figure 2 we present plots corresponding to the power curves of different tests of inde-
pendence as ρ varies in [−1, 1]. The left panel of Figure 2 reveals that RdCov significantly
outperforms MINT and HHG for the setting (IG). This reinforces our belief that RdCov is a
better test under near-linear dependence relations. In fact, RdCov also marginally outperforms
HSIC. In setting (IG) DCoV has the best power curve, which is close to both RdCov and HSIC.
Next, for setting (IGL) RdCov has the best performance as it convincingly outperforms all
its competitors. In this setting, MINT does not appear to be consistent when ρ < 0. This
could perhaps be due to the fact that some regularity assumptions required for the consistency
of MINT are not satisfied in this case. Note that (IGL) is a somewhat heavy-tailed setting,
although the associated distribution has all moments finite (the exponential moment becomes
infinite). The superior performance of RdCov in this case further strengthens our belief that
RdCov can provide a better test of independence in heavy-tailed settings. For more simulations,
please refer to Appendix C.
7 Discussion
We have developed a framework for multivariate distribution-free nonparametric testing us-
ing the method of multivariate ranks defined using the theory of optimal transportation. We
have illustrated our general approach through many problems: (I) testing for mutual inde-
pendence of K (≥ 2) random vectors, (II) goodness-of-fit testing for K (≥ 2) multivariate
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Figure 2: The left panel shows the power curves for (IG) at level 5% for ρ ∈ [−1, 1]. The
right panel shows the same for (IGL). The above plots are obtained by estimating the powers
of aforementioned tests on a grid (of size 20 ranging from −0.9 to 0.9) of possible correlation
values, followed by polynomial smoothing using the loess function in R.
distributions, (III) testing for multivariate symmetry of a random vector, etc. We show that
our proposed tests are finite sample distribution-free, consistent against all alternatives (under
minimal assumptions), and are computationally feasible. In fact, the proposed tests reduce to
well-known one-dimensional tests for problems (I) and (II). We further derive the asymptotic
weak limits of our test statistics, under the null hypotheses. In the process we also derive
results on the asymptotic regularity of optimal transport maps (aka multivariate ranks) which
is of independent interest. As far as we are aware, this is the first attempt to systematically
develop distribution-free multivariate tests that are consistent against all alternatives and are
computationally feasible.
A natural future research direction is to theoretically investigate the power behavior of these
proposed tests, in the sense of Pitman efficiency (see e.g., [14]) or consistency against local
alternatives (see e.g., [47]). Further, to make our methods more scalable it would be interesting
to explore approximate “greedy” algorithms with lower computational complexity, that solve
the assignment problem in (2.5). Finally, we believe that our proposed general framework can
be used to construct distribution-free tests in many other multivariate nonparametric testing
problems beyond those discussed in this paper. We hope that more of such multivariate rank-
based distribution-free tests will be studied in future.
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A Real data analysis
In this section, we will provide some real data examples where we shall compare the perfor-
mance of RdCov2n (henceforth referred to as RdCov) with usual distance covariance, and also
Pearson’s correlation. For the sake of transparency, we have chosen these real data examples
from benchmark data sets which have been analyzed previously in the literature. In subse-
quent data analysis, we have implemented the distance correlation (DCR) based test using the
dcor.test function in the energy package, and the Pearson’s correlation test (P) using the
cor.test function in the stats package in R ([117]).
Example A.1 (US crimes data set). Consider the US crime data set from 110 metropolitan
areas with populations larger than 250, 000. The particular attributes in the data set include
— (i) population (in thousands, from 1968), (ii) nonwhite (percentage of nonwhite population,
1960), (iii) density (population per square mile, 1968) and (iv) crime (crime rate per thousand,
1969). This data set is available in [41].
The data set contains missing values. In fact, complete data is available for 100 out of the 110
metropolitan areas, and we will restrict all subsequent data analysis to these 100 metropolitan
areas. This preprocessing is exactly the same as in [140]. Also, as in [140], we are interested in
answering which two of the four attributes (mentioned above) are associated among each other.
The following table describes our findings:
Dataset
Nonwhite Density Crime
(P) (DCR) (RdCov) (P) (DCR) (RdCov) (P) (DCR) (RdCov)
Population 0.49 0.01 0.38 0.00 0.00 0.00 0.00 0.00 0.00
Nonwhite 0.98 0.29 0.02 0.00 0.00 0.00
Density 0.27 0.03 0.03
Table 2: P -values for Pearson’s correlation, distance correlation and rank distance covariance
for the US crime data set.
In Table 2, apart from population (i) versus nonwhite population (ii), and nonwhite population
(ii) versus population density (iii), all the other possible combinations are shown to be associ-
ated (at least at the 5% level) by all the three tests. So, let us inspect the above two possible
combinations more carefully. First let us look at the scatter plot between total population and
nonwhite population (top left panel in Figure 3). It seems that there is no linear relationship
between these variables, which is why Pearson’s correlation does not detect any association be-
tween these variables. However, if we look at the scatter plot between the ranks of total and
nonwhite populations, there does seem to be a linear relationship (see top right panel in Fig-
ure 3). This is borne out by a standard linear regression analysis with nonwhite population
ranks as the response and total population ranks as the covariate, which leads to the following
output:
> summary(fit)
Call: lm(formula = var2[, 2] ~ var1[, 2])
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Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.37175 0.05668 6.559 2.56e-09 ***
var1[, 2] 0.26386 0.09744 2.708 0.00799 **
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
This suggests a clear association between these variables which is picked up by both distance
correlation (at 5%) and rank distance covariance (at 1%).
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Figure 3: The top left panel shows the scatter plot between total population (i) and nonwhite
population (ii). The top right panel plots the population ranks from the 100 metropolitan areas
versus the corresponding nonwhite population ranks. The bottom left panel shows the scatter
plot between nonwhite population (ii) and population density (iii). The bottom right panel
plots the nonwhite population ranks from the 100 metropolitan areas versus the corresponding
population density ranks.
37
Next, let us focus on the association between nonwhite population and population density.
Firstly, it is natural to expect an association in this case, given that total and nonwhite pop-
ulation were associated (as argued in the previous paragraph). Once again, the corresponding
scatter plot (see the bottom left panel of Figure 3) reveals no linear relationship, whereas the cor-
responding plot of ranks (see the bottom right panel in Figure 3) shows some linear relationship.
This is supported by standard linear regression analysis as before:
> summary(fit)
Call: lm(formula = var2[, 2] ~ var1[, 2])
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.38992 0.05721 6.815 7.71e-10 ***
var1[, 2] 0.22789 0.09836 2.317 0.0226 *
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Once again, there is evidence of association, but in this case, only our proposed rank distance
covariance test detects this association whereas Pearson’s correlation and distance correlation
support the null hypothesis of independence. We believe that this is because of the presence
of outliers, as evidenced by the scatter plot in the bottom left panel of Figure 3. As distance
correlation requires finite moment assumptions for consistency, its performance can be affected
adversely by the presence of outliers, which however, rank distance covariance is successfully
robust to. This provides a real practical example when rank distance covariance may be more
useful than usual distance covariance in exploratory association studies.
Remark A.1. In the above data analysis, the performance of rank distance covariance stays
the same irrespective of whether we use cutoffs from the universal distribution for fixed n or the
universal limit distribution (see Theorem 4.1). We believe that the convergence of the fixed n
universal distribution to its asymptotic limit happens rather quickly when d1 = d2 = 1. We will
discuss more on this in Appendix C.4.
Example A.2 (SONAR data set). In this example, we look at a multivariate two-sample equal-
ity of distributions testing problem based on the benchmark data set Sonar (see [106]) available
in the R package mlbench The data comprises patterns obtained by reflecting sonar signals off
a metal cylinder or a roughly cylindrical rock. Each pattern is a 60 dimensional vector, with
each entry between 0 and 1. Each number represents the energy of the signal within specific
frequency bands, integrated over time. There are 111 patterns from signals bounced off metal
cylinders (M-signals) and 97 patterns from signals bounced off rocks (R-signals). As in [17], we
are interested in testing whether the patterns arising out of M-signals and R-signals have the
same distribution.
Since this 60 dimensional data is difficult to visualize, we first obtained the principal com-
ponents corresponding to the M-signals and then projected the patterns corresponding to both
kinds of signals along those 60 directions. This results in 60 one-dimensional projections cor-
responding to patterns from both M-signals and R-signals. In Figure 4, we show the QQ-plots
between M-signals and R-signals corresponding to 3 of these 60 projections. It is clear in the
plots that none of the distributions of the 3 one-dimensional projections are the same. In fact,
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in 21 out of these 60 projections we get similar QQ-plots and corresponding p-values (from a
two-sample Kolmogorov-Smirnov test) are all below 0.001.
The above discussion highlights that it is reasonable to expect that the null hypothesis from
the two-sample equality of distributions test of interest should be rejected. At the standard 5%
level of significance, our proposed rank energy test (RE), Rosenbaum’s crossmatch test (RC),
the usual energy test (EN) and the Heller-Heller-Gorfine test (HHG) reject the null hypothesis,
whereas the maximum mean discrepancy test (MMD) with Gaussian kernel fails to reject the
null.
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Figure 4: QQ-plots corresponding to the one-dimensional projections of the M-signals and R-
signals along the 5’th, 8’th and 14’th principal components obtained from the data matrix
corresponding to the M-signals.
B Computation of the test statistics
We begin by introducing the assignment problem and illustrating its connection to the com-
putation of our proposed multivariate ranks. Suppose that n tasks are to be divided between
n agents. Any agent can be assigned to perform any task, incurring some cost that may vary
depending on the agent-task assignment. It is however required that all agents perform one
and only one task. Under this constraint, the assignment problem seeks to find the agent-
task allotment which minimizes the overall cost. Suppose that the list of agents is denoted
by {p1, p2, . . . , pn} and the list of tasks by {t1, t2, . . . , tn}. Also let C(pi, tj) denote the cost of
assigning task tj to person pi and finally, let Sn denote the set of all bijective functions from
the set {p1, . . . , pn} to {t1, . . . , tn}. Then the above problem may be stated as:
min
f∈Sn
n∑
i=1
C(pi, f(pi)). (B.1)
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This problem has been studied extensively in the combinatorial optimization literature, see
e.g., [105, 13]. One of the more efficient methods to solve (B.1) above is to use the Hungarian
algorithm (see e.g., [76]) which has worst case computational complexity O(n3).
It is easy to see the connection between the assignment problem as in (B.1) and our empirical
transport problem as in (2.5). As a result, by using the Hungarian algorithm, we can obtain
the vector of multivariate ranks in at most O(n3) steps. Recall that distance covariance can be
computed in O(n2d) steps. Therefore, our proposed multivariate rank-based test statistic can
be computed in O(n3 + n2d) steps. A similar argument shows that our proposed multivariate
rank energy statistic can be computed in O(m3 + n3 +mnd) steps.
It is important to note that the implementation of our proposed tests is extremely simple
using, for example, R. First, we may generate the standard Halton sequence using the R-package
randtoolbox, then we obtain the multivariate ranks using the R-package clue and finally we
can calculate distance covariance (or the energy statistic) among the multivariate ranks using
the R-package energy. All the methods described in this paper have been implemented using
the R software. The relevant codes, including our simulation experiments, are available in the
first author’s GitHub page.
C Some additional simulations
Here we continue the discussion on the empirical performance of our proposed tests from Sec-
tion 6. Among other things, we give a detailed account on the empirical performance of RE2m,n,
along with the universal asymptotic cutoffs for our proposed exactly distribution-free tests (see
Tables 10 and 11).
C.1 Synthetic data experiments for two-sample goodness-of-fit testing
We illustrate the empirical performance of RE2m,n (hereafter referred to as RE) based on syn-
thetic data. Throughout our simulation settings, we fix m = n = 200, and d = 3. We will
compare our multivariate rank-based test (RE) to Rosenbaum’s cross matching test (hereafter
referred to as CMT; see [128]) which is the only other computationally feasible distribution-free
test for two-sample goodness-of-fit testing. This test has been implemented using the R pack-
age crossmatch. In addition, we also use the usual energy test ([141]; hereafter referred to as
EN) from the energy package, and the Heller-Heller-Gorfine test ([80]; hereafter called HHG)
from the package HHG, as benchmarks. We also implemented the maximum mean discrepancy
(MMD) based test (see [47]) using the kmmd function in the R package kernlab (see [79]). How-
ever its performance was convincingly poorer than the other chosen methods for our proposed
simulation settings, and so we refrain from providing those details. Of course, none of HHG,
EN or MMD are exactly distribution-free.
As a general rule, we will write the three-dimensional independent vectors X and Y as
(X1, X2, X3) and (Y1, Y2, Y3). We generate 200 i.i.d. copies of such random vectors and carry
out a two-sample goodness-of-fit test based on these observations. Below we list our simulation
settings:
(V1) X1, X2, X3, Y1
i.i.d.∼ Cauchy(0, 1), and Y2, Y3 i.i.d.∼ Cauchy(0.2, 1).
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(V2) X1, Y1 are i.i.d. U1, Xk = 0.25 + 0.35 ×Xk−1 + Uk and Yk = 0.25 + 0.5 × Yk−1 + Vk for
k = 2, 3. Here U2, U3, V2, V3 are i.i.d. U1.
(V3) X ∼ N3(0,Σ1) and Y ∼ N3(0,Σ2) where Σ1(i, j) = 0.35|i−j| and Σ2(i, j) = 0.65|i−j| for
1 ≤ i, j ≤ 3.
(V4) X ∼ N3(0,Σ1) and Y ∼ N3(0,Σ2) where Σ1(i, j) = 0.2 for i 6= j and Σ1(i, i) = 1,
Σ2(i, j) = 0.5 for i 6= j and Σ2(i, i) = 1, for 1 ≤ i, j ≤ 3.
(V5) V ∼ N3(0,Σ1) and W ∼ N3(0,Σ2) where Σ1(i, j) = 0.35|i−j| and Σ2(i, j) = 0.75|i−j| for
1 ≤ i, j ≤ 3. Set Xi = exp (Vi) and Yi = exp (Wi) for i = 1, 2, 3.
(V6) V ∼ N3(0,Σ1) and W ∼ N3(0,Σ2) where Σ1(i, j) = 0.25 for i 6= j and Σ1(i, i) = 1,
Σ2(i, j) = 0.75 for i 6= j and Σ2(i, i) = 1, for 1 ≤ i, j ≤ 3. Finally, let Xi = exp (Vi) and
Yi = exp (Wi) for i = 1, 2, 3.
(V7) X ∼ N3(µ1, 3I) and Y ∼ N3(µ2, 3I) where µ1 = (0, 0, 0) and µ2 = (0.25, 0.25, 0.25).
(V8) V ∼ N3(µ1, 3I) and W ∼ N3(µ2, 3I) where µ1 = (0, 0, 0) and µ2 = (0.25, 0.25, 0.25).
Finally, let Xi = Vi and Yi = Wi for i = 1, 2, 3.
(V9) X1, X2, X3, V1, V2, V3 are i.i.d. Gamma(2, 0.1), and W1,W2,W3 are i.i.d. with the same
law as exp (exp(Z)) where Z ∼ N (0, 1). Finally, set Yi = WiVi for i = 1, 2, 3.
(V10) Z1,Z2 are i.i.d. N3(1, I) and A ∼ Ber(0.8). Let W = (W1,W2,W3) be such that Wi’s are
i.i.d. U(10, 11). Set X := Z1 and Y := AZ2 + (1−A)W.
(V11) Z1,Z2 are i.i.d. N3(1, I) and A ∼ Ber(0.8). Let W = (W1,W2, ,W3) be such that Wi’s
are i.i.d. N (10, 0.1). Set X := Z1 and Y := AZ2 + (1−A)W.
Many of the simulation settings above are similar to those considered in e.g., [1, 17]. For in-
stance, setting (V2) has been adopted from [17, Section 4]. All the settings (V3)-(V8) are
slightly modified versions of similar settings from [1, Section 3.3 and Appendix D]. These minor
tweaks were made to make sure that the competing procedures have non-trivial power for the
prescribed values of n and d. Settings (V1) and (V9) deal with scenarios where the associ-
ated distributions do not have finite first moments. In settings (V10) and (V11), we look at
settings featuring mixture distributions where there is a small proportion of noise added to
one of the two otherwise identical distributions. In Table 3, we present our findings. The two
columns corresponding to each methods represent the rejection probabilities (estimated using
1000 independent replications) at levels 0.05 and 0.1.
(CMT): Table 3 reveals a number of interesting points of comparison between CMT and
RE. Let us start with settings (V10) and (V11). In these settings X is multivariate Gaussian,
whereas Y is the same multivariate Gaussian with a small fractions of Uniform and Gaussian
noise (20%) respectively. In both these settings RE outperforms CMT. This shows that RE is
perhaps more robust to outliers than CMT (as mentioned in the Introduction). Next, let us
look at the heavy-tailed settings (V1) and (V9) (no finite first moments). Here again RE con-
vincingly outperforms CMT, once again reinforcing the superior performance of our proposed
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(CMT) (HHG) (EN) (RE)
V1 0.08 0.13 0.08 0.15 0.07 0.13 0.23 0.34
V2 0.24 0.34 0.91 0.94 0.90 0.94 0.84 0.89
V3 0.29 0.41 0.19 0.34 0.17 0.34 0.26 0.46
V4 0.24 0.34 0.16 0.31 0.17 0.33 0.18 0.32
V5 0.61 0.73 0.54 0.70 0.35 0.56 0.77 0.93
V6 0.84 0.90 0.77 0.88 0.59 0.82 0.96 0.99
V7 0.08 0.13 0.38 0.51 0.52 0.65 0.49 0.63
V8 0.07 0.11 0.27 0.39 0.25 0.35 0.29 0.43
V9 0.06 0.06 1.00 1.00 0.97 0.97 1.00 1.00
V10 0.50 0.61 1.00 1.00 1.00 1.00 0.97 0.99
V11 0.47 0.60 1.00 1.00 1.00 1.00 0.95 0.98
Table 3: Proportion of times the null hypothesis was rejected across 11 settings. Here m = n =
200 and d = 3.
multivariate rank-based tests in the absence of finite moments (as mentioned in the Introduc-
tion). Across settings (V3)-(V8) (based on multivariate normals and log-normals), once again
RE largely outperforms CMT, except perhaps in settings (V3) and (V4). These settings fea-
ture different orders of decaying correlation and equicorrelation respectively, in a multivariate
Gaussian setting. The performances of RE and CMT are almost indistinguishable in these two
scenarios; in fact, CMT perhaps marginally outperforms RE in (V4). As multivariate normals
and log-normals are popular modeling choices in practice, we will look into such simulation
settings in greater detail in Appendix C.2. Finally, in (V2), which has the same flavor as a first
order autoregressive model, once again RE significantly outperforms CMT. Overall, RE has a
much superior performance than CMT in the proposed simulation settings.
(EN): The most striking feature from Table 3 in terms of comparison between RE and EN
is perhaps that RE largely outperforms EN in settings (V3), (V5), (V6) and (V8), whereas in
settings (V4) and (V7) the performances are mostly comparable, EN being marginally better.
This has been a recurrent observation in our simulations that the EN test (or equivalently
DCoV for independence testing) loses out to RE (equivalently RdCov) when dealing with mul-
tivariate log-normals [(V4), (V6), (V8)] whereas it performs comparably when dealing with
multivariate Gaussian (or mixtures thereof). This observation has been studied in more details
in Appendix C.2 using multivariate normal and log-normal location alternatives. In the heavy-
tailed settings, as expected, RE outperforms EN; convincingly in (V1) and marginally in (V9).
In settings (V2), (V10) and (V11), EN and RE seem to have almost identical performance; EN
being marginally superior. This perhaps shows that the performance of EN is also somewhat
robust to small proportions of noise in data.
(HHG): Across settings (V3)-(V8) all of which are based on multivariate normal and log-normal
based alternatives, RE convincingly and consistently outperforms HHG. A similar observation
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can be seen in the heavy-tailed setting (V1). In all the other settings, the two tests have
comparable performance. In particular, being based on the ranks of pairwise distances, HHG
too is perhaps somewhat robust to small proportions of outliers (as indicated by its performance
in settings (V10) and (V11)).
C.2 Multivariate normal and log-normal settings
Multivariate normal and log-normal settings have been used in the context of comparing non-
parametric testing procedures, e.g., [1]. In Section 6, we used multivariate normal and log-
normal settings for comparing RdCov with competing procedures for multivariate independence
testing. A similar exercise can be carried out for the two-sample goodness-of-fit testing problem
as well. We will consider m = n = 200, d = 3 and consider the following two settings:
(TG) (X1, X2, X3) ∼ N3((µ, µ, µ), 3I) where the mean parameter µ varies in [−1, 1], whereas
the distribution of (Y1, Y2, Y3) ∼ N (0, 3I) stays fixed.
(TGL) (X1, X2, X3) = (exp (Z1), exp (Z2), exp (Z3)) where (Z1, Z2, Z3) ∼ N3((µ, µ, µ), 3I)
and the mean parameter µ varies in [−1, 1], whereas the distribution of (Y1, Y2, Y3) =
(exp (W1), exp (W2), exp (W3)), with (W1,W2,W3) ∼ N (0, 3I), stays fixed.
Mean (CMT) (EN) (HHG) (RE)
-0.60 0.33 0.44 1.00 1.00 1.00 1.00 1.00 1.00
-0.52 0.23 0.32 1.00 1.00 0.98 0.99 0.99 1.00
-0.45 0.18 0.26 0.98 0.99 0.92 0.96 0.97 0.98
-0.37 0.14 0.20 0.89 0.93 0.78 0.86 0.85 0.91
-0.30 0.10 0.17 0.70 0.79 0.52 0.66 0.65 0.76
-0.22 0.07 0.14 0.43 0.57 0.31 0.43 0.39 0.52
-0.15 0.06 0.10 0.20 0.32 0.15 0.23 0.19 0.28
-0.07 0.05 0.09 0.09 0.15 0.08 0.14 0.08 0.15
0.07 0.06 0.10 0.08 0.15 0.07 0.14 0.08 0.15
0.15 0.06 0.11 0.21 0.33 0.15 0.25 0.19 0.30
0.22 0.08 0.12 0.41 0.54 0.28 0.41 0.38 0.50
0.30 0.09 0.14 0.71 0.80 0.50 0.66 0.64 0.76
0.37 0.14 0.22 0.89 0.94 0.73 0.84 0.84 0.92
0.45 0.17 0.26 0.97 0.99 0.90 0.95 0.96 0.98
0.52 0.25 0.36 0.99 1.00 0.98 0.99 0.99 1.00
0.60 0.33 0.45 1.00 1.00 0.99 1.00 1.00 1.00
Table 4: Proportion of times the null hypothesis was rejected across different values of corre-
lations for the multivariate log-normal setting (TG). In this case, EN (in bold) has the best
empirical performance.
In Tables 4 and 5, we present the estimated powers (using 1000 independent replicates) for
CMT, HHG, EN and RE, at levels 0.05 and 0.1. Note that, for both settings and, RE convinc-
ingly outperforms Rosenbaum’s crossmatch test, which is the only other exactly distribution-free
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Mean (CMT) (EN) (HHG) (REN)
-0.80 0.53 0.65 1.00 1.00 1.00 1.00 1.00 1.00
-0.6 0.30 0.39 0.98 0.99 0.98 0.99 0.99 1.00
-0.52 0.18 0.27 0.93 0.96 0.95 0.98 0.99 1.00
-0.45 0.16 0.25 0.85 0.91 0.89 0.94 0.95 0.98
-0.37 0.11 0.18 0.69 0.79 0.74 0.84 0.83 0.90
-0.30 0.10 0.16 0.49 0.59 0.53 0.64 0.61 0.73
-0.22 0.08 0.12 0.31 0.41 0.32 0.44 0.35 0.48
-0.15 0.06 0.11 0.15 0.24 0.17 0.26 0.17 0.26
-0.07 0.07 0.11 0.07 0.15 0.09 0.15 0.08 0.16
0.07 0.05 0.09 0.07 0.13 0.07 0.14 0.08 0.14
0.15 0.06 0.10 0.16 0.24 0.16 0.26 0.17 0.28
0.22 0.07 0.12 0.28 0.41 0.30 0.44 0.36 0.49
0.30 0.09 0.14 0.50 0.62 0.53 0.66 0.60 0.72
0.37 0.12 0.17 0.70 0.80 0.74 0.83 0.82 0.88
0.45 0.16 0.25 0.86 0.92 0.88 0.93 0.95 0.98
0.52 0.22 0.29 0.95 0.97 0.96 0.98 0.98 0.99
0.60 0.27 0.38 0.98 0.99 0.99 0.99 1.00 1.00
Table 5: Proportion of times the null hypothesis was rejected across different values of correla-
tions for the multivariate log-normal setting (TGL). In this case, REN (in bold) has the best
empirical performance.
test for multivariate two-sample goodness-of-fit testing. In Table 4, the energy test has the best
empirical performance, closely followed by RE. In this setting, RE consistently outperforms
HHG, rather convincingly for small values of |µ|. Next, for setting RE has the best perfor-
mance as it outperforms all its competitors. Note that is a somewhat heavy-tailed setting,
although the associated distribution has all moments finite (the exponential moment becomes
infinite). The superior performance of RE in this case further strengthens our belief that RE
can provide a better multivariate goodness-of-fit test in heavy-tailed settings.
C.3 Connection with distance covariance for bivariate normal distribution
In [142, Theorem 7], the authors explicitly calculate the population distance correlation when
(X,Y ) follows a bivariate Gaussian distribution with mean vector 0, variances 1 and correla-
tion ρ. Their result interestingly shows that the population distance correlation is a strictly
increasing function of |ρ|. In this subsection, the goal is to inspect if analogous properties hold
for the rank distance correlation, defined below.
Definition C.1 (Rank distance correlation). The rank distance correlation (RdCorr) between
Z1 and Z2 is defined as the usual distance correlation (see [142, Equation 2.7]) between R1(Z1)
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and R2(Z2) (where R1(·) and R2(·) are as in Definition 3.1). In other words,
RdCorr2(Z1,Z2) :=
RdCov2(Z1,Z2)
RdCov(Z1,Z1)RdCov(Z2,Z2)
. (C.1)
Note that (C.1) is well-defined by Lemma 3.1 (part (c)). By [142, Theorem 3], it follows
directly that RdCorr(Z1,Z2) ∈ [0, 1]. For our proposed rank distance correlation measure
(population version) above, however, a closed form expression is rather difficult to obtain when
(X,Y ) follows a bivariate normal distribution. But, note that the rank maps corresponding to
the marginals X and Y are exactly the Gaussian cumulative distribution functions (as discussed
in Section 2.1). Therefore, we can use Monte-Carlo approximations with this known rank map
and obtain the population rank correlation measure. The subsequent plot reveals something
interesting:
0.25
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−1.0 −0.5 0.0 0.5 1.0
Figure 5: The plot depicts the population distance correlation and the population rank distance
correlation (y-axis) in blue and red respectively, as a function of ρ (x-axis) in the bivariate
Gaussian setting.
Note that Figure 5 shows (numerically) that the rank distance correlation is also an increas-
ing function of |ρ|. The most striking feature about Figure 5 is the proximity between the usual
distance correlation and the rank distance correlation in the bivariate Gaussian case. As of
now, we do not have any explanation for this striking feature. We believe that exploring the
connections between rank and usual distance correlation could be an interesting area for future
research.
C.4 Universal asymptotic cutoffs
Recall that the nonparametric tests proposed in Section 4 have exact distribution-freeness.
Therefore, it is natural to ask: “under the null hypothesis, how fast does this fixed sequence
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of finite sample distributions converge to its asymptotic limit?”. This question is of immense
practical interest. This would help practitioners avoid using different cutoffs for different sample
sizes provided the sample size is “large enough”. As of now we do not have a theoretical answer
to this question. In this section therefore, we attempt to answer this question through numerical
experiments.
Let us start with nRdCov2n. Below we present the p-values from a two-sample Kolmogorov-
Smirnov test for equality of distributions between nRdCov2n and 1000RdCov
2
1000 as n varies, for
d1 = d2 = 2 and d1 = d2 = 8 respectively.
(100) (300) (500) (700) (900)
p-value 0.09 0.98 0.78 0.14 0.94
Table 6: P -values of two-sample Kolmogorov-Smirnov tests when comparing n =
100, 300, 500, 700, 900 with n = 1000, for d1 = d2 = 2.
(100) (300) (500) (700) (900)
p-value 0.00 0.00 0.00 0.13 0.62
Table 7: P -values of two-sample Kolmogorov-Smirnov tests when comparing n =
100, 300, 500, 700, 900 with n = 1000, for d1 = d2 = 8.
Tables 6 and 7 show that for d1 = d2 = 2, the distribution of nRdCov
2
n stabilizes by n = 300
whereas for d1 = d2 = 8, the distribution of nRdCov
2
n, as expected, takes longer to stabilize,
potentially at around n = 700. Note that, in practice, it may be more useful to see when the
critical values at 5% and 10% levels stabilize as that is the question practitioners may be more
interested in. Tables 8 and 9 provide the 5% and 10% cutoffs for the distribution of nRdCov2n
as n varies, for d1 = d2 = 2 and d1 = d2 = 8 respectively. These tables show that the 5% and
(100) (300) (500) (700) (900)
0.05 0.39 0.40 0.39 0.40 0.40
0.1 0.36 0.36 0.36 0.36 0.36
Table 8: Thresholds for α = 0.05, 0.1 and n = 100, 300, 500, 700, 900.
10% quantiles probably stabilize much faster, by sample size n = 300 even when d1 = d2 = 8.
The same observation recurs for other choices of d1, d2 if both are less then or equal to 8. This
allows us to provide universal asymptotic cutoffs as long as d1, d2 ≤ 8 (see Table 10). One can
of course make such statements for other choices of d1 and d2.
We observe an exactly similar phenomenon for mn(m+n)−1RE2m,n. We provide the asymp-
totic cutoffs corresponding to our proposed test for 1 ≤ d ≤ 8 in Table 11.
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(100) (300) (500) (700) (900)
0.05 1.37 1.38 1.38 1.38 1.38
0.1 1.34 1.35 1.35 1.35 1.35
Table 9: Thresholds for α = 0.05, 0.1 and n = 100, 300, 500, 700, 900.
d2 = 1 d2 = 2 d2 = 3 d2 = 4 d2 = 5 d2 = 6 d2 = 7 d2 = 8
d1 = 1 0.23 0.30 0.35 0.38 0.41 0.44 0.47 0.49
d1 = 2 0.30 0.40 0.47 0.53 0.58 0.63 0.66 0.70
d1 = 3 0.35 0.47 0.56 0.63 0.70 0.76 0.81 0.86
d1 = 4 0.38 0.53 0.63 0.72 0.80 0.87 0.93 0.99
d1 = 5 0.41 0.58 0.70 0.80 0.89 0.97 1.04 1.10
d1 = 6 0.44 0.63 0.76 0.87 0.97 1.05 1.13 1.20
d1 = 7 0.47 0.66 0.81 0.93 1.04 1.13 1.21 1.30
d1 = 8 0.49 0.70 0.86 0.99 1.10 1.20 1.30 1.38
Table 10: Asymptotic thresholds for nRdCov2n when α = 0.05 and d1, d2 ≤ 8.
D Some additional discussion
We now provide some natural extensions of the proposed testing procedures to multivariate and
multi-sample settings. We will also compare our proposals for defining ranks and associated
test statistics with some competing proposals.
D.1 Extension to multivariate multi-sample (≥ 2) independence and equality
of distributions testing
In this section we discuss how one can construct distribution-free procedures for testing: (I)
the mutual independence of two or more random vectors, and (II) the equality of two or more
multivariate distributions.
(i) Testing for mutual independence of K random vectors: Suppose that we have
observed i.i.d. data X1, . . . ,Xn from some distribution µ on Rd. For each 1 ≤ i ≤ n, suppose
that Xi = (X
1
i , . . . ,X
K
i ) where X
j
1 ∼ µj ∈ Pac(Rdj ), where K ≥ 2. We are interested in testing
the following hypothesis (of mutual independence):
H0 : µ = µ1 ⊗ µ2 ⊗ . . .⊗ µK versus H1 : Not H0. (D.1)
Before proposing the test, let us start with some notation. Fix 1 ≤ j ≤ K, 1 ≤ i ≤ n, and
define Xj := {Xj1, . . . ,Xjn} — the n data points for the j’th marginal, Xj+i := (Xj+1i , . . . ,XKi )
— the i’th data point from the (j + 1)’th marginal variable, and Xj+ := {Xj+1 , . . . ,Xj+n } —
the collection of all sub-vectors from the j’th marginal. As before, define Hdjn to be the (fixed)
sample multivariate ranks, j = 1, 2, . . . ,K. Also let R̂jn(·) denote the empirical rank map which
transports the empirical distribution on Xj to that on Hdjn (see (2.5)), for j = 1, . . . ,K. Finally,
set R̂n(X
j+
i ) :=
(
R̂j+1n (X
j+1
i ), . . . , R̂
K
n (X
K
i )
)
which is a vector of dimension dj+1+dj+2+. . .+dK .
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1 2 3 4 5 6 7 8
1 0.94 1.12 1.26 1.37 1.45 1.54 1.61 1.67
Table 11: Asymptotic thresholds for mn(m+ n)−1RE2m,n when α = 0.05 and d ≤ 8.
Now, we are in a position to define our test statistic RdCov2n which is given by:
RdCov2n :=
K−1∑
j=1
RdCov2n,j
where
RdCov2n,j :=
 1
n2
n∑
k,l=1
‖R̂jn(Xjk)− R̂jn(Xjl )‖
×
 1
n2
n∑
k,l=1
‖R̂j+n (Xj+k )− R̂j+n (Xj+l )‖

+
1
n2
n∑
k,l=1
‖R̂jn(Xjk)− R̂jn(Xjl )‖‖R̂j+n (Xj+k )− R̂j+n (Xj+l )‖
− 2
n3
n∑
k,l,i=1
‖R̂jn(Xjk)− R̂jn(Xjl )‖‖R̂j+n (Xj+k )− R̂j+n (Xj+i )‖. (D.2)
Note that the right hand side of (D.2) can be interpreted as the usual distance covariance of
the transformed data points
{
(R̂jn(X
j
i ), R̂
j+
n (X
j+
i )) : 1 ≤ i ≤ n
}
, for j = 1, . . . ,K − 1.
We reject the null hypothesis in (D.1) if nRdCov2n is larger than cn where
cn := inf{c : PH0(nRdCov2n ≥ c) ≤ α};
here α is the usual prespecified type-I error level. Proposition D.1 below shows that cn can be
obtained in a distribution-free fashion just as in the K = 2 case (see Section 4.1); it also proves
the consistency of the proposed test (see Appendix E.14 for the proof).
Proposition D.1. If the marginals µj’s are Lebesgue absolutely continuous, then, under H0,
RdCov2n is a distribution-free statistic. Additionally, if the empirical distributions on Hdjn con-
verge weakly to Udj , for j = 1, 2, . . . ,K, then the above test which rejects H0 when nRdCov2n ≥ cn
is consistent.
This extension from the case K = 2 (in Section 4.1) to K ≥ 2 (in this section) is based on
the same framework as laid out in [96].
(ii) Testing for K-sample equality of distributions: Suppose that we have observed
independent data {Xji : 1 ≤ j ≤ K, 1 ≤ i ≤ nj}, where Xj1, . . . ,Xjnj ∼ µj ∈ Pac(Rd),
∑K
j=1 nj =
n, and K ≥ 2. In this setting, we are interested in testing the following hypothesis:
H0 : µ1 = µ2 = . . . = µK versus H1 : Not H0. (D.3)
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Let R̂n(·) denote the empirical rank map that transports the empirical distribution on the
pooled sample (all Xji ’s taken together) to that on Hdn (fixed sample multivariate ranks). We
then construct our test statistic as:
RE21:K,n :=
K−1∑
j=1
RE2j:(j+1),n
where
RE2j:(j+1),n :=
2
njnj+1
nj∑
m=1
nj+1∑
l=1
‖R̂n(Xjm)− R̂n(Xj+1l )‖ −
1
n2j
nj∑
m,l=1
‖R̂n(Xjm)− R̂n(Xjl )‖
− 1
n2j+1
nj+1∑
m,l=1
‖R̂n(Xj+1m )− R̂n(Xj+1l )‖. (D.4)
Note that the right hand side of (D.4) can be interpreted as the usual energy statistic between
the transformed data points
{
(R̂n(X
j
i ) : 1 ≤ i ≤ nj
}
and
{
R̂n(X
j+1
i )) : 1 ≤ i ≤ nj+1
}
, for
j = 1, . . . ,K − 1.
We reject the null hypothesis in (D.3) if nRE21:K,n is larger than cn where cn := inf{c :
PH0(nRE21:K,n ≥ c) ≤ α}. Proposition D.2 below shows that cn can be obtained in a distribution-
free fashion and demonstrates the consistency of the proposed test (see Appendix E.15 for the
proof).
Proposition D.2. If the µj’s are Lebesgue absolutely continuous, then under H0, RE
2
1:K,n is
a distribution-free statistic. Additionally, if nj/n→ λj ∈ (0, 1) such that
∑K
j=1 λj = 1, and the
empirical distribution on Hdn converges weakly to Ud, then the above test which rejects H0 when
nRE21:K,n ≥ cn, is consistent.
D.2 Comparison with competing rank-based approaches
This section is devoted to the comparisons between the approach proposed in this paper with
those in other papers that define multivariate ranks using measure transportation.
We start off with [33], which in fact, was the main motivation behind our approach. Recall
that we define population ranks using measure transportation from the population distribution
(say µ) to the uniform distribution on [0, 1]d (see Section 2). In [33], the authors suggest using a
“special uniform distribution on the unit sphere” instead of our proposed uniform distribution
on [0, 1]d. For our notion of population ranks, the following interesting property holds: given
a “nice” measure µ = (µ1, µ2) with µ1 and µ2 supported on Rd1 and Rd2 respectively, suppose
F (·), F1(·), F2(·) denote the corresponding population rank maps, then we must have F =
(F1 F2) if and only if µ1 and µ2 are independent. In other words, the joint measure splitting
into product of marginals is equivalent to the joint rank map splitting component-wise into
marginal rank maps. This property is not true if we replace the uniform distribution on [0, 1]d
with the distribution proposed in [33]. This interesting observation allows us to obtain an
elegant solution to the mutual independence testing problem, as can be seen, for example, in
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the proof of Lemma 3.1.
In addition, the definition of empirical ranks in [33] seems to have a distinct subjective
element which makes it difficult to use in real-life testing problems. In particular, it relies on a
certain factorization of the sample size, n = nRnS + n0 where roughly, for large n, one should
choose nR and nS as large as possible and n0 as small as possible. Consequently, the analogue
of Proposition 2.2 (part (ii)) in [33] provides a fixed sample universal distribution for their rank
vector which now depends on n0. Therefore, all nonparametric tests based on these ranks will
also have null distribution depending on the choice of this subjective parameter.
Another notion of multivariate rank was proposed in [21] which is quite similar to our
proposal. However the authors construct the empirical ranks by replacing the hi’s (fixed grid
Halton sequence) in (2.5) with a random draw of n i.i.d. uniforms. The problem here is that any
test obtained using these ranks are now random variables, given the data (due to the external
randomization), i.e., the test statistic will not be deterministically determined by the observed
data (although the distribution of the test statistic will be). In [21], the authors propose a
two-sample equality of distributions test where they use the Wasserstein distance between the
first and second sample ranks from the pooled dataset, instead of the energy statistic that
we use. Further, their theoretical results require much stronger assumptions on the underlying
distributions, e.g., the assumption that the data generating distribution be compactly supported
in addition to being absolutely continuous.
Two other notions of multivariate ranks have been proposed in [28, 44] based on what is
called as the semi-discrete optimal transportation problem. Due to space constraints, we do not
describe this approach in detail here. However, the joint distribution of their proposed rank
vectors is not distribution-free for fixed sample sizes. The theoretical results in [28] (including
uniform convergence of rank maps) assume compactly supported distributions, whereas [44]
proves a more general result under the condition that the population rank map is a homeo-
morphism — still a relatively strong assumption. One of the important observations in [44]
is that under much weaker conditions, we can get a weaker (than uniform convergence) no-
tion of convergence of empirical ranks, which is sufficient to yield consistency of the proposed
testing procedures herein. Note that it is also very difficult to feasibly compute the notion of
multivariate ranks proposed in [28, 44] beyond d ≥ 4.
D.3 Quasi-Monte Carlo methods
Define F := {f : [0, 1]d 7→ R| ∫[0,1]d f2(x) dx < ∞, f ∈ C2([0, 1]d), f has bounded HKV}; here
HKV stands for Hardy-Krause variation, see [101] for detailed definitions. We begin with the
following problem:
(P) : Calculate/Approximate
∫
[0,1]d
f(x) dx, for f ∈ F.
Problem (P) has several applications in engineering, astronomy, mathematical and computa-
tional finance, and has consequently been studied extensively across various disciplines (for a
book length treatment see [118] and the extensive list of references therein). In most applica-
tions, difficulties in solving (P) arise from two main sources — (a) the antiderivative of f(·)
may be hard to compute or it may not exist, and, (b) even a closed form expression for f(·)
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may not be available and the only information accessible to the analyst might be through eval-
uations of f(·) at certain query points of choice. Accordingly, the standard approach towards
solving (P) is by choosing a set of query points x(n) = {x1, . . . ,xn}, xi ∈ [0, 1]d and combining
the evaluations {f(xi)}1≤i≤n by simple or weighted averaging. For the subsequent discussion,
given any approximation Tn
(
f ; x(n)
)
to (P) based on the set of query points x(n), we define the
approximation error (n,f ) as:
n,f :=
∣∣∣∣∣
∫
[0,1]d
f(x) dx− Tn
(
f ; x(n)
)∣∣∣∣∣.
One of the earliest approaches in literature was through the use of product numerical in-
tegration techniques. The principle idea is as follows: Suppose that n = (m + 1)d for some
m ∈ N∪ {0} and divide the [0, 1] interval along each of the coordinate axes into m subintervals
(of equal width). Consider the d sets comprising of the endpoints from these intervals and form
x(n) by taking the Cartesian product of these d sets. The collection of evaluations {f(xi)}1≤i≤n
is then combined using a suitably chosen weighted averaging scheme. This idea forms the foun-
dation of popular techniques such as the Simpson’s rule, the Trapezoidal rule, etc. and leads
to an approximation error of O
(
n−2/d
)
in general (see [6, 30]). Note that these approximation
errors suffer from the “curse of dimensionality” and become less useful for even moderately
large d.
A significant step in resolving this “curse of dimensionality” problem was achieved through
the development of Monte Carlo methods (see [126, 58] and the references therein). The main
idea here is to construct x(n) using a random sample of n vectors according to the uniform
distribution on [0, 1]d. The evaluations are then combined to form Tn(f ; x
(n)) as n−1
∑n
i=1 f(xi).
In this case, n,f (now a random variable) is Op
(
n−1/2
)
(which follows from simple standard
moment calculations). This dimension-free bound comes at a price. The error rates being
random, there is no way to analyze the quality of approximation for a particular realization of
x(n). In certain sensitive practical problems, this can be a rather serious issue.
In subsequent research, the utility of Monte Carlo methods triggered this interesting idea:
if a random sample corresponds to an average approximation error bound of Op
(
n−1/2
)
, then
there must be deterministic sequences which lead to error bounds of at most O
(
n−1/2
)
. This
served as the main motivation behind the long line of work, now referred to as Quasi-Monte
Carlo methods, which aims at finding fixed sequences which perform at least as well as Monte
Carlo methods for solving (P) (uniformly in f(·)). Before delving further into this area, let us
bring in some relevant notation and results. Define J := {∏dj=1[0, uj) : (u1, . . . , ud) ∈ [0, 1)d}
and the star discrepancy of a set of vectors x(n) as:
D∗n
(
x(n)
)
:= sup
J∈J
∣∣∣∣∣λd(J)− 1N ·#{i : xi ∈ J}
∣∣∣∣∣
where λd(J) denotes the Lebesgue measure of the set J . The following is a classical result in
Quasi-Monte Carlo literature.
Proposition D.3 (Koksma-Hlawka inequality, see [68]). Suppose f ∈ F and let V (f) denote
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the HKV of f(·). Then, for any x(n) := {x1, . . . ,xn} with xi ∈ [0, 1)d, we have:∣∣∣∣∣
∫
[0,1]d
f(x) dx− 1
N
n∑
i=1
f(xi)
∣∣∣∣∣ ≤ V (f)D∗n(x(n)).
Proposition D.3 above implies that an upper bound to the star discrepancy of a sequence
yields an upper bound to the approximation error. As a result, constructing sequences with
small values of the star discrepancy has become a popular approach to addressing (P) over the
past 50 years or so. Some examples include Kronecker sequences, Halton sequences and digital
sequences of Niederreiter type (see [56, 86, 108]). For the time being, we will focus our attention
on Halton sequences.
Halton sequences: Given n, d, for 1 ≤ k ≤ n, 1 ≤ j ≤ d, form x(k, j) as follows: let pi
denote the ith prime and express k in base pi. Invert this pi-ary expansion and place it after the
decimal point. For example, in the case of x(6, 1), note that 6 = (110)2, which makes x(6, 1) =
(0.011)2 = 3/8. Finally, the Halton sequence is formed by setting x
(n) := {x1, . . . ,xn} where
xi := (x(i, 1), . . . , x(i, d)) ∈ [0, 1]d. The star discrepancy for these sequences is O
(
logd(n)/n
)
;
see e.g., [70, 71].
Corollary D.1. Let Pn denote the empirical measure on the d-dimensional Halton sequence
of n vectors. Then Pn
w−→ Ud. A similar result holds for the regular griding scheme used in
product numerical integration or the random sampling scheme used in Monte Carlo methods.
The above discussion is a very brief overview of this active research area. For the purposes
of this paper it is perhaps instructive to filter out some key desirable properties of Halton
sequences which will be useful to us. Although we restricted ourselves to the function class F
Properties Regular grid Random sampling Halton sequences
Sequence is determinis-
tic
Yes No Yes
Can be constructed for
all n, d
No, only when n is a
perfect power of d
Yes Yes
Rate of star discrepancy n−2/d n−1/2 logd(n)/n
For fixed d, whole se-
quence must be recom-
puted if n increases by
1
Yes No, only one vec-
tor needs to be com-
puted
No, only one vec-
tor needs to be com-
puted
Table 12: Properties of sequences discussed above. The most desirable properties are highlighted
in blue.
in this section, it is possible to consider more general function classes. However these technical
details play no role in this paper, and hence we do not elaborated on these issues.
52
E Proofs
This section contains proofs of our main results.
E.1 Proof of Proposition 2.2
Proof. (i) This part of the proof is verbatim identical to [33, Proposition 1.6.1].
(ii) First, recall the definition of σ̂n from (2.5). Next, note that X1,X2, . . . ,Xn are exchangeable
(as they are i.i.d.). Moreover, Xi’s are absolutely continuous. This implies that, given any two
permutations σ1, σ2 in Sn, we have:
n∑
i=1
‖Xi − hσ1(i)‖2 6=
n∑
i=1
‖Xi − hσ2(i)‖2 µ-a.e. (E.1)
Moreover, the following set of n! random variables,
{∑n
i=1‖Xi − hσ(i)‖2
}
σ∈Sn forms an ex-
changeable collection. Coupled with (E.1) the above observation yields that P(σ̂n = σ) = (n!)−1
for all σ ∈ Sn. This completes the proof.
(iii) The independence between the multivariate ranks and the multivariate order statistics is
now a direct consequence of the observation that the order statistics are complete sufficient
(from part (i)), the multivariate ranks are ancillary for µ (as their distribution is free of µ from
part (ii)), followed by an application of Basu’s Theorem.
E.2 Proof of Theorem 2.1
Proof. This proof requires a number of existing results from convex analysis which we present
in Appendix G for the convenience of the reader.
Recall that µn is defined as the empirical measure on Dn = {X1, . . . ,Xn} (see (2.3)) where
X1, . . . ,Xn
i.i.d.∼ µ. Also let all the random variables, i.e., Xi’s be defined on the probability
space (Ω˜,A,P). We know that µn w−→ µ a.e. (see [147, Theorem 1]). In other words, there
exists Ω ⊂ Ω˜, such that P(Ω) = 1 and, for all ω ∈ Ω, µn(ω) w−→ µ.
Fix ω ∈ Ω. Now consider the sequence of random measures (identity, R̂n)#µn(ω); the
randomness comes the random draw according to µn(ω). As R̂n(ω) takes values in a com-
pact set and µn(ω) converges weakly, we have that (identity, R̂n)#µn(ω) is asymptotically
tight. Consequently, by Prokhorov’s theorem, every subsequence of (identity, R̂n)#µn(ω) has
a further subsequence, say (identity, R̂nk)#µnk(ω) (by a relabeling if necessary) such that
(identity, R̂nk)#µnk(ω) converges weakly on Rd × Rd. Let us call this limit γ(ω) (which could
also depend on the subsequence {nk}k≥1). Next, we will show that each of these subsequences
have the same weak limit (which for now may depend on ω).
Let Γ(µ,Ud) be the family of probability distributions on Rd × Rd that have marginals (on
the first and the last d-coordinates) µ and Ud respectively. Also, note that, by (2.5), (2.6)
and Definition G.1, (identity, R̂nk)#µnk(ω) has cyclically monotone support. As µnk(ω)
w−→ µ
and R̂nk#µnk(ω) (which is simply the empirical measure on Hdnk) converges weakly to Ud (by
assumption), we can conclude that γ(ω) has cyclically monotone support and γ(ω) ∈ Γ(µ,Ud)
(by [98, Lemma 9]). Moreover, by [98, Corollary 14] and the fact that µ ∈ Pac(Rd), there exists
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only one measure with cyclically monotone support in Γ(µ,Ud). Therefore, irrespective of the
subsequence {nk}k≥1, (identity, R̂nk)#µnk(ω) converges weakly to the same limit.
The above also shows that the weak limit is the same for all ω ∈ Ω; let us call it γ. Finally,
by [98, Proposition 10] and the definition of R(·), we get that γ = (identity, R)#µ. Therefore,
we have proved that
(identity, R̂n)#µn(ω)
w−→ (identity, R)#µ for all ω ∈ Ω. (E.2)
Now, let Mn be sampled according to the measure µn(ω) and M be sampled according to the
measure µ. Then (E.2) can be restated as:
(Mn, R̂n(Mn))
w−→ (M,R(M)) for all ω ∈ Ω. (E.3)
Let g : Rd × Rd → [0,∞) be defined as g(x, y) := ‖y − R(x)‖. Note that by Alexandroff
theorem (see e.g., [3]), R(·) is continuous Lebesgue a.e., and consequently µ-a.e. (by the absolute
continuity of µ). Therefore the function g(·) is discontinuous on a set which has measure 0 with
respect to (identity, R)#µ. Consequently, by applying the continuous mapping theorem with
g(·) on (E.3), we get, for all ω ∈ Ω,
g(Mn, R̂n(Mn)) = ‖R̂n(Mn)−R(Mn)‖ w−→ g(M,R(M)) = 0.
Finally, as R̂n and R are uniformly bounded, the dominated convergence theorem implies,∫
‖R̂n(·)−R(·)‖ dµn(ω) = 1
n
n∑
i=1
‖R̂n(Xi)−R(Xi)‖(ω) −→ 0 for all ω ∈ Ω.
This completes the proof.
E.3 Proof of Proposition 3.1
Proof. For the solution of this problem, as we are interested in limits under |t|/|s| → c. Thus,
let us assume without loss of generality that |t|/|s| ∈ (c/2, 2c). Note that, by a first order Taylor
series expansion of the exponential function (as G1(Z1) and G2(Z2) are uniformly bounded),
F (t, s) := E [exp(itG1(Z1) + isG2(Z2))]
= 1 + itE[G1(Z1)] + isE[G2(Z2)]− t
2
2
E[G1(Z1)2]− s
2
2
E[G2(Z2)2]− stE[G1(Z1)G2(Z2)]
+O(max{|s|3, |t|3}). (E.4)
Now plugging in t = 0, followed by s = 0, alternatively in (E.4) and multiplying the results, we
get:
F (t, 0)F (0, s) = E [exp(itG1(Z1)] E [isG2(Z2)]
= 1 + itE[G1(Z1)] + isE[G2(Z2)]− t
2
2
E[G1(Z1)2]− s
2
2
E[G2(Z2)2]
− stE[G1(Z1)]E[G2(Z2)] +O(max{|s|3, |t|3}).
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This implies, following the notation from the problem statement,
fZ1,Z2(t, s) = F (t, s)− F (t, 0)F (0, s)
= stCov(G1(Z1), G2(Z2)) +O(max{|s|3, |t|3}). (E.5)
In the same vein as (E.5), we further get the following estimates:
fZ1,Z1(t, t) = t
2Var[G1(Z1)] +O(|t|3) , fZ2,Z2(s, s) = s2Var[G2(Z2)] +O(|s|3). (E.6)
By combining these observations from (E.5) and (E.6), we get:
lim
t,s→0,|t|/|s|→c
|fZ1,Z2(t, s)|2
|fZ1,Z1(t, t)||fZ2,Z2(s, s)|
= lim
t,s→0,|t|/|s|→c
(stCov(G1(Z1), G2(Z2)) +O(max{|t|3, |s|3}))2
(t2Var[G1(Z1)] +O(|t|3))(s2Var[G1(Z1)] +O(|s|3))
= ρ2(G1(Z1), G2(Z2)).
This completes the proof.
E.4 Proof of Lemma 3.1
Proof. (a) This follows directly from the properties of distance covariance in [142, Remark
3] by noting that rank distance covariance is just the usual distance covariance between the
multivariate ranks R1(Z1) and R2(Z2).
(b) (if part). Note that if Z1 and Z2 are independent, then so are R1(Z1) and R2(Z2).
Then, (3.2) clearly implies RdCov2(Z1,Z2) = 0.
(only if part). By [142] (or (3.2) coupled with continuity of characteristic functions),
RdCov2(Z1,Z2) = 0 implies R1(Z1) and R2(Z2) are independent. Now note that, by Proposi-
tion 2.1, there exists maps Q1 : [0, 1]
d1 → Rd1 and Q2 : [0, 1]d2 → Rd2 such that
Q1(R1(Z1)) = Z1 a.e. µ1 and Q2(R2(Z2)) = Z2 a.e. µ2.
By the above display, (Z1,Z2)
d
= (Q1(R1(Z1)), Q2(R2(Z2))). As R1(Z1) and R2(Z2) are inde-
pendent, so are Q1(R1(Z1)) and Q2(R2(Z2)), and consequently, so are Z1 and Z2.
(c) From [142, Theorem 4], we know that RdCov(Z1,Z1) ≥ 0 with equality holding if and only
if R1(Z1) has a degenerate distribution. However, R1(Z1) has a non-degenerate d-dimensional
uniform distribution. So, RdCov(Z1,Z1) > 0.
(d) Set Y1 := a1 + bZ1 where a1 ∈ Rd1 and b > 0. By Proposition 2.1, we know that the
(unique) rank map is the gradient of a convex function. Let the convex function corresponding
to Z1 be φ1(·). This implies that bφ1(b−1(x− a1)) is also a convex function and its gradient is
given by R1(b
−1(x− a1)). Set R˜(y1) = R1(b−1(y1 − a1)) and note that
R˜(Y1) = R1(b
−1(a1 + bZ1 − a1)) = R1(Z1) d= Ud1 . (E.7)
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Therefore R˜(·) pushes the measure induced by Y1 to the d-dimensional uniform distribution,
and it is the gradient of a convex function. As a result, Proposition 2.1 implies R˜(·) is the
population tank map corresponding to Y1 is R˜(·).
The same argument as in (E.7) also yields that R2(Y2) = R2(Z2) where Y2 := a2 + bZ2
and R(·) denotes the population rank map corresponding to Y2. Therefore, RdCov(Y1,Y2) =
RdCov(Z1,Z2).
(e) Let Rn1 and R
n
2 denote the rank maps corresponding to Z
n
1 and Z
n
2 respectively. By repeating
the same argument as in the proof of Theorem 2.1, we get:
(Zn1 , R
n
1 (Z
n
1 ))
w−→ (Z1, R1(Z1)) and (Zn2 , Rn2 (Zn2 )) w−→ (Z2, R2(Z2))
which then by the continuous mapping theorem applied to the function g(y,x) := ‖y−R1(x)‖
(equivalently, g(y,x) = ‖y −R2(x)‖), as in the proof of Theorem 2.1, implies,
‖Rn1 (Zn1 )−R1(Zn1 )‖ P−→ 0 and ‖Rn2 (Zn2 )−R2(Zn2 )‖ P−→ 0. (E.8)
Let (Z1,n1 ,Z
1,n
2 ), (Z
2,n
1 ,Z
2,n
2 ), (Z
3,n
1 ,Z
3,n
2 ) be i.i.d. according to the same distribution as (Z
n
1 ,Z
n
2 )
and let (Z11,Z
1
2), (Z
2
1,Z
2
2), (Z
3
1,Z
3
2) be i.i.d. copies of (Z1,Z2). Next, observe that, by the triangle
inequality,∣∣∣‖Rn1 (Z1,n1 )−Rn1 (Z2,n1 )‖‖Rn2 (Z1,n2 )−Rn2 (Z2,n2 )‖ − ‖R1(Z1,n1 )−R1(Z2,n1 )‖‖R2(Z1,n2 )−R2(Z1,n2 )‖∣∣∣
≤ ‖Rn1 (Z1,n1 )−R1(Z1,n1 )‖‖Rn2 (Z1,n2 )−Rn2 (Z2,n2 )‖+ ‖Rn1 (Z2,n1 )−R1(Z2,n1 )‖‖Rn2 (Z1,n2 )−Rn2 (Z2,n2 )‖
+ ‖R1(Z1,n1 )−R1(Z2,n1 )‖‖Rn2 (Z1,n2 )−R2(Z1,n2 )‖
+ ‖R1(Z1,n1 )−R1(Z2,n1 )‖‖Rn2 (Z2,n2 )−R2(Z2,n2 )‖ P−→ 0.
Finally note that, by using the continuous mapping theorem on the joint weak convergence of
(Zn1 ,Z
n
2 ) to (Z1,Z2), we further get:
‖R1(Z1,n1 )−R1(Z2,n1 )‖‖R2(Z1,n2 )−R2(Z2,n2 )‖ w−→ ‖R1(Z11)−R1(Z21)‖‖R1(Z12)−R1(Z22)‖.
Next, by applying the dominated convergence theorem, we get:
E
[‖R1(Z1,n1 )−R1(Z2,n1 )‖‖R2(Z1,n2 )−R2(Z2,n2 )‖]
n→∞−→ E[‖R1(Z11)−R1(Z21)‖‖R1(Z12)−R1(Z22)‖]. (E.9)
Combining (E.9), (E.8) with the dominated convergence theorem yields:
E
[‖Rn1 (Z1,n1 )−Rn1 (Z2,n1 )‖‖Rn2 (Z1,n2 )−Rn2 (Z2,n2 )‖]
n→∞−→ E[‖R1(Z11)−R1(Z21)‖‖R1(Z12)−R1(Z22)‖]. (E.10)
By using the same arguments as above, we can similarly show the following:
E
[‖Rn1 (Z1,n1 )−Rn1 (Z2,n1 )‖]E[‖Rn2 (Z1,n2 )−Rn2 (Z2,n2 )‖]
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n→∞−→ E[‖R1(Z11)−R1(Z21)‖]E[‖R1(Z12)−R1(Z22)‖] (E.11)
and
E
[‖Rn1 (Z1,n1 )−Rn1 (Z2,n1 )‖‖Rn2 (Z1,n2 )−Rn2 (Z3,n2 )‖]
n→∞−→ E[‖R1(Z11)−R1(Z21)‖‖R1(Z12)−R1(Z32)‖]. (E.12)
Combining (E.10), (E.11), (E.12) and Lemma 3.1 (part (a)), we finally get:
RdCov2(Zn1 ,Z
n
2 )
n→∞−→ RdCov2(Z1,Z2)
which completes the proof.
E.5 Proof of Lemma 3.2
Proof. (a) This is a direct consequence of [8, Lemmas 2.2 and 2.3].
(b) (if part). Assuming Z1
d
= Z2, we have P(a>Z1 ≤ t) = P(a>Z2 ≤ t) for all a ∈ Sd−1 and
t ∈ R. Therefore, by (3.4), RE2λ(Z1,Z2) = 0.
(only if part). By [8, Theorem 2.1], if RE2λ(Z1,Z2) = 0, then we have:
Rλ(Z1)
d
= Rλ(Z2). (E.13)
Next, by Proposition 2.1, there exists Qλ : Rd → Rd such that
Qλ(Rλ(Z1)) = Z1 a.e. µ1 and Qλ(Rλ(Z2)) = Z2 a.e. µ2. (E.14)
Finally, (E.14) combined with (E.13) yields Z1
d
= Z2 and completes the proof.
(c) The proof is verbatim similar to that of Lemma 3.1 (part (c)) in Appendix E.4.
(d) Note that, by part (a), RE2λ(Z1,Z2) can be written as expectations of Euclidean distances
between bounded random vectors. Therefore, the proof is exactly similar to that of Lemma 3.1
(part (d)) in Appendix E.4. We leave the details to the reader.
E.6 Proof of Lemma 4.1
Proof. Note that RdCov2n, as defined in (4.1), is a function of (R̂
X
n (X1), . . . , R̂
X
n (Xn),
R̂Yn (Y1), . . . , R̂
Y
n (Yn)). Under H0, the distribution of the above vector further splits into the
product of the marginal distributions of (R̂Xn (X1), . . . , R̂
X
n (Xn)) and (R̂
Y
n (Y1), . . . , R̂
Y
n (Yn)).
By Proposition 2.2 (part (ii)), each of the marginals are distribution-free, i.e., their distribution
does not depend on µX and µY. In fact, they are distributed uniformly over all n! permutations
of each of the fixed grids Hd1n and Hd2n respectively. This results in the distribution-free property
of the statistic RdCov2n (under H0).
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E.7 Proof of Lemma 4.2
Proof. Let us first prove (4.2). Suppose that (X1, Y1), (X2, Y2) and (X3, Y3) are random samples
drawn from the joint distribution of (X,Y ). Let Wi := F
X(Xi) and Zi := F
Y (Yi) for i = 1, 2, 3.
Further, we will use FW,Z(·), FW (·) and FZ(·) to denote the joint and marginal DFs of W and
Z respectively. Note that,
RdCov2(X,Y ) = E[|W1−W2||Z1−Z2|]+E|W1−W2|E|Z1−Z2|−2E|W1−W2||Z1−Z3|. (E.15)
Further, we can write the following simple algebraic identity:
|W1 −W2| =
∫ ∞
−∞
[
1(W1 ≤ u ≤W2) + 1(W2 ≤ u ≤W1)
]
du. (E.16)
We can write a similar result for |Z1 − Z2| (as in (E.16)), which, on multiplying with the right
hand side of (E.16), yields:
|W1 −W2||Z1 − Z2|
=
∫ ∞
−∞
∫ ∞
−∞
[
1(W1 ≤ u ≤W2)1(Z1 ≤ v ≤ Z2) + 1(W1 ≤ u ≤W2)1(Z2 ≤ v ≤ Z1)
+ 1(W2 ≤ u ≤W1)1(Z1 ≤ v ≤ Z2) + 1(W2 ≤ u ≤W1)1(Z2 ≤ v ≤ Z1) du dv
]
(E.17)
Next, by applying Fubini’s theorem on (E.17), we get:
E [|W1 −W2||Z1 − Z2|] = 2
∫ ∞
−∞
[
FW,Z(u, v) + 2(FW,Z(u, v))2 − 2FW (u)FW,Z(u, v)
− 2FW,Z(u, v)FZ(v) + FW (u)FZ(v)
]
du dv. (E.18)
Similar calculations also result in the following:
E|W1 −W2|E|Z1 − Z2| = 4
∫ ∞
−∞
∫ ∞
−∞
[
FW (u)FZ(v)− (FW (u))2FZ(v)
− FW (u)(FZ(v))2 + (FW (u)FZ(v))2
]
du dv (E.19)
and,
E|W1 −W2||Z1 − Z3| =
∫ ∞
−∞
∫ ∞
−∞
[
3FW (u)FZ(v) + FW,Z(u, v) + 4FW,Z(u, v)FW (u)FZ(v)
− 2FW (u)FW,Z(u, v)− 2FW,Z(u, v)FZ(v)− 2(FW (u))2FZ(v)
− 2FZ(u)(FW (v))2
]
du dv. (E.20)
Therefore, by combining (E.15), (E.18), (E.19) and (E.20), we get:
RdCov2(X,Y ) = 4
∫ ∞
−∞
∫ ∞
−∞
[
(FW,Z(u, v))2 − 2FW (u)FZ(v)FW,Z(u, v) + (FW (u)FZ(v))2
]
du dv
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= 4
∫ ∞
−∞
∫ ∞
−∞
(
FW,Z(u, v)− FW (u)FZ(v)
)2
du dv.
Next, note that FW,Z(u, v) = FX,Y
(
(FX(u))−1, (F Y (v))−1
)
, FW (u) = u and FZ(v) = v. Using
this observation, coupled with a standard change of variable formula for Riemann integrals, we
get:
1
4
RdCov2(X,Y ) =
∫ ∞
−∞
∫ ∞
−∞
(
FX,Y (x, y)− FX(x)F Y (y))2 dFX(x) dF Y (y).
This completes the proof of (4.2).
In order to prove (4.3), let us start with some notation:
T1 :=
1
n4
∑
i,j,k,l
1(Xl < Xj , Yk < Yi) , T2 :=
1
n5
∑
i,j,k,l,m
1(Xl < Xj , Yk < Ym, Yi < Ym)
T3 :=
1
n5
∑
i,j,k,l,m
1(Yi < Yj , Xk < Xm, Xl < Xm) , T4 :=
1
n3
∑
i,j,k
1(Xk < Xi, Yk < Yj),
T5 :=
1
n4
∑
i,j,k,l
1(Xl < Xj)1(Yk < Yi, Yl < Yi),
T6 :=
1
n4
∑
i,j,k,l
1(Xk < Xj , Xl < Xj)1(Yk < Yi),
T7 :=
1
n5
∑
i,j,k,l,m
1(Xk < Xj , Xl < Xj)1(Yk < Yi, Ym < Yi),
T8 :=
1
n4
∑
i,j,k,l
1(Xk < Xj , Xl < Xj)1(Yk < Yi, Yl < Yi),
T9 :=
1
n6
∑
i,j,k,l,m,p
1(Xk < Xj , Xl < Xj)1(Ym < Yi, Yp < Yi).
Next, note that:
S1 :=
1
n2
∑
k,l
∣∣R̂Xn (Xk)− R̂Xn (Xl)∣∣∣∣R̂Yn (Yk)− R̂Yn (Yl)∣∣
=
1
n4
∑
k,l,i,j
[
1(Xk < Xj < Xl) + 1(Xl < Xj < Xk)
][
1(Yk < Yi < Yl) + 1(Yl < Yi < Yk)
]
= 4T1 − 4T2 − 4T3 + 4T9. (E.21)
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Similar calculations reveal that,
S2 :=
 1
n2
n∑
k,l=1
∣∣R̂Xn (Xk)− R̂Xn (Xl)∣∣
×
 1
n2
n∑
k,l=1
∣∣R̂Yn (Yk)− R̂Yn (Yl)∣∣

= 2T1 + 2T4 − 4T5 − 4T6 + 4T8, (E.22)
and
S3 :=
1
n3
n∑
k,l,m=1
∣∣R̂Xn (Xk)− R̂Xn (Xl)∣∣∣∣R̂Yn (Yk)− R̂Yn (Ym)∣∣
= 3T1 − 2T2 − 2T3 + T4 − 2T5 − 2T6 + 4T7. (E.23)
Recall that RdCov2n = S1 + S2 − 2S3. Therefore, by (E.21), (E.22) and (E.23), we get:
RdCov2n = 4(T7 − 2T8 + T9)
=
4
n2
∑
i,j
(
FX,Yn (Xi, Yj)− FXn (Xi)F Yn (Yj)
)2
= 4
∫ ∫ (
FX,Yn (x, y)− FXn (x)F Yn (y)
)2
dFXn (x) dF
Y
n (y).
This completes the proof of (4.3).
E.8 Proof of Theorem 4.1
Proof. Let us start with some notation. Let Hd1n = {hd11 ,hd12 , . . . ,hd1n } and Hd2n =
{hd21 ,hd22 , . . . ,hd2n }. Next, define:
w(t, s) :=
(
pi1+(d1+d2)/2
Γ((1 + d1)/2)Γ((1 + d2)/2)
‖t‖1+d1‖s‖1+d2
)−1
,
fnX,Y(t, s) :=
1
n
n∑
j=1
exp
(
it>R̂Xn (Xj) + is
>R̂Yn (Yj)
)
,
fnX(t) :=
1
n
n∑
j=1
exp
(
it>hd1j
)
and fnY(s) :=
1
n
n∑
j=1
exp
(
is>hd2j
)
for t ∈ Rd1 , s ∈ Rd2 and i = √−1. Note that fnX(·) and fnY(·) are deterministic quan-
tities. Recall that, under H0, (R̂
X
n (X1), . . . , R̂
X
n (Xn)) and (R̂
Y
n (Y1), . . . , R̂
Y
n (Yn)) are inde-
pendent and distributed uniformly over all n! permutations of the sets Hd1n and Hd2n respec-
tively (see Lemma 4.1). Let σ1 and σ2 be two independent random permutations of the set
{1, 2, . . . , n}. Then note that:
fnX,Y(t, s)
d
=
1
n
n∑
j=1
exp
(
it>hd1σ1(j) + is
>hd2σ2(j)
)
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d
=
1
n
n∑
j=1
exp
(
it>hd1j + is
>hd2σ2(j)
)
. (E.24)
Using (E.24), along with [142, Theorem 1], we get:
RdCov2n
d
=
∫ ∣∣∣∣∣ 1n n∑
j=1
exp
(
it>hd1j + is
>hd2σ2(j)
)
− fnX(t)fnY(s)
∣∣∣∣∣
2
w(t, s) dt ds. (E.25)
Lemma E.1 (see Appendix F.1 for a proof) below deals with the asymptotic behavior of per-
mutation statistics of the same form as in the right hand side of (E.25).
Lemma E.1. Consider two infinite deterministic sequences, {Ui}i≥1 and {Vi}i≥1, Ui ∈ [0, 1]d1
and Vi ∈ [0, 1]d2, such that Pn = (1/n)
∑n
i=1 δUi
w−→ Ud1 and Qn = (1/n)
∑n
i=1 δVi
w−→ Ud2,
where Ud1 (and Ud2) are the standard Lebesgue measures on [0, 1]d1 (and [0, 1]d2). Further, let
Sn denote the set of all permutations of {1, 2, . . . , n} and pin be a random permutation drawn
uniformly from Sn. Define the following:
ξn(t, s) :=
√
n
(
1
n
n∑
k=1
exp
(
it>Uk + is>Vpin(k)
)−( 1
n
n∑
k=1
exp
(
it>Uk
))
×
(
1
n
n∑
k=1
exp
(
is>Vk
)))
for t ∈ Rd1 and s ∈ Rd2. Then, we have,
Dn :=
∫
Rd1×Rd2
∣∣ξn(t, s)∣∣2w(t, s) dt ds w−→ ∫
Rd1×Rd2
∣∣ξ(t, s)∣∣2w(t, s) dt ds := D. (E.26)
Here ξ(·, ·) is a complex-valued Gaussian process with mean 0 and covariance kernel
R((t1, s1), (t0, s0)) :=
(
fd1(t1 − t0)− fd1(t1)fd1(t0)
)(
fd2(s1 − s0)− fd2(s1)fd2(s0)
)
where fd1(·) and fd2(·) denote the characteristic functions of a Ud1 and a Ud2 random variable
respectively.
With the above lemma in mind, note that the empirical distributions on Hd1n and Hd2n
converge weakly to Ud1 and Ud2 respectively (by assumption (AP2)). By setting {Uj}j≥1 as
{hd1j }j≥1 and {Vj}j≥1 as {hd2j }j≥1, and applying Lemma E.1 to the right side of (E.25), we get
that, as n→∞:
nRdCov2n
w−→ D d=
∑
j≥1
λjZ
2
j (E.27)
where D is defined in (E.26), λj ’s are fixed positive constants, and Zj ’s are independent standard
normals. The last equivalence in (E.27) follows from [87, Chapter 1, Section 2] using standard
Karhunen-Loe`ve type expansions for Gaussian processes. This completes the proof.
61
E.9 Proof of Theorem 4.2
Proof. Recall that RdCov2n = S1 + S2 − 2S3 where
S1 :=
1
n2
n∑
k,l=1
‖R̂Xn (Xk)− R̂Xn (Xl)‖‖R̂Yn (Yk)− R̂Yn (Yl)‖,
S2 :=
 1
n2
n∑
k,l=1
‖R̂Xn (Xk)− R̂Xn (Xl)‖
×
 1
n2
n∑
k,l=1
‖R̂Yn (Yk)− R̂Yn (Yl)‖
 ,
S3 :=
1
n3
n∑
k,l,m=1
‖R̂Xn (Xk)− R̂Xn (Xl)‖‖R̂Yn (Yk)− R̂Yn (Ym)‖.
Let us focus on S1. Observe that by the triangle inequality, for any k, l ∈ {1, 2, . . . , n}:
‖R̂Xn (Xk)− R̂Xn (Xl)‖ ≥ ‖RX(Xk)−RX(Xl)‖ − ‖R̂Xn (Xk)−RX(Xk)‖ − ‖R̂Xn (Xl)−RX(Xl)‖.
(E.28)
Plugging in (E.28) in S1, we get:
lim inf
n→∞ S1 ≥ lim infn→∞
 1
n2
n∑
k,l=1
‖RX(Xk)−RX(Xl)‖‖R̂Yn (Yk)− R̂Yn (Yl)‖

− lim sup
n→∞
 1
n2
n∑
k,l=1
‖RX(Xk)− R̂Xn (Xk)‖‖R̂Yn (Yk)− R̂Yn (Yl)‖

− lim sup
n→∞
 1
n2
n∑
k,l=1
‖RX(Xl)− R̂Xn (Xl)‖‖R̂Yn (Yk)− R̂Yn (Yl)‖
 . (E.29)
Now, by Theorem 2.1 the last two terms on the right side of (E.29) equal 0 a.s. Therefore,
lim inf
n→∞ S1 ≥ lim infn→∞
 1
n2
n∑
k,l=1
‖RX(Xk)−RX(Xl)‖‖R̂Yn (Yk)− R̂Yn (Yl)‖
 a.s. (E.30)
Next, starting from the right side of (E.30) and repeating the same argument as above on the
Y’s instead of X’s, we get:
lim inf
n→∞ S1 ≥ lim infn→∞
 1
n2
n∑
k,l=1
‖RX(Xk)−RX(Xl)‖‖RY(Yk)−RY(Yl)‖
 a.s. (E.31)
Note that {RX(Xi), RY(Yi)}1≤i≤n are i.i.d. random vectors, which implies that the right side
of (E.31) is a standard V-statistic. Consequently, by invoking the strong law of large numbers
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for V-statistics, we have:
lim inf
n→∞ S1 ≥ E
[‖RX(Z11)−RX(Z21)‖‖RY(Z12)−RY(Z22)‖] a.s. (E.32)
where (Z11,Z
1
2), (Z
2
1,Z
2
2) are independent observations having the same distribution as (X1,Y1).
Also, analogous to (E.28), an application of the triangle inequality also yields the following:
‖R̂Xn (Xk)− R̂Xn (Xl)‖
≤ ‖RX(Xk)−RX(Xl)‖+ ‖R̂Xn (Xk)−RX(Xk)‖+ ‖R̂Xn (Xl)−RX(Xl)‖. (E.33)
Starting from (E.33), and repeating the same arguments as in (E.29), (E.30), (E.31) and (E.32),
we get:
S1
n→∞−→ E[‖RX(Z11)−RX(Z21)‖‖RY(Z12)−RY(Z22)‖] a.s. (E.34)
Similar arguments applied to S2 and S3 yield the following:
S2
n→∞−→ E[‖RX(Z11)−RX(Z21)‖]E[‖RY(Z12)−RY(Z22)‖] a.s. (E.35)
and,
S3
n→∞−→ E[‖RX(Z11)−RX(Z21)‖‖RY(Z12)−RY(Z32)‖] a.s. (E.36)
where (Z11,Z
1
2), (Z
2
1,Z
2
2), (Z
3
1,Z
3
2) are independent observations having the same distribution as
(X1,Y1). Finally, by combining (E.34), (E.35), (E.36) and (3.3), we get:
RdCov2n = S1 + S2 − 2S3 n→∞−→ RdCov2(X,Y) a.s. (E.37)
which completes the proof of the first part.
For the second part, note that, Theorem 4.1 implies cn = O(1). Also, Lemma 3.1 (part (ii))
and (E.37) imply that whenever µ 6= µX ⊗ µY, we will have:
nRdCov2n
n→∞−→ ∞ a.s.
which in turn, yields P(nRdCov2n > cn)
n→∞−→ 1 if µ 6= µX⊗µY, thereby completing the proof.
E.10 Proof of Lemma 4.3
Proof. RE2m,n, as defined in (4.4), is a function of (R̂
X,Y
m,n (X1), . . . , R̂
X,Y
m,n (Xm), R̂
X,Y
m,n (Y1), . . . , R̂
X,Y
m,n (Yn)).
Note that the above vector is uniformly distributed over the set of all (m+n)! permutations of
the fixed grid Hdm+n under H0 and (AP3) (see Proposition 2.2, part (ii)). This results in the
distribution-free property of the statistic RE2m,n (under H0).
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E.11 Proof of Lemma 4.4
Proof. Let us first prove (4.6). Note that P
(
HX,Yλ (X) ≤ t
)
= FX
(
(HX,Yλ )
−1(t)
)
and
P
(
HX,Yλ (Y ) ≤ t
)
= GY
(
(HX,Yλ )
−1(t)
)
for all t in the support of HX,Yλ . By (3.4), we have:
1
2
RE2λ(X,Y ) =
∫ 1
0
(
P(HX,Yλ (X) ≤ t)− P(HX,Yλ (Y ) ≤ t)
)2
dt
=
∫ 1
0
(
FX
(
(HX,Yλ )
−1(t)
)−GY ((HX,Yλ )−1(t)))2 dt
=
∫ ∞
−∞
(
FX(t)−GY (t)
)2
dHX,Yλ (t)
where the last line follows by a simple change of variable argument. This proves (4.6).
In order to prove (4.5), note that, by using [8, Equation 5], we get:
1
2
RE2m,n =
∫ ∞
−∞
 1
m
m∑
j=1
1
(
R̂X,Ym,n (Xj) ≤ t)−
1
n
n∑
j=1
1
(
R̂X,Ym,n (Yj) ≤ t)
2 dt. (E.38)
Clearly, for t < (m + n)−1 or t > 1, the right hand side of (E.38) equals 0. For t ∈ [k(m +
n)−1, (k + 1)(m+ n)−1), k ∈ {1, 2, . . . ,m+ n− 1}, observe that:
1
m
m∑
j=1
1
(
R̂X,Ym,n (Xj) ≤ t) =
1
m
m∑
j=1
1(Xj ≤ Z(k)) (E.39)
where Z(k) denotes the k’th order statistic of the pooled sample {X1, . . . , Xm, Y1, . . . , Yn}. A
similar observation as in (E.39) also holds for the Yj ’s. Consequently, by adding up over
k ∈ {1, 2, . . . ,m+ n}, we get that the right hand side of (E.38) equals
1
m+ n
m+n∑
i=1
 1
m
m∑
j=1
1(Xj ≤ Z(i))−
1
n
n∑
j=1
1(Yj ≤ Z(i))
2
=
∫ ∞
−∞
(FXm (t)−GYn (t))2 dHm+n(t)
which completes the proof of (4.5).
E.12 Proof of Theorem 4.3
Proof. First we start with some notation: set Hdm+n := {hd1,hd2, . . . ,hdm+n} and
F am(r) :=
1
m
m∑
j=1
1
(
a>R̂X,Ym,n (Xj) ≤ r
)
and Gan(r) :=
1
n
n∑
j=1
1
(
a>R̂X,Ym,n (Yj) ≤ r
)
(E.40)
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where a ∈ Sd−1 = {z : ‖z‖ = 1}, r ∈ R and 1(·) denotes the standard indicator function. Recall
that κ(·) is the uniform measure on Sd−1 and γd = (2Γ(d/2))−1
√
pi(d− 1)Γ((d− 1)/2) for d > 1
and γd = 1 for d = 1.
Next, recall that (R̂X,Ym,n (X1), . . . , R̂
X,Y
m,n (Xm), R̂
X,Y
m,n (Y1), . . . , R̂
X,Y
m,n (Yn)) is uniformly dis-
tributed over the set of all (m+n)! permutations of the set Hdm+n (see the proof of Lemma 4.3
in Appendix E.10). From (E.40), this implies the following:
(F am(r), G
a
n(r))
d
=
 1
m
m∑
j=1
1
(
a>hdσ1(j) ≤ r
)
,
1
n
m+n∑
j=m+1
1
(
a>hdσ1(j) ≤ r
)
for a random permutation σ1 of the set {1, 2, . . . ,m+n}. Now, by [8, Lemma 2.3, Equation 5],
we further get:
mn
m+ n
RE2m,n
d
=
mn
m+ n
· γd
∫
Sd−1
∫ ∞
−∞
 1
m
m∑
j=1
1
(
a>hdσ1(j) ≤ r
)− 1
n
m+n∑
j=m+1
1
(
a>hdσ1(j) ≤ r
)2 dr dκ(a).
(E.41)
Let us take a look at Lemma E.2 below (see Appendix F.2 for a proof) which provides a general
result on permutation statistics of the same form as in the right side of (E.41).
Lemma E.2. Consider an infinite sequence {Ui}i≥1, Ui ∈ Rd, such that Pm+n = (m +
n)−1
∑m+n
i=1 δUi
w−→ Ud (uniform distribution on [0, 1]d), as min (m,n) → ∞. Further, let
SN denote the set of all permutations of {1, 2, . . . , N} and piN be a random permutation drawn
uniformly from SN . Define Sd−1 = {x ∈ Rd : ‖x‖ = 1} and Θm,n : Sd−1 × R 7→ R by,
Θm,n(a, r) =
√
mn
m+ n
·
 1
m
m∑
i=1
1(a>UpiN (i) ≤ r)−
1
n
m+n∑
j=m+1
1(a>UpiN (j) ≤ r)
 .
Then we have,
Em,n :=
∫
Sd−1
∫
R
Θ2m,n(a, r) dr dκ(a)
w−→
∫
Sd−1
∫
R
Θ2(a, r) dr dκ(a) := E
as min (m,n) → ∞. Here κ(·) denotes the uniform measure on Sd−1 and Θ(·, ·) is a mean 0
Gaussian process with covariance kernel given by,
C
(
(a1, r1), (a2, r2)
)
:= P(a>1 U˜ ≤ r1,a>2 U˜ ≤ r2)− P(a>1 U˜ ≤ r1) · P(a>2 U˜ ≤ r2), (E.42)
for (a1, r1), (a2, r2) ∈ Sd−1 × R, where U˜ has the same distribution as Ud.
With the above lemma in mind, note that the empirical distribution on Hdn converges weakly
to Ud under assumption (AP4). By setting {Uj}j≥1 as {hdj}j≥1, and applying Lemma E.2 to
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the right hand side of (E.41), we get that, as min (m,n)→∞,
mn
m+ n
RE2m,n
w−→ γdE d=
∞∑
j=1
τjZ
2
j (E.43)
where τj ’s are fixed nonnegative constants and Zj ’s are i.i.d. standard normals. The last equality
in (E.43) follows from [87, Chapter 1, Section 2] using standard Karhunen-Loe`ve type expansions
of Gaussian processes. This completes the proof.
E.13 Proof of Theorem 4.4
Proof. Note that RE2m,n is the average of products of Euclidean distances between bounded
random vectors, in the same spirit as RdCov2n. Therefore, The proof is exactly similar to the
proof of Theorem 4.2 in Appendix E.9. We leave the details to the reader.
E.14 Proof of Proposition D.1
Proof. By the same argument as in Appendix E.1, we get that the rank vectors
(R̂jn(X
j
1), . . . , R̂
j
n(X
j
n)) are uniformly distributed over all n! possible permutations of the set
Hdjn . Also these rank vectors are independent over j ∈ {1, 2, . . . ,K} under H0. This implies
that our test statistic, which is a function of (R̂jn(X
j
1), . . . , R̂
j
n(X
j
n))1≤j≤K , is distribution-free
under H0. Consequently, the threshold cn, is also distribution-free under H0.
Finally, by Theorem 4.2, we see that RdCov2n,j converges a.s. to the following quantity:
RdCov2n
a.s.−→
K−1∑
j=1
RdCov2∗(X
j ,Xj+) (E.44)
where RdCov2∗(Xj ,Xj+) is the usual distance covariance between Rj(Xj) and
(Rj+1(X
j+1), . . . , Rk(X
k)) and Rj(·) is the population rank map for µj , 1 ≤ j ≤ K.
Next, note that under H0, nRdCov
2
n,j = Op(1) for 1 ≤ j ≤ K − 1 by Theorem 4.1 (the
same second moment computations as in (F.1) and (F.3)). Therefore, nRdCov2n = Op(1) which
implies cn = O(1).
Now, under H1, we will show that the right side of (E.44) is strictly positive. In this
direction, let us proceed by contradiction. Suppose that the right side of (E.44) equals 0 under
H1. This implies RdCov
2
∗(Xj ,Xj+) = 0 for all 1 ≤ j ≤ K−1. Therefore, by the same argument
as in Lemma 3.1 (part (b)), Xj and Xj+ are independent for 1 ≤ j ≤ K − 1. An alternate way
of stating this would be as follows:
E
exp
i K∑
l=j
t>l X
l
 = E [exp(it>j Xj)]× E
exp
i K∑
l=j+1
t>l X
l
 (E.45)
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for all (t1, . . . , tK) ∈ Rd1 × . . .× Rdk and 1 ≤ j ≤ K − 1. Next, by [96], we have:∣∣∣∣∣E
[
exp
(
i
K∑
l=1
t>l X
l
)]
−
K∏
l=1
E
[
exp
(
it>l X
l
)] ∣∣∣∣∣
≤
K−1∑
j=1
∣∣∣∣∣E
exp
i K∑
l=j
t>l X
l
− E [exp(it>j Xj)]× E
exp
i K∑
l=j+1
t>l X
l
 ∣∣∣∣∣. (E.46)
The right hand side of (E.46) equals 0 by (E.45), and consequently the left hand side of (E.46)
equals 0. Therefore µ = µ1⊗ . . .⊗µK , which contradicts H1 and consequently proves the claim.
As a result we also have nRdCov2n
a.s.−→∞ under H1. As cn = O(1), we have
P(nRdCov2n ≥ cn) n→∞−→ 1
which completes the proof of consistency.
E.15 Proof of Proposition D.2
Note that the set of n vectors (R̂n(X
j
1), . . . , R̂n(X
j
nj ))1≤j≤K are uniformly distributed over the
n! permutations of the set Hdn (same argument as in Proposition 2.2). This implies that the
test statistic RE21:K,n is distribution-free and consequently, so is cn.
By the same argument as in the proof of Theorem 4.4, we have:
RE21:K,n =
K−1∑
j=1
RE2j:(j+1),n
a.s.−→
K−1∑
j=1
RE2λ,∗(X
j ,Xj+1) (E.47)
where RE2λ,∗(X
j ,Xj+1) is the usual energy distance between Rλ(X
j) and Rλ(X
j+1), Rλ(·)
denotes the population rank map corresponding to the measure
∑K
j=1 λjµj .
Under H0, by similar second moment calculations as in the proof of Theorem 4.3, we have
nRE21:K,n = Op(1) which in turn implies cn = O(1).
Under H1, there exists j˜ ≤ K − 1 such that µj˜ 6= µj˜+1 which implies RE2λ,∗(Xj˜ ,Xj˜+1) > 0
and consequently the right hand side of (E.47) is strictly positive. Therefore, nRE21:K,n
a.s.−→∞
and as cn = O(1), we have
P(nRE21:K,n ≥ cn) n→∞−→ 1
which completes the proof of consistency.
E.16 Proof of Lemma 5.1
Proof. Note that, by the independence of the Zi’s, {R˜n(Zi)}1≤i≤n is distributed uniformly over
the set of all n! permutations ofH2dn . Moreover, under H0, Z1 d= −Z1. Based on this observation,
it is easy to check that:
P
(
R̂n(X1) = r1, R̂n(−X1) = r2, . . . , R̂n(Xn) = r2n−1, R̂n(−Xn) = r2n
)
=
1
2nn!
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for (r1, r2, . . . , r2n−1, r2n) ∈ J where
J := {(j1, . . . , j2n) : ji ∈ Rd, (ji, ji+1) = h˜i or (ji+1, ji) = h˜i for i ∈ {1, 3, . . . , 2n− 1},
(h˜1, . . . , h˜n) is a permutation of the set H2dn
}
.
F Some general results on permutation statistics
In this section, we will prove some general results on asymptotic distributions of certain permu-
tation based statistics which were used in Appendix E. Since the distinction between vectors
and scalars is pretty clear in this section, we will drop the boldface fonts (previously used to
denote vectors) subsequently for notational convenience.
F.1 Proof of Lemma E.1
Recall the notation in Lemma E.1. Note that D (in (E.26)) is well-defined (see [87, Chapter 1,
Section 2]) and has finite expectation. For any c > 0, define the following:
Wn,c :=
∫
1/c≤‖t‖,‖s‖≤c
∣∣ξn(t, s)∣∣2w(t, s) dt ds, Wc = ∫
1/c≤‖t‖,‖s‖≤c
∣∣ξ(t, s)∣∣2w(t, s) dt ds.
Our proof will proceed through the following three steps:
Lemma F.1. For any δ > 0, limc→∞ lim supn→∞ P(|Wn,c −Dn| > δ) = 0.
Proposition F.1. For any δ > 0, limc→∞ P(|Wc −D| > δ) = 0.
Lemma F.2. For any c > 0, Wn,c
w−→Wc as n→∞.
Combining Proposition F.1, Lemmas F.1 and F.2 with [134, Lemma 2.5], yields Dn
w−→ D as
n→∞ and completes the proof.
Proof of Lemma F.2. For (t, s) ∈ Rd1 × Rd2 , define:
fnU (t) :=
1
n
n∑
k=1
exp
(
it>Uk
)
, fnV (t) :=
1
n
n∑
k=1
exp
(
it>Vk
)
In the following, Uk’s and Vk’s are fixed, so the expectations are taken with respect to the
randomness arising out of the randomly drawn permutation pin ∈ Sn. Note that, for each
(t1, s1), (t0, s0), we have E[ξn(t1, s1)] = 0 and
E
[
ξn(t1, s1)ξn(t0, s0)
]
=
n
n− 1
(
fnU (t1 − t0)− fnU (t1)fnU (t0)
)(
fnV (s1 − s0)− fnV (s1)fnV (s0)
)
n→∞−→
(
fd1(t1 − t0)− fd1(t1)fd1(t0)
)(
fd2(s1 − s0)− fd2(s1)fd2(s0)
)
= R((t1, s1), (t0, s0)) (F.1)
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where the convergence follows from the assumption that Pn
w−→ Ud1 and Qn w−→ Ud2 .
Now fix M ≥ 1, and two sequences of real numbers (α1, . . . , αM ) and (β1, . . . , βM ). For
{(tm, sm) ∈ Rd1 × Rd2}Mm=1, define:
Λn(tm, sm) :=
√
n
 1
n
n∑
k=1
cos
(
t>mUk + s
>
mVpin(k)
)− 1
n2
∑
k,l
cos
(
t>mUk + s
>
mVl
)
Θn(tm, sm) :=
√
n
 1
n
n∑
k=1
sin
(
t>mUk + s
>
mVpin(k)
)− 1
n2
∑
k,l
sin
(
t>mUk + s
>
mVl
) .
Note that Λn and Θn are centered random variables. Further, define two matrices (Akl)n×n and
(Ckl)n×n as:
Akl :=
1√
n
M∑
m=1
[
αm cos
(
t>mUk + s
>
mVl
)
+ αm sin
(
t>mUk + s
>
mVl
)]
,
Ckl := Akl −Ak. −A.l +A..,
and note that
∑n
k=1Ckpin(k) =
∑M
m=1
(
αmΛn(tm, sm) + βmΘn(tm, sm)
)
. By Hoeffd-
ing’s Combinatorial Central Limit theorem (see e.g., [27, Theorem 1.1]), we will have∑n
k=1Ckpin(k)
w−→ N (0, σ2) if the following two conditions hold: (a) ∑k,l |Ckl|3 = o(n) and
(b) Var
(∑n
k=1Ckpin(k)
) n→∞−→ σ2. As sine and cosine functions are bounded, and Uk’s, Vk’s all
lie in fixed (free of n) compact sets, it is easy to check that
∑
k,l |Cij |3 = O
(√
n
)
, so condition
(a) is satisfied. For verifying (b), let us first set up some prerequisites. Observe that:
E [Λn(t1, s1)Θn(t0, s0)]
=
1
n
∑
k,l
Cov
(
cos
(
t>1 Uk + s
>
1 Vpin(k)
)
, sin
(
t>0 Ul + s
>
0 Vpin(l)
))
=
1
n2
∑
k,l
cos
(
t>1 Uk + s
>
1 Vl
)
sin
(
t>0 Uk + s
>
0 Vl
)
+
1
n3(n− 1)
∑
k 6=l,p6=q
cos
(
t>1 Uk + s
>
1 Vp
)
× sin (t>0 Ul + s>0 Vq)− 1n3 ∑
p,k 6=l
cos
(
t>1 Uk + s
>
1 Vp
)
sin
(
t>0 Ul + s
>
0 Vp
)
− 1
n3
∑
k,p6=q
cos
(
t>1 Uk + s
>
1 Vp
)
sin
(
t>0 Uk + s
>
0 Vq
)
n→∞−→ E
[
cos
(
t>1 U˜1 + s
>
1 V˜1
)
sin
(
t>0 U˜1 + s
>
0 V˜1
)
+ cos
(
t>1 U˜1 + s
>
1 V˜1
)
sin
(
t>0 U˜2 + s
>
0 V˜2
)
− cos (t>1 U˜1 + s>1 V˜1) sin (t>0 U˜1 + s>0 V˜2)− cos (t>1 U˜1 + s>1 V˜1) sin (t>0 U˜2 + s>1 V˜1)].
Here U˜1, U˜2 are i.i.d. Ud1 and V˜1, V˜2 are i.i.d. Ud2 . A similar calculation shows that, for
any m1,m2 ∈ {1, 2, . . . ,M}, E[Λ2n(tm1 , sm1)], E[Θ2n(tm1 , sm1)], E[Θn(tm1 , sm1)Θn(tm2 , sm2)],
E[Λn(tm1 , sm1)Λn(tm2 , sm2)] and E[Λn(tm1 , sm1)Θn(tm2 , sm2)] also converges. Denote the cor-
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responding limits as Λ2m1 , Θ
2
m1 , Θm1m2 , Λm1m2 and Λm1Θm2 respectively. This implies that
Var
(∑n
k=1Ckpin(k)
)
equals,
E
[
M∑
m=1
α2mΛ
2
n(tm, sm) +
M∑
m=1
β2mΘ
2
n(tm, sm) +
∑
m1 6=m2
αm1αm2Λn(tm1 , sm1)Λn(tm2 , sm2)
+
∑
m1 6=m2
βm1βm2Θn(tm1 , sm1)Θn(tm2 , sm2) +
∑
m1,m2
αm1βm2Λn(tm1 , sm1)Θn(tm2 , sm2)
]
n→∞−→
M∑
m=1
α2mΛ
2
m +
M∑
m=1
β2mΘ
2
m +
∑
m1 6=m2
αm1αm2Λm1m2 +
∑
m1 6=m2
βm1βm2Θm1m2
+
∑
m1,m2
αm1βm2Λm1Θm2 .
This completes the proof of (b) and therefore,
∑n
k=1Ckpin(k) converges to a Gaussian limit. By
the Crame´r-Wold theorem, the vector
Γn := (Λn(t1, s1), . . . ,Λn(tM , sM ),Θn(t1, s1), . . . ,Θn(tM , sM ))
converges to a multivariate Gaussian distribution. Take f : R2M → CM such that
f(x1, . . . , x2M ) = (x1 + ixM+1, . . . , xM + ix2M ) where i =
√−1. Then, by the continuous
mapping theorem, f(Γn) = (ξn(t1, s1), . . . , ξn(tM , sM )) converges to a complex-valued Gaussian
process with covariance kernel given by R(·, ·), as shown in (F.1).
For c > 0, define Ac = {t ∈ Rd1 : (1/c) ≤ ‖t‖ ≤ c} and Bc = {s ∈ Rd2 : (1/c) ≤ ‖s‖ ≤ c}. Note
that Ac ×Bc is compact. The preceding discussion yields the convergence for the finite dimen-
sional distributions of the process ξn(·, ·) over Ac × Bc. In order to show ξn(·, ·) w−→ ξ(·, ·) in
L∞[Ac×Bc] (in the sense of [72]), we would need to show asymptotic equicontinuity (see [72]),
i.e., given any  > 0,
lim
δ→0
lim sup
n→∞
P∗
 sup
s1,s0∈Bc, t1,t0∈Ac,√
‖s1−s0‖2+‖t1−t0‖2≤δ
∣∣ξn(t1, s1)− ξn(t0, s0)∣∣ > 
 = 0 (F.2)
where P∗ denotes the outer probability. Note that ξn(t, s) =
∑n
k=1 Znk(t, s) where
Znk(t, s) := n
−1/2[ exp (it>Uk + is>Vpin(k)) − fnU (t)fnV (s)]. Let ρ((t1, s1), (t0, s0)) :=√‖t1 − t0‖2 + ‖s1 − s0‖2. From the proof of [146, Theorem 2.11.1], (F.2) follows if we can
show the following:
Step 1. There exists a sequence ηn ↓ 0 such that sup1≤k≤n sup(t,s)∈Ac×Bc
∣∣Znk(t, s)∣∣ ≤ ηn.
Step 2. For any sequence δn ↓ 0, we have:
sup
s1,s0∈Bc, t1,t0∈Ac,ρ((t1,s1),(t0,s0))≤δn
E∗
∣∣∣∣ n∑
k=1
[
Znk(t1, s1)− Znk(t0, s0)
]∣∣∣∣2 n→∞−→ 0.
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Step 3. For any sequence δn ↓ 0,
∫ δn
0
√
logN(, Ac ×Bc, dn(·, ·)) d P
∗−→ 0 where N(, Ac ×
Bc, dn(·, ·)) denotes the  covering number of the set Ac × Bc based on the random met-
ric dn(·, ·) satisfying d2n((t1, s1), (t0, s0)) =
∑n
k=1 |Znk(t1, s1) − Znk(t0, s0)|2 (for related
definitions in this context, see [146, Chapter 2.2]).
Note that |Znk(·, ·)| ≤ 2n−1/2 a.s. and so step 1 holds. Note that, for any s1, s0 ∈ Bc, t1, t0 ∈ Ac
and ρ((t1, s1), (t0, s0)) ≤ δn, we have:
E∗
∣∣∣∣ n∑
k=1
[
Znk(t1, s1)− Znk(t0, s0)
]∣∣∣∣2
=
n
n− 1
[(
1− fnU (t0 − t1)fnV (s0 − s1)
)
+
(
1− fnU (t1 − t0)fnV (s1 − s0)
)
+
(
fnU (t0)f
n
V (s0)
(
fnU (t0)f
n
V (s0)− fnU (t1)fnV (s1)
))
+
(
fnU (t1)f
n
V (s1)
(
fnU (t1)f
n
V (s1)
− fnU (t0)fnV (s0)
))− (fnU (t1)(fnU (t1)− fnV (s1 − s0)fnU (t0)))
−
(
fnU (t0)
(
fnU (t0)− fnV (s0 − s1)fnU (t1)
))− (fnV (s1)(fnV (s1)− fnU (t1 − t0)fnV (s0)))
−
(
fnV (s0)
(
fnV (s0)− fnU (t0 − t1)fnV (s1)
))]
. (F.3)
As sin(·) and cos(·) are Lipschitz functions with Lipschitz norm bounded by 1, each term within
a parenthesis on the right hand side of (F.3) may be bounded in modulus by 4δn. This completes
the proof of step 2. Further, once again using the Lipschitz nature of cos(·) and sin(·), it is
easy to check that:
dn((t1, s1), (t0, s0)) =
√√√√ n∑
k=1
|Znk(t1, s1)− Znk(t0, s0)|2 ≤ 10ρ((t1, s1), (t0, s0)) (F.4)
where the last event happens with P∗ outer probability 1. By using .c to hide constants that
only depend on p, q and c, we get the following chain of inequalities:∫ δn
0
√
logN(, Ac ×Bc, dn(·, ·)) d
(a)
≤
∫ δn
0
√
logN(/10, Ac ×Bc, ρ(·, ·)) d
(b)
.c
∫ δn
0
−1/2 d n→∞−→ 0
where (a) happens with P∗ outer probability 1 and follows from (F.4), (b) follows from a
standard volumetric argument for estimating covering numbers, see e.g., [145, Lemma 4.5].
This completes the proof of step 3. Therefore, by combining steps 1, 2 and 3, we get
ξn(·, ·) w−→ ξ(·, ·) in L∞[Ac ×Bc]. Finally, note that w(·, ·) is bounded in Ac ×Bc. Lemma F.2
then follows by the continuous mapping theorem with the integral (over Ac×Bc) operator.
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Proof of Lemma F.1. Define Bd1(1) = {z ∈ Rd1 : ‖z‖ ≤ 1} and a function G : (0,∞)×Bd1(1)→
R as,
G(y, w) :=
∫
‖z‖≤y
1− cos〈w, z〉
‖z‖1+d1 dz. (F.5)
By [142, Lemma 1], G(·, ·) is uniformly bounded, and by an application of the dominated
convergence theorem, limδ↓0G(y, w) = 0, for each w ∈ Bd1(1). Next note that, for any c > 1,
|Wn,c −Dn| ≤
∫
{‖t‖≤1/c}∪{‖t‖≥c}
|ξn(t, s)|2w(t, s) dt ds
+
∫
{‖s‖≤1/c}∪{‖s‖≥c}
|ξn(t, s)|2w(t, s) dt ds. (F.6)
We will use . to hide constants which depend only on d1 and d2. Therefore,
E
∫
‖t‖≤1/c
|ξn(t, s)|2w(t, s) dt ds
(a)
. n
n− 1
∫
‖t‖≤1/c
(1− |fnU (t)|2)(1− |fnV (s)|2)
‖t‖1+d1‖s‖1+d2 dt ds
(b)
=
n
n− 1 ·
1
n4
∑
k,l,m,h
∫
‖t‖≤1/c
1− cos〈t, Uk − Ul〉
‖t‖1+d1 ·
1− cos〈s, Vm − Vh〉
‖s‖1+d2 dt ds
(c)
. n
n− 1 ·
1
n4
∑
k,l,m,h
G
(‖Uk − Ul‖
c
,
Uk − Ul
‖Uk − Ul‖
)
· ‖Vm − Vh‖ (F.7)
where (a) follows from Fubini’s Theorem and the calculations from (F.1), (b) uses the fact that
sin(·) is an odd function and hence integrates to 0 when integrated over symmetric sets, (c)
uses the definition from (F.5) and [142, Lemma 1]. The right hand side of (F.7) converges to
E
[
G
(
‖U˜1 − U˜2‖
c
,
U˜1 − U˜2
‖U˜1 − U˜2‖
)]
· E
[
‖V˜1 − V˜2‖
]
(F.8)
where U˜1, U˜2 ∼ Ud1 and V˜1, V˜2 ∼ Ud2 are four independent random variables. Finally, by an
application of the dominated convergence theorem, (F.8) converges to 0 as c→∞. By the same
calculation as in (F.8), we get:
E
∫
‖t‖≥c
|ξn(t, s)|2w(t, s) dt ds . n
n− 1 ·
1
n4
∑
k,l,m,h
‖Vm − Vh‖ ·
∫
‖t‖≥c
dt
‖t‖1+d1
.
∫
‖t‖≥c
dt
‖t‖1+d1 . (F.9)
Clearly, the right hand side of (F.9) converges to 0 as limits are taken over n → ∞ followed
by c → ∞. We can use the same arguments from (F.7) and (F.9) on the second term in the
right hand side of (F.6) to get the same conclusion. Therefore, by an application of Markov’s
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inequality, for any  > 0,
lim
c→∞ lim supn→∞
P[|Wn,c −Dn| > ] ≤ lim
c→∞ lim supn→∞
1

· E[|Wn,c −Dn|] = 0.
This completes the proof.
Proof of Proposition F.1. This proof is exactly the same as that of Lemma F.1 and we leave
the details to the reader. One can also use the tightness of D (see (E.26)) as shown in [87,
Chapter 1, Section 2].
F.2 Proof of Lemma E.2
Note that, for any a ∈ Sd−1 and Ui ∈ [0, 1]d, |a>Ui| ≤ ‖Ui‖ ≤
√
d. Therefore,
Em,n =
∫
Sd−1
∫ √d
−√d
Θ2m,n(a, r) dr dκ(a) and E =
∫
Sd−1
∫ √d
−√d
Θ2(a, r) dr dκ(a).
From Lemma F.3 and Corollary F.1, we have convergence (weakly and in second moments) of
the finite dimensional distributions of the process Θm,n(a, r), a ∈ Sd−1, r ∈ [−
√
d,
√
d]. Next
note that Θm,n(a, r) may be rewritten as,
Θm,n(a, r) =
√
n
m
· √m+ n
 1
N
N∑
i=1
1(a>Ui ≤ t)− 1
n
m+n∑
j=m+1
1(a>UpiN (j) ≤ t)
 .
Further observe that the set F := {1(a>· ≤ t) : (a, t) ∈ Sd−1×[−√d,√d]} of indicator functions
on closed half-spaces is a VC class with index d + 1 (see e.g., [37]) and consequently satisfies
the uniform entropy condition, as in [146, Equation 2.5.1] (see e.g., [146, Theorem 2.6.7]). The
asymptotic equicontinuity of the process Θm,n(a, r) over Sd−1×[−
√
d,
√
d] then follows from the
same proof as in [146, Theorem 2.5.2] (as it uses similar empirical process tools as in the proof
of Lemma E.1, we leave the details to the interested reader). This then implies that Θm,n(·, ·)
converges weakly to Θ(·, ·) in L∞(Sd−1× [−√d,√d]) (see [72]). The weak convergence of Em,n
to E then follows from a direct application of the continuous mapping theorem.
Lemma F.3. Recall the notation and assumptions introduced in Lemma E.2. Con-
sider a K-tuple, (a1, r1), . . . , (aK , rK), where (ai, ri) ∈ Sd−1 × R. Then the vector(
Θm,n(a1, r1), . . . ,Θm,n(aK , rK)
)
converges weakly to a multivariate Gaussian distribution with
mean 0 and covariance matrix ΣK×K , where Σij = C
(
(ai, ri), (aj , rj)
)
(given in (E.42)), as
min (m,n)→∞.
Proof. For the sake of simplicity, we will work with K = 2. Set α> := (α1, α2) ∈ R2 and Θ>m,n :=(
Θm,n(a1, r1),Θm,n(a2, r2)
)
. It suffices to show (by the Crame´r-Wold Theorem), α>Θm,n
w−→
N (0, α>Σα) as min (m,n) → ∞. Our proof proceeds using Stein’s method of exchangeable
pairs, see e.g., [24]. For the reader’s convenience, we also present this result in Proposition G.2.
Define Tm,n := α
>Θm,n. Draw two random indices I and J , without replacement, from the
set {1, 2, . . . , N}. Construct a new permutation, piN as piN (I) = piN (J), piN (J) = piN (I) and
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piN (k) = piN (k) for k 6= I, J . It is easy to check that (piN , piN ) forms an exchangeable pair of
random vectors. Let T˜m,n := α
>Θ˜m,n where Θ˜m,n is calculated by replacing piN with piN in
θm,n. Note that,
E[Tm,n − T˜m,n|piN ]
= E
[
2α1
√
m+ n√
mn
(
1(a>1 UpiN (I) ≤ r1)− 1(a>1 UpiN (I) ≤ r1)
)
1(I ≤ m,J ≥ m+ 1)
+
2α2
√
m+ n√
mn
(
1(a>2 UpiN (I) ≤ r2)− 1(a>2 UpiN (I) ≤ r2)
)
1(I ≤ m,J ≥ m+ 1)
∣∣∣∣piN]
= 2(m+ n− 1)−1Tm,n (F.10)
which in turn implies, E[Tm,n − T˜m,n|Tm,n] = 2(m + n − 1)−1Tm,n. Define c0 := (m + n −
1)(2α>Σα)−1. Note that |Tm,n − T˜m,n| ≤ 2(|α1|+ |α2|)(min (m,n))−1/2. By [24, Theorem 1.2],
our desired conclusion follows if we can show the following:
E
∣∣∣∣1− c02 E [(Tm,n − T˜m,n)2∣∣Tm,n]
∣∣∣∣ min (m,n)→∞−→ 0. (F.11)
Note that,
E
[c0
2
· (Tm,n − T˜m,n)2∣∣piN]
=
(m+ n)(m+ n− 1)
(2α>Σα)(mn)
E
[{
α1
(
1(a>1 UpiN (I) ≤ r1)− 1(a>1 UpiN (J) ≤ r1)
)
1(I ≤ m,
J ≥ m+ 1) + α2
(
1(a>2 UpiN (I) ≤ r2)− 1(a>2 UpiN (J) ≤ r2)
)
1(I ≤ m,J ≥ m+ 1)
}2∣∣∣∣piN]
=
α21
(mn)(2α>Σα)
[
n
m∑
i=1
1(a>1 UpiN (i) ≤ r1) +m
m+n∑
j=m+1
1(a>1 UpiN (j) ≤ r1)
− 2
∑
i≤m,j≥m+1
1(a>1 UpiN (i) ≤ r1, a>1 UpiN (j) ≤ r1)
]
+
α22
(mn)(2α>Σα)
[
n
m∑
i=1
1(a>2 UpiN (i) ≤ r2)
+m
m+n∑
j=m+1
1(a>2 UpiN (j) ≤ r2)− 2
∑
i≤m,j≥m+1
1(a>2 UpiN (i) ≤ r2, a>2 UpiN (j) ≤ r2)
]
+
α1α2
(mn)(2α>Σα)
[
n
m∑
i=1
1(a>1 UpiN (i) ≤ r1, a>2 UpiN (i) ≤ r2) +m
m+n∑
j=m+1
1(a>1 UpiN (j) ≤ r,1
a>2 UpiN (j) ≤ r2)− 2
∑
i≤m,j≥m+1
1(a>1 UpiN (i) ≤ r1, a>2 UpiN (j) ≤ r2)
]
. (F.12)
Further E[m−1
∑
i≤m 1(a
>
1 UpiN (i) ≤ r1)] = N−1
∑
i≤N 1(a
>
1 Ui ≤ r1) → P(a>1 U˜ ≤ r1) and
Var[m−1
∑
i≤m 1(a
>
1 UpiN (i) ≤ r1)] = O(m−1). Therefore, m−1
∑
i≤m 1(a
>
1 UpiN (i) ≤ r1)
P−→
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P(a>1 U˜ ≤ r1). Similar arguments may be used to prove that
1
m
m∑
i=1
1(a>1 UpiN (i) ≤ r1, a>2 UpiN (i) ≤ r2)→ P(a>1 U˜ ≤ r1, a>2 U˜ ≤ r2) and
1
mn
∑
i≤m,j≥m+1
1(a>1 UpiN (i) ≤ r1, a>2 UpiN (j) ≤ r2)→ P(a>1 U˜ ≤ r1)P(a>2 U˜ ≤ r2). (F.13)
Recall the definition of C(·, ·) from (E.42). Note that (F.13) implies (F.12) converges in prob-
ability to
1
α>Σα
[
α21C((a1, r1), (a1, r1)) + 2α1α2C((a1, r1), (a2, r2)) + α
2
2C((a2, r2), (a2, r2))
]
= 1.
(F.14)
Finally, as c0(Tm,n − T˜m,n)2 is uniformly bounded, (F.14) implies (F.11) by the dominated
convergence theorem.
Corollary F.1. Recall the notation from the statement and proof of Lemma F.3. Then
E[T 2m,n]→ α>Σα as min (m,n)→∞.
Proof. In the proof of Lemma F.3, we showed that (c0/2)E(Tm,n− T˜m,n)2 → 1. Considering all
limits to be under min (m,n)→∞, we get:
1 = lim(c0/2)E(Tm,n − T˜m,n)2 = lim c0E
[
Tm,nE[Tm,n − T˜m,n|Tm,n]
]
(a)
= lim 2c0(m+ n− 1)−1E[T 2m,n]
which completes the proof. Here, (a) follows from (F.10).
G Auxiliary Results
Lemma G.1 (Alexandroff Theorem, Alexandroff [3]). Let f : U → R be a convex function,
where U is an open convex subset of Rn. Then f has a second derivative Lebesgue a.e. in U .
Lemma G.2. (Almost sure weak convergence of empirical measure, Varadarajan [147]) Let
(W,d) be a separable metric space and µ be a probability measure supported on W . Also, say
µn denotes the empirical counterpart of µ. Then dW (µn, µ)
a.s.−→ 0 where dW (·, ·) is any metric
on the space of probability measures on (W,d) that equivalently characterizes weak convergence.
Lemma G.3. (McCann [98, Lemma 9]) Suppose µn ∈ P(Rd × Rd) converges weakly to µ ∈
P(Rd × Rd). Then,
(i) If µn has cyclically monotone support for all large n, then so does µ.
(ii) Let Γ(ν1, ν2) denote the subset of P(Rd × Rd) with first and second marginals ν1 and ν2
respectively; ν1, ν2 ∈ P(Rd). If µn ∈ Γ(νn1 , νn2 ) where νn1 w−→ ν1 and νn2 w−→ ν2, then
µ ∈ Γ(ν1, ν2).
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Definition G.1 (Cyclically monotone maps). A subset S of Rd × Rd is said to be cyclically
monotone if, given any finite subset of S, say {(x1,y1), . . . , (xk,yk)}, we have:
〈y1,x2 − x1〉+ . . .+ 〈yk−1,xk − xk−1〉+ 〈yk,x1 − xk〉 ≤ 0.
A multi-valued map f : Rd → Rd is said to be a cyclically monotone map if, given any finite
subset {x1, . . . ,xk} of Rd, the set {(x1, f(x1)), . . . , (xk, f(xk))} is cyclically monotone.
Definition G.2 (Subdifferential of a convex function). Let f : Rd → R be a proper, lower
semicontinuous convex function. Then the subdifferential of f(·) at a point x ∈ Rd is defined
as:
∂f(x) := {z : f(y)− f(x) ≥ 〈z,y − x〉, for all y ∈ Rd}.
Lemma G.4. (Cyclic monotonicity and subdifferential of convex functions; Rockafellar [127,
Theorem 1]) The graph of the subdifferential ∂f(·) of a convex function f : Rd → R is a
cyclically monotone subset of Rd×Rd. Moreover, any cyclically monotone subset of Rd×Rd is
contained in the graph of the subdifferential of a proper, lower semicontinuous convex function
from Rd → R.
Lemma G.5. (Uniqueness of measure preserving couplings, see McCann [98, Corollary 14])
Let ν1, ν2 ∈ P(Rd), and suppose that one of these two measures in Lebesgue absolutely contin-
uous. Then, there exists one and only one measure ν ∈ Γ(ν1, ν2) (see (ii) from Lemma G.3)
with cyclically monotone support.
Lemma G.6. (Existence of measure transformation maps; see [98, Proposition 10]) Assume
that ν ∈ Γ(ν1, ν2) (see (ii) from Lemma G.3) is supported on the graph of the subdifferential
∂f(·) of some proper, lower semicontinuous convex function f : Rd → R (i.e., the support of ν
is a subset of the graph of ∂f(·)). Further, suppose that ν1 ∈ Pac(Rd). Then ∇f(·) pushes ν1
to ν2, i.e., ν = (identity×∇f)#ν1.
Proposition G.1. (Hoeffding’s Central Limit theorem; see Chen and Fang [27, Theorem 1.1])
Suppose X = {Xij : 1 ≤ i, j ≤ n} be a n×n array of independent random variables where n ≥ 2,
E[Xij ] = cij, Var(Xij) = σ2ij ≥ 0 and E|Xij |3 <∞. Assume that,
ci· :=
1
n
∑
j
cij = 0 and c·j :=
1
n
∑
i
cij = 0.
Let pin be an uniform permutation drawn from Sn (all permutations of {1, 2, . . . , n}) independent
of X. Let Wn =
∑
iXipin(i). Then,
Var(Wn) =
1
n
∑
i,j
σ2ij +
1
n− 1
∑
i,j
c2ij .
Further, if Var(Wn) = 1, then we have:
sup
z∈R
∣∣∣∣P(Wn < z)− Φ(z)∣∣∣∣ ≤ 451n ∑
i,j
E|Xij |3
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where Φ(·) denotes the standard Gaussian distribution function.
Proposition G.2. (Stein’s method of exchangeable pairs; see Chatterjee and Shao [24, Theorem
1.2]) Let (W,W ′) denote an exchangeable pair of random variables where W has finite variance.
Also, suppose that,
E(W −W ′|W ) = g(W ) + r(W ) and |W −W ′| ≤ δ,
where δ is a constant (non-random) and g(·) is a differentiable function on R. Let G(t) =∫ t
0 g(s) ds and p(t) = c1 exp(−c0G(t)), where c1 = (exp(−c0G(t)))−1 > 0. Here c0 is some
positive real number. Further, let us also assume the following conditions:
(i) g(·) is nondecreasing, g(t) ≥ 0 for t ≥ 0 and g(t) ≤ 0 for t ≤ 0.
(ii) There exists c2 <∞ such that for all x ∈ R,
min
(
1/c1, 1/|c0g(x)|
)(|x|+ 3/c1)c0|g′(x)| ≤ c2.
Finally, let Y be a random variable with density p1(·). Under all the above conditions, the
following holds:
sup
z∈R
∣∣P(W ≤ z)− P(Y ≤ z)∣∣ ≤ 3∣∣1− (c0/2)E[(W −W ′)2|W ]∣∣+ c1 max (1, c2)δ
+ 2(c0/c1)E
∣∣r(W )∣∣+ δ3c0{(2 + c2)/2E∣∣c0g(W )∣∣+ c1c2/2}.
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