INTRODUCTION
In data-intensive applications, clustering methods arrange huge amounts of data into a structured representation and search for relevant information [1] [2] . The vast datasets and the heterogeneous descriptions of patterns set stringent requirements on the algorithms adopted; when empirical classifiers aim to optimize prediction on unseen data [1] , attaining an accurate estimate of the run-time generalization error is a critical issue. Several methods in the literature have tackled that problem from both a practical [3] and a theoretical viewpoint [4] [5] [6] .
From a practical viewpoint, empirical estimates such as cross-validation methods often support the prediction of the run-time generalization performance in real applications [30] . The literature reports that these techniques are quite accurate and outperform theoretical models in complex classifier design [29] . From a theoretical viewpoint, within the framework of Statistical Learning Theory [26] , the formulation based on the Vapnik-Chervonenkis dimension (d VC ) [7] exhibits a theoretical foundation: given a classifier C, and its associated class of decision functions, the d VC is the largest number of patterns that C can correctly classify; this makes d VC a reliable measure of complexity of a classification algorithm. Unfortunately, the resulting bounds to the generalization error often prove impractical for a variety of reasons. First, Vapnik's theory stems from a worstcase analysis, hence it usually requires a huge number of patterns to tighten generalization bounds down to reasonable ranges. Secondly, many practical classifiers are so powerful that the crucial parameter, d VC , measuring a model's complexity grows uncontrollably (e.g. SVM with Guassian kernel). Finally, few families of clustering-based classifiers have been fully characterized in compliance with Vapnik's theory. This is, incidentally, the case of the K-Winner Machine (KWM) model [8] , which is used here as the clustering-based framework for pattern classification.
In spite of the above limitations, Statistical Learning Theory can yet be of practical significance when dealing with clustering and data-mining [1] , since data mining applications are typically rich in patterns and can therefore offer the required large samples. Moreover, the complexity of clustering-based classifiers often proves much lower than that of other approaches [1] .
A crucial prerequisite in applying both theoretical and empirical predictions, however, is that the probability distribution of data is stationary [26] ; such a condition holds in many practical testbeds and is often assumed to hold implicitly. In some data-intensive domains, however, the stationary nature of data distributions may prove questionable, either because the data refer to a phenomenon whose time-varying nature is overlooked, or because the original sample is so large that new samples stem from unexplored areas of the probability distribution, hence test data are virtually uncorrelated from training ones. Retraining (either from scratch or as an update of existing learning results) is a typical solution to that problem, but in data-intensive applications it may prove very expensive. This may occur for a variety of reasons: for instance, because the actual process for updating training results is difficult to design or implement, or because the amount of data is excessive, or because older data might not be easily accessible.
In general, non stationarity can be classified according to two different categories: covariate shift [38] refers to those cases in which the non stationarity only affects the pattern probability distribution P(x); concept drift [40] refers to those case in which non stationarity is confined to the target probability distribution P(c|x). This paper addresses covariate shift and tackles the stationarysampling issue from the conventional viewpoint of validation methods for classifier training [26] ; the basic observation is that non-stationary distributions ultimately give rise to discrepancies between the data distributions in the training and test phases. To this aim, an efficient and reliable method to estimate the pdf and assess the stationarity of input data is required. The proposed criterion asses the non-stationarity by casting the original multivariate problem to an univariate problem via a clustering procedure. This procedure avoids the curse of dimensionality and the possible numerical instabilities that can occur using traditional parametric methods such as Parzen Windows or Mixture of Gaussian Models [31] [32] [33] [34] . Indeed, the class of problems covered by the proposed methodology is not strictly limited to covariate shift, as the procedure can effectively apply also to problems in which non stationarity affects both the pattern probability distribution and the target probability distribution.
The approach proposed in this paper adopts the KWM model [8] as classifier. The rationale behind such choice is twofold. KWM yields tight bounds to generalization performance [8] and inherently supports multi-class classification tasks [9] . These features make KWM profitably suitable for data-intensive applications and for evaluating the applicability of Vapnik's generalization predictions accordingly, together with conventional cross-validation methods.
The proposed methodology improves and generalizes the preliminary analysis discussed in [35] . Experiments first show the approach validity in a synthetic domain, mainly to provide an intuitive demonstration of the basic non stationarity detection principle; the method is then tested in a group of complex real-world problems: the detection of intrusions in computer networks, Optical
Character Recognition for numerical patterns, Emails Spam detection and Pedestrian Detection. The "KDD Cup 1999" dataset [10] , the Manuscript NIST (MNIST) OCR dataset [24] , the Spam Assassin dataset [37] and the Daimler dataset [39] provided the related experimental domains.
Experimental results show that the proposed criterion successfully detected the nonstationary/stationary nature of the proposed domains. Furthermore, an additional experiment it is reported to point out the differences between a problem characterized by covariate shift and a problem characterized by concept drift. Such experiment shows that the unsupervised nature of the proposed method cannot be applied to such kind of non stationarity where the drift is only limited to the target values.
The paper is organized as follows. Section 2 briefly illustrates error predictions methods and the K-Winner Machine model. Section 3, the core section, introduces the criterion designed to validate the applicability of generalization error estimation by stationarity assessment. Section 4 presents the experimental results obtained on reference, real-word testbeds, and deals with peculiar theoretical and practical emerging issues. Some concluding remarks are made in Section 5.
THE PREDICTION OF GENERALIZATION PERFORMANCE

Analytical and Empirical Prediction Methods
Generalization theory proves that a classifier's performance is upper-bounded by the empirical training error, ν, increased by a penalty term. In this term, the Growth Function [6] , GF(N p ), measures the complexity of the fact that the classifier has been trained with a set of N p patterns.
This theory derives a bound, π, to the generalization error of the considered classifier:
where
and η is a confidence level.
Vapnik's theory adopts a worst-case analysis, hence the predicted error bound (#1) often falls in a very wide range that eventually lessens the practical impact of the overall approach. This is especially true when a limited sample of training patterns is available; data-mining environments, however, typically involve very large datasets, whose cardinality (N p >> 10 5 ) can actually shrink the complexity penalty term down to reasonable values. Moreover, some models intrinsically prevent an uncontrolled increase in the classifier's GF(N p ) (thus of the d VC of the classifier [6] ). Thus datamining domains seem to comply with basic Statistical Learning Theory quite well [7] [19] .
From a different perspective, empirical approaches to estimate a classifier's generalization performance bypass worst-case theoretical analysis by using observed data themselves as a prediction support. In the popular method of k-fold Cross Validation (CV) [30] , one partitions the training set into k non-overlapping subsets: the classifier is trained on the union of (k-1) subsets, and the remaining k-th subset provides a test set to measure the associated classification performance. The procedure encompasses all combinations of k test sets; the average classification error, π CV , is the estimate of the classifier's generalization performance:
It is worth noting that the mutual correlation among the empirical tests on folded partitions brings about a statistical bias to the prediction (#3).
KWM Classifiers and Prediction Error Estimation
The approach proposed in this paper adopts a specific family of classifier belonging to the Structural Risk Minimization paradigm, namely, the K-Winner Machine model. Such a choice is justified by two main aspects: first, an established analysis has described the theoretical properties of the classifier model [8] and shown that the resulting generalization bounds can be profitably applied; secondly, the KWM approach relies on unsupervised Vector Quantization and therefore implicitly takes into account the problem of rendering the probabilistic distribution of samples, which is at the core of the present analysis.
The training strategy of the K-Winner Machine (KWM) model first develops a representation of the data distribution by means of an unsupervised process, then applies a calibration process to train a supervised classifier. A detailed outline of the KWM training algorithm [8] is given in Appendix A.
Among the wide variety of possible approaches, the research presented here adopts the Plastic Neural Gas (PGAS) algorithm [11] , as it can adjust both the number and the positions of prototypes simultaneously [11] ; moreover, PGAS prevents the occurrence of dead vectors (void prototypes covering empty partitions). After unsupervised training, a calibration process [8] labels the Voronoi tessellation of the data space induced by the positions of the prototypes. Each partition/prototype is labeled according to the predominant class. From a cognitive viewpoint, the latter step aims to reproduce the conditional distribution of classes.
At run time, each point in the data space is classified locally, under the cognitive assumption that the risk in the classification outcome for a given point decreases when more and more neighboring prototypes concur in the classification of that point. As opposed to conventional ensemble methods, a KWM requires a complete agreement among the set of best-matching prototypes and does not involve any majority counting; the smallest set will include the nearest prototype only.
The advantage of applying Statistical Learning Theory to the KWM model mainly lies in the computation of generalization bounds at the local level. The literature offers a variety of approaches to estimating the generalization error of a classifier [6] [7] . The analysis presented in [8] adopted the formulation based on the Vapnik-Chervonenkis dimension [7] , and derived several analytical properties of KWMs, including the Vapnik-Chervonenkis dimension and the analytical expression of the Growth Function of the family of classifiers used in the KWM model.
The resulting theory [8] proves that one can compute an error bound, π(k), for each agreement level, k, and more importantly, that such a bound is a non-increasing function when k increases.
This confirms the intuitive notion that the risk in a classification decision about a given point should be reduced by the concurrence of several neighboring prototypes.
A crucial feature of the KWM model is that, by using the prototype-agreement criterion at run time, any point in the data space is characterized by a local bound to the classification error. Such a bound, that is the instantiation of (#1) for the KWM case, has been derived analytically [8] : the main result states that with probability η holds:
As a consequence, unsupervised prototype positioning sharply reduces the bounding term in (#1). By contrast, the KWM training algorithm does not provide any a-priori control over the empirical training error, due to the unsupervised training mechanism. This brings about the problem of model selection, which is usually tackled by a tradeoff between accuracy (classification error in training) and complexity (number of prototypes).
The specific benefits of the KWM in the research presented here mainly consists in relating the VQ framework, which provides a powerful tool to render the statistical distribution of data, to an analytical, precise formulation of the generalization bounds that derive from the theoretical application of Statistical Learning Theory. The combination of these features allows one to verify the properties of generalization theory in a controlled scenario under various conditions of sample distributions.
NON STATIONARITY DETECTION FOR ASSESSING THE APPLICABILITY OF GENERALIZATION ERROR ESTIMATION
Data-intensive applications pose the crucial issue of the stationary nature of the pattern distribution.
In fact, the stationary-distribution assumption [20] is a basic prerequisite to the applicability Statistical Learning Theory. Indeed, also empirical methods ultimately rely on the fact that the data distribution is consistently represented by the available sample [29] , hence the assumption of a stationary distribution is critical in this case, as well. Non-stationary phenomena are in fact quite frequent in data mining, due to the time-varying nature of data or the huge size of the probability distribution that makes a complete sampling unfeasible. This in turn affects the reliability of the generalization error estimation associated to the trained classifier.
This research addresses such critical issue by introducing a general criterion that exploits the clustering-based paradigm to evaluate the applicability of generalization prediction approaches when variations on P(x) occur. For instance, a sufficient condition for the developed method to work is the presence of a covariate shift [38] on data: from a cognitive viewpoint, such a dynamic scenario can be formalized by noting that the pattern probability distribution, P(x) is not stationary while the target probability distribution P(c|x) satisfies the stationarity assumption. Such condition actually applies to most of the real world problems of practical interest. The proposed methodology, which is outlined in the following, in addition, can also successfully tackle problems in which non stationarity characterizes both the P(x) and the P(c|x) at the same time.
Non Stationarity Detection by Using Vector Quantization
In normal practice, one measures generalization performance by using a test set that is not involved in the training process. This is done for a variety of reasons: either because crossvalidation drives model selection [3] , or because the test set is partially labeled [21] , or because the test set was not available at the time of training. Within that context, the assumption of a stationary distribution may be rephrased by asserting that, given a set
, and the test set instance, including N u patterns,
, are identically and independently drawn from a common probability distribution, P(x). If such an assumption does not hold, the training set is not representative of the entire population and expressions (#1) and (#3) may not provide the correct estimate of classification accuracy.
The present analysis derives a general, yet practical criterion to verify the stationarity assumption, and consequently to validate the associate generalization error estimation. The proposed methodology tackles stationarity sampling from the conventional viewpoint of validation methods for classifier training [26] . The method uses a paradigm based on Vector Quantization (VQ) to check on the stationary-distribution assumption. A VQ-based classifier positions a set of prototypes so as to minimize some (unsupervised) distortion criterion in representing training data and calibration process observes the distribution pattern classes to assign a class to each prototype and the final step is the proposed criterion . The following conventions will be adopted:
is a set of N h labeled prototypes;
is the prototype that represents a pattern, x. The operator 2 • here denotes the standard Euclidean distance.
Within the above conventions, the VQ-based stationarity criterion is outlined as follows:
• First, one trains and calibrates a codebook, W′, to classify training and test data.
• Secondly, one estimates the discrete probability distributions, )
, of the training set, T, and of the test set, S, respectively; this is easily attained by counting the number of training/test patterns that lie within the data-space partition spanned by each prototype. Then the number of patterns of each cluster divided by the total number of patterns, constitutes the normalized frequency or 'bin' of the distribution.
• Finally, one checks whether the data in S and T have been drawn from the same distribution.
In principle, several, different techniques may support the latter step. In the present approach and without loss of generality, ( )
will denote a measure of divergence between the discrete probability distributions, )
. Any analytical measure of the discrepancy between two probability distributions is applicable for that purpose; in this regard, this paper analyzes the performance of the general class of f-divergences [22] [27].
Let be f(t), a convex function defined for t>0,
is defined by:
where s n and t n denote the normalized frequencies associated with )
respectively. Different instances can be derived from the general class (#5) by exploiting different implementations of the function f. Table 1 lists the most common divergences, which have also been adopted in this work.
The minimum (zero) value of
marks the ideal situation and indicates perfect coincidence between the training and test distributions. Non-null values, however, typically occur in common practice, and it may be difficult to interpret from such results the significance of the numerical discrepancies measured between the two distributions. The present research adopts an empirical approach to overcoming this issue by building up a 'reference' experiment setting that constitutes the sample based threshold used to decide if a distribution is stationary or not.
The procedure can be outlined as it follows: first, one creates an artificial, stationary distribution, J, that joins training and test data: J:=T∪S. Secondly, one uses the discrete distribution J to draw at random a new training set, T J , and a new test set, S J , such that T J ∩ S J = ∅. Both these sets have the same relative proportions as the original samples. Third, using these sets for a session of training and test yields a pair of discrete distributions, )
; finally, one measures the divergence between the new pair of data sets by computing ( )
. This value provides the numerical reference threshold for assessing the significance of the actual discrepancy value
If the original sample had been drawn from a non stationary distribution, then the associate discrepancy value,
will be greater than the reference threshold
The following pseudo-code works out the complete procedure, which is characterized by low computational cost and high numerical reliability, compared with other estimation methods [32] [34] .
Criterion for validating the applicability of generalization error estimates
Apply a VQ algorithm to the training set and position the set of prototypes:
(Probability distribution modeling)
2.1 Estimate the training discrete probability distribution, ) ( (T) x P as follows:
; where:
2.2 Estimate the test discrete probability distribution, ) ( (S) x P as follows:
(Measuring discrepancy)
3.1 Compute normalized frequencies:
(Applicability of generalization estimates)
4.1 If a reference validation set is not available, form an artificial discrete distribution by joining training and test data: J := T ∪ S; Draw from J at random a training set, T J , and a test set, S J , having the same relative proportions as the original data sets; Else use the 'reference' as S J and set T J =T Repeat steps (1,2,3) by using the new pair of sets;
The stationary nature is not verified and generalization error estimates are not supported Else: The stationary nature is verified and generalization error estimates are validated empirically
Discussion
For the sake of completeness and clarity, in the following the actions executed by the proposed procedure in two opposite scenarios are analyzed:
1) Stationary Case. If T and S are drawn from the same distribution P(x), then T and S alone can be used to estimate the underlying P(x). In other words, the discrete probability
are both reliable estimates of P(x) (under the assumption of a data-intensive problem). Thus, when applying step 4 of the proposed procedure (see pseudo-code above), one obtains a pair of sets (a training set, T J , and a test set, S J ) that leads to a consistent estimates of P(x) as well. As a consequence,
2) Non Stationary Case. In this case T and S are drawn from two distinct distributions 
. Such discrepancy is caused by the fact that )
In the above scenarios the merge-shuffle and split operation has no effect on distributions in the stationary case; instead in the non stationary case the merge-shuffle and split operation induces a change in the discrepancy values; in both cases
is the adaptive threshold that allows to discriminate between stationarity or not.
If stationarity is verified, the theoretical assumptions underlying Statistical Learning Theory hold, and the bound formulation (#1) or cross-validation (#3) are valid. Otherwise, when ( )
, one might infer that the original sampling process was not stationary, hence a direct application of theoretical results (#1) or empirical estimates (#3) is questionable. Clearly the artificial dataset ( J S , J T ) is built whenever a stationary 'reference' dataset is not provided. Indeed, the proposed procedure to validate the applicability of generalization-theory bounds can eventually exploits, when needed, the implementation of a resampling strategy, which can of course be repeated several times to enhance the statistical robustness of numerical estimates.
Two aspects make the methodology presented above suitable for data-intensive application: • in a single step one can obtain both the classification of data and the reliable estimation of the data distribution.
• the obtained estimation is based upon an univariate pdf, thus avoiding the usual issues that arises when classical methods such as Parzen Windows [32] and Mixture of Gaussians [34] when high dimensional spaces are involved.
EXPERIMENTAL RESULTS
The aim of this section is to operatively investigate the previously proposed method. In particular a synthetic 2-D dataset is studied to intuitively show the effectiveness of the approach; further four real domains are analyzed. A last artificial experiment, that violates the hypothesis of the method for which P(x) must change, shows that, consistently, the methodology does not detect this kind of purely supervised non stationarity (i.e. concept drift).
In this section all references to generalization bounds are assumed to be computed by using (#4) in compliance with KWM theory. The parameter k present in (#4) in all experiments is locked to 1: this simply means applying a 1-nearest-neighbor policy to the bound estimation, that in other words denote that we are not interested in a local estimate for each pattern but in a global one [8] .
Artificial 2-dimensional testbed
The experiments on an artificial testbed aimed at demonstrating the operational principles in a 2-D space that allowed visual inspection; in particular the following analysis, for simplicity, will only deal with the theoretical estimation method as per (#3). The dataset simulated a context in which the test distribution progressively diverged from the original training one. The overall experiment involved 5 sets of data as per Fig.1 : the basic pair included the original training set (Xtg) and an associate test set (Xts), which was drawn from the same distribution, thus mimicking a stationary case. Three additional samples (Xts1, Xts2 and Xts3) emulated non-stationary cases. All datasets involved binary classification problems; the non-stationary phenomenon was emulated by generating data from a Normal distribution whose mean value drifted progressively. Thus the three sets Xts1, Xts2 and Xts3, could be interpreted as time-dependent variation laws of data distributions. This artificial experiment clearly did not require any re-sampling strategy to get a stationary reference.
For each pair of sample, a range of clustering settings were tested, in particular by increasing the number of prototypes; then the performances of the resulting KWM were measured. The discrepancy values associated with clustering outcomes progressively followed the non-stationary nature of the phenomenon. At the same time, the error bounds predicted by generalization theory became more and more unreliable. Tables 2 a) Table 1 , progressively increased from the stationary data set, Xts, up to the most 'distant' data set, Xts3. The relevant property in these results is that all measurements, albeit derived from different formulations, exhibit a common trend, thus supporting the method validity and robustness. Table 3 Likewise, the graph in Fig.3 demonstrates that the validity of the theoretical error bound progressively weakens in the presence of increasingly non-stationary distributions. Indeed, the predicted error bound from Statistical Learning Theory holds for the stationary case (Xts) only, as expected from the analysis presented in the paper. As long as a non-stationary distribution takes place, discrepancy values increase and generalization performances diverge progressively from the theoretical bound.
-Intrusion detection in computer networks: the "KDD Cup 1999" dataset
The data set used for the network-intrusion testbed was originally created for the Third International Knowledge Discovery and Data Mining Tools Competition [10] . The KDD dataset [10] originated from the 1998 DARPA Intrusion Detection Evaluation Program managed by MIT Lincoln Labs [23] , with the objective of surveying and evaluating research in intrusion detection.
The original data spanned a 41-dimensional feature space; crucial descriptors that took on categorical values, most notably "Protocol_type" and "Flag", were remapped into a mutually exclusive numerical representation, thereby leading a 52-dimensional feature vector.
Each pattern encompassed cumulative information about a connection session. In addition to "normal" traffic, attacks belonged to four main macro-classes. The complete training set contained about 5⋅10 6 patterns; normal traffic represented about 20% of the whole dataset, while attack types were quite unbalanced, as just two classes ('neptune' and 'smurf') spanned 78% of the entire dataset. The experimental session in this research involved a smaller training set, provided by the KDDCup'99 benchmark, which had been obtained by subsampling original training data at a 10% rate. The resulting "10% training set", T, included 494,021 patterns and preserved the original proportions among the five basic categories. The test set, S, provided by the KDD challenge held 311,029 patterns, and featured 'novel' attack schemes that were not covered by the training set.
To verify the stationary nature of the observed data distribution, the procedure described in completed the validation process. Table 4 gives the empirical results obtained for increasing codebook sizes. The number of prototypes, N h , varied significantly in the two situations: when training and test data were drawn from a common distribution, J, the probability support was wider, hence the VQ algorithm required a larger number of prototypes to cover the data space. Conversely, the original training data, T, were drawn from a limited sector of the actual support region, thus a smaller codebook was sufficient to represent the sample distribution. Numerical results pointed out that the divergence for the original distributions (T,S) always turned out to be larger than the divergence measured when training and test data were drawn from a stationary distribution (T J ,S J ).
Such empirical evidence was mainly due to the marked discrepancies between training and test data sets, and clearly seemed to invalidate the applicability of the theoretical bounds from Statistical Learning Theory for the KDD99 dataset. In particular, this strong discrepancy, was characterized by the fact the real divergences are one or two order of magnitudes bigger than the reference ones. As a result, the validation criterion would predict that Vapnik's bound or cross validation error, would not hold for the original challenge data. For the sake of completeness, Table 5 compares the actual classification errors with the theoretical bounds for the original and the stationary distributions.
These results are also given in a graphical fashion in Fig.4a , which also reports the cross-validation predictions of generalization, as per expression (#3). Empirical evidence showed that theoretical or cross-validated predictions failed in bounding or predicting the generalization performance for the original data sets, whereas they provided good approximations as long as the sample distribution was artificially reduced to a stationary case. Such a conclusion gave both an empirical support and a numerical justification to a fact that has often been reported in the literature, namely, the notable discrepancy between the training and the test set in the KDD testbed. Such a critical issue had been hinted at by the proponents themselves of the competition [23] , and explains the intrinsic difficulty of the challenge classification problem.
The Manuscript NIST dataset
The NIST handwritten digits database [24] provided an additional complex, real-world domain.
This multiclass problem involves using three different data sets: a training set, Xtg, consisted of 60,000 samples, a test set, Xts, and a validation set, Xval, including 60,000 and 58,646 samples, respectively. The data patterns underwent the same set of pre-processing steps that had been adopted and described in [25] , [28] ; the resulting set of features describing each character spanned a data space having dimension 80. A far as the proposed approach is concerned, the relevant fact of the MNIST data set is that the validation set, Xval, is quite uncorrelated with respect to the previous ones [25] ; such critical issue, which was known in the literature, made it possible to verify the proposed bound-validating criterion in a real case with known and documented properties.
When applying the validation procedure proposed in Section 2, empirical results highlighted the marked discrepancy that characterized the pair of training and test data, (Xtg, Xts), with respect to the pair including the training and validation set, (Xtg, Xval). Table 6 gives the experimental results obtained for the various divergence measures, for different settings of the codebook cardinality.
In all cases, divergence results clearly suggested that applying generalization theory or cross validation estimates to the validation set would yield unreliable bounds. Such a prediction was verified by testing the generalization performance of a KWM classifier (trained on the basic data set Xtg) on the MNIST validation set, Xval. Table 7 and Fig.5 report on the obtained error measures,
showing that empirical generalization errors always exceeded both worst-case theoretical predictions and cross-validation estimates on the original test set. An interesting result concerns the total variation obtained divergence values: on Table 6 can note that when the divergence value
, then the corresponding actual error, is not so far from the theoretical bound. This observation empirically suggests that when ( )
the non stationarity level is significant, conversely when the divergence values is below that threshold then the associated test error will be not so far from the generalization error bound.
The Email Spam Database
This dataset is from a text mining classification problem proposed in [36] derived from the SpamAssassin Apache project [37] . Raw texts of emails were transformed in a vector space model Tables 8,9 reports the obtained results in divergences, actual error on test data, and theoretical bounds. This dataset is strongly non stationary; also in this case the divergences values are much higher than corresponding references thresholds. Correspondingly the actual error on test original data is much higher than the predicted worst case bound. As per Manuscript NIST dataset a similar observation can be carried for the total variation divergence: under the empirical threshold of ( )
the non stationarity makes the actual error not so far from the predicted bound.
The Daimler Pedestrian Detection Dataset
This dataset is for an automotive application: the detection problem consists in discriminating between pedestrians against background objects. This testbed is composed of 9800 8-bits greyscale images; 4900 are pedestrian and 4900 are non-pedestrians. The dataset was split in 1225 training samples and 8575 test samples. . This suggests that the Daimler dataset if fully stationary; this conclusion is supported and confirmed by the associated generalization bounds that are never violated by the actual error on test data. where ϑ represents a threshold to decide if the pattern belongs to +1, or -1 class. The concept drift happens when the value of ϑ changes. The values used for the threshold ϑ were 8, 9, 7, and 9.5 for the four data blocks of 12,500 patterns each as in the original work [40] . In this experiment only the training samples were used because it was already known, by definition, that the drift is present in the training set at well defined locations. The training set was then split in the four blocks, the concepts; then each block was considered as a training set and another block as test set. By this procedure all the 6 combinations of training-test data blocks were built and tested.
SeaConcept Dataset
As expected when there is no drift on input data, as in this case, the proposed unsupervised method is not able to capture the non stationarity due to the changing ϑ . Table 12 show that divergences values are constant and does not signal any anomaly; conversely when looking at generalization bounds the anomaly clearly emerges because bounds are violated. Table 13 records the bound, actual errors values and the difference on ϑ between training and test concepts: interestingly when the difference on ϑ is maximal, bounds are violated almost all times; this nice feature is due the tight nature of KWM generalization error bounds.
Summarizing comments
Obtained results show some interesting common features; among the various tested divergences measures, Total Variation divergence, appeared to be the most interesting. Its values, along with the several performed experiment, are quite regular and allows to decide an empirical threshold able to distinguish among stationarity, modest non stationarity and severe non stationarity. In particular one can empirically assert the following rule of thumb:
means a severe non stationarity and highly probable bound violations.
indicates a modest non stationarity and possible bound violations
The last situation is less likely to occur because in every real world dataset exist a residual "physiological" non stationarity level. As in the Daimler case or Manuscript Nist (only the test set) case when
then the dataset can be reliably defined stationary.
CONCLUSIONS
The baseline of the presented research is that non stationarity detection is a notable practical problem, especially in data mining problems where a huge amount of samples are provided. Appendix. The K-Winner-Machine training algorithm
The following pseudocode sketches the KWM training algorithm, as proposed in [8] . The conventions are repeated for the reader's convenience:
is the set of N c possible pattern classes;
• A real-valued vector (x l , c(x l ) ) denotes a labeled pattern drawn from the space ℜ
is the prototype that represents a pattern, x;
• P n is the data-space partition that is covered by the n-th prototype according to a minimumdistance criterion; it coincides with the Voronoi region associated with w n ;
is the share of patterns that lie in P n and belong to the h-th class; as a consequence of this definition, one has that, for each n-th partition: 
(Unsupervised prototype creation)
Apply an unsupervised VQ algorithm to train a set, W, of N h prototypes.
(Calibration)
Calibrate W into a labeled set of prototypes, W′, computed as:
, where: 
(Count concurrences)
Extract the set Compute the empirical error associated with the k-th level:
Compute the generalization bound, π(k), for the k-th agreement level as: Xts is the only case involving a stationary distribution. 
Divergence Notation Function
Kullback-Liebler 
