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S2D Storage Spaces Direct Namenska Shranjevalna Plat-
forma

Povzetek
Naslov: Implementacija sistema za nadzor in obveščanje v oblaku
Avtor: Martin Bergamasco
V diplomski nalogi predstavljamo temo nadzorovanja virtualnih strojev
in storitev v hibridnem okolju. V modernih sistemih in infrastrukturah je
zaznavanje izpadov in hitro ter učinkovito reagiranje na le-te ključnega po-
mena. Z vsako sekundo, ko storitev ne obratuje, slednja ne generira prihodka
za podjetje, kar pomeni izpad dohodka. Z učinkovitim sistemom za nadzor in
obveščanje lahko z nadzorovanjem sistemski administratorji proaktivno spre-
mljajo povezave, virtualne stroje in storitve, in s pametnimi obvestili hitro
in učinkovito sanirajo izpad. Sistem smo implementirali s pomočjo storitev
ponudnika oblačnih tehnologij Microsoft Azure. Poslužili smo se storitev
Microsoft Log Analytics in Azure Monitor, in tudi odprtokodnim rešitvam
za prikaz Grafana ter zbiralcu metrik Prometheus. Rezultat diplomske na-
loge je sistem, ki nudi možnost nadziranja infrastrukture na micro in makro
nivoju, pomaga sistemskim administratorjem s pametnimi obvestili in nudi
vizualizacije v obliki grafov ter splošen pregled infrastrukture skozi čas.
Ključne besede: Oblak, nadziranje, obveščanje, Virtualni Stroj, Storitev,
Virtualizacija, neprekinjeno delovanje.

Abstract
Title: Implementation of monitoring and alerting system in the cloud
Author: Martin Bergamasco
In this thesis, we will present the topic of controlling virtual machines and
services in a hybrid environment. In modern systems and infrastructures,
failure detection and rapid and e cient response to these are crucial. With
every second when the service is not in operation, the latter does not generate
revenue for the company, which means a loss of income. With an e cient
monitoring and noti cation system, system administrators can proactively
monitor connections, virtual machines and services through monitoring, and
quickly and e ciently repair outages with smart noti cations. We imple-
mented the system with the help of the services of the cloud technology
provider Microsoft Azure. We used the services of Microsoft Log Analytics
and Azure Monitor, and also focused on open source solutions for displaying
metrics Grafana and the Prometheus metrics collector. The result of the
thesis is a system that o ers the ability to monitor the infrastructure at the
micro and macro level, help system administrators with smart noti cations
and provides visualizations in forms of graphs and a general overview of the
infrastructure over time.
Keywords: Cloud, monitoring, alerting, Virtual Machine, Service, Virtual-
isation, continuous uptime.

1. Uvod
Današnji sistemi postajajo vedno bolj kompleksni. Virtualizacija in premik
v oblak sta poglavitna vzroka za vedno večjo abstrakcijo sistemov, omrežij
in infrastruktur. Nadziranje takšnih sistemov je vedno večji izziv, saj pri
takšnem faktorju virtualizacije in porazdeljenosti infrastrukture, ugotoviti
vir izpada ter ga sanirati v doglednem času, ni lahka naloga. Zato si sis-
temski administratorji in DevOps inženirji pomagajo s sistemi za nadzor in
obveščanje.
1.1 Predstavitev
Sistem za nadzor lahko definiramo kot kos fižične opreme, namenjen nadzi-
ranju resursov in performanc v računalnǐskem sistemu. [7] Sistem v ozadju
nabira metrike o računalnǐskem sistemu in jih hrani za nadaljnjo obdelo-
vanje. Novodobni sistemi za nadziranje niso omejeni le na en računalnǐski
sistem, ampak lahko nabirajo informacije o tisočih sistemih, virtualiziranih
kot fižičnih. V skladu s tehnologijo, ki se hitro premika v smer IaaS (In-
frastructure as a service [8]), se tako tudi sistemi za nadziranje premikajo
v oblak. Najpogosteje so sistemi za nadziranje v oblaku ponujeni kot sto-
ritev, s katero si lahko sistemski arhitekti in administratorji pomagajo pri
vzdrževanju ter dodeljevanju resursov v omrežju.
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1.2 Cilj
V diplomskem delu se bomo osredotočili na implementacijo storitve sistema
za nadzor in obveščanje v oblaku, ki ga ponuja ponudnik oblačnih storitev
Microsoft Azure. Uporabili bomo kombinacijo Microsoftovih orodij Azure
Monitor [19], Azure Log Analytics [20] in odprtokodnih sistemov za prikaz
podatkov Grafana [11] ter sistemu za nabiranje metrik Prometheus [31].
1.3 Pregled sorodnih primerov
Za implementacijo takšnega sistema smo se odločili zaradi vedno večjega ra-
zvoja te tematike. Veliko podjetji je svoje sisteme za nadzor in obveščanje
razvijalo veliko let, nekatera podjetja celo nudijo osnovni vpogled širši jav-
nosti. Med takšna podjetja/organizacije spadajo tudi CERN [6], GridKa [6],
Wikipedija [34] ter Grafana[12]. Večina jih nudi vizualizacije podatkov polne
informacij, podobne pa smo tudi mi želeli generirati na naši infrastrukturi.
1.4 Struktura diplome
V diplomi bomo najprej spoznali tehnologije, ki smo si jih izbrali za razvoj
sistema, nato bomo pregledali orodja, s katerimi si bomo pomagali. Sledil
bo opis problematike in teoretična razlaga izpadov infrastrukture, za tem
bo predstavljeno načrtovanje in poglavje o predstavitvi končanega sistema.
Na koncu še zaključek in poglavje o idejah za nadaljnji razvoj in izbolǰsanje
sistema.
2. Tehnologije
Programske opreme za sisteme nadzora in obveščanja je dandanes veliko.
Vsi ponudniki oblačnih storitev imajo svojo rešitev za nadzor ter obveščanje,
razlike med implementacijami so minimalne. V osnovi vse implementacije
ponujajo tako imenovani ”dashboard”, oziroma pregledno ploščo, v kateri so
prikazane želene metrike, ki jih orodje ponuja, drugi del orodja je namenjen
integracijam s sistemi za obveščanje, kot so na primer Microsoftov exchange
strežnik, Slack, Microsoft Teams, Discord, SMS obveščanje in mnogo ostalih.
Kot omenjeno, ima vsak ponudnik oblačnih storitev svojo implementacijo teh
sistemov. Google ima tako imenovani Google Cloud Monitor [10], Amazonova
implementacija se imenuje Amazon CloudWatch [2], v nadaljevanju pa se
bom osredotočil na Microsoftovo implementacijo sistema, Azure Monitor [36].
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2.1 Microsoft Azure
Microsoftova izvedenka ponudbe računalnǐstva v oblaku, platforma Azure
[21], je z več kot 600 storitvami ena izmed največjih platform računalnǐstva
v oblaku. Razvoj platforme Azure se je začel nekje med letom 2005 in letom
2008, kjer je bil prvič predstavljen na Microsoft Professional Developers kon-
ferenci [15]. Javno je bila platforma Azure ponujena 1. februarja 2010. Na
začetku je platforma Azure ponujala pet (5) storitev:
1. Microsoft Azure for Compute - splošna ponudba računalnǐske moči v
oblaku za procesiranje podatkov,
2. Microsoft SQL services - databaze kot storitev,
3. Microsoft .NET Services - storitve za razvijalce programske opreme,
4. Microsoft Sharepoint - orodje programske opreme za sodelovanje med
ekipami,
5. Microsoft Dynamics CRM Services SaaS - Programska oprema kot sto-
ritev za sisteme za upravljanje odnosov z strankami [17]
V začetni fazi se je storitev imenovala Windows Azure, in je bila ustvar-
jena kot ”dodatek” operacijskemu sistemu Windows in usmerjena v servis
platforme kot storitev (PaaS), vendar je po parih mesecih in kritikah razvi-
jalcev, spremenila smer v servis infrastrukture, kot storitve (Iaas) ter pre-
pustila več kontrole razvijalcem. Razvijalci platforme so vključili veliko več
podpore za operacijski sistem Linux. V istem času se je platforma preimeno-
vala v Microsoft Azure, katero ime ima še danes. Danes platforma Azure nudi
več kot 150 [22] različnih storitev blokov storitev, Microsoft platformo kon-
stantno nadgrajuje in izbolǰsuje, kar pomeni da je Azure ena izmed najbolj
tehnološko naprednih ponudnikov storitev v oblaku. V naslednjih poglavjih
bom predstavil storitve, ki so omogočile to diplomsko delo, Azure Monitor
in Azure Log Analytics, omenil bom tudi Azure Automation, saj je z ome-
njenima storitvama tesno povezan.
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2.2 Azure Monitor
Azure Monitor je Microsoftova rešitev za nadziranje aplikacij in virtualnih
strojev, tako v oblaku kot v oblaku na lokaciji. Storitev nudi enotno točko za
nadziranje vseh kritičnih aplikacij, njihove odzivnosti, zdravja in zasedeno-
sti žičnih sposobnosti strežnikov ter virtualnih strojev, nameščenih na njih.
Monitor nudi nadzor Docker vsebovalnikov in bolj kompleksnih postavitev v
tehnologijah, kot so Kubernetes in Docker Swarm. Poleg združenega pogleda
in pregleda nad aplikacijami ter infrastrukturo, storitev nudi se vizualizacije
živih podatkov, aktivni pregled nad dosegljivostjo aplikacije in varnostni pre-
gled ter priporočila za izbolǰsavo le-te.
Slika 2.1: Azure Monitor iz ptičje perspektive [5]
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Azure Monitor vse to omogoča s kombinacijo orodij. Za komunikacijo med
aplikacijami in aplikacijskimi strežniki z Azure oblakom se uporablja posebni
agent z imenom Azure Log Analytics Agent [23], katerega se ob namestitvi
na strežnik skonfigurira z unikatno kodo delavnega okolja 1, kar omogoča tok
podatkov med agentom in samo storitvijo. Agent nato poleg standardnih
metrik (zasedenost CPE, delavnega spomina, diska) sledi še po meri konfi-
guriranim metrikam, ki jih lahko administrator sam določi. Agent deluje na
principu pošiljanja podatkov, takoj ko se zgodijo, oziroma pošiljanja podat-
kov na časovni interval. Storitev omogoča vizualizacijo metrik in dnevnǐskih
zapisov, in postavitev le-teh v pregledne plošče, ki omogočajo aktivno spre-
mljanje infrastrukture, ali oblikovanje podatkov v intuitiven in preprost do-
kument za poslovodje ter računovodje.
Za shranjevanje podatkov ki pridejo v delovno okolje Azure Monitor se upo-
rablja oblačna storitev Azure Blob Storage, ki omogoča cenovno ugodno ter
redundantno shranjevanje velikih podatkov 2. Sledeče podatke lahko z Azure
Log Analytics, storitvijo, ki jo bom opisal v naslednjem poglavju, obdelamo
in na podlagi rezultatov obdelave prilagajamo infrastrukturo, jo varnostno
zaščitimo ter opozarjamo administratorje ob padcih in izpadih infrastrukture.
1Workspace
2Big Data
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2.3 Azure Log Analytics
Log Analytics je oblačna storitev, ki omogoča obdelavo in hranjenje velikih
količin metrik in dnevnǐskih zapisov. Tesno je povezana z že opisano sto-
ritvijo Azure Monitor, saj sta obe storitvi del Microsoftovega OMS 3 [24]
sistema, ter obe storitvi uporabljata istega agenta za pridobivanje podatkov
iz navideznih strojev in aplikacij.
Slika 2.2: Delovanje OMS agenta [9]
3Operations Management Suite
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Vendar medtem ko je pri Azure Monitorju poudarek na nadzoru podat-
kov, se Azure Log Analytics storitev osredotoča na obdelovanje in učenje iz
pridobljenih informacij. Delovno okolje Log Analytics ponuja mesto za is-
kanje, obdelovanje in učenje iz podatkov, izdelavo povzetkov iz pridobljenih
informacij ter aktivno spremljanje cenovne dinamike celotne infrastrukture
v oblaku.
Da lahko storitev omogoča učinkovito agregacijo podatkov, so pri Micro-
softu za zaledni sistem poskrbeli z implementacijo novega poizvedovalnega
jezika, imenovanaga Kusto Query Language [25]. Jezik je bil narejen s prija-
znostjo do uporabnika v mislih, je lahko berljiv in intuitiven za učenje. Po-
izvedbe so sestavljene podobno kot pri poizvedovalnih jezikih za databaze,
kjer si na začetku izberemo izvir podatkov (tabelo) in podatke ltriramo v
skladu s potrebami.
Slika 2.3: Primerek Kusto Poizvedbe [37]
Take poizvedbe lahko nato shranimo ali pretvorimo v dokumente prek že
integriranega orodja WorkBooks.
Glavni namen uporabe storitve Azure Log Analytics je zmožnost avtoma-
tizirane izdelave dokumentacije in hitra identifikacija metrik teh dnevnǐskih
zapisov, ki razkrijejo, zakaj je prǐslo do anomalij, kot so izpadi aplikacij.
Z uporabo načrtovanih poizvedb in avtomatiziranih sekvenc opravil lahko
sistemski administratorji pripravijo poglobljene analize za poljuben časovni
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interval v zelo kratkem času.
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2.4 Grafana
Grafana je odprtokodno orodje za atraktivno in interaktivno vizualizacijo pri-
dobljenih metrik [13]. Je ena izmed najbolj popularnih vizualizacijskih orodij
in se vedno znajde v skladu tehnologij pri projektih, povezanih z nadzoro-
vanjem in obveščanjem. Orodje je napisano v programskem jeziku Go in je
prostorsko malo zahtevno in učinkovito glede procesorskega časa. Omogoča
zelo učinkovito računanje in prikazovanje časovnih vrst v grafih. Grafana je
izšla leta 2014, na začetku je bila manǰsi projekt, namenjen vizualizaciji da-
tabaze, namenjenim izključno časovnim vrstam, ampak se je skozi čas razvila
v eno izmed bolǰsih orodij za prikaz podatkov različnih storitev.
Delovni tok Grafane je enostaven za razumeti in uporabljati, saj lahko vi-
zualizacije in pregledne plošče izdelamo skozi grafični vmesnik spletne strani.
Najprej moramo dodati vir podatkov, in nato čez vir podatkov pognati poi-
zvedbo v sintaksi poizvedovalnega jezika vira podatkov, kot je Kustos Query
Languge, če kot vir podatkov uporabimo Azure Monitor, ali PromQL, če
metrike črpamo iz databaze Prometheus. Končni izdelek poizvedbe je hi-
stogram, graf, številka ali procentuaža, torej metrika, ki jo Grafana lahko
prikazuje in osvežuje na poljubni časovni interval, od 1 sekunde do 30 minut.
Grafano smo v diplomskem delu uporabili kot orodje za predstavitev po-
datkov in kot dispečer opozoril. Grafana opozorila nabira iz drugih orodij ali
sama generira in jih posreduje storitvi v oblaku Azure Monitor, ki uporablja
izbrano metodo obveščanja (SMS, E-Mail, Discord, Slack).
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Slika 2.4: Primer Pregledne Plošče v Grafani [14]
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2.5 Prometheus
Prometheus je odprtokodno orodje za nabiranje in hranjenje metrik v strežnǐskih
sistemih in aplikacijah. Sistem je bil razvit v podjetju Soundcloud leta 2012,
ker ni nobeno dotedanje orodje podpiralo funkcionalnosti, ki so si jih želeli.
Kot Grafana je tudi Prometheus napisan v programskem jeziku Go in je arhi-
tekturno zelo preprost in učinkovit. Projekt je leta 2015 uradno postal glavni
sistem za nabiranje metrik Soundclouda, v maju 2016 je poleg Kubernetesa
postal drugi inkubiran projekt s strani fundacije računalnǐstva, domorodnega
v oblaku (Cloud Native Computing Fundation) [35]. Namen orodja je, da se
obnaša kot centralizirana točka, kjer so na voljo podatki.
Prometheus deluje na principu shranjevanja časovnih vrst. Podatki se na-
birajo preko izvoznikov (Exporterjev), ki so nameščeni na strežniku oziroma
virtualnem stroju, ki ga hočemo nadzorovati. Izvoznik je preprost program,
napisan v poljubnem programskem jeziku, ki nabira sistemske oziroma apli-
kacijske metrike, jih opremi s časom in unikatno inkrementno številko, ter jih
pošlje na Prometheus strežnik, kjer se hranijo. Exporter te podatke pošilja
s pomočjo protokola HTTP 4, prometheus srežnik pa posluša na vratih 8123
[4].
4hypertext transfer protocol
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Slika 2.5: UML diagram delovanja Prometheus orodja [18]
Medtem ko Azure Monitor orodje za nadzorovanje deluje na principu
Push, torej pošiljanja podatkov ob dogodku ali na časovni interval, Prome-
theus uporablja taktiko Pull, kar pomeni, da centralni strežnik, na katerega
je orodje nameščeno na določen časovni interval, pošilja poizvedbe na končne
nadzorovane točke. Te točke so lahko strežniki, na katerih je nameščena po-
ljubna programska oprema.
Zaradi odprtokodne narave orodja Prometheus, že danes obstaja ogromno
število vtičnikov za večino programske opreme, uporabljene v večjih podje-
tjih povsod po svetu. Kot primer lahko vzamemo Gitlab, [16] za katerega
obstajajo izvozniki tako za centralni Gitlab strežnik, kot tudi infrastrukturo,
ki jo GitLab uporablja za prevajanje, testiranje in objavljanje novih verzij
aplikacije. [32]
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Slika 2.6: Push in Pull delovanje sistemov za nadziranje [1]
3. Orodja
V temu poglavju bodo predstavljena vsa orodja, s katerimi smo implemen-
tirali sistem nadzora in obveščanja v oblaku. V današnjem času so dobra,
intuitivna in robustna orodja ključnega pomena pri hitrosti in kvaliteti im-
plementacij projektov, bodisi manǰsih ali večjih. Pri delu smo večinoma
uporabljali poizvedovalne jezike in grafične vmesnike, ampak pri nekaterih
predelih je bilo pisanje lastne kode neizogibno, predvsem zaradi želje po po-
sebnem formatu dnevnǐskih zapisov.
3.1 Visual Studio Code
Visual studio code (v nadaljevanju tudi Code) je odprtokodni urejevalnik
programske kode. Izdan je bil leta 2015 s strani Microsofta, in je lahko, kom-
paktno in centralizirano orodje za pisanje, testiranje in debatiranje kode.
Bazirano je v ogrodju Electron, ki se uporablja za razvoj Node.js spletnih
aplikacij. Osnovna verzija Visual Studio Code-a podpira naslednje program-
ske jezike:
1. Java,
2. Javascript,
3. Go,
4. C++.
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Osnovna verzija podpira tudi razvoj v ogrodju Node.js. Orodje omogoča
sinhronizacijo s strežnikom, ki lahko teče oddaljeno ali lokalno, kar omogoča
zelo preprosto razvijanje kode za spletne aplikacije. Visual Studio Code preko
dodatnih razširitev omogoča tudi podporo za večino današnjih modernih jezi-
kov, tako skriptnih, funkcijskih, proceduralnih, objektnih, logičnih in poizve-
dovalnih. Ker je orodje odprtokodno, zanj obstaja bogata izbira razširitev,
ki jih je skupnost razvila za izbolǰsanje platforme. Razvojno okolje podpira
uporabo pregledovalcev kode in orodja za generacijo dokumentacije, kar ga
naredi zelo popularnega v podjetjih za olaǰsanje dela razvijalcev. V anketi
ene izmed bolj popularnih strani za razvijalce Stackoverflow [33] je razvijal-
sko okolje Visual Studio Code v letu 2019 uporabljalo 50.7% uporabnikov.
Code omogoča tudi verzioniranje kode, z uporabo modula Git. Orodje
ima zelo eleganten in enostaven grafični vmesnik, skozi katerega lahko verzi-
oniranje kode uporabljajo tudi tisti, ki niso vešči dela z ukazno vrstico.
V projektu implementacije sistema za nadzor in obveščanje v oblaku smo
Visual Studio Code izbrali kot naše primarno razvijalsko okolje zaradi že
naštetih prednosti in odprtokodne narave. Velik razlog za izbiro tega okolja je
že obstoječa razširitev za skriptni jezik PowerShell, katerega bomo uporabljali
v projektu.
Slika 3.1: Ikona Visual Studio Code orodja
Diplomska naloga 17
3.2 PowerShell
PowerShell je ogrodje za avtomatizacijo in konfiguracijo. Sestavljen je iz
svoje ukazne vrstice in njej pripadajočega skriptnega jezika. Sprva je Power-
Shell baziral na .NET ogrodju, leta 2016 so razvijalci orodje migrirali na
.NET Core ogrodje. Orodje je bilo na začetku uporabljeno za administra-
cijo naprav z Windows operacijskim sistemom, s prehodom na .NET Core
ogrodje so se odprla vrata za administracijo naprav baziranih na Linux ope-
racijskemu sistemu.
PowerShell je kombinacija skriptnega jezika, z osnovnimi paradigmami
objektno-orientiranih jezikov. Omogoča uporabo cevovoda za predajo po-
datkov iz ene funkcije v drugo. Ker se ukazi obravnavajo v času izvajanja,
PowerShell spominja na ukazne lupine v *nix operacijskih sistemih (Bash v
linuxu, Terminal na MacOS).
Slika 3.2: PowerShell ukazna lupina
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3.2.1 Zgodovina verzij powerShella
3.2.2 v1.0
PowerShell je prvič izšel leta 2006 z verzijo 1.0 za operacijske sisteme Win-
dows XP z drugo verzijo paketa storitev (Service Pack 2), Windows Server
2003 in Windows Vista. Orodje je bilo še v zgodnji fazi razvoja in je nudilo
le okrnjen nabor ukazov za administracijo. Kljub temu je bil splošen odziv
na implementacijo orodja pozitiven, ter so s predlogi v drugi verziji, orodje
odlično izbolǰsali.
3.2.3 v2.0
Z izdajo novega operacijskega sistema, Windows 7 v letu 2009, je prǐsla tudi
verzija 2.0 sistemskega orodja PowerShell. To je bila največja nadgradnja v
zgodovini, z več kot 240 različnimi novimi funkcijami, vključno z zmožnostjo
oddaljenega izvajanja skript. Slednja funkcija je pomenila, da se lahko iz
enega računalnika izvaja skripte ter ukaze za administracijo na oddaljenih
strežnikih ter virtualnih strojih, kar je olaǰsalo pripravo strežnikov ter oseb-
nih računalnikov sistemskim administratorjem.
Z nadgradnjo je prǐslo tudi lastno razvijalsko okolje PowerShell ISE, ki je
omogočalo razhroščevanje ter testiranje skript.
3.2.4 v3.0
Nadgradnja na verzijo 3.0 je prǐsla v sklopu nadgradnje ogrodja za upra-
vljanje operacijskega sistema Windows (Windows management Framework).
Prǐslo je dosti manǰsih optimizacij, kot so razporejevalniki opravil in avto-
matsko izpolnjevanje kode v PowerShell ISE okolju. Omembe vredna funk-
cionalnost je podpora za delegiranje pravic, kar administratorjem omogoča,
da delegirajo (dodelijo pravice) uporabnikom, ki ne bi smeli imeti pravic
izvajanja določenih postopkov. To omogoča granularno dodeljevanje pra-
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vic vsakemu uporabniku operacijskega sistema in večji nadzor nad varnostjo
samih sistemov.
3.2.5 v4.0
Z verzijo 4.0 je k PowerShellu prǐsla najpomembneǰsa funkcija za sistemske
administratorje in vzdrževalce infrastrukture. Želeno stanje konguracije
(ang. Desired State Conguration, v nadaljevanju DSC), administratorjem
omogoča, da na oddaljene strežnike in računalnike z Windows operacijskim
sistemom namestijo ter avtomatsko nadgrajujejo kritične aplikacije za pod-
jetja. S tehnologijo DSC skript se je drastično izbolǰsala stabilnost sistemov
in konsistentnost le-teh.
3.2.6 v5.0 in v5.1
Verziji 5.0 in 5.1 sta prispevali samo manǰse optimizacije v poganjanju kode
ter nadgradnji že obstoječih funkcij. Verzija 5.1 je bila zadnja verzija, na-
rejena izključno za Windows, saj se je z verzijo 6.0 PowerShell preselil na
ogrodje .NET Core, ki omogoča izvajanje na več različnih platformah.
3.2.7 v6.0 ter 7
V verziji 6.0 je Microsoftova ekipa razvijalcev PowerShella posodobila po-
slovne procese ter definirala verzioniranje produkta, ter pripravila zemljevid
produkja (ang. roadmap). Nove verzije PowerShella se lahko pričakujejo na
vsake pol leta, tudi support bo na voljo za izbolǰsave in popravke. To je tudi
najvǐsja verzija PowerShella.
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3.3 Kusto Query Languge
Kusto Query language je poizvedovalni jezik za obdelavo podatkov ter pri-
kaz podatkov iz databazne sheme storitve Azure Monitor. Je izključno bralni
jezik (ang. read-only), kar pomeni, da izvaja samo idempotentne ukaze. Raz-
vit je bil s strani Microsofta z namenom lažjega, bolj intuitivnega jezika za
poizvedovanje po databazah metrik in podatkov.
Slika 3.3: Primer ukaza Kusto poizvedovalnega jezika [3]
Kot razvidno iz slike, je poizvedovalni jezik Kusto narejen iz več ukazov,
ki jih ločuje znak ;, in kjer mora biti vsaj ena od teh operacij tabularna -
mora vrniti vrednosti v obliki tabele s stolpci in vrsticami. V ukazu so po-
goji ločeni z znakom |, kjer se pogoje evalvira iz leve proti desni. V sliki se
sklicujemo na tabelo Logs (Ime databaze Kusto pridobi iz informacij o po-
vezavi), kjer je stopnja dnevnǐskega zapisa enaka nizu ’Critical’, zanima
nas seštevek le-teh zapisov.
Kusto poizvedovalni jezik v svoji osnovni verziji ne podpira ukazov za
kreiranje, vendar za jezik obstajajo tako imenovani nadzorni ukazi, ki se
začnejo s .create, kar jeziku omogoča dodatno uporabnost pri kreiranju
tabel s ključnimi podatki iz drugih tabel (podobno jeziku SQL). [26]
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3.4 PromQL
PromQL je poizvedovalni jezik, ki pride v programskem paketu že opisane
odprtokodne storitve za shranjevanje podatkov Prometheus. Kot Kusto, je
tudi PromQL poizvedovalni jezik, vendar je le-ta namenjen poizvedovanju
po databazah in agregiranju časovnih vrst, ki so lahko prikazane v grafu, ta-
belarnem načinu, ali na voljo kot HTTP odgovor na API zahtevek katerega
drugega prikazovalnika metrik v realnem času.
PromQL odgovor je lahko v obliki:
1. Instantnega vektorja: množica točk v kateri se nahaja samo en primerek
časovne vrste, vse točke imajo isto časovno oznako,
2. Vektor obsega (ang range vector): množica časovnih vrst, ki vsebujejo
določen obseg podatkov v vsaki časovni vrsti,
3. Skalar: enojna vrednost x ∈ R,
4. Niz: niz znakov, trenutno se ta razultat ne uporablja.
Slika 3.4: Primer ukaza PromQL poizvedovalnega jezika[30]
Poizvedba je sestavljena iz stavka, ki se ga obravnava tako, da se začne v
najbolj globokem členu in se obravnava vsak naslednji. Na sliki to pomeni,
da se iz časovne vrste http requests total filtrira po vrednosti method ki ima
vrednost ”GET”, v časovnem razponu 5 minut, nas zanima število takšnih
dogodkov. Torej, zanima nas število zahtevkov HTTP z metodo GET v
časovnem intervalu 5 minut. Ta podatek lahko prikažemo kot vrednost tipa
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skalar, ter tako dobimo okvirno vrednost števila obiskovalcev na določenem
aplikacijskem strežniku.
4. Problematika
Problemska domena tega projekta je iskanje načinov, kako zmanǰsati vpliv
izpadov infrastrukture. Infrastrukturo lahko v tem kontekstu opredelimo
kot množico dejavnikov, ki so potrebni za pravilno delovanje in prikazovanje
želene vsebine končnemu uporabniku. Ti dejavniki so lahko žični (primer:
strežniki, komponente) ali vǐsje nivojski (primer : povezava aplikacije z po-
datkovnim strežnikom). Izpadi infrastrukture so neizogiben stranski učinek
velikih računalnǐskih sistemov. Vsak računalnǐski sistem temelji na več kom-
ponentah, kot so elektrika, omrežje in računalnǐske komponente. Vsaka od
teh nivojev ima možnost odpovedi, kar efektivno pomeni nedosegljive sisteme
in izpad prometa. Zagotavljanje 100% dosegljivosti žičnih in aplikativnih ni-
vojev je praktično nemogoči dosežek. V namen čim večjemu preprečevanju
izpadov poznamo več različnih strategij, razdelijo se lahko na aktivne načine
zagotavljanja dostopnosti, ali pasivne načine zagotavljanja dostopnosti.
Med aktivne načine zagotavljanja dostopnosti aplikacij in infrastrukture
sodijo strategije, ki temeljijo na redundančnosti sistemov. Slednje pomeni
to, da imamo na voljo več kopij iste aplikacije/infrastrukture, tako da lahko
v primeru izpada ves promet preusmerimo na drugo vstopno točko, brez da
bi uporabniku (ang end user) povzročali večje težave. V industriji se takšne
strategije implementirajo z razporejevalniki obremenitve (ang Load Balan-
cer) in več replikami aplikacije, ki istočasno tečejo, ampak niso na isti lokaciji
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(t.i. geo redundančnost). Da zagotovimo najbolǰse zmožnosti dosegljivosti in
bolǰso varnost aplikacij, slednjo razdelimo na N logičnih nivojev, ki je vsak
svoja zaključena enota, ter živi v svojem omrežju, komunicira pa preko raz-
porejevalnikov obremenitve z REST API arhitekturo.
Slika 4.1: Primer dvo-nivojske arhitekture aplikacije z priporočenimi pra-
ksami [27]
Med pasivne načine zagotavljanja dostopnosti se štejejo strategija nadzi-
ranja in obveščanja, kar bomo v temu projektu tudi implementirali. Sistemi
za nadziranje in obveščanje spadajo med pasivne strategije zagotavljanja do-
stopnosti, saj sistemi ne proaktivno preprečujejo izpade, vendar so namenjeni
čim hitreǰsi oblažitvi izpada.
Najbolǰsi način preprečevanja izpadov je kombinacija aktivnih in pasiv-
nih strategij, ki so združene v nadzorovan sistem, ki je skalabilen, elastičen
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in omogoča natančno sporočanje napak in hitro odpravo le-teh.
4.1 Izpadi
Dostopnost aplikacije in infrastrukture je ključna točka pri uspehu podjetja.
Namreč, če je aplikacija nestabilna in neodzivna, se večina kupcev ne vrne,
ali sploh ne poskusi produkta.
Dostopnost aplikacije lahko izračunamo s preprosto formulo:
A =
MTTF
MTTF +MTTR
[29]
Kjer je MTTF (ang Mean Time To Failure) povprečni čas do okvare
računalnǐske komponente, MTTR (ang Mean Time To Restore) povprečni
čas do odprave okvare na računalnǐski komponenti. Vrednost A tukaj pove
povprečno dostopnost naprave (oziroma aplikacije) v % na dolgi rok uporabe.
V splošnem lahko verjetnost števila okvar, ki se bojo zgodile v strežnǐskem
sistemu izračunamo po Poissonovem procesu s sledečo formulo:
P (X(t) = n) =
(λt)n
n!
e−λt
[29]
Kjer je n število okvar, t časovni interval v, katerem se bojo okvare zgo-
dile, λ je intenzivnost porajanja okvar na določeno časovno enoto.
Poissonov proces je tesno povezan z Eksponentno porazdelitvijo, z obračanjem
enačbe poissonove porazdelitve lahko pridemo do izraza, ki nam pomaga
računati vrednost števila okvar v določenem časovnem intervalu. To lahko
izračunamo s spodnjo formulo:
P (X ≤ t) = 1− e−λt
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[29]
Kjer je t enak časovnemu intervalu v katerem se dogodek X ne zgodi,
vrednost λ je enaka kot v preǰsnji enačbi, intenzinost porajanja okvar na
določeno časnovno enoto.
V praktični uporabi podjetja te formule uporabijo s podatki proizvajalca
komponent in izračunajo tveganja ter stroške morebitnega popravila, pre-
den se odločijo za nakup opreme. Rezultati teh formul v večini primerov
vplivajo na izbiro proizvajalca komponent, saj se podjetja vedno odločijo za
komponente, ki so cenovno in statistično najbolj ugodne za nadaljnji razvoj.
5. Načrtovanje
Načrtovanje sistema za nadzor in obveščanje se je začelo s popisom obstoječe
infrastrukture, tako na žični lokaciji kot v oblaku. Na podlagi popisa se je
identificiralo kritične sisteme, ter se za navedene napisalo prioritete nadzira-
nja ter obveščanja, v dveh nivojih, kritični sistemi z vǐsjim nivojem nadziranja
in obveščanja, nekritični sistemi z nižjim nivojem. Nato se je identificiralo
orodja, ki bodo potrebna pri implementaciji, le-ta so že zgoraj opisani Azure
Monitor, Azure Log Analytics, Grafana in Prometheus. Po potrditvi iz-
bira orodij se je raziskalo, katere metrike in dnevnǐske zapiske si sistemski
administratorji želijo videti v nadzorni točki, to so osnovne metrike, kot so
zasedenost CPE, pomnilnika, diska in stanje mrežnih povezav med različnimi
conami omrežij.
Kritični sistemi ki smo jih identificirali ter poenotili z željo vodstva so:
1. Povezave med omrežji na različnih lokacijah,
2. Virtualizacijski strežniki (ang virtualization hosts), na kakterih tečejo
produkcijski navidezni stroji (v nadaljevanju Virtualke),
3. Virtualke, na katerih tečejo demo verzije aplikacije,
4. Virtualke, na katereih tečejo programi za testiranje in poganjanje kode.
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Na le-teh so si sistemski administratorji želeli nadzor nad ključnimi me-
trikami in dnevnǐskimi zapisi, ter tudi obveščanje, če se vrednosti teh metrik
drastično spremenijo v kratkem času.
Na vse vritualke in virtualizacijske strežnike je bilo potrebno namestiti
programsko opremo, ki omogoča prebiranje metrik, bodisi Prometheus expor-
terja bodisi Log Analytics Agenta. Ker je strežnǐska infrastruktura v ve-
liki meri tekla na operacijskem sistemu Windows in so vse enote pod sku-
pno domeno, smo se odločili za sočasno namestitev programske opreme na
vse končne točke, uporabiti Microsoftovo rešitev za sočasno uporabljanje
več računalnikov Group Policy Object editor. Za namestitev opreme na
strežnǐske enote, ki poganjajo Linux operacijski sistem smo se odločili za
klasični pristop namestitve.
Osnovne metrike, kot so zasedenost pomnilnika in centralne procesne
enote, so že vključene v agentih, ki se jih je na strežnike namestilo, ven-
dar za bolj zapletene metrike, kot so računanje prostega prostora na di-
skovnih poljih in računanje skupne porabe sistemov, smo se odločili, da
si bomo pomagali z orodji za samodejno poganjanje skript na oddaljenih
računalnikih Azure Automation Accounts. Slednje deluje brez dodatne pri-
prave na virtualkah v oblaku, za naprave na lokaciji potrebuje orkestratorja
(ang. AzureHybridRunbookWorker), ki se bo povezoval na naprave in le-te
poganjal skripte, napisane v skriptnem jeziku PowerShell.
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Slika 5.1: Prikaz delovanja orkestratorja [28]
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Za računanje prostora na diskovnih poljih v gruči smo napisali sledečo
skripto. Skripta s pomočjo modulov, ki so že nameščeni na strežniku pridobi
podatke, jih združi skupaj z objektu JSON formata, ter ta objekt preko
izpostavljenega vmesnika za programiranje (ang. REST API) pošlje v Azure
Log Analytics delovno okolje.
1 function Write-OMSLogfile () { # Ommitted}
2
3 $results = invoke-command -computer CLUS_SRV01 -credential $cred -
scriptblock {
4 $objs = @()
5 $csvs = Get-ClusterSharedVolume
6 foreach ( $csv in $csvs ) {
7 $csvinfos = $csv | select -Property Name -ExpandProperty
SharedVolumeInfo
8 foreach ( $csvinfo in $csvinfos ) {
9 $obj = New-Object PSObject -Property @{
10 Name = $csv.Name
11 Path = $csvinfo.FriendlyVolumeName
12 Size = $csvinfo.Partition.Size
13 FreeSpace = $csvinfo.Partition.FreeSpace
14 UsedSpace = $csvinfo.Partition.UsedSpace
15 PercentFree = $csvinfo.Partition.PercentFree
16 }
17 }
18 $objs += $obj
19 }
20 return $objs
21 }
22
23 foreach($result in $results){
24 $type = ’S2D_CSV_Space ’
25 $dateTime = Get-Date
26 $data = @{
27 DiskName = $result.Name
28 percentFree = $result.percentFree
29 volumeSize = $result.Size
30 freeSpace = $result.freeSpace
31 NodeName = $result.PSComputerName
32 }
33 Write-OMSLogfile $dateTime $type $data
34 }
Listing 5.1: Get-ClusterVolumeInfo.ps1
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Za nadziranje mrežnih povezav, ki so med seboj vidne izključno skozi
S2S VPN tunele, smo ubrali strategijo pinganja strežnikov med lokacijami.
Rezultate pinga smo podobno kot pri skripti za nadzor diskovnih polj združili
v objekt v JSON formatu in s funkcijo Write − OMSLogFile poslali v
delovno okolje Log Analytics.
1 function Write-OMSLogfile () {}
2
3 function Test-S2S {
4 $HostName = $env:COMPUTERNAME
5 [String []] $HVServers = @(’CLUS_SRV_LOCATION_1.domain.com’;
6 ’CLUS_SRV_LOCATION_2.domain.com’;
7 ’CLUS_SRV_LOCATION_3.domain.com’;
8 ’CLUS_SRV_LOCATION_4.domain.com’;
9 ’CLUS_SRV_LOCATION_5.domain.com’;
10 ’CLUS_SRV_LOCATION_6.domain.com’;)
11
12 foreach ($HVServer in $HVServers){
13 $success = 0
14 $failed = 0
15
16 for ($i = 0; $i -lt 15; $i++) {
17 if ($HVServer -eq $HostName){ continue}
18 if(( Test-NetConnection $HVServer).PingSucceeded){
19 $success ++
20 } else {
21 $failed ++
22 }
23 }
24 $type = ’S2S_Monitor ’
25 $dateTime = Get-Date
26 $data = @{
27 from = $HostName
28 to = $HVServer
29 attempts = $i
30 successfull = $success
31 failed = $failed
32 }
33 Write-OMSLogfile $dateTime $type $data
34 }
35 }
36 Test-S2S
Listing 5.2: TestS2S-Connection.ps1
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6. Predstavitev sistema
Kot konceptno rešitev smo načrt implementirali na trinajstih virtualizacij-
skih strežnikih, 180 navideznih strojih, ki tečejo na 6 omrežjih na ločenih
lokacijah, vključno z oblakom. Sistem tudi nadzira stanje aplikacije za ver-
zioniranje kode GitLab in orodje za nadziranje delovnih procesov, imenovan
Jira. Predstavitev diplomske naloge je razdeljena v dve logični enoti:
• Nadziranje: Prikaz nadzornih plošč v Grafani ter Azure Monitorju,
PromQL in Kusto Query Language poizvedb.
• Obveščanje: Prikaz sistemov za obveščanje čez različne komunikacijske
kanale.
6.1 Nadzor
Večino pridobljenih podatkov smo poskusili razbiti na enote, in vsako posebej
prikazati v svoji nadzorni plošči. Najprej smo sestavili dve nadzorni plošči za
nadzor UCS gruče strežnikov in S2D gruče strežnikov. Poskusili smo prikazati
najbolj relevantne podatke, kot so trenutna zasedenost CPE, pomnilnika in
diskovnih polj. Končni nadzorni plošči sta bili naslednji:
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Slika 6.1: Nadzorna plošča S2D gruče
Slika 6.2: Nadzorna plošča UCS gruče
Za obe nadzorni plošči smo uporabili podobne poizvedbe, saj se strežnǐski
gruči razlikujeta le v imenih. Na spodnji sliki lahko vidimo poizvedbo za per-
centualni izračun količine skupnega zasedenega pomnilnika na gruči strežnikov
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UCS. Najprej smo poizvedovali po količini zasedenega prostora, dobljeno
število smo delili s seštevkom zasedene in proste količine pomnilnika. Končni
rezultat poizvedbe smo preimenovali v bolj logično ime, ki v procentih pri-
kazuje količino zasedenega pomnilnika na gruči strežnikov UCS.
Slika 6.3: Kusto Query Language poizvedba
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Za nadzor iz aplikativne smeri, smo na virtualke namestili node expor-
terje Prometheus, ter preko PromQL poizvedovalnega jezika kreirali različne
prikaze za nadzor. Najbolj nas je zanimalo stanje aplikacije in zasedenost re-
sursov na virtualki, ki jo poganja, ter razne metrike, kot so število zahtevkov
na 15 minut, splošna utilizacija navideznih strojev, namenjenih prevajanju
in testiranju kode, število čakajočih zahtev za prevajanje in testiranje kode,
ter zdravje teh strežnikov. Stanja smo preverjali na strežnikih, ki poganjajo
aplikacije GitLab, Jira in GitLab Runner.
Slika 6.4: Stanje navideznih strojev, ki poganjajo avtomatizirane teste in
prevajajo kodo
Diplomska naloga 37
Slika 6.5: Pomembneǰse metrike virtualke, ki poganjajo aplikacijo GitLab
Slika 6.6: Pomembneǰse metrike virtualke, ki poganjajo aplikacijo za upra-
vljanje delovnih procesov Jira
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Nadzorne plošče nudijo učinkovit in hiter pregled nad razmeroma veliko
in obširno infrastrukturo. To omogoča hitreǰse zaznavanje napak in njihovo
odpravo. Takšne nadzorne plošče sistemskim administratorjem nudijo bolj
splošen pregled in posledično olaǰsajo upravljanje z infrastrukturo, kot primer
lahko vzamemo postavitev nove virtualke, administrator se lahko z enim
pogledom odloči, na katerem disku v polju bo virtualka živela, tako da je
zasedenost prostora maksimalno razporejena čez celotno diskovno polje.
Spodnja slika prikazuje primer poizvedovalnega jezika PromQL, kjer z
agregacijsko funkcijo sum seštejemo metriko gitlab ci pipeline last job run status,
ki nam pove število čakajočih opravil na vseh strežnikih ki poganjajo pre-
vajanje ter testiranje kode na projektu Project v repozitoriju z imenom
Repository.
Slika 6.7: Število čakajočih opravil na infrastrukturi
6.2 Obveščanje
Pri obveščanju smo se odločili za tako imenovani ”No Spam Approach”,
torej pristop minimalnega vsiljevanja. Obvestilo mora odgovorno osebo ob-
vestiti brez zasedanja postnega nabiralnika ali ostalih kanalov. Kot medij
obveščanja smo si izbrali tradicionalno spletno pošto in obvestila v obliki
interaktivnih kartic v aplikaciji za sodelovanje in komuniciranje Microsoft
Teams. V ta namen smo kreirali distribucijske skupine za e-pošto in kanal v
aplikaciji Teams. Obvestila smo razvrstili po kritičnosti v skali od 0 do 4, kjer
številka 0 pomeni najbolj kritično, številka 4 pa najmanj kritično obvestilo.
Obvestila smo kongurirali iz nadzorne plošče Grafana in delovnega okolja
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Azure Log Analytics s pomočjo Azure Automation opravil. Pri slednji smo s
Kusto Query Langugage napisali poizvedbo, ter ta podatek v oddelku za ob-
vestila Azure Alerts obdelali glede na smiselna pravila. Na podlagi rezultatov
se sistem odloči, ali bo formuliral in poslal obvestilo odgovornim osebam. Za
obvestila kritičnega levela 1-4 smo se odločili za obvestilo v kanalu Teams,
za kritični level 0 se sporočilo pošlje na oba komunikacijska kanala.
Slika 6.8: Pregled zaznanih obvestil v Azure Alerts
V Azure alerts smo se odločili kreirati vsa obvestila, ki temeljijo na žičnih
objektih, torej omrežjih in virtualizacijskih strežnikih. Kongurirali smo dva
tipa obvestil:
1. S2S-Alert: Obvestilo o zdravlju VPN povezav med fizičnimi lokacijami
2. VM-HealthCheck: Obvestilo o stanju virtualizacijskih strežnikov
Ker ob padcu internetne povezave to končni uporabnik takoj občuti, smo
se pri S2S-Alert obvestilu odločili, da se bo sprožil, kadar mreže med seboj
izgubijo več kot 45 paketov v roku treh minut. Obvestilo se obravnava vsako
minuto, za najbolj učinkovito hitrost.
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Slika 6.9: Obvestilo o padli mrežni povezavi
Za obvestila, katera se tičejo virtualiziranih storitev, kot so stanje navide-
znih strojev ali aplikacij, ki tečejo na njih, smo se odločili za pristop urejanja
obvestil preko nadzornih plošč Grafane. Za obvestila smo časovne metrike
izrisali v grafu in jih obravnavali s pravili, oblikovanimi v grafaninem Alerts
okolju. Kot primer lahko vzamemo stanje diska in porabo dodeljenega časa
CPE na virtualki, ki poganja aplikacijo GitLab. Rdeča črta na grafu pri-
kazuje vrednost, pri kateri bi bilo obvestilo poslano, medtem ko zelena črta
prikazuje dejansko vrednost metrike. Zgornji graf prikazuje procent porabe
dodeljenega časa CPE, spodnji pa procent prostega prostora na disku.
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Slika 6.10: Grafi za obravnavo obvestil
Na naslednji sliki lahko vidimo obvestilo v obliki interaktivne kartice v
aplikaciji Microsoft Teams. Kartica prikaže ime obvestila s sporočilom in
gumbom za ogled pravila na nadzorni plošči Grafane.
Slika 6.11: Grafi za obravnavo obvestil
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7. Zaključek
V diplomski nalogi smo spoznali, kaj so sistemi za nadziranje in obveščanje,
zakaj se njihova vpeljava splača, ter orodja in tehnologije specifične imple-
mentacije. Ker se na tehnologijo dandanes stalno zanašamo, mora bit le-
ta posledično vedno na voljo. Iz tega razloga so sistemi za nadziranje in
obveščanje v zadnjih letih postali kritični gradniki tehnološkega sklada. Te-
matika nadziranja in obveščanja je zelo zanimiva iz vidika razvoja podrocja,
saj lahko vedno bolje in učinkoviteǰse nadziramo in obveščamo o različnih,
bolj naprednih zadevah.
7.1 Ideje za nadaljni razvoj
Ideje za nadaljnji razvoj v tej tematiki ni težko najti, saj implementirani sis-
tem nadzira in obvešča le o kritičnih dejstvih kot so izpad omrežja, ne-zdravje
navideznih strojev in aplikacij. Naslednji logični korak bi v tem primeru bil
nadziranje procesov, ki tečejo v aplikacijah, ter obdelovanje dnevnǐskih za-
pisov le-teh, brez omejitve samo na operacijski sistem, na katerem aplikacija
gostuje. Trenutno nadziramo in obveščamo samo glede arhitekture, s tem
dodatnim korakom bi lahko skrbeli tudi za varnost (število poskusov vpisa),
hitrost (odzivnost aplikacije v segmentih) ter samo uporabnǐsko izkušnjo.
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