Abstract
Introduction
Over the last decade, clusters and distributed-memory multiprocessors consisting of hundreds or thousands of standard CPUs have become very popular. In addition, recent work in computational and data GRIDs [7, 2] enables applications to access resources in different and possibly widely dispersed locations simultaneously-that is, to employ processor co-allocation [4] -to accomplish their goals, effectively creating single multicluster systems. Most of the research on processor scheduling in parallel computer systems has been dedicated to multiprocessors and singlecluster systems, but hardly any attention has been devoted to multicluster systems. In this paper we study through simulations the performance of processor co-allocation policies in multiclusters employing space sharing for rigid jobs [3] depending on such parameters as the structure and the sizes of job requests, and the communication speed ratio, which is the ratio between the intracluster and the intercluster communication speeds. The scheduling policies we consider are First Come First Served (FCFS) and Fit Processors First Served (FPFS). Our performance metric is the mean job response time as a function of the utilization. In addition to synthetic workloads, we consider a workload de-rived from measurements of a real application on our fivecluster Distributed ASCI Supercomputer (DAS) (for details, see Sect. 2.1). This system was designed to show the feasibility of running parallel applications across wide-area systems [9, 11] . We find that the request types and the slow intercluster communication have a severe impact on response times, that co-allocation can be a good choice in many situations, and that for a mix of request types, the performance is determined not only by their separate behaviours, but also by the way in which they interact.
In the most general setting, GRID resources are very heterogeneous and wide-area connections may be slow. In this paper we restrict ourselves to homogeneous multiclusters such as the DAS, with relatively low communication speed ratios. Showing the viability of co-allocation in such systems may be regarded as a first step in assessing the benefit of co-allocation in more general GRID environments.
Not much work has been done related to the performance of co-allocating rigid jobs with space sharing in multicluster systems. In [5] , co-allocation (called multi-site computing there) is studied, with as performance metric the (average weighted) response time. There, jobs only specify a total number of processors, and are split up across the clusters. The slow wide-area communication is accounted for by a factor r by which the total execution times are multiplied. Co-allocation is compared to keeping jobs local and to only sharing load among the clusters, assuming that all jobs fit in a single cluster. One of the most important findings is that for r less than or equal to 1:25, it pays to use co-allocation. In [12] , a performance comparison of two meta-schedulers is presented. It is shown that dedicating parts of subsystems to jobs that need co-allocation is not a good idea.
The Model
In this section we describe our model of multicluster systems based on the DAS system.
The DAS System
The (second-generation) DAS [1, 8] is a wide-area computer system consisting of five clusters of identical processors (in total 400). The clusters are interconnected by the Dutch University backbone for wide-area communications, while for local communication inside the clusters Myrinet LANs are used. The ratio of the communication speeds is about two orders of magnitude. So far, co-allocation has not been used enough on the DAS to let us obtain statistics on the sizes of the jobs' components. However, from the log of the largest cluster of the (first-generation) system (of 128 processors) we found that over a period of three months, the cluster was used by 20 different users who ran 30,558 jobs. The sizes of the job requests took 58 values in the interval 1 128], for an average of 23:34; their distribution is presented in Fig. 1 . The results comply with one of the distributions we use for the job-component sizes (see below) in that there is an obvious preference for small numbers and powers of two. 
The Structure of the System
We model a multicluster consisting of C clusters of identical processors, cluster i having N i processors, i = 1 : : : C . The workload consists of rigid jobs that require fixed numbers of processors, possibly in multiple clusters simultaneously (co-allocation). We call a task the part of a job that runs on a single processor. The system has a single central scheduler, with one global queue. For the interarrival times we use exponential distributions. All intracluster communication links have the same speed, as do all the intercluster links, with the former assumed to be (much) faster. In our model, the communication speed ratio is defined as the ratio between the time needed to complete a single synchronous send operation between processors in different clusters and in the same cluster.
The Structure of Job Requests
Jobs that require co-allocation specify the number and the sizes of their components, i.e., of the sets of tasks that have to go to the separate clusters. The distribution J of job-component sizes is either the uniform distribution U n 1 n 2 ] on some interval n 1 n 2 ], or the distribution D(q) on some interval n 1 n 2 ] with the probability of having jobcomponent size i equal to p i = 3 q i =Q (q i =Q) if i is (is not) a power of 2, and with Q such that the p i sum to 1. This distribution favours small sizes and powers of 2, which has been found to be realistic [6] . A job is represented by a tuple of C values, each generated from J . We will consider four cases for the structure of job requests:
1. In an ordered request the positions of the request components in the tuple specify the clusters from which the processors must be allocated. 2. For an unordered request, by the components of the tuple the job only specifies the numbers of processors it needs in the separate clusters, allowing the scheduler to choose the clusters for the components. 3. A flexible request specifies the total number of processors needed, obtained as the sum of the values in the tuple. 4. For total requests, there is a single cluster and a request specifies the single number of processors needed, again obtained as the sum of the values in the tuple.
As long as we do not take into account the communication between processors, the cases of flexible and total requests amount to the same. Ordered requests are used in practice when a user has enough information about the complete system to take full advantage of the characteristics of the different clusters. For example, the data available at the different clusters may dictate a specific way of splitting up an application. Unordered requests model applications like FFT, where tasks in the same job component share data and need intensive communication, while tasks from different components exchange little or no information.
The Communication Pattern and the Scheduling Decisions
As a model for the structure of jobs, we consider a parallel application implementing an iterative method, each process of which performs the same algorithm on its subdomain, alternating between computation and communication steps; in the latter, we assume that an all-to-all personalized message exchange is performed.
To determine whether an unordered request fits, we try to schedule its components in decreasing order of their sizes on distinct clusters. Possible ways of placement include First Fit (FF) and Worst Fit (WF), both of which we use in our simulations.
If for a flexible request there are enough idle processors in the whole system, the job is placed on the system according to one of three placement policies, Cluster-Filling (CF), and Load-Balancing on the Smallest number of (on All) clusters (LB-S and LB-A). Both CF and LB-S place a job on the smallest set of clusters with enough idle processors. CF completely fills the clusters with the largest numbers of idle processors until all the tasks are distributed; LB-S distributes the request over these clusters in such a way as to balance the load. LB-A does the same with all clusters.
In all the simulations except in Sect. 3.2, the First Come First Served (FCFS) policy is used. To observe the contribution of the scheduling scheme to the system's performance, we have also implemented the Fit Processors First Served (FPFS) policy, in which the scheduler searches the queue from head to tail, and schedules all the jobs that fit. It is similar to backfilling [3] , except that the durations of jobs (which we assume unknown) are not taken into account, so the requirement that the job at the head of the queue should not be delayed is not enforced. To avoid starvation, we use counters: when a job's counter reaches a chosen limit, the scheduler is not allowed to overpass that job anymore.
Simulating Co-Allocation
To measure the performance of multicluster systems for different structures and sizes of requests and the two scheduling policies, we modeled the corresponding queuing systems and studied their behaviour using simulations. To isolate these aspects, in this section we ignore the communication (so flexible and total requests amount to the same). The simulation programs were implemented using the CSIM simulation package [10] . When confidence intervals are included, they are at the 95%-level.
The Influence of the Component Size and Service Time Distributions
We assess the performance of a system consisting of 4 clusters with 32 processors each, for flexible, unordered (with WF) and ordered requests depending on the distribution of the job-component sizes and on the service-time distribution. We consider the five distributions for the sizes of the job components described in Table 1 . Notice that where not only the total size of the job request matters, but also the sizes of the components and the way they fit in the system.
We now consider three distributions for the service time, deterministic, exponential and hyperexponential (with coefficient of variation 3), all with mean 1. Table 1 . For all types of requests and for both componentsize distributions, the best performance is obtained for deterministic service time and the worst for hyperexponential service time. The graphs indicate that for ordered requests the performance is better when components are from the uniform distribution, for all service time distributions, which is consistent with what we observed above for exponential service times.
In the rest of the paper (except for Sect. 5) we will only use exponential distributions for the service times (with mean 1). 
The Impact of the Scheduling Policy
Before we can compare FCFS and FPFS, we have to choose the value of MaxJumps-the maximum number of times a job can be jumped over in FPFS. When MaxJumps is too large, the performance of individual jobs is negatively influenced, to the point that when MaxJumps ! 1 , which amounts to FPFS without counters, starvation may occur under heavy loads. At the other extreme, with MaxJumps equal to 0 we return to FCFS. Based on simulation results concerning the sensitivity of the response time to the value of MaxJumps for different values of the utilization, we chose MaxJumps equal to 7. Simulations are reported for a single-cluster system with 32 processors and for a multicluster system with 4 clusters of 8 nodes each. Job component sizes are from U 1 4] and U 1 8] . Figure 5 shows that FPFS improves the performance of the system. In addition, the influence of the structure and sizes of the requests observed for FCFS is maintained with FPFS.
Co-Allocation with Communication
In this section we assess the performance of multicluster systems for different types of requests in the pres- The effect of including communication in our model is that the service times of tasks are extended by the times needed for communication-which we suppose to be the sum of the times needed for all send operations to the other tasks. We only simulate a single iteration. We still assume the duration of the computation steps to be exponential with mean 1, and we assume the time needed for a single local send operation to be 0:001. With our parameter settings, when the communication speed ratio is 100, a task of an (un)ordered request has an average total service time of about 2:2 (1 computation + 12 0:1 wide-area communication). In [11] , the results of running a version optimized for wide-area systems of the Barnes-Hut algorithm for the N -body simulation problem which uses personalized all-toall communication on the DAS are presented. It turns out that when the ratios of wide-area latency to local latency, and of local bandwidth to wide-area bandwidth are 100, the 
The Communication Speed Ratio
From Fig. 6 we find that for ordered, unordered (with WF component placement) and flexible requests (with LB-S), the increase of the communication speed ratio increases the response time. The performance is affected more for (un)ordered requests than for flexible ones. This suggests that in those cases the average amount of intercluster communication per job is higher. A higher communication ratio decreases the maximal utilization as well, but the deterioration is smaller than in the case of the response time. (Going from a ratio of 10 to 100, the response times at a utilization of 0:4 are increased by a factor of about 1:8 (1:6) for (un)ordered (flexible) requests, while the maximal utilizations are reduced by about 0:05, which is about 10%.)
Co-Allocation versus no Co-Allocation
In this section we discuss the benefits of using coallocation over using no co-allocation when there is a choice (when all jobs can be scheduled without co-allocation, on a single cluster). We show that rather than waiting for enough idle processors in one cluster, spreading requests over clusters can bring better performance, despite the extra communication. We consider a multicluster system consisting of 4 clusters with 32 processors each. In the co-allocation case we schedule flexible requests using LB-A, in the noco-allocation case we have jobs consisting of a single component. The request sizes are obtained as the sum of 4 components generated from D(0:9) on 1 8] . Note that LB-A is Figure 7 (top) compares co-allocation with flexible requests with no co-allocation with single-component jobs using FF (the results for WF are slightly worse). At low utilizations avoiding co-allocation can bring benefits when the speed ratio is large. However, for intermediate and high system loads, co-allocation is significantly better, even for speed ratios larger than 50. We conclude that co-allocation is a very good choice for systems with speed ratios that are not extremely large.
We studied further why co-allocation gives better results by looking at the way the scheduler works. The scheduler only makes an attempt at scheduling jobs when a job departs and the queue is not empty, and when a job arrives at an empty system. We call a scheduling attempt unsuccessful when no job can be scheduled. just before the no-co-allocation case becomes unstable). Especially at average and high utilizations, in the absence of co-allocation, it occurs much more often that no job can be scheduled at a job departure.
Load-Balancing versus Cluster-Filling
To reduce intercluster communication, placement policies for flexible requests should not spread jobs unnecessarily over the clusters. Therefore, both CF and LB-S choose the minimal number of clusters, but whereas CF aims to reduce the number of intercluster messages, LB-S may have a larger number of intercluster messages while balancing loads. Since LB-A potentially spreads jobs over more clusters, in smaller components, it may cause a still larger number of such messages. It seems that there is no benefit from using LB-S or LB-A when there are only flexible requests, and they should only be used when there are also (un)ordered requests, because then keeping an equilibrium between the loads of the clusters becomes essential (see Sect. 4.4). However, in Figure 8 , even for only flexible requests, LB-S proves to be better. The explanation is that although CF has fewer intercluster messages per job, the communication time is not evenly spread across the tasks, and on average, CF causes jobs to spend more time on communication.
In a similar comparison of LB-S and LB-A, we found that at low utilizations, LB-A gives a slightly higher response time due to more communication, but at higher utilizations this difference attenuates, being within the confidence intervals. For smaller jobs and higher speed ratios we expect this difference in performance to grow, implying that when only flexible jobs are admitted in the system, there is no reason to choose LB-A.
As an example, consider the consecutive arrival of two flexible requests for 18 and 12 processors at an empty system with 4 clusters of 8 processors. For CF, LB-S and LB-A, the tuples of the numbers of tasks on the clusters for the first and the second job will be (8 8 2 0), (6 6 6 0), (5 5 4 4), and (0 0 4 8), (0 2 2 8), and (3 3 3 3) , respectively. The total numbers of intercluster messages in a communication step for the first and the second job are 192, 216, 242, and 64, 72, 108, while the longest tasks in the two jobs have 16, 12, 14, and 8, 10, 9 such messages. This shows that CF does not entail more time spent in communication than LB-S for every job, although in Fig. 8 on average it apparently does.
When CF and LB-S are faced with a system with the same numbers of idle processors in the clusters when placing a flexible request, CF entails a higher maximal number of intercluster messages across all tasks in the job, but a lower total number of such messages than LB-S.
Mixes of Job Request Types
Real systems have to schedule multiple request types, and the overall performance of the system is determined by the way the scheduler deals with all these types. We study multiclusters with both flexible and ordered requests, and compare the performance of using CF, LB-S and LB-A. Figure 9 shows that for both CF and LB-S the average response time grows and the maximal utilization decreases with the increase of the percentage of ordered jobs: going from a low to a high percentage of ordered requests, the performance is ever more determined by this type of requests. LB-S, and in particular CF, tend to obstruct ordered requests because they use the minimum number of clusters for flexible requests. As Fig. 9 indicates, for up to 50% ordered requests the system behaves better with LB-S. This is due mostly to the smaller amount of time spent in communication by the flexible requests. Because the jobs are large enough not to permit in average the presence in the system of more than two jobs simultaneously (average job size 16), there is little benefit for ordered jobs from load balancing.
One may ask whether the job sizes play a role here. Figure 10 depicts the variation of the response time for a job mix of 50% ordered requests and 50% flexible requests, with job components obtained from U 1 4] (average job size 10). In this case the difference in performance is larger, so LB-S brings more benefit when jobs are smaller. We saw in Sect. 4.3 that with only flexible requests, there is no reason to use LB-A. However, we expect that in a system where flexible requests are mixed with ordered requests, LB-A can bring relevant performance improvements. Comparing the performance of a system with mixed requests for the two types of LB we concluded that since the job sizes are large compared to the clusters' sizes, the benefit from using LB-A is insignificant, and even when 50% of the jobs are flexible, the performance is dominated by the ordered requests. Figure 11 , where job-component sizes are obtained from U 1 4], shows a different situation. When jobs are small, the advantage of using LB-A is obvious, to the extent that LB-A with 30% percent flexible requests is better than LB-S with 50% percent flexible requests. 
Simulations Based on a Real Application
In this section we present simulation results for ordered and total requests based on data obtained from measurements when running a real application on the DAS.
Description of the Application
Our application implements a parallel iterative algorithm to solve the Poisson equation with a red-black Gauss-Seidel scheme. It searches for a solution in its computational domain, which is the unit square split up into a grid of points with constant step. In each iteration, each grid point has its value updated as a function of its previous value and the values of its neighbours. The domain of the problem is split into rectangles among the participating processes, which communicate in order to exchange the values of the grid points on the borders and to compute a global stopping criterion. For the same grid size and the same initial data, we ran the application on a single DAS cluster with 8 processes (4x2 and 8x1 rectangles) and 16 processes (2x8 and 4x4), and on the 4-cluster DAS for configurations 4x2 and 4x4, scheduling an equal number of processes on each cluster. In Table 2 we report the number of iterations needed to reach convergence, the duration of the computation steps, and the total time needed for exchanging borders; the time cost of diffusing the local errors and computing the global error is always about 0:014 s. 
Simulation Results
We use the application structure described and the data collected from the DAS for job sizes 8 and 16 (cases 4x2 and 4x4, respectively) in our simulations of a single cluster of size 32 and a multicluster with 4 clusters of size 8. The distribution of the job sizes is an equal mix of sizes 8 and 16, and of sizes (2,2,2,2) and (4, 4, 4, 4) , in the single cluster and the multicluster, respectively. The co-allocation on the DAS corresponds to the case of ordered requests in our simulations. Since the job-component sizes are equal, identical performance would be obtained for unordered requests.
The results are presented in Fig. 12 (we set the number of iterations to 10% of the values in Table 2 ). Since for the multicluster simulations the components of the requests are of equal sizes, which sum up to the two values of the request sizes used for the single-cluster case, and the total size of the multicluster is equal to the size of the single cluster, the two cases would have identical performance in the absence of communication. This implies that the worse performance displayed by the ordered requests compared to the total requests is caused by the slow intercluster communication and not by the rigidity of the ordered requests. We conclude that in practice, the performance penalty of running multicluster jobs may not be prohibitive. 
Conclusions
In this paper we have studied the performance in terms of the response time of processor co-allocation in multicluster systems with space sharing for rigid multi-component jobs of different request types that impose various restrictions on their placement. Our main conclusions are as follows:
Restrictive job request types yield worse performance. Independent of the component-size and service-time distributions, when a large fraction of the workload consists of (un)ordered jobs (specifying the numbers of processors needed in distinct clusters, or, worse yet, in each cluster), the response time is higher. Slow intercluster communication deteriorates performance, but does not preclude co-allocation. A high communication speed ratio between intercluster and local communication has a severe impact on performance. However, even when this ratio is 50, coallocation for workloads with a large fraction of flexible requests yields acceptable performance, and is to be preferred over no co-allocation even when all jobs would fit in a single cluster.
The scheduling decisions should take into account the presence of mixes of request types. When the workload consists of flexible and ordered requests, the former should be placed in a balanced way across the clusters to keep room for the latter, even though this brings them an increased amount of intercluster communication.
