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Generation of Irreducible Polynomials from Trinomials over 
GF(2). II 
B. G. BhJOGA 
Department of Electrical Engineering, Ahmadu Bello University, Zaria, Nigeria 
In this paper a new approach to the problem of generating irreducible polyno- 
mials from a given minimal polynomial ispresented. A method of generating the 
minimal polynomial of c~ e, M(e~(x), over GF(2) for many values of k, when the 
minimal polynomial of a is of the form x m + x ~ + 1 is developed, and explicit 
formulae for M~)(x) are given. 
INTRODUCTION 
This paper is an extension of a previous paper of the same title (Bajoga and 
Walbesser, 1976). In the previous investigation a technique of computing the 
minimal polynomial of ~ ,  M(e)(x), over GF(2) for certain values of k, when the 
minimal polynomial of ~, Mm(x),  is of the form x ~ %- x %- 1 was tackled. In 
this paper the problem of computing M(e)(x) from x ~ %- xT, %- 1 is investigated. 
The results obtained are presented below. 
THEOREM I. Suppose that the minimal polynomial of c~ is x ~ + x ~ %- 1 
m =-- 0 modulo k, r =~ 0 modulo k, then the minimalpolynomial ofe~  is 
~t 7" 
_ m 
M(k) (x )  = x k %- x k %- 1 
Proof. 
whose root is ~ is M(l~l(x). 
Let 
Suppose that the degree of M(k)(x) is m. Any polynomial of degree m 
r 
g(x) = x k + x 7~ +1 
g(~)  = ~*~ + ~7, + 1 
=0.  
Thus, if the degree of Mq~)(x) is ~", g(x) = M(k)(x). 
Suppose that the degree M(~)(x) is less than ~.  In any case ~ is a root of 
M(~)(x). 
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Letting M~)(x)  ---- M o + Mix  + ... + M~x~ and because computations are 
performed modulo x ~n + x r + 1 
m(k)(x~) --  M o + Mix  k + " "Mix  j~ 
~0.  
Upon collecting coefficients of like powers of x and setting the results equal to 
zero, M s must be zero. However, this contradicts the assumption that the degree 
• ?n of M(k)(x) is less than 2 . Therefore, the degree of M(~)(x) must be ~. Hence 
M(~)(x) • x k + x k + l 
THEOREM II. I f  X ~ + X ~ + 1 is an irreducible polynomial whose root is ~, the 
greatest common divisor of k andre(k, m) = 1 and k i r; then the minimal polynomial 
of ~ is 
M,k,(x ) x~ + ~ ( k ) 
ir 
= xT+ 1. 
i=1 i 
Proof. Since (k, m) = 1 the degree of M(k)(x) is m, hence any polynomial of 
degree m that has ~k as a root must be M(~)(x). 
Let 
Then 
Thus, 
/=1  
i=O 
~0.  
g(x) = M~)(x)  and M(k)(x) = x m + x T + 1 
i=l 
TI-IEOm~M III.  Given that the minimal polynomial of ~ is x ~ + x r + 1 m ~- 0 
modulo k, k ~ r i f  r > k and r ~( k i f  k > r, then assuming it is of degree m, the 
minimal polynomial of ak is 
M(~)(x) = x -V + x ~ + 1. 
i=1 
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Proof. As in the proofs of the previous theorems we try to show that because 
the degree of M(k)(x) is m any polynomial of degree m with ~1~ as a root is M(a)(x). 
Let 
g(x) = x ~ + x~ + 1 
i=1 
Then 
i=0 
= (x ~ + 1F  + x k~ 
Reducing g(x ~) modulo x m + x r + 1 
g(x ~) -~ x~ + x ~ 
~0.  
Thus 
M(a'~(x) = x T + x r. 
i~O 
THEOREM IV. I f  M(k)(x) computed modulo x '~+ x + 1, is the minimal 
polynomial of ~ ,  and i f  m = p modulo k and 
Jm+i 
ij 
then the minimal polynomial of ~ ~ computed modulo x "~ + x r + 1, r ~ 1 modulo k, 
is given by 
jm+ir 
M~)(x) = Z a~/ 
~J 
Proof. Suppose that M(~)(x) is the minimal polynomial of a ~ given that 
x "~ -}- x q- 1 is the minimal polynomial of a. It was shown (Bajoga and Walbesser, 
1975) that 
k--1 ~m+i 
M~)(x) = x'~ + ~ M~jx ~ + x + 1 
i=1 
where ~ ~- ij modulo k 
(1) 
Mi j=(~) -~( i~ 1) mJ ~-""  ~-( i~r )  m(i_r)j 
"4- "" + ((i --l l ) J) M,i_l)j , i = 2, 3,...,k --  1. (2) 
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Because computations are performed over GF(2) it is easy to see that the following 
equations are obtained from above 
÷ . . .÷  1 M(i -1) j ,  i -= 2, 3,..., k - -  1. (4) 
Multiply Eqs. (3) by x ~ and (4) by x% i = 2, 3 , . .  k - -  1 and add. Then 
and 
i=1 i= l  p=O 
=0 
(X r -~ l) k ~- ~ Mij(x r ~- 1) ~ x i~ + x k~ + 1 = 0. (5) 
i~ l  
Suppose that the computation in Eq. (5) is modulo x ~* + x * + 1 then 
k--1 
XmlC "J- E Mijxijm+ir -~- xkr "~- 1 = 0 
The left-hand side of the equation leads to a polynomial whose root is ak 
Hence, if the degree of M(rk)(x) is m, the minimal polynomial of a~ 
k--1 ijm+ir 
M~k)( x) -~ x~ + Z M, jx k + x r + l 
We next show that the powers of x are integers. If ~m+i s an integer and r ~ 1 --K- 
modulo k it is easy to see that -6m+ir is also an integer. Then, if 
In particular, if 
jm+i 
~J 
jm+ir 
ij 
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it is easy to see that 
M~)(x) = S + ~r. 
i=0 
EXAMPLE I. Suppose that we are to determine the minimal polynomial of 
aa given that M(1)(x) = x 9 + x a + 1. Since m = 9 --= 0 modulo 3 and r = 4 ~= 1 
modulo 3 we can use the theorem above to determine M~(a)(x). From (Bajoga 
and Walbesser 1976). 
M(a,(x ) = ~(3  
im 
i ) xT  +x  
i=0 k 
hence 
m¢~)(~) = x Y + x~ 
i=0 
2m 
=x~+x a q-xa +xr  + 1. 
Therefore, the minimal polynomial of ~a is x 9 + x 6 + x 4 + x a + 1. 
The interesting thing about this theorem is that it shows how the results in 
(Bajoga and Walbesser, 1976) can be modified so as to be used in determining 
the minimal polynomial of aT: given that x m 4- x r + 1 is the minimal polynomial 
of o~ and r ~ 1 modulo k. 
THEOREM V. Let x ~ + x r + 1 be the minimal polynomial of ~. Suppose that 
this polynomial for m ~ j modulo k, r ~ c modulo k is denoted by M'm(x) and that 
the similar polynomial for m ~ p modulo k and r ~ 1 modulo k is denoted by 
Ma)(x). Assuming that the minimal polynomial of ~7~ computed modulo Ma)(x) is 
M(k)(x) and that the similar polynomial computed modulo Mm)(x) is M'(k)(x), then, 
provided that the equation cp -~ j modulo k has a unique solution, i.e., g.c.d. 
(c, k) = 1, and M(k)(x) and M'(7:)(x) are of degree m, they are equal, i.e., 
M(~)(x) -= M'(1~)(x). 
Proof 
and 
From Theorem IV, 
m 
k--1 iYm+ir 
i=1 
+xr+l  
x~ + ~ iVI.x""+ 'r + x~' 
i=O 
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is zero if Eqs. (1) and (2) are true. If 
M(k)(x) = ~ Mi xi 
i=0  
then, 
M(~)(~) = ~ M,~ = o. 
i=O 
and upon collecting coefficients of like powers of a and setting the results to 
zero, Mi coefficients can be determined. In this case, all Mi not given in Eqs. (1) 
and (2) are zero. In any event 
M(k)(x'C) = M o 4- Mix k + ... 4- Mm+~_,(x ~+k-" + x ~-~) 
k 
+ ... + M~+(k_~)~(x a+k-')~ + x (~-')') 
k . 
+ ..- + M2m+(k_2,)~(x(2+k-2,)~ + x(k-2,) 0 
k 
+ "'" 4- Mi~+(k_i,)~(x(k-i~)~(x ~ 4- 1) i) 
+ ... + M~(x  ~ 4- 1) ~ 
0 modulo Mm(x)  
The coefficients of M(k)(x) can be determined by equating the coefficients of x i~, 
0 ~ i ~ k to zero since all other coefficients are themselves zero. 
Consider M'(k)(x) and assume that it is equal to ~i=0 Mix .  Then ~t=0 Mi ai 
is equal to zero and 
M,(k)(x~) = 214o 4- MlxT~ 4- ... 4- -1-" ~'~+e-at / t  t,~r+k-j 4- xk-~) 
k 
4- ... 4- M~+(k_.)r(x (l+k-')~" + x(k-') 0 
lc 
4- ... 4- M2m+(~_2~)~(x(~-2")~(x~ + 1) ) 
/c 
4- ... 4- Mi,~+(k_i~),.(x(~-i'"(x r 4- 1) ~) 
k 
4- "'" + Mm(x ~ 4- 1) ~ , 
0 modulo M'tl)(x). 
Only the coeffieients of x i~', 0 ~ i ~ k need be considered since all others are 
readily shown zero. Then, if we equate coefficients of both sides of the equation, 
we obtain a set of equations identical to those for M(~)(x). This means we 
obtain the same solutions so 
M(k)(X) = M'(k)(x). 
POLYNOMIALS FROM TRINOMIALS OVER GF(2). I I  11 
The way p is included in M'(k)(x) should be noted. There ordinarily would be 
Mi~+k-~i n place of Mi~+(~-i~), in the expression for M'(~)(x). However, the 
¢~+k-si ¢ra+(~-~)~ That this is true can be seen as results hold true only if ---v - -  k 
follows: Since pr ~ j modulo k, ipr - ij modulo k for 0 < i < k, r(k -- ip) =~ 
• . . • ~ T~im+lc - i J  
- - i j  modulo k and r(k -- ip) =~ k -- ,j moflmo R. l i - - -g - -  is an integer so also is 
i,~+(~,im and because both are positive and less than k they must be equal. k 
Therefore 
M(k)(x) M'(k)(x). 
This theorem shows that provided that g.c.d. (c, h) = 1 the minimal polyno- 
mial of cd ~, M'(7~)(x), can be determined by computing M(k)(x) using Theorem IV. 
In order to compute M(~)(x), Mm(x)  which is defined by p must be found. 
This is obtained by solving for p in the equation cp ~ j modulo k, which has a 
unique solution. Thus Mm(x)  which is used to compute M(~)(x) obtained by 
this method is unique. 
THEOREM VI. Suppose that x ~ + x r + 1 is the minimal polynomial of o~. 
Let M'a)(x) denote this polynomial for m -~ j modulo k, r ~ c modulo k. Let 
M(1)(x) denote similar polynomial for m -= p modulo k and r =-- 1 modulo k. 
Suppose that the minimal polynomial of o~  computed modulo Mm(x)  is MO~)(x) 
and that the similar polynomial computed modulo M'a)(x) is M'(~)(x). I f  the 
equation cp =-- j modulo h is solvable for p, i.e., g.c.d. (c, k) ~- g divides j then 
M'(k)(x) = M(klg)(xllg). 
s modulo ~ Pro@ The equation cp ~ j modulo k, can be reduced to ~ --= e a7 
k Because the new equation is which has a unique solution for p that is less than e • 
J modulo ~ and the g.c.d, e ~, (~, e) = 1 Theorem V can be used to determine 
M~/g)(x). I f  g = 1 vce have the exact case treated in Theorem V 
Consider g(x) = M(~/a)(xll ~) 
Then g(oe k) - M(~/g)(~k/g) 
But a~lg is a root of M(klg)(x), therefore c~ k is root ofg(x). Thus 
M(S° ' (x )  = M(klg)(xllg). 
The use of this theorem can best be illustrated by an example. 
EXAMPLE 2. Determine the minimum polynomial of c~ 21, Mm)(x),  given 
that M(a)(x) = x an + x 15 q- 1. For this example, m ~ 15 modulo 21 and 
r ~ 15 modulo 21. To determine p we solve for it in the equation 15/) 15 
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modulo 21 which has a solution because g.c.d. (15, 21) = 3 devides j = 15. 
Thus,  the above equation reduces to 
5p ~ 5 modulo 7 
p -~ 1 modulo 7. 
By using this theorem, we have MI21)(x) -~ M(7)(x1/8). But using Theorem IV, 
we obtain 
6m+r 5m+2r  8m+4"f 2m+Sr  
m(7)(x) = xm-~" x 7 "-~ x 7 -~ x 7 "~ x 7 
m+6r  4m+3r  
+x 7 +x 7 +x~+l  
Hence 
Thus,  
m 6m+r 4m+3r  3m+4r  
M(7) (x l /3 )=x ~ +x 21 +x 21 +x 21 
2m+5r  m+6r  5m+2r  r 
-~x  21 +x ~1 -]-x 21 _}_xa_+_l 
= x 12 + x 11 + x 1° + x 9 ÷ x 8 + x 7 + x ° x  5 + 1. 
M(21)(x) = x az -}- x 11 -]- x 10 -}- x 9 -}- x s -~- x 7 -}- x 6 -}- x 5 -~ 1. 
THEOVa~M v I .  Suppose that x '~+ x~+ 1 is the minimal polynomial of 
~, m ~ q modulo k, r ~ s modulo k, g.c.d. (c, k) = g, g ~( q and g.c.d. (q, k) = 1. 
Let j be the least positive integer such that jg + c -~ 0 modulo k. Then, the minimal 
polynomial of c~ k, M(k)(x), i f  its degree is m, is given by 
k--1 i jm+i r  
M(~)(x) = x '~ + ~ Mijx k + x r + l 
i=1  
where ~j = ij modulo k and Mij , 1 ~ i < k given by Eqs. (1) and (2). 
Proof. As the g.c.d. (q, k) = 1, there is a unique solution for j < k, of the 
equation jq + c ~ 0 modulo k. Assuming that the degree of M(e)(x) is m, there 
is only one linear combinat ion of c¢ ~, ~2~, a37~,..., a~e that is zero. Suppose that 
the following equations are true 
"7-- 
+ + ((,-,) i)  
1 M(i-1)j, i = 2,..., k - -  1 (7) 
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Multiply (6) by x r and (7) by x% i = 2, 3 ..... k --  1 and add 
i~1 i=1 
i~6 i~1 p=0 
x ~ + x ~k + 1 
(s) 
Thus 
k--1 
0 = (x ~ + 1) k -k- ~ Me~x~(x~ + 1) ~ + x ~k + 1 (9) 
i= I  
Since all computations are modulo x m + x r + 1 the above quation becomes 
/e-1 
o = x ~ + ~ M~j~m+~r + ~r~ + 1 (10) 
i=1 
This implies that 
k--1 i jm+ir  
M(~)(x) = x m + ~ M~x k 
i~1 
+xr+l  
To illustrate how this theorem is used we give an example. 
EXAMPLE 3. Determine the minimal polynomial of a 9 given that Mm(x)  = 
x 1° + x ~ + 1. 
For this example m ~ 1 modulo 9 and r ~- 3 modulo 9. Since g.c.d. (3, 9) = 
3 > 1 Theorem V cannot be used. However, g.c.d. (9, 1) = 1 which would 
mean that Theorem VI I  can be used. We begin by solving the equation 
j + 3 ~ 0 modulo 9 which gives j = 6. Then, 
8 ~'6m+13 
M(~)(x) = xlo + ~ Mi6x 9 + x~ + 1 
i=l  
~o = (~)+ (~)=o 
~0 = (~)+ (~)= 1, 36 =0 
~o=(~)+(~)=0 
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Thus 
/5 . ,  : (95)+ (~)= 1, 
~00 : (9)+ ¢~)+ (~):  ,, 
5.6 = 3 
6.6---- 0 
=0 
6m+~' 3m+5r  6r  3r  
M(D)(x) : xm + x 9 + x 9 + x 9 + x 9 +x~+l  
- -  x 1° + x 7 + x 5 + x 3 + x 2 + x + 1. 
THEOREM VIII. Suppose that x ~ + x ~ + 1 is the minimal polynomial of ~, 
m-~ q modulo h, r ~ c modulo h, g.c.d. (c, h) = g l ,  g.c.d. (q, h )= g2 and 
k --  g igs.  I f  j and p are positive integers less then k which satisfy the equation 
g lP  + g2J = h - -  1 then i f  its degree is m, the minimal polynomial of a ~ is 
where 
7c--1 JglPm+ ig j  r 
M(k)(x) - -  xm @ 2 Mi j  x k 
/=1  
ig~p = iglp modulo k 
+x~+ 1 
and 
ig2j - -  ig2j modulo k 
M,; = (~) + (i~1) ~ + + (,~;) ~ ,  
+ ... + (( / -  ' ) , , i )  
1 M(i_I)~, i = 2, 3,..., k - -  1 (12) 
There is no loss of generality by considering the case where g.c.d. Proof. 
(gl ,  g2) -~ 1 because if (gl,  gz) = g' > 1, M(k)(x) = M (~/g'~ is obtained using 
g '~ and Theorem VI. Ib finding M(~/g')(x 1/g') we have g.c.d. (3 ,  ~)=- , ,  
gl g2 g.c.d. (~r, ~7) --  1 which is the case we started with. It is a known number 
theory result that any diophantine equation of the f rm ax -t- by = c is solvable 
POLYNOMIALS FROM TRINOMIALS OVER GF(2). I I  15 
if and only if g.c.d. (a, b) = g.c.d. (a, b, c) (Niven and Zuckerman, 1966). In 
this theorem, we are concerned with g~p- /g~j  =k- -1  and, obviously 
g.c.d. (gl ,  g~) = (gl ,  g2, k - -  1) = 1. The number of solutions of the equation 
ax+by =c ,  No, lies between ;~ g <No <~gc+ 1 where g=g.c .d . (a ,b ) .  
/c-1 k -1  In this caseg = 1 and ~ < No < g-~ + 1. Hence N O -= 1 as it must be an 
integer. In  other words the equation glP + g2J = h --  1 has a unique solution. 
Similarly for all i, 1 < . i<~k- -  1, ig tp+ig2 j= i (k - -1 )  has a unique 
solution. 
Suppose that the following equations are true 
0 _- + + " ,  + ' + (Y ; )M. ,  
+ .+ 1 M(~_I)~., i = 2, 3,..., k - -  1 (14) 
Multiply (13) by x (k-~)r and (14) by x (~-~)~, i = 2, 3 ..... k --  1. On adding these 
equations and noting that k- - i~ i (k - -1 ) - - i (pg  1 +jg2) modulo k we 
obtain 
Ic--I I~--1 igl~ 
O= Z ( ~ ) x(k-i,r -~ 2 Mij Z (ig;p)x(/~li0_t+~2)~" 
i=1 i= l  t=O 
= x (~-~)~ + ~ Mij ig p x(~-~+~P~ -- x 7~ + 1 
i=0 i=1 t=O 
= (x r + 1) z~ + ~ Mij(x ~ + 1)igl r x~g2 ~'~ + x ~ + 1. 
i=1 
Since the computations are performed modulo x ~ + x r + 1 the above equation 
reduces to 
1c--1 
0 = X km + ~ Mijxigl~m+ig2 jr + X kr + 1. 
i~l 
The right-hand side of the equation must be M(~)(x ~) therefore 
~-1 W;~p.,+iV# 
M<~)(x) = x ~ + ~ Mijx ~ + x r + 1. 
/=1 
643/37/i-2 
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We have shown that by assuming that Eqs. (13) and (14) are true we can 
obtain an expression for M(k)(x). In the same manner we can assume an ex- 
pression of M(k)(x) in order to obtain a set of equations from which Mij, 
i = 1, 2,..., k - -  1 are obtained. Suppose that 
Then 
k--1 iglPm+ijg2r 
M(k)(x) -~ x ~ + ~ Mijx K +x~+ 1. 
k--1 
M(k)(xk) ---- xmtC 27 Z mijxiglpm+iJg2r -~ xrk ~- 1. 
i=1 
Because computations are performed modulo x "~ + x ~ + 1 
k--1 iglP 
M(k)(x ~) = (x ~ q- 1) ~ + ~ ~ (igltP) x(~-t+Wg)~Mi, + x '~ +1 
i=1 t=0 
~0.  
Hence 
k-1 igxp 
k-- l(  k ) X(k--t)~'~- 2 Mi, xi'g2--r Z ( i~P) x(igl'--~-')r M(k)(xk) = 2 i 
i=l i=l t=O 
~-1 k-1 iglP 
/=1 i=1 t~O 
=0.  
By equating coefficients of each power of x to zero Eqs. (13) and (14) are obtained 
and on solving them we obtain Eqs. (11) and (12). Thus, these equations are 
true if and only if M(k)(x ~) = 0 when computed modulo x ~ + x ~ + 1, and they 
are unique because the integer gl P is a unique solution of a certain equation. 
An example is given to show how this theorem is used to determine M(~)(x). 
EXAMPLE 4. Determine the minimal polynomial of ~15 given that Mm(x) = 
X 10 -~- X 3 -~- 1. 
For this example k = 15, c = 13, q = 10 and m = 10, as a result m =~ 0 
modulo 15, r ~- 3 modulo 15 g.c.d. (10, 15) = 5 = g2, g.c.d. (3, 15) = 3 = g~, 
g.c.d. (5, 3) = 1 and k = 15 = 3, 5. All the required conditions for Theorem 
V I I I  have been satisfied. Thus 
k--1 igl#m+i]g~r 
M(l~)(x) = x TM + F Minx k 
g=l 
+x~+ 1. 
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We have to solve the equation 3p q- 5j = 14 from which 3p = 9 and 5./" = 5 
because p = 3 and j = 1. 
Next, we determine the coefficients M~j 
:"~;--(~;) +(1)+ (~2 ~) + (~)=, 
:V/~j = (15)q_ (95)if_ (12)q_ (~)=0 
M,, = (~¢)+ (9)+ (~2)+ (~)=0 
:~'~; = ('2)+ (97)+ (12)+ (6)_-0 
~,~ = (1¢)+ ¢~)÷ (12)+ ¢,)=0 
~o~ = (I~t + (~)+ (~)+ (66)=, 
<) (12) 
MllJ = 11 + = 0 
*'1//14J = 14 ' 11 q- =0.  
3.5 = 0 
4 .9=6,  4 .5=5 
5.9 = 0, 5.5 = 10 
l o .~ = o, lo .5  = 5 
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Thus, 
9m+5r 12m 6m+5v 3m lOt 
M(15)(x) = x m + X 15 + x 15 + X 15 -~- X 15 + x15 
5~ 
+ x 15 + x ~ + 1, m = 10,  r = 3. 
MI15)(x) ~-~ X 10 -{- X 8 "~- X 7 -~- X 5 -~ X a -~- X -~- 1. 
It is worth mentioning that Mij, 1, 2,..., k -  1 are best computed using 
Lucas' (1878) theorem. This is easily seen from this example. 
In proving most of the theorems in this paper it is assumed that the degree 
of MIkl(x) is m. This does not present any problem since necessary and sufficient 
conditions for this polynomial to be of degree m are known (Albert, 1956). 
Moreover Berlekamp (1968) has shown that it is not difficult to compute the 
degree of the r quired polynomial n any particular case. 
As in the previous paper (Bajoga and Walbesser, 1976) proofs of this paper 
start with a postulated expression of the minimal polynomial of a n whose degree 
is assumed. It  is then shown that because ~k is a root of this polynomial it must 
be the required minimal polynomial. Again no attempt is made to show how 
the postulated expression is obtained but this has been done elsewhere (Bajoga, 
1975). 
ACKNOWLEDGMENT 
The author wishes to express his deep indebtedness to late Professor William J. 
Walbesser, State University of New York at Buffalo, for his good advice and contributions 
in many stimulating discussions. 
RECEIVED: October 1, 1976; REVISED: April 20, 1977 
REFERENCES 
ALBERT, A. A. (1956), "Fundamental Concepts of Higher Algebra," University of Chicago 
Press, Chicago. 
BAJOGA, B. G. (1975), Shift register polynomials," Nigerian .1.. Eng. 1 No. 2, 70--77. 
BAJOOA, B. G., AND WALBESSER, W. J. (1976), "Generation of irreducible polynomials over 
GF(2). I, Inform. Contr. 30, 396-407. 
BERLEKAMP, E. R. (1968), "Algebraic Coding Theory," McGraw-Hill, New York. 
LtlCAS, M. E. (1878), Sur les Congruences des nombres euleriennes et des coefficients 
differentiels des functions trigonometriques, suivant un-module premier, Bull. Soe. 
Math. France 6, 45-54. 
NIVEN, I., AND ZUCHERMAN, H. S. (1966), "An Introduction to the Theory of Numbers," 
2nd ed., Wiley, New York. 
