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APPROXIMATIONS OF ALGEBRAS
BY STANDARDLY STRATIFIED ALGEBRAS
Istva´n A´goston1, Vlastimil Dlab2 and Erzse´bet Luka´cs1
Abstract. The paper has its origin in an attempt to answer the following question:
Given an arbitrary finite dimensional associative K-algebra A, does there exist a quasi-
hereditary algebra B such that the subcategories of all A-modules and all B-modules,
filtered by the corresponding standard modules are equivalent. Such an algebra will
be called a quasi-hereditary approximation of A. The question is answered in the
appropriate language of standardly stratified algebras: For any K-algebra A, there
is a uniquely defined basic algebra B = Σ(A) such that BB is ∆-filtered and the
subcategories F(∆A) and F(∆B) of all ∆-filtered modules are equivalent; similarly
there is a uniquely defined basic algebra C = Ω(A) such that CC is ∆-filtered and
the subcategories F(∆A) and F(∆C) of all ∆-filtered modules are equivalent. These
subcategories play a fundamental role in the theory of stratified algebras. Since, in
general, it is difficult to localize these subcategories in the category of all A-modules,
the construction of Σ(A) and Ω(A) often helps to describe them explicitly. By applying
consecutively the operators Σ and Ω for an algebra, we get a sequence of standardly
stratified algebras which, after a finite number of steps, stabilizes in a properly stratified
algebra. Thus, all standardly stratified algebras are partitioned into (generally infinite)
trees, indexed by properly stratified algebras (as their roots).
1. Introduction
Let (A, e) be a finite dimensional K-algebra with a (linearly) ordered com-
plete set e = (e1, . . . , en) of primitive orthogonal idempotents. Let ∆A =
(∆(1),∆(2), . . . ,∆(n)) and ∆A = (∆(1),∆(2), . . . ,∆(n)) be the respective se-
quences of (right) standard and properly standard A-modules. Hence, we have
the well-defined (full) subcategories F(∆A) and F(∆A) of all ∆A-filtered and
∆A-filtered A-modules, of the category mod-A of all finite dimensional (right) A-
modules, respectively.
The concept of standardly stratified algebra (i. e. of ∆- and of ∆-filtered al-
gebra) has its origin in the concept of a quasi-hereditary algebra introduced by
Cline–Parshall–Scott [CPS] in order to deal with highest weight categories as they
arise in the representation theory of semisimple complex Lie algebras and algebraic
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groups. The subcategories F(∆A) and F(∆A) of mod-A of all ∆- and ∆-filtered
modules of such algebras play a fundamental role in the theory.
In [DR] Dlab and Ringel established a simple characterization of the category
F(∆A) of a quasi-hereditary algebra in terms of a “standardizable” set of an abelian
K-category. Their method, consisting of presenting the quasi-hereditary algebra as
the endomorphism algebra of the direct sum of the relevant indecomposable Ext-
projective objects, has been reformulated and applied in a number of papers (e.g.
[ES], [MMS1], [MMS2]).
Note that one of the corollaries of their result is the following statement: Given
an arbitrary algebra whose standard and proper standard modules coincide, there
is a unique basic quasi-hereditary algebra Aq such that F(∆A) and F(∆Aq ) are
equivalent via an exact functor.
Here and throughout the paper we shall assume that the equivalence functors
between F(∆A) and F(∆B) are exact, meaning that sequences of Delta-filtered
modules which are short exact in mod-A or mod-B are mapped into short exact
sequences in the other module category.
In the present paper we are going to use this method to extend this result to
standardly stratified algebras (Theorem 2.2 and 2.3) and to investigate two equiva-
lences ∆∼ and ∆∼ in the class of all algebras (A, e): we shall say that (A, e) ∆∼ (A′, e′)
if and only if F(∆A) ≈ F(∆A′) and (A, e) ∆∼ (A′, e′) if and only if F(∆A) ≈ F(∆A′),
the equivalence in both cases being induced by an exact functor. The respective
equivalence classes are, up to fully described exceptions, infinite (cf. Theorem 3.3.
and 3.5). The main point is the fact that every ∆∼ -equivalence class is represented
by a unique basic ∆-filtered algebra and every ∆∼ -equivalence class by a unique
basic ∆-filtered algebra (cf. Theorem 2.2 and Theorem 2.3).
This process allows us to define two operators Σ and Ω on the class of all
algebras (A, e) with a given ordering on the simple types. The range of these
operators will be the union of the class A(∆) of all basic ∆-filtered algebras and
the class A(∆) of all basic ∆-filtered algebras. Recall that for a basic algebra
(A, e) ∈ A(∆) means that the regular representation AA belongs to F(∆A) and
(A, e) ∈ A(∆) means that AA ∈ F(∆). Thus the class A(∆)∩A(∆) consists of all
properly stratified algebras in the sense of [D2].
We define Σ(A) as the unique algebra such that Σ(A) ∈ A(∆) and A ∆∼ Σ(A).
Similarly we define Ω(A) by Ω(A) ∈ A(∆) and A ∆∼ Ω(A). Note that Σ acts as the
identity operator on A(∆) while Ω acts as the identity operator on A(∆). We shall
investigate the action of the operators Σ and Ω, mostly on A(∆)∪A(∆).
In particular, we shall show that for every algebra A with n (non-isomorphic)
simple modules
(ΩΣ)n−1(A) = Σ(ΩΣ)n−1(A)
(see Theorem 4.1). Defining a partial order ¹ on A(∆)∪A(∆) by taking A′ ¹ A if
and only if A′ can be obtained from A by successive applications of the operators
Σ and Ω, the class A(∆)∪A(∆) becomes a (disjoint) union of rooted trees whose
roots are in one-to-one correspondence with the properly stratified algebras. In
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other words, the orbits of the action of the semigroup generated by the operators
Σ and Ω carry a natural tree structure and they are indexed by properly stratified
algebras.
The results of this paper were reported at the conference ICTAMI 2005 in Alba
Iulia by I. A´goston on Sept. 16, 2005 and at the Representation theory seminar of
University of Bielefeld by V. Dlab on September 26, 2005.
2. ∆ and ∆ equivalence of algebras
Throughout the paper we shall assume that A is a finite dimensional basic
algebra over a field K. We shall fix in A a complete set of primitive orthogonal
idempotents: e = (e1, . . . , en) such that 1 = e1+ · · ·+en, together with its ordering
inherited from the natural ordering of the index set. The indecomposable projective
(right) modules will be denoted by P (i) ' eiA, and the corresponding simple tops
by S(i) = P (i)/ radP (i), while the standard modules (with respect to the given
order) are ∆(i) = eiA
/
eiA(ei+1 + · · · + en)A and the proper standard modules are
∆(i) = eiA
/
ei radA(ei + · · ·+ en)A for 1 ≤ i ≤ n. Thus the standard module ∆(i)
is the largest quotient of P (i) such that the composition multipicity [∆(i) : S(j)] is
0 for j > i, while ∆(i) is the largest quotient of ∆(i) such that [∆(i) : S(i)] = 1.
Recall that in some of the earlier papers (A, e) is said to be standardly stratified
if the right regular module AA belongs to F(∆A) while in others it is said to be
standardly stratified if AA ∈ F(∆A). Let us reiterate that F(∆A) (or F(∆A))
is the full subcategory of mod-A consisting of modules X with a filtration X =
X0 ⊇ X1 ⊇ . . . ⊇ X` ⊇ X`+1 = 0 such that for every 0 ≤ j ≤ ` the quotient
Xj/Xj+1 ' ∆(i) (or Xj/Xj+1 ' ∆(i)) for some 1 ≤ i ≤ n. By a result of [D1]
AA ∈ F(∆A) if and only if AoppAopp ∈ F(∆Aopp). In this spirit, in order to streamline
our formulations, we shall use throughout the paper the terminology of ∆-filtered
algebras (i. e. when AA ∈ F(∆A)) and ∆-filtered algebras (i. e. when AA ∈ F(∆A)).
Those algebras that are either ∆-filtered or ∆-filtered will be then called standardly
stratified. We believe that this terminology is more appropriate and hope that it
will be generally accepted.
The algebra (A, e) is quasi-hereditary if and only if it is ∆-filtered and ∆(i) =
∆(i) for all 1 ≤ i ≤ n. Note that quasi-hereditary algebras are those ∆-filtered
algebras which have finite global dimension. For elementary properties of standard
modules, quasi-hereditary algebras and standardly stratified algebras we refer to
[DR], [ADL] and [CPS].
Theorem 2 of [DR] provides a full characterization of the category F(∆A) for a
quasi-hereditary algebra A by listing some characterizing homological properties of
the standard modules. This characterization also leads to an explicit construction:
given a subcategory C of modules satisfying these requirements we can construct a
unique quasi-hereditary algebra (A, e) such that its F(∆A) is equivalent to C.
It turns out that by making several adjustments and by taking care of some
technicalities, we can establish a similar characterization in the case of standardly
stratified algebras (see Proposition 2.1). In fact, such a generalization can be found
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also in the paper [ES] (although with slightly different emphasis and not explic-
itly referring to the corresponding ’standardization theorem’ of [DR]). As a conse-
quence, given an algebra A, there is a uniquely defined representative in the class
of all basic ∆-filtered algebras B whose categories F(∆B) are equivalent to F(∆A)
(Theorem 2.2). In a similar spirit, we can establish the existence of a uniquely de-
fined representative in the class of all basic ∆-filtered algebras C whose categories
F(∆C) are equivalent to F(∆A) for a given algebra A (Theorem 2.3).
Let us recall here the above mentioned characterization of the category F(∆)
over a quasi-hereditary algebra (cf. Theorem 2 of [DR]). Given a subcategory C of a
module category mod-A, this subcategory C is equivalent to F(∆B) for some quasi-
hereditary algebra (B, e) if and only if C = F(Θ), for a finite set of indecomposable
objects Θ = {Θ(i) ∈ C | 1 ≤ i ≤ n } satisfying the following conditions:
(1) HomA(Θ(i),Θ(j)) = 0 for 1 ≤ j < i ≤ n;
(2) Ext1A(Θ(i),Θ(j)) = 0 for 1 ≤ j < i ≤ n;
(3) Ext1A(Θ(i),Θ(i)) = 0 for 1 ≤ i ≤ n;
(4) HomA(Θ(i),Θ(i)) is a division algebra for 1 ≤ i ≤ n.
Note that the indecomposability of the objects in Θ actually follows from condition
(4). However we prefer assuming indecomposability in our formulation since for
characterizing ∆-filtered modules of ∆-filtered algebras we just omit the condition
(4). In [DR] the elements of Θ are called standardizable objects of C. Let us note
here that standardizable objects may be identified within the category as the only
objects which do not admit a non-trivial filtration within this category.
It is a well-known fact that standard modules over a quasi-hereditary alge-
bra satisfy these conitions. To prove the sufficiency of these conditions one can
show first that there are enough Ext-projective objects in the category C. In fact,
there are precisely n indecomposable (non-isomorphic) Ext-projective modules. De-
noting by M their direct sum, B = EndA(M) is basic quasi-hereditary algebra and
HomA(M,−) defines a categorical equivalence between C = F(Θ) and F(∆B). (Let
us point out that the endomorphisms of right A-modules will be written from the
left.) Since for a quasi-hereditary algebra F(∆) contains the projective modules
(and they can be identified as the Ext-projective objects of the category), the al-
gebra itself is uniquely determined by F(∆) as the endomorphism algebra of the
direct sum of the indecomposable Ext-projective objects. (Note that in [ES], using a
dual approach and dealing with Ext-injective objects instead of Ext-projectives such
systems, consisting of standardizable objects and the indecomposable Ext-injectives
were called stratifying systems.)
The differences between quasi-hereditary algebras and ∆-filtered algebras stem
from the fact that standard modules of ∆-filtered algebras are not necessarily
Schurian, i. e. condition (4) above is not, in general, satisifed. If we retain the
remaining conditions, we get a characterization of F(∆A) for ∆-filtered algebras.
Proposition 2.1. Let C be a full subcategory of mod-A of an arbitrary finite di-
mensional algebra. Then C is equivalent to F(∆B) of a ∆-filtered algebra (B, e)
via an exact functor if and only if C = F(Θ) for a finite set of indecomposable
objects Θ = {Θ(i) ∈ C | 1 ≤ i ≤ n } satisfying the conditions (1), (2) and (3) above.
Moreover, the algebra B is unique up to Morita equivalence.
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Proof. For the proof, we refer to Theorem 2 of [DR]. The only major difference is
that in the recursive construction of the Ext-projective objects PΘ(i), the resulting
module does not have to be indecomposable, but it will have a unique indecom-
posable direct summand containing Θ(i) in its top. Note that, in general, the
Ext-projective modules will not be local. (See Example 2.9 at the end of this sec-
tion). uunionsq
It is easy to see that the set of standard modules of any algebra A satisfies the
above conditions (1)-(3). Thus an immediate consequence of Proposition 2.1 is the
following theorem.
Theorem 2.2. Let (A, e) be a finite dimensional algebra. Then there exists a
unique basic ∆-filtered algebra (B, f) such that the categories F(∆A) and F(∆B)
are equivalent via an exact functor. In this case the number of isomorphism types
of simple A-modules and simple B-modules is the same.
Unlike standard modules, proper standard modules are Schurian. Thus, they
satisfy the condition (4). On the other hand, in general, proper standard modules
have self-extensions, i. e. they fail to satisfy (3). However, we can formulate a
statement parallel to Theorem 2.2.
Theorem 2.3. Let (A, e) be a finite dimensional algebra. Then there exists a
unique basic ∆-filtered algebra (C,g) such that the categories F(∆A) and F(∆C)
are equivalent via an exact functor. In this case the number of isomorphism types
of simple A-modules and simple C-modules is the same.
Proof. Let us follow the line of proof of Theorem 2 in [DR], by constructing enough
Ext-projective objects in F(∆A), namely n indecomposable modules N(i), 1 ≤ i ≤
n, such that:
(i) N(i) ∈ F(∆(i),∆(i+ 1), . . . ,∆(n));
(ii) there exists an epimorphism N(i)→ ∆(i) and
(iii) N(i) is Ext-projective in F(∆A), i. e. Ext1A(N(i),∆(`)) = 0 for all 1 ≤ ` ≤ n.
The modules N(i) will be defined recursively, step by step, constructing a
sequence of A-modules Q(i, j), i ≤ j ≤ n, such that each Q(i, j) satisfies the
following conditions:
(i)′ Q(i, j) ∈ F(∆(i),∆(i+ 1), . . .∆(j));
(ii)′ there exists an epimorphism Q(i, j)→ ∆(i);
(iii)′ Ext1A(Q(i, j),∆(`)) = 0 for 1 ≤ ` ≤ j.
Obviously, N(i) = Q(i, n) will then satisfy the conditions (i), (ii) and (iii).
Let us start the construction by defining Q(i, i) to be the maximal quotient
of ∆(i) belonging to F(∆(i)). Due to the fact that Ext1A(∆(i),∆(`)) = 0 for all
` < i, only the condition Ext1A(Q(i, i),∆(i)) = 0 requires a proof. Applying, for
1 ≤ ` ≤ i− 1, the functor HomA(−, S(`)) to the exact sequence
0→ Z → ∆(i)→ Q(i, i)→ 0 (2.3.1)
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we see that HomA(Z, S(`))=0 and thus, due to the maximality of Q(i, i), we get that
Hom(Z,∆(i))) = 0. Consequently, applying HomA(−,∆(i)) to (2.3.1), we conclude
that Ext1A(Q(i, i),∆(i)) = 0, as required.
Proceeding by induction, assume that Q(i, j−1)for some i < j ≤ n has already
been constructed. For convenience we write Q(i, j − 1) = Q and consider the
universal extension U1 of Q by ∆(j):
0→ X1 = ⊕
d1
∆(j)→ U1 → Q→ 0. (2.3.2)
Here d1 = dimDj Ext
1
A(Q,∆(j)), where Dj = EndA(∆(j)). (The universality of the
extension means that the pushout sequences along the projection maps X1 → ∆(j)
form a basis for Ext1A(Q,∆(j)).) Clearly, in addition to the conditions (i)
′ and (ii)′,
U1 satisfies, by recursion, Ext1A(U1,∆(`)) = 0 for all 1 ≤ ` ≤ j − 1. In general,
however, Ext1A(U1,∆(j)) 6= 0; denote its Dj-dimension by d2 and construct the
universal extension U2 of ∆(j) by U1:
0→ X2 = ⊕
d2
∆(j)→ U2 → U1 → 0.
This sequence yields the following derived exact sequence:
0→ X2 → U2 → Q→ 0,
where X2 ∈ F(∆(j)) is an extension of X2 by X1. If Ext1A(U2,∆(j)) 6= 0, we
continue this process. In t steps we get – again by means of constructing the
universal extensions
0→ Xt → Ut → Ut−1 → 0 (2.3.3)
of ∆(j) by Ut−1 – the corrseponding sequence:
0→ Xt → Ut → Q→ 0.
Note that, in each step of this procedure, we have the following commutative dia-
gram:
0 0 0
↓ ↓ ↓
0 → Xt → Xt → Xt−1 → 0
‖ ↓ ↓
0 → Xt → Ut → Ut−1 → 0
↓ ↓ ↓
0 → Q Q → 0
↓ ↓
0 0
(2.3.4)
Here, by recursion (i)′, (ii)′ and Ext1A(Ut,∆(`)) = 0 hold for 1 ≤ ` ≤ j − 1.
We are going to show that after a finite number of steps, the process of con-
structing the universal extensions will stabilize, i. e. that Ext1A(Ut0 ,∆(j)) = 0 for
some t0.
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Indeed, we can show by induction that HomA(Xt,∆(j)) ' Ext1A(Q,∆(j)). The
statement clearly holds for X1 = X1 by the universality of the extension (2.3.2).
For arbitrary t > 1 we can apply the functor HomA(−,∆(j)) to the diagram in
(2.3.4) to get the following commutative diagram with exact rows and columns:
↑
0→ Hom(Xt−1,∆(j)) α→ Hom(Xt,∆(j))→ Hom(Xt,∆(j)) β→ Ext1(Xt−1,∆(j))
↑ ↑ ‖ ↑ δ
0→ Hom(Ut−1,∆(j)) → Hom(Ut,∆(j)) → Hom(Xt,∆(j)) γ→ Ext1(Ut−1,∆(j))
↑
Ext1(Q,∆(j))
↑ ϕ
Hom(Xt−1,∆(j))
↑
Here γ is an isomorphism since (2.3.3) is a universal extension, furthermore ϕ is
an isomorphism by induction. Thus we get that δ is injective and so is β. This
implies that α is an isomorphism which, in view of the induction hypothesis, yields
the statement.
Observe that the isomorphism HomA(Xt,∆(j)) ' Ext1A(Q,∆(j)) implies that
HomA(Xt,∆(j)) ' HomA(X1,∆(j)) for each t. Note also that Xt is an extension
of a module in F(∆(j)) by X1 = ⊕
d1
∆(j). Hence, the previous isomorphism implies
that Xt is a homomorphic image of ⊕d1 ∆(j), and thus its dimension is bounded.
Since dimX1 < dimX2 < . . . < dimXt we get that the sequence of the universal
extensions must, after a finite number of steps, stabilize, i. e. Ext1A(Ut0 ,∆(j)) = 0
for some t0. We set Q(i, j) = Ut0 .
Thus, using this recursion we have constructed the Ext-projective objects N(i)
in F(∆A). To show that the modules N(i) are indecomposable, we need the fol-
lowing lemma.
Lemma 2.4. F(∆A) is closed under taking direct summands.
Proof. Let M be an element of F(∆A), and suppose that M = U ⊕V . Since
ExtA(∆A(n),∆A(i)) = 0 for i 6= n, MenA = UenA⊕V enA ∈ F(∆A(n)) and
M/MenA ' U/UenA⊕V/V enA ∈ F(∆A(1), . . . ,∆A(n − 1)). So it suffices to
prove the statement for MenA ∈ F(∆A(n)), and apply induction on the factor
module. For simplicity assume that M = MenA. Then, M ∈ F(∆A(n)) implies
that 0 6= HomA(M,∆A(n)) = HomA(U,∆A(n))⊕HomA(V,∆A(n)) so one of the
summands, say, HomA(U,∆A(n)) is nontrivial. But the top of U , and thus the top
of any nonzero homomorphic image of U is filtered by S(n), so a nonzero homomor-
phism from U to ∆A(n) must be an epimorphism. This means that M/(U1⊕V ) is
isomorphic to ∆A(n) for some U1 ≤ U , and thus U1⊕V is ∆A(n)-filtered because
F(∆A(n)) is closed under kernels of epimorphisms (cf. [ADL]). Recursively we can
prove that both U and V are ∆A(n)-filtered. uunionsq
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Now we can prove the indecomposability of N(i), by showing that in the re-
cursive construction of N(i), every module Q(i, j) is indecomposable. The initial
module Q(i, i) is a quotient of the local module ∆(i), hence it is indecomposable.
Suppose now that Q(i, j−1) is indecomposable for some i < j ≤ n. We constructed
Q(i, j) as an extension of a ∆A(j)-filtered module X by Q(i, j − 1):
0→ X → Q(i, j)→ Q(i, j − 1)→ 0,
and we also know that in the long exact sequence
· · · → HomA(Q(i, j),∆A(j)) β→HomA(X,∆A(j)) α→Ext1A(Q(i, j − 1),∆A(j))→ · · ·
the morphism α is an isomorphism. Thus β = 0.
Now suppose that Q(i, j) = U ⊕V is a proper decomposition of Q(i, j). Since
X = Q(i, j)ejA = UejA⊕V ejA, we have Q(i, j − 1) ' U/UejA⊕V/V ejA. The
indecomposability of Q(i, j − 1) implies that one of the components in the latter
decomposition is 0. We may assume that U ⊆ X. The previous lemma implies that
U is ∆A(j)-filtered. But then an epimorphism from U to ∆A(j) gives a homomor-
phism in HomA(Q(i, j),∆A(j)), which has a nonzero restriction to X. This is a
contradiction, since β = 0.
This proves that each Q(i, j) and thus each N(i) must be indecomposable for
1 ≤ i ≤ n.
Put N =
n⊕
i=1
N(i) and C = EndA(N).
To show that C is a basic ∆-filtered algebra and that the functor HomA(N,−)
induces an equivalence between F(∆A) and F(∆C) we can follow almost word by
word the rest of the proof of Theorem 2 in [DR]. This task is left to the reader. uunionsq
In view of Theorems 2.2 and 2.3, we can introduce the following definitions.
Definition 2.5. (1) The algebras (A, e) and (B, f) are called ∆-equivalent if the
respective full subcategories F(∆A) ⊆ mod-A and F(∆B) ⊆ mod-B are equivalent
via an exact functor; in this case we write (A, e) ∆∼ (B, f) or simply A ∆∼ B.
(2) The algebras (A, e) and (B, f) are called ∆-equivalent if the respective full
subcategories F(∆A) ⊆ mod-A and F(∆B) ⊆ mod-B are equivalent via an exact
functor; in this case we write (A, e) ∆∼ (B, f) or simply A ∆∼ B.
In this way we get two equivalence relations on the class of all algebras (or
rather, on Morita equivalence classes of algebras).
Definition 2.6. For an arbitrary algebra (A, e) we define Σ(A) to be the unique
algebra satisfying:
(i) (Σ(A), f) is ∆-filtered and basic;
(ii) A ∆∼ Σ(A).
Similarly we define Ω(A) to be the unique algebra satisfying:
(i)′ (Ω(A), f) is ∆-filtered and basic;
(ii)′ A ∆∼ Ω(A).
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Thus, A ∆∼ B if and only if Σ(A) ' Σ(B) with the isomorphism preserving the
corresponding orderings. In a similar fashion, A ∆∼ B if and only if Ω(A) ' Ω(B).
The explicit construction in the proof of Proposition 2.1 and Theorem 2.3 gives
us a bound on the dimension of these algebras:
Proposition 2.7. There exist functions f : N → N and g : N → N such that for
any algebra A we have:
dimΣ(A) ≤ f(dimA) and dimΩ(A) ≤ g(dimA).
Proof. We will not make any attempt to give an optimal bound: our estimate will
be very rough and in most cases far from the best possible bound.
Since Σ(A) and Ω(A) can be obtained as the endomorphism algebras of the
direct sum of indecomposable Ext-projective modules in F(∆) and F(∆), respec-
tively, it is enough to show that there is an upper bound on the dimension of these
indecomposable Ext-projective modules, since their number is n, the number of
isomorphism types of simple A-modules, and this is not greater than dimA = d.
First we show that for modules of bounded dimension the dimension of their
first extension group is also bounded. Let us take two A-modules, X and Y with
their dimensions bounded by x and y, respectively. If 0 → Ω1(X)→ P0 → X → 0
is a projective cover of X, then dimΩ1(X) ≤ dimP0 ≤ dimA · dimX ≤ dx.
The long exact sequence · · · → HomA(Ω1(X), Y ) → Ext1A(X,Y ) → 0 yields that
dimExt1A(X,Y ) ≤ dimHomA(Ω1(X), Y ) ≤ dxy.
Thus if Z is the universal extension of X with Y , i.e. we have 0→ Y k → Z →
X → 0 with k = dimExt1A(X,Y ), then dimZ ≤ x+ ky ≤ x+ dxy2 = x(1 + dy2).
We can apply this estimate to the recursive construction of the indecomposable
Ext-projective modules M∆(i) in F(∆A), to their direct sum M and to Σ(A) =
EndA(M). We use the bound dim(∆(i)) ≤ d to get:
dimM∆(i) ≤ d(1 + d3)n−i ≤ d(1 + d3)n
dimM ≤ nd(1 + d3)n
dimΣ(A) ≤ n2d2(1 + d3)2n
Since the number of simple module types n is cleary not more than d, we get the
desired function f .
In the recursive construction of the indecomposble Ext-projective modules
N
∆
(i) in F(∆A) we have seen that when one of the intermediate modules X is
extended by a module filtered by ∆(j)-s then the latter module is the homomorphic
image of the direct sum of k copies of ∆(j)-s where k = dimExt1A(X,∆(j). Hence
we get the earlier recursive estimate for the dimension of the indecomposable Ext-
projective objects: dimN
∆
(i) ≤ d(1 + d3)n. Thus we also get the same estimate
for dimΩ(A) as for dimΣ(A), namely: dimΩ(A) ≤ n2d2(1 + d3)2n. This gives the
function g. uunionsq
At the end of this section, let us give some examples for these constructions.
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Example 2.8. Let us consider the algebra A = KQA/IA whose quiver QA and
right regular representation are as follows:
QA: • •1 2................................. .................................
α
β
; IA = 〈αβ〉 ; AA = 12 ⊕
2
1
2
.
Then the direct sum M of the indecomposable Ext-projective objects in F(∆A) is:
MA = 1 ⊕
2
1
2
;
hence Σ(A) = EndA(M) = KQΣ(A)/IΣ(A) is given by:
QΣ(A): • •1 2 .............................
....
....
....................
......
α ; IΣ(A) = 〈α2〉 ;
Σ(A)Σ(A) = 1 ⊕ 22 ; Σ(A)Σ(A) = 1 ⊕ 22 .
On the other hand, for the Ext-projective object N in F(∆A) we get
NA = 1 ⊕ 21 ;
hence Ω(A) = EndA(N) = KQΩ(A) is given by:
QΩ(A): • •1 2................................. ; Ω(A)Ω(A) = 12 ⊕ 2 ; Ω(A)Ω(A) = 1 ⊕ 21 .
Example 2.9. Let us take the algebra A = KQA/IA whose quiver QA and right
regular representation are as follows:
QA:
•
•
•
1
2
3
............................ ..
..
α
.....
.....
.....
.....
............
β
.....
.....
.....
.....
........
....
γ
................................
....
.....
....
....
.....
....
............................
......
δ
; IA = 〈δ2, δβ, αβ, γδ, βα〉; AA =
1
3
3
⊕ 23
1
⊕ 31 3 .
Then the direct sum M of the indecomposable Ext-projective objects in F(∆A) is:
MA =
1 3
3 1
......
......
...... ⊕ 2 3
3 1
......
......
...... ⊕ 3
3 1
......
......
and its endomorphism ring Σ(A) = EndA(M) = KQΣ(A)/IΣ(A) is given by:
QΣ(A):
•
•
•
1
2
3
............................. ..
..
α
.....
.....
.....
.....
.............
.....
.....
.....
.....
............
β1,β2
.....
.....
.....
.....
.........
....
γ
...........................
...... ζ
; IΣ(A) = 〈β1α, β2α− ζγ, β2αβ1, β2αβ2, β2αζ〉;
Σ(A)Σ(A) =
1
3
1 1 2
3
.......
........
........
.......
........
........
⊕
2
3
1 1 2
3
.......
........
........
.......
........
........
⊕
3
1 1 2
3
.......
........
........
.......
........
........
.
The Ext-projective object N in F(∆) is given by
NA = 1 ⊕
2
3
1
⊕ 31
and its endomorphism algebra Ω(A) = KQΩ(A) is as follows:
QΩ(A): • • •
1 3 2
................................. ...........................
...... ; Ω(A)Ω(A) = 1 ⊕
2
3
1
⊕ 31 .
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3. The size of equivalence classes
In this section we will look more closely at the equivalence classes with respect
to the relations ∆∼ and ∆∼ .
It may happen that the categories F(∆) or F(∆) fully determine the algebra,
more precisely the whole module category. For example, when all standard A
modules are simple — note that this fact can be recognized within F(∆A) since
this means that the standardizable objects are Schurian and there are no non-trivial
homomorphisms between different standardizable objects — then F(∆A) is the full
module category. Thus any algebra ∆-equivalent to A must be Morita equivalent
to A. A similar situation arises when the proper standard modules are simple.
In the above situations the corresponding ∆∼ or ∆∼ class has only one (basic)
element. On the other hand the following two examples show that some equivalence
classes are infinite.
Example 3.1. Let Ak for k ≥ 1 be the algebras whose quiver and right regular
representation are as follows:
• •1 2
...............................
..
...............................
.
...............................
....
...............................
..
.................................
and (Ak)Ak =
1
2 2 ... 2
........
........
........ ⊕ 21
with k arrows heading from 1 to 2. Here the Ext-projective module M in F(∆A)
and its endomorphism algebra Σ(Ak) are given by:
MAk = 1 ⊕ 21 ; Σ(Ak)ΣAk = 12 ⊕ 2 ; Σ(Ak)ΣAk = 1 ⊕ 21 ;
thus, Σ(Ak) is independent of k, i. e. it is isomorphic for every algebra Ak. Note
that F(∆Ak) = F(∆Ak) and F(∆Σ(Ak)) = F(∆Σ(Ak)); hence, Ω(Ak) = Σ(Ak).
Example 3.2. Let us now consider the algebras Bk for k ≥ 1 whose quivers and
right regular representation are as follows:
• •1 2
...............................
.....
...............................
..
................................. ...
................................. ................................
and (Bk)Bk =
1
2 2 ... 2
........
........
........ ⊕
2
1 1 ... 1
2
...............
.......
......
........
........
;
here, there are k arrows α1, . . . , αk from 1 to 2 and k+1 arrows β0, . . . , βk from 2 to
1 satisfying the following relations: αjβ` = 0 for any 1 ≤ j ≤ k and 0 ≤ ` ≤ k and
βiαj = 0 for i 6= j and βiαi = βjαj for any 1 ≤ i, j ≤ k. Then an easy calculation
shows that ∆Bk(1) and ∆Bk(2) are Ext-projective in F(∆Bk). By taking for M
their direct sum, the algebra Σ(Bk) = EndBk(M) does not depend on k and it can
be described by the regular representations
Σ(Bk)Σ(Bk) =
1
2 ⊕ 22 ; Σ(Bk)Σ(Bk) = 1 ⊕ 21 2 .
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It turns out that these two extreme cases exhaust all possibilities: apart from
one element classes, the equivalence classes are always infinite.
Theorem 3.3. Let (A, e) be an arbitrary algebra. Then the number of Morita
equivalence classes of algebras which are ∆-equivalent to A is:
(i) one if all standard modules ∆(i) for 2 ≤ i ≤ n are simple;
(ii) infinite otherwise.
Proof. The fact that a standard module ∆(i) is simple is clearly invariant under
∆-equivalence: it means that HomA(∆(j),∆(i)) = 0 for j 6= i and ∆(i) is Schurian.
Furthermore, if all standard modules ∆A(i) are simple for 2 ≤ i ≤ n then the
algebra A must be ∆-filtered. Since every ∆-equivalence class contains a unique
basic ∆-filtered algebra, we are done with case (i).
We have to show now that if at least one of the standard modules ∆(i) for
i ≥ 2 is not simple then there are infinitely many non-isomorphic basic algebras
which are ∆-equivalent to A.
To this end let us first formulate a technical lemma, giving a general framework
for the construction of these algebras.
Lemma 3.4. Let U be an (A,A)-bimodule, Φ = HomA(UA, AA) and X = TrA(UA)
the trace of UA in AA (i. e. X =
∑ { Imϕ |ϕ ∈ Φ }). Thus Φ and X also carry a
natural (A,A)-bimodule structure. Assume that XU = UX = 0. Then the (A,A)-
bimodule
A˜ = A⊕ U ⊕ Φ
can be given an associative algebra structure as follows: multiplication by elements
of A is given by the (A,A)-bimodule structure; UΦ = UU = ΦΦ = 0; finally
ϕ · u = ϕ(u) for ϕ ∈ Φ and u ∈ U . Furthermore U is a right ideal of A˜ such that
End(A˜/U)A˜ ' A.
Proof. First, the assumption XU = UX = 0 implies that XX = 0 and ΦX =
XΦ = 0. Using these relations, it is easy to verify that the multiplication
(a, u, ϕ) · (a′, u′, ϕ′) = (aa′ + ϕ(u′), au′ + ua′, aϕ′ + ϕa′)
is associative.
Clearly, since (0, u, 0)(a′, u′, ϕ′) = (0, ua′, 0), U is a right ideal of A˜.
Moreover, every endomorphism of the (right) A˜-module A˜/U is induced by left
multiplication by an element (a0, u0, ϕ0) of A˜ such that (a0, u0, ϕ0)U ⊆ U . As a
consequence, in view of (a0, u0, ϕ0)(0, u, 0) = (ϕ0(u), a0u, 0) for all u ∈ U , we have
ϕ0 = 0. But then, modulo U ,
(a0, u0, 0)(a, 0, ϕ) = (a0a, u0a, a0ϕ) ∼ (a0a, 0, a0ϕ) = (a0, 0, 0)(a, 0, ϕ).
Thus, EndA˜(A˜/U) ' A.
uunionsq
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Returning to the proof of Theorem 3.3, we define the (A,A)-bimodule U =
⊕S◦(1)⊗K eiA/ei radA(e1+ . . .+ ei)A (here ⊕S◦(1) is the direct sum of any finite
number of copies of the left A-module S◦(1)). Define A˜ as in Lemma 3.4. We are
going to prove that Σ(A˜) = A.
Note that the conditions that ∆(i) is not simple but ∆(j) is simple for all j > i
imply that ei radA(e1 + . . .+ ei) 6= 0 and ej radAek = 0 for all j > i and k ≤ j.
First we verify that the relations in the construction of A˜ in Lemma 3.4 are
satisfied, i. e. that X := TrA(U) ⊆ radA and, as a consequence, XU = UX = 0.
Indeed, the definition of U yields U = UeiA and U radA(e1+ . . .+ ei) = 0, so X =
XeiA and X radA(e1 + . . .+ ei) = 0. Now for j 6= i, ejX = ejXeiA ⊆ ei radA. To
prove that eiX is also in radA, we first observe that eiX radA(e1+. . .+ei) = 0; but
ei radA(e1+ . . .+ei) 6= 0, so ei /∈ eiX. Thus eiX is a proper submodule of the local
module eiA, hence eiX ⊆ ei radA. This finishes the proof of the first statement.
The rest follows from XU ⊆ (radA)U = 0 and UX = UXeiA ⊆ U(radA)eiA = 0.
Second, let us show that A˜/U is ∆-filtered. Observe that the condition that
∆(j) are simple for j > i means that ej radAek = 0 for j > i and k ≤ j, and
that this property is inherited by the algebra A˜: (ei+1 + . . . + en)U = 0 and
(ei+1 + . . .+ en)ΦU = (ei+1 + . . .+ en)ΦUeiA ⊆ (ei+1 + . . .+ en)AeiA = 0 implies
(ei+1 + . . .+ en)Φ = 0, and thus ej rad A˜ek ⊆ ej radAek = 0 for j > i and k ≤ j.
It is easy to check that A˜/A˜(ei+1+ . . .+en)A˜ is isomorphic to the algebra that
we obtain by the same construction from A/A(ei+1 + . . .+ en)A. So it is sufficient
to prove that A˜/U is ∆-filtered in the case when i = n.
In this case, since A is ∆-filtered, AenA is ∆(n)-filtered, i. e. AenA ' ⊕ enA.
The ismorphism naturally induces an isomorphism from AenΦ = Hom(UA, AenAA)
to the direct sum of copies of enΦ = Hom(UA, enAA) as right A-modules. On the
other hand, A˜enA˜/U = (AenA + AenΦ + UenA)/U = (AenA + AenΦ)/U , while
enA˜ = enA+enΦ, so this proves that A˜enA˜/U is ∆-filtered . To finish the proof we
only need to observe that A˜/U+A˜enA˜ = A˜/A˜enA˜ ∼= A/AenA, since U+Φ ⊆ AenA,
and this shows that the ∆(j)′s of A˜ for j < n are the same as those of A and A˜/U
is ∆-filtered.
Finally, we show that A˜/U is the direct sum of indecomposable Ext-projectives
in the category of ∆-filtered right A˜-modules:
Since A˜/U is the direct sum of local modules with tops S(1), . . . , S(n), the
only thing left to prove is that Ext1(A˜/U,∆A˜(j)) = 0 for all j. If we apply the
Hom(−,∆A˜(j)) functor on the short exact sequence 0→ U → A˜→ A˜/U → 0, then
we see that Ext1(A˜/U,∆A˜(j)) = 0 if and only if the morphism Hom(A˜,∆A˜(j)) →
Hom(U,∆A˜(j)) is surjective. This condition is easily satisfied for j 6= i because
in that case U = UeiA (and the simplicity of ∆A˜(j) for j > i) implies that
Hom(U,∆A˜(j)) = 0.
In the case when j = i, we can assume again that i = n. Under this condition
∆A˜(n) = enA˜ = enA + enΦ, and Φ = Φe1, while Ue1 = 0, so Hom(U,∆A˜(n)) =
Hom(U, enA) = enΦ. Let ϕ ∈ Hom(U, enA), and define α ∈ Hom(A˜, enA˜) with
α(a˜) = ϕa˜. Since ϕA˜ ⊆ enΦA˜ ⊆ enA˜, we get that α ∈ Hom(A˜,∆A˜(n)), and
α(u) = ϕu = ϕ(u), so α is an extension of ϕ. This proves that the morphism
Hom(A˜,∆A˜(n)) → Hom(U,∆A˜(n)) is surjective, thus implying that A˜/U is an
Ext-projective module in the construction of Σ(A˜). Now, applying Lemma 3.4, this
shows that Σ(A˜) ∼= A.
uunionsq
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Let us now formulate the parallel statement for ∆-equivalence.
Theorem 3.5. Let (A, e) be an arbitrary algebra. Then the number of Morita
equivalence classes of algebras which are ∆-equivalent to A is
(i) one if all standard modules ∆(i) for 2 ≤ i ≤ n are simple;
(ii) infinite otherwise.
Proof. The proof of case (i) is similar to that of the corresponding case of
Theorem 3.3.
To prove case (ii), we could slightly modify the construction in the proof of
Theorem 3.3. For later use, however, we shall give now a different construction
showing that if at least one of the modules ∆(i) for i ≥ 2 is non-simple then there
are infinitely many algebras in the ∆-equivalence class of A. (Recall that ∆(1) is
always a simple module.)
Thus, let i be such that ∆(i) is not simple and ∆(j) is simple for all j > i. Let
us define the following (A,A)-bimodule: L = Aei⊗K S(i). Finally let A˜ be defined
as the trivial extension of A by L, i. e.
A˜ = L×A =
{(
a `
0 a
) ∣∣∣ a ∈ A, ` ∈ L} .
(Note that for path algebras this means adding one extra loop α at vertex i and
an additional defining relation α2 = 0.) We want to show that A and A˜ are
∆-equivalent. Then, repeating the construction we can get infinitely many non-
isomorphic basic algebras which are all ∆-equivalent to A.
Note that there is a natural action of A˜ on all A-modules and the modules
S(i) for 1 ≤ i ≤ n give a natural set of representatives of all simple A˜-modules.
Furthermore, L is an ideal in A contained in radA, isomorphic as a right A˜-module
to a direct sum of simple modules of type S(i). This implies that for each indecom-
posable projective A˜-module PA˜(j), we get an exact sequence of A˜-modules
0→ K(j)→ PA˜(j)→ PA(j)→ 0,
where PA(j) is the corresponding indecomposable projective A-module; moreover,
K(j) ' ⊕S(i).
Now, let us observe that the proper standard A-modules ∆A(j) are — as A˜-
modules — isomorphic to the proper standard modules ∆A˜(j) for 1 ≤ j ≤ n.
This holds because the choice (the maximality) of i implies that L has a trivial
intersection with the idecomposable projectives ejA˜ for j > i, while for j ≤ i the
kernel of the epimorphism ejA˜ → ∆A˜(j) contains L ∩ ejA˜ since L is a direct sum
of S(i)-s, contained in the radical of A.
This also implies that modules in F(∆A) also belong to F(∆A˜). In particular
the direct sum M of indecomposable Ext-projective modules in F(∆A) belongs to
F(∆A˜). To show that ∆(A) and ∆(A˜) are isomorphic, it is enough to show that
M remains Ext-projective in F(∆A˜).
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To this end let us take the projective cover PA(M) of M over A and the
projective cover PA˜(M) of M over A˜. Then we get the following diagram of A˜-
modules:
0 0
↓ ↓
0 → K ′ → K ′′ → 0
↓ ↓ ↓
0 → K˜ → PA˜(M) → M → 0
↓ ↓ ∥∥
0 → K → PA(M) → M → 0
Here, as mentioned earlier, K ′ ' K ′′ ' ⊕S(i), moreover the map K˜ → K must
be surjective. In view of our choice of i, there are no non-zero homomorphisms
S(i) → ∆(j) for 1 ≤ j ≤ n, and thus HomA˜(K,∆(j)) ' HomA˜(K˜,∆(j)) and
HomA˜(PA(M),∆(j)) ' HomA˜(PA˜(M),∆(j)). Since Ext1A(M,∆(j)) = 0, the map
HomA(PA(M),∆(j)) → HomA(K,∆(j)) is surjective. Using the previous isomor-
phisms we get that HomA˜(PA˜(M),∆(j))→ HomA˜(K˜,∆(j)) is also surjective. This
means that Ext1
A˜
(M,∆(j)) = 0 and shows thatM is Ext-projective in F(∆A˜). The
proof is completed. uunionsq
Let us observe that from the construction of A˜ it is easy to derive (say, by a
dimension counting argument) that if the original algebra A is ∆-filtered then so is
A˜. Thus, we get the following corollary.
Corollary 3.6. If a ∆-equivalence class has more than one element and contains
at least one ∆-filtered algebra then it contains infinitely many non-isomorphic basic
∆-filtered algebras.
4. The orbit graph of the operators Σ and Ω
As before, all algebras in this section will be basic. Let us point out that
the equivalence (A, e) ∆∼ (B, f) (or (A, e) ∆∼ (B, f)) implies the respective equiva-
lence for the factor algebras facti(A) = A
/
A(ei+1 + · · · + en)A and facti(B) =
B
/
B(fi+1 + · · · + fn)B for all 1 ≤ i ≤ n. This follows from the fact that in the
equivalence between the categories of ∆-filtered (or ∆-filtered) modules over A and
B, the modules filtered by ∆(j)’s (or ∆(j)’s) with j ≤ i correspond to each other.
Consequently,
Σ(facti(A)) ' facti(Σ(A))
and
Ω(facti(A)) ' facti(Ω(A)).
Theorem 4.1. Denote the number of the (non-isomorphic) simple A-modules by
n. Then the algebra (ΩΣ)n−1(A) is properly stratified.
For the proof of the theorem we shall need the following lemma:
Lemma 4.2. Let A be a ∆-filtered algebra such that the factor algebra factn−1(A)
is ∆-filtered. Then Ω(A) is properly stratified.
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Proof. Let enA/enX be a maximal ∆-filtered factor of enA. Then Hom(enX,∆(j))
= 0 is true for all j: for j < n it follows from [∆(j) : S(n)] = 0, while for j = n, any
nontrivial homomorphism from enX to ∆(n) must be surjective, and thus bijective,
so the existence of such a homomorphism would contradict the maximality of the
factor enA/enX.
Now, consider the ideal I = AenX of A. Since AenA is a direct sum of
the modules ∆(n) = enA, the ideal I is a direct sum of the submodules enX.
Thus Hom(I,∆(j)) = 0 for all 1 ≤ j ≤ n. Since Ext1(A,∆(j)) = 0, also
Ext1(A/I,∆(j)) = 0 for all 1 ≤ j ≤. Consequently, in view of the fact that A/I is a
direct sum of n ∆-filtered factors of the projective modules P (j) = ejA, A/I is the
Ext-projective module used in the construction of Ω(A), i. e. Ω(A) ' EndA(A/I) '
A/I.
Since Ω(A) must be ∆-filtered, we only need to prove that A/I is ∆-filtered.
The assumption of the lemma gives that A/AenA is ∆-filtered, and we saw that
AenA/I ' ⊕ enA/enI, so AenA is ∆(n)-filtered. This finishes the proof that Ω(A)
is properly stratified. uunionsq
Proof of Theorem 4.1. Let us proceed by induction. The statement trivially holds
for n = 1. Assume now that the statement holds for algebras with n − 1 simple
modules. Then (ΩΣ)n−2(A
/
AenA) is properly stratified. Thus, denoting Σ(ΩΣ)n−2
by Π, we have Π(A
/
AenA) ' Π(A)
/
Π(A)enΠ(A) is ∆-filtered. Furthermore, Π(A)
is ∆-filtered by definition. Hence, applying the lemma to Π(A), we get ΩΠ(A) =
(ΩΣ)n−1(A) is properly stratified. uunionsq
Example 4.3. The following example shows that the bound in Theorem 4.1 is
optimal. Let A be the algebra given as A = KQA/IA, where QA is given by:
• • • . . . • •1 2 3 n− 1 n................................................................. ................................................................. ................................................................. ................................................................. .................................................................α1,2 α2,3 α3,4 αn−1,n..................................................
....
.....
....
............ ...........................................
....
....
....
.....
.....
.......... ...........................................
....
....
....
.....
.....
.......... ...........................................
....
....
....
.....
.....
..........
γ2 γ3 γn−1 γn
and IA = 〈γ2i , γiαi,i+1 − αi,i+1γi+1 | 2 ≤ i ≤ n − 1〉. Thus the right regular repre-
sentation of A can be described as follows:
AA =
1
2
3...
n
⊕
2.... ....
2 3.... .... ....
3 4.... .... ....
4 . . ..... . . . n....
n
⊕
3.... ....
3 4.... .... ....
4 . . ..... . . . n....
n
⊕ · · · ⊕ n....n
Then (ΩΣ)n−1(A) = B = KQB/IB , where QB is given by:
• • • . . . • •1 2 3 n− 1 n................................................................. ................................................................. ................................................................. ................................................................. .................................................................α1,2 α2,3 α3,4 αn−1,n................................................................. ..............................................................................................................................
. .......................................................................................................................................................................................................................
......................
.................
...............
.............
............
...........
.......
.................................................................................................................................................................................................................................................................
.........................
...................
................
..............
......
.
......
β2,1 β3,1 βn−1,1 βn,1
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and IB = 〈βi1α12α23 · · ·αi−1,i | 2 ≤ i ≤ n〉 with regular decomposition:
BB =
1
2.... ....
1 3.... ....
1 4.... .... ....
2 1 . . .....
2....
3
n....
1....
2....
3.......
n−1
⊕
2.... ....
1 3.... ....
1 4.... .... ....
2 1 . . .....
2....
3
n....
1....
2....
3.......
n−1
⊕ · · · ⊕
n....
1....
2....
3.......
n−1
Here Σ(ΩΣ)n−2(A) is ∆-filtered but not ∆-filtered. The last projective (i.e. the last
standard module) is a uniserial module with a composition series of length n+1 as
follows: S(n), S(1), S(2), . . . , S(n− 1), S(n).
Let us now take the Cayley-graph of this action of the operators Σ and Ω,
restricted to the class of all standardly stratified algebras (A, e). Thus, we define
an arrow of type Σ from A to Σ(A) and an arrow of type Ω from A to Ω(A).
For this graph, as an immediate consequence of Theorem 4.1 we get the fol-
lowing corollary.
Corollary 4.4. The family of all basic standardly stratified algebras with n non-
isomorphic simple modules is a disjoint union of oriented trees of algebras, indexed
by properly stratified algebras as their roots. The height of these trees is bounded by
2(n− 1).
Note that although Theorem 4.1 is valid for general algebras, we have restricted
our formulation of Corollary 4.4. to standardly stratified algebras, where it seems
to be possible to describe also the proper preimages Σ−1(A) and Ω−1(A) (i. e. the
preimages not including the algebra itself), of a given algebra. In the family of
all algebras this may be an impossible task. A more detailed description of the
structure of this graph will be presented in a separate paper. Here we conclude our
discussion with two remarks only, illustrating the complexity of the question.
Corollary 3.6 immediately implies that if A is a standardly stratified algebra
then the proper preimage Ω−1(A) is either empty or it is infinite. (Note that we have
excluded the algebra A from its proper preimage.) Namely, if Ω−1(A) is non-empty
then A is ∆-filtered and its ∆-equivalence class contains at least one ∆-filtered
algebra, not isomorphic to A. Thus by Corollary 3.6 it contains infinitely many
∆-filtered elements, hence
∣∣Ω−1(A)∣∣ =∞.
On the other hand the following example shows that the cardinality of Σ−1(A)
can be equal to any natural number.
Example 4.5. The following examples of algebras show that the ∆-equivalence
classes of algebras can contain an arbitrary finite number of ∆-filtered algebras.
Let k ∈ N, k ≥ 1 be given and consider the algebras Ai,k defined for 1 ≤ i ≤ k as
Ai,k = KQAi,k/IAi,k with QAi,k having two vertices, one arrow α from 1 to 2 and k
loops at 2, denoted by β1, . . . , βk, subject to the relations IAi,k = 〈βpβq, αβr, | 1 ≤
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p, q ≤ k, i ≤ r ≤ n〉. Thus the right regular decomposition of Ai,k can be described
as follows:
(Ai,k)Ai,k =
1
2
2 ... 2
........
........︸︷︷︸
i−1 copies
⊕
2
2 2 ... 2
........
........
........︸ ︷︷ ︸
k copies
Clearly each algebra Ai,k is ∆-filtered, moreover Ai,k is a homomorphic image of
Aj,k for i ≤ j. In this way we can say that the standard modules for A1,k are
also standard modules for each Ai,k and dimExt1Ai,k(∆(1),∆(2)) = k for each 1 ≤
i ≤ k. Hence the universal extension construction of ∆(2) by ∆(1) over A1,k gives
the Ext-projective module for every algebra Ai,k, 1 ≤ i ≤ k. This implies that
Σ(Ai,k) ' Σ(Aj,k) for 1 ≤ i, j ≤ k.
We want to show that there is no other ∆-filtered algebra A for which Σ(A)
is isomorphic to Σ(Ai,k). Suppose that A and A1,k are ∆-equivalent and A is
∆-filtered. Then it is easy to see that ∆A(2) must not contain a simple mod-
ule of type SA(1) in its socle, since this would give a nonzero homomorphism in
HomA(∆A(1),∆A(2)) although such a homomorphism does not exist in F(∆Ai,k).
Since A is ∆-filtered, we get that ∆A(2) is homogeneous, containing only sim-
ple factors of type S(2). Now it is easy to see that the structure of ∆A(2) is
well described by its endomorphism ring EndA(∆A(2)) which is isomorphic to
EndA1,k(∆Ai,k(2)). Now, knowing the structure of Ext
1
A(∆A(1),∆A(2), we get that
radPA(1)/ rad2 PA(1) is isomorphic to SA(2), hence radPA(1) is a homomorphic
image of ∆A(2). This implies that, depending on the composition length of PA(1),
the algebra A must be isomorphic to one of the algebras Ai,k.
5. An example of ∆-equivalence
Let us conclude the paper by exhibiting the subcategories of ∆-filtered modules
in one particular case. Compare the inclusions of the subcateogories F(∆A) and
F(∆Σ(A)) in the Auslander–Reiten quiver of A and Σ(A).
Example 5.1. Let A = KQA/IA be the algebra given by the following quiver and
right regular representation:
QA:
•
•
•
1
2
3
............................ ..
..
α
.....
.....
.....
.....
........
....
β
................................
....
.....
....
....
.....
....
............................
......
γ
; IA = 〈αγ, γ2〉; AA = 12 ⊕ 22 ⊕
3
2
2
.
Thus A is a ∆-filtered algebra. The standard and proper standard modules are
given by:
∆A(1) = 1 ; ∆A(2) = 22 ; ∆A(3) =
3
2
2
;
∆A(1) = 1 ; ∆A(2) = 2 ; ∆A(3) = 3 .
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The Auslander–Reiten quiver of the indecomposable right A-modules is as follows
(encircled are the elements of F(∆A):
ind-A :
[
3
2
2
1 3
2 2
1 2 3
2 2
3
1 2 2 3
2 2
3
1 2 3
2
]
[
2
2
3
1 2 3
2 2
1 2 3
2
3
2
1 2
2
3
2 3
2
1 ]
[
1
2
2 3
2
3
1 2
2
3 ]
[
3
2
2
1 3
2 2
1 2 3
2 2
3
1 2 2 3
2 2
3
1 2 3
2
]
[
2
2
3
1 2 3
2 2
1 2 3
2
3
2
1 2
2
3
2 3
2
1 ]
[
1
2
2 3
2
3
1 2
2
3 ]
.............. ................ .............. ........ .......
............. .......... .............. ................ ................ ................
............. .......... ..............
.............. ................ .............. ........ .......
............. .......... .............. ................ ................ ................
............. .......... ..............
.....
.....
.....
.....
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Thus there are 17 indecomposable A-modules in three τ -orbits, while there are five
indecomposable modules in F(∆A), forming the relative Auslander–Reiten quiver:
Find(∆A) :
[
3
2
2
1 ]
[
2
2
3
1 2
2
]
[
1 2
2
]
................
.............
.....
.....
.....
.....
.... ........................ .....
.....
.....
.....
....
........................ .....
.....
.....
.....
....
The direct sum of indecomposable Ext-projective objects in F(∆A) is given by
MA = 1 22 ⊕ 22 ⊕
3
2
2
.
Here, Σ(A) = EndA(M) is given by Σ(A) = KQΣ(A)/IΣ(A) with the quiver and
regular representation as follows:
QΣ(A):
•
•
•
1
2
3
............................ ..
..
α
.....
.....
.....
.....
............
β
.....
.....
.....
.....
........
....
γ
; IΣ(A) = 〈βαβ〉 ; Σ(A)Σ(A) =
1
2
1
2
⊕ 21
2
⊕
3
2
1
2
.
Clearly, Σ(A) is ∆-filtered. The standard modules are given by:
∆Σ(A)(1) = 1 ; ∆Σ(A)(2) =
2
1
2
; ∆Σ(A)(3) =
3
2
1
2
.
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The Auslander–Reiten quiver of the indecomposable right A-modules is as follows
(encircled are the elements of F(∆Σ(A)):
ind-Σ(A) :
[
3
2
1
2
1
2
1 3
2
3
2
1
1
2
2
1 3
2
1 3
2 2
1 1
2
1 3
2 2
1 3
2
1 3
2
1
]
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1
2
1
2
3
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1 3
2
1
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3
2 1 2
1 3
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1
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1 3 1
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1 3
2
2
1
1 3
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1
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1 3
2
1 3
2
]
1
2
2
1 3
2
1 3
2 2
1 1
2
1 3
2 2
1 3
2
1 3
2
1
]
3
2 1 2
1 3
2
1
2
3 ]
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2
1 3
2
1 3
2
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Thus there are 24 indecomposable Σ(A)-modules in three τ -orbits, and five inde-
composable modules in F(∆Σ(A)), forming the relative Auslander–Reiten quiver:
Find(∆A) :
[
3
2
1
2
1 ]
[
2
1
2
1 3
2
1
2
]
[
1
2
1
2
]
................
.............
....
....
...... .............. ....
....
......
............. ....
....
.....
Acknowledgment. The authors would like to thank the referee for his/her useful
advice.
APPROXIMATIONS OF ALGEBRAS 21
References
[ADL] A´goston, I., Dlab, V., Luka´cs, E., Stratified algebras, C.R.Math.Rep.
Acad.Sci.Canada 20 (1998), 20–25.
[CPS] Cline, E., Parshall, B.J., Scott, L.L., Stratifying endomorphism al-
gebras, Memoirs of the AMS 591, 1996.
[D1] Dlab, V., Quasi-hereditary algebras revisited, An. St. Univ. Ovidius Con-
stantza 4 (1996), 43–54.
[D2] Dlab, V., Properly stratified algebras, C.R. Acad. Sci. Paris Se´r 1 Math.
331 (2000), 191–196.
[DR] Dlab, V., Ringel, C.M., The module theoretical approach to quasi-
hereditary algebras, in: Representations of Algebras and Related Topics,
London Math. Soc. Lecture Note Series 168, Cambridge Univ. Press 1992,
200–224.
[ES] Erdmann, K., Sa´enz, C., On standardly stratified algebras, Comm. Al-
gebra 31 (2003), 3429–3446.
[MMS1] Marcos, E., Mendo´za, O., Sa´enz, C., Stratifying systems via relative
simple modules, J. Algebra 280 (2002), 472–487.
[MMS2] Marcos, E., Mendo´za, O., Sa´enz, C., Stratifying systems via relative
projective modules, Comm. Algebra 33 (2005), 1559 - 1573.
Department of Algebra and Number Theory, Eo¨tvo¨s University,
P.O.Box 120, H-1518 Budapest, Hungary
E-mail: agoston@cs.elte.hu
School of Mathematics and Statistics, Carleton University, Ottawa,
Ontario, Canada, K1S 5B6
E-mail: vdlab@math.carleton.ca
Department of Algebra, Budapest University of Technology and Eco-
nomics, P.O.Box 91, H-1521 Budapest, Hungary
E-mail: lukacs@math.bme.hu
CONSTRUCTIONS OF STRATIFIED ALGEBRAS
Istva´n A´goston1, Vlastimil Dlab2 and Erzse´bet Luka´cs1
Abstract. In this paper a construction to build recursively all basic finite dimensional
standardly stratified algebras is given. In comparison to the construction described by
Dlab and Ringel for the quasi-hereditary case ([DR3]) some new features appear here.
1. Introduction
The concept of standardly stratified algebras (or ∆-filtered algebras) appears
as a natural generalization of the concept of quasi-hereditary algebras. The class of
quasi-hereditary algebras was introduced by Cline, Parshall and Scott (see [CPS1],
[PS]) in connection with their study of highest weight categories arising in the rep-
resentation theory of semisimple complex Lie algebras and algebraic groups. The
study of quasi-hereditary algebras grew into an extensive volume of contributions
starting with the seminal papers [DR1], [R], [DR2]. The concept of standardly strat-
ified algebras was introduced independently in [D1] and in the comprehensive study
[CPS2] and further extended in [ADL1] and [ADL2]. It may be also pointed out that
the concept of a stratifiying ideal of [CPS2] appeared already as a strongly idem-
potent ideal in [APT]. A particular type of standardly stratified algebras, namely
properly stratified algebras of [D2] illustrates again a very close relationship to the
representation theory of Lie algebras (see also [FM], [FKM]).
Ever since their introduction, standardly stratified algebras have drawn much
attention; their structural and homological properties were investigated among oth-
ers in [AHLU1], [AHLU2], [ADL3], [ChD], [ADL4], [M]. It is worth mentioning
that the main body of results in this field is established for standardly stratified
algebras and then easily generalized for particular types of these algebras such as
quasi-hereditary and properly stratified algebras.
As in the case of quasi-hereditary algebras, the structure of standardly strat-
ified algebras includes two recursive sequences of standardly stratified algebras.
One sequence is obtained by taking consecutive quotients of the algebra modulo
the respective idempotent trace ideals. The other sequence is obtained by tak-
ing centralizer algebras of the corresponding sequence of indecomposable projective
1991 Mathematics Subject Classification. Primary 16D20, 16S20. Keywords: stratified
algebra, quasi-hereditary algebra, centralizer
1 Research partially supported by Hungarian NFSR grant no. T068477
2 Research partially supported by NSERC of Canada grant no. A-7257
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modules. In most cases the first approach is used to study these algebras. On the
other hand Dlab and Ringel ([DR3]) have shown that the sequence of centralizer
algebras relates to the structure of the categories of perverse sheaves and provides
a recursive construction of all finite dimensional basic quasi-hereditary algebras.
The goal of this paper is to extend this construction for the general situation.
Much of the original results can be adopted for this case, however, the complexity
of standard modules requires some extra precautions. Furthermore, to construct
all standardly stratified algebras we need to introduce an extra step to make the
procedure complete. Thus, the main result is the following theorem.
Theorem. Let L be a local algebra, and C a basic algebra such that CC is filtered
by standard C-modules with respect to some order (e2, . . . , en) of a complete set of
primitive orthogonal idempotents in C. Furthermore, let LEC and CFL be bimodules
such that EC is filtered by standard C-modules and CF is filtered by proper standard
Copp-modules. In addition, suppose that µ : F ⊗
L
E → radC is a C-C bimodule
homomorphism. Then A˜ = L⊕(E⊗
C
F )⊕E⊕F ⊕C has an algebra structure such
that A˜A˜ is filtered by standard A˜-modules with respect to the order (1L, e2, . . . , en).
Moreover, one can get all basic standardly stratified algebras recursively, starting
with a local algebra, by constructing and taking suitable quotients of algebras A˜
obtained this way.
2. CPS-stratified algebras
Let (A, e) be a basic finite dimensional K-algebra with a (linearly) ordered
complete set e = (e1, . . . , en) of primitive orthogonal idempotents. Here K denotes
an arbitrary field. We also use the notation εi = ei+ . . .+en throughout the paper.
Let us recall some of the characterizations of the so-called CPS-stratifying
ideals.
Definition 2.1. (Cf. [CPS2], [APT], [ADL2]) An idempotent ideal AeA of the
algebra A will be called CPS-stratifying (or stratifying for short) if it satisfies any
of the equivalent conditions (S1), (S1′), (S2), (S3):
(S1) (i) the multiplication map induces a bijection Ae ⊗
eAe
eA→ AeA, and
(ii) ToreAet (Ae, eA) = 0 for all t > 0;
(S1′) (i) the multiplication map induces a bijection Ae ⊗
eAe
eA→ AeA, and
(ii) ExtteAe(Ae,D(eA)) = 0 for all t > 0;
(S2) ExttA/AeA(X,Y ) = Ext
t
A(X,Y ) for all t ≥ 0 and A/AeA-modules X and Y ;
(S3) Each term in the minimal projective resolution of AeAA is generated by eA.
Definition 2.2. (A, e) is said to be CPS-stratified if either n = 1 (i. e. the algebra
is local) or in case n > 1, the ideal AenA is stratifying and (A/AenA, (e1, . . . , en−1))
is CPS-stratified.
In the later sections of the paper we shall use some simple facts about CPS-
stratified algebras (cf. also [CPS2]). In particular, we will need the following lemma.
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Lemma 2.3. Let (A, e) be CPS-stratified. Then AεiA is a stratifying ideal and
(εiAεi, (ei, . . . , en)) is CPS-stratified for all i = 1, . . . , n.
Proof. We prove both statements by induction on n − i, where the i = n case
immediately follows from the definition of CPS-stratified algebras. Now suppose
that n− i > 0. Then the algebra A¯ = A/AenA is CPS-stratified with respect to the
idempotents e¯ = (e1, . . . , en−1), so the lemma holds for A¯ (for the same i) by the
induction hypothesis.
To prove the first statement, we show that condition (S2) holds for AεiA. Let us
take X,Y ∈ mod-A/AεiA. Then we have ExttA/AεiA(X,Y ) = ExttA¯/A¯εiA¯(X,Y ) =
ExttA¯(X,Y ) = Ext
t
A(X,Y ) for all t > 0, thus AεiA is stratifying in A.
Next, the fact that AenA is stratifying implies by (S3) that εiAenAεi is strat-
ifying in εiAεi. On the other hand εiAεi/εiAenAεi ' εiA¯εi is CPS-stratified by
induction, hence εiAεi is CPS-stratified. uunionsq
Lemma 2.4. Suppose that for some i the algebra (εiAεi, (ei, . . . , en)) is CPS-
stratified, and AεiA is a stratifying ideal in A. Then the multiplication map
Aen ⊗
enAen
enA→ AenA is bijective.
Proof. Let us denote εjAεj by Cj . Since the multiplication map is clearly surjective,
it is enough to show that Aen ⊗
Cn
enA and AenA are isomorphic. So the following
succession of isomorphisms provides a proof.
Aen ⊗
Cn
enA =
AεiAen ⊗
Cn
enAεiA ' (since AεiA is stratifying in A)
(Aεi ⊗
Ci
εiA)en ⊗
Cn
en(Aεi ⊗
Ci
εiA) '
Aεi ⊗
Ci
(εiAen ⊗
Cn
enAεi)⊗
Ci
εiA ' (since εiAεi is CPS-stratified)
Aεi ⊗
Ci
εiAenAεi ⊗
Ci
εiA =
(Aεi ⊗
Ci
εiA)enAεi ⊗
Ci
εiA ' (since AεiA is stratifying in A)
AεiAenAεi ⊗
Ci
εiA =
AεiAen(Aεi ⊗
Ci
εiA) ' (since AεiA is stratifying in A)
AεiAenAεiA =
AenA.
uunionsq
3. ∆-filtered algebras
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For the reader’s convenience let us recall some basic definitions and results.
For a given algebra (A, e) the standard modules are defined by ∆(i) =
eiA
/
eiAεi+1A and the proper standard modules by ∆(i) = eiA
/
ei radAεiA for
1 ≤ i ≤ n. Similarly one can define the left standard and left proper standard mod-
ules ∆◦(i) and ∆
◦
(i). The (full) subcategories F(∆A) and F(∆A) of the category
mod-A of all finite dimensional right A-modules consist of those A-modules which
have a filtration by standard modules (or proper standard modules, respectively).
It is well known (cf. for example [ADL1]) that a moduleM ∈ mod-A belongs to
F(∆A) (in this case we will say that M is ∆-filtered) if and only if the trace MenA
is projective (i. e. it is ∆(n)-filtered) andM/MenA is ∆-filtered as an A¯ = A/AenA-
module. Similarly, M ∈ F(∆A) if and only if MenA has a filtration by ∆(n) and
M/MenA belongs to F(∆A¯).
Definition 3.1. An algebra (A, e) is said to be ∆-filtered if the regular module
AA belongs to F(∆A). Similarly, (A, e) is said to be ∆-filtered if AA ∈ F(∆A). An
algebra is called standardly stratified if it is either ∆ or ∆-filtered.
By a result of Dlab (cf. [D1]) (A, e) is ∆-filtered if and only if (Aopp, e) is ∆
◦
-
filtered. Furthermore it is straightforward that ∆-filtered algebras are also CPS-
stratified (cf. condition (S3) or [CPS2]). Hence the above result of Dlab implies
that ∆-filtered algebras are also CPS-stratified algebras (since condition (S1) is
obviously left-right symmetric).
In the following we want to describe the property that (A, e) is ∆-filtered
in terms of its centralizer algebra ε2Aε2, and the corresponding subalgebra and
bimodules e1Ae1, e1Aε2 and ε2Ae1.
Theorem 3.2. Given an algebra (A, e) let us consider the local algebra L = e1Ae1,
the centralizer algebra C = ε2Aε2 together with the order e′ = (e2, . . . , en) and the
bimodules E = e1Aε2 and F = ε2Ae1. Then (A, e) is ∆-filtered if and only if the
following conditions hold:
(1) CC ∈ F(∆C);
(2) EC ∈ F(∆C);
(3) CF ∈ F(C∆◦);
(4) the multiplication map E⊗
C
F → L is injective.
Proof. Let us note that the condition (4) is equivalent to the condition (4′) stating
that the multiplication map Aε2⊗
C
ε2A→ Aε2A is injective (in fact, bijective), since
Aε2 = E⊕C, ε2A = F ⊕C, and the injectivity of the multiplication map on the
other three components is obvious.
First assume that A is ∆-filtered. Then it is also CPS-stratified and thus by
Lemma 2.3, (4′) and hence (4) of the theorem holds. The conditions (1) and (2)
follow from the fact that Aε2A is ∆-filtered. Hence e1Aε2A and ε2A are also ∆-
filtered, and therefore e1Aε2 and ε2Aε2 are ∆-filtered over ε2Aε2. Similarly, (3)
holds because Aε2A is ∆
◦
-filtered.
The opposite statement will be proved by induction on n. Thus, assume that
the conditions (1)–(4) hold for A. We will show that AenAA is projective and that
the conditions (1)–(4) hold for the factor algebra A¯ = A/AenA.
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First, let us prove thatAε2A is a stratifying ideal. By the condition (4′) the map
Aε2⊗
C
ε2A→ Aε2A is injective. On the other hand, using the condition (1) and the
dual of Theorem 3.1 of [ADL1], we conclude that ExttC(∆C , D(C∆
◦
)) = 0 for all t >
0. Thus (2) and (3) imply that ExttC(Aε2, D(ε2A)) = Ext
t
C(E⊕C,D(F ⊕C)) = 0
for all t > 0. Hence the condition (S1′) implies that Aε2A is a stratifying ideal in
A.
By the conditions (1) and (2), Aε2 = E⊕C ∈ F(∆C), so the trace of ∆C(n)
on Aε2 is projective: AenAε2 ' ⊕ enAε2. Thus Aen ' ⊕ enAen as enAen-modules.
Hence we get that Aen ⊗
enAen
enA ' (⊕ enAen) ⊗
enAen
enA ' ⊕ enA is a projective
A-module. Finally, by Lemma 2.4 (using that C is ∆-filtered, thus CPS-stratified
as well), Aen ⊗
enAen
enA ' AenA, and so AenA is a projective right A-module.
Now, take the factor algebra A¯ = A/AenA. The corresponding objects to con-
sider are C¯ ' ε2Aε2/ε2AenAε2, E¯ ' e1Aε2/e1AenAε2 and F¯ ' ε2Ae1/ε2AenAe1.
The remarks preceding Definiton 3.1 show that the conditions (1), (2) and (3) also
hold for A¯. Finally, since Aε2A and AenA are stratifying, (S2) implies that A¯ε¯2A¯
is stratifying in A¯: for any X,Y ∈ mod-A¯/A¯ε¯2A¯ we have ExttA¯/A¯ε¯2A¯(X,Y ) =
ExttA/Aε2A(X,Y ) = Ext
t
A(X,Y ) = Ext
t
A¯(X,Y ). Thus by (S1), the condition (4)
also holds for A¯. By induction we get that A¯ is ∆-filtered, so A is also ∆-filtered.
uunionsq
Note that the data above correspond to the Peirce decomposition of the algebra
A '
(
L E
F C
)
.
4. Construction of ∆-filtered algebras
In this chapter we proceed in the opposite direction and construct all ∆-filtered
algebras from “smaller” algebras, using a recursive process.
Suppose L and C are algebras together with an L-C-bimodule E and a C-L-
bimodule F and a C-C-bimodule homomorphism µ : F ⊗
L
E → rad(C). Then it is
easy to see that the map
(E⊗
C
F )⊗
L
(E⊗
C
F ) ' E⊗
C
(F ⊗
L
E)⊗
C
F
idE ⊗µ⊗ idF−→ E⊗
C
C ⊗
C
F ' E⊗
C
F
defines an algebra multiplication on the L-L-bimodule E⊗
C
F . Thus:
(e⊗ f)(e′⊗ f ′) = eµ(f ⊗ e′)⊗ f ′ = e⊗µ(f ⊗ e′)f ′.
The split extension L˜ = L×(E⊗
C
F ) of the algebra L by E⊗
C
F is defined, in
the usual way, on the cartesian product with multiplication:
(l, u)(l′, u′) = (ll′, lu′ + ul′ + uu′).
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Now we can extend the L-C and C-L bimodule structure of E and F respectively
to L˜-C and C-L˜ structure, using the maps
(E⊗
C
F )⊗
L
E ' E⊗
C
(F ⊗
L
E)
idE ⊗µ−→ E⊗
C
C ' E
and
F ⊗
L
(E⊗
C
F ) ' (F ⊗
L
E)⊗
C
F
µ⊗ idF−→ C ⊗
C
F ' F.
Finally, the C-C-bimodule map µ : F ⊗
L
E → rad(C) induces naturally a C-C-
bimodule map µ˜ : F ⊗˜
L
E → radC, since µ(f(e′⊗
C
f ′)⊗
L
e) = µ(µ(f ⊗
L
e′)f ′⊗
L
e) =
µ(f ⊗
L
e′)µ(f ′⊗
L
e) = µ(f ⊗
L
e′µ(f ′⊗
L
e)) = µ(f ⊗
L
(e′⊗
C
f ′)e).
It is easy to show that if L is a local algebra then L˜ is also local. In-
deed, E⊗
C
F is a nilpotent ideal in L˜, since (E⊗
C
F )k = E⊗
C
(µ(F ⊗
L
E))k−1F ⊆
E⊗
C
(radC)k−1F . Thus, radL+ (E⊗
C
F ) is a nilpotent ideal of L˜, and furthermore,
L˜/(radL+ (E⊗
C
F )) ' L/ radL is a simple L˜ module.
Now we can consider the matrix algebra A˜ =
(
L˜ E
F C
)
with the natural
multiplication structure:
(
x e
f c
)(
x′ e′
f ′ c′
)
=
(
xx′ + e⊗
C
f ′ xe′ + ec′
fx′ + cf ′ µ˜(f ⊗˜
L
e′) + cc′
)
for arbitrary x, x′ ∈ L˜, e, e′ ∈ E, f, f ′ ∈ F and c, c′ ∈ C. The associativity of the
multiplication follows directly from the definition of the bimodule structures L˜EC
and CFL˜. (Note that the algebra A˜ is usually called theMorita ring corresponding to
the Morita context (L˜, C,E, F, ι, µ˜) where ι : E⊗
C
F → L˜ is the natural embedding.)
Theorem 4.1. Let L be a local algebra with identity element denoted by e1 and let
(C, (e2, . . . , en)) be a (basic) ∆-filtered algebra. Let LEC and CFL be two bimodules
such that EC ∈ F(∆C) and CF ∈ F(C∆◦), together with a bimodule map µ :
F ⊗
L
E → radC. Then the algebra A˜ constructed above is a ∆-filtered algebra with
respect to the sequence of idempotents e = (e1, e2, . . . , en).
Proof. We have seen that L˜ = e1A˜e1 is local, so e = (e1, e2, . . . , en) is a complete
sequence of primitive orthogonal idempotents. It is also clear that ε2A˜ε2 = C and
that e1A˜ε2 = E and ε2A˜e1 = F satisfy the filtration conditons of Theorem 3.2 by
the assumptions on C, E and F . Moreover the multiplication map ι : E⊗
C
F → L˜
is injective by definition, so (A˜, e) is ∆-filtered. uunionsq
To construct all ∆-filtered algebras, we need the following concept.
Definition 4.2. Let (A, e) be a ∆-filtered algebra. An ideal H /A will be called
auxiliary if H ⊆ e1(radA)e1 and H ∩ e1Aε2Ae1 = 0.
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Lemma 4.3. Let (A, e) be a ∆-filtered algebra and H /A an auxiliary ideal. Then
(A/H, e) is also ∆-filtered.
Proof. The conditions imply that Aε2A ∩H = 0, hence the trace ideal Aε2A maps
injectively into A¯ = A/H. Thus the ∆A-filtration of Aε2AA gives a ∆A¯-filtration
of A¯ε2A¯A¯. Since A¯/A¯ε2A¯ ' ∆A¯(1), the algebra (A¯, e) is also ∆-filtered. uunionsq
Finally, we show that all ∆-filtered algebras can be obtained using the con-
struction of Theorem 4.1, followed by factoring out an auxiliary ideal.
Theorem 4.4. Let (A, e) be a basic ∆-filtered algebra. Take L = e1Ae1, C =
ε2Aε2, E = e1Aε2, F = ε2Ae1 and let µ : F ⊗
L
E → radC and ν : E⊗
C
F →
L be the multiplication maps in A. Construct the algebras L˜ = L×(E⊗
C
F ) and
A˜ =
(
L˜ E
F C
)
as in Theorem 4.1. Then H =
{
ν(u)− u |u ∈ E⊗
C
F
}
⊆ L˜ is an
auxiliary ideal of A˜ and the algebra A˜/H is isomorphic to A.
Proof. First, let us observe that Theorem 3.2 implies that L,C,E and F satisify
the conditions of Theorem 4.1, hence the algebra A˜ is ∆-filtered.
In order to show that H is an ideal in A˜, note first that for any u, u′ ∈
E⊗
C
F ⊆ L˜ we have u′u = u′ν(u). Indeed, for e, e′ ∈ E and f, f ′ ∈ F we get
(e′⊗ f ′)(e⊗ f) = e′⊗µ(f ′⊗ e)f = e′⊗(f ′e)f = e′⊗ f ′(ef) = (e′⊗ f ′)(ef) =
(e′⊗ f ′)ν(e⊗ f). Similarly, for any f ′ ∈ F and u ∈ E⊗
C
F , we have f ′u = f ′ν(u),
since f ′(e⊗ f) = µ(f ′⊗ e)f = (f ′e)f = f ′(ef) = f ′ν(e⊗ f). Thus, for a˜ ∈ A˜
and u ∈ E⊗
C
F :
a˜(u− ν(u)) =
(
l′ + u′ e′
f ′ c′
)(
u− ν(u) 0
0 0
)
=
(
l′(u− ν(u)) + u′(u− ν(u)) 0
f ′(u− ν(u)) 0
)
=
(
l′u− ν(l′u) 0
0 0
)
∈ H.
Similarly, one can show that (u − ν(u))a˜ ∈ H. Since H is clearly closed under
addition, H / A˜.
Also, H ⊆ E⊗
C
F + radL = rad L˜ = e1(rad A˜)e1. Since the map ν is injective,
u − ν(u) 6= 0 implies that u 6= 0 and ν(u) 6= 0. Then L ∩ E⊗
C
F = 0 yields that
u − ν(u) /∈ E⊗
C
F and /∈ L, and consequently H ∩ E⊗
C
F = 0 and H ∩ L = 0. It
follows that the condition H ∩ e1A˜ε2A˜e1 = H ∩ (E⊗
C
F ) = 0 holds for the ideal H,
hence the ideal H is auxiliary. Furthermore, H ∩ A = H ∩ L˜ ∩ A = H ∩ L = 0.
Also, it is straightforward that A+H = A˜, so A˜/H ' A. uunionsq
Corollary 4.5. Let L,C,E, F and µ be given as in Theorem 4.1 and let I be an
auxiliary ideal of the algebra A˜. Then A˜/I is a ∆-filtered algebra, and every basic
∆-filtered algebra can be obtained in this way.
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While all (basic) quasi-hereditary algebras over a perfect field can be recursively
obtained by applying the construction described in Theorem 4.1, the next example
illustrates that for standardly stratified algebras in some cases one cannot avoid
factorization modulo an auxiliary ideal.
Example 4.6. Consider the algebra A = KQ/I, where the quiver Q is
....
....
.........
.........................................
....
........
.............................................
..
...............................................• •
1 2
γ
α
β
and the admissible ideal I = 〈γα, γ2 − αβ, βα, βγ〉. Thus, the right regular repre-
sentation of A is
AA =
1
1 2
1
⊕ 21 .
Then the construction described in Theorem 4.4 results in A˜ with regular represen-
tation as follows:
A˜A˜ =
1
1 2
1 1
⊕ 21 .
Observe that the quiver of A and A˜ coincide, however the products γ2 and αβ are not
yet indentified in A˜. This is done when we take the quotient modulo the auxiliary
ideal 〈γ2−αβ〉. Note that e1Aε2Ae1 has no subalgebra complement in e1Ae1 hence
A cannot be obtained directly in the form A˜ for a suitable local algebra L.
Example 4.7. Consider the algebra A = KQ/I ′, where the quiver Q is the same
as in Example 4.6 and I ′ = 〈γα, γ2, βα, βγ〉. Thus, the right regular representation
of A is
AA =
1
1 2
1
⊕ 21 .
Here, the algebra A˜ constructed according to Theorem 4.4 has the following regular
representation:
A˜A˜ =
1
1 1 2
1
⊕ 21 .
Hence in this example the quiver of A˜ differs from the quiver of A, since we get a
new arrow corresponding to δ = αβ ∈ L. This element is different from the product
of arrows α and β, taken in A˜. We get A as a quotient of A˜ modulo the auxiliary
ideal 〈δ−αβ〉. Unlike the previous example, in this case we could obtain A directly
as an algebra A˜: we would have to start with the local subalgebra L = 〈e1, γ〉
instead of e1Ae1.
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STRATIFYING PAIRS OF SUBCATEGORIES
FOR CPS-STRATIFIED ALGEBRAS
Istva´n A´goston1 and Erzse´bet Luka´cs1
Abstract. Two special types of module subcategories are defined over stratified al-
gebras of Cline, Parshall and Scott. We show that for every stratified algebra there
exists a (not necessarily unique) pair of subcategories which are the perpendicular cat-
egories of each other and which describe to a large extent the stratification structure of
the algebra. These subcategories generalize the notion of modules with standard and
costandard filtration for standardly stratified and quasi-hereditary algebras.
1. Introduction
In the theory of quasi-hereditary and standardly stratified (∆ or ∆-filtered)
algebras the subcategories F(∆) and F(∇) of modules with standard and proper
costandard filtration play a crucial role (see for example [DR], [ADL1], [AHLU]).
One of the key homological features of these subcategories is that they are per-
pendicular to each other. Much of the structure theory and a (limited) left-right
symmetry for these algebras stems from this fact. On the other hand so far no such
pairing is known for the more general case of so called strictly stratified algebras
and CPS-stratified algebras (cf. [ADL2] and [CPS]) and they also lack a reasonable
structure theory.
In this article we will present a setting in which to every CPS-stratified algebra
A we will associate a perpendicular pair of subcategories so that the correspond-
ing subcategories of modules with appropriate filtration will describe the structure
of projective and injective A-modules, in particular, the structure of the regular
module itself.
Thus in Section 2 we will define the concept of stratifying and costratifying
subcategories and describe their basic properties. We will relate these subcategories
to subcategories of modules with standard or costandard filtration over standardly
stratified algebras. In Section 3 we will show that by taking the perpendicular
category of a stratifying subcategory we get a costratifying subcategory (and vice
1991 Mathematics Subject Classification. Primary 16D90, 16E10, 16E30. Keywords: strati-
fied algebra, filtered module, perpendicular category
1 Research partially supported by Hungarian NFSR grant no. T068477
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versa). Moreover we show that for each CPS-stratified algebra we can find a pair
of stratifying and costratifying subcategories so that each of these subcategories
is the perpendicular category of the other (this will be called a stratifying pair).
For quasi-hereditary algebras this pair is given by the category of modules with
standard and costandard filtration, respectively. Finally we give an example of a
CPS-stratified algebra for which an infinite number of stratifying pairs exist.
2. Stratifying and costratifying subcategories
Let K be an arbitrary field and (A, e) a basic finite dimensional K-algebra
with a (linearly) ordered complete set e = (e1, . . . , en) of primitive orthog-
onal idempotents. Throughout the paper we shall be dealing with right A-
modules. In particular, P (i) = eiA will stand for the ith indecomposable pro-
jective module, Q(i) = HomK(Aei,K) the ith indecomposable injective module
and S(i) ' P (i)/RadP (i) ' SocQ(i) the corresponding simple module. The cat-
egory of all finitely generated right A-modules will be denoted by mod-A. If C
is an arbitrary class of modules in mod-A then F(C) is the full subcategory of
mod-A consisting of modules M with a C-filtration, i. e. a chain of submdoules
0 = M0 ⊆ M1 ⊆ · · · ⊆ Mk = M such that the factor modules Mi/Mi−1 all belong
to C.
For 1 ≤ i ≤ n let us define the subclasses of modules Pi(e) as
Pi(e) = {X ∈ mod-A |X ∈ F(S(1), . . . , S(i)), Extt(X,S(j)) = 0 ∀t ≥ 0, j < i },
and P(e) = F(P1(e), . . . ,Pn(e)). We call the algebra (A, e) CPS-stratified if AA ∈
P(e), i. e. all projective modules are in P(e) (cf. [CPS], [ADL2], [ADL3]).
Dually, we define the subclasses Qi(e) as
Qi(e) = {Y ∈ mod-A |Y ∈ F(S(1), . . . , S(i)), Extt(S(j), Y ) = 0 ∀t ≥ 0, j < i },
and Q(e) = F(Q1(e), . . . ,Qn(e)). Since (A, e) is CPS-stratified if and only if
(Aopp, e) is CPS-stratified (see for example [CPS]), all injective modules over a CPS-
stratified algebra (A, e) are in Q(e). Note that the definition implies that Pi(e) and
Qi(e) are closed under extensions, direct summands, kernels of epimorphisms, and
cokernels of monomorphisms.
For an A-module X, we denote by Ti(X) the trace of the projective module
P (i)⊕ · · ·⊕P (n) in X; thus if εi = ei + . . . + en, then Ti(X) = XεiA. In other
terms, Ti(X) is the unique submodule of X such that Hom(Ti(X), S(j)) = 0 for
all j < i, and X/Ti(X) ∈ F(S(1), . . . , S(i− 1)). Dually, let Ri(X) be the reject of
the injective module Q(i)⊕ · · ·⊕Q(n) in X, i. e. the largest submodule of X such
that Ri(X) ∈ F(S(1), . . . , S(i− 1)). Then Ri(X) is the unique submodule of X for
which Ri(X) ∈ F(S(1), . . . , S(i− 1)) and HomA(S(j), X/Ri(X)) = 0 for all j < i.
In the sequel we shall frequently make use of the following equivalence (cf.
[CPS], [APT] or [ADL3]): the algebra (A, e) is CPS-stratified if and only if for every
X,Y ∈ mod-(A/Ti(A)) (1 ≤ i ≤ n) and every t ≥ 0 we have ExttA/Ti(A)(X,Y ) =
ExttA(X,Y ).
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Lemma 2.1. Let X ∈ F(P1, . . . ,Pn), where Pi ⊆ Pi(e) for all i and take a filtration
0 = X0 ⊂ X1 ⊂ · · · ⊂ Xk = X of X with factors Yr = Xr/Xr−1 from P1 ∪ . . .∪Pn.
Then X has a filtration with the same factors (up to isomorphism) but possibly in
different order such that for the factors Y ′1 , . . . , Y
′
k we have Y
′
r ∈ Pir with i1 ≥ i2 ≥
. . . ≥ ik.
Proof. We use induction on k and the fact that Ext1(Pi(e),Pj(e)) = 0 for i > j. uunionsq
Lemma 2.2. Let Pi ⊆ Pi(e) for 1 ≤ i ≤ n. Then X ∈ F(P1, . . . ,Pn) if and only if
the trace factors Ti(X)/Ti+1(X) are in F(Pi) for 1 ≤ i ≤ n.
Proof. If the factors Ti(X)/Ti+1(X) are in F(Pi) for each i then clearly X ∈
F(P1, . . . ,Pn). For the converse, let us observe first that by Lemma 2.1, we may
take a filtration 0 = X0 ⊂ . . . ⊂ Xk = X with factors Yr = Xr/Xr−1 ∈ Pir
such that i1 ≥ · · · ≥ ik. Let s be the last index such that is ≥ i. Since
Hom(Yr, S(j)) = 0 for all r ≤ s and j < i, we have Hom(Xs, S(j)) = 0 for j < i,
and also X/Xs ∈ F(P1, . . . ,Pi−1) ⊆ F(S(1), . . . , S(i − 1)), thus Xs = Ti(X), and
the statement follows uunionsq
Proposition 2.3. Suppose that (A, e) is CPS-stratified and let Pi ⊆ Pi(e) be such
that F(Pi) are closed under kernels of epimorphisms. Then P = F(P1, . . . ,Pn) is
also closed under kernels of epimorphisms.
Proof. We use induction on n, the number of simple modules. A will stand for the
algebra A/Tn(A) and in general, for X ∈ mod-A we shall have X = X/Tn(X) ∈
mod-A.
Since for a CPS-stratified algebra Extt
A
(X,Y ) = ExttA(X,Y ) for all X,Y ∈
mod-A, the subclasses Pi(e) ⊆ mod-A and Pi(e′) ⊆ mod-A will be equal for 1 ≤
i ≤ n−1, where e′ = (e1, . . . , en−1). Thus we get by induction that F(P1, . . . ,Pn−1)
as a subcategory of mod-A is closed under kernels of epimorphisms, hence the same
holds for F(P1, . . . ,Pn−1) as a subcategory of mod-A.
Suppose now that 0 → X → Y g→Z → 0 is exact, and Y,Z ∈ F(P1, . . . ,Pn).
It is easy to see that g1, the restriction of g maps surjectively Tn(Y ) to Tn(Z) and
we also have an induced surjection Y
g→Z. Thus by the Snake Lemma we get the
following commutative diagram with exact rows and columns:
0 0 0
↓ ↓ ↓
0 → Ker g1 → Tn(Y ) g1→ Tn(Z) → 0
↓ ↓ ↓
0 → X → Y g→ Z → 0
↓ ↓ ↓
0 → Ker g → Y g→ Z → 0 .
↓ ↓ ↓
0 0 0
By Lemma 2.2, Tn(Y ), Tn(Z) ∈ F(Pn), and since F(Pn) is closed under kernels
of epimorphisms by assumption, Ker g1 ∈ F(Pn). Similarly, Y and Z are in
F(P1, . . . ,Pn−1), hence by induction we get that Ker g ∈ F(P1, . . . ,Pn−1). This
implies that X ∈ P = F(P1, . . . ,Pn), as required. uunionsq
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Let us recall that a subcategory of mod-A is called resolving if it is closed
under extensions, direct summands and kernels of epimorphisms, and it contains
all projective modules. Thus we have the following statement.
Proposition 2.4. If the algebra (A, e) is CPS-stratified, then P(e) is a resolving
subcategory of mod-A.
Proof. From the definition of P(e) it is clear that it is closed under extensions.
Observe that Pi(e) = F(Pi(e)) is closed under direct summands, hence the fact
that P(e) is closed under direct summands easily follows from Lemma 2.2, using
that Ti(X ⊕ Y ) = Ti(X) ⊕ Ti(Y ). Next, since Pi(e) is closed under kernels of
epimorphisms, Lemma 2.3 implies that the same holds for P(e). Finally AA ∈ P(e)
holds for a CPS-stratified algebra, so all projective modules are in P(e). uunionsq
Definition. Let P be a resolving subcategory of mod-A. We say that P is
a stratifying subcategory if there are Pi ⊆ Pi(e) for 1 ≤ i ≤ n such that
P = F(P1, . . . ,Pn).
Lemma 2.5. If P = F(P1, . . . ,Pn) is a stratifying subcategory with Pi ⊆ Pi(e) then
F(Pi) = P ∩ Pi(e).
Proof. We only need to prove that P ∩ Pi(e) ⊆ F(Pi). Suppose X ∈ P ∩ Pi(e).
Then X ∈ F(S(1), . . . , S(i)) implies that Ti+1(X) = 0. Hence X ∈ Pi(e) gives
X = Ti(X) = Ti(X)/Ti+1(X), so X ∈ F(Pi) by Lemma 2.2. uunionsq
Proposition 2.6. A subcategory P = F(P1, . . . ,Pn) with Pi ⊆ Pi(e) is stratifying
if and only if each F(Pi) is closed under direct summands and kernels of epimor-
phisms, and Ti(AA)/Ti+1(AA) ∈ F(Pi).
Proof. Suppose P is stratifying. Then F(Pi) = P ∩Pi(e) by Lemma 2.5, hence it is
closed under the given operations, since both P and Pi(e) are closed. Furthermore,
Lemma 2.2 and AA ∈ P implies that Ti(A)/Ti+1(A) ∈ F(Pi). In the opposite
direction, the last condition implies that (A, e) is CPS-stratified, i. e. all projective
A-modules are in P. Clearly, P is closed under extensions and by Proposition 2.3
P is closed under kernels of epimorphisms. Finally to prove that P is closed under
direct summands we can follow a similar argument as in the proof of Proposition 2.4.
uunionsq
We shall also need the duals of the previous statements. The proofs follow by
straightforward dualization.
Lemma 2.7. Let X ∈ F(Q1, . . . ,Qn), where Qi ⊆ Qi(e) for all i and take a fil-
tration 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xk = X of X with factors Yr = Xr/Xr−1 from
Q1 ∪ . . . ∪ Qn. Then X has a filtration with the same factors (up to isomorphism)
but possibly in different order such that for the factors Y ′1 , . . . , Y
′
k we have Y
′
r ∈ Qir
with i1 ≤ i2 ≤ . . . ≤ ik.
Lemma 2.8. Let Qi ⊆ Qi(e) for 1 ≤ i ≤ n. Then X ∈ F(Q1, . . . ,Qn) if and only
if the factors Ri+1(X)/Ri(X) are in F(Qi) for 1 ≤ i ≤ n.
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Proposition 2.9. Suppose that (A, e) is CPS-stratified and let Qi ⊆ Qi(e) be
such that F(Qi) are closed under cokernels of monomorphisms. Then Q =
F(Q1, . . . ,Qn) is also closed under cokernels of monomorphisms.
A subcategory of mod-A is called coresolving if it is closed under extensions,
direct summands and cokernels of monomorphisms, and it contains all injective
modules. Thus we have the following statement.
Proposition 2.10. If the algebra (A, e) is CPS-stratified, then Q(e) is a coresolv-
ing subcategory of mod-A.
Definition. Let Q be a coresolving subcategory of mod-A. We say that Q is a
costratifying subcategory if there are Qi ⊆ Qi(e) for 1 ≤ i ≤ n such that Q =
F(Q1, . . . ,Qn).
Lemma 2.11. If Q = F(Q1, . . . ,Qn) is a costratifying subcategory with Qi ⊆ Qi(e)
then F(Qi) = Q∩Qi(e).
Proposition 2.12. A subcategory Q = F(Q1, . . . ,Qn) with Qi ⊆ Qi(e) is costrat-
ifying if and only if each F(Qi) is closed under direct summands and cokernels of
monomorphisms, and Ri+1(D(AA))/Ri(D(AA)) ∈ F(Qi).
Note that (A, e) is a CPS-stratified algebra if and only if there exists a stratify-
ing subcategory in mod-A, or equivalently, if there exists a costratifying subcategory
in mod-A. In fact, for a CPS-stratified algebra P(e) is the largest stratifying and
Q(e) is the largest costratifying subcategory. Examples of minimal stratifying and
costratifying subcategories will be provided by subcategories of modules with stan-
dard and costandard filtration.
Let us first recall the definition of standard and costandard modules. For a
given algebra (A, e) the standard module ∆(i) is defined as ∆(i) = P (i)/Ti+1(P (i))
for 1 ≤ i ≤ n. Dually, the costandard module ∇(i) is defined as ∇(i) = Ri+1(Q(i)).
The proper standard module ∆(i) is the largest quotient of ∆(i) such that the
composition multiplicity [∆(i) : S(i)] = 1. Similarly, the proper costandard module
∇(i) is the largest submodule of ∇(i) such that [∇(i) : S(i)] = 1. Then with the
notation ∆ = {∆(1), . . . ,∆(n) }, ∆ = {∆(1), . . . ,∆(n) }, ∇ = {∇(1), . . . ,∇(n) }
and ∇ = {∇(1), . . . ,∇(n) } we get the subcategories F(∆), F(∆), F(∇) and F(∇).
An algebra is called ∆-filtered if AA ∈ F(∆) and ∆-filtered if AA ∈ F(∆). The
algebra is standardly stratified if either A or Aopp is ∆-filtered. It is easy to see that
Aopp is ∆-filtered if and only if D(AA) ∈ F(∇) and it is well-known (cf. [D]) that
these conditions are equivalent to AA ∈ F(∆), i. e. that A is ∆-filtered.
Proposition 2.13. Let (A, e) be CPS-stratified, and P a stratifying subcategory.
Then F(∆) ⊆ P ⊆ P(e). Furthermore, F(∆) is a stratifying subcategory if and only
if AA ∈ F(∆). Dually, for every costratifying subcategory Q we have F(∇) ⊆ Q ⊆
Q(e), moreover F(∇) is a costratifying subcategory if and only if D(AA) ∈ F(∇)
(i. e. A is ∆-filtered).
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Proof. Since P (i) ∈ P, we get ∆(i) = P (i)/Ti+1(P (i)) = Ti(P (i))/Ti+1(P (i)) ∈ Pi
by Lemma 2.2, so F(∆) ⊆ P.
It is clear that ∆(i) is the ith projective indecomposable module over
A/Ti+1(A). Since Ti+1(A) is an idempotent ideal, the category F(∆(i)) is the
same over A as over the factor algebra A/Ti+1(A), so it consists of the direct
sums of copies of ∆(i). Consequently F(∆(i)) is closed under direct summands
and kernels of epimorphisms. If in addition, AA ∈ F(∆), then by Lemma 2.2,
Ti(A)/Ti+1(A) ∈ F(∆(i)) for all i, so by Proposition 2.6, F(∆) is a stratifying
subcategory.
The proof of the dual statement is omitted. uunionsq
Later we shall see that F(∆) is also a stratifying subcategory if A is ∆-filtered
and F(∇) is a costratifying subcategory if A is ∆-filtered.
3. Stratifying pairs of subcategories
For a subcategory C of mod-A we use the notation
C⊥ = C⊥A = {Y ∈ mod-A |Extt(X,Y ) = 0 ∀ t > 0 and X ∈ C }.
and
⊥C = ⊥CA = {X ∈ mod-A |Extt(X,Y ) = 0 ∀ t > 0 and Y ∈ C }.
It is clear that if C is resolving (coresolving, respectively) then in the above defini-
tions it is enough to require that Ext1(X,Y ) = 0.
Lemma 3.1. Let P be a stratifying subcategory. Then
(1) P = F(P1, . . . ,Pn−1) = P ∩ F(S(1), . . . , S(n − 1)) and P is a stratifying
subcategory over A = A/Tn(A);
(2) P⊥A = P⊥A ∩ F(S(1), . . . , S(n− 1)).
Proof. (1) The equation F(P1, . . . ,Pn−1) = P ∩F(S(1), . . . , S(n− 1)) immediately
follows from Lemma 2.2. Now we prove that P is a stratifying subcategory over
the factor algebra A. As in the proof of Proposition 2.3 we get that the subclasses
Pi(e) ⊆ mod-A and Pi(e′) ⊆ mod-A are the same for 1 ≤ i ≤ n − 1 and e′ =
(e1, . . . , en−1), so Pi ⊆ Pi(e′). Furthermore, the subcategory F(P1, . . . ,Pn−1) is
the same over the two algebras, hence the required closure properties also hold.
Finally, the projective modules of A are the factors P = P/Tn(P ) of projective
modules P over A, and Lemma 2.2 implies that P ∈ F(P1, . . . ,Pn−1).
(2) P⊥A ⊇ P⊥A ∩ F(S(1), . . . , S(n − 1)) is clear from the fact that A is CPS-
stratified. We only need to show that P⊥A ⊆ P⊥A . But for any Y ∈ P
⊥
A we have
Y ∈ P⊥n , since Y ∈ F(S(1), . . . , S(n− 1)), so Y ∈ F(P1, . . . ,Pn−1,Pn)⊥ = P⊥. uunionsq
Theorem 3.2. If P is a stratifying subcategory over (A, e) then P⊥ is costratifying.
Dually, if Q is a costratifying subcategory over (A, e) then ⊥Q is stratifying.
For the proof we need two preparatory lemmas.
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Lemma 3.3. Let P be a stratifying subcategory. If Y ∈ P⊥ such that Rn(Y ) = 0,
then Y ∈ Qn(e).
Proof. The condition Rn(Y ) = 0 yields that Hom(S(i), Y ) = 0 for all i < n. By
Proposition 2.13, ∆(i) ∈ Pi. Let us consider for some fixed i < n the exact sequence
O → U → ∆(i)→ S(i)→ 0.
This yields the long exact sequence
· · · → Hom(U, Y )→ Ext1(S(i), Y )→ Ext1(∆(i), Y )→ · · ·
Here Hom(U, Y ) = 0 since U ∈ F(S(1), . . . , S(i)) and Hom(S(j), Y ) = 0 for j < n,
furthermore Ext1(∆(i), Y ) = 0, because Y ∈ P⊥. Thus Ext1(S(i), Y ) = 0, and this
is true for all i < n. Now we can prove by induction that Extt(S(i), Y ) = 0 for all
t > 0 and i < n, using the following segment of the above sequence:
· · · → Extt(U, Y )→ Extt+1(S(i), Y )→ Extt+1(∆(i), Y )→ · · ·
uunionsq
Lemma 3.4. Let P be a stratifying subcategory. If Y ∈ P⊥, then Rn(Y ) ∈ P⊥ and
Y˜ = Y/Rn(Y ) ∈ P⊥.
Proof. Consider the exact sequence
0→ Rn(Y )→ Y → Y˜ → 0
and let us take a module X ∈ F(P1, . . . ,Pn−1). Then we get the induced long exact
sequence
· · · → Hom(X, Y˜ )→ Ext1(X,Rn(Y ))→ Ext1(X,Y )→ · · ·
Here X ∈ F(S(1), . . . , S(n − 1)) implies that Hom(X, Y˜ ) = 0, furthermore by
assumption Ext1(X,Y ) = 0, thus Ext1(X,Rn(Y )) = 0. On the other hand, if
X ∈ Pn then Ext1(X,Rn(Y )) = 0 since Rn(Y ) ∈ F(S(1), . . . , S(n − 1)). Thus
Ext1(X,Rn(Y )) = 0 for any X ∈ P. Using the fact that P is a resolving subcat-
egory, we get that Rn(Y ) ∈ P⊥. From the same long exact sequence we get now
that Extt(X, Y˜ ) = 0 for all t > 0 and X ∈ P, i. e. Y˜ ∈ P⊥ as well. uunionsq
Proof of Theorem 3.2. Clearly, Q = P⊥ is a coresolving subcategory. We only need
to show that Q = F(Q1, . . . ,Qn), where Qi = Q ∩ Qi(e). By Lemma 3.4, ev-
ery element of Q is filtered by Q∩ F(S(1), . . . , S(n− 1)) ∪ {Y ∈ Q |Rn(Y ) = 0 }.
By Lemma 3.1 we know that Q ∩ F(S(1), . . . , S(n − 1)) = P⊥A with A =
A/Tn(A). Thus we may use induction on the number of simple types to get that
Q∩ F(S(1), . . . , S(n− 1)) = F(Q1, . . . ,Qn−1). On the other hand, by Lemma 3.3
{Y ∈ Q |Rn(Y ) = 0 } = Q∩Qn(e), so Q = F(Q1, . . . ,Qn).
The dual statement can be proved along the same lines. uunionsq
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Definition. A pair (P,Q) of subcategories in mod-A is called a stratifying pair
if P is a stratifying subcategory and Q is a costratifying subcategory such that
P⊥ = Q and ⊥Q = P.
It is easy to find stratifying pairs over standardly strtaified algebras.
Theorem 3.5. Let (A, e) be a standardly stratified algebra.
(1) If A is ∆-filtered then (F(∆),F(∇)) is a stratifying pair, and F(∆) = P(e).
(2) If A is ∆-filtered then (F(∆),F(∇)) is a stratifying pair, and F(∇) = Q(e).
Proof. We shall prove only (1); then (2) will follow by duality.
If A is ∆-filtered, then from Proposition 2.13 we get that F(∇) is a costrati-
fying subcategory. Theorem 3.1 of [ADL1] implies that F(∆) = ⊥F(∇), hence by
Theorem 3.2 we get that F(∆) is a stratifying subcategory. In order to prove that
(F(∆),F(∇)) is a stratifying pair we still have to show that F(∇) = F(∆)⊥. We
use induction on the number of simple types.
The statement clearly holds for n = 1, since in this case F(∆) = mod-A,
and F(∇) is the category of injective modules. Now let n > 1 and assume that
the statement is true for the ∆-filtered algebra (A, e′) with A = A/Tn(A) and
e′ = (e1, . . . , en−1). Then FA(∆)⊥ ∩ Q(e′) = FA(∆)⊥ by Lemma 3.1, and the
induction hypothesis implies that FA(∆)⊥ = FA(∇) = FA(∇(1), . . . ,∇(n − 1)).
On the other hand, we shall prove that every module Y ∈ F(∆)⊥ ∩ Qn(e) is
injective, i. e. Extt(S(i), Y ) = 0 for all i = 1, . . . , n and t > 0. Indeed, the fact that
Extt(S(i), Y ) = 0 for i < n and t ≥ 0 follows from Y ∈ Qn(e). Let us take the
exact sequence
0→ U → ∆(n)→ S(n)→ 0
and the induced long exact sequence
· · · → Extt(U, Y )→ Extt+1(S(n), Y )→ Extt+1(∆(n), Y )→ · · ·
Here Extt(U, Y ) = 0 holds for t ≥ 0 since U ∈ F(S(1), . . . , S(n − 1)), while
Extt+1(∆(n), Y ) = 0 follows from Y ∈ F(∆)⊥, so Extt+1(S(n), Y ) = 0 for t ≥ 0.
This shows that Extt(S(i), Y ) = 0 for i = 1, . . . , n and t > 0, i. e. Y is injective.
Thus F(∆)⊥ ∩ Qn(e) = F(∇(n)). Since F(∆)⊥ is a costratifying subcategory,
Lemma 2.11 implies that F(∆)⊥ = F(∇).
Finally, F(∆) ⊆ P(e) implies P(e)⊥ ⊆ F(∆)⊥ = F(∇) and since P(e)⊥ is a
costratifying subcategory, we get from Proposition 2.13 that F(∇) ⊆ P(e)⊥. Thus
P(e)⊥ = F(∇). In this way we get P(e) ⊆ ⊥(P(e)⊥) = ⊥F(∇) = F(∆) ⊆ P(e),
hence F(∆) = P(e). uunionsq
Our next goal is to find stratifying pairs of subcategories for arbitrary CPS-
stratified algebras. The first statement of the next proposition is an immediate
consequence of Theorem 3.2.
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Theorem 3.6. Suppose (A, e) is a CPS-stratified algebra.
(1) If P is a stratifying subcategory in mod-A then (⊥(P⊥),P⊥) is a stratifying
pair. Dually, if Q is a costratifying subcategory in mod-A then (⊥Q, (⊥Q)⊥)
is a stratifying pair. In particular, (P(e),P(e)⊥) and (⊥Q(e),Q(e)) are strat-
ifying pairs.
(2) Let M = M1 ∪ . . . ∪ Mn, where Mi ⊆ Pi(e). Then Q = M⊥ ∩ Q(e) is
a costratifying subcategory. Furthermore, (⊥Q,Q) form a stratifying pair in
mod-A.
Proof. Theorem 3.2 implies that the mappings P 7→ P⊥ and Q 7→ ⊥Q define an
order reversing Galois connection between the set of stratifying and the set of cos-
tratifying subcategories. Hence the first statement of (1) follows immediately. Since
P(e) is the largest stratifying subcategory, ⊥(P(e)⊥) = P(e), hence (P(e),P(e)⊥)
is a stratifying pair. The dual statements follow similarly.
Let us now prove the statements in (2). Since M⊥ and Q(e) are clearly core-
solving, so is their intersection.
We shall use the notation Qi = Q ∩ Qi(e) and M = M1 ∪ . . . ∪Mn−1. We
still need to prove that Q = F(Q1, . . . ,Qn); we shall use induction on n. Thus
we may assume that the statement holds for M⊆ mod-A with A = A/Tn(A), i. e.
M
⊥ ∩Q(e′) = F(Q1, . . . ,Qn−1) with e′ = (e1, . . . , en−1).
For Y ∈ Q let us consider the short exact sequence
0→ Rn(Y )→ Y → Y˜ → 0.
Lemma 2.8 implies that Rn(Y ) ∈ Q(e′) and Y˜ ∈ Qn(e). For arbitrary X1 ∈M we
get the long exact sequence
· · · → Extt(X1, Y˜ )→ Extt+1(X1, Rn(Y ))→ Extt+1(X1, Y )→ · · ·
Here Extt(X1, Y˜ ) = 0 for t ≥ 0, since X1 ∈ F(S(1), . . . , S(n− 1)) and Y˜ ∈ Qn(e),
while Extt+1(X1, Y ) = 0 follows from Y ∈M⊥. Thus the middle term is also 0, so
Rn(Y ) ∈M⊥ ∩ Q(e′), i. e. Rn(Y ) ∈ F(Q1, . . . ,Qn−1) by the induction hypothesis.
On the other hand, for any X2 ∈Mn ⊆ Pn(e) we have Extt(X2, Rn(Y )) = 0 for all
t ≥ 0, since Rn(Y ) ∈ F(S(1), . . . , S(n− 1)). Thus, putting together the two cases,
we get that Rn(Y ) ∈M⊥.
Let us take now an arbitrary X ∈M. Then in the long exact sequence
· · · → Extt(X,Y )→ Extt(X, Y˜ )→ Extt+1(X,Rn(Y ))→ · · ·
Extt(X,Y ) = Extt+1(X,Rn(Y )) = 0 for all t > 0. Thus Y˜ ∈ M⊥ ∩ Qn(e) = Qn,
so Y ∈ F(Q1, . . . ,Qn). This proves that Q is a costratifying subcategory.
It follows from Theorem 3.2 that ⊥Q is a stratifying subcategory. The inclusion
M ⊆ ⊥(M⊥ ∩ Q(e)) = ⊥Q implies that (⊥Q)⊥ ⊆ M⊥. Since (⊥Q)⊥ ⊆ Q(e)
clearly holds, we have (⊥Q)⊥ ⊆ ⊥M∩Q(e) = Q. Finally, since the containment
(⊥Q)⊥ ⊇ Q is obvious, we get from part (1) that (⊥Q,Q) is a stratifying pair. uunionsq
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In general, not every perpendicular pair of modules X ∈ P(e) and Y ∈ Q(e)
are contained in a stratifying pair of subcategories. However we have the following
characterization.
Proposition 3.7. Let (A, e) be a CPS-stratified algebra. For arbitrary modules
X ∈ P(e) and Y ∈ Q(e) the following are equivalent.
(i) There is a stratifying pair (P,Q) in mod-A such that X ∈ P and Y ∈ Q.
(ii) Xi = Ti(X)/Ti+1(X) ∈ ⊥{Y } for i = 1, . . . , n.
(ii)′ Yi = Ri+1(Y )/Ri(Y ) ∈ {X }⊥ for i = 1, . . . , n.
(iii) Extt(Xi, Yi) = 0 for all t > 0 and i = 1, . . . , n.
Proof. (i)⇒ (iii): By Lemma 2.2 and 2.8, Xi ∈ Pi ⊆ P and Yi ∈ Qi ⊆ Q, so (iii)
follows from the fact that P and Q are perpendicular to each other.
(iii) ⇒ (ii): Since Xi ∈ Pi(e) and Yj ∈ Qj(e) by Lemma 2.2 and 2.8, we
have Extt(Xi, Yj) = 0 for all i 6= j and t ≥ 0. Together with (iii) this implies that
Extt(Xi, Y ) = 0 for all t > 0 and i = 1, . . . , n.
(ii) ⇒ (i): Take Mi = {Xi } in part (2) of Theorem 3.6. Then Y ∈ Q.
Furthermore Xi ∈ ⊥Q = P for i = 1 . . . , n, implying that X ∈ P.
Finally, (iii)⇒ (ii′)⇒ (i) follows by duality. uunionsq
A similar statement can be formulated giving a condition for arbitrary sub-
classes of P(e) and Q(e) to be included into a stratifying pair.
It is easy to see that if (A, e) is quasi-hereditary (i. e. standardly stratified with
∆(i) = ∆(i) for i = 1, . . . , n) then (P(e),Q(e)) is the only stratifying pair. This
follows from the fact that by Proposition 2.13 and Theorem 3.5 F(∆) = F(∆) =
P(e) is the only stratifying subcategory. Non-quasi-hereditary examples with a
unique stratifying pair can also be found. On the other hand the following example
shows that for a general CPS-stratified algebra there may be even infinitely many
different stratifying pairs of subcategories.
Example 3.8. Let A = KΓ/I, where Γ: r1 α-ﬀ
β
r2
O
nγ and I = (αγ, βαβ, γ2).
Then
AA =
1
2
1
2
⊕
2
1 2
2 1
2
and D(AA) =
1 2
2
1
⊕
1 2
2
1 2
2
.
Let M =
2
1
2
, N = 1 22 , and Mc = P (2)/(βα − cγ) for any 0 6= c ∈ K. Then
M = {M,Mc | 0 6= c ∈ K } ⊆ P2(e) and N = {N,Mc | 0 6= c ∈ K } ⊆ Q2(e).
For any subset L of K \ { 0 } take ML = {S(1),M,Mc | c ∈ L }. By Theorem 3.6,
QL = M⊥L ∩ Q(e) and PL = ⊥QL form a stratifying pair of subcategories. Easy
calculation shows thatQL∩N = {N,Md | d ∈ K\({ 0 }∪L) }, furthermore PL∩M ⊆
⊥(QL∩N )∩M ⊆ML. Since the other inclusion is obvious, we have that PL∩M =
ML, i. e. for each choice of L ⊆ K \ { 0 } we get a different stratifying pair.
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CONSTRUCTION OF CPS-STRATIFIED ALGEBRAS
Istva´n A´goston1 and Erzse´bet Luka´cs1
Abstract. The results of [DR] and [ADL2] gave a recursive construction for all quasi-
hereditary and standardly stratified algebras starting with local algebras and suitable
bimodules. Using the notion of stratifying pairs of subcategories, introduced in [AL],
we generalize these earlier results to construct recursively all CPS-stratified algebras.
1. Introduction
Ever since their introduction by Cline, Parshall and Scott in the late 1980’s
quasi-hereditary algebras have drawn a lot of attention and they keep playing an
important role. One of the key defining features of these algebras is the way how
they are put together from simpler algebras (cf. the notions of recollement and
partial recollement). Much of the homological properties and of the structure theory
developed for quasi-hereditary algebras carry over to the class of so called standardly
stratified algebras which is the most straightforward generalization of the original
concept. On the other hand for so-called CPS-stratified algebras, which rely on the
notion of stratifying ideals, defined by Cline, Parshall and Scott in [CPS] (but also
investigated earlier by Auslander, Plateck and Todorov in [APT]) and which seem to
be the most general class definable in terms of stratification, no such generalization
is known. In particular the lack of adequate structure theory makes it more difficult
to handle some general questions concerning these algebras.
In an attempt to provide a basis for such a structure theory, the notion of
stratifying pairs of module subcategories was introduced in [AL]. This notion was
modelled on the subcategories of modules with standard and costandard filtration
over standardly stratified algebras. Their homological behaviour is to a large extent
determined by the fact that modules in such a pair of subcategories are perpendic-
ular to each other (actually, the individual strata of these modules also have this
property), moreover the strata will also satisfy some further homological conditions.
In the present paper we use the language of stratifying subcategories and
stratifying pairs to extend earlier results of [DR] and of [ADL2]. Namely, each
of these classes, i. e. quasi-hereditary algebras, standardly stratified algebras and
CPS-stratified algebras – when defined for an algebra together with a complete
1991 Mathematics Subject Classification. Primary 16D20, 16D90, 16E30. Keywords: strati-
fied algebra, stratifying subcategory, recollement, centralizer
1 Research partially supported by Hungarian NFSR grant no. T068477
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ordering on a complete set of orthogonal idempotents – come with two sequences
of algebras: one is a sequence of quotient algebras and the second a sequence of
centralizers (i. e. endomorphism algebras of projective modules). While it is more
common to deal with these classes via the recursive approach which uses the se-
quence of consecutive factors, the papers mentioned earlier ([DR] and [ADL2]) deal
with the sequence of centralizers and bimodules with appropriate filtration, and
give an explicit construction for quasi-hereditary and standardly stratified algebras.
In this way one can obtain each quasi-hereditary and standardly stratified algebra,
starting with local algebras. We extend this result to the class of CPS-stratified
algebras.
In section 2 of the paper we establish a few results about the functorial con-
nection between stratifying subcategories for the original algebra and stratifying
subcategories for the centralizer algebras. Then in section 3 first we give precise
conditions in terms of the Peirce decompositions of the algebra to be CPS-stratified.
Finally we show how these conditions can be applied to construct from suitable al-
gebras and bimodules a CPS-stratified algebra. We also show that this construction
is universal in the sense that every CPS-stratified algebra can be obtained this way,
starting with local algebras. We conclude with examples.
For background and unexplained notions concerning quasi-hereditary and stan-
dardly stratified algebras we refer for example to [DR], [ADL2] and the literature
quoted there, however we shall not need them in this paper.
2. Stratifying subcategories and centralizers
A will always denote a basic finite dimensional algebra over a field K. Modules
– unless otherwise stated – will be right modules and mod-A (or A-mod) will stand
for the category of finitely generated right A-modules (left A-modules, respectively).
Let us recall some of the basic characterizations of so-called stratifying ideals.
Definition. (Cf. [CPS], [APT], [ADL2]) An idempotent ideal AeA of the algebra
A (with e2 = e ∈ A) is called stratifying if it satisfies any of the following equivalent
conditions (S1), (S1′), (S2), (S3):
(S1) (i) the multiplication map induces a bijection Ae ⊗
eAe
eA→ AeA, and
(ii) ToreAet (Ae, eA) = 0 for all t > 0;
(S1′) (i) the multiplication map induces a bijection Ae ⊗
eAe
eA→ AeA, and
(ii) ExtteAe(Ae,D(eA)) = 0 for all t > 0, where D denotes K-duality;
(S2) ExttA/AeA(X,Y ) = Ext
t
A(X,Y ) for all t ≥ 0 and X,Y ∈ mod-A/AeA;
(S3) Each term in the minimal projective resolution of AeAA is generated by eA.
The last condition is of particular interest to us.
Definition. Let e ∈ A be an idempotent element. The subcategory P(e) consists
of all those A-modules for which there is a projective resolution with all projective
terms in add(eA). In particular, AeA is a stratifying ideal if and only if AeA ∈ P(e).
Dually, Q(e) consists of all those A modules for wich there is an injective resolution
with all injective terms in add(D(Ae)).
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It is easy to see that M ∈ P(e) if and only if ExttA(M,N) = 0 for t ≥ 0 and all
modules N with Ne = 0. This implies that P(e) is closed under extensions, direct
summnads and kernels of epimorphisms.
For C ⊆ mod-A we use the notation F(C) for the class of modules filtered by
elements of C. Furthermore, take
C⊥ = C⊥A =
{
N ∈ mod-A |ExttA(M,N) = 0 ∀ t > 0 and M ∈ C
}
,
⊥C = ⊥CA =
{
M ∈ mod-A |ExttA(M,N) = 0 ∀ t > 0 and N ∈ C
}
.
It is obvious that ⊥C is always a resolving subcategory in mod-A, i. e. it is closed
under extensions, direct summands and kernels of epimorphisms, and it contains
the projective modules, and similarly, C⊥ is necessarily a coresolving subcategory
in mod-A, i. e. it is closed under extensions, direct summands and cokernels of
monomorphisms, and it contains the injective modules.
Note that if C is resolving (coresolving, respectively) then in the above defini-
tions it is enough to require that Ext1(M,N) = 0.
We list here some further homological properties of modules in P(e). (A version
of) the next statment can be found in [APT]. For the convenience of the readers we
include a proof.
Lemma 2.1. Let AeA be a stratifying ideal and X ∈ P(e). Then:
(a) ToreAet (Xe, eA) = 0 for all t > 0;
(b) X ' Xe ⊗
eAe
eA.
Proof. Let us take the projective cover of X:
0→ Ω→ P → X → 0.
We can apply to this sequence the exact functor HomA(eA,−) to obtain
(1) 0→ Ωe→ Pe→ Xe→ 0
and then the functor − ⊗
eAe
eA to get the exact sequence:
(2) 0→ K → Ωe ⊗
eAe
eA→ Pe ⊗
eAe
eA→ Xe ⊗
eAe
eA→ 0
where K = ToreAe1 (Xe, eA). Note that the exactness follows from the fact that
ToreAe1 (Pe, eA) = 0 by (S1)(ii). We can also observe that Ke = 0 since by applying
HomA(eA,−) to (2) we get back (1) with Ke standing in place of 0.
Let us factor out K from the first two non-zero terms of (2) and apply the
natural multiplication maps β and γ to the last two terms to get the following
diagram:
0 → (Ωe ⊗
eAe
eA)/K → Pe ⊗
eAe
eA → Xe ⊗
eAe
eA → 0
↓ α ↓ β ↓ γ
0 → Ω → P → X → 0
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X ∈ P(e) implies that PeA = P and XeA = X, hence γ is surjective and by
(S1)(i) the map β is an isomorphism. Thus, by the Snake lemma Ker γ ' Cokerα
and Kerα = 0. Since (Xe ⊗
eAe
eA)e ' Xe, we get that (Ker γ)e = 0. On the
other hand, X ∈ P(e) clearly implies Ω ∈ P(e) and this gives Ω = ΩeA. So
Cokerα = (Cokerα)eA ' (Ker γ)eA = 0. Thus γ and α are also isomorphisms.
This proves (b).
Ω ∈ P(e) and Ke = 0 gives that Ext1(Ω,K) = 0. Thus the sequence 0→ K →
Ωe ⊗
eAe
eA → Ω → 0 splits, giving that K is a direct summand of Ωe ⊗
eAe
eA. This
implies that K = KeA = 0, i. e. Tor1(Xe, eA) = 0. Applying the result for the
syzygies of X, we get the same statment for higher Tor’s, hence we proved (a). uunionsq
For an arbitrary idempotent element e ∈ A we denote by C = eAe the corre-
sponding centralizer algebra in A. Throughout the paper we shall also make use of
the following functors:
Φ = HomA(eA,−) : mod-A→ mod-C
Γ = −⊗
C
eA : mod-C → mod-A
Θ = HomC(Ae,−) : mod-C → mod-A
Observe that the functor Θ is naturally equivalent to DΓ◦D, where D =
HomK(−,K) is the standard K-duality functor, and Γ◦ = Ae⊗
C
− : C-mod →
A-mod. Indeed, we have HomK(Ae⊗
C
D(X),K) ' HomC(Ae,HomK(D(X),K)) =
Θ(DD(X)) ' Θ(X). It is also easy to see that both ΦΓ and ΦΘ are naturally
equivalent to idmod-C , so Φ and Γ (or Φ and Θ) give an equivalence between mod-C
and the image of Γ (or the image of Θ, respectively). We shall also use the following
adjointness relations between these functors:
HomA(Γ(X), Y ) ' HomC(X,Φ(Y )) for X ∈ mod-C, Y ∈ mod-A;
HomC(Φ(X), Y ) ' HomA(X,Θ(Y )) for X ∈ mod-A, Y ∈ mod-C.
Note that if AeA is a stratifying ideal, the functors Φ, Γ and Θ are the functors of
the so called recollement on the module category level (cf. [CPS]).
We shall adopt the following convention: when C is an isomorphism-closed
subcategory of mod-A or mod-C, respectively, then Φ(C), Γ(C) and Θ(C) will stand
for the isomorphism-closed subcategory of mod-C or mod-A, respectively, which is
generated by modules of the form Φ(XA), Γ(YC) or Θ(ZC).
Lemma 2.2. Suppose that for an idempotent element e ∈ A the ideal AeA is a
stratifying ideal. Then P(e) Φ−→←−
Γ
Φ(P(e)) and Q(e) Φ−→←−
Θ
Φ(Q(e)) are equivalences
between the given subcategories of mod-A and mod-C, with Φ, Γ and Θ being exact.
Proof. We have already seen that ΦΓ ' idmod-C , hence the same natural isomor-
phism applies to the restriction of Γ to Φ(P(e)). Next, Lemma 2.1(b) implies that
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ΓΦ(X) ' X for every X ∈ P(e) and it is easy to see that the isomorphism is natu-
ral. Thus, Φ and Γ are inverse equivalences when restricted to P(e) and Φ(P(e)).
The exactness of Φ is obvious, while the exactness of Γ when restricted to Φ(P(e))
follows from Lemma 2.1(a).
The statement about the equivalence of Q(e) and Φ(Q(e)) follows by K-duality
from the previous part, since D(Q(e)) = P◦(e), where P◦(e) consists of all left
A-modules for which there is a projective resolution with all projective terms in
addAe. uunionsq
Lemma 2.3. Suppose AeA is a stratifying ideal. Then
(a) Φ(P(e)) is a resolving and Φ(Q(e)) is a coresolving subcategory of mod-C;
(b) If P ′ ⊆ mod-C is a resolving subcategory, and D(eA) ∈ (P ′)⊥ then Γ(P ′) ⊆
P(e). Dually, if Q′ ⊆ mod-C is a coresolving subcategory, and Ae ∈ ⊥(Q′)
then Θ(Q′) ⊆ Q(e).
Proof. To prove (a), we shall use the fact that P(e) is closed under extensions,
direct summands and kernels of epimorphisms.
Let us take an exact sequence in mod-C:
(3) 0→ X → Y → Z → 0.
We can apply the functor Γ = −⊗
C
eA to get
(4) 0→ Γ(X)→ Γ(Y )→ Γ(Z)→ 0
By Lemma 2.1 (a) the sequence in (4) is exact if Z ∈ Φ(P(e)). Furthermore, by
Lemma 2.1 (b), if MA ∈ P(e), then ΓΦ(M) ' M , hence for any N ∈ Φ(P(e)) we
get that Γ(N) ∈ P(e).
Thus if X,Z ∈ Φ(P(e)), then (4) is exact, and Γ(X),Γ(Z) ∈ P(e), giving
that Γ(Y ) ∈ P(e) and Y ' ΦΓ(Y ) ∈ Φ(P(e)). Similarly, if Y, Z ∈ Φ(P(e)) then
X ∈ Φ(P(e)). Thus Φ(P(e)) is closed under extensions and kernels of epimorphisms.
When (3) is a split sequence then (4) is also split exact. In this case, if Y ∈
Φ(P(e)) then Γ(Y ) ∈ P(e), so we get that Γ(X),Γ(Z) ∈ P(e) and X ' ΦΓ(X) and
Z ' ΦΓ(Z) belong to Φ(P(e)), i. e. Φ(P(e)) is closed under taking direct summands.
Finally, since eA ∈ P(e) and Φ(eA) = eAe = C ∈ Φ(P(e)), we get that Φ(P(e))
contains the projectives in mod-C, hence Φ(P(e)) is a resolving subcategory.
To prove (b), let X be a module in P ′ and let us take a minimal projective
resolution of X in mod-C. We know that P ′ is resolving, hence each syzygy is in
P ′. Since D(eA) ∈ (P ′)⊥ implies that TorCt (M, eA) ' D(ExttC(M,D(eA)) = 0 for
M ∈ P ′, we get that Γ maps the projective resolution of X into an exact sequence.
Clearly, projective C-modules are mapped to projective A-modules from add (eA),
hence Γ(X) ∈ P(e). This shows that Γ(P ′) ⊆ P(e).
The dual statements about Q(e) and Q′ can be proved by applying the state-
ments about P(e) and P ′ to left modules and taking K-duals, using the natural
equivalence between Θ and DΓ◦D uunionsq
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From now on we shall fix an order e = (e1, . . . , en) of primitive orthogonal
idempotents and define the idempotents εi = ei + . . . + en. Let e = εi for a fixed
i ≥ 2; then the corresponding centralizer algebra is C = εiAεi, with a fixed order
of primitive orthogonal idempotents e′ = (ei, . . . , en). The functors defined earlier
are Φ = HomA(εiA,−), Γ = −⊗
C
εiA, Θ = HomC(Aεi,−). We shall also use the
notation B = A/AεiA and e′′ = (e1, . . . , ei−1).
We need to recall a few concepts from [AL].
Definition. For (A, e) we define the subcategories
Pi(e) =
{
M ∈ mod-A |Mεi+1 = 0 and Extt(M,S(j)) = 0 ∀j < i, ∀t ≥ 0
}
,
where S(j) denotes the simple top of the projective module ejA.
Qi(e) =
{
N ∈ mod-A |Nεi+1 = 0 and Extt(S(j), N) = 0 ∀j < i, ∀t ≥ 0
}
.
Let us note that Pj(e) ⊆ P(εi) and Qj(e) ⊆ Q(εi) for j ≥ i, and in the case when
Aεi+1A is a stratifying ideal, Pi(e) = PA/Aεi+1A(ei) and Qi(e) = QA/Aεi+1A(ei).
Finally, let
P(e) = F(P1(e), . . . ,Pn(e)) and
Q(e) = F(Q1(e), . . . ,Qn(e)).
Definition. The algebra (A, e) is CPS-stratified if AA ∈ P(e), or equivalently, if
D(AA) ∈ Q(e). (Cf. also [CPS] and [ADL1].)
Note that (A, e) is CPS-stratified if and only if the ideals AεiA are stratifying
ideals in A for 1 ≤ i ≤ n.
By [AL], P(e) is a resolving and Q(e) is a coresolving subcategory for (A, e) if
(A, e) is CPS-stratified.
Definition. P ⊆ mod-A is a stratifying subcategory for (A, e) if it is resolving, and
P = F(P1, . . . ,Pn) for some Pi ⊆ Pi(e). Similarly, Q ⊆ mod-A is a costratifying
subcategory for (A, e) if it is coresolving, and Q = F(Q1, . . . ,Qn) for some Qi ⊆
Qi(e). A stratifying subcategory P and a costratifying subcategory Q for (A, e)
form a stratifying pair for (A, e) if Q = P⊥ and P = ⊥Q.
It was shown in [AL] that if P is a stratifying subcategory for (A, e) then P⊥ is
a costratifying subcategory and similarly, if Q is costratifying then ⊥Q is stratifying.
Every CPS-stratified algebra has (at least one) stratifying pair: in fact, if (A, e) is
CPS-stratified then P(e) and P(e)⊥ form such a pair.
Lemma 2.4. Let AεiA be a stratifying ideal in (A, e), and j ≥ i. Then the pairs
of functors Pj(e)
Φ−→←−
Γ
Φ(P(εi)) ∩ Pj(e′) and Qj(e)
Φ−→←−
Θ
Φ(Q(εi)) ∩ Qj(e′) define
equivalences between the corresponding subcategories of mod-A and mod-C.
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Proof. Since Pj(e) ⊆ P(εi), we can apply Lemma 2.2. So it suffices to prove that
Φ(Pj(e)) = Φ(P(εi)) ∩ Pj(e′).
Suppose that X ∈ Pj(e). Then X has a projective resolution in P(εi), whose
projective terms belong to add (εjA), so Φ(X) has a projective resolution with
projective terms in add (εjAεi). Furthermore, ifX ∈ mod-A/Aεj+1A, i. e. Xεj+1 =
0, then (Xεi)εj+1 = 0. Thus for X ∈ Pj(e), we have Φ(X) ∈ Pj(e′).
Conversely, let X be in Φ(P(εi)) ∩ Pj(e′), and consider a minimal projec-
tive resolution of X. By Lemma 2.3 (a) the syzygies of this resolution are in
Φ(P(εi)). Lemma 2.1 yields that by applying the functor Γ to this resolution
we get a projective resolution of Γ(X) with projective terms in Γ(add (εjAεi)) =
add (εjAεi⊗
C
εiA) = add (εjA). Furthermore, if Xεj+1 = 0, then Γ(X)εj+1 =
X ⊗
C
εiAεj+1 = XεiAεj+1⊗
C
εj+1 = Xεj+1⊗
C
εj+1 = 0. So Γ(X) ∈ Pj(e), and
X ' ΦΓ(X) ∈ Φ(Pj(e)).
The second statement follows from the first by K-duality. uunionsq
The following two propositions give a connection between stratifying subcate-
gories of (A, e) and those of (C, e′) and (B, e′′).
Proposition 2.5. Let P be a stratifying subcategory for (A, e) and let P ′ be the
image of P under the functor Φ, i. e. P ′ = Φ(P) = Pεi. Then P ′ is a stratify-
ing subcategory for (C, e′) and P ′′ = P ∩ (mod-B) is a stratifying subcategory for
(B, e′′).
Proof. Let us observe that Φ(P) = Φ(F(P1, . . . ,Pn)) = Φ(F(Pi, . . . ,Pn)), where
F(Pi, . . . ,Pn) = P ∩ P(εi) since for any X ∈ P ∩ P(εi) we have X = XεiA and
XεjA/Xεj+1A ∈ F(Pj) by Lemma 2.2 of [AL]. Since P∩P(εi) is closed under exten-
sions, kernels of epimorphisms and direct summands, Lemma 2.2 and Lemma 2.3 (a)
give that Φ(P) = Φ(P ∩P(εi)) is also closed under these operations. Furthermore,
εiAεi = Φ(εiA) ∈ Φ(P) also holds, thus Φ(P) is a resolving subcategory. By
Lemma 2.4, Φ(Pj) ⊆ Pj(e′) for all j ≥ i, so P ′ = Φ(P) = F(Φ(Pi) · · · ,Φ(Pn)) is a
stratifying subcategory for (C, e′).
To show that P ′′ = P ∩mod-B = F(P1, . . . ,Pi−1) is a stratifying subcategory
for (B, e′′), observe first that it is clearly resolving. Thus we have to show only that
Pj ⊆ Pj(e′′) for j < i. But this follows from the fact that AεiA is a stratifying
ideal, hence by (S2) the extensions of B-modules over B and A are the same, thus
the subcategories Pj(e′′) and Pj(e) are identical for j < i. uunionsq
Proposition 2.6. For a given (A, e) suppose that
(i) P ′ is a stratifying subcategory for (C, e′), and P ′′ is a stratifying subcategory
for (B, e′′);
(ii) Aεi⊗
C
εiA ' AεiA;
(iii) Aεi ∈ P ′, D(εiA) ∈ (P ′)⊥.
Then P = F(P ′′,Γ(P ′)) is a stratifying subcategory for (A, e) such that Φ(P) = P ′.
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Proof. Note first that conditions (ii) and (iii) imply by (S1′) that AεiA is a strat-
ifying ideal. It is also clear that AA ∈ P, since AεiA ' Aεi⊗
C
εiA ∈ Γ(P ′) and
A/AεiA ∈ P ′′.
Lemma 2.3 (b) implies that Γ(P ′) ⊆ P(εi), and from the equivalence given by
the (exact) functors Γ(P ′) Φ−→←−
Γ
P ′ = ΦΓ(P ′) (see Lemma 2.2) it follows that Γ(P ′)
is closed under extensions, kernels of epimorphisms and direct summands.
Lemma 2.4 proves that Γ(P ′j) ⊆ Pj(e) for j ≥ i, and the elements of P are
filtered by P ′′1 , . . . ,P ′′i−1,Γ(P ′i), . . . ,Γ(P ′n). Since the latter satisfy the closure prop-
erties of Proposition 2.6 in [AL], P is a stratifying subcategory for (A, e).
Finally, Φ(P) = Φ(F(P ′′,Γ(P ′))) = ΦΓ(P ′) = P ′. uunionsq
To establish a similar connection between stratifying pairs of subcategories for
a CPS-stratified algebra (A, e) and its centralizer algebra (C, e′), we need first the
following lemma.
Lemma 2.7. Let (A, e) be a CPS-stratified algebra, X ∈ F(Pi(e), . . . ,Pn(e)) and
Y ∈ F(Qi(e), . . . ,Qn(e)). Then for arbitrary t > 0
ExttA(X,Y ) = 0 ⇐⇒ ExttC(Φ(X),Φ(Y )) = 0.
Proof. We prove the statement only for t = 1; then the general statement will
follow by a usual dimension shifting argument, using the fact that the syzygies of
X ∈ F(Pi(e), . . . ,Pn(e)) = P ∩ P(εi) also belong to F(Pi(e), . . . ,Pn(e)), and Φ
maps a projective resolution into a projective resolution.
Let us assume first that Ext1A(X,Y ) = 0. This is equivalent to saying that for
the projective cover of X in mod-A:
0 −→ Ω α−→ P −→ X −→ 0
the map HomA(P, Y ) → HomA(Ω, Y ) is surjective. That is to say, for every β ∈
HomA(Ω, Y ) there is γ ∈ HomA(P, Y ) making the following diagram commutative:
0 −→ Ω α−→ P −→ X −→ 0
.....................
. ....
β
.....
.
....
.........
γ
Y
By applying the functor Φ to this diagram we get the following commutative dia-
gram:
0 −→ Φ(Ω) Φ(α)−→ Φ(P ) −→ Φ(X) −→ 0
.....................
. ....
Φ(β)
....................
.
....
Φ(γ)
Φ(Y )
where Φ(P ) is projective. Note that X ∈ F(Pi(e), . . . ,Pn(e)) ⊆ P(εi) implies that
Ω ∈ P(εi) so Lemma 2.1 (b) and the adjointness of the functors Γ and Φ give
HomA(Ω, Y ) ' HomA(ΓΦ(Ω), Y ) ' HomC(Φ(Ω),Φ(Y )).
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This shows that HomC(Φ(P ),Φ(Y ))→ HomC(Φ(Ω),Φ(Y )) is also surjective, hence
Ext1C(Φ(X),Φ(Y )) = 0.
Conversely, let us now assume that Ext1C(Φ(X),Φ(Y )) = 0. This means that
if we take the projective cover of Φ(X) in mod-C:
0 −→ Ω′ α−→ P ′ −→ Φ(X) −→ 0,
the map HomC(P ′,Φ(Y ))→ HomC(Ω′,Φ(Y )) is surjective:
0 −→ Ω′ α−→ P ′ −→ Φ(X) −→ 0.
.....................
. ....
β
.....
.
....
.........
γ
Φ(Y )
This gives rise to the following commutative diagram:
0 −→ Γ(Ω′) Γ(α)−→ Γ(P ′) −→ ΓΦ(X) −→ 0.
.....................
. ....
β′
....................
.
....
γ′
ΘΦ(Y )
Here the maps β′ and γ′ are obtained from β and γ using the natural isomorphisms,
coming from the adjointness of Φ and Θ:
HomC(M,N) ' HomC(ΦΓ(M), N) ' HomA(Γ(M),Θ(N)).
As in the previous part, we get that HomA(Γ(P ′),ΘΦ(Y ))→ HomA(Γ(Ω′),ΘΦ(Y ))
is surjective. Since Γ(P ′) is projective, this proves that Ext1A(ΓΦ(X),ΘΦ(Y )) =
0. But X ∈ P(εi) implies ΓΦ(X) ' X and Y ∈ Q(εi) implies ΘΦ(Y ) ' Y by
Lemma 2.1 (b) and its dual. So Ext1A(X,Y ) = 0. uunionsq
Proposition 2.8. Let (A, e) be a CPS-stratified algebra. Then the following are
equivalent for a pair (P ′,Q′) of subcategories of mod-C.
(1) (P ′,Q′) is a stratifying pair over (C, e′) with Aεi ∈ P ′ and D(εiA) ∈ Q′.
(2) There is a stratifying pair (P,Q) over (A, e) such that (P ′,Q′) = (Φ(P),Φ(Q)).
Proof. Let us fix a stratifying pair (P ′′,Q′′) for (B, e′′).
Let H denote the set of all those pairs (P,Q) of stratifying and costratifying
subcategories for (A, e) for which that P ∩ (mod-B) = P ′′, Q ∩mod-B = Q′′ and
Q ⊆ P⊥.
Let H′ denote the set of all those pairs (P ′,Q′) of stratifying and costratifying
subcategories for (C, e′) for which Aεi ∈ P ′, D(εiA) ∈ Q′, and Q′ ⊆ P ′⊥.
Consider the following maps:
µ : (P,Q) 7→ (Φ(P),Φ(Q)) for each (P,Q) ∈ H
ν : (P ′,Q′) 7→ (F(P ′′,Γ(P ′)),F(Q′′,Θ(Q′))) for each (P ′,Q′) ∈ H′
Then µ maps every pair (P,Q) ∈ H to a pair (P ′,Q′) ∈ H′, since Propo-
sition 2.5 and its dual imply that P ′ = Φ(P) is a stratifying and Q′ = Φ(Q)
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is a costratifying subcategory for (C, e′); AA ∈ P gives that Aεi ∈ P ′, and
similarly, D(AA) ∈ Q gives D(εiA) = D(A)εi ∈ Q′; finally, Q′ ⊆ P ′⊥ follows
from Lemma 2.7, since Φ(P) = Φ(F(Pi, . . . ,Pn)), Φ(Q) = Φ(F(Qi, . . . ,Qn)), and
F(Qi, . . . ,Qn) ⊆ F(Pi, . . . ,Pn)⊥.
Next we show that the map ν maps every pair (P ′,Q′) ∈ H′ to a pair (P,Q) ∈
H. Proposition 2.6 and its dual imply that P = F(P ′′,Γ(P ′)) is a stratifying
and Q = F(Q′′,Θ(Q′)) is a costratifying subcategory for (A, e). Furthermore,
P ∩ (mod-B) = F(P ′′,Γ(P ′)) ∩ (mod-B) = P ′′, similarly, Q ∩ (mod-B) = Q′′.
We still have to prove that Q ⊆ P⊥. First, ExttA(P ′′,Q′′) = ExttB(P ′′,Q′′) = 0
for t > 0, since (P ′′,Q′′) is a stratifying pair for (B, e′′) and AεiA is a stratifying
ideal. Next, ExttA(P ′′,Θ(Q′)) = ExttA(Γ(P ′),Q′′) = 0 for t > 0, since Θ(Q′) ∈
Q(εi) and Γ(P ′) ∈ P(εi) by Lemma 2.3 (b). Finally, Θ(Q′) = F(Qi, . . . ,Qn),
Γ(P ′) = F(Pi, . . . ,Pn) and ExttC(Q′,P ′) = 0 for t > 0, so Lemma 2.7 gives that
ExttA(Γ(P ′),Θ(Q′) = 0.
It is clear that µν = idH′ . On the other hand, for any pair (P,Q) ∈
H, F(P ′′,ΓΦ(P)) = P, since ΓΦ(P) = ΓΦ(F(Pi, . . . ,Pn)), which is equal to
F(Pi, . . . ,Pn) by Lemma 2.2, and dually, F(Q′′,ΘΦ(Q)) = Q. So νµ = idH.
Now let us assume that (P,Q) is a stratifying pair over (A, e), and let P ′′ =
P ∩ (mod-B) and Q′′ = Q∩ (mod-B). Consider the classes H and H′ and the maps
µ and ν with this fixed pair (P ′′,Q′′). Since Q = P⊥, Q is the largest costratifying
subcategory such that (P,Q) ∈ H. Thus, for (P ′,Q′) = µ(P,Q), the subcategory
Q′ is the largest costratifying subcategory for (C, e′) such that (P ′,Q′) ∈ H′. But
(P ′, (P ′)⊥) is also in H′, so (P ′)⊥ ⊆ Q′ ⊆ (P ′)⊥, i. e. (P ′)⊥ = Q′, and similarly,
⊥(Q′) = P ′. So (P ′,Q′) is a stratifying pair with Aεi ∈ P ′ and D(εiA) ∈ Q′. This
proves that (2) implies (1).
With an analogous argument we get that for any stratifying pair (P ′,Q′) ∈ H′
the pair (P,Q) = ν(P ′,Q′) is a stratifying pair for (A, e) with P ′ = Φ(P) and
Q′ = Φ(Q). So (1) implies (2). uunionsq
3. Recursive construction of CPS-stratified algebras
Theorem 3.1. For (A, e) let ϕi = e1 + . . . + ei−1 = 1 − εi, and E = ϕiAεi,
F = εiAϕi, C = εiAεi, B = A/AεiA. Then (A, e) is CPS-stratified if and only if
the following conditions hold:
(i) (C, e′) and (B, e′′) are CPS-stratified;
(ii) the multiplication map E⊗
C
F → ϕiAϕi is injective;
(iii) there is a stratifying pair (P ′,Q′) for (C, e′) such that E ∈ P ′ and D(F ) ∈ Q′.
Proof. Let us assume first that (A, e) is CPS-stratified. Then P = P(e) is a strat-
ifying subcategory. By Proposition 2.5, (C, e′) and (B, e′′) are CPS-stratified, as
stated in condition (i). Since AεiA is a stratifying ideal, the multiplication map
Aεi⊗
C
εiA→ AεiA is injective by (S1), so ϕiAεi⊗
C
εiAϕi → ϕiAεiAϕi is also injec-
tive, proving condition (ii). Finally, by Lemma 2.5, P ′ = Φ(P(e)) ⊆ Φ(P(εi)) is a
stratifying subcategory for (C, e′) with E = Φ(ϕiA) ∈ P ′, and by Lemma 2.1 (a)
the costratifying subcategory Q′ = (P ′)⊥ contains D(εiA) and its direct summand
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D(F ) = D(εiAϕi) as well. Since ⊥(Q′) is a stratifying subcategory for (C, e′), by
Proposition 2.6 Γ(⊥(Q′)) can be included in a stratifying subcategory for (A, e), so
it is in P(e), hence ⊥(Q′) = ΦΓ(⊥(Q′)) ⊆ Φ(P(e)) = P ′. But the latter is clearly
contained in ⊥(Q′), so ⊥(Q′) = P ′. Thus (P ′,Q′) is a stratifying pair for (C, e′),
satisfying condition (iii).
Now suppose that conditions (i), (ii) and (iii) hold. Condition (ii), i. e.
the injectivity of the map E⊗
C
F → ϕiAϕi implies that the multiplication map
Aεi⊗
C
εiA = (E⊕C)⊗
C
(F ⊕C) → A is also injective, since the injectivity for
the other three direct components is obvious. Thus condition (ii) of Proposi-
tion 2.6 holds. Condition (iii) of the theorem implies that Aεi = E⊕C ∈ P ′
and D(εiA) = D(F )⊕D(C) ∈ Q′, since CC is projective and D(CC) is injective,
so condition (iii) of Proposition 2.6 is also satisfied. Finally, we can take any strat-
ifying subcategory for (B, e′′) as P ′′ to satisfy condition (i) of Proposition 2.6, so
there exists a stratifying subcategory for (A, e), i. e. (A, e) is CPS-stratified. uunionsq
If i = n in the previous theorem then (C, e′) is automatically CPS-stratified
since C is local. Furthermore condition (iii) is equivalent to saying that
Extt(E,D(F )) = 0 for all t > 0 (see Proposition 3.7 of [AL]), so (ii) and (iii)
together give, by (S1′), the condition that AεiA is a stratifying ideal. This is the
usual recursive definition of a CPS-stratified algebra.
Similarly, if i = 2, then B is local, hence the condition on the algebra B can be
dropped. Actually, we can use the previous theorem for this situation to construct
all CPS-stratified algebras. The construction follows closely the construction of ∆-
and ∆ filtered (i. e. standardly stratified) algebras in [ADL2], so we only prove what
is different in this case.
Let us take a local algebra L with unit element e1, and a CPS-stratified algebra
(C, e′), where e′ = (e2, . . . , en). Furthermore, let LEC and CFL be bimodules such
that EC ∈ P ′ and D(CF ) ∈ Q′, where (P ′,Q′) is a stratifying pair for (C, e′). Note
that by [AL], Proposition 3.7 such a stratifying pair exists if and only if EC ∈ P(e′),
D(CF ) ∈ Q(e′) and ExttC(EεjC/Eεj+1C,D(CεjF/Cεj+1F )) = 0 for all t > 0 and
j ≥ 2. We also fix a C-C bimodule homomorphism µ : F ⊗
L
E → radC.
We extend L to a larger local algebra L˜ so that
L˜ = L×(E⊗
C
F )
is the split extension of L by the algebra E⊗
C
F , where the algebra multiplication
on E⊗
C
F is defined by
(E⊗
C
F )⊗
L
(E⊗
C
F ) ' E⊗
C
(F ⊗
L
E)⊗
C
F
idE ⊗µ⊗ idF−→ E⊗
C
C ⊗
C
F ' E⊗
C
F.
In a similar fashion we extend the L-module structure on E and F to an L˜-module
structure. Thus E and F become L˜-C and C-L˜ bimodules. Finally, we define the
algebra A˜ as
A˜ =
(
L˜ E
F C
)
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with the natural algebra structure. In an obvious way e = (e1, . . . , en) gives a
complete oredered set of primitive orthogonal idempotents in A˜.
Since ε2A˜ε2 = C, A˜/A˜ε2A˜ ' L, (e1A˜ε2)C = EC and C(ε2A˜e1) = CF , con-
ditions (i) and (iii) of Theorem 3.1 are satisfied. The construction of L˜ = e1A˜e1
ensures that E⊗
C
F = e1A˜ε2A˜e1, so condition (ii) of Theorem 3.1 also holds. Thus
we proved the following theorem.
Theorem 3.2. Let L be a local algebra with unit element e1, (C, e′) a CPS-stratified
algebra with e′ = (e2, . . . , en), LEC and CFL bimodules such that EC ∈ P ′ and
D(CF ) ∈ Q′, where (P ′,Q′) is a stratifying pair for (C, e′), and finally, µ : F ⊗
L
E →
radC a bimodule homomorphism. If A˜ is the algebra constructed above and e =
(e1, . . . , en), then (A˜, e) is CPS-stratified.
As in [ADL2], we can take an ideal H / A˜ such that H ⊆ rad L˜ and H ∩
(E⊗
C
F ) = 0. In [ADL2] such ideals were called auxiliary ideals. Then A = A˜/H
is also CPS-stratified since C,E, F remain the same and the map E⊗
C
F → L˜/H
remains injective.
In this way we can construct all CPS-stratified algebras:
Theorem 3.3. Let (A, e) be a CPS-stratified algebra and let us take L = e1Ae1,
C = ε2Aε2, E = e1Aε2, F = ε2Ae1 and the multiplication map µ : F ⊗
L
E → radC.
Then with the algebra A˜ and an appropriate auxiliary ideal H ⊆ e1A˜e1, we have
A ' A˜/H.
Proof. Let us define ν : E⊗
C
F → L to be the natural multiplication map, and H ={
u− ν(u) |u ∈ E⊗
C
F
}
. Theorem 3.1 implies that conditions of Theorem 3.2 for C,
E and F are satisfied, thus we can construct A˜ in the prescribed way. Furthermore,
the proof of Theorem 4.4 of [ADL2] can be applied to show that H is an auxiliary
ideal, and A˜/H ' A. uunionsq
Let us conclude with two examples.
Example 3.4. We give an example of a situation where a stratifying pair for (C, e′)
cannot be extended to a stratifying pair for (A, e) (cf. Proposition 2.8). Let A =
KG/I, where G is the graph
• • •1 2 3................................................... ...................................................α γ............................................
....
....
...........
.....................................
....
....
....
....
..........
β δ
and I = (αβ, β2, γβ, δγ, δ2). So the right regular representation of A is given by
AA = 12 ⊕ 22 ⊕ 32 3
and for C = ε2Aε2 we have
CC = 22 ⊕ 32 3 .
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C is a ∆-filtered (hence standardly stratified) algebra with only two stratifying pairs:
(addCC = F(∆),mod-C) and (F( 2 , 32 3 ),F( 22 , 3 )). Here the first stratifying pair
cannot be extended to a stratifying pair for (A, e), since e1Aε2 6∈ addCC . On the
other hand the second pair can be extended to the pair (F( 1 , 2 , 32 3 ),F( 1 , 22 , 3 )).
Example 3.5. Here we show how Theorem 3.2 can be applied to construct CPS-
stratified algebras, starting with two local algebras.
Let G be the graph with one vertex and two loops:
•
2
......................
....
....
.....
.....
.................... ..
.
......................
....
....
.....
.....
...................
.
...
α β
Let us take C = KG/I with I = (α2, β2, αβ) and use the notation e2 = 1C . The
regular representation of C can be described by
CC =
2
2 2
2
.......
.......
........
α β
α
For L we can take the base field K as a local K-algebra. Since C is local, to find
suitable bimodules E and F we only have to satisfy the conditions ExttC(E,D(F )) =
0 for t > 0: by Propositon 3.7 of [AL] if these conditions are satisfied, we can always
find a stratifying pair for (C, e2), containing the given modules. To this end, let us
consider the following modules: X = C
/
βC, Yλ = C
/
(α−λβ)C for 0 6= λ ∈ K and
Z = C
/
(αC + βαC). Thus we have:
XC =
2
2
........ α (Yλ)C =
2
2
........
........α λβ ZC =
2
2
........ β
One can check easily that the following extension modules are all zero:
ExttC(X,Yλ) = Ext
t
C(X,Z) = Ext
t
C(Yλ, Yκ) = Ext
t
C(Yλ, Z) = 0
for all t > 0 and λ 6= κ.
Thus we can start for example with EC = X and CF = D(Y1). In order
to define the map µ : F ⊗
L
E → radC, we fix a basis for C, L, E and F . Let
C = 〈e2, α, β, βα〉 and L = 〈e1〉; and similarly E = 〈e′2, α′〉 with e′2α = α′ and
e′2β = α
′α = α′β = 0 and F = 〈e′′2 , α′′〉 with αe′′2 = βe′′2 = α′′ and αα′′ = βα′′ = 0.
Then we can define the C-C bimodule map µ as follows. Let us take µ(e′′2 ⊗ e′2) = β;
then µ(e′′2 ⊗α′) = βα, furthermore µ(α′′⊗ e′2) = µ(α′′⊗α′) = 0. Note that E⊗
C
F
is one dimensional and the multiplication on E⊗
C
F becomes zero. Actually we can
obtain the complete multiplication table of A˜. We get that the regular module over
A˜ can be described by
A˜
A˜
=
1
2
1 2
........
.......
.......
⊕
2
1
2
2
2 1
.......
........
....................
....................
.......
.......
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and hence A˜ = KG˜/I where G˜ is the graph
• •
1 2
.........................................
..
........................................... ......................
....
....
.....
.....
...................
.
...
e′2
e′′2
α
and I = (α2, e′2e
′′
2e
′
2, e
′′
2e
′
2e
′′
2 − αe′′2). In this way we get a CPS-stratified algebra,
which is not standardly stratified. Since there are no non-zero auxiliary ideals, this
input set (L,E, F,C, µ) gives only this algebra by our construction.
On the other hand by modifying the map µ we can obtain a completely different
algebra. If µ(e′′2 ⊗ e′1) = βα then we get an algebra A˜ with regular decomposition
A˜
A˜
=
1
2
2 1
........
.......
.......
α ⊕
2
2 2 1
1 2
....................
........
....................
.......
.......
.......
.......
α
β
α
Let us note also that by using different perpendicular pairs of bimodules (for
example using the modules X, Yλ and Z in a different setup) we can get infinitely
many CPS-stratified algebras.
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KOSZUL DUALITY FOR STRATIFIED ALGEBRAS I.
QUASI-HEREDITARY ALGEBRAS
VOLODYMYR MAZORCHUK
Abstract. We give a complete picture of the interaction between
Koszul and Ringel dualities for quasi-hereditary algebras admitting
linear tilting (co)resolutions of standard and costandard modules.
We show that such algebras are Koszul, that the class of these
algebras is closed with respect to both dualities and that on this
class these two dualities commute. All arguments reduce to short
computations in the bounded derived category of graded modules.
1. Introduction
Let A be a positively graded quasi-hereditary algebra. Then there
exist two classical duals for A: the Ringel dual R(A) ([Ri]), which is
the endomorphism algebra of the characteristic tilting A-module, and
the Koszul dual E(A) ([ADL2]), which is the extension algebra of the
direct sum of all simple A-modules. The algebra R(A) is always quasi-
hereditary, while the algebra E(A) is quasi-hereditary only under some
additional assumptions. For example, E(A) is quasi-hereditary if both,
projective resolutions of all standard A-modules and injective coreso-
lutions of all costandard A-modules, are linear (see [ADL2]). Such
algebras were called standard Koszul in [ADL2].
The natural question to ask is whether R(E(A)) ∼= E(R(A)). This
question was addressed in [MO], where it was shown that this is the
case under some assumptions, which, roughly speaking, mean that the
algebras A, R(A), E(A), E(R(A)) and R(E(A)) are standard Koszul
with respect to the grading, induced from the grading on A. The main
disadvantage of this result was that the condition was not formulated
in terms of A-modules and hence was very difficult to check.
The main motivation for the present paper was to find an easier con-
dition which would guarantee the isomorphism R(E(A)) ∼= E(R(A)).
For this we further develop the approach of [MO], based on the category
of linear complexes of tilting A-modules. The main point of the paper
is that we find an easy way to check Koszulity of A and quasi-heredity
of E(A) based on direct computations in the derived category. This
looks much easier than, for example, the subtle analysis of the structure
of projective resolutions, carried out in [ADL2].
A part of the condition, used in [MO], was formulated as follows: all
standard and costandard A-modules have linear tilting (co)resolutions.
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We call such algebras balanced. Using our computational approach
we show that already this is enough to ensure that all algebras in the
list A, R(A), E(A), E(R(A)) and R(E(A)) are standard Koszul with
respect to the induced grading and derive as a corollary that Koszul
and Ringel dualities on such A commute. Under our assumptions we
reprove main results from [ADL2] and strengthen the main result from
[MO]. Our main result is the following:
Theorem 1. For every balanced quasi-hereditary algebra A we have:
(i) The algebra A is Koszul and standard Koszul.
(ii) The algebras A, R(A), E(A), E(R(A)) and R(E(A)) are bal-
anced.
(iii) Every simple A-module is represented by a linear complex of tilting
modules.
(iv) R(E(A)) ∼= E(R(A)) as graded quasi-hereditary algebras.
By [BGS, MOS] we also have equivalences of the corresponding
bounded derived categories of graded modules for the algebras A, E(A),
R(A) and R(E(A)) ∼= E(R(A)). Another advantage of our approach
is that it admits a straightforward generalization to stratified algebras,
both in the sense of [ADL1] and [CPS]. There is, however, a technical
complication in this generalization: In the case when a stratified alge-
bra is not quasi-hereditary, it has infinite global dimension and hence
the Koszul dual is infinite-dimensional. Thus to apply our approach
one has first to develop a sensible tilting theory for infinite-dimensional
stratified algebras. This is an extensive technical work, which will
be carried out in the separate paper [Ma2]. In the present paper we
avoid these technicalities to make our approach clearer. Another ad-
vantage of our approach is that it generalizes to infinite-dimensional
quasi-hereditary algebras of finite homological dimension.
The paper is organized as follows: In Section 2 we collect all neces-
sary preliminaries about graded quasi-hereditary algebras. In Section 3
we prove our main result. We complete the paper with some examples
in Section 4.
Acknowledgments. This research is partially supported by the
Swedish Research Council. Most of the results of the paper were ob-
tained during the visit of the author to Department of Algebra and
Number Theory, Eo¨tvo¨s University, Budapest in September 2008. The
hospitality of Eo¨tvo¨s University is gratefully acknowledged. The author
also thanks Istva´n A´goston and Erzse´bet Luka´cs for their hospitality
and many stimulating discussions.
2. Graded quasi-hereditary algebras
By N we denote the set of all positive integers. By a module we
always mean a graded left module, and by grading we always mean
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Z-grading. Let k be an algebraically closed field and A be a basic,
finite-dimensional, positively graded and quasi-hereditary k-algebra.
Let Λ = {1, . . . , n} and {eλ : λ ∈ Λ} be a complete set of pairwise
orthogonal primitive idempotents for A such that the natural order on
Λ is the one which defines the quasi-hereditary structure on A. Then
A = ⊕i≥0Ai, A0 ∼= ke1 ⊕ · · · ⊕ ken and rad(A) = ⊕i>0Ai.
Let A−gmod denote the category of all finite-dimensional graded
A-modules. Morphisms in this category are homogeneous morphism
of degree zero between graded A-modules. This is an abelian category
with enough projectives and enough injectives. For i ∈ Z we denote
by 〈i〉 the autoequivalence of A−gmod, which shifts the grading as
follows: (M〈i〉)j = Mi+j , j ∈ Z. We adopt the notation homA and
extiA to denote homomorphisms and extensions in A−gmod.
For λ ∈ Λ we consider the graded indecomposable projective module
P (λ) = Aeλ, its graded simple quotient L(λ) = P (λ)/rad(A)P (λ) and
the graded indecomposable injective envelop I(λ) of L(λ). Let ∆(λ) be
the standard quotient of P (λ) and ∇(λ) be the costandard submodule
of I(λ). By [MO, Corollary 5], there exists a graded lift T (λ) of the
indecomposable tilting module corresponding to λ such that ∆(λ) is a
submodule of T (λ) and ∇(λ) is a quotient of T (λ).
For every i ∈ Z we will say that centroids of the modules L(λ)〈i〉,
∆(λ)〈i〉, ∇(λ)〈i〉, P (λ)〈i〉, T (λ)〈i〉 and T (λ)〈i〉 belong to −i. Simple,
projective, injective, standard, costandard and tilting A-modules will
be called structural modules. A complex X •
(X •, d•) : . . .
di−2 // X i−1
di−1 // X i
di // X i+1
di+1 // . . .
of structural A-modules is called linear provided that for every i ∈ Z
centroids of all indecomposable direct summands of X i belong to −i.
The algebra A is called standard Koszul provided that all standard
modules have linear projective resolutions and all costandard modules
have linear injective coresolutions (see [ADL2]). The algebra A is called
balanced provided that all standard modules have linear tilting coreso-
lutions and all costandard modules have linear tilting resolutions (see
[MO], where a stronger condition was imposed, however, we will show
that both conditions are equivalent). The algebra A is called Koszul
provided that projective resolutions of simple A-modules are linear (see
[Pr, BGS, MOS]). Denote by E(A) the opposite of the Yoneda exten-
sion algebra of the direct sum of of all simple A-modules. If A is Koszul,
the algebra E(A) is called the Koszul dual of A and we have that E(A)
is Koszul as well and E(E(A)) ∼= A.
Let Db(A) denote the bounded derived category of A−gmod. For
i ∈ Z we denote by [i] the autoequivalence of Db(A), which shifts the
position of the complex as follows: X [i]j = X i+j, j ∈ Z and X • ∈
Db(A). As usual, we identify A-modules with complexes concentrated
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in position 0. If A is Koszul, then the Koszul duality functor
K = RhomA(⊕i∈ZP〈i〉[−i]
•, −),
where P• is the projective resolution of the direct sum of simple A-
modules (see [BGS, MOS]), is well-defined and gives rise to an equiva-
lence from Db(A) to Db(E(A)).
Denote by LT the full subcategory of Db(A), which consists of all
linear complexes of tilting A-modules. The category LT is equiva-
lent to E(R(A))−gmod and the simple objects of LT have the form
T (λ)〈−i〉[i], λ ∈ Λ, i ∈ Z ([MO]).
Let R(A) denote the Ringel dual of A, which is the opposite of the
(graded) endomorphism algebra of the characteristic tilting module
T = ⊕λ∈ΛT (λ). The algebra R(A) is quasi-hereditary with respect to
the opposite order on Λ. The first Ringel duality functor
F = RhomA(⊕i∈ZT 〈i〉, −)
induces an equivalence from Db(A) to Db(R(A)), which maps tilting
modules to projectives, costandard modules to standard and injective
modules to tilting. The second Ringel duality functor
G = RhomA(−,⊕i∈ZT 〈i〉)
∗,
where ∗ denotes the usual duality, induces an equivalence fromDb(A) to
Db(R(A)), which maps tilting modules to injectives, standard modules
to costandard and projective modules to tilting.
3. The main result
The aim of this section is to prove Theorem 1. For this we fix a
balanced algebra A throughout. For λ ∈ Λ we denote by S•λ and C
•
λ the
linear tilting coresolution of ∆(λ) and resolution of ∇(λ), respectively.
We will need the following easy observation from [MO] and include the
proof for the sake of completeness.
Lemma 2 ([MO]). The natural grading on R(A), induced from
A−gmod, is positive.
Proof. Let λ, µ ∈ Λ. Then T (λ) has a standard filtration and T (µ) has
a costandard filtration ([Ri]). As standard modules are left orthogonal
to costandard modules ([Ri]), every morphism from T (λ) to T (µ)〈j〉,
j ∈ Z, in induced by a morphism from some standard module from a
standard filtration of T (λ) to some costandard module from a costan-
dard filtration of T (µ). Hence to prove our claim it is enough to show
that every standard module occurring in the standard filtration of T (λ)
and different from ∆(λ) has the form ∆(ν)〈j〉 for some j > 0; and that
every costandard module occurring in the costandard filtration of T (µ)
and different from ∇(µ) has the form ∇(ν)〈j〉 for some j < 0.
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We will prove the result for T (λ) and for T (µ) the proof is similar.
We use induction on λ. For λ = 1 the claim is trivial. For λ > 1 we
consider the first two terms of the linear tilting coresolution of ∆(λ):
0→ ∆(λ)→ T (λ)→ X.
By linearity of our resolution, all direct summands of X have the form
T (ν)〈1〉 for some ν < λ. All modules from the standard filtration of
T (λ), except for ∆(λ), occur in a standard filtration of X. Hence the
necessary claim follows from the inductive assumption. 
From Lemma 2 we directly have the following:
Corollary 3. We have homA(T (λ)〈i〉, T (µ)) = 0, λ, µ ∈ Λ, i ∈ N.
Corollary 3 allows us to formulate the following main technical tool
of our analysis. Let X • and Y• be two bounded complexes of tilting
modules. We will say that X • dominates Y• provided that for every i ∈
Z the following holds: if the centroid of an indecomposable summand
of X i belongs to j and the centroid of an indecomposable summand of
Y i belongs to j′, then j < j′.
Corollary 4. Let X • and Y• be two bounded complexes of tilting mod-
ules. Assume that X • dominates Y•. Then HomDb(A)(X
•,Y•) = 0.
Proof. Since tilting modules are self-orthogonal, by [Ha, Chapter III(2),
Lemma 2.1] the necessary homomorphism space can be computed al-
ready in the homotopy category. Since X • dominates Y•, from Corol-
lary 3 we obtain HomA(X
i,Y i) = 0 for all i. The claim follows. 
Proposition 5. For every λ ∈ Λ the module L(λ) is isomorphic in
Db(A) to a linear complex L•λ of tilting modules.
Proof. Consider a minimal projective resolution P• of L(λ). Since A
is positively graded, for every i ∈ Z centroids of all indecomposable
projective modules in P i belong to some j such that j ≥ −i. Each
projective has a standard filtration. Hence all centroids of standard
subquotients in any standard filtration of an indecomposable projective
module in P i also belong to some j such that j ≥ −i.
Resolving each standard subquotient ∆(λ)〈j〉 in every P i using
Sλ〈j〉[i]
•, we obtain a complex P
•
of tilting modules, which is isomor-
phic to L(λ) in Db(A). By construction and the previous paragraph,
for each i all centroids of indecomposable summands in P
i
belong to
some j such that j ≥ −i.
Similarly, we consider a minimal injective coresolution Q• of L(λ).
Since A is positively graded, for every i ∈ Z centroids of all indecompos-
able injective modules inQi belong to some j such that j ≤ −i. Resolv-
ing each standard subquotient ∇(λ)〈j〉 in every Qi using Cλ〈j〉[−i]
•,
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we obtain another complex, Q
•
, of tilting modules, which is isomor-
phic to L(λ) in Db(A). By construction, for each i all centroids of
indecomposable summands in Q
i
belong to some j such that j ≤ −i.
Because of the uniqueness of the minimal tilting complex L•λ, repre-
senting L(λ) in Db(A), we thus conclude that for all i ∈ Z centroids
of all indecomposable summands in Liλ belong to −i. This means that
L•λ is linear and completes the proof. 
Corollary 6. The algebra A is Koszul.
Proof. Assume that extiA(L(λ), L(µ)〈j〉) 6= 0 for some λ, µ ∈ Λ and
j ∈ Z. Then j ≤ −i as A is positively graded. By Proposition 5, such
a nonzero extension corresponds to a non-zero homomorphism from L•λ
to Lµ〈j〉[i]
•. Since both L•λ and Lµ〈j〉[i]
• are linear, the complex L•λ
dominates Lµ〈j〉[i]
• for j < −i and the homomorphism space vanish
by Corollary 4. Therefore j = −i and the claim follows. 
Corollary 7. The algebra A is standard Koszul.
Proof. That the minimal projective resolution of ∆(λ) is linear, is
proved similarly to Corollary 6. To prove that the minimal injective
coresolution of ∇(µ) is linear we assume that extiA(L(λ)〈j〉,∇(µ)) 6= 0
for some λ, µ ∈ Λ and j ∈ Z. Then j ≥ i as A is positively graded. As
both L(λ) and ∇(µ) are represented in Db(A) by linear complexes of
tilting modules, one obtains that for j > i the complex Lλ〈j〉[−i]
• dom-
inates C•µ, and thus the extension must vanish by Corollary 4. Therefore
j = i and the claim follows. 
Corollary 8. The algebra R(A) is balanced.
Proof. By Lemma 2, the algebra R(A) is positively graded with re-
spect to the grading, induced from A−gmod. The functor F maps
linear injective coresolutions of costandard A-modules to linear tilting
coresolutions of standard R(A)-modules. The functor G maps linear
projective resolutions of standard A-modules to linear tilting resolu-
tions of costandard R(A)-modules. The claim follows. 
Remark 9. A standard Koszul quasi-hereditary algebra A is balanced
if and only if R(A) is positively graded with respect to the grading
induced from A−gmod, see [MO, Theorem 7].
Corollary 10. The algebra R(A) is Koszul.
Proof. This follows from Corollaries 6 and Corollaries 8. 
Proposition 11. (i) The objects S•λ, λ ∈ Λ, are standard objects in
LT with respect to the natural order on Λ.
(ii) The objects C•λ, λ ∈ Λ, are costandard objects in LT with respect
to the natural order on Λ.
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Proof. We prove the claim (i), the claim (ii) is proved similarly. Let
λ, µ ∈ Λ be such that λ > µ. Every first extension ξ from S•λ to
T (µ)〈−i〉[i], i ∈ Z, is a complex and hence is obtained as the cone of
some morphism ϕ from S[−1]•λ to T (µ)〈−i〉[i]. The homology of the
former complex is ∆(λ) and the homology of the latter is T (µ), which
has a costandard filtration, where ∇(λ) does not occur (since µ < λ).
Since standard modules are left orthogonal to costandard modules, we
get that all homomorphisms and extensions from ∆(λ) to T (µ) vanish.
Therefore ϕ is homotopic to zero, which splits ξ. The claim follows. 
Proposition 12. For all λ, µ ∈ Λ and i, j ∈ Z we have
(1) HomDb(LT)(S
•
λ, Cµ〈j〉[−i]
•) =
{
k, λ = µ, i = j = 0;
0, otherwise.
Proof. Via the equivalence K◦F, the equality (1) reduces to the equality
HomDb(A)(∆(λ)
•,∇(µ)〈j〉[−i]•) =
{
k, λ = µ, i = j = 0;
0, otherwise.
The latter equality is true as standard modules are left orthogonal to
costandard modules (see [Ri]). 
Corollary 13. The algebra E(R(A)) is quasi-hereditary with respect
to the natural order on Λ.
Proof. By Propositions 11 and 12, standard E(R(A))-modules are left
orthogonal to costandard. Now the claim follows from [DR, Theorem 1]
(or [ADL1, Theorem 3.1]). 
Corollary 14. The complexes L•λ, λ ∈ Λ, are tilting objects in LT.
Proof. Because of [ADL1, Theorem 3.1] (or [DR, Ri]), we just need
to show that any first extension from a standard object to L•λ splits,
and that any first extension from L•λ to a costandard object splits. We
prove the first claim and the second one is proved similarly.
Any first extension ξ from Sµ〈−i〉[i]
•, µ ∈ Λ, i ∈ Z, to L•λ is a cone of
some homomorphism ϕ from Sµ〈−i〉[i−1]
• to L•λ. Thus ϕ corresponds
to a (nonlinear) extension of degree 1− i from ∆(µ)〈−i〉 to L(λ). As A
is standard Koszul by Corollary 7, we get that ϕ is homotopic to zero,
and thus the extension ξ splits. The claim follows. 
Corollary 15. There is an isomorphism E(A) ∼= R(E(R(A))) of
graded algebras, both considered with respect to the natural grading in-
duced from Db(A). In particular, we have R(E(A)) ∼= E(R(A)).
Proof. By Corollary 14, the algebra R(E(R(A))) is the opposite of the
endomorphism algebra of ⊕λ∈ΛL
•
λ. Since L
•
λ is isomorphic to L(λ) in
Db(A), from [Ha, Chapter III(2), Lemma 2.1] it follows that the same
algebra is isomorphic to E(A). The claim follows. 
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Corollary 16. Both E(A) and R(E(A)) are positively graded with re-
spect to the natural grading induced from Db(A).
Proof. For E(A) the claim is obvious. By Corollary 15, we have
R(E(A)) ∼= E(R(A)). As R(A) is positively graded with respect to
the grading induces from Db(A) (Lemma 2), the algebra E(R(A)) is
positively graded with respect to the induces grading as well. 
Proposition 17. The positively graded algebras E(A) and R(E(A))
are balanced.
Proof. Because of Corollary 8, it is enough to prove the claim for the
algebra E(A). Consider the algebra E(R(A)), whose module category
is realized via LT.
Lemma 18. The algebra E(R(A)) is standard Koszul.
Proof. We already know that E(R(A)) is positively graded with respect
to the grading, induced fromDb(A). Let us show that projective resolu-
tions of standard E(R(A))-modules are linear. For injective resolutions
of costandard modules the argument is similar.
We have to compute
(2) homDb(LT)(S
•
λ, T (µ)〈j〉[i])
for all λ, µ ∈ Λ and i, j ∈ Z. Via the equivalence K ◦ F, the space
(2) is isomorphic to the space homDb(A)(∆(λ), T (µ)〈j〉[i]). As T (µ)
has a costandard filtration and standard modules are left orthogonal
to costandard, we get that the later space is non-zero only if i = 0.
As R(A) is positively graded, we also get that j < 0. Applying [MOS,
Theorem 22] we obtain that the standard E(R(A))-module S•λ has only
linear extensions with simple E(R(A))-modules. This completes the
proof. 
Using Lemma 18, the proof of Proposition 17 is completed similarly
to the proof of Corollary 8. 
Proof of Theorem 1. The claim (i) follows from Corollaries 6 and 7.
The claim (ii) follows from Corollary 8 and Proposition 17. The claim
(iii) follows from Proposition 5. Finally, the claim (iv) follows from
Corollary 15. 
4. Examples
Example 19. Graded quasi-hereditary algebras, associated with
blocks of the usual BGG category O and the parabolic category O
for a semi-simple complex finite-dimensional Lie algebra, are balanced
by [Ma1].
Example 20. The algebra A is called directed if either all standard or
all costandard A-modules are simple (this is equivalent to the require-
ment that the quiver of A is directed with respect to the natural order
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on Λ). For a directed algebra A tilting modules are either injective (if
standard modules are simple) or projective (if costandard modules are
simple). Hence any directed Koszul algebra is balanced.
Example 21. Finite truncations VT of Cubist algebras from [CT, Sec-
tion 6] are balanced. Indeed, VT is standard Koszul by [CT, Propo-
sition 46], and that the Ringel dual of VT is positively graded with
respect to the induced grading follows from [CT, Corollary 71]. So, the
fact that VT is balanced follows from Remark 9.
Example 22. One explicit example. Consider the path algebra A of
the following quiver with relations:
1
a1 **
a2
!!
a3

2
b1
jj
b2
aa
b3
YY , aibj = 0, i, j = 1, 2, 3,
We have ∆(1) ∼= T (1) ∼= L(1) ∼= ∇(1) and for λ = 2 we have the
following standard and tilting modules:
∆(2) :
2
b1
  
  
  
 
b2

b3
>
>>
>>
>>
1 1 1
T (2) : 1
a1 >
>>
>>
>>
1
a2

1
a3  
  
  
 
2
b1
  
  
  
 
b2

b3
>
>>
>>
>>
1 1 1
Hence we have the following linear tilting coresolution of ∆(2):
0→ ∆(2)→ T (2)→ T (1)〈1〉 ⊕ T (1)〈1〉 ⊕ T (1)〈1〉 → 0.
Swapping ai and bi, i = 1, 2, 3, defines an antiinvolution on A, which
preserves the primitive idempotents. Hence there is a duality on
A−gmod, which preserves isomorphism classes of simple modules. Ap-
plying this duality to the above resolution gives a linear tilting res-
olution of ∇(2). Thus A is balanced. In this example one can also
arbitrarily increase or decrease the number of arrows.
Example 23. One computes that the path algebra of the following
quiver with relations
1
a
**
2
b
jj
c
**
3
d
jj , ab = cd = 0,
is standard Koszul but not balanced. In fact, the Ringel dual of this
algebra is the path algebra of the following quiver with relations
1
α
''
2
γ **
3
β
gg
δ
jj , βα = δγ = βγδα = 0,
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which is not Koszul (not even quadratic). So, our results can not be
extended to all standard Koszul algebras.
Remark 24. Directly from the definition it follows that if the algebra
A is balanced, then the algebra A/AenA is balanced as well. It is also
easy to see that if A and B are balanced, then both A⊕B and A⊗k B
are balanced.
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KOSZUL DUALITY FOR STRATIFIED ALGEBRAS II.
STANDARDLY STRATIFIED ALGEBRAS
VOLODYMYR MAZORCHUK
Abstract. We give a complete picture of the interaction between
the Koszul and Ringel dualities for graded standardly strati¯ed al-
gebras (in the sense of Cline, Parshall and Scott) admitting linear
tilting (co)resolutions of standard and proper costandard modules.
We single out a certain class of graded standardly strati¯ed alge-
bras, imposing the condition that standard ¯ltrations of projective
modules are ¯nite, and develop a tilting theory for such algebras.
Under the assumption on existence of linear tilting (co)resolutions
we show that algebras from this class are Koszul, that both the
Ringel and Koszul duals belong to the same class, and that these
two dualities on this class commute.
1. Introduction
In the theory of quasi-hereditary algebras there are two classical
dualities: the Ringel duality, associated with the characteristic tilting
module (see [Ri]), and the Koszul duality, associated with the category
of linear complexes of projective modules (see [CPS2, ADL1, MO]). In
[MO, Ma] it is shown that a certain class of Koszul quasi-hereditary
algebras is stable with respect to taking both the Koszul and Ringel
duals and that on this class of algebras the Koszul and Ringel dualities
commute.
The approach of [Ma] is ultimately based on the possibility to re-
alize the derived category of our algebra as the homotopy category of
complexes of tilting modules. This also suggested that the arguments
of [Ma] should work in a much more general setup, whenewer an ap-
propriate strati¯cation of the algebra and a sensible tilting theory with
respect to this strati¯cation exist. The aim of the present paper is to
de¯ne a setup for the study of Koszulity for strati¯ed algebras and to
extend to this setup the main result of [Ma]. We note that Koszul
standardly strati¯ed algebras, which are not quasi-hereditary, appear
naturally in [ADL2, Fr3, KKM].
The most general setup for strati¯ed algebras seems to be the no-
tion of standardly strati¯ed algebras as introduced by Cline, Parshall
and Scott in [CPS1]. The main problem which one faces, trying to
generalize [Ma] to such strati¯ed algebras, is that standardly strati¯ed
algebras have in¯nite global dimension in general. In particular, this
means that the Koszul dual of such an algebra (in the case when the
1
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original algebra is Koszul) is always in¯nite dimensional. Therefore
any reasonable extension of [Ma] to strati¯ed algebras must deal with
in¯nite dimensional strati¯ed algebras, for which many of the classical
results are not proved and lots of classical techniques are not developed.
In the present paper we study the class of positively graded stan-
dardly strati¯ed algebras with ¯nite dimensional homogeneous compo-
nents satisfying the additional assumption that all projective modules
have ¯nite standard ¯ltrations. For such algebras we develop an ana-
logue of the classical tilting theory and Ringel duality. This follows
closely the classcal theory, however, at some places one has to be care-
ful as we work with in¯nite dimensional algebras, so some extension
spaces might be in¯nite dimensional. We use the grading to split these
in¯nite dimensional spaces into an (in¯nite) direct sum of ¯nite di-
mensional ones. We also give some examples which justify our choice
of algebras and show that outside the class we de¯ne the classical ap-
proach to tilting theory fails. The Ringel duality functor turns out to be
an antiequivalence between three di®erent kinds of derived categories.
Using the standard grading of a characteristic tilting module, we re-
strict our attention to those standardly strati¯ed algebras, for which
all tilting coresolutions of standard modules and all tilting resolutions
of proper costandard modules are linear. For an algebra A let R(A)
and E(A) denote the Ringel and Koszul duals of A, respectively. Gen-
eralizing the arguments of [Ma] we prove the following (see Section 2
for the de¯nitions):
Theorem 1. Let A be a positively graded standardly strati¯ed algebra
with ¯nite dimensional homogeneous components. Assume that
(a) Every indecomposable projective A-module has a ¯nite standard ¯l-
tration.
(b) Every standard A-module has a linear tilting coresolution.
(c) Every costandard A-module has a linear tilting resolution.
Then the following holds:
(i) The algebra A is Koszul.
(ii) The algebras A, R(A), E(A), E(R(A)) and R(E(A)) have prop-
erties (a), (b) and (c).
(iii) Every simple A-module is represented (in the derived category) by
a linear complex of tilting modules.
(iv) R(E(A)) »= E(R(A)) as graded standardly strati¯ed algebras.
Theorem 1 extends and generalizes results from [ADL1, ADL2, MO,
Ma].
The paper is organized as follows: in Section 2 we collected all neces-
sary de¯nitions and preliminaries. In Sections 3 and 4 we develop the
tilting theory for graded standardly strati¯ed algebras. This theory is
used in Section 5 to prove Theorem 1. We complete the paper with
several examples in Section 6.
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2. Graded standardly stratified algebras
By N we denote the set of all positive integers. By a grading we
always mean a Z-grading and by a module we always mean a graded
left module.
Let | be an algebraically closed ¯eld and A =
L
i¸0Ai be a graded
|-algebra. We assume that A is locally ¯nite, that is dim|Ai < 1.
Set r(A) :=
L
i>0Ai. We further assume that A0
»= L¸2¤ |e¸ for
some set fe¸ : ¸ 2 ¤g of pairwise orthogonal nonzero idempotents
in A0, where ¤ is a nonempty ¯nite set (using the classical Morita
theory one extends all our results to the case when A0 is a semi-simple
algebra). Under these assumptions the algebra A is positively graded
in the sense of [MOS]. In what follows we call A positively graded if
it satis¯es all assumptions of this paragraph. A typical example of a
positively graded algebra is |[x], where 1 has degree zero and x has
degree one.
Let A-gmod denote the category of all locally ¯nite dimensional
graded A-modules. Morphisms in this category are homogeneous mor-
phism of degree zero between graded A-modules. Consider the full
subcategories A"-gmod and A#-gmod of A-gmod, which consist of all
graded modules M =
L
i2ZMi for which there exists n 2 Z such that
Mi = 0 for all i > n or i < n, respectively. All these categories are
abelian, the category A#-gmod has enough projectives and the category
A"-gmod has enough injectives. For M 2 A#-gmod we set
b(M) =
(
+1; M = 0;
minn2ZfMn 6= 0g; M 6= 0:
For i 2 Z we denote by hii the autoequivalence of A-gmod, which
shifts the grading as follows: (Mhii)j = Mi+j, where j 2 Z. This
autoequivalence preserves both A"-gmod and A#-gmod. Denote by ~
the usual graded duality on A-gmod (it swaps A"-gmod and A#-gmod).
We adopt the notation homA and ext
i
A to denote homomorphisms and
extensions in A-gmod. Unless stated otherwise, all morphisms are con-
sidered in the category A-gmod.
4 VOLODYMYR MAZORCHUK
For ¸ 2 ¤ we consider the graded indecomposable projective module
P (¸) = Ae¸, its graded simple quotient L(¸) = P (¸)=r(A)P (¸) and
the graded indecomposable injective envelop I(¸) of L(¸). Note that
we always have the following: P (¸) 2 A#-gmod, I(¸) 2 A"-gmod and
L(¸) 2 A#-gmod \ A"-gmod.
Let ¹ be a partial preorder on ¤. For ¸; ¹ 2 ¤ we write ¸ Á ¹
provided that ¸ ¹ ¹ and ¹ 6¹ ¸. We also write ¸ » ¹ provided that
¸ ¹ ¹ and ¹ ¹ ¸. Then » is an equivalence relation. Let ¤ denote the
set of equivalence classes of ». Then the preorder ¹ induces a partial
order on ¤, which we will denote by the same symbol, abusing notation.
For ¸ 2 ¤ we denote by ¸ the equivalence class from ¤, containing ¸.
We also denote by ¹op the partial preorder on ¤, opposite to ¹.
For ¸ 2 ¤ we de¯ne the standard module ¢(¸) as the quotient of
P (¸) modulo the submodule, generated by the images of all possi-
ble morphisms P (¹)hii ! P (¸), where ¸ Á ¹ and i 2 Z. We also
de¯ne the proper standard module ¢(¸) as the quotient of P (¸) mod-
ulo the submodule, generated by the images of all possible morphisms
P (¹)hii ! P (¸), where ¸ ¹ ¹ and i 2 Z satis¯es i < 0. By de¯ni-
tion, the modules ¢(¸) and ¢(¸) belong to A#-gmod. Dually we de¯ne
the costandard module r(¸) and the proper costandard module r(¸)
(which always belong to A"-gmod).
The algebra A will be called standardly strati¯ed (with respect to
the preorder ¹ on ¤) provided that for every ¸ 2 ¤ the kernel K(¸)
of the canonical projection P (¸)³ ¢(¸) has a ¯nite ¯ltration, whose
subquotients are isomorphic (up to shift) to standard modules. This is
a natural generalization of the original de¯nition from [CPS1] to our
setup. For example, the algebra A is always standardly strati¯ed (with
projective standard modules) in the case j¤j = 1 and, more generally,
in the case when the relation ¹ is the full relation.
3. Tilting theory for graded standardly stratified
algebras
Tilting theory for (¯nite dimensional) quasi-hereditary algebras was
developed in [Ri]. It was extended in [AHLU] to (¯nite dimensional)
strongly standardly strati¯ed algebras and in [Fr2] to all (¯nite dimen-
sional) standardly strati¯ed algebras. For in¯nite dimensional algebras
some versions of tilting theory appear in [CT, DM, MT]. This section
is a further generalization of all these results, especially of those from
[Fr2], to the case in¯nite dimensional positively graded algebras. In
this section A is a positively graded standardly strati¯ed algebra.
Let C(¢) denote the full subcategory of the category A#-gmod, which
consists of all modules M admitting a (possibly in¯nite) ¯ltration
(1) M =M (0) ¶M (1) ¶M (2) ¶ : : : ;
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such that for every i = 0; 1; : : : the subquotient M (i)=M (i+1) is isomor-
phic (up to shift) to some standard module and lim
i!+1
b(M (i)) = +1.
Note that forM 2 A#-gmod with such a ¯ltration we automatically get\
i¸0
M (i) = 0. Denote by F#(¢) the full subcategory of A#-gmod, which
consists of all modulesM admitting a ¯nite ¯ltration with subquotients
from C(¢). The category F#(¢) is obviously closed with respect to ¯-
nite extensions. Similarly we de¯ne F#(r). Let F b(¢) and F b(r) be
the corresponding full subcategories of modules with ¯nite ¯ltrations
of the form (1). We start with the following result, which generalizes
the corresponding results from [AB, AR, Ri, Fr2].
Theorem 2. Let A be a positively graded standardly strati¯ed algebra.
(i) We have
F#(¢) = fM 2 A#-gmod : extiA(M;r(¸)hji) = 0;8j 2 Z; i > 0; ¸ 2 ¤g
= fM 2 A#-gmod : ext1A(M;r(¸)hji) = 0;8j 2 Z; ¸ 2 ¤g:
(ii) We have
F#(r) = fM 2 A#-gmod : extiA(¢(¸)hji;M) = 0;8j 2 Z; i > 0; ¸ 2 ¤g
= fM 2 A#-gmod : ext1A(¢(¸)hji;M) = 0;8j 2 Z; ¸ 2 ¤g:
To prove Theorem 2 we will need several auxiliary lemmata. We will
often use the usual induction for strati¯ed algebras. To de¯ne this let
¸ 2 ¤ be maximal with respect to ¹. Set e¸ =
P
¹2¸ e¹, I¸ = Ae¸A
and B¸ = A=I¸. The algebra B¸ inherits from A a positive grading and
hence is a positively graded locally ¯nite algebra. Further, just like in
the case of usual strati¯ed algebras, the algebra B¸ is strati¯ed with
respect to the restriction of the preorder ¹ to ¤ n f¸g. Any module
M over B¸ can be considered as an A-module in the usual way. Set
P (¸) =
L
¹2¸ P (¹).
Lemma 3. For all M;N 2 B#
¸
-gmod and all i ¸ 0 we have
extiB¸(M;N) = ext
i
A(M;N):
Proof. Let P² denote the minimal projective resolution of M in
A#-gmod. As M 2 B#
¸
-gmod, there exists k 2 Z such that Mj = 0
for all j < k. Since A is positively graded, we get P ij = 0 for all j < k
and all i.
Consider the projective module P =
L
j·¡k P (¸)hji. As A is stan-
dardly strati¯ed, for every i the sum T i of images of all homomorphisms
from P to P i has the formLj·¡k Pi;j, where Pi;j 2 addP (¸)hji.
The di®erential of P² obviously maps T i to T i¡1, which means that
the sum of all T i is a subcomplex of P², call it T ². SinceM 2 B#
¸
-gmod,
the quotient P² of P² modulo T ² gives a minimal projective resolution
of M over B¸.
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Since N 2 B#
¸
-gmod, any homomorphism from P i to N annihilates
T i and hence factors through P i. The claim of the lemma follows. ¤
Lemma 4. For all ¹ 2 ¤ we have r(¹) 2 A#-gmod, in particular,
r(¹) is ¯nite dimensional.
Proof. We proceed by induction on the cardinality of ¤. If j¤j = 1,
then all ¢(¸) are projective and all r(¹) are simple, so the claim is
trivial.
Assume now that j¤j > 1. Let ¸ 2 ¤ be maximal. Then for all
¹ 62 ¸, the claim follows from the inductive assumption applied to the
strati¯ed algebra B¸.
Assume, ¯nally, that ¹ 2 ¸ is such that r(¹) 62 A#-gmod. Then
there exists º 2 ¤ and an in¯nite sequence 0 < j1 < j2 < : : : of positive
integers such that for any l 2 N there exists a nonzero homomorphism
from P (º)hjli tor(¹). LetMl denote the image of this homomorphism.
Then Ml has simple top L(º)hjli and simple socle L(¹) and all other
composition subquotients of the form L(º 0)hji, where º 0 Á ¹ and 1 ·
j · jl ¡ 1.
The module Mlh¡jli is thus a quotient of P (º). Then the socle
L(¹)h¡jli of Mlh¡jli gives rise to a nonzero homomorphism from
P (¹)h¡jli to P (º). Since ¹ is maximal and all other composition
subquotients of Mlh¡jli are of the form L(º 0)hji for some º 0 Á ¹, the
above homomorphism gives rise to an occurrence of the standard mod-
ule ¢(¹)h¡jli in the standard ¯ltration of P (º). However, we have
in¯nitely many jl's and, at the same time, the standard ¯ltration of
P (º) is ¯nite. This is a contradiction, which yields the claim of the
lemma. ¤
Lemma 5. For all i; j 2 Z such that i ¸ 0, and all ¸; ¹ 2 ¤ we have
extiA(¢(¸);r(¹)hji) =
(
|; i = j = 0; ¸ = ¹;
0; otherwise:
Proof. We proceed by induction on the cardinality of ¤. If j¤j = 1,
then all ¢(¸) are projective and all r(¹) are simple, so the claim is
trivial.
Assume now that j¤j > 1. Let ¸0 2 ¤ be maximal. Then, by
de¯nitions, the module ¢(¸) is projective for all ¸ 2 ¸0. Hence for
such ¸ the claim of the lemma follows from the de¯nition of r(¹). If
¸; ¹ 62 ¸0, the claim follows from the inductive assumption applied to
the standardly strati¯ed algebra B¸0 and Lemma 3.
Consider now the case when ¹ 2 ¸0 and ¸ 62 ¸0. Then ¢(¸) does not
have any composition subquotient of the form L(¹)hji and hence
homA(¢(¸);r(¹)hji) = 0:
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Let us check that
(2) ext1A(¢(¸);r(¹)hji) = 0
for all j. Applying homA(¢(¸); ¡) to the short exact sequence
r(¹)hji ,! I(¹)hji³ Coker;
we obtain the exact sequence
homA(¢(¸);Coker)! ext1A(¢(¸);r(¹)hji)! ext1A(¢(¸); I(¹)hji):
Here the right term equals zero by the injectivity of I(¹). By the
de¯nition of r(¹), the socle of Coker has (up to shift) only simple
modules of the form L(º), where º 2 ¸0, which implies that the left
term equals zero as well. The equality (2) follows.
Now we prove our claim by induction on ¸ with respect to ¹
(as mentioned above, the claim is true for ¸ maximal). Apply
homA(¡;r(¹)hji) to the short exact sequence
(3) Ker ,! P (¸)³ ¢(¸)
and, using the projectivity of P (¸), for each i > 1 obtain the following
exact sequence:
0! exti¡1A (Ker;r(¹)hji)! extiA(¢(¸);r(¹)hji)! 0:
Since A is standardly strati¯ed, Ker has a ¯nite ¯ltration by standard
modules of the form ¢(º), where ¸ Á º, (up to shift). Hence, from
the inductive assumption we get exti¡1A (Ker;r(¹)hji) = 0. This yields
extiA(¢(¸);r(¹)hji) = 0 and completes the proof. ¤
Corollary 6. Let A be a positively graded standardly strati¯ed algebra.
(i) For any M 2 F#(¢), ¸ 2 ¤, i 2 N and j 2 Z we have
exti(M;r(¸)hji) = 0.
(ii) For any M 2 F#(r), ¸ 2 ¤, i 2 N and j 2 Z we have
exti(¢(¸)hji;M) = 0.
Proof. It is certainly enough to prove statement (i) in the case whenM
has a ¯ltration of the form (1). As limi!+1 b(M (i)) = +1 and r(¸) is
¯nite dimensional (Lemma 4), there exists n 2 Z such that for any i 2 Z
with r(¸)hjii 6= 0 we have i < b(M (n)). Since A is positively graded,
there are no homomorphisms from any component of the projective
resolution of M (n) to r(¸)hji. This means that all extentions from
M (n) to r(¸)hji vanish. At the same time, the quotient M=M (n) has
a ¯nite ¯ltration by standard modules and hence all extensions from
M=M (n) to r(¸)hji vanish by Lemma 5. Statement (i) follows.
It is certainly enough to prove statement (ii) in the case when M
has a ¯ltration of the form (1) (with subquotients being proper co-
standard modules). Let P² be the minimal projective resolution of
¢(¸)hji. As every indecomposable projective has a ¯nite standard ¯l-
tration, it follows that P² has only ¯nitely many nonzero components,
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moreover, each of them is a ¯nite direct sum of projective modules.
As limi!+1 b(M (i)) = +1, there exists n 2 N such that there are no
maps from any P i to M (n), in particular, all extensions from ¢(¸)hji
to M (n) vanish. At the same time, the quotient M=M (n) has a ¯nite
¯ltration by proper costandard modules and hence all extensions from
¢(¸)hji to M=M (n) vanish by Lemma 5. Statement (ii) follows and
the proof is complete. ¤
The following lemma is just an observation that the category F#(r)
can, in fact, be de¯ned in a somewhat easier way than the one we
used. For the category F#(¢) this is not possible in the general case,
see Example 43.
Lemma 7. Any module from F#(r) has a ¯ltration of the form (1).
Proof. Let X;Z 2 C and
X = X(0) ¶ X(1) ¶ X(2) ¶ : : : ;
and
Z = Z(0) ¶ Z(1) ¶ Z(2) ¶ : : : ;
be ¯ltrations of the form (1). Assume that Y 2 A#-gmod is such that
there is a short exact sequence
0! X ! Y ! Z ! 0:
To prove the claim of the lemma it is enough to show that Y has a
¯ltration of the form (1).
Since all costandard modules are ¯nite dimensional (Lemma 4) and
lim
i!+1
b(Z(i)) = +1, there exists k 2 f0; 1; 2; : : : g such that for any
i 2 Z with (X(0)=X(1))i 6= 0 we have i < b(Z(k)).
Now for i = 0; 1; : : : ; k, we let Y (i) be the full preimage of Z(i) in
Y under the projection Y ³ Z. In this way we get the ¯rst part of
the ¯ltration of Y with proper costandard subquotients. On the next
step we let Y (k+1) denote the submodule of Y (k) generated by X(1) and
Y
(k)
i , where i ¸ b(Z(k)). Then Y (k+1) + X(0) = Y (k) by construction.
At the same time, from our choice of k in the previous paragraph it
follows that Y (k+1) \X(0) = X(1) and hence
Y (k)=Y (k+1) »= X(0)=X(1);
which is a proper costandard module.
Now we proceed in the same way constructing a proper costandard
¯ltration for Y (k+1). The condition lim
i!+1
b(Y (i)) = +1 follows from
the construction. This completes the proof. ¤
Lemma 8. Let M 2 A#-gmod be such that ext1A(¢(¸)hji;M) = 0 for
all ¸ and j. Then M 2 F#(r).
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Proof. First let us show that the conditions of the lemma imply
(4) extiA(¢(¸)hji;M) = 0
for all j, all ¸ and all i > 0. If ¸ is maximal, then the corresponding
¢(¸) is projective and the claim is clear. Otherwise, we proceed by
induction with respect to the preorder ¹. We apply homA(¡;M) to
the short exact sequence (3) and the equality (4) follows from the
inductive assumption by the dimension shift in the obtained long exact
sequence.
We proceed by induction on the cardinality of ¤. If j¤j = 1, then
F#(r) = A#-gmod and the claim is trivial.
Assume now that j¤j > 1 and let ¸0 2 ¤ be maximal. Let N denote
the maximal submodule ofM , which does not contain any composition
factors of the form L(¹), where ¹ 2 ¸0 (up to shift). Let º 62 ¸0.
Applying homA(¢(º)hji; ¡) to the short exact sequence
(5) N ,!M ³ Coker;
we obtain the exact sequence
homA(¢(º)hji;Coker)! ext1A(¢(º)hji; N)! ext1A(¢(º)hji;M):
Here the right term is zero by our assumptions and the left term is zero
by the de¯nition of N . This implies that the middle term is zero, which
yields ext1B
¸0
(¢(º)hji; N) = 0 by Lemma 3. Applying the inductive
assumption to the standardly strati¯ed algebra B¸0 , we obtain that
N 2 F#(r).
Since F#(r) is extension closed, to complete the proof we are left
to show that Coker 2 F#(r). Applying homA(¢(¸)hji; ¡) to (5) and
using (4), the previous paragraph and Lemma 5, we obtain that
(6) extiA(¢(¸)hji;Coker) = 0
for all j, ¸ and i > 0.
If Coker = 0, we are done. Otherwise, there exists some ¹ 2 ¸0 and
a maximal possible j0 2 Z such that there is a nonzero homomorphism
from Coker to I(¹)hj0i. LetK denote the image of this homomorphism.
Applying homA(¢(¸)hji; ¡) to the short exact sequence
(7) Ker ,! Coker³ K;
and using the de¯nition of K, we obtain that
(8) ext1A(¢(¸)hji;Ker) = 0
for all ¸ and j. The equality (8), the corresponding equalities (4) (for
M = Ker) and the dimension shift with respect to (7) then imply
(9) ext1A(¢(¸)hji; K) = 0
for all ¸ and j.
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By the de¯nition of K we have a short exact sequence
(10) K ,! r(¹)hj0i³ C 0
for some cokernel C 0. By the de¯nition of r(¹), all composition sub-
quotients of C 0 have the form L(º), where º Á ¹ (up to shift). Let
¸ 2 ¤ be such that ¸ Á ¹. Applying homA(¢(¸)hji; ¡) to (10) we get
the exact sequence
(11)
homA(¢(¸)hji;r(¹)hj0i)! homA(¢(¸)hji; C 0)! ext1A(¢(¸)hji; K):
Here the left term is zero by the de¯nition of r(¹) and the right hand
term is zero by (9). This yields that the middle term is zero as well
and thus C 0 = 0, that is K is a proper costandard module.
We can now apply the same arguments as above to the module Ker
in place of Coker and get the short exact sequence
Ker0 ,! Ker³ K 0;
where K 0 is proper costandard and ext1A(¢(¸)hji;Ker0) = 0 for all ¸
and j. Proceeding inductively we obtain a (possibly in¯nite) decreasing
¯ltration
Coker ¶ Ker ¶ Ker0 ¶ : : :
with proper costandard subquotients. That lim
i!+1
b(Coker(i)) = +1
follows from the construction since all our modules are from A#-gmod,
all proper costandard modules (subquotients of the ¯ltration of Coker)
are ¯nite-dimensional by Lemma 4, and there are only ¯nitely many
proper costandard modules up to isomorphism and shift (which implies
that dimensions of proper costandard modules are uniformly bounded).
Therefore we get Coker 2 F#(r). The claim of the lemma follows. ¤
Lemma 9. Let M 2 A#-gmod be such that ext1A(M;r(¹)hji) = 0 for
all ¹ and j. Then M 2 F#(¢).
Proof. Let M 2 A#-gmod be such that ext1A(M;r(¹)hji) = 0 for all
¹ and j. We again proceed by induction on j¤j. If j¤j = 1, then
proper costandard modules are simple and hence M is projective. All
indecomposable projective modules belong to F#(¢) as A is standardly
strati¯ed. Using this it is easy to check that all projective modules in
A#-gmod belong to F#(¢). So, in the case j¤j = 1 the claim of the
lemma is true.
If j¤j > 1, we take some maximal º 2 ¤ and denote by N the sum of
all images of all possible homomorphisms from ¢(¸)hji, where ¸ 2 º
and j 2 Z, to M . Then we have a short exact sequence
(12) N ,!M ³ Coker:
Compare with (5) in the proof of Lemma 8. Using arguments similar to
those in the latter proof, one shows that ext1A(Coker;r(¹)hji) = 0 for
all ¹ 2 ¤ n º and all j. By construction we have that Coker is in fact a
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Bº -module. Therefore, using Lemma 3 and the inductive assumption
we get Coker 2 F#(¢). From Corollary 6(i) we thus get
(13) extiA(Coker;r(¹)hji) = 0
for all ¹ 2 ¤, j 2 Z and i 2 N.
Furthermore, for any ¹ and j we also have the following part of the
long exact sequence associated with (12):
ext1A(M;r(¹)hji)! ext1A(N;r(¹)hji)! ext2A(Coker;r(¹)hji):
The left term is zero by our assumptions and the right term is zero by
(13). Therefore for all ¹ and j we have
(14) ext1A(N;r(¹)hji) = 0:
Fix now ¹ 2 ¤ and j 2 Z and denote by C the cokernel of the natural
inclusion L(¹)hji ,! r(¹)hji. Applying homA(N; ¡) to the short exact
sequence
L(¹)hji ,! r(¹)hji³ C;
and using (14) and the fact that homA(N;C) = 0 by construction, we
obtain that ext1A(N;L(¹)hji) = 0 for any ¹ and j. This yields that N
is projective and thus belongs to F#(¢). Since F#(¢) is closed under
extensions, the claim of the lemma follows. ¤
Proof of Theorem 2. Let
X = fM 2 A#-gmod : extiA(M;r(¸)hji) = 0;8j 2 Z; i > 0; ¸ 2 ¤g;
Y = fM 2 A#-gmod : ext1A(M;r(¸)hji) = 0;8j 2 Z; ¸ 2 ¤g:
The inclusion X µ Y is obvious. The inclusion Y µ F#(¢) follows
from Lemma 9. The inclusion F#(¢) µ X follows from Corollary 6(i).
This proves Theorem 2(i). Theorem 2(ii) is proved similarly using
Lemma 8 instead of Lemma 9 and Corollary 6(ii) instead of Corol-
lary 6(i). ¤
Corollary 10. Let A be a positively graded standardly strati¯ed alge-
bra.
(i) For every M 2 F#(¢), ¸ 2 ¤ and j 2 Z the multiplicity of
¢(¸)hji in any standard ¯ltration of M is well-de¯ned, ¯nite and
equals dimhomA(M;r(¸)hji).
(ii) For every M 2 F#(r), ¸ 2 ¤ and j 2 Z the multiplicity of
r(¸)hji in any proper costandard ¯ltration of M is well-de¯ned,
¯nite and equals dimhomA(¢(¸)hji;M).
Proof. Follows from Lemma 5 by standard arguments (see e.g. [Ri]).
¤
Remark 11. Note that the ungraded multiplicity of ¢(¸) (or r(¸))
in M might be in¯nite.
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Let F"(r) denote the full subcategory of the category A"-gmod,
which consists of all modulesM admitting a (possibly in¯nite) ¯ltration
(15) 0 =M (0) µM (1) µM (2) µ : : :
such that M =
[
i¸0
M (i) and for every i = 0; 1; : : : the subquotient
M (i+1)=M (i) is isomorphic (up to shift) to some proper costandard
module. Since all proper costandard modules are ¯nite dimensional
(Lemma 4) from the dual version of Lemma 7 one obtains that F"(r)
is closed under ¯nite extensions.
Theorem 12. We have
F"(r) = fM 2 A"-gmod : extiA(¢(¸)hji;M) = 0;8j 2 Z; i > 0; ¸ 2 ¤g
= fM 2 A"-gmod : ext1A(¢(¸)hji;M) = 0;8j 2 Z; ¸ 2 ¤g:
Proof. Set
X = fM 2 A"-gmod : ext1A(¢(¸)hji;M) = 0;8j 2 Z; ¸ 2 ¤g;
Y = fM 2 A"-gmod : extiA(¢(¸)hji;M) = 0;8j 2 Z; i > 0; ¸ 2 ¤g:
Obviously, Y µ X .
Let M 2 F"(r), ¸ 2 ¤ and j 2 Z. Assume that (15) gives a proper
costandard ¯ltration of M . As M 2 A"-gmod and ¢(¸) 2 A#-gmod, it
follows that there exists k 2 N such that
extiA(¢(¸)hji;M=M (k)) = 0
for all i ¸ 0. At the same time we have
extiA(¢(¸)hji;M (k)) = 0
for all i > 0 by Lemma 5. Hence
extiA(¢(¸)hji;M) = 0
for all i > 0 and thus F"(r) µ Y .
It is left to show that X µ F"(r). We will do this by induction on
j¤j. If j¤j = 1, then all proper standard modules are simple, which
yields F"(r) = A"-gmod. In this case the inclusion X µ F"(r) is
obvious.
If j¤j > 1 we ¯x some maximal ¹ 2 ¤. LetM 2 X . Denote by N the
maximal submodule ofM satisfying [N : L(º)hji] = 0 for all º 2 ¹ and
j 2 Z. For ¸ 2 ¤ and j 2 Z, applying the functor homA(¢(¸)hji; ¡)
to the short exact sequence
N ,!M ³ Coker;
and using M 2 X , gives the following exact sequences:
(16) homA(¢(¸)hji;Coker)! ext1A(¢(¸)hji; N)! 0
and
(17) 0! ext1A(¢(¸)hji;Coker)! ext2A(¢(¸)hji; N):
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By construction, any simple subquotient in the socle of Coker has the
form L(º)hji for some º 2 ¹ and j 2 Z. Therefore, since ¹ is maxi-
mal, in the case ¸ 62 ¹ we have homA(¢(¸)hji;Coker) = 0 and hence
ext1A(¢(¸)hji; N) = 0 from (16). For ¸ 2 ¹ the module ¢(¸)hji is pro-
jective and hence ext1A(¢(¸)hji; N) = 0 as well. This implies N 2 X .
As, by construction, N 2 B¹ -mod, using Lemma 3 and the inductive
assumption we obtain N 2 F"(r). As the inclusion F"(r) µ Y is al-
ready proved, we have N 2 Y and from (17) it follows that Coker 2 X .
Since F"(r) is closed under ¯nite extensions, it is left to show that
Coker 2 F"(r). If Coker = 0, we have nothing to do. If Coker 6= 0,
we choose maximal k 2 Z such that Cokerk 6= 0. Denote by V the
intersection of the kernels of all possible maps from Coker to I(º)hji,
where º 2 ¹ and ¡j < k, and consider the corresponding short exact
sequence
(18) V ,! Coker³ Coker0:
From the construction it follows that the socle of V is Vk and that for
any j < k every composition subquotient of Vj has the form L(º)h¡ji
for some º 62 ¹. Therefore, taking the injective envelope of V and
using the de¯nition of proper standard modules, we obtain that V is
a submodule of a ¯nite direct sum of proper standard modules (such
that the socles of V and of this direct sum agree). In particular, V
is ¯nite dimensional as both Vk and all proper standard modules are
(Lemma 4). Hence V 2 A#-gmod.
For ¸ 2 ¤ and j 2 Z, applying the functor homA(¢(¸)hji; ¡) to (18)
and using Coker 2 X gives the following exact sequences:
(19) homA(¢(¸)hji;Coker0)! ext1A(¢(¸)hji; V )! 0
and
(20) 0! ext1A(¢(¸)hji;Coker0)! ext2A(¢(¸)hji; V ):
If ¸ 62 ¹, then, by the de¯nition of the module Coker0, we have
homA(¢(¸)hji;Coker0) = 0 and hence ext1A(¢(¸)hji; V ) = 0 from
(19). If ¸ 2 ¹, then ¢(¸)hji is projective by the maximality of
¹ and ext1A(¢(¸)hji; V ) = 0 automatically. Hence V 2 X . Since
V 2 A#-gmod as shown above, from Theorem 2(ii) we deduce that V
has a (¯nite) proper standard ¯ltration and thus V 2 F"(r). Using the
already proved inclusion F"(r) µ Y and (20) we also get Coker0 2 X .
Note that Coker0k = 0 by construction.
Applying now the same arguments to Coker0 and proceeding induc-
tively (decreasing k) we construct a (possibly in¯nite) proper costan-
dard ¯ltration of Coker0 of the form (15). This claim of the theorem
follows. ¤
The following claim is a weak version of [Dl, Lemma 2.1] and [Fr2,
Theorem 1]. The original statement also contains the converse assertion
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that the fact that indecomposable injective A-modules belong to F"(r)
guarantees that A is standardly strati¯ed.
Corollary 13 (Weak Dlab's theorem). All indecomposable injective
A-modules belong to F"(r).
Proof. If I in an indecomposable injective A-module, then we obviously
have extiA(¢(¸)hji; I) = 0 for all j 2 Z, i > 0 and ¸ 2 ¤, so the claim
follows from Theorem 12. ¤
The following statement generalizes the corresponding results of [Ri,
AHLU, Fr2]:
Theorem 14 (Construction of tilting modules). Let A be a positively
graded standardly strati¯ed algebra.
(i) The category F#(¢)\F#(r) is closed with respect to taking direct
sums and direct summands.
(ii) For every ¸ 2 ¤ there is a unique indecomposable object T (¸) 2
F#(¢) \ F#(r) such that there is a short exact sequence
¢(¸) ,! T (¸)³ Coker;
with Coker 2 F#(¢).
(iii) Every indecomposable object in F#(¢) \ F#(r) has the form
T (¸)hji for some ¸ 2 ¤ and j 2 Z.
We would need the following lemmata:
Lemma 15. For all ¸; ¹ 2 ¤, i ¸ 0 and all j À 0 we have
extiA(¢(¸)hji;¢(¹)) = 0:
Proof. We proceed by induction with respect to ¹. If ¸ is maximal, the
module ¢(¸) is projective and the claim is trivial for i > 0. For i = 0
the claim follows from the fact that A is positively graded. Now, if ¸ is
not maximal, we consider the short exact sequence (3). In this sequence
Ker has a ¯nite ¯ltration by (shifted) standard modules, whose indexes
are strictly greater than ¸ with respect to ¹. Hence the claim follows
by the usual dimension shift (note that it is enough to consider only
¯nitely many values of i, namely i · j¤j). ¤
Lemma 16. For all ¸; ¹ 2 ¤ and j 2 Z the inequality
ext1A(¢(¸)hji;¢(¹)) 6= 0:
implies ¸ Á ¹.
Proof. If ¸ 6Á ¹, then, using Lemma 3, we may assume that ¸ is maxi-
mal. In this case ¢(¸) is projective and the claim becomes trivial. ¤
Lemma 17. For all M 2 F#(¢), N 2 F#(r) and i 2 N we have
extiA(M;N) = 0.
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Proof. It is enough to prove the claim in the case when M has a ¯ltra-
tion of the form (1). Let ¸ be a maximal index occurring in standard
subquotients ofM . Then from Lemma 16 we have that all correspond-
ing standard subquotients do not extend any other standard subquo-
tients of M . Therefore M has a submodule isomorphic to a direct sum
of shifted ¢(¸) such that the cokernel has a standard ¯ltration in which
no subquotient of the form ¢(¸) (up to shift) occur. Since ¤ is ¯nite,
proceeding inductively we construct a ¯nite ¯ltration of M whose sub-
quotients are direct sums of standard modules. This means that it is
enough to prove the claim in the case when M is a direct sum of stan-
dard modules. In this case the claim follows from Corollary 6(ii). ¤
Proof of Theorem 14. Statement (i) follows from the additivity of the
conditions, which appear on the right hand side in the formulae of
Theorem 2.
The existence part of statement (ii) is proved using the usual ap-
proach of universal extensions (see [Ri]). We start with ¢(¸) and go
down with respect to the preorder ¹. If all ¯rst extensions from all
(shifted) standard modules to ¢(¸) vanish, we get ¢(¸) 2 F#(r) by
Theorem 2(ii). Otherwise there exist ¹ 2 ¤ and j0 2 Z such that
ext1A(¢(¹)hj0i;¢(¸)) 6= 0:
We assume that ¹ is maximal with such property (we have ¹ Á ¸ by
Lemma 16) and use Lemma 15 to choose j0 such that
ext1A(¢(º)hji;¢(¸)) 6= 0
implies j · j0 for all º 2 ¹.
For every º 2 ¹ and j · j0 the space ext1A(¢(º)hji;¢(¸)) is ¯nite
dimensional, say of dimension lº;j. Consider the universal extension
(21) X ,! Y ³ Z;
where X = ¢(¸) and
Z =
M
º2¹
M
j·j0
¢(º)hjilº;j 2 F#(¢)
(note that ext1A(Z;Z) = 0 by Lemma 16). We have Y 2 F#(¢) by
construction. We further claim that Y is indecomposable. Indeed, Let
e 2 endA(Y ) be a nonzero idempotent (note that e is homogeneous of
degree zero). As º Á ¸, we have homA(¢(¸);¢(º)hji) = 0 for any º
and j as above. Therefore e maps X (which is indecomposable) to X.
If ejX = 0, then e provides a splitting for a nontrivial direct summand
of Z in (21); if ejX = idX and e 6= idY , then idY ¡ e 6= 0 annihilates X
and hence provides a splitting for a nontrivial direct summand of Z in
(21). This contradicts our construction of Y as the universal extension.
Therefore e = idY , which proves that the module Y is indecomposable.
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By Lemma 16, there are no extensions between the summands of Z.
From ext1A(Z;Z) = 0 and the universality of our extension, we get
ext1A(¢(º)hji; Y ) = 0
for all º 2 ¹ and all j.
Now take the indecomposable module constructed in the previous
paragraph as X, take a maximal ¹0 such that for some j we have
ext1A(¢(¹
0)hji; X) 6= 0 and do the same thing as in the previous para-
graph. Proceed inductively. In a ¯nite number of steps we end up with
an indecomposable module T (¸) such that ¢(¸) ,! T (¸), the cokernel
is in F#(¢), and
ext1A(¢(¹)hji; T (¸)) = 0
for all ¹ and j. By Theorem 2(ii), we have T (¸) 2 F#(r). This proves
the existence part of statement (ii). The uniqueness part will follow
from statement (iii).
Let M 2 F#(¢) \ F#(r) be indecomposable and ¢(¸) ,! M be
such that the cokernel Coker has a standard ¯ltration. Applying
homA(¡; T (¸)) to the short exact sequence
¢(¸) ,!M ³ Coker
we obtain the exact sequence
homA(M;T (¸))! homA(¢(¸); T (¸))! ext1A(Coker; T (¸)):
Here the right term is zero by Lemma 17 and the de¯nition of T (¸).
As the middle term is obviously nonzero, we obtain that the left term
is nonzero as well. This gives us a nonzero map ® from M to T (¸).
Similarly one constructs a nonzero map ¯ from T (¸) to M such that
the composition ® ± ¯ is the identity on ¢(¸). We claim the following:
Lemma 18. Let T (¸) be as above.
(i) For any n 2 Z there exists a submodule N (n) of T (¸) with the
following properties:
(a) N (n) is indecomposable;
(b) N (n) has ¯nite standard ¯ltration starting with ¢(¸);
(c) N
(n)
i = T (¸)i for all i · n;
(d) every endomorphism of T (¸) restricts to an endomorphism of
N (n).
(ii) The composition ® ± ¯ is an automorphism of T (¸).
Proof. Consider the multiset M of all standard subquotients of T (¸).
It might be in¯nite. However, for every m 2 Z the multiset Mm of
those subquotients X of T (¸), for which Xi 6= 0 for some i · m is
¯nite since T (¸) 2 A#-mod. Construct the submultiset N of M in
the following way: start with Mn [ f¢(¸)g, which is ¯nite. From
Lemma 15 it follows that every subquotient from Mn has a nonzero
¯rst extension with ¯nitely many other subquotients from M. Add to
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N all such subquotients (counted with multiplicities), moreover, if we
add some ¢(¹)hji, add as well all ¢(º)hii, where i ¸ j and ¹ ¹ º,
occurring in M. Obviously, the result will be a ¯nite set. Repeat now
the same procedure for all newly added subquotients and continue. By
Lemma 16, on every next step we will add only ¢(º)hii such that ¹ Á º
(strict inequality!) for some minimal ¹ in the set indexing subquotients
added on the previous step.
As ¤ is ¯nite, after ¯nitely many steps we will get a ¯nite submultiset
N of M with the following properties: any subquotient from N does
not extend any subquotient fromMnN ; there are no homomorphisms
from any subquotient from N to any subquotient from MnN . Using
the vanishing of the ¯rst extension one shows that there is a submod-
ule N (n) of T (¤), which has a standard ¯ltration with the multiset of
subquotients being precisely N , in particular, N (n) satis¯es (ib). By
construction, N (n) also satis¯es (ic). The vanishing of homomorphisms
from subquotients from N to subquotients from M n N implies that
N (n) satis¯es (id). That N (n) satis¯es (ia) is proved similarly to the
proof of the indecomposability of T (¸). This proves statement (i).
To prove that ® ±¯ is an automorphism (statement (ii)) it is enough
to show that for any n 2 Z the restriction of ® ± ¯ to T (¸)n is a linear
automorphism. The restriction of ® ± ¯ to N (n) (which is well de¯ned
by (id)) is not nilpotent as it is the identity on ¢(¸). As A is positively
graded, the space homA(¢(¹);¢(º)hji) is ¯nite dimensional for all ¹; º
and j. From this observation and (ib) it follows that the endomorphism
algebra of N (n) is ¯nite dimensional. This algebra is local by (ia).
Therefore the restriction of ®±¯ to N (n), being a non-nilpotent element
of a local ¯nite dimensional algebra, is an automorphism. Therefore
the restriction of ® ± ¯ to all N (n)i , in particular, to N (n)n = T (¸)n (see
(ic)), is a linear automorphism. This completes the proof. ¤
After Lemma 18, substituting ® by (® ± ¯)¡1 ± ®, we may assume
that ®±¯ = idT (¸). We also have that ¯ is injective and ® is surjective.
The gives us splittings for the following two short exact sequences:
0 // Ker(®)
Â Ä // M ®
// T (¸) //
¯
vv U
Z_dim
0
0 // T (¸)
¯
// M // //
®
uu QUZ
_di
Coker(¯) // 0
As M is assumed to be indecomposable, we obtain Ker(®) =
Coker(¯) = 0, which implies that ® and ¯ are isomorphisms. Therefore
M »= T (¸), which completes the proof of the theorem. ¤
The objects of the category F#(¢)\F#(r) are called tilting modules.
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Remark 19. Note that a tilting module may be an in¯nite direct sum
of indecomposable tilting modules. Note also that the direct sum of
all indecomposable tilting modules (with all shifts) does not belong to
A#-gmod. It might happen that it does not belong to A-gmod either,
since local ¯niteness is an issue.
Corollary 20. Let A be a positively graded standardly strati¯ed alge-
bra.
(i) Every M 2 F#(¢) has a coresolution by tilting modules of length
at most j¤j ¡ 1.
(ii) Every M 2 F#(r) has a (possibly in¯nite) resolution by tilting
modules.
Proof. This follows from Theorem 14 and the de¯nitions by standard
arguments. ¤
Remark 21. Note that the standard ¯ltration of T (¸) may be in¯nite,
see Example 43.
Unfortunately, Remark 21 says that one can not hope for a reason-
able analogue of Ringel duality on the class of algebras we consider.
We can of course consider the endomorphism algebra of the direct sum
of all tilting modules, but from Remark 21 it follows that projective
modules over such algebras might have in¯nite standard ¯ltrations and
hence we will not be able to construct tilting modules for them. An-
other obstruction is that we actually can not guarantee that the induced
grading on this endomorphism algebra will be positive (see examples
in [MO, Ma]). To deal with these problems we have to introduce some
additional restrictions.
4. Ringel duality for graded standardly stratified
algebras
Consider the |-linear category T, which is the full subcategory of
A#-gmod, whose objects are T (¸)hji, where ¸ 2 ¤ and j 2 Z. The
group Z acts freely on T via hji and the quotient of T modulo this
free action is a Z-graded |-linear category T, whose objects can be
identi¯ed with T (¸), where ¸ 2 ¤ (see [DM, MOS] for more details).
Thus the ungraded endomorphism algebra R(A) = EndA(T ), where
T =
L
¸2¤ T (¸) becomes a Z-graded |-algebra in the natural way.
The algebra R(A) is called the Ringel dual of A. The algebra A will
be called weakly adapted provided that every T (¸), where ¸ 2 ¤, has a
¯nite standard ¯ltration. The algebra A will be called adapted provided
that the above Z-grading on R(A) is positive.
Proposition 22. We have the following:
(i) Any adapted algebra is weakly adapted.
(ii) If A is weakly adapted, then R(A) is locally ¯nite.
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Proof. Because of Lemma 5 and the de¯nition of tilting modules, every
homomorphism from T (¸) to T (¹)hji is induced from a homomorphism
from some standard subquotient of T (¸) to some proper standard sub-
quotient of T (¹)hji.
Since r(¹)hji is a (sub)quotient of T (¹)hji, the condition that the
above Z-grading on R(A) is positive implies that every standard sub-
quotient of T (¸), di®erent from ¢(¸), must have the form ¢(¹)hji for
some j > 0. However, the vector space
M
j·0
T (¸)j is ¯nite dimensional
as T (¸) 2 A#-gmod, which yields that any standard ¯ltration of T (¸)
must be ¯nite. This proves statement (i).
Statement (ii) follows from the ¯niteness of a standard ¯ltration of
T (¸) and the obvious fact that homA(¢(¸);M) is ¯nite dimensional
for any M 2 A-gmod. ¤
Corollary 23. Assume that A is adapted. Then every M 2 F b(¢),
in particular, every indecomposable projective A-module, has a ¯nite
coresolution
(22) 0!M ! T0 ! T1 ! ¢ ¢ ¢ ! Tk ! 0;
such that every Ti is a ¯nite direct sum of indecomposable tilting A-
modules.
Proof. It is enough to prove the claim for M = ¢(¸). The claim is
obvious in the case ¸ is minimal as in this case we have ¢(¸) = T (¸).
From Theorem 14(ii) we have the exact sequence
0! ¢(¸)! T (¸)! Coker
such that Coker has a standard ¯ltration with possible subquotients
¢(¹)hii, where ¹ Á ¸ and i 2 Z. By Proposition 22(i), the standard
¯ltration of Coker is ¯nite and hence the claim follows by induction
(with respect to the partial preorder ¹). ¤
A complex X ² of A-modules is called perfect provided that it is
bounded and every nonzero X i is a direct sum of ¯nitely many in-
decomposable modules. Let P(A) denote the homotopy category of
perfect complexes of graded projective A-modules. As every indecom-
posable projective A-module has a ¯nite standard ¯ltration, it follows
by induction that F b(¢) µ P(A). Consider the contravariant functor
G = RhomA(¡;T)
(see [MOS] for details of hom-functors for |-linear categories). As we
will see in Theorem 24(iii), the functor G is a functor from P(A) to
P(R(A)). To distinguish A and R(A)-modules, if necessary, we will
use A and R(A) as superscripts for the corresponding modules.
Theorem 24 (Weak Ringel duality). Let A be an adapted standardly
strati¯ed algebra.
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(i) The algebra R(A) is an adapted standardly strati¯ed algebra with
respect to ¹op.
(ii) We have R(R(A)) »= A.
(iii) The functor G is an antiequivalence from P(A) to P(R(A)).
(iv) The functor G induces an antiequivalence between F b(¢(A)) and
F b(¢(R(A))), which sends standard A-modules to standard R(A)-
modules, tilting A-modules to projective R(A)-modules and pro-
jective A-modules modules to tilting R(A)-modules.
Proof. By construction, the functor G maps indecomposable tilting
A-modules to indecomposable projective R(A)-modules. From Corol-
lary 23 it follows that every indecomposable projective A-module M
has a coresolution of the form (22), such that every Ti is a ¯nite direct
sum of indecomposable tilting A-modules. This implies that every ob-
ject in P(A) can be represented by a perfect complex of tilting modules.
This yields that G maps P(A) to P(R(A)). As T is a tilting module,
statement (iii) follows directly from the Rickard-Morita Theorem for
|-linear categories, see e.g. [Ke, Corollary 9.2] or [DM, Theorem 2.1].
The functor G is acyclic, in particular, exact on F b(¢(A)) by
Lemma 5. By construction, it maps tilting A-modules to projective
R(A)-modules and thus projective R(A)-modules have ¯ltrations by
images (under G) of standard A-modules. By Proposition 22, these ¯l-
trations of projective R(A)-modules by images of standard A-modules
are ¯nite. As in the classical case (see [Ri]) it is easy to see that the
images of standard A-modules are standard R(A)-modules (with re-
spect to ¹op). From Proposition 22(ii) and our assumptions it follows
that the algebra R(A) is positively graded. This implies that R(A) is
a graded standardly strati¯ed algebra (with respect to ¹op).
Because of our description of standard modules for R(A), the functor
G maps F b(¢(A)) to F b(¢(R(A))). In particular, projective A-modules
are also mapped to some modules in F b(¢(R(A))). Since G is a derived
equivalence by (iii), for i > 0, j 2 Z and ¸; ¹ 2 ¤ we obtain
extiR(A)(G¢(¸)hji;GP (¹)) = extiA(P (¹);¢(¸)hji) = 0:
Hence GP (¹) has a proper costandard ¯ltration by Theorem 2(i), and
thus is a tilting R(A)-module, which implies (ii). As projective A-
modules have ¯nite standard ¯ltration, the algebra R(A) is weakly
adapted. It is even adapted as the grading on R(R(A)) coincides with
the grading on A and is hence positive. This proves (i). Statement
(iv) follows easily from the properties of G, established above. This
completes the proof. ¤
Similarly to the above we consider the contravariant functors
F = RhomA(T; ¡)~ : D+(A"-gmod)! D¡(R(A)#-gmod)
~F = RhomA(T; ¡)~ : D¡(A#-gmod)! D+(R(A)"-gmod):
KOSZUL DUALITY FOR STRATIFIED ALGEBRAS 21
Although it is not obvious from the ¯rst impression, the following state-
ment carries a strong resemblance with [MOS, Proposition 20]:
Theorem 25 (Strong Ringel duality). Let A be an adapted standardly
strati¯ed algebra.
(i) Both F and ~F are antiequivalences.
(ii) The functor F induces an antiequivalence from the category
F"(r(A)) to the category F#(r(R(A))), which sends proper costan-
dard A-modules to proper costandard R(A)-modules, and injective
A-modules to tilting R(A)-modules.
(iii) The functor ~F induces an antiequivalence from the category
F#(r(A)) to the category F"(r(R(A))), which sends proper costan-
dard A-modules to proper costandard R(A)-modules, and tilting
A-modules to injective R(A)-modules.
Proof. Consider the covariant versions of our functors:
H = RhomA(T; ¡) : D+(A"-gmod)! D+(gmod-R(A)")
~H = RhomA(T; ¡) : D¡(A#-gmod)! D¡(gmod-R(A)#):
Every object in D¡(A#-gmod) has a projective resolution. Since T is a
tilting module, every object in D¡(A#-gmod) is also given by a complex
of tilting modules. As tilting modules are selforthogonal, for complexes
of tilting modules the functor ~H reduces to the usual hom functor.
Similarly every object in D+(A"-gmod) has an injective resolution and
for such complexes the functor H reduces to the usual hom functor.
The left adjoints H0 and ~H0 of H and ~H, respectively, are thus given
by the left derived of the tensoring with T. As T is a tilting module,
these left adjoint functors can be given as a tensoring with a ¯nite tilt-
ing complex of A-R(A)-bimodules, projective as right R(A)-modules,
followed by taking the total complex.
Using the de¯nition of proper costandard modules it is straightfor-
ward to verify that both H and ~H map proper costandard left A-
modules to proper standard right R(A)-modules. Similarly, both H0
and ~H0 map proper standard right R(A)-modules to proper costandard
left A-modules. Since proper (co)standard objects have trivial endo-
morphism rings, it follows by standard arguments that the adjunction
morphism
IdD+(gmod-R(A)") ! HH0; H0H! IdD+(A"-gmod)
IdD¡(gmod-R(A)#) ! ~H~H0; ~H0 ~H! IdD¡(A#-gmod)
induce isomorphisms, when evaluated on respective proper
(co)standard objects. Therefore the adjunction morphism above
are isomorphisms of functors on the categories, generated (as triangu-
lar categories) by proper (co)standard objects. Using the classical limit
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construction (see [Ric]) one shows that both H and ~H are equivalences
of categories. This yields that both F and ~F are antiequivalences of
categories. This proves statement (i) and statements (ii) and (iii)
easily follow. ¤
5. Proof of the main result
If M 2 fP (¸); I(¸); T (¸);¢(¸);r(¸)g, we will say that the centroid
of the graded modules Mhji, where j 2 Z, belongs to ¡j. Let X ²
and Y² be two complexes of tilting modules, both bounded from the
right. A complex X ² of projective, injective, tilting, standard, or co-
standard modules is called linear provided that for every i centroids of
all indecomposable summand of X i belong to ¡i. A positively graded
algebra B is called Koszul if all simple B-modules have linear projective
resolutions. The Koszul dual E(A) of a Koszul algebra A is just the
Yoneda extension algebra of the direct sum of all simple A-modules.
The algebra E(A) is positively graded by the degree of extensions.
We will say that X ² dominates Y² provided that for every i 2 Z the
following holds: if the centroid of an indecomposable summand of X i
belongs to j and the centroid of an indecomposable summand of Y i
belongs to j0, then j < j0.
The aim of this section is to prove Theorem 1. For this we ¯x an
algebra A satisfying the assumptions of Theorem 1 throughout (we
will call such algebra balanced). For ¸ 2 ¤ we denote by S²¸ and C²¸ the
linear tilting coresolution of ¢(¸) and resolution of r(¸), respectively.
We will proceed along the lines of [Ma, Section 3] and do not repeat
the arguments, which are similar to the ones from [Ma, Section 3].
Lemma 26. The algebra A is adapted.
Proof. Mutatis mutandis [Ma, Lemma 2]. ¤
Corollary 27. We have homA(T (¸)hii; T (¹)) = 0, for all ¸; ¹ 2 ¤
and i 2 N.
Corollary 28. Let X ² and Y² be two complexes of tilting modules,
both bounded from the right. Assume that X ² dominates Y². Then
HomD¡(A)(X ²;Y²) = 0.
Proof. Mutatis mutandis [Ma, Corollary 4]. ¤
Proposition 29. For every ¸ 2 ¤ the module L(¸) is isomorphic in
D¡(A) to a linear complex L²¸ of tilting modules.
Proof. Just as in [Ma, Proposition 5], one constructs a complex P² of
tilting modules in D¡(A), quasi-isomorphic to L(¸) and such that for
each i all centroids of indecomposable summands in P i belong to some
j such that j ¸ ¡i.
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Let us now prove the claim by induction with respect to ¹. If ¸
is minimal, then L(¸) = r(¸) and we can take L²¸ = C²¸. Otherwise,
consider the short exact sequence
0! L(¸)! r(¸)! Coker! 0:
Since A is positively graded, we have Cokerj = 0 for all j ¸ 0. More-
over, Coker is ¯nite dimensional (Lemma 4) and all simple subquotients
of Coker correspond to some ¹ 2 ¤ such that ¹ Á ¸. Using the induc-
tive assumption, we can resolve every simple subquotient of Coker using
the corresponding linear complexes of tilting modules and thus obtain
that Coker is quasi-isomorphic to some complex X ² of tilting modules
such that for each i all centroids of indecomposable summands in X i
belong to some j such that j · ¡i ¡ 1. As r(¸) has a linear tilting
resolution, it follows that L(¸) is quasi-isomorphic to some complex Q
²
of tilting modules, such that for each i all centroids of indecomposable
summands in Qi belong to some j such that j · ¡i.
Because of the uniqueness of the minimal tilting complex L²¸, rep-
resenting L(¸) in D¡(A#-mod), we thus conclude that for all i 2 Z
centroids of all indecomposable summands in Li¸ belong to ¡i. This
means that L²¸ is linear and completes the proof. ¤
Corollary 30. The algebra A is Koszul.
Proof. Mutatis mutandis [Ma, Corollary 6]. ¤
Corollary 31. We have the following:
(i) Standard A-modules have linear projective resolutions.
(ii) Proper costandard A-modules have linear injective coresolutions.
Proof. Assume that extiA(¢(¸); L(¹)hji) 6= 0 for some ¸; ¹ 2 ¤, i ¸ 0
and j 2 Z. As A is positively graded we obviously have j · ¡i.
On the other hand, this inequality yields an existence of a non-zero
homomorphism (in D¡(A#-mod)) from S²¸ to L²¸[i]hji. But both S²¸
and L²¸ are linear (Proposition 29) and hence from Corollary 28 it
follows that j ¸ ¡i. Therefore j = ¡i and statement (i) follows. The
statement (ii) is proved similarly. ¤
Corollary 32. We have the following:
(i) Standard R(A)-modules have ¯nite linear projective resolutions.
(ii) Standard R(A)-modules have ¯nite linear tilting coresolutions.
(iii) Proper costandard R(A)-modules have linear tilting resolutions.
(iv) Proper costandard R(A)-modules have linear injective coresolu-
tions.
Proof. Using Theorem 24(iv) we see that the functor G maps a ¯nite
linear projective resolution of ¢(A) (Corollary 31(i)) to a ¯nite linear
tilting coresolution of ¢(R(A)). It also maps a ¯nite linear tilting cores-
olution of ¢(A) to a ¯nite linear projective resolution of ¢(R(A)).
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Using Theorem 25(ii) we see that the functor F maps a linear injec-
tive coresolution of r(A) (Corollary 31(ii)) to a linear tilting resolution
of r(R(A)). Using Theorem 25(iii) we see that the functor ~F maps a lin-
ear tilting resolution ofr(A) to a linear injective coresolution ofr(R(A)).
The claim follows. ¤
Corollary 33. The algebra R(A) is Koszul.
Proof. This follows from Corollaries 30 and Corollaries 32. ¤
Denote by LT the full subcategory of D¡(A), which consists of all
linear complexes of tilting A-modules. The category LT is equivalent
to gmod-E(R(A))" and simple objects of LT have the form T (¸)h¡ii[i],
where ¸ 2 ¤ and i 2 Z (see [MOS]).
Proposition 34. We have the following:
(i) The objects S²¸, where ¸ 2 ¤, are proper standard objects in LT
with respect to ¹.
(ii) The objects C²¸, where ¸ 2 ¤, are costandard objects in LT with
respect to ¹.
Proof. Mutatis mutandis [Ma, Proposition 11]. ¤
Proposition 35. For all ¸; ¹ 2 ¤ and i; j 2 Z we have
(23) HomDb(LT)(S²¸; C¹hji[¡i]²) =
(
|; ¸ = ¹; i = j = 0;
0; otherwise:
Proof. Mutatis mutandis [Ma, Proposition 12]. ¤
Corollary 36. The algebra E(R(A)) is standardly strati¯ed with re-
spect to ¹.
Proof. Applying the duality to Propositions 34 and 35 we obtain that
standard E(R(A))-modules are left orthogonal to proper costandard.
Using this and the same arguments as in the proof of Theorem 2 one
shows that projective E(R(A))-modules have a standard ¯ltration.
Since standard E(R(A))-modules are left orthogonal to proper co-
standard modules, to prove that the standard ¯ltration of an inde-
composable projective E(R(A))-module is ¯nite it is enough to show
that the dimension of the full ungraded homomorphism space from any
indecomposable projective E(R(A))-module to any proper costandard
module is ¯nite. In terms of the category LT (which gives the dual pic-
ture), we thus have to show that the dimension N of the full ungraded
homomorphism space from S²¸ to any injective object in LT is ¯nite.
Realizing LT as linear complexes of projective R(A)-modules, we know
that injective objects of LT are linear projective resolutions of simple
R(A)-modules (see [MOS, Proposition 11]), while the proper standard
objects are linear projective resolutions of standard R(A)-modules. We
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thus get that N is bounded by the sum of the dimensions of all ex-
tension from the corresponding standard module to the corresponding
simple module. Now the claim follows from the fact that all standard
R(A)-modules have ¯nite linear resolutions (Corollary 32(i)). ¤
Corollary 37. The complexes L²¸, where ¸ 2 ¤, are tilting objects in
LT.
Proof. Mutatis mutandis [Ma, Corollary 14]. ¤
Corollary 38. There is an isomorphism E(A) »= R(E(R(A))) of
graded algebras, both considered with respect to the natural grading in-
duced from D¡(A). In particular, we have R(E(A)) »= E(R(A)).
Proof. Mutatis mutandis [Ma, Corollary 15]. ¤
Corollary 39. Both E(A) and R(E(A)) are positively graded with re-
spect to the natural grading induced from D¡(A).
Proof. Mutatis mutandis [Ma, Corollary 16]. ¤
Lemma 40. The algebra E(R(A)) is standard Koszul.
Proof. Mutatis mutandis [Ma, Lemma 18]. ¤
Proposition 41. The positively graded algebras E(A) and R(E(A))
are balanced.
Proof. Mutatis mutandis [Ma, Proposition 17]. ¤
Proof of Theorem 1. Statement (i) follows from Corollaries 30 and 31.
Statement (ii) follows from Corollary 32 and Proposition 41. Statement
(iii) follows from Proposition 29. Finally, statement (iv) follows from
Corollary 38. ¤
6. Examples
Example 42. Consider the path algebra A of the following quiver:
1® 88
¯ // 2
It is positively graded in the natural way (each arrow has degree one).
We have ¢(2) = P (2) = L(2), while the projective module P (1) looks
as follows:
1
¯
&&MM
MMM
MMM
MMM
MM
®
²²
1
¯
&&MM
MMM
MMM
MMM
MM
®
²²
2
1
¯
%%KK
KKK
KKK
KKK
KKK
®
²²
2
...
...
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In particular, we have that the ungraded composition multiplicity of
L(2) in P (1) is in¯nite and hence P (1) has an in¯nite standard ¯ltra-
tion. In particular, Lemma 15 fails in this case and hence the universal
extension procedure does not have a starting point and can not give us
a module from A#-gmod.
Example 43. Consider the path algebra B of the following quiver:
1
® // 2 ¯ff
It is positively graded in the natural way (each arrow has degree one).
We have ¢(1) = L(1) = T (1), ¢(2) = P (2) and the following projec-
tive B-modules:
P (1) : 1
®
²²
2
¯
²²
2
¯
²²
...
P (2) : 2
¯
²²
2
¯
²²
2
¯
²²
...
The module T (2) looks as follows:
T (2) : 1
®
&&MM
MMM
MMM
MMM
MM
1
®
&&MM
MMM
MMM
MMM
MM 2
¯
²²
1
®
%%KK
KKK
KKK
KKK
KKK 2
¯
²²
...
...
In particular, T (2) has an in¯nite standard ¯ltration and hence the
algebra B is not weakly adapted.
Example 44. Consider the path algebra C of the following quiver:
1
® //¯ 88 2 ¯ff
modulo the ideal, generated by the relation ®¯ = ¯®. It is positively
graded in the natural way (each arrow has degree one). We haver(1) =
L(1) and also the following projective, standard, proper costandard and
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tilting C-modules:
P (1) = T (2)[¡1] : 1
¯
²²
®
&&MM
MMM
MMM
MMM
MM
1
¯
²²
®
&&MM
MMM
MMM
MMM
MM 2
¯
²²
1
¯
²²
®
%%KK
KKK
KKK
KKK
KKK
2
¯
²²...
P (2) = ¢(2) : 2
¯
²²
2
¯
²²
2
¯
²²
...
r(2) : 1
®
&&MM
MMM
MMM
MMM
MM
2
T (1) = ¢(1) : 1
¯
²²
1
¯
²²
...
Standard and proper costandard C-modules have the following linear
tilting (co)resolutions:
0! ¢(1)! T (1)! 0
0! ¢(2)! T (2)! T (1)[1]! 0
0! T (1)[¡1]! T (1)! r(1)! 0
0! T (2)[¡1]! T (2)! r(2)! 0:
Hence C is balanced. The indecomposable tilting objects in LT are:
0! T (1)[¡1]! T (1)! 0
0! T (2)[¡1]! T (2)© T (1)! T (1)[1]! 0:
We have R(C) »= Cop, E(C) is the path algebra of the quiver:
1¯ 88 2 ¯ff®
oo
modulo the ideal, generated by the relation ®¯ = ¯® and ¯2 = 0, and
R(E(C)) »= E(R(C)) »= E(C)op.
Example 45. Every Koszul positively graded local algebra algebra A
with dim|A0 = 1 is balanced. Every Koszul positively graded algebra
is balanced in the case when Á is the full relation.
Example 46. Directly from the de¯nition it follows that if the algebra
A is balanced, then the algebra A=Ae¸A is balanced as well for any
maximal ¸. It is also easy to see that if A and B are balanced, then
both A©B and A­| B are balanced.
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