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The preferential attachment (PA) process is a popular theory for explaining network power-law
degree distributions. In PA, the probability that a new vertex adds an edge to an existing vertex
depends on the connectivity of the target vertex. In real-world networks, however, each vertex
may have asymmetric accessibility to information. Here we address this issue using a new network-
generation mechanism that incorporates asymmetric accessibility to upstream and downstream in-
formation. We show that this asymmetric information accessibility directly affects the power-law
exponent, producing a broad range of values that are consistent with observations. Our findings shed
new light on the possible mechanisms in three important real-world networks: a citation network, a
hyperlink network, and an online social network.
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Understanding the mechanisms underlying the power-
law degree distribution observed in many complex net-
works has been a hot research topic for many years [1–3].
Preferential attachment (PA) theory has been proposed
[3, 4] to explain the growth of diverse systems such as sci-
entific collaboration networks [4–8], the World Wide Web
[4, 9–12], actor collaboration graphs [11, 13, 14], social
networks [15–22], and chemical and biological networks
[23–26]. In a PA model, the probability that a new ver-
tex will add an edge to an existing vertex depends on the
connectivity of the target vertex [11]. Although the PA
model has many variants [see, e.g., 3, 6, 27–30], most of
them have either one or both of the following drawbacks:
(1) Some assumptions and parameters in PA-based mod-
els are not well justified. These include the parameters
A and α in Ref. [3], and the “ghost” citation in Ref.
[6]. (2) The PA rule applies to all vertexes assuming
that each vertex has full information about connectivity,
which may not be consistent with reality [31]. In fact, lo-
cal network-generation rules can also produce power-law
behaviors, as reported by Va´zquez [31, 32]. However, the
effect of asymmetric accessibility to upstream and down-
stream information remains a largely unexplored issue.
In this paper, we present a new network-generation
mechanism based on simple local rules that takes into
account the asymmetric accessibility to upstream and
downstream information. In addition, the physical mean-
ings of all the parameters introduced in our model have
clear real-world correspondences, and the power-law ex-
ponents of the networks that it produces can be any value
greater than 2. We analyze in detail how this asymmet-
ric accessibility affects the power-law exponents. Finally,
we show that the proposed network-generation mecha-
nism and findings are consistent with various real-world
datasets.
We will use the example of a citation network to intro-
duce our mechanism. Suppose that an author decides to
FIG. 1. The family of a center node is comprised of nodes
in the red solid rectangle: the center (green), its accessible
parents (blue), and its accessible children (yellow). The solid
arrows (edges) connect nodes whose information is accessible,
while the dashed ones connects nodes whose information is
inaccessible. The directions of the arrows represent the di-
rections of information flow (e.g., in a citation network, the
target node cites the source node).
cite some published papers from the network. The au-
thor picks one published paper to cite, with that paper
effectively being drawn randomly from the network. We
label the selected paper as the center. We define the ar-
ticles cited by the center as its parents, and the articles
citing the center as its children. With such definitions, we
can see that information flows from parents to children.
Due to the finite cost of searching in terms of time spent,
it makes sense to assume that the author cannot access
the complete set of all parents and children of the center,
leading to the situation that the actual information flows
in the citation network have an additional asymmetry
introduced (e.g., different accessibilities to parents and
children). We let a and b be the probability that a parent
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2and a child can be accessed, respectively. A center’s fam-
ily is a set comprised of the center, its accessible parents
and children, as shown in Fig. 1. Eventually, the author
randomly selects one member from the family and cites
the selected family member. Consequently, the author’s
article will be a child of the cited paper. We assume that
in each time step, only one article is published and thus
it can be uniquely identified by its publication time. In
addition, each newly-published article on average will be
cited independently m times.
Mathematically, let p(q, s, t) denote the probability of
an article published at time step s having q children
when observed at step t. The probability density func-
tion (PDF) of the number of children observed at time t
can be expressed as P (q, t) = 1t
∑t
s=0 p(q, s, t). Consider
an article which was published at s and has degree q at
time step t. The probability that it will be cited by an
article published at t+ 1 is given by
A(q, t) =
m
t
× 1
am+ bq + 1
+
m
t
× aq + bm
am+ bq¯ + 1
, (1)
where the first term represents the probability that the
article will be cited as a center, the second term repre-
sents the probability that it will be cited as a parent or
a child, and q¯ is the average q which equals m. If we
assume aq + bm is much greater than 1, the first term is
then usually much smaller than the second one when q is
' q¯. This is very likely to be true in real-world datasets:
for example, the average numbers of citations (m, or q¯)
for an article in a citation network, for hyperlinks of a
web page on the Internet, and follows for a user in the
online social network studied in this work, are found to
be around 10.8, 8.2, and 29.8 respectively. Hence, for
simplicity, we replace q in the first term by q¯, and have
A(q, t) ≈ m
t
× aq + bm+ 1
(a+ b)m+ 1
. (2)
Therefore, we have p(q, s, t + 1) − p(q, s, t) =
−A(q, t)p(q, s, t) + A(q − 1, t)p(q − 1, s, t) with the ini-
tial condition that p(q, s, s) = δq,0. Summing over s
from 0 to t, and in the long-time limit after transition
to continuous-time approximation, we obtain
∂P (q, t)
∂t
=− P (q, t)
t
−A(q, t)P (q, t)
+A(q − 1, t)P (q − 1, t) + δq,s .
(3)
Consequently, the solution for the stable state (i.e.,
∂P (q, t)/∂t = 0 when t→∞) is given by
P (q) = C−1B
(
2 +
b
a
+
1
am
,
bm+ 1
a
+ q
)
, (4)
where B is the beta function and C is the normalization
constant given by
C = 2F˜1{1, bm+ 1
a
;
2a+ b+ bm+ 1
a
+
1
am
; 1}Γ
[
bm+ 1
a
]
,
(5)
where 2F˜1 is the hypergeometric function, and Γ is the
Gamma function. For large q, this produces a power-law
distribution with the power-law exponent
α = 2 +
b
a
+
1
am
(6)
which can be any value greater than 2.
We now present a comparison between these analytical
results and simulation in three scenarios, as illustrated
in Figure 2. The findings show that: (1) The simulation
outputs are very close to the analytical results, which
helps validate our model theoretically. (2) The parameter
a has a negative relationship with the power-law expo-
nent α meaning that as a decreases, the observed slope in
Fig. 2 increases (see green and blue scenarios in Fig. 2).
Therefore, as the accessibility to upstream nodes gets re-
duced, the power-law exponent becomes smaller. It also
becomes less likely that a node can have a large number
of children. (3) The parameter b and α are positively
related (see red and green scenarios in Figure 2). Inter-
estingly, while increasing a will make α increase linearly
(and there is an upper bound for α since a ≤ 1) when
b is given, by decreasing b with a given α will increase
acceleratingly and can reach any value above 2.
FIG. 2. Comparison the analytical results (solid lines; i.e., Eq.
4) and the simulation results (the symbols of the same color)
for different parameter values. a (b) is the probabilities that
a parent (child) is accessible, and m is the average member
of parents a center has. For all cases here, m = 10.
We now compare our model (i.e. Eq. 4)
to three real-world networks: the citation net-
work of the American Physical Society (available at
https://journals.aps.org/datasets), the hyperlink net-
work of www.stanford.edu [33], and the relationship net-
work of Twitter [34]. Let Oi denote the empirical P (qi)
for the ith q (i.e., qi) and Ei denotes the theoretical one.
Our model is fit to the empirical probability distribution
3by minimizing χ2, where
χ2 =
∑
i
[
Oi − Ei
Ei
]2
. (7)
In this way, we deduce the best-fit values of a, b and
m. We find the following: (1) in the APS citation net-
work, the probability that a parent is accessed (a = 0.7)
is very close to the probability that a child is accessed
(b = 0.8). In other words, the parents and children of
a central article are almost equally accessible to authors.
There could be many interpretations. For instance, when
the early-published and newly-published articles are al-
most equally available, the authors seemingly have al-
most equal preferences for them. It is also possible that
the APS network is setup such that it is easier to obtain
information on parents than on children though newly-
published articled are favored, and hence the accessibil-
ities to parents and children show little bias. (2) In the
hyperlink network, a = 1 while b = 0, which means that
a new web page cares primarily about the parents of cen-
tral pages, perhaps because the page creator can easily
access the links on the central pages but has very lit-
tle information about which web pages will direct to the
central pages. (3) In the relationship network of Twitter,
a = 0.4 > b = 0.2, probably indicating that when adding
a new follow, users favor the follows of the current fol-
lows over the followers of them. (4) The predicted m for
all the three cases (i.e., 10.9, 7.2, 29.7; see Fig. 3) are
approximately the same as their corresponding empirical
one (i.e., 10.5, 8.2, and 29.8 in turn), which further vali-
dates our model empirically. As a result of these findings,
we believe that the proposed network-generation mech-
anism incorporating the effect of asymmetric accessibil-
ity to upstream and downstream information, provides a
surprisingly simple explanation for the power-law distri-
butions observed in diverse real-world networks.
In conclusion, we have presented a new model based
on information accessibility that can explain the power-
law degree distributions observed in a variety of differ-
ent real-world networks. Compared with the original PA
model, our network-generation mechanism is comprised
of local rules which consider the practical situation that
the accessibility to upstream and downstream informa-
tion is asymmetric. We have also investigated the re-
lationships between the asymmetric accessibility to up-
stream and downstream information and the power-law
exponent of the yielded network. We validated our model
by exploring the fit to three real-world networks, and
demonstrated the empirical impact of asymmetric acces-
sibility to upstream and downstream information on the
power-law exponent. We suggest that both theoretical
and empirical findings could be insightful for network
managers to understand and control real-work networks
by adjusting the information accessibilities.
FIG. 3. Best fit (solid lines) for the three empirical distri-
butions (symbols of same color) using the theoretical model
(Eq. 4). Optimal fitting parameters are shown in the legend.
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