Introduction
Forecast rationality under squared error loss implies various bounds on second moments of the forecasts across different horizons. For example, the mean squared forecast error should be non-decreasing in the horizon. Patton and Timmermann (2011) propose rationality tests based on such restrictions, including interesting new tests that can be conducted without having data on the target variable; that is, these tests can be performed by checking only the 'internal consistency' of the 'term structure' of forecasts.
One of their novel tests that is easily implemented and that performs well in
Monte Carlo simulations (in the sense that the actual size is equal to the nominal size and that the power is high) considers the hypothesis of optimal forecast revision in the context of a linear regression of the most recent forecast on the long-horizon forecast and the sequence of interim forecast revisions. That is, it considers the following regression 
where the null hypothesis of 'rationality' or 'optimal revision' corresponds to the hypothesis H 0 :α = 0 ∩β 2 = . . .β H = 1.
Note that the time of the variable to be predicted is 'fixed' at time t, while the regressors are the forecasts for this time t 'running backwards', made at time t − 1 to t − H.
For a simple interpretation of the hypothesis, we rewrite the optimal revision regression (1) aŝ
withγ h ≡β h −1 (h = 2, . . . , H). In (3) the null hypothesis of 'rationality' or 'optimal revision' obviously corresponds to the hypothesis
One of the attractive properties of this test proposed by Patton and Timmermann (2011) is that it has a clear intuitive interpretation: under the null hypothesis of 'no expected forecast correction' the last update of the forecast,Ŷ t|t−1 −Ŷ t|t−2 , does not need to correct a bias ofŶ t|t−2 (α = 0), or the previous updatesŶ t|t−j −Ŷ t|t−j−1 (γ j = 0 for j = 2, . . . , H − 1), or the long-horizon forecastŶ t|t−H (γ H = 0).
In this paper we address several points. Our main point is to exploit the fact that no actually observed target variable is required and to extend the analysis of Patton and Timmermann to the case of risk measures such as Value-at-Risk and
Expected Shortfall for which we never observe the true value. The tests can also be used for volatility or variance measures.
The remainder of this paper is organized as follows. In Section 2 we propose an extension of the optimal revision test of Patton and Timmermann (2011) 
with ϕ 0 = 0, ϕ 1 = 0.5, σ 2 = 1. For ϕ 2 we consider several values: ϕ 2 = 0.0, 0.1, 0.2, 0.3.
We estimate a simple AR(1) model, (5) 
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t|t−h take the role ofŶ t|t−h in (3), which thus becomes:
Our null hypothesis is not H 0 : forecast rationality or optimality under squared error loss (7) but H 0 : the estimated model for VaR prediction is correct.
That is, we use the test regression (6) without requiring the assumption of squared error loss. The price for this is that, to the best of our knowledge, one generally has to use simulation from the assumed model to generate the distribution of the F-statistic for the null hypothesis in (4). However, for the AR(1) model with
errors, the errors in (6) are given by (1) If we want to test for the validity of the model, taking into account the presence of errors in parameter estimates, then we must adapt (i.e. increase) the critical value.
We propose the following method: 
Results for this adapted test (with H = 3) are in the second column of Table   1 . For ϕ 2 = 0 the percentage of rejections (at a nominal size of 5%) is 4.6% (with a numerical standard error of 0.7%), so that we have no evidence that the size is distorted.
In order to assess the power of the test, we compare the performance to the well-known Unconditional Coverage (UC) and Conditional Coverage (CC) tests for the 95% and 99% Value-at-Risk; see Kupiec (1995) and Christoffersen (1998) Next, consider the example in which the target variable evolves according to a stationary ARCH(2) process
with ϕ 0 = 0.5 and ϕ 1 = 0.5. For ϕ 2 we consider several values: ϕ 2 = 0.0, 0.1, 0.2, 0.3.
We estimate a simple ARCH(1) model, (9) with ϕ 2 = 0. Again, we simulate 1000 data sets of 1500 observations, where the first 1000 in-sample observations are used for estimation of the parameters ϕ 0 , ϕ 1 and the last 500 out-of-sample observations 7 are used for evaluation of Value-at-Risk forecasts
Applying the optimal revision regression test to V aR (6) have small explanatory power for the regressand, even though the ARCH(1) model is correct. For these reasons, the actual size may be much larger than the nominal size if we would use the critical value from the F-distribution (e.g. an actual size larger than 50% for a nominal size of 5%). Therefore we require simulation for the critical 8 value in both versions of the optimal revision test. There is also heteroskedasticity for which we use Weighted Least Squares (WLS), assuming var(v t ) proportional to var(y t−1 ) (which seems to be a usable approximation). The aim of WLS is to increase the power of the test; the computation of the critical value by simulation already takes care of the size.
In the first test (of validity of the model including the parameter values) we perform the procedure without step 3, using the 'true' parametersθ (instead ofθ (i) ) of our simulated data series in steps 4 and 5. Results are in Table 2 . Again, the percentage of rejections of the first optimal revision test is larger than 5% for ϕ 2 = 0, reflecting the effect of errors in parameter estimates. For the second optimal revision test we do not have evidence that the actual size deviates from 5%. The optimal revision test again has greater power than the UC and CC tests.
In the optimal revision regression test in the AR(1) model a very wrong value of σ cannot be detected, since the value ofσ does not affect the F-statistic. The UC and CC tests can detect this, which stresses that the optimal revision regression test should preferably be used in addition to different tests. 
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If we apply the optimal revision regression test to an in-sample window for which the model has been estimated, then a 'generated regressor/regressand problem' implies that the F-statistic does not have the standard F-distribution under H 0 , even if the errors v t are normally distributed. For example, in the AR(1) model we have:
) .
That is,Ŷ t|t−1 −Ŷ t|t−2 equalsφ 1 times the OLS residual, which is obviously perpendicular to the AR(1) model's regressors, the constant term 1, and Y t−2 , if we estimate the optimal revision regression (with H = 2) for the same window as the parameters ϕ 0 , ϕ 1 . Then the estimated coefficients (α andγ 2 ) and F-statistic are exactly equal to 0 for any data series. This reflects that in general the critical values should be smaller if one applies the optimal revision regression test to an in-sample window (or a window that has overlap with an in-sample window).
to forecast rationality
Bayesian inference may be a useful alternative for testing inequalities of (co)variances or coefficients, which is the focus of alternative tests proposed by Patton and Timmermann (2011) , especially for small or moderate data samples. Advantages are that no asymptotic approximations need to be used, and that one does not require 
Final remarks
Summarizing, Patton and Timmermann (2011) have proposed a set of interesting and useful tests for forecast rationality or optimality under squared error loss, including an easily implemented test based on a regression that only involves (long-horizon and short-horizon) forecasts and no observations on the target variable. We have discussed an extension, a simulation-based procedure that takes into account the presence of errors in parameter estimates. This procedure can also be applied in the field of 'backtesting' models for Value-at-Risk. Applications to simple AR and ARCH time series models show that its power in detecting certain misspecifications is larger than the power of well-known tests for correct Unconditional Coverage and Conditional Coverage.
