Supplementary Text
S2. Effective masses and valley magnetic moment: deviation from massive Dirac model
To leading order, the conduction and valence band edges are described by the massive Dirac fermion model and possess identical effective masses and valley magnetic moments [S1] , which lead to identical Zeeman shifts of the conduction and valence bands. Thus for the Zeeman splitting of the valley exciton pseudospin, there would be no contributions from the valley magnetic moment. Nevertheless, deviations from the massive Dirac fermion model resulting from couplings to the higher energy bands will introduce a significant difference between the effective masses and valley magnetic moments of the electron and hole [S1, S2] . The difference between the valley magnetic moments of electron and hole can then contribute to the Zeeman splitting of valley exciton pseudospin.
We consider here the three-band tight-binding (TB) model with either nearest neighbor (NN)
Supplementary Figure S1 | Statistics of valley Zeeman splitting. a) Splitting in another sample as a function of applied magnetic field. It also shows a linear splitting with similar results for both methods of peak extraction. b) Each point shows the slope of the Zeeman splitting for eight different samples measured. The fifth data point is from the sample presented in the main text. The samples appear to fall into two groups, for reasons presently unknown. Table S1 | Difference in the valley magnetic moments of electron and hole in monolayer WSe 2 . The first two rows are the effective masses of electrons and holes, and the last role lists the difference in the valley g-factor of electrons and holes, calculated with the threeband tight-binding (TB) model with either nearest neighbor (NN) or third nearest neighbor (TNN) hopping, where the TB parameters are obtained by fitting first-principles (FP) band structures of relaxed monolayers of WSe2 in both generalized-gradient approximation (GGA) and local-density approximation (LDA) cases [S2] .
or third nearest neighbor (TNN) hoppings [S2] , where the TB parameters are obtained by fitting first-principles band structures of relaxed monolayers of WSe 2 in both generalized-gradient approximation (GGA) and local-density approximation (LDA) cases. This is the simplest model for going beyond the massive Dirac fermion description of the band edges in monolayer TMDs. The results for the effective masses and the difference in the valley magnetic moments of electrons and holes are listed in Table S1 . The magnetic moment is calculated with the multi-band formula in Ref. S1 . We note that the NN and TNN models with parameters fitted from different first-principle band structure calculations lead to different values of valley magnetic moments, suggesting that the models are oversimplified for quantitative description of such quantity. They are quoted here simply to illustrate the variety of the magnetic moments of electrons and holes that are obtained from calculations when one goes beyond the massive Dirac fermion model. We note that within this three-band model, apparently the sign of Δα is correlated with the sign of effective mass difference between hole and electron. However, for multi-band models in general, we are not certain whether the two signs are connected. The fact that Δα is nonzero, meaning that the electron and hole valley magnetic moments differ, does nevertheless imply that these particles no longer exactly comply with the simple massive Dirac fermion model.
S3. Exciton dispersion in magnetic field and exciton formations
In monolayer TMDs, the intervalley electron-hole exchange interaction strongly couples the valley pseudospin of an exciton to its center-of-mass motion [S3] . The Hamiltonian of the valley exciton is:
where is from the inter-valley electron-hole exchange, being the center-of-mass wavevector and the Pauli matrix describing the exciton valley pseudospin. The pseudospin-independent term is due to the intravalley electron-hole exchange.
is the exciton mass, eV is the exciton energy at k = 0, and K is the distance from K to point in the first Brillouin zone.
Because of the exceptionally strong Coulomb binding of excitons in monolayer TMDs, the electron-hole exchange is also strong, so the exciton dispersion splits into two well separated branches by the intervalley exchange. On the boundary of the light cone, the splitting between the two branches is estimated to be meV. If considering the unscreened Coulomb interaction in 2D, and both have linear dependence in k, however screening will change the dependence to quadratic. These details are not important for our discussions. The key factor here is that the upper branch has a much steeper dispersion compared to the lower branch: at the same energy, states in the lower branch correspond to much larger exciton momentum, compared to those in the upper branch, so that the exciton scatterings in the upper branch require much smaller momentum change.
At finite magnetic field applied in the perpendicular direction, the excitonic valley pseudospin spin is subject to an effective Zeeman field , where as discussed in the main text. This Zeeman field opens a finite gap at the k=0 point, giving rise to the two-branch exciton dispersion as shown in supplementary Figure S2 . In the kspace region with , the exciton eigenstates are polarized in one of the valleys (denoted by the red and blue colors respectively in Fig. S2 ) and coupled to circularly polarized photons. When the magnetic field changes sign, the circular polarizations of the upper and lower branches switch. In the k-space region with excitons are linearly polarized (denoted by the green and purple colors in Fig. S2 ) and are not affected by the magnetic field. Only those states within the light cone can emit photons.
In the photoluminescence measurement, the excitation laser has a frequency well above . Below we analyze the efficiency of bright exciton formation following the excitation by circularly polarized laser. Consider first a positive magnetic field (Figs. 3b and c, main text). The center of the upper exciton branch is then polarized, and the center of the lower exciton branch is polarized. Under excitation by , excitons can form at the center of the upper branch through the valley-conserving formation channel with rate , and at the center of the lower branch through the valley-flipping channel with rate . We note that the valley-flipping exciton formation process concerns only the intervalley scattering that occurs before the ground state exciton is formed. The scattering between the valley configurations of ground state exciton is modeled by a separate rate . The valley-conserving rate is more efficient than the valley-flipping one, i.e.
as evidenced by the fact that exciton PL always has the same circular polarization with the excitation laser. Now we compare with the excitation under positive magnetic field. The valley-conserving exciton formation is then at the center of the lower branch, while the valleyflipping formation is at the center of the upper branch. This can result in a difference between and , denoting, respectively, the valley-conserving exciton formation rate under and -excitations. This is because the upper and lower exciton branches have different dispersions. The valley-conserving exciton formation under excitation (solid arrows, Fig. S2b ) is facilitated in the upper exciton branch by its steeper dispersion, and is therefore more efficient than the valley-conserving exciton formation under excitation (solid arrows, Fig. S2a ) which requires larger momentum transfers by scattering in the lower branch to reach the light cone. Thus, we expect . Similarly, comparing the valley-flipping exciton formations (dashed arrows in Fig. S2 ), the one Supplementary Figure S2 | Schematic of the exciton formation processes. The shaded region denotes the light cone, and blue and red colors denote the (a) or (b) excitation respectively. The purple and green colors on the dispersion curves denote respectively linear polarization transverse or longitudinal to the momentum. For , comparing the valley-conserving exciton formation processes (solid arrows), the one under excitation is facilitated in the upper exciton branch by its steeper dispersion, and is therefore more efficient than the one under excitation which requires larger momentum transfers by scattering in the lower branch to reach the light cone. Similarly, comparing the valley-flipping exciton formations (dashed arrows), the one under excitation is more efficient than that under excitation.
under excitation is more efficient than that under excitation, i.e. . Therefore, one may expect that . The analysis is similar when the magnetic field is negative. This can qualitatively explain the X-pattern observed for the PL polarization.
S4. Magnetic field effects on negative trion
Negatively charged trions (X -) are formed when an electron-hole pair binds an excess electron. Assuming the excess electron is in the lowest energy conduction band, X -has four ground state configurations as shown in supplementary Figure S3 (top row). These four configurations can be put into two groups according to the spin configuration of the excess electron (i.e. spin down in valley K, and spin up in valley -K). The electronhole exchange interaction couples the two configurations in each group. Hence X -has two sets of valley-orbit coupled bands with the excess electron in a spin up state (at valley K) and spin down state (at -K) respectively (see Figure S3 ). We also need to take into account the additional exchange energy between the excess electron and the recombining electron-hole pair, which is finite for the first and third configurations shown in Figure S3 (top row), but zero for the second and fourth configurations where the spin of the excess electron is orthogonal to the other two particles. This exchange coupling is then effectively a Zeeman field in the z-direction with sign conditioned on the spin of excess electron [S3] . This opens up a gap meV at zero magnetic field at k=0, where the sign of the gap depends on the spin of the excess electron (Fig. S3 bottom) .
In finite magnetic field, the trion Hamiltonian is then given by
The fourth and fifth terms are the valley-orbit coupling by the intervalley electron-hole exchange, the six term is the Zeeman splitting by the magnetic field, the seventh term is the gap opened by the exchange interaction with the excess electron, and the last term is the Zeeman energy of the excess electron in the magnetic field with . We note that over the entire range of magnetic field in the experiment. Therefore, unlike the neutral exciton, the trion dispersions are not much affected by the magnetic field, except for the relative shift between the two sets of dispersions with the excess electron on spin up and down states respectively (see supplementary Fig. S3 bottom) . 
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Here we model the formation and valley-relaxation processes of neutral exciton and negatively charged trion with rate equations. As shown by the level scheme in Fig. 3b , under excitation and positive magnetic field, the exciton formation and recombination processes are described by the following rate equations:
where are the populations of the bright excitons in valley +K and -K within the light cone, and and are their corresponding formation rates (i.e. the valley-conserving and valley-flip ones, c.f. supplementary note S3). is the exciton recombination rate.
( ) is the relaxation rate from the higher (lower) energy valley configuration to the lower (higher) energy one in the magnetic field, and we therefore expect . So when magnetic field flips sign, and shall be switched in Eq. (2).
and are the valley-conserving and valleyflip exciton formation rates respectively as shown in Fig. 3b . The rate equation under excitation is similar but with and switched, since the valley conserving channel now leads to formation of exciton at -K (with population ). The degree of PL polarization is given by , where positive value means the PL has the same polarization as that of the excitation.
From the steady-state solution of Eq. (2), we find (3) In the first term of the above equation, the factor corresponds to the valley depolarization in the exciton formation process. As discussed in the supplementary note S3, , and this magnetic field dependences of and can indeed give rise to the observed X pattern. The second term is proportional to the difference between and , which also corresponds to a X-pattern, but opposite to the one observed. This suggests that it has a small contribution in the experiment, i.e.
. In supplementary Figure S4 , we show that with a reasonable choice of parameters, the observed X-pattern can be fitted quantitatively well. We note that if the system has time reversal symmetry in the absence of magnetic field and optical pump, then we shall expect the relation , and the observed X-pattern shall be symmetric. The fact that the X pattern is asymmetric could imply that there is time reversal symmetry breaking.
S6. Rate equations for modeling the trion PL polarization
Next we turn to the negatively charged trion ( ). As illustrated by the level scheme in supplementary Figure S5 , the trion formation and recombination processes are described by the following rate equations: (4) where the superscript l and r represent the left and right set of energy dispersion with the excess electron on spin up and down state respectively (c.f. supplementary Fig. S5 ). Similar to the exciton case, and are the valley-conserving and valley-flip trion formation rates, which depends on the sign and size of the gap at k=0. However, since the exchange induced gap is much larger than the Zeeman shift in the magnetic field ( ), the field has negligible effect on and . and in Eq. (4) are the portion of the spin up and spin down carriers in the electron gas in the steady state, which depends on the magnetic field B as well as the polarization of the excitation light, since the circularly polarized light effectively pumps electron spin polarization.
is then the steady-state spin polarization of the electron gas and it determines the partition of the pumping rates of the two groups of trion (i.e. with excess electron in the spin up and down states respectively).
and here denote the relaxations between the two groups of trion as shown in Fig. 3e and supplementary Figure S5 . ( ) is the relaxation rate from the higher (lower) energy state to the lower (higher) energy one in the magnetic field, which in general depends on the energy splitting .
The straightforward calculation gives the degree of PL polarization as (5) where (6) ,
,
for excitation. In the above equations, we have defined , and .
If the magnetic field induced splitting and quenches the relaxation between the two group of trions (c.f. Fig. S5) , decreases with the increase in the magnetic field strength. Then the term corresponds to a V-pattern of the PL polarization, where , which agrees with the main feature of the observed PL polarization in the experiments (see supplementary Figure S6 ). The term vanishes at , and at finite field it depends on , which relies on the detail of the optical spin pumping and the spin relaxation. Nevertheless, some qualitative behaviors can be determined. First, time reversal symmetry requires . Second, for , optical pumping by ( ) excitation tends to pump spin to the low (high) energy state in the magnetic field, so the spin polarization is higher (lower), i.e.
. Therefore corresponds to a X-like pattern, which can account for the difference between the V-pattern of PL polarization under and excitations (c.f. blue and red data points in Fig. S6 (a) ).
For the other two contributions to the PL polarization, is also a X-like pattern, and is a V-like pattern. We note that is expected in the entire range of magnetic field considered. Thus and can be dropped as they are much smaller compared to and respectively.
In supplementary Figure S6 , we show that with a reasonable choice of parameters, the observed V-pattern can be fitted quantitatively well.
S7. Hanle effect
An exciton with in-plane valley pseudospin is defined as a linear superposition of +K and -K excitons. Since +K and -K excitons couple to and photons respectively, an exciton with in-plane valley pseudospin couples to linearly polarized photon and therefore can be generated by linearly polarized excitation. The perpendicular magnetic field lifts the energy degeneracy between +K and -K excitons through the Zeeman splitting along the zdirection. Therefore, the in-plane pseudospin will precess about the perpendicular magnetic field with Larmor frequency , which gives rise to the Hanle effect. In contrast, the band-edge electron or hole spin does not show a Hanle effect in perpendicular magnetic field, because the spin up and down states are in different valleys which can not be coupled by magnetic field. One therefore cannot have an in-plane spin precession of an individual electron (or hole) about the perpendicular magnetic field, although the precession of excitonic valley pseudospin is allowed.
Here we lack detailed information about the timescale of the exciton formation process, so the effects of valley pseudospin precession and decoherence during the formation process cannot be accurately determined. 
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The first term on the right hand side describes the pseudospin precession in the effective magnetic field. In the second term, is the valley decoherence rate, and the exciton recombination rate. The last term describes the pumping of exciton ground state population by the linear (x) polarized excitation.
corresponds to the steady-state exciton valley polarization in the limit of zero and , and is determined by the exciton formation process. The steady state solution of Eq. (10) is then: , . We note that exciton with valley pseudospin along +x (-x) direction emits photon linearly polarized in x (y). So the linear polarization of the exciton PL is , being the PL polarization at zero magnetic field. Because of the precession of the valley pseudospin, its time-averaged projection along the x-direction is suppressed, and hence the linear polarization of the exciton PL is quenched, which is the well-known Hanle effect [S4] .
The half-width of the Hanle peak then corresponds to the decay rate . Fitting the data in 
4(b) yields
THz, and THz.
The above analysis neglecting the magnetic field effect in the exciton formation process leads to the exciton recombination lifetime and exciton valley dephasing time both of picosecond timescale, which are significantly shorter than their values obtained by timeresolved measurements [S5] . This in turn suggests that the magnetic field effect in the exciton formation process is crucial in determining the measured field dependence of linear polarization.
S8. Additional data exhibiting the "X" and "V" patterns
In supplementary Figure S7 we plot the polarization as a function of applied magnetic field for a sample with large Zeeman splitting (sample 6 in Fig S1b) . This shows the same "X" and "V" patterns as for the sample in Figs. 2e-f of the main text, proving that the result is robust. 
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