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Abstract
Active learning aims to develop label-efficient algo-
rithms by querying the most informative samples to be la-
beled by an oracle. The design of efficient training meth-
ods that require fewer labels is an important research di-
rection that allows more effective use of computational and
human resources for labeling and training deep neural net-
works. In this work, we demonstrate how we can use re-
cent advances in deep generative models, to outperform
the state-of-the-art in achieving the highest classification
accuracy using as few labels as possible. Unlike previ-
ous approaches, our approach uses not only labeled im-
ages to train the classifier but also unlabeled images and
generated images for co-training the whole model. Our ex-
periments show that the proposed method significantly out-
performs existing approaches in active learning on a wide
range of datasets (MNIST, CIFAR-10, SVHN, CelebA, and
ImageNet). 1
1. Introduction
While deep learning has achieved great success in com-
puter vision tasks ranging from image classification to de-
tection and segmentation, these successes continue to re-
quire large amounts of labeled training examples. This is a
significant challenge as deep learning practitioners increas-
ingly apply deep learning models to solve new problems in
diverse domains ranging from medicine [36] to sustainabil-
ity [13], placing a suboptimal and sometimes prohibitive
burden on domain experts to label large amounts of train-
ing data. Active learning, where training examples are in-
crementally selected for labeling to yield high classification
accuracy at low labeling budgets, has therefore emerged as
an exciting paradigm with significant potential for democ-
ratizing the use of deep learning [11].
Many of the most successful approaches for active learn-
ing thus far have been based on pool-based active learning
[29] [11] [32], where small subsets of examples from a large
1Our code is available at https://github.com/samottaghi/
adversarial-representation-active-learning.
Figure 1: At each iteration, our model learns a latent repre-
sentation of both labeled and unlabeled images and simulta-
neously trains an efficient classifier using labeled and class-
conditional generated images. Then, it selects the most in-
formative unlabeled images (based on their latent represen-
tation) to be labeled by the oracle for the next iteration.
unlabeled pool are iteratively selected for labeling, based on
an acquisition function that assesses how informative the
subset is expected to be for the training process. As the se-
lected subsets are labeled by an oracle (i.e., a human annota-
tor), they are added to a labeled dataset and used to update a
classifier trained on the dataset. Much work in active learn-
ing has focused on developing effective acquisition func-
tions, including those which select examples that produce
high classifier uncertainty [23], that are expected to lead to
a high improvement in a Bayesian framework [11], or that
are not well represented in the labeled set [29]. However,
all of these approaches, at small labeling budgets, still suf-
fer from a significant gap in performance when compared
with training on large labeled datasets [28].
In this work, we introduce an active learning model
based on the key observation that pool-based active learn-
ing approaches, which have access to a large unlabeled
pool of data, can more effectively use this unlabeled data
in the incremental training of the classifier itself. Particu-
larly at small labeling budgets, this unlabeled data can pro-
vide valuable information about the underlying structure of
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the data, which is difficult to obtain from very few training
examples, when directly integrated with the training of the
classifier. We propose a model that utilizes a state-of-the-
art variational adversarial acquisition function [32] (which
aims to select examples not well represented in the training
set), but within a framework for efficiently training the clas-
sifier using both labeled and unlabeled data. Importantly,
we perform the semi-supervised training by embedding the
classifier within a GAN model that allows modeling the un-
derlying structure of the unlabeled data to infer additional
class labels for generated images that can be used to train
the classifier. We share the encoder and decoder of the vari-
ational adversarial acquisition function as the encoder and
generator of the conditional (bidirectional) GAN, and co-
train the acquisition function and conditional GAN jointly.
This allows, for example, the classifier in the GAN to im-
prove the shared generator/decoder and hence the acquisi-
tion function. Vice versa, the improved acquisition function
can then also better select training examples that most im-
prove the classifier in the GAN.
We evaluate our proposed model on both standard im-
age classification benchmarks for active learning—MNIST,
SVHN, and CIFAR-10, as well as on more complex
datasets—CelebA and ImageNet. Our model significantly
outperforms prior active learning approaches on all these
datasets, providing strong substantiation that active learn-
ing greatly benefits from more effective utilization of the
unlabeled pool of data.
2. Related Work
Active Learning. Active learning has been widely stud-
ied and most of the early works can be found in the classical
survey of [29]. Current approaches can be categorized as
query-acquiring (pool-based) and query-synthesizing algo-
rithms. Pool-based methods use various acquisition func-
tions for selecting the most informative examples, while
query-synthesizing algorithms use generative models to
generate informative examples.
Pool-based approaches use several sampling strategies
such as information-based [23], ensemble [24] [10], and
uncertainty-based methods [33] [14] [35]. These methods
are proposed in both Bayesian and non-Bayesian frame-
works. In non-Bayesian classical active learning ap-
proaches, uncertainty heuristics such as distance from the
decision boundary [33] [2], highest entropy [14], and ex-
pected risk minimization [33] have been widely investi-
gated. Bayesian active learning methods use probabilistic
models such as Gaussian processes [15] or Bayesian neu-
ral networks [8] to estimate uncertainty. [12] proposed the
Bayesian active learning by disagreement (BALD) method
in which the acquisition function is measured by the mu-
tual information of the training examples with respect to the
model parameters. [11] showed the relationship between
uncertainty and dropout to estimate uncertainty in predic-
tion in neural networks and applied it in active learning.
[28] proposed to use Core-set for selecting the subset of
unlabeled images, where they minimize the Euclidean dis-
tance between the sampled points and the points that were
not sampled in the feature space of the trained model. Also
recently, [18], [1], and [26] proposed the batch active learn-
ing where they optimize for diversity as well as uncertainty.
Instead of querying the most informative instances from
an unlabeled pool, [37] introduced a generative adversarial
active learning (GAAL) model to produce new synthetic ex-
amples that are informative for the current model. As they
mainly rely on the generated samples for training the clas-
sifier, their performance highly depends on the quality and
diversity of generated images. Also, the GAN model in [37]
is not fine-tuned as training progresses, therefore the gener-
ator and discriminator do not co-evolve.
A few recent works also use generative models for ac-
tive learning. [34] propose a Bayesian generative active
deep learning approach where they combine active learning
and data augmentation. However, they only use the labeled
dataset for training their model and they use BALD [11]
acquisition function for selecting new data points.
Also, [32] suggests variational adversarial active learn-
ing, where they train a variational auto-encoder (VAE) and
a discriminator to learn a latent representation on both la-
beled and unlabeled data. Then they use the output of the
discriminator (between labeled and unlabeled images) as a
measure of uncertainty for selecting from unlabeled data. In
contrast to our work, they only use labeled images to train
the classifier, and they use the VAE only for acquiring unla-
beled images. Contemporaneously with our own work, [31]
also suggest using unlabeled data at model training, how-
ever, they do not show a significant improvement for using
different sampling strategies as they perform active learning
and semi-supervised learning separately. A key strength of
our model is the idea that it learns the classifier and the ac-
quisition function jointly using both labeled and unlabeled
images.
Generative Adversarial Networks. Recent applica-
tions of GANs have shown that they can produce excellent
samples. [3] introduced BigGAN which uses class con-
ditional generators trained on ImageNet to generate high-
fidelity natural images. [22] later proposed S3GAN, where
they use self- and semi-supervised learning methods to
achieve the state-of-the-art sample quality in generating
high resolution and diverse natural images. Their model
matches the BigGAN in terms of quality of image gener-
ation using only 10% of labels. [5] and [7] proposed an
extension to the GAN model called bidirectional GAN (Bi-
GAN) that augments the standard GAN with an encoder
module mapping real data to the latent space, and the in-
verse of the mapping is learned by the generator. They
showed that this model forms a good representation learner
and can capture complex data distributions. Recently, [6]
combined BiGAN and BigGAN to introduce BigBiGAN
which achieves state-of-the-art representation learning on
ImageNet. We leverage these ideas for learning a common
representation for both labeled and unlabeled images; how-
ever, the main focus of our method is training the classifier
and selecting the most informative examples.
3. Method
Our method addresses the standard active learning prob-
lem for image classification, where we have image space
X ⊆ Rdx , label space Y = {1, 2, . . . ,K}, and K is the
number of classes. Let (xL, yL) denote a sample (image,
label) pair belonging to labeled data DL = (XL, YL), and
xU denote a sample image belonging to the pool of un-
labeled data DU = (XU ). Our goal is to train the most
label-efficient classifier, i.e., with the highest classification
accuracy for any given labeled dataset size |DL|. The ac-
tive learner is allowed to iteratively select a fixed sam-
pling budget b number of samples from the unlabeled pool
(xU ∼ XU ), to be annotated by an oracle and added to the
labeled dataset DL for the next iteration, using a sample ac-
quisition function S(xU ).
In a nutshell, our model introduces an approach for uti-
lizing the unlabeled pool of data in addition to the active-
labeled dataset for training the target classifier. The model
uses a variational adversarial acquisition function as the
sampling function. Our key contribution is the integration
of this sampling function within a semi-supervised frame-
work for training a classifier, which allows incorporation
of the unlabeled data pool. Specifically, we use a semi-
supervised conditional GAN, where the encoder and gen-
erator can be shared with the acquisition function and co-
trained such that both the acquisition function and condi-
tional GAN functions can mutually benefit from each oth-
ers’ improvement. Following, we first describe the varia-
tional adversarial acquisition function in Sec. 3.1. We then
present our semi-supervised framework based on a condi-
tional GAN for incorporating unlabeled data, in Sec. 3.2.
Finally, in Sec. 3.3, we describe the co-training of our full
model.
3.1. Variational adversarial acquisition function
We use the variational adversarial active learning
(VAAL) acquisition function [32] in our active learning
method. This approach selects data examples for labeling
that are not already well-represented in the labeled train-
ing set, by using a variational autoencoder with both re-
construction and adversarial losses. Specifically, the core
of VAAL is a variational autoencoder consisting of encoder
E(x) which maps images to a latent representation, and de-
coder (i.e., generator)G(z) which reconstructs images from
latent representation z. A β-VAE reconstruction loss is used
to perform transductive learning of a representation space
from both labeled data DL and unlabeled data DU :
LtrdV AAL = E[pθG(xL|zL)] + E[pθG(xU |zU )]
− βDKL(qθE (zL|xL)||p(z))
− βDKL(qθE (zU |xU )||p(z))
= LtrdE−V AAL + LtrdG−V AAL (1)
where pθG and qθE are the encoder and generator param-
eterized by θG and θE , respectively. β is the Lagrangian
parameter for the optimization problem.
In addition to the VAE (i.e., the encoder-decoder), VAAL
uses a discriminator which takes a latent representation z as
input and attempts to estimate the probability that the cor-
responding data comes from the labeled data. Once trained,
this serves as the sampling function. We, therefore, denote
the discriminator as S(z): if S(z) is low, then the discrimi-
nator is very confident that the data point is unlabeled, and
it is likely unrepresentative of the labeled set and a good
candidate for labeling. The discriminator is trained together
with the VAE in an adversarial manner, such that the VAE
encoder tries to map the labeled and unlabeled data into
the same latent space with a similar probability distribution,
while the discriminator tries to distinguish labeled from un-
labeled data. The encoder loss, therefore, has an additional
term
LadvV AAL =− E[log(S(qθE (zL|xL)))]
− E[log(S(qθE (zU |xU )))] (2)
such that the total encoder and generator loss is
LE−V AAL + LG−V AAL =λtrdLtrdV AAL + λadvLadvE−V AAL
(3)
while the discriminator (sampler) loss is
LS−V AAL =− E[log(S(qθE (zL|xL)))]
− E[log(1− S(qθE (zU |xU ))))] (4)
3.2. Semi-supervised framework for incorporating
unlabeled data
Our framework for incorporating unlabeled data is based
on the observation that the decoder in the VAAL acquisi-
tion function can be repurposed to additionally provide in-
formation about the unlabeled data and its underlying struc-
ture directly to a target classifier that we wish to train, by
adapting it to simultaneously serve as the generator in a
semi-supervised, class conditional GAN. The use of a class
conditional GAN is key for several reasons. The first is
that a class conditional GAN (as opposed to an uncondi-
tional GAN) contains a classifier component in the dis-
criminator that can naturally serve as the target classifier
Figure 2: Our model consists of two main parts: 1) Adversarial variational active learning [32] which attempts to learn a
representation for labeled and unlabeled images in the latent space and select the most informative unlabeled images to be
labeled next based on their latent code. 2) Adversarial representation learning [6] which couples the encoder-generator with
a powerful discriminator and enhances the learned representation. We share the same features from the discriminator for
training our classifier. We call the full model adversarial representation active learning. By co-training all parts of the model
together, we can actively learn a classifier with much fewer labeled images as we will show in our experiments.
for active learning. The second reason is that while the
unconditional decoder in VAAL can only generate images
from the unlabeled data distribution without any knowledge
of classes, by adapting the decoder to simultaneously be
the generator of a conditional GAN, it can generate class-
conditional images (leveraging its exposure to the large
unlabeled dataset) to improve training of the target clas-
sifier in the conditional GAN’s discriminator. Therefore,
the discriminator is decomposed into a learned discrimina-
tor representation D˜ which is fed into linear classifier cr/f
for predicting real/fake and linear classifier ccl for predict-
ing the class label. Using a similar approach as [22], we
also take into account the encoded latent variable z and
the real class label or inferred class label in linear classi-
fier cr/f for better predicting real/fake images. We denote
D(x, z, y) = cr/f (D˜(x), z, y) for real/fake predictions and
C(x) = ccl((D˜(x))) for class label predictions. All the
modules in our model (Generator, Discriminator, Encoder,
and Sampler) are depicted in Fig. 2.
To adapt the VAAL acquisition function for our semi-
supervised framework, we make the encoder and generator
(decoder) class-conditional. The encoder, generator, and
sampler (discriminator) losses for the acquisition function
that we use (Eq. 3 and Eq. 4) therefore become:
LacqE + LacqG = λtrdE[pθG(xL|zL, yL)]
+ λtrdE[pθG(xU |zU , C(xU ))]
− λtrdβDKL(qθE (zL|xL, yL)||p(z)))
− λtrdβDKL(qθE (zU |xU , C(xU ))||p(z)))
− λadvE[log(S(qθE (zL|xL, yL)))]
− λadvE[log(S(qθE (zU |xU , C(xU ))))] (5)
LacqS =− E[log(S(qθE (zL|xL, yL)))]
− E[log(1− S(qθE (zU |xU , C(xU ))))] (6)
Next, we describe the generator and decoder of our semi-
supervised, conditional GAN framework. We also add an
encoder as in BiGAN [5], which has been shown to improve
classification performance for more complex data [6] and
can also be shared with the acquisition function.
Generator. The objective of the generator in the condi-
tional GAN framework is to generate class-conditional im-
ages that can fool the discriminator into predicting them
as real images. Since it learns to generate by playing a
min-max game with the discriminator (and therefore learns
from both labeled and unlabeled data), the generated im-
ages convey information about the structure in the unlabeled
data that augments the labeled data when training the tar-
get classifier in the discriminator (described in the next sec-
tion). The generator loss is the standard loss for conditional
GANs:
LganG = Ez∼p(z),y∼p(y)[log(1−D(G(z, y), z, y))] (7)
Discriminator. The discriminator (Fig. 2) structure also
follows that of standard conditional GANs, containing both
a real/fake discriminator network and a classification net-
work, however, we use it in the semi-supervised setting.
Importantly, the classification network serves as the target
classifier for which we will try to maximize accuracy within
the active learning problem. The loss for the real/fake dis-
criminator network is:
LganD =− E(x,y)∼(XL,YL)[log(D(x,E(x, y), y))]
− Ex∼XU [log(D(x,E(x,C(x)), C(x)))]
+ Ez∼p(z),y∼p(y)[log(D(G(z, y), z, y))] (8)
where the first term corresponds to the standard discrimina-
tor loss for labeled data and the third term corresponds to
the standard loss for generated data. The second term cor-
responds to the discriminator loss for unlabeled data, where
the labels for these examples are inferred through the classi-
fier C(x) in the descriminator, described next. Note that the
real/fake discriminator is a function of the data x orG(z, y),
the class y or C(x) due to being a conditional GAN, as well
as the latent representationE(x, y),E(x,C(x)), or z due to
the BiGAN structure with a concurrently learned encoder.
The loss for the classification network in the discrimina-
tor is:
LclsD =− E(x,y)∼(XL,YL)[log p(C(x) = y)]
− Ez∼P (z),y∼P (y)[log p(C(G(z, y)) = y)] (9)
Here the first term is the cross-entropy loss for real im-
ages that have ground truth labels, and the second term is
the cross-entropy loss for generated images that have cor-
responding labels that were used for the generation. This
second term allows the classifier to benefit from the unla-
beled data used to train the generator. Since the classifi-
cation network and real/fake discriminator network have a
shared trunk, the real/fake supervision additionally enables
learning a stronger shared feature representation that can
further improve classification performance.
Encoder. In addition to the generator and discrimina-
tor, we add an encoder (shown in Fig. 2) in our conditional
GAN following BiGAN [5]. This has been shown to im-
prove classification performance for more complex data [6]
and is a natural choice since our acquisition function already
Algorithm 1 Adversarial Representation Active Learning
Input: Labeled pool DL, Unlabeled pool DU , Labeling
budget, Initialized models for θG, θE , θD, and θS
1: repeat
2: Pick samples Xs from DU with minb{S(E(Xs))}
3: Label the selected samples by oracle, which forms
(Xs, Yo)
4: Update labeled and unlabeled datasets:
5: DL ← DL ∪ (Xs, Yo)
6: DU ← DU −Xs
7: for e = 1 to epochs do
8: Sample (xL, yL) ∼ DL
9: Sample xU ∼ DU
10: Compute LE + LG using Eq. 11
11: UpdateE andG by descending stochastic gradient
12: θ′E ← θE − αE∇(LE + LG)
13: θ′G ← θG − αE∇(LE + LG)
14: Compute LD using Eq. 12
15: Update D by descending stochastic gradient
16: θ′D ← θD − αD∇LD
17: Compute LS using Eq. 13
18: Update S by descending stochastic gradient
19: θ′S ← θS − αS∇LS
20: end for
21: until labeling budget is finished
22: return Trained θE , θG, θD, and θS
has an encoder that can be shared. Our encoder loss follow-
ing BiGAN is:
LganE =− E(x,y)∼(XL,YL)[log(D(x,E(x, y), y))]
− Ex∼XU [log(D(x,E(x,C(x)), C(x)))] (10)
where the first term corresponds to the discriminator loss for
labeled images and the second term correspond to unlabeled
images.
3.3. Co-training of full model
To perform active learning, the acquisition function and
the conditional GAN presented above are jointly co-trained,
where the losses for the full model are:
LE + LG = LacqE + LacqG
+ λganLganE + λganLganG (11)
LD = λganLganD + λclsLclsD (12)
LS = LacqS (13)
Note that the generator and encoder are shared between
the acquisition function and the conditional GAN, while the
discriminator and the sampler are not. After every selection
and labeling of new samples, all components of the model
are updated using the new labeled datasetDL and unlabeled
pool DU . The full algorithm is presented in Alg. 1.
4. Experiments
We evaluate the performance of our model on a wide
range of datasets and compare it to prior state-of-the-art
active learning methods. We assess performance by mea-
suring the accuracy of the classifier trained during the ac-
tive learning procedure versus the number of labeled images
used in the training.
Baselines: We compare our results for actively train-
ing our classifier against the following baselines: 1)
Uncertainty-based methods: In these approaches, unla-
beled images will be labeled based on the uncertainty in the
classifier’s prediction for them. We perform active learning
using Max-Entropy [30], Variation Ratios [9], and Mean
STD [16] among the methods in this class. We observed
that these achieve similar performance; thus, we only com-
pare against the Max-Entropy method. 2) Bayesian meth-
ods: In Bayesian frameworks, probabilistic models such as
Gaussian processes and Bayesian neural networks are used
to estimate the expected improvement by each query. [11]
used dropout as an approximation to Bayesian inference and
used Bayesian Active Learning by Disagreement (BALD)
for Bayesian active learning on image data. We report the
performance of this method in our experiments. Another
recent approach in this class is Bayesian Generative Active
Deep Learning (BGADL) [34]. As the authors reported,
their model does not converge for very few numbers of la-
bels (which is the setting in our experiments), so we do not
report the results for this method. 3) Variational adversar-
ial active learning: We also compare our model with the
recent state-of-the-art method Variational Adversarial Ac-
tive Learning (VAAL) [32]. We use a sampling strategy
similar to theirs in our method; however, VAAL trains the
classifier separately only on the selected labeled images.
4) Random: We show results using random sampling, in
which samples are uniformly sampled from the unlabeled
pool, and the classifier is then trained on the labeled data.
5) Full training of our model: As another baseline, we
compare the performance of the model during the learning
iterations with the fully trained model (when we use all the
labels.) This serves as an upper bound for our performance
and shows how fast our method converges to the best accu-
racy.
Following, we first evaluate our model versus the
baselines on classic active learning benchmarks (MNIST,
SVHN, CIFAR-10) in Sec. 4.1, and then on more complex
datasets (CelebA, ImageNet) in Sec. 4.2. Finally, in Sec.
4.3, we perform ablation studies on our model.
4.1. Performance on classic active learning bench-
marks
Datasets: The MNIST [20] dataset contains 28× 28 im-
ages of handwritten digits of 10 classes (with 60k train-
ing samples and 10k test samples). The SVHN [25] and
Figure 3: Our model performance compared to Max-
Entropy [30], BALD [11], VAAL [32], Random base-
line, and full training on MNIST, SVHN, and CIFAR-10
datasets.
CIFAR-10 [19] datasets have images of size 32 × 32 of 10
classes (with 73257 and 50k training samples, and 26032
and 10k test samples, respectively).
Architecture and hyper-parameters: For the MNIST
dataset, we used a 3-layer MLP for both the encoder and
generator and a 5-layer MLP with added Gaussian noise
(with a standard deviation of 0.5) between the layers for the
discriminator. Our sampler module for this dataset is also a
5-layer MLP. Adam [17] with a learning rate of 1× 10−3 is
chosen as the optimizer for the encoder and generator mod-
ules, and with a learning rate of 3 × 10−3 for the discrim-
inator and sampler modules. For the SVHN and CIFAR-
10 datasets, we use a CNN with 3 hidden layers for both
the encoder and generator and 3 convolutional blocks, each
with 3 layers and dropout (with a rate of 0.5) between the
blocks, for the discriminator. Our sampler module for this
dataset is the same 5-layer MLP. Adam with a learning rate
of 3 × 10−4 is chosen as the optimizer for the encoder and
generator modules and with a learning rate of 6 × 10−4
for the discriminator and sampler modules. We also use
λgan = λcls = 1, λtrd = λadv = 0.001, and β = 1 as our
hyperparameters. For these datasets we use a latent space
with dz = 100 dimensions. We also use the feature match-
ing technique which is proposed in [27] for matching the
features in the discriminator for generated and unlabeled
images. In this way, generated images will be a better rep-
resentative of the unlabeled parts of the dataset.
Implementation details: We begin our experiments
with an initial labeled pool with only 10 labels for the
MNIST dataset, 100 labels for SVHN, and 500 labels for
CIFAR-10. We add the same number of labels at each it-
eration of active learning and report results for the first 10
iterations. We also report the accuracy after full training of
our model.
Our model performance: Fig. 3 shows the perfor-
mance of our model compared to the baselines on MNIST,
SVHN, and CIFAR-10 datasets. Our model significantly
outperforms all the baselines as it uses the unlabeled im-
ages as well as generated images in the training procedure.
The performance gap is more clear especially for very few
numbers of labels when unlabeled and generated images are
more useful in the training. The performance of our model
saturates quickly on the classic benchmarks as it achieves
accuracy close to the full training accuracy with the size
of the labeled dataset on the order of 0.1% of labels for
MNIST, 1% for SVHN, and 10% for CIFAR-10. By look-
ing at the number of labels required to reach a specific ac-
curacy, for instance, 65% on CIFAR-10 dataset, our model
only needs 500 images to be labeled while this number is
approximately 8000 for VAAL. This shows the importance
of using unlabeled data when training the model in an ac-
tive manner, which ultimately results in more label efficient
learning.
4.2. Performance on more complex datasets
Datasets: The large-scale CelebFaces Attributes
(CelebA) [21] dataset is a more challenging dataset with
Figure 4: Our model performance compared to Max-
Entropy [30], BALD [11], VAAL [32], and Random base-
line, and full training on CelebA and ImageNet datasets.
more than 200k celebrity images, each annotated with 40
attributes. We split the dataset into 150k images for training
and 50k images for testing. Then we resize all the images
into 64 × 64 pixels and use max normalization in the pre-
possessing phase. Our task is to classify the images into two
classes (male/female) based on the gender attribute annota-
tion in the dataset. ImageNet [4] is a large dataset with more
than 1.2M images of 1000 classes. The validation set for
this dataset contains 50k images. We augment our dataset
by horizontally flipping the images. Then we resize all the
images into 224 × 224 pixels and normalize them before
feeding them into the model.
Architecture and hyper-parameters: For the CelebA
dataset, we used 4 residual blocks each with two convo-
lutional layers for the encoder and generator, and another 4
residual blocks with added dropout layer (with a rate of 0.5)
for the discriminator. Adam with a learning rate of 1×10−3
is chosen as the optimizer for all parts. For ImageNet, we
use the same architecture and hyper-parameters as S3GAN
in [22], which is the state-of-the-art in image generation on
the ImageNet dataset. The rest of hyper-parameters are the
same as the previous experiments except for the latent space
which has dz = 64 dimensions.
Implementation details: For the CelebA dataset, we be-
gin our experiments with an initial labeled pool of only 100
labels. We add the same number of labels for 10 iterations.
For experiments on ImageNet, due to our limitation in ac-
cessing a huge computation power, we trained a relatively
smaller (compared to BigGAN [3]) generator-encoder mod-
ule as well as a sampler using a similar approach as [32],
to select the most informative examples in each iteration
by mapping both labeled and unlabeled data into the latent
space. Then we added the high-quality fake images gener-
ated by a pretrained S3GAN model (with 256× 256 pixels
resolution) [22] on 10% of labels to augment our labeled
data, and finally, train the classifier network (V GG16) us-
ing the labeled and generated images. Therefore, our ex-
periments here utilize a variant of our model where we are
training the encoder and sampler modules (for selecting the
most informative examples) separately from the generator
and discriminator (for generating high-quality fake images
and training the classifier on labeled and generated images).
Our model performance: As can be observed from Fig.
4, our model significantly outperforms all the baselines on
these datasets as well. Similar to what we observed on the
previous datasets, on CelebA there is only a small gap be-
tween many active learning methods and the Random base-
lines. However, the performance gap between our model
and the other baselines is significant and steady over the
entire training procedure. This shows that our generative
model approach can mitigate the lack of real labeled im-
ages. Fig. 4 also shows the performance of our model on
the ImageNet dataset compared to other methods. As we
are not co-training all the parts together, the performance
gap from the model trained on all of the labels is bigger
compared to previous datasets, however, it still significantly
outperforms all the baselines.
4.3. Ablation study
We perform an ablation study on the CIFAR-10 dataset.
For showing the effectiveness of each part of our model, we
consider the following variants of ablation and compare the
performances: 1) No active learning: we remove the sam-
pler and adversarial loss for the encoder and use random
sampling at each iteration of training the model. 2) No en-
coder: we only have the generator and discriminator mod-
ules and we use BALD as our sampling strategy. 3) No co-
training: similar to our experiment on ImageNet, we again
use VAAL as our acquisition function. However, instead
of utilizing the unlabeled data via co-training the encoder-
generator pair with the discriminator, we add generated im-
ages from a pretrained S3GAN model to train the classifier.
4) Random: samples are uniformly sampled from the unla-
beled pool and the classifier is trained on the labeled data.
Figure 5: Ablation studies for analysing the effect of each
component in our model on CIFAR-10 dataset.
As shown in Fig. 5, each module contributes to the final
performance of the model. In the first variant, we use ran-
dom sampling as our sampling strategy, therefore, it can be
seen as the performance for using unlabeled images in ad-
dition to labeled images in our adversarial learning method
without using active learning algorithms. Although our pur-
pose in this work is not training semi-supervised generative
models, we are also outperforming related semi-supervised
learning with generative models approaches such as [27],
which achieves 81.37% accuracy using 4000 labels. Our
second variant captures the effect of the encoder in training
our model. In this setting, the model utilizes the genera-
tor and discriminator modules, but it does not perform the
representation learning with labeled and unlabeled images
(and therefore uses BALD instead of VAAL as the acquisi-
tion function), and cannot perform as well as our model. We
also conduct an experiment similar to what we performed
for the ImageNet dataset to better understand the effect of
co-training all parts of the model together. Although we are
using the same sampling strategy (VAAL) here and adding
the class-conditional generated images in order to utilize the
unlabeled data, its performance is still significantly below
our model in which all parts are co-trained with each other.
Finally, we have the Random baseline which is the funda-
mental baseline in active learning literature.
5. Conclusion
In this work, we proposed a new active learning method
using deep generative models that takes advantage of both
labeled and unlabeled images, for learning a representation
that is used not only for selecting the most informative ex-
amples but also for utilizing unlabeled data in training the
classifier. We demonstrated that our model significantly
outperforms the previous state-of-the-art on a wide range of
datasets (MNIST, CIFAR-10, SVHN, CelebA, ImageNet).
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