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Climate impact studies focused on the projection of changing ﬂood risk are increasingly utilized to inform
future ﬂood risk policy. These studies typically use the output from global (GCMs) and regional climate
models (RCMs). However the direct application of GCM/RCM output is controversial as often signiﬁcant
biases exist in predicted rainfall; instead a number of alternative ‘correction’ approaches have emerged.
In this study an ensemble of RCMs from the ENSEMBLES and UKCP09 projects are applied, via a number of
application techniques, to explore the possible impacts of climate change on ﬂooding in the Avon catch-
ment, in the UK. The analysis is conducted under a continuous simulation methodology, using a stochas-
tic rainfall generator to drive the HBV-light rainfall run-off model under a parameter uncertainty
framework. This permitted a comparison between the projections produced by differing application
approaches, whilst also considering the uncertainty associated with ﬂood risk projections under observed
conditions.
The results from each of the application approaches project an increase in annual maximum ﬂows
under the future (2061–2099) climate scenario. However the magnitude and spread of the projected
changes varied signiﬁcantly. These ﬁndings highlight the need to incorporate multiple approaches in cli-
mate impact studies focusing on ﬂood risk. Additionally these results outline the signiﬁcant uncertainties
associated with return period estimates under current climate conditions, suggesting that uncertainty
over this observed record already poses a challenge to develop robust risk management plans.
 2014 The Authors. Published by Elsevier B.V. Open access under CC BY license.1. Introduction
Recent severe ﬂood events in the UK have raised public and
political awareness of ﬂooding impacts and the potential climate
change projections that suggest the global hydrological cycle will
intensify with continued greenhouse-gas induced global warming
(Karl and Trenberth, 2003). Moreover, ﬂooding events in Australia,
Pakistan and Thailand have further enhanced the perception that
changes to hydrological extremes may be increasing and will have
the greatest impact on human society. Observed precipitation
trends in the UK indicate that an intensiﬁcation of winter precipi-
tation has occurred across many regions, with similar patterns
becoming evident in spring and autumn (Jones et al., 2012; Maraun
et al., 2008). However the identiﬁcation of similar trends in
observed ﬂow records is much more difﬁcult, owing to the affects
of local anthropogenic inﬂuences and signiﬁcant natural variability
(Wilby et al., 2008; Villarini et al., 2011).According to the IPCC fourth assessment report (AR4), con-
tinued warming of the global climate system is anticipated to
alter the large scale hydrological cycle; with increasing
temperatures, atmospheric moisture content is expected to
increase according to the Clausius–Clapeyron relation (Trenberth
et al., 2005). With increased atmospheric moisture content, the
absolute potential water content, pool of precipitable water and
potential for intensive precipitation will also increase
(Kundezwicz et al., 2005). Aside from changes to accumulative
rainfall amounts, continued warming is also anticipated to alter
rainfall distribution; consequently even when total rainfall
remains constant or decreases, incidents of heavy rainfall may
increase. Therefore the widely held hypothesis is that the
hydrological cycle will intensify and become more volatile with
further greenhouse-gas induced global warming (Kysely´ and
Beranová, 2009).
The latest generation of climate models suggest that heavy pre-
cipitation or the proportion of total rainfall from heavy events will
increase over most areas during the 21st century (IPCC, 2012). The
projection of more frequent heavy precipitation events across most
regions is also anticipated to increase the risk of rain-generated
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to increase over large parts of Europe through the next century
(Feyen et al., 2012). In the UK, regional studies indicate that heavy
precipitation events will increase during winter, spring and
autumn, with low conﬁdence associated with summer projections
(Fowler and Ekström, 2009; Smith et al., 2013). Similar studies
focused on producing future ﬂood projections suggest that peak
ﬂows will largely increase through the 21st century. However,
signiﬁcant spatial variability is found, with the change signal
varying in direction and magnitude across different regions (Bell
et al., 2007). The perceived threat of increased ﬂooding has led
the UKs Department of the Environment, Food and Rural Affairs
(Defra) to name ﬂooding as the most signiﬁcant threat posed to
the UK by climate change.
In response to these concerns, climate change impact studies
focused on future ﬂood risk have received considerable effort in
recent years. The projection of future river discharge in climate
impact studies requires the coupling of global climate models
(GCMs) and/or regional climate models (RCMs) with hydrological
models. In recent years there have been signiﬁcant improvements
in climate modelling, particularly with regards to RCMs as they
transfer the large scale signal from GCMs to scales closer to the
catchment scale (Teutschbein and Seibert, 2012). However there
are still signiﬁcant uncertainties associated with the use of RCM
output in hydrological impact studies. When cascading climate to
impact simulations these uncertainties include the choice of
climate model structure, emissions scenario, downscaling and
correction techniques, and hydrological modelling uncertainty
(Prudhomme et al., 2010; Cloke et al., 2012).
A common approach that has emerged in response to these
uncertainties is to employ a suite of climate models as an ensemble
of predictions, as opposed to more deterministic, single model
methods. Indeed, multi model approaches that attempt to repre-
sent these uncertainties using a model ensemble are now recom-
mended and widely used (Prudhomme et al., 2010; Fowler and
Ekström, 2009; Teutschbein and Seibert, 2010). Although the use
of model ensembles has emerged as a possible way to represent
uncertainty, the direct use of climate model output is still not
recommended in ﬂood impact studies as model deﬁciencies
currently preclude this (Prudhomme et al., 2010; Teutschbein
and Seibert, 2010). There will undoubtedly be further improve-
ments in the representation of precipitation within RCMs as model
resolution continues to improve. However signiﬁcant challenges in
applying their output to hydrological impact studies will remain
for the foreseeable future (Cloke et al., 2012). In response to these
uncertainties a number of methods for deriving synthetic or cor-
rected meteorological time-series from RCM output have been
proposed. These approaches assume that although RCM outputs
are partially unrealistic, owing to signiﬁcant biases displayed when
compared to observed data (Christensen et al., 2008; Smith et al.,
2013; Teutschbein and Seibert, 2010), they still contain valuable
information about real precipitation, and therefore can provide a
basis to quantify future climate changes (Maraun et al., 2010).
Among the approaches used to produce more realistic precip-
itation ﬁelds are a number of statistical downscaling techniques
(Fowler et al., 2007). These include various delta change or
change factor approaches; such methods use the size and direc-
tion of changes in future precipitation from a baseline simulation,
as opposed to using climate model output directly (Kay et al.,
2006). Various forms of the change factor methodology have been
used ranging from simplistic approaches, typically using changes
to monthly mean or seasonal precipitation totals to develop
change scenarios (Anandhi and Frei, 2011; Prudhomme et al.,
2010; Kay and Jones, 2012), to more sophisticated approaches
using changes to statistical variables within a weather generator
(Kilsby et al., 2007). Studies by Cameron et al. (2000) andCameron (2006) used a change factor methodology under a con-
tinuous simulation methodology. This was achieved via the cou-
pling of a stochastic rainfall generator with a rainfall-runoff
model. Estimated changes in monthly precipitation were then
used to derive a variety of climate scenarios and perturb the
inputs of the modelling framework.
Applying Model Output Statistics (MOS) or bias correction has
also emerged as a useful tool in allowing climate model output
to be utilised in climate impact studies (Maraun et al., 2010; Bell
et al., 2007; Cloke et al., 2012). Such approaches primarily
remove the systematic error present in RCM precipitation by
correcting this to more closely replicate observed behaviour.
The reduction of errors in modelled precipitation therefore
allows realistic ﬂow regimes under observed conditions to be
replicated via cascading these results through rainfall-runoff
models; this is then thought to allow for a greater conﬁdence
in assessing the impacts of future changes on ﬂow regimes
(Wood et al., 2004; Maraun et al., 2010). However Cloke et al.
(2012) highlighted the difﬁculties in using MOS in climate im-
pact studies, with MOS having a clear effect on the change signal
when compared with using RCM output directly. Issues relating
to stationarity were also highlighted; the assumption that the
statistical relationships between observed and modelled
variables do not change in the future may not be valid. It was
therefore suggested that if MOS approaches were to be applied,
alternative approaches should also be used.
The increased application of climate models in hydrological im-
pact studies has led to the development of various application
techniques, from simple scaling approaches to complex statistical
methods. However, the emergence of differing methods introduces
further uncertainty as comparing the performance of different ap-
proaches is difﬁcult to achieve (Fowler et al., 2007). This has led to
the suggestion that multiple ensemble techniques should be em-
ployed to provide a more robust understanding of future ﬂood risk
(Cloke et al., 2012). Others have questioned the need for such elab-
orate measures, suggesting that coping with uncertainty in the ob-
served record already poses a signiﬁcant challenge (Wilby and
Dessai, 2012). This paper compares a number of application proce-
dures to ascertain their inﬂuence on the resulting change signal.
Uncertainty in the observed record is also assessed, permitting a
discussion as to the value of using climate model output to inform
ﬂood risk decision making.
An ensemble of RCMs from the UKCP09 and ENSEMBLES pro-
jects are applied via a number of application techniques to explore
the possible effect of climate change on ﬂooding in the Avon catch-
ment, in the UK. Each of the ensemble approaches are applied
under a continuous simulation methodology similar to that
outlined by Cameron et al. (2006). In total three application
approaches are applied: (1) a quantile change factor approach (2)
Model Output Statistics (MOS) or bias correction (3) a direct forc-
ing approach. Each approach is used to assess changes to extreme
ﬂows for the 2061–2099 time-period. Flood events with return
periods of up to 200 years are considered in this study due to the
continuous simulation approach, focusing particularly on the 10,
25, 50, 100 and 200 year events. The aim of the study is to conduct
a climate change impact assessment that accounts for multiple
sources of uncertainty in the RCM’s themselves and how they are
applied under different assumptions. An evaluation of the inﬂu-
ence that the selected joint ensemble-application approach has
on projected extreme ﬂows is quantiﬁed. In addition to the assess-
ment of future changes, we quantify the uncertainty in predictions
over the observed record period. This permits a comparison
between future ﬂow projections and current uncertainties in the
quantiﬁcation of ﬂood risk return periods. The implications of this
comparison and the resultant uncertainties, in terms of informing
ﬂood risk management and adaptation, are then discussed.
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2.1. Study site and observed data
The study site chosen was the Avon catchment in the midlands
region of the UK. Historically the Avon has been subject to
signiﬁcant ﬂood events, particularly the extreme events of spring
1998 and summer 2007. From its source east of Coventry, the Avon
ﬂows south-west before reaching its conﬂuence with the river Se-
vern at Tewkesbury. In total, the river drains from a catchment
area of around 2200 km2 and is dominated by agricultural land
use, although it does encompass the City of Coventry and smaller
towns of Warwick and Stratford-Upon-Avon. Detailed catchment
descriptors are available through the Flood Estimation Handbook
(Bayliss, 1999); the Avon catchment is categorised as ‘slightly
urbanised’, with relatively impermeable soils and geology resulting
in a quick response to heavy rainfall when soils are wet. The catch-
ment receives a moderate amount of rainfall, with an average an-
nual total of 668 mm (based on the 1961–2008 period). The
primary gauging station is located in the town of Evesham, located
in the south west of the catchment (Fig. 1). A gauging station has
existed in Evesham since 1848, however continuous electronic
data sets were available for the 1937–2010 period.
The observed rainfall data set used was a gridded product
derived from a 1 km resolution daily data set (the CERF gridded
observational precipitation data set), covering the period of
January 1961 to December 2008. The data is based on daily groundFig. 1. Map outlining the Avoobservations that have been interpolated up to a 1 km  1 km grid;
details of the methodology used to derive the data set can be found
in Keller et al. (2006). As the applied hydrological model is a
lumped conceptual model (see Section 2.2), the observational data
extracted for the Avon was averaged to produce a single
precipitation time-series over the catchment. Averaging precipita-
tion inevitably means the spatial distribution of rainfall is not
characterised. This may affect the ability of the model to capture
ﬂood causing events and if future changes in spatial patterns are
predicted these cannot be quantiﬁed under this methodology.
However given our model results show good predictive capability
for discharge and that the spatial resolution of the RCM simula-
tions is less detailed we do not believe the main ﬁndings of the
paper are unduly affected. Using a lumped model structure also
allows us to explore the prediction uncertainties of the rainfall-
runoff process in more detail using Monte Carlo simulations of
the parametric uncertainty from the ensemble of RCM outputs
(see next section). In order to easily replicate temperature under
a continuous simulation methodology, monthly mean temperature
values were used. Values were derived from a daily gridded prod-
uct covering the period 1960–2006, as described by Perry et al.
(2008). Although the two data sets do not strictly overlap, the
effects of the missing data and the effects of using monthly mean
temperature were judged to be minimal as the effects of snowmelt
within the catchment are insigniﬁcant. Additionally the study is
focused on extreme ﬂows, on which the affects of temperature
are assumed to be minimal.n catchment to Evesham.
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In order to carry out projections of future ﬂow scenarios, we
applied the HBV hydrological model. HBV is a conceptual rainfall
runoff model that has been widely used for a number of applica-
tions, including ﬂood forecasting and climate impact studies
(Arheimer et al., 2011; Cloke et al., 2012). Since its initial concep-
tion, many versions of the HBV model have been developed; in this
paper the HBV light version was used (Seibert, 2003). The model
itself simulates daily discharge using inputs of daily rainfall and
temperature, and also potential evapotranspiration. The lumped
conceptual nature of the model means that each of the model
inputs are calculated catchment averages. Evapotranspiration
was calculated with the McGuiness model (McGuinness and
Bordne, 1972); this simpliﬁed formulation of evapotranspiration
only requires mean daily temperature. It is has therefore been
widely used in climate impact studies as it is easily applied to daily
RCM output;
PE ¼ Re
kq
Ta þ X2
X1
; if Ta þ X2 > 0 ð1Þ
PE ¼ 0 otherwise;
where Re is extraterrestrial radiation, Ta is mean daily temperature
(C), k is the latent heat ﬂux, q is the density of water and X1 and X2
are constants (C). Aside from being easily applicable, this formula-
tion has also been robustly applied in climate impact studies (Oudin
et al., 2005; Cloke et al., 2012).
Every simulation of discharge, via the application of a hydrolog-
ical model, is subject to some degree of uncertainty. These sources
of uncertainty include the choice of hydrological model and the
limitations of the observed data (Cameron, 2006). As a result, the
application of hydrological models is now routinely carried out un-
der some form of uncertainty analysis framework. In this study, a
variation of the Generalised Likelihood Uncertainty Estimation
(GLUE) method was used (Beven and Binley, 1992; Beven and
Freer, 2001). The GLUE methodology rejects the concept of a single
optimum parameter set and instead acknowledges the existence of
multiple, behavioural parameter sets that have similar predictive
capability. HBV light has a number of free parameters that are out-
lined in Table 1 that require calibration. The model also simulates
snow melt using a degree-day approach combined with a thresh-
old temperature. These snow melt parameters were not included
in the calibration and were instead kept at default values, owing
to their insensitivity on high ﬂow predictions within the test catch-
ment (Cloke et al., 2012). Model calibration was conducted over
the 1961–2008 period when model input data and calibration data,
in the form of gauged discharge data, was available. The procedure
used in this study was a multi-criteria assessment consisting ofTable 1
Parameter bounds for the HBV-light hydrological model.
Parameter Short
name
Minimum
value
Maximum
value
Max. soil moisture FC 25 600
Potential evapo-transpiration limit LP 0.3 1
Soil routine parameter BETA 0.1 10
Maximum rate of recharge between the
upper and lower groundwater boxes
PERC 0.01 500
Upper zone limit UZL 0 1000
Recession co-efﬁcient (upper box) K0 0 1
Recession co-efﬁcient (upper box) K1 0 1
Recession co-efﬁcient (lower box) K2 0 1
Transformation of run-off MAXBAS 1 10
Evapo-transpiration constant X1 40 400
Evapo-transpiration constant X2 0 30three measures. The ﬁrst measure was used to deﬁne the initial
behavioural parameter space. A second measure was then utilised
to select a range of parameter sets that allowed the upper end of
the observed ﬂow duration curve to be suitably replicated. Finally
a likelihood measure, based annual maximum (AMAX) ﬂow errors,
was introduced to assign each parameter set a weight. This likeli-
hood weighted parameter space was then sampled from until 100
parameter sets were retained. This procedure is summarized in
more detail below.
Initially 200,000 HBV light parameter sets were generated,
using a Monte Carlo procedure to sample uniformly from the
parameter ranges outlined in Table 1; this plausible parameter
space was outlined following a literature review (Booij, 2005;
Cloke et al., 2012; Steele-Dunne et al., 2008). Each of these param-
eter sets were then used to conduct a simulation covering the
calibration period. Firstly, the widely applied Nash Sutcliffe
efﬁciency (Nash and Sutcliffe, 1970) was used to identify an initial
range of behavioural (good) parameter sets. An initial threshold
was set whereby all parameter sets returning an NS value of more
than 0.6 were classiﬁed as behavioural (Pappenberger and Buizza,
2009), this resulted in 27184 parameter sets being retained for the
1961–2008 period.
Secondly an additional criteria was applied to the retained
behavioural simulations using an X2 statistic, calculated between
observed and simulate ﬂow duration curves (Cameron et al.,
2000; Cameron, 2006). In total seven points on the ﬂow duration
curve were used (Q50, Q60, Q70, Q80, Q90, Q95, Q99), as;
X2d;p ¼
X7
i¼1
ðOi SiÞ2
Si
" #
ð2Þ
where d is 6 degrees of freedom, p = 0.9, Oi is the observed percent-
age time spent beneath a given ﬂow, and Si is the simulated per-
centage time spent beneath a given ﬂow value; this yields a
threshold of 10.6. Therefore, parameter sets that yielded X2 values
equal to or below this threshold were retained as behavioural in
capturing the upper end of the ﬂow duration curve. The behavioural
area of the parameter space, deﬁned by the ﬁrst step of the calibra-
tion process, was re-sampled until 1000 high-ﬂow behavioural
parameter sets are obtained.
An evaluation of model performance in capturing extreme ﬂows
was then conducted for each of the 1000 behavioural parameter
sets. This was achieved by comparing annual maxima (AMAX) data
for each year in the calibration period. AMAX data from both
observed and simulated ﬂow were extracted and compared using
the objective function;
E ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP ðOam  SamÞ2
L
s
ð3Þ
where E is the error score, Oam is the observed annual maximum,
Sam is the simulated annual maximum and L is the length of the cal-
ibration period.
Likelihood weighted uncertainty bounds for ﬂood frequency
were then calculated using the likelihood weight 1/E. This provided
a weighted performance measure, assigning higher values to
parameters sets that produce the smallest AMAX errors. These
calculated likelihood weights were then rescaled to produce a
cumulative sum of 1.0. A cumulative distribution, representative
of model performance in capturing AMAX ﬂows for each of the
1000 behavioural parameter sets was then produced, with the
better performing parameter sets accounting for a larger propor-
tion of the CDF. Monte Carlo sampling of the performance
weighted CDF could then carried out, identifying 100 likelihood
weighted parameter sets. These 100 parameter sets were then used
in assessing the impacts of projected climate change on future
Fig. 2. Example of continuous daily hydrograph for a portion of 1998. 90%
Uncertainty bounds calculated from the 100 behavioural HBV parameter sets.
Solid- observed daily ﬂow; dashed lines- 90% simulation uncertainty bounds.
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Nash–Sutcliffe efﬁciency range of between 0.623 and 0.79
(Fig. 2). The NS values calculated over the entire calibration period
are reduced as the models appear to struggle in representing lower
ﬂows; this may be a result of the signiﬁcant ﬂow controls that are
known to exist along the river. Hydrological model performance is
discussed further in Section 2.5.
An assumption of using this approach in the calibration of
hydrological models for future ﬂow assessment is that the
behavioural parameter sets identiﬁed from the above procedure
are also assumed to be behavioural under future climate scenarios.
Assuming such stationarity may not be ideal if climatic change
would result in different dynamics in model responses better
representing catchment behaviour, particularly for different mag-
nitudes of extreme events. However we argue this is a necessary
assumption to make as information alluding to the future behav-
ioural parameter space is not available and the magnitude of
climate projections found generally overlaps current conditions.2.3. Stochastic rainfall model
In this study, a variant of the density function and Generalized
Pareto distribution model (CDFGPDM), outlined by Cameron et al.
(1999), was used to generate synthetic daily time series of precip-
itation for each of the RCM ensemble techniques. The model used
in this study utilises a number of extreme value distributions to
represent precipitation intensity, it is therefore referred to as the
cumulative density function and extreme value model (CDFEVM).
The CDFEVM is a proﬁle-based stochastic rainfall model that gen-
erates a series of independent rainstorms and ‘inter-arrival’ periods
(dry-spells) via a Monte Carlo sampling procedure. The model re-
tains the Eagleson (1972) approach of characterising a storm in
terms of inter-arrival time, duration and mean intensity whilst
incorporating a proﬁling component to distribute the total precip-
itation throughout the duration of the storm. Here we deﬁne a
rainstorm as any event with an intensity of P1 mm/day, duration
of P1 day and an inter-arrival time of P1 day, where no zero-
rainfall periods are permitted within a storm.
Initially, the duration and mean intensity of every storm in the
observational record were calculated. This information was used to
deﬁne storm duration classes, where storms with similar event
durations are pooled together. At this stage a calibration process
was introduced in order for the appropriate storm classes to be
selected. Each of the rainfall events comprising the input precipita-
tion data set were binned according to their respective event
durations. Each duration class with more than 30 events was then
assigned its own event class, i.e. if more than 30 rainfall events of a
given length occur a designated duration class of the same length iscreated. Duration classes with less than 30 events occurring were
pooled together to ensure that there was an adequate amount of
data to ﬁt statistical distributions. This resulted in the very long
duration rainfall events, of which there are less, being grouped
together in the same duration class. This automated process was
required as the rainfall generator was used to generate rainfall
from multiple climate models across differing time periods. This
process allowed the CDFEVM to be applied rapidly across a range
of precipitation time series with differing characteristics. The
duration classes were then populated with storms from the input
record, and this data was subsequently used to generate an empir-
ical cumulative distribution function (CDF) of log-transformed
mean storm intensity for each class.
A key limitation of generating a synthetic rainfall series by
sampling from an empirical CDF is that it is not possible to create
a storm whose intensity exceeds that of the largest storm in the
original input dataset. For this reason, a Generalised Pareto
distribution (GPD) was ﬁtted to the upper tail of each CDF, using
maximum likelihood parameter values. When maximum likeli-
hood parameter values could not be reliably calculated, the model
instead uses a Generalised Extreme Value distribution (GEV), again
using maximum likelihood parameter values. If maximum likeli-
hood parameter values could not be reliably computed for either
the GPD or GEV the model reverts to a Gamma distribution. Such
cases were predominantly found in prolonged periods of rainfall
(e.g. >10 days of rain), for which there were a limited amount of
events with which to ﬁt the preceding distributions.
The GPD and GEV are controlled by three parameters: a shape
parameter j, a location parameter t, and a scale parameter r.
The shape parameter j allows the GPD and GEV to be ﬁtted to
different shaped distributions: where j is 0, the tail decreases
exponentially (e.g. normal); where j is negative, the tail is ﬁnite
(e.g. beta); where j is positive, the tail decreases as a polynomial
(e.g. Student’s t). This can lead to a problem if the tail of the CDF
is upwardly trending as the ﬁtted distribution will have no upper
endpoint, enabling the presence of unreasonably high intensities
within the modelled distribution at very high non-exceedance
probabilities. This is a particular problem when j values are high,
and therefore the ﬁtted distribution has a very heavy tail.
Therefore, when j values were found to be unreasonably high
the GPD/GEV is replaced by the lighter tailed Gamma distribution.
Following a test of GPD and GEV ﬁtting to observed and modelled
precipitation data, a j threshold value of 0.3 for both distributions
was set. Typically, data sets with j values in excess of this thresh-
old were found to contain unreasonably heavy tails and therefore
unrealistically intense rainfall events are simulated. In addition
to this, upper limits for the mean intensity of each duration class
were obtained from Twort et al. (2000). The result of this proce-
dure is a CDF/EV (extreme value) distribution of mean storm
intensities for each class, deﬁned by the empirical CDF below the
ﬁt threshold and the appropriate EV distribution above the ﬁt
threshold. An upper limit for each class is then set either by the
ﬁtted EV distribution, or by the relevant value from Twort et al.
(2000) when the referenced upper limits were exceeded.
Therefore empirical CDFs of storm durations and inter-arrival
times were generated from the observational records. A GPD was
ﬁtted to the tail of the duration CDF to enable the generation of
longer storms than in the historical record; a GPD was not used
to model the tail of the inter-arrival time CDF as the ability to mod-
el occasional exceptionally long dry spells was deemed unimpor-
tant in the context of ﬂood risk. Finally, a storm proﬁling
component was developed which resulted in a catalogue of storm
shapes being created, this could then be utilised to generate rain-
storms with realistic hyetographs. A database of proﬁles for each
storm duration class was extracted from the observational record
and normalised by cumulative volume. For storm duration classes
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normalised by total duration.
2.4. Rainstorm generation
Rainstorm generation proceeds in a similar manner to that
outlined by Cameron et al. (1999), consisting of the looping of
the following steps until a synthetic series of 2000 years of rainfall
was created, allowing good estimates of events with an annual
exceedance probability of 0.005 (1:200 year event);
– Initially, a random number is sampled from a uniform distribu-
tion varying between 0 and 1. This number is then linearly
interpolated on to the duration CDF/GPD to obtain the duration
of the simulated storm. The storm duration class is then
selected according to obtained duration.
– The process is then repeated, this time sampling from the mean
storm intensity CDF/EV distribution of the appropriate storm
duration class. In cases where an extremely high value is inter-
polated onto the ﬁtted EV distribution, the generated rainfall
intensity may exceed the speciﬁed upper bound; if this occurs
then the intensity automatically reverts to the upper bound.
In testing it was found that the non-exceedance probability
required to exceed the upper bound was so high that the safe-
guard was invoked only once when generating a long
(10,000 year) series.
– A storm proﬁle is then selected at random from the database of
the appropriate storm duration class and used to subdivide the
total volume of water falling during the storm into hourly totals.
– A dry spell in the series is then generated by sampling from the
inter-arrival empirical CDF.
2.5. Continuous simulation performance for observed climate
In order for the continuous simulation approach to be applied in
the assessment of future ﬂooding, a validation of the methodologyFig. 3. Rainfall model performance in capturing the 48 year observational record. Figure
20  48 years of simulated rainfall are shown. Crosses = simulated annual maximum. Cifor the observed climate was conducted. The calibrated HBV
parameter sets were run with observed precipitation data and
simulated precipitation data for the observed period of
1961–2008. A comparison of the simulated AMAX data against
the observed could then be conducted.
Firstly an analysis of the ability of the CDFEVM rainfall genera-
tor in capturing observed rainfall extremes was conducted. This
was achieved by comparing observed annual maximum rainfall
totals for 1–8 day rainfall events. The rainfall generator was used
to generate 20 realisations of the 48 year observed period. The
simulated annual maximum rainfall events could then be com-
pared with observed rainfall events, additionally mean annual
rainfall totals could also be compared. The visual assessment of
the rainfall generator presented in Fig. 3 indicates that the rainfall
generator has considerable skill in replicating the observed rainfall
extremes. There is some over estimation of 4 day rainfall events
and also some under estimation of longer duration events. How-
ever observed AMAX totals are adequately captured by the
multiple rainfall simulations. This is particularly true for 1–4 day
rainfall events at higher return periods which are particularly
important to ﬂood estimation in the Avon catchment. Additionally
the rainfall generator was able to simulate mean annual rainfall to
within 5% of the observed, with annual totals of 635 mm and
668 mm for simulated and observed rainfall respectively. With
the rainfall generator able to effectively simulate AMAX events
and mean annual rainfall, the model was assumed to be a suitable
rainfall generator for generating synthetic rainfall series.
The results of the behavioural HBV runs combined with the sto-
chastic rainfall generator are displayed in Fig. 5. The results display
the 95% uncertainty bounds and the median simulation of each
HBV parameter set forced with 2000 years of simulated rainfall.
Observed AMAX ﬂows for the full observed record (1936–2010)
are also displayed; the results reveal that the majority of observed
AMAX ﬂows are captured by the simulated uncertainty bounds.
There does appear to be some overestimation of ﬂoods with
lesser return periods, particularly 5–20 year events. Given thatdisplays reproduction of annual maximum rainfall extremes by the rainfall model;
rcles = observed annual maximum.
Fig. 4. 90% uncertainty bounds calculated from the annual maximum peaks obtained from 100 behavioural HBV-light parameter sets. Circles = Observed daily peaks. Dotted
line = median simulation. Dashed lines = 90% uncertainty bounds.
Fig. 5. Uncertainty bounds for simulated annual maximum peaks for 100 behavioural HBV parameter sets with 2000 years simulation length. Dotted and dashed lines
indicate mean and 95% quantiles for current conditions respectively. Black solid line indicates the GEV distribution ﬁtted to observed data. Circles indicate observed
(Gringorten) AMAX data.
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events, owing to a step change that is evident in Figs. 4 and 5, this
characteristic of the simulated series is to be expected. The rainfall
model is calibrated to a particular time-period in the observed
rainfall record; it may therefore not be able to replicate other
realisations of the observed data set (Cameron, 2006). However,
at the higher return periods about which we are concerned, the
continuous simulation ﬂood frequency curves are consistent with
the observed AMAX data. The return periods of the 1998 and
2007 are slightly overestimated by the median model simulation,
however each of the events are thought to have return periods in
excess of that suggested by the observed data (Marsh, 2008). This
is outlined by the results obtained by ﬁtting a Generalised Extreme
Value distribution to the observed discharge data. The GEV distri-
bution was chosen as it provided the best ﬁt to the observed data
and also replicated return period estimates reported by others
(Marsh, 2008; Faulkner et al., 2008). Single site analysis was
conducted as opposed to a pooling group approach as analysis con-
ducted with pooled data has been shown to overestimate return
period values for the Avon at Evesham (Faulkner et al., 2008).
The extreme value analysis calculated return periods in excess of
100 years for both the 1998 and 2007 ﬂood events. Fig. 5 shows
that there is close agreement between the return period estimatesobtained from the GEV analysis and the continuous simulation
results. The continuous simulation results bracket those obtained
from the statistical analysis, with a mean error between median
simulated and GEV estimates of 8%, and estimates converging at
higher return periods. With the continuous simulation results
replicating those obtained from the distribution ﬁtting at higher
return periods, and also replicating results reported by others
(Faulkner et al., 2008; Marsh, 2008), the modelling approach
applied was deemed to be able to adequately represent ﬂow
scenarios under observed climate scenarios. Therefore the model-
ling approach was also assumed to be suitable for the investigation
of future ﬂow scenarios (Cameron, 2006).3. Climate change projections
3.1. RCM ensemble members
In this study two separate sets of RCMs were incorporated into
the multi model ensembles. In total daily output from 18 RCMs
from the UKCP09 and ENSEMBLES projections were used, with 7
models coming from ENSEMBLES and 11 from the UKCP09 project
(Table 2). The models taken from the European Union’s FP6
Table 2
Description of regional climate models used in model ensembles.
Ensemble
#
Country Driving
GCM
RCM Resolution
(km)
E-
scenario
1 Sweden ECHAM5-
R3
RCA 25 A1B
2 Sweden BCM RCA 25 A1B
3 Germany ECHAM5-
R3
REMO 25 A1B
4 Netherlands ECHAM5-
R3
RACMO 25 A1B
5 Italy ECHAM5-
R5
RegCM 25 A1B
6 France ARPEGE HIRHAM 25 A1B
7 Switzerland HadCM3Q0 CLM 25 A1B
8 UK HADCM3 HadRM3Q16 25 A1B
9 UK HADCM3 HadRM3Q14 25 A1B
10 UK HADCM3 HadRM3Q13 25 A1B
11 UK HADCM3 HadRM3Q11 25 A1B
12 UK HADCM3 HadRM3Q9 25 A1B
13 UK HADCM3 HadRM3Q8 25 A1B
14 UK HADCM3 HadRM3Q6 25 A1B
15 UK HADCM3 HadRM3Q4 25 A1B
16 UK HADCM3 HadRM3Q3 25 A1B
17 UK HADCM3 HadRM3Q0 25 A1B
18 UK HADCM3 HadRM3Qk 25 A1B
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by 5 separate GCMs, while the UKCP09 members are an ensemble
of HADRM3 projections, driven by HADCM3, using the same model
but varying uncertain parameters in a perturbed physics ensemble
(van der Linden and Mitchell, 2009; Murphy et al., 2009). RCM
projections from each of the projects are now available to the
scientiﬁc community via their respective data portals (http://
badc.nerc.ac.uk/data and http://ensemblesrt3.dmi.dk/extended_
table.html). Although the CMIP3 models utilised in this study have
recently been superseded by the CMIP5 simulations, we do not be
believe the use of the latest model release would alter our ﬁndings
(Shashikanth et al., 2013). Indeed, Bellenger et al. (2013) statedFig. 6. Box plot of projected changes to precipitation quantiles between baseline (1961
plots indicate the spread of projections across the 18 member RCM ensemble, ranging fr
5th, 25th, 75th and 95th percentiles. The solid black line indicates the zero change linethat owing to the small magnitude in the differences between
CMIP3 and CMIP5, the models can in fact be treated as one large
ensemble.
Each ensemble member operates at 25 km resolution and is also
forced under the A1B, or medium emissions scenario. Each model
operates at the daily timescale, providing daily rainfall totals for
the 1961–2099 time-period. As the RCMs operate on a coarser grid
than the observed rainfall grid discussed above, the RCM data was
interpolated to the same resolution as the observed data. Interpo-
lation of the RCM data was conducted using nearest neighbour
interpolation for precipitation and linear interpolation for temper-
ature (Cloke et al., 2012). In this study, each ensemble member was
treated as independent; the assumption of equal weighting has
been implicitly adopted in multi RCM analysis (Christensen et al.,
2010). In total three application approaches were used to enable
the projection of future extreme ﬂows; quantile change factor
(QCF), Model Output Statistics (MOS or bias correction and direct
forcing (DF). The inﬂuence that the speciﬁc approach has on the
resultant change signal could then be assessed. The following sec-
tions discuss each of the application approaches in more detail.
3.2. Quantile change factor (QCF)
Change factor approaches have been widely applied in climate
impact studies, typically using changes to monthly mean or sea-
sonal precipitation totals to develop change scenarios (Anandhi
and Frei, 2011; Prudhomme et al., 2010; Kay and Jones, 2012).
However with the distribution of rainfall anticipated to change,
with more rain falling as heavy precipitation, approaches based
on accumulative totals may be inappropriate (Smith et al., 2013).
Therefore a quantile change factor approach was adopted, applying
changes to precipitation quantiles to perturb observed data. Apply-
ing changes to precipitation quantiles overcomes the limitation of
using mean changes on all quantiles, therefore allowing projected
changes in rainfall distribution to be retained (Taye et al., 2011).
This approach is particularly appropriate for ﬂood impact studies–1999) and future (2061–2099) climatologies for summer and winter months. The
om low to extreme precipitation quantiles. Box plot whiskers indicate the ensemble
.
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projected changes to climate extremes are retained. The procedure
used to generate a time series of future daily precipitation is as
follows;
– Baseline (1961–1999) and future (2061–2099) time series were
selected from each RCM ensemble member.
– Both time series’ were divided into summer (May–September)
and winter (October–April) months, in order to incorporate
seasonality.
– 9 Partitions (P10–P90) were used to divide each time series into
10 quantiles and the mean of each quantile was calculated.
– The ratio between baseline and future quantiles was then calcu-
lated for each season and each ensemble member.
CFqs ¼ Pfqs
Pbqs
ð4Þ
where CF is the change factor, Pf and Pb are the future and baseline
precipitation series respectively, q and s are subscripts denoting the
precipitation quantile and season. The calculated quantile change
factors were then used to perturb their respective quantiles in the
observed precipitation time series, producing a future precipitation
time series for each ensemble member. As outlined previously, the
hydrological model was calibrated to monthly mean temperature;
therefore future temperature time series were generated via the
classic change factor method, using changes to monthly mean tem-
perature (Prudhomme et al., 2010; Cameron, 2006).
Fig. 6 outlines the spread of projected changes to precipitation
quantiles for summer and winter months, with a coherent pictureFig. 7. Cumulative distribution functions of annual precipitation for the ENSEMBLES (top
annual precipitation for the baseline period (1961–1999) and the right show future pro
median and 95% quantiles of the MOS corrected precipitation. Red line and shaded areas
observed annual precipitation for the control period (1961–1999). (For interpretation of t
of this article.)being presented across the RCM ensemble. The results show signif-
icant changes to the distribution of rainfall, with less rain falling as
light events and more rain falling as heavy precipitation. During
winter months the mean of the lowest precipitation quantile is
projected to decrease slightly by the median ensemble projection,
whereas signiﬁcant increases are projected for the heaviest quan-
tile; a median change of +17% with the 95% quantiles ranging from
+12 to +23%. A similar result is found during summer months, with
decreases projected for lower and medium quantiles and a median
increase of +9% for the heaviest quantile. This intensiﬁcation of
precipitation has been widely reported by others (IPCC, 2007;
Min et al., 2011; Sun et al., 2007). Fig. 6 also shows signiﬁcant sea-
sonal variability in the change signal, with winter precipitation
predominantly increasing and a predominant decreasing signal
being present during summer months. The projection of ‘wetter
winters/dryer summer’ in the UK has also been widely reported
by others (Murphy et al., 2009; Prudhomme et al., 2010). Although
a drying signal is present during summer months, projected in-
creases to heavy precipitation are universal. These results echoes
those reported by others (Fowler and Ekström, 2009; Smith et al.,
2013) and highlight the need to account for changing rainfall dis-
tributions in climate impact studies.3.3. Model Output Statistics (MOS)
In this study the MOS used was a combination of gamma and
GEV distribution error correction, similar to that employed by Yang
et al. (2010). The technique used in the correction of RCM precip-
itation is as follows: (1) Firstly a precipitation threshold is set, withpanels and UKCP09 (bottom panels) RCM ensemble members. The left panels show
jected annual precipitation (2061–2099). Green line and shaded areas indicate the
show the median and 95% quantiles of the uncorrected output. The black line shows
he references to colour in this ﬁgure legend, the reader is referred to the web version
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culated by ascertaining the correct percentage of wet days from the
observed record. (2) Distributions were ﬁtted to the observed and
simulated precipitation series for an observed time period. (3) The
modelled precipitation data is then corrected using the differences
between the ﬁtted distributions. The precipitation threshold calcu-
lation and distribution ﬁtting was carried out for the time-period
1961–1999, the corrections were then applied to the simulated
2061–2099 data. A similar methodology was employed by Yang
et al. (2010) who used a double gamma distribution procedure
which has proven particularly useful in ﬂood impact studies (Cloke
et al., 2012). However for the purposes of this study, a gamma/GEV
combination was used in order to better represent the tails of the
distribution. This technique uses three distributions to represent
precipitation, with partitions at the 95th and 99th percentiles. A
gamma distribution is used to represent the bulk of the precipita-
tion (<95th percentile), with two GEV distributions used to
represent the tails;
P^ ¼ F1obsðaobs; bobs; FsimðP;aCtrl;bCtrlÞÞ
if P < 95th percentile value
P^ ¼ F1obsðlobs;robs; nobs; FsimðP;lCtrl;rCtrl; nCtrlÞÞ
if P P 95th percentile & < 99th percentile value
P^ ¼ F1obsðlobs;robs; nobs; FsimðP;lCtrl;rCtrl; nCtrlÞÞ
if P P 99th percentile value;
where P is the simulated precipitation series, F1obs denotes the
inverse of the ﬁtted gamma and GEV distributions, Fsim is the ﬁttedFig. 8. As for Fig. 7 except for 5-day anncumulative distribution for the observed precipitation series, a and
b are the gamma distribution parameters and l, r and n are the
location, scale and shape parameters of the GEV distributions, each
estimated over the 1961–1999 control period. The precipitation
series was divided in this way as it was found to be the most effec-
tive way to represent precipitation extremes.
Figs. 7 and 8 display precipitation characteristics before and
after MOS correction for both the ENSEMBLES and UKCP09 RCMs.
The ﬁgures show that the MOS corrected precipitation is much
closer to the observed precipitation. There is also a far greater
spread between annual precipitation amounts for the ENSEMBLES
RCMs, compared to the UKCP09 members. This may be expected
given that the UKCP09 ensemble members are not strictly
independent. The ENSEMBLES RCMs also tended to overestimate
annual precipitation values whereas the UKCP09 members
tended to underestimate. MOS correction results in annual pre-
cipitation values that are much closer to the observed values,
and also greatly reduces the spread between RCM members.
The uncorrected RCMs appear to do a better job in representing
5 day annual maximum precipitation values than simulating
accumulative totals. Again however there is some over estimation
and underestimation between ENSEMBLES and UKCP09 RCMs
respectively. The MOS corrected precipitation improves 5 day
annual maximum precipitation totals and again reduces the
spread between individual RCMs. Figs. 7 and 8 also show that
the MOS correction does not affect the change signal between
baseline and future time-slices, this can be seen by comparing
the change signal between corrected and uncorrected precipita-
tion. The results show a decrease in annual precipitation values
and an increase in 5 day annual maximum precipitation values,
this may be indicative of changes to the distribution of rainfall
that have been widely discussed (Huntingford et al., 2003; Giorgi
et al., 2004; Smith et al., 2013).ual maximum precipitation (mm).
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In addition to the quantile changes and MOS method, a direct
forcing approach was also used. The direct forcing approach differs
from the previous methods in that no pre-processing of RCM
output is carried out. Instead, simulated ﬂow projections are
processed via a methodology similar to the quantile change factor
previously discussed. The method therefore uses changes to ﬂow
projections, as opposed to changes in precipitation, to perturb
the observed AMAX ﬂood frequency curve. The method is carried
out as follows:
– Firstly, precipitation and temperature data were extracted from
each ensemble member for the baseline (1961–2099) and
future (2061–2099) time-slices.
– The CDFEVM model was then used to generate 2000 years of
simulated precipitation for each ensemble member and each
time-slice.
– Synthetic rainfall data was then combined with calculated
monthly mean temperatures and used to force HBV (under
the uncertainty framework). This produced baseline and future
AMAX ﬂood frequency curves for each ensemble member and
each behavioural HBV parameter set.
– Relative changes between baseline and future ﬂood frequency
curves were then calculated, with ﬂow data being divided into
10 quantiles (P10–P90). Ratios were calculated for each ensemble
member and each of the 100 HBV parameter sets;
CFqp ¼ Qfqp
Qbqp
ð5Þ
where CF is the change factor, Qf and Qb are the future and baseline
ﬂood frequencies respectively, q and p are subscripts denoting the
ﬂow quantile and HBV parameter set respectively.
– Relative change factors were then used to perturb the observed
AMAX ﬂood frequency curves that were simulated usingFig. 9. Uncertainty bounds for simulated annual maximum peaks for 100 behavioural H
95% quantiles under current conditions. Dashed lines indicate mean and 95% quantiles fo
corrected projections; (C) direct forcing projections; (D) combined projections.observed data, producing future AMAX ﬂood frequency curves.
Each application technique was used to produce a 2000 year
time-series, representative of the 2061–2099 climatology for each
of the 18 RCM ensemble members. The generated future time-ser-
ies’ were then used to drive HBV under the uncertainty framework;
carrying out simulations for 100 HBV parameter sets resulted in
3.6 million years of simulation for each application technique.
The future ﬂow projections from each of the approaches will
now be outlined.
4. Results and discussion
The following section outlines the results of the AMAX ﬂow pro-
jections achieved via application of the quantile change factor
(QCF), Model Output Statistics (MOS) and direct forcing (DF)
approaches, as well as the estimated ﬂows under current condi-
tions. Fig. 9 displays the median and the 95% conﬁdence intervals
of the simulated AMAX ﬂows for current and future climate scenar-
ios. The ﬁgure illustrates future ﬂow scenarios as estimated by
each of the ensemble techniques (Fig. 9(A–C)), as well as a grand
ensemble estimate (Fig. 9(D)) achieved by combining each result.
For each of the ensemble techniques, AMAX ﬂows are projected
to increase for the 2061–2099 time-period, with a median estimate
of +12.5%. Three things are evident from the projected changes to
AMAX ﬂows presented in Fig. 9. Firstly, the projected increases to
annual maximum ﬂows are larger at higher return periods,
suggesting that changes are more prominent for more extreme
events (Table 3). For the combined median estimate (Fig. 9(D)),
the projected changes increase from +6% to +16%, for the 10 and
200 year events respectfully. Secondly, the magnitude of the
change signal varies between the differing approaches, with the
QCF and MOS projections yielding a greater change signal than that
produced via DF. Finally the ensemble spread also varies between
the differing approaches, this is particularly evident when
comparing QCF and MOS projections; in the case of the formerBV parameter sets with 2000 years simulation length. Solid lines indicate mean and
r the 2061–2099 time-period. (A) Quantile change factor projections; (B) MOS (bias)
Table 3
Estimated ﬂows (m3/s) for return periods (T), under current and future climate conditions. The table displays observed estimates and results from each of the ensemble
approaches used. The change (%) between the median estimated of current and future projections is also displayed.
Observed Quantile change factor MOS Direct forcing
T (years) %0.05 %0.5 %0.95 Change % %0.05 %0.5 %0.95 Change % %0.05 %0.5 %0.95 Change % %0.05 %0.5 %0.95 Change %
10 200 241 272 N/A 202 269 324 12 174 238 289 1 193 260 334 8
25 248 299 336 N/A 251 343 409 15 220 304 392 2 238 321 413 7
50 281 338 383 N/A 293 405 487 20 258 363 485 7 266 362 469 7
100 310 379 430 N/A 340 467 577 23 298 444 613 17 295 406 528 7
200 341 435 495 N/A 389 532 666 22 337 518 743 19 332 459 602 6
Fig. 10. Cumulative distribution functions of the (A) 25, (B) 50, (C) 100 and (D) 200 year return period events. Solid line indicates CDF under current conditions, dotted line:
quantile change factor projections; dash-dot: MOS (bias corrected) projections; dashed line: direct forcing projections.
Table 4
Estimated return periods (T) for the future time-period (2061–2099) of ﬂows that are
estimated to have return periods of 10. 25, 50, 100 and 200 years under current
climatic conditions.
Observed T
(years)
Quantile T
(years)
MOS T
(years)
Direct T
(years)
Combined T
(years)
10 7 10 7 8
25 14 22 16 17
50 24 35 31 30
100 38 54 58 49
200 67 86 132 87
216 A. Smith et al. / Journal of Hydrology 511 (2014) 205–219the 95% quantile range of the 200 year event is 277 m3/s, whereas a
spread of 406 m3/s is estimated for the MOS projected ﬂows
(Table 3).
Fig. 10 illustrates the cdfs of the 25, 50, 100 and 200 year events
as estimated by the continuous simulation methodology. The
ﬁgure shows the estimated uncertainty range for each return
period event under current climate conditions, as well as the future
projections for the 2061–2099 time-period as estimated by each
application approach. The results again suggest that the magnitude
of change is dependent upon the chosen application technique. For
example, the ﬂood magnitude changes appear largest for the QCF
generated projections, with the distribution of ﬂow estimates
being shifted further than with the other approaches. However,
the varying uncertainty associated with each approach is also high-
lighted, with the shape of the distributions differing between each
approach. The QCF generated changes produce a cdf with a similar
shape to that of the observed estimated, suggesting comparable
levels of uncertainty. The DF and particularly the MOS projected
changes produce a ‘ﬂatter’ cdf, indicating a greater spread between
projections, echoing results reported by Cloke et al. (2012). Given
that the future projections propagate the additional uncertainties
associated with the RCM ensemble, a greater spread betweenmodel projections would be expected. The results therefore sug-
gest that the change factor methodology may mask the uncertain-
ties associated with the RCM ensemble. Additionally, Figs. 9 and 10
also show that there is a signiﬁcant overlap between the uncer-
tainty bounds estimated under observed conditions and those esti-
mated for each of the future projections. As reported by Cameron
et al. (2000) and Cameron (2006), this overlap in ﬂow projections
highlights the need to explicitly account for the uncertainty asso-
ciated with the observed series and hydrological model uncer-
tainty. Indeed the uncertainties associated with AMAX ﬂow
Fig. 11. As for Fig. 10, except showing a factor of safety of 0.3 applied to the observed data.
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event in the observed record, recorded in July 2007, is exceeded
by 62% of the 200 year ﬂow estimates. The upper 10% of the
200 year ﬂow estimates also exceed the 2007 event by more than
20%.
Differences between the projections provided by each applica-
tion technique are highlighted by the return period estimates pre-
sented in Table 4. The table shows the median return period
estimates for each application approach, for ﬂows with return peri-
ods of 10, 25, 50, 100 and 200 years. The results suggest a signiﬁ-
cant reduction in estimated return periods. For example, with
respect to the median of the combined projections, the current 1
in 200 year event is estimated to have a return period of 1 in
87 years under 2061–2099 conditions, and the 1 in 100 year event
reduced to a 1 in 49. Aside from outlining signiﬁcant reductions
in return period estimates, Table 4 also illustrates the signiﬁcant
differences between each ensemble projection. Again, the most sig-
niﬁcant decreases in return period estimates are found for the QCF
projections; the 1 in 200 year event is estimated to have a return
period of 67 years and the 1 in 100 year event reduced to a 1
in 38. However, more modest estimates of future ﬂood risk are pre-
sented by projections produced via the DF approach; the 1 in
200 year event is estimated to have a return period of 132 years
and the 1 in 100 year event reduced to a 1 in 58 year event. The
results suggest that the manipulation of RCM data required by the
QCF and MOS approaches may produce some ampliﬁcation of
future ﬂood risk, with the DF approach (which uses raw RCM out-
put) producing a smaller change signal at higher return periods.
The ﬁndings presented here highlight the signiﬁcant inﬂuence
of the selected application approach when assessing the impact
of climate change upon ﬂood risk. Although the three approaches
used here do not result in completely different pictures of future
ﬂood risk, there are some signiﬁcant differences in terms of the
magnitude of the change signal. It therefore seems necessary to
incorporate a range of approaches in impact studies that are
focused on ﬂood risk. The recommendation of using multiple appli-
cation techniques in climate change impact studies has beenreported by others (Cloke et al., 2012; Smith et al., 2013). Addition-
ally, our results have shown that by accounting for multiple
sources of uncertainty, the spread of annual maximum discharge
projections becomes very wide. This uncertainty could be explored
further as part of future work; whilst the lumped HBV model has
been utilised in this study, other models could be incorporated into
the modelling framework, providing further exploration of
hydrological modelling uncertainty. These results indicate that
any conclusions drawn on the magnitude of future ﬂood risk would
be very uncertain. These extensive uncertainties may question the
role of scenario led studies in informing climate mitigation
policies, instead suggesting that adaptation response should be
designed to cope with a range of plausible futures (Wilby and
Dessai, 2010). Moreover, the signiﬁcant uncertainties associated
with return period estimates under observed conditions may
further question the role of climate models in informing adaptation
measures. Coping with the full range of uncertainty in the observed
record would in itself pose a signiﬁcant challenge and be sufﬁcient
to cope with the majority of the climate change scenarios
presented here. A more conservative approach is shown in
Fig. 11, with a factor of safety (FOS) of 0.3 applied to the uncer-
tainty in the observed record. This safety margin proves robust
against all but the most extreme of the future projections. Such
concepts allowing for margins of error have long been applied in
engineering to account for multiple sources of uncertainty
(Subramanya, 1994; Schultz et al., 2010). A more sensible approach
to informing robust ﬂood risk management plans maybe to revert
back to such engineering concepts, applying safety margins to
known uncertainties.5. Conclusion
An ensemble of GCMs/RCMs from the ENSEMBLES and UKCP09
projects has been used to investigate the impacts of climate change
on ﬂooding, in the Avon catchment, UK. The approach used is sim-
ilar to that outlined by Cameron et al. (2006) exploring future
218 A. Smith et al. / Journal of Hydrology 511 (2014) 205–219changes under a continuous simulation methodology, with the
exception that multiple application approaches have been used
in conjunction with an 18 member RCM ensemble. To achieve this
a stochastic rainfall generator was used to simulate 2000 years of
daily precipitation, with the resulting time-series used to force
the HBV-light rainfall run-off model. An uncertainty framework
was utilized to explore hydrological modelling uncertainty, with
100 behavioural HBV parameter sets being used.
Firstly, the continuous simulation methodology was used to
explore the uncertainty in annual maximum ﬂows under observed
conditions (1961–2008). The projection of ﬂows under future
climate conditions (2061–2099) was then carried out via a number
of application techniques. These were; quantile change factor
(QCF), using changes to precipitation quantiles to perturb the
observed precipitation record, Model Output Statistics (MOS) or
bias correction, and a direct forcing (DF) approach which uses
changes to ﬂow estimates to perturb the observed ﬂow record.
The results indicate that AMAX ﬂows will increases under
future climate scenarios (2061–2099), with each of the approaches
projecting increased ﬂows. Although the direction of the change
signal does not change between the application techniques, the
magnitude of the change signal was found to be signiﬁcantly dif-
ferent (Tables 2 and 3). The range of uncertainty in the projections
produced by each of the approaches was also found to vary
(Fig. 10), echoing results by others (Cloke et al., 2012). In addition,
the results presented here have also highlighted the signiﬁcant
uncertainties associated with the observed record and hydrological
model structure (Cameron et al., 1999; Cameron, 2006).
This study has highlighted the need to incorporate multiple ap-
proaches in climate impact studies focusing on ﬂood risk, with the
magnitude and spread of projected changes varying signiﬁcantly
between differing application techniques. The results have also
shown that when multiple sources of uncertainty are accounted
for, the spread between ﬂow projections becomes very large. Given
that the RCMs applied in this study all operate under the A1B emis-
sion scenario, it is reasonable to expect these uncertainty bounds
to widen further with the addition of further ensemble members.
This may question the role of scenario led studies in informing cli-
mate mitigation policy, as any conclusions drawn on the magni-
tude of future ﬂood risk would be very uncertain. Moreover, this
study has highlighted the signiﬁcant uncertainties associated with
return period estimates under current climate conditions. These
results suggest that coping with uncertainty in the observed record
is a signiﬁcant challenge, regardless of the potential impacts of cli-
mate change. It may therefore be more appropriate to focus on
making systems robust to these uncertainties, negating the effects
of potential climate change.
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