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Finite size scaling for the Many-Body-Localization Transition :
finite-size-pseudo-critical points of individual eigenstates
Ce´cile Monthus
Institut de Physique The´orique, Universite´ Paris Saclay, CNRS, CEA, 91191 Gif-sur-Yvette, France
To understand the finite-size-scaling properties of phases transitions in classical and quantum
models in the presence of quenched disorder, it has proven to be fruitful to introduce the notion
of a finite-size-pseudo-critical point in each disordered sample and to analyze its sample-to-sample
fluctuations as a function of the size. For the Many-Body-Localization transition, where very strong
eigenstate-to-eigenstate fluctuations have been numerically reported even within a given disordered
sample at a given energy density [X. Yu, D. J. Luitz, B. K. Clark, arXiv:1606.01260 and V. Khe-
mani, S. P. Lim, D. N. Sheng, D. A. Huse,arXiv:1607.05756], it seems thus useful to introduce the
notion of a finite-size-pseudo-critical point for each individual eigenstate and to study its eigenstate-
to-eigenstate fluctuations governed by the correlation length exponent ν. The scaling properties of
critical eigenstates are also expected to appear much more clearly if one considers each eigenstate
at its finite-size-pseudo-critical point, where it is ’truly critical’, while standard averages over eigen-
states and samples in the critical region actually see a mixture of states that are effectively either
localized or delocalized.
I. INTRODUCTION
In the field of phase transitions for pure models, the finite-size-scaling theory is essential to extract from numerical
studies on finite sizes L the location θc of the critical point in the thermodynamic limit L → +∞ and the critical
exponents of various observables [1] : the main idea is that the important variable is the ratio between the size L of
the finite system and the correlation length that diverges ξ(θ) ∼ |θ − θc|−ν as the control parameter θ approaches
the critical value θc. One possible rephrasing is that the finite sample of size L becomes critical when the correlation
length ξ(θ) reaches L and thus its finite-size-pseudo-critical point θc(L) defined by ξ(θc(L)) = L converges towards
its thermodynamic limit θc as
θc(L)− θc≃L− 1ν (1)
In the presence of quenched disorder, one should take into account the additional property that a given size L does
not correspond to a single sample anymore, but to the whole set of all possible disordered samples of size L. The most
widespread way to deal with this problem is to compute the disorder-averaged values of observables and to analyze
them with the standard finite-size-scaling theory of pure models. However in the critical region, sample-to-sample
fluctuations are expected to be large [2–8]. For instance at some given size L, some fraction of the samples seem in one
phase while the complementary fraction seem in the other phase. To better take into account these sample-to-sample
fluctuations, it has been proposed to associate to each disordered sample (ω) of size L its own finite-size pseudo-critical
point θc(ω,L) [2, 4, 5, 7, 9, 10] : the goal is to try to separate the finite-size-scaling (θ − θc(ω,L))L 1ν within a given
sample from the sample-to-sample fluctuations of pseudo-critical point θc(ω,L). One possibility to define θc(ω,L)
is to use the location of the maximum of some observable that is expected to diverge in the thermodynamic limit,
but many other definitions can actually be used depending on the model and on the observables that are numerically
measured. The important point is that the scaling properties of the distribution of this finite-size pseudo-critical point
θc(ω,L) should not depend on the precise details of the definition. For conventional random critical points described
by a single correlation exponent ν, one expects that Eq. 1 becomes
θc(ω,L)− θc≃xωL− 1ν (2)
where xω is an O(1) sample-dependent random variable. The probability distribution of the pseudo-critical points
θc(ω,L) has been studied in many disordered classical models involving either spins [4, 5, 7, 11, 13, 14], elastic lines
in random media [15], or disordered polymers [16–18], as well as in dynamical epidemic models in random media [19].
It has also been very much used for quantum phase transitions concerning the ground state of disordered quantum
spin models in various dimensions [20–26].
The aim of the present paper is to discuss this notion of finite-size pseudo-critical points for the case of the Many-
Body-Localization (MBL) Transition where one is interested into the properties of the excited eigenstates of interacting
disordered quantum models (see the recent reviews [27–32] and references therein). In the Ergodic phase where the
Eigenstate Thermalization Hypothesis (E.T.H.) [33–37] holds, the eigenstates display the volume-law entanglement
with a prefactor given by the thermal entropy. In the Many-Body-Localized (MBL) phase, the eigenstates display an
2area-law entanglement [38–44] with a power-law entanglement spectrum [45] and there exists an extensive number
of emergent localized conserved operators [46–54]. The critical point between these two phases remains not well
understood, because it is definitely unusual from various points of view. In particular, very strong eigenstate-to-
eigenstate fluctuations even within a given disordered sample at a given energy density have been reported recently
[55, 56]. This is a very surprising result with respect to the ’self-averaging’ feature that was always taken for granted
up to now. The physical interpretation given in [56] is that the transition is driven by an eigenstate-dependent sparse
resonant backbone. In this paper, we analyze various models via strong disorder expansion in order to show that it
makes sense to associate a finite-size-pseudo-critical point θc(n, ω, L) to each eigenstate n of a given disordered sample
ω (and not to each disordered sample ω as discussed above for thermal classical transitions or for quantum phase
transitions concerning only the ground state).
The paper is organized as follows. The idea of a finite-size-pseudo-critical point for each eigenstate is first discussed
for the simpler case of the Anderson Localization transition concerning a single particle, either with long-ranged
hopping in section II, or with nearest-neighbor hopping on the Cayley tree in section III. In section IV, we analyze in
detail the MBL quantum spin chain toy model of Ref [57]. Finally in section V, we consider the standard model of
MBL, namely the nearest-neighbor Heisenberg chain in random fields. Our conclusions are summarized in section VI.
II. ANDERSON LOCALIZATION TRANSITION WITH LONG-RANGED HOPPINGS
A. Reminder on the one-dimensional power-law hopping model
At Anderson localization transitions, the critical eigenstates can be more or less multifractal (see the review [58]
and references therein). For the short-ranged tight-binding model in dimension d, there is a continuous interpolation
between the ’weak multifractality’ regime in d = 2 + ǫ and the ’strong multifractality’ in high dimension d. For the
one-dimensional tight-binding model
H =
∑
n
ǫn|n >< n|+
∑
n6=m
Vnm|n >< m| (3)
with random on-site energies ǫn and power-law hopping with respect to the distance
Vnm = V
vnm
|n−m|a (4)
where the vnm of order O(1) can be either fixed or random, and where the prefactor V is the global amplitude. The
control parameter of the transition is the exponent a governing the decay with the distance in Eq 4, and the critical
point in the thermodynamic limit is exactly known to be
ac = 1 (5)
As a function of the amplitude V , the universality class of the critical point varies continuously from the ’weak
multifractality’ regime and the nearly Wigner Dyson statistics for large V → +∞ to the ’strong multifractality’
regime and the nearly Poisson statistics for small V → 0 [58]. This ’strong multifractality’ regime V → 0 has been
analyzed via the Levitov renormalization method that takes into account the resonances occuring at various scales
[59–65] or other methods [66–72], including first-order perturbation theory of quantum mechanics [73] that we use in
the following.
B. Finite-size-pseudo-critical associated to each eigenstate
Let us now consider a given sample containing L sites on a ring, where the L random on-site energies ǫn drawn
with some probability distribution P (ǫn) are given. Following [73], we consider the perturbation theory with respect
to the hopping amplitude V → 0. At order zero, the eigenstates |φ(0)n > are completely localized on a single site
|φ(0)n > = |n > (6)
and the corresponding eigenvalues En are given by the on-site energies
E(0)n = ǫn (7)
3At first order in the hopping amplitude V → 0, the eigenvalues are unchanged
E(0+1)n = ǫn (8)
while the eigenstates become
|φ(0+1)n > = |n > +
∑
m 6=n
Rnm|m > (9)
in terms of the hybridization ratios
Rnm =
Vnm
ǫn − ǫm =
V vnm
|n−m|a(ǫn − ǫm) (10)
We refer to [73] for the explicit computations concerning the Inverse Participation Ratios governed by the strong
multifractality spectrum. Here as explained in the Introduction, our goal is to define a finite-size-pseudo-critical point
ac(n, ω, L) for each eigenstate |φn > of the disordered sample ω of length L.
To detect the transition, it is actually sufficient to consider the hybridization ratio in Eq. 9 corresponding to the
index m = m(n) whose energy ǫm(n) is the closest to the energy ǫn, i.e. the most ’dangerous’ resonance
|ǫn − ǫm(n)| = min
m 6=n
|ǫn − ǫm| (11)
This energy difference can be rewritten as
|ǫn − ǫm(n)| = ∆L(ǫn)sn (12)
where sn is a random variable of order O(1), and where the characteristic scale of the level spacing around the energy
ǫn reads
∆L(ǫn) =
1
LP (ǫn)
(13)
Since the site m(n) has been chosen on the purely energetic criterion of Eq. 12 concerning ǫm(n), the position m(n)
is uniformly distributed among the (L− 1) sites different from n, so that the distance ln = |n−m(n)| on the ring can
be replaced by
ln = Lun (14)
where un is a uniform variable on [
1
L
, 12 ]. Putting everything together, the hybridization ratio |Rn,m(n)| of n with the
closest-energy resonance of Eq. 11 reads
|Rn,m(n)| =
V |vn,m(n)|
|n−m(n)|a|ǫn − ǫm(n)| =
V |vn,m(n)|P (ǫn)
uansn
L1−a (15)
As a consequence of the dependence as L1−a with respect to the size L, this hybridization ratio diverges R→ +∞ in
L in the delocalized phase a < ac = 1, vanishes R→ 0 in L in the localized phase a > ac = 1, and remains distributed
at criticality ac = 1. So for finite L, we can choose to define the finite-size-pseudo-critical point ac(n, ω, L) for the
eigenstate |φn > as the value of the control parameter a where the hybridization ratio of Eq. 15 takes the value unity
1 = |Rn,m(n)| =
V |vn,m(n)|P (ǫn)L
(unL)ac(n,ω,L)sn
(16)
leading to
ac(n, ω, L) = ac +
xn
lnL
+ o
(
1
lnL
)
(17)
in terms of the infinite-size transition location ac = 1 of Eq. 5 and of the O(1) random variable associated to the
eigenstate |φn >
xn ≡ ln
(
V |vn,m(n)|P (ǫn)
snun
)
(18)
4Eq 17 follows the general form of Eq. 2 with an infinite correlation exponent ν =∞ corresponding to the exponential
divergence of the correlation length of this model [74, 75]
ln ξ(a) ∝ 1|a− ac| (19)
In summary, on the example of the one-dimensional power-law Anderson Localization model in the strong multifrac-
tality regime, we have shown that it makes sense to associate to each eigenstate its own finite-size-pseudo-critical point
ac(n, ω, L) and that its probability distribution is described by Eq. 17, so that it allows to identify the thermodynamic
critical point ac = 1 and the correlation length exponent ν.
III. ANDERSON NEAREST-NEIGHBOR MODEL ON THE CAYLEY TREE
In this section, we consider the finite Cayley tree of branching ratio K and containing L generations besides the
central root O : there are (K + 1)Kn−1 sites on the generation n, so that the total number of sites is
NL = 1 +
L∑
n=1
(K + 1)Kn−1 = 1 + (K + 1)
KL − 1
K − 1 (20)
For the Anderson Localization model with hopping V between nearest-neighbors and with random on-site energies
ǫi drawn with the flat distribution of width W
p(ǫ) =
θ(−W ≤ ǫ ≤W )
2W
(21)
the critical point Vc is known to be in the region of strong disorder when the branching ratio K is large
Vc
W
∝
K≫1
1
K lnK
≪ 1 (22)
so that it makes sense to consider the perturbation theory in V . However, in contrast to the previous sections with
long-ranged hoppings, the first-order perturbation theory in V is of course not sufficient to reach all configurations of
the Hilbert space, so that one needs to use the so-called Forward Approximation [76–78] as we now recall.
A. Forward Approximation for an eigenstate
At order zero in the hopping V = 0, the eigenstates are completely localized on the sites, and the corresponding
eigenvalues are simply the random on-site energies ǫi
|φ(0)i > = |i >
E
(0)
i = ǫi (23)
In the Forward Approximation [76–78], one focuses on the eigenstate that is localized on the root |φ(0)0 >= |0 > at
order zero, and one writes the amplitudes at lowest order in perturbation theory with respect to the hopping V for
all other sites of the tree : the (K + 1) sites i1 = 1, 2, ..,K + 1 of the first generation have amplitudes of order V
φ
(1)
0 (i1) =
V
ǫ0 − ǫi1
(24)
the (K + 1)K sites of the second generation have amplitudes of order V 2
φ
(2)
0 (i1, i2) =
V 2
(ǫ0 − ǫi1)(ǫ0 − ǫi1,i2)
(25)
and so on up to the (K + 1)KL−1 sites of the last generation L that have amplitudes of order V L
φ
(L)
0 (i1, i2, .., iL) =
V L
(ǫ0 − ǫi1)(ǫ0 − ǫi1,i2)...(ǫ0 − ǫi1,i2...iL)
(26)
that involve all the on-site energies along the single path leading to the root.
5B. Finite-size pseudo-critical point for an eigenstate
For this eigenstate φn=0 defined on the finite Cayley tree with L generations with a realization ω of the NL on-
sites energies, one can define the pseudo-critical point Vc(0, ω, L) as the hopping V where the maximum over the
(K + 1)KL−1 ≃ KL amplitudes |φ(L)0 (i1, i2, .., iL)| of the last generation L reaches the value unity
1 =
[
Vc(0, ω, L)
W
]L
max
i1,..iL
(
WL
|(ǫ0 − ǫi1)(ǫ0 − ǫi1,i2)...(ǫ0 − ǫi1,i2...iL)|
)
(27)
On the tree with large branching ratio K ≫ 1, it turns out that correlations in this Directed Polymer model are
negligible [76–78], so that Eq 27 can be replaced by the simpler problem
1 =
[
Vc(0, ω, L)
W
]L
max
1≤p≤KL
(AL(p)) (28)
involving the maximum over KL independent variables AL(p) corresponding to the statistics of a path of length L
AL =
L∏
j=1
W
|ǫ0 − ǫj| (29)
To simplify the notations from now on, we will consider that the on-site energy at the root is exactly at the center
of the band
ǫ0 = 0 (30)
Then the rewriting of Eq. 29 in logarithmic variables corresponds to a sum
UL ≡ lnAL =
L∑
j=1
uj (31)
of independent variables
uj ≡ ln
(
W
|ǫj |
)
(32)
drawn with the exponential distribution (using Eq. 21)
P1(u) =
∫ +W
−W
dǫ
2W
δ
(
u− ln
(
W
|ǫ|
))
= e−uθ(u ≥ 0) (33)
So the sum UL of L such variables is distributed with the convolution of L exponential distribution
PL(UL) =
(UL)
L−1
(L− 1)! e
−ULθ(UL ≥ 0) (34)
The average value is UL = L, but here we need to analyze the large deviation properties, i.e. the exponentially small
probability in L to have to have an anomalously large y = UL
L
PL
(
y =
UL
L
)
∝ e−LI(y) (35)
where I(y) is called the rate function (see the review on large deviations [82]). Using the Stirling formula
(L− 1)! ≃
L→+∞
√
2π(L− 1)
(
L− 1
e
)L−1
(36)
one obtains from Eq. 34
PL
(
y =
UL
L
)
∝ (Ly)
L−1(
L−1
e
)L−1 e−Ly (37)
6so that the rate function of Eq. 34 reads
I(y) = y − 1− ln y (38)
The probability distribution Qmax(ymax) of the maximum ymax among K
L such variables y can be obtained from
the cumulative distribution∫ y
dymaxQmax(ymax) =
[
1−
∫ +∞
y
dy′PL(y′)
]KL
≃ e−KL
∫ +∞
y
dy′PL(y′) ≃ e−KL
∫+∞
y
dy′e−LI(y
′)
≃ e−eL(lnK−I(y)) (39)
It is thus useful to introduce the value y∗ satisfying
lnK = I(y∗) = y∗ − 1− ln y∗ (40)
and
bL ≡ 1
LI ′(y∗)
=
1
L
[
1− 1
y∗
] (41)
Then the change of variables y = y∗ + bLx in Eq. 39 yields the convergence towards the Gumbel distribution for the
O(1) variable x ∫ y∗+bLξ
dymaxQmax(ymax) ≃ e−eL(lnK−I(y
∗)−bLxI
′(y∗)+O(b2
L
)) ≃ e−e−x (42)
The pseudo-critical-point of Eq. 28 becomes
Vc(0, ω, L)
W
=
[
max
1≤p≤KL
(AL(p))
]− 1
L
=
[
eLymax
]− 1
L ≃ e−ymax = e−y∗−bLx
= e
−y∗−
(
y∗
L(y∗−1)
)
x ≃
L→+∞
e−y
∗ −
(
y∗e−y
∗
(y∗ − 1)
)
x
L
(43)
where x is an O(1) random variable drawn with the Gumbel distribution (Eq. 42). The convergence in 1
L
corresponds
to the correlation length exponent
ν = 1 (44)
in agreement with the exact result for the correlation length exponent [79–81].
In the thermodynamical limit L→ +∞, the location of the transition is given by
Vc(L→ +∞)
W
= e−y
∗
(45)
where y∗ is the solution of Eq. 40, that reads at leading order for large K
y∗ = lnK + ln(e) + ln y∗ = ln(Ke) + ln(ln(Ke) + ln y∗) ≃ ln(Ke ln(Ke)) (46)
leading to [76–78]
Vc(L→ +∞)
W
= e−y
∗ ≃ 1
Ke ln(Ke)
(47)
In summary, for the nearest-neighbor Anderson model on the Cayley tree, the forward approximation for the
eigenstates allows to define a pseudo-critical point Vc(0, ω, L) that allows to identify the thermodynamic critical point
Vc(L→ +∞) and the correlation length exponent ν = 1.
IV. MBL QUANTUM SPIN CHAIN TOY MODEL OF REF [57]
In this section, we consider the MBL quantum spin chain toy model that has been introduced in [57] in direct
analogy with the power-law hopping Anderson model described in section II.
7A. Unperturbed Hamiltonian H0 with completely localized eigenstates
The unperturbed Hamiltonian
H0 = −
L∑
j=1
hjσ
z
j (48)
contains only N random fields hj. The 2
L corresponding eigenstates are simply the tensor products
|ψ(0)S1,..,SL > ≡ |S1 > ⊗|S2 > ...⊗ |SL > (49)
with the random energies
E
(0)
S1,..,SL
= −
L∑
j=1
hjSj (50)
For instance, the ground state corresponds to the choice Sj = sgn(hj) and has the extensive energy
E
(0)
GS = −
L∑
j=1
|hj | (51)
Here we wish to consider a given sample ω where the L random fields hj are fixed, so that the density of states
ρω(E) in this sample ω
ρω(E) ≡ 1
2L
∑
E
(0)
S1,..,SL
δ
(
E − E(0)S1,..,SL
)
=
1
2L
∑
S1=±1,..,SL=±1
δ

E + L∑
j=1
hjSj

 (52)
has for Fourier transform
ρˆω(k) ≡
∫
dEρω(E)e
ikE =
L∏
j=1
cos(khj) (53)
For large L, one recovers of course the Central Limit Gaussian form around the origin
ρˆω(k) ≃
L→+∞
e−
k2
2 σ
2
ω
ρω(E) ≃
L→+∞
1√
2πLσ2ω
e
− E2
2Lσ2ω (54)
involving the sample-parameter
σ2ω ≡
1
L
L∑
j=1
h2j (55)
that represents the effective variance seen by the given sample ω. Since it is the rescaled sum of L independent random
variables, its distribution over the samples is also governed by the Central Limit Theorem : it converges towards the
variance h2j in the thermodynamic limit L → +∞ for all samples, but otherwise displays 1√L fluctuations for finite
size L
σ2ω ≃
L→+∞
h2j +
yω√
L
(56)
where yω is a Gaussian random variable associated to the sample ω. Since there are 2
L levels, the level spacing near
zero energy can be obtained from Eq. 54 as
∆ω,L(E = 0) ≃ 1
2Lρω(E = 0)
=
√
2πLσ2ω 2
−L (57)
8Beside the center of the spectrum just discussed, it is also interesting to consider the eigenstates with a given energy
density
e =
E
L
(58)
in order to analyze the presence of some mobility edge in energy. For instance in the small deviation region where
Eq. 54 can still be used, one obtains
ρω(E = Le) ≃ 1√
2πLσ2ω
e
−L e2
2σ2ω (59)
and the corresponding level spacing
∆ω,L(E = Le) ≃ 1
2Lρω(E = Le)
=
√
2πLσ2ωe
−L
(
ln 2− e2
2σ2ω
)
(60)
while for larger |e| one should use the large-deviation theory (see for instance the review [82] and references therein)
to obtain from Eq. 53 the entropy Sω(e) that governs the leading exponentially small term of the level spacing
∆ω,L(E = Le)∝ e−LSω(e) (61)
The entropy behaves quadratically near the origin (Eq. 60)
Sω(e) ≃
e→0
ln 2− e
2
2σ2ω
(62)
and vanishes beyond the energy density of the ground state (Eq. 51)
eGSω = −
1
L
L∑
j=1
|hj | (63)
that also displays 1√
L
sample-to-sample fluctuations around its thermodynamic limit (−|hj |).
B. Perturbation H1
In analogy with Eq. 3, the small perturbation is chosen to produce a direct coupling between all pairs of states the
Hilbert space [57]
H1 = −
L∑
k=1
∑
1≤i1<i2..<ik≤L
Ji1,..,ikσ
x
i1
σxi2 ...σ
x
ik
(64)
and the couplings Ji1,..,ik are chosen in analogy with Eq. 4
Ji1,..,ik = V
2−b|ik−i1|vi1,..,ik
|ik − i1|a (65)
where the vi1,..,ik are O(1) random variables, and where the prefactor V is the global amplitude. The decay with
respect to the spatial range r = ik − i1 contains the leading exponential decay governed by the control parameter b
and possibly some power-law prefactor governed by the parameter a.
At first order in the perturbation H1, the eigenvalues of Eq. 50 are unchanged
E
(0+1)
S1,..,SL
= E
(0)
S1,..,SL
(66)
while the eigenstates read
|ψ(0+1)S1,..,SL >= |S1, .., SL > +
∑
S′1=±1,...S′L=±1
R (S1..SL|S′1...S′L) |S′1, .., S′L > (67)
9in terms of the hybridization ratios
R (S1..SL|S′1...S′L) ≡
< S′1, .., S
′
L|H1|S1, .., SL >
E
(0)
S1,..,SL
− E(0)
S′1,..,S
′
L
(68)
We refer to [57] for the explicit computations concerning the multifractality of the entanglement spectrum in the
localized phase and at criticality. Here as explained in the Introduction, our goal is to define a finite-size-pseudo-
critical point bc(n, ω, L) for each eigenstate |n >≡ |ψ(0+1)S1,..,SL > of the sample ω of length L.
C. Finite-size-pseudo-critical point for each eigenstate
As in the Anderson case, it is sufficient to consider the hybridization ratio of Eq. 67 between the state n ≡ (S1, ..., SL)
and the configuration m(n) ≡ (S′1, ..., S′L) whose energy E(0)S′1,..,S′L is the closest to E
(0)
S1,..,SL
: then the energy difference
reads
min
S′1...,S
′
L
|E(0)S1,..,SL − E
(0)
S′1,..,S
′
L
| = sn∆ω,L(En) (69)
in terms of the the level spacing ∆ω,L(En) around the energy En ≡ E(0)S1,..,SL and of the O(1) random variable sn.
Since the configuration (S′1, ..., S
′
L) has been chosen on the purely energetic criterion of Eq. 69, it is expected to
involve typically k ≃ L2 spin flips, and the corresponding spatial range between the locations i1 and ik of the first spin
and the last spin flips is given by the system size L (see more details on the properties of resonances in [57])
r = |ik − i1| ≃ L− o(L) (70)
Indeed, the Hilbert space of configurations limited to a spatial range r = αL grows as 2r, with a level spacing decaying
as 2−r = 2−αL, so that it corresponds to the level spacing 2−L of the total system only for α = 1.
So that the off-diagonal matrix element of the numerator of Eq. 68 is given by some coupling (Eq.65) of maximal
range
< S′1, .., S
′
L|H1|S1, .., SL >=
V
La
2−bLvn (71)
where vn ≡ vi1,..,ik is the corresponding random O(1) variable (Eq. 65).
Putting everything together, the hybridization ratio of Eq. 68 with the closest energy level becomes
Rn,m(n) =
V vn2
−bL
snLa∆ω,L(En)
(72)
To be more explicit, let us focus on the small-deviation region regime around the middle of the spectrum where the
level spacing around the energy En = E
(0)
S1,..,SL
= Le of the eigenstate |ψ(0+1)S1,..,SL > is described by Eq. 60
∆ω,L(En = Le) =
√
2πLσ2ωe
−L
(
ln 2− e2
2σ2ω
)
(73)
so that Eq. 72 becomes
Rn,m(n) =
V vn
snLa+
1
2
√
2πσ2ω
e
L
(
(1−b) ln 2− e2
2σ2ω
)
(74)
In the thermodynamic limit L → +∞, the behavior is governed by the mobility edge given in the quadratic small-
deviation region by
bc(e, ω) ≃
e→0
1− e
2
2σ2ω ln 2
(75)
in agreement with the value at the middle of the spectrum already studied in [57]
bc(e = 0) = 1 (76)
10
while in the large-deviation region described by Eq. 61 involving the entropy Sω(e) of eigenstates of a given energy
density e, it becomes
bc(e, ω) =
Sω(e)
ln 2
(77)
The ratio of Eq. 74 diverges exponentially in L in the delocalized phase b < bc(e), vanishes exponentially in L
in the localized phase b > bc(e), and behaves as a power-law L
−a− 12 with a random prefactor at the critical point
b = bc(e). So let us define the finite-size-pseudo-critical point bc(n, ω, L) of the eigenstate n as the value of the control
parameter b where the hybridization ratio of Eq. 72 takes the value L−a−
1
2 (i.e. the critical dependence in L with
amplitude unity)
1
La+
1
2
=
V vn
snLa+
1
2
√
2πσ2ω
2L(bc(e)−bc(n,ω,L)) (78)
leading to
bc(n, ω, L) = bc(e, ω) +
xn,ω
L
(79)
with the O(1) random variable
xn,ω ≡
ln
(
V |vn|
sn
√
2πσ2ω
)
ln 2
(80)
Eq 79 is thus of the form of Eq. 2 with the correlation length exponent
ν = 1 (81)
in agreement with the previous study at the middle of the spectrum [57].
Both the location bc(e) of the critical point and the value ν = 1 can be understood from the interpretation of the
transition as the crossing of the exponential decay of the level spacing of Eq. 57 and of the exponential decay of the
couplings of Eq. 65.
D. Effect of sample-to-sample fluctuations
Up to now, we have considered that the disordered sample ω with its L random fields hj was fixed, so that the
entropy Sω(e) determining the mobility edge in Eq. 77 was fixed, and in particular its small-fluctuation region of Eq.
75 involving the effective variance σ2ω defined by Eq. 55. However this parameter will fluctuate from sample-to-sample
according to the Central Limit Theorem of Eq. 56
σ2ω ≃
L→+∞
h2j +
yω√
L
(82)
where yω is a random variable associated to the sample ω. So here a very important difference arises between zero
and non-zero energy density :
(i) for zero-energy-density e = 0 at the middle of the spectrum, the sample-parameter σ2ω does not appear in the
mobility edge (Eq 75) but only in the random variable xn of Eq. 80, so that the fluctuations of Eq. 82 only give
terms of higher order in Eq. 79. As a consequence, when the eigenstates of zero-energy-density e = 0 coming from
various samples ω are put together, their finite-size-pseudo-critical point follows (Eqs 79 and 80)
bc(n, e = 0, L) = 1 +
xn
L
(83)
with the O(1) random variable
xn ≡
ln
(
V |vn|
sn
√
2π(h2
j
)
)
ln 2
(84)
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i.e. Eq 83 involves the same exponent ν = 1 as in Eq. 81.
(ii) for non-zero-energy-density e 6= 0, the sample-parameter σ2ω does appear in the mobility edge (Eq 75) so that
the fluctuations of Eq. 82 induce sample-to-sample fluctuations of order 1/
√
L in the mobility edge
bc(e) ≃ 1− e
2
2 ln 2
(
h2j +
yω√
L
) ≃ 1− e2
2 ln 2h2j
+
(
e2yω
2 ln 2(h2j)
2
)
1√
L
(85)
These disorder Central-Limit-Fluctuations of order L−
d
2 (here in dimension d = 1) are of course very well known in
the field of phase transitions in random models : they appear in the Harris criterion νpure > 2/d [83] for the stability
of a pure critical point with respect to weak disorder; they also appear in the Chayes-Chayes-Fisher-Spencer general
bound for random critical points
νFS ≥ 2
d
(86)
The link between the Harris criterion and the Chayes-Chayes-Fisher-Spencer general bound can be understood as
follows : Eq. 86 essentially means that a random critical point should itself be stable with respect to the a small
change of disorder realization. The bound of Eq. 86 has been rediscussed recently for the specific case of the MBL
transition [85].
However, as explained in [84], the general bound of Eq. 86 can have two very different meanings :
(a) In so-called ‘conventional’ random critical points, there is a single correlation length exponent ν = νFS and this
single exponent should satisfy the bound of Eq. 86.
(b) In ‘unconventional’ random critical points, two different correlation length exponents coexist : then the typical
correlation exponent νtyp can be less than 2/d, while the bound holds for the finite-size exponent νFS ≥ 2/d. The
best known example is the quantum phase transition of the random transverse field Ising chain exactly solved by
Daniel Fisher via Strong Disorder Renormalization [86], where the typical correlation exponent νtyp = 1 is less than
2/d = 2, while the finite-size exponent νFS = 2 actually saturates the bond νFS = 2/d = 2. Another important
example discussed in [84, 86] is the case of a first order transition that remains first order in the presence of quenched
disorder: this first order transition in dimension d is associated to the typical exponent νtyp = 1/d, which is less than
2/d, whereas the finite-size exponent saturates the bound νFS = 2/d. The interpretation given in Sec. VII A of
Ref. [86] is that the exponent νtyp = 1/d is expected to describe the rounding of the transition in a typical sample,
whereas νFS = 2/d describes the rounding of the transition of the distribution of samples. Other critical points with
two different correlation length exponents are discussed in [4, 15, 16, 87–90].
So for our present MBL model, our conclusion is that the finite-size exponent
νFS(e 6= 0) = 2 (87)
appears in the sample-to-sample fluctuations at non-zero-energy density e 6= 0 (Eq. 75), while the ’true’ correlation
length exponent is nevertheless ν = 1 of Eq. 81 in each sample, where the question is whether a given eigenstate of
energy density e is able to find resonances or not among the eLSω(e) other states of the same energy density e (since
states with a different energy density e′ 6= e cannot resonate by definition since the energy difference grows extensively
as E−E′ = L(e−e′). With respect to the general discussion (b) above, the very special feature of the MBL transition
is that the exponent of Eq. 87 does not appear in the sample-to-sample fluctuations at zero-energy density e = 0
(see (i) above), because in the middle of the spectrum, the number of available states grows exponentially as 2L
independently of the realization of the random fields. In this model, the finite-size-scaling analysis based on various
samples is thus much ’cleaner’ at the middle of the spectrum e = 0 than elsewhere in the spectrum e 6= 0.
V. MBL QUANTUM SPIN CHAINS WITH NEAREST-NEIGHBOR INTERACTIONS
A. Heisenberg chain with random fields
The most studied model of MBL is the one-dimensional Heisenberg chain with random fields hj. The diagonal and
off-diagonal parts of the Hamiltonian read respectively
Hdiag =
L∑
j=1
(hjσ
z
j + J
zzσzj σ
z
j+1)
Hoff = J
L∑
j=1
(σxj σ
x
j+1 + σ
y
j σ
y
j+1) = 2J
L∑
j=1
(σ+j σ
−
j+1 + σ
−
j σ
+
j+1) (88)
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We consider that the disordered sample ω is fixed with its L random fields (h1, ..., hL), so that the control parameter
is the coupling J of the off-diagonal part. Since the Hamiltonian conserves the total magnetization
∑
i S
z
i , let us
focus on the zero magnetization sector : the corresponding size NL of the Hilbert space is given by the number of
configurations having L2 positive and
L
2 negative spins
NL =
(
L
L
2
)
≃
L→+∞
√
2
πL
2L (89)
Here again, our goal is now to define a finite-size-pseudo-critical point Jc(n, ω, L) for each eigenstate n of the sample
ω of length L.
B. Forward Approximation for the eigenstates
The Forward Approximation described in section III for the Anderson Localization on the Cayley tree [76–78] has
been extended to various MBL models [53, 78, 91].
For J = 0, the off-diagonal part of the Hamiltonian of Eq. 88 vanishes. So the eigenstates are simply given by the
tensor products
|ψ(0)S1,..,SL > ≡ |S1 > ⊗|S2 > ...⊗ |SL > (90)
with the eigenvalues
E
(0)
S1,..,SL
=
L∑
j=1
(hjSj + J
zzSjSj+1) (91)
At first order in the coupling J , the eigenstates become
|ψ(0+1)S1,..,SL > = |ψ
(0)
S1,..,SL
> +
∑
{S′
i
}
|ψ(0)
S′1,..,S
′
L
>
< ψ
(0)
S′1,..,S
′
L
|Hoff |ψ(0)S1,..,SL >
E
(0)
S1,..,SL
− E(0)
S′1,..,S
′
L
= |ψ(0)S1,..,SL > +2J
L∑
j=1
∑
{S′
i
}
|ψ(0)
S′1,..,S
′
L
>
< ψ
(0)
S′1,..,S
′
L
|(σ+j σ−j+1 + σ−j σ+j+1)|ψ(0)S1,..,SL >
E
(0)
S1,..,SL
− E(0)
S′1,..,S
′
L
(92)
The possible local excitations are located on the antiferromagnetic bonds Sj = −Sj+1 and the corresponding energy
difference reads
E
(0)
S1,..,SL
− E(0)S1,.−Sj,−Sj+1.,SL = 2Sj(hj + JzzSj−1) + 2Sj+1(hj+1 + JzzSj+2) (93)
In the zero-magnetization sector that we consider, their number is typically of order
NAF ≡
L∑
j=1
(δSj=−Sj+1) ≃
L
2
(94)
To simplify the notations , let us now focus on some particular eigenstate
|0 > ≡ |S1, S2..., SL > (95)
et denote the other states by the spin flips with respect to this state
|j, j + 1 > ≡ |S1, ...,−Sj ,−Sj+1, ..SL > (96)
Then Eq. 67 becomes
|ψ(0+1)S1,..,SL > = |0 > +
L∑
j=1
(δSj=−Sj+1)
J
ǫj
|j, j + 1 > (97)
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with the notation (using Sj+1 = −Sj)
ǫj ≡ Sj(hj + JzzSj−1) + Sj+1(hj+1 + JzzSj+2)
= Sj(hj − hj+1 + Jzz(Sj−1 − Sj+2)) (98)
At second order in the coupling J , if the locations j1 and j2 are not close j1 + 3 < j2, the two energies ǫj1 and ǫj2
are independent, so that the amplitude of the eigenvector on |j1, j1 + 1, j2, j2 + 1 > reads by summing over the two
possibles paths involving the two possible orders
< j1, j1 + 1, j2, j2 + 1|ψ(0+1)S1,..,SL >=
J
ǫj1
× J
ǫj1 + ǫj2
+
J
ǫj2
× J
ǫj1 + ǫj2
=
J2
ǫj1ǫj2
(99)
i.e. the amplitude reduces to the product of the two factors J
ǫj
corresponding to the two local independent excitations,
which is natural from a physical point of view.
More generally, at order Jp with p = αL2 , one may reach configurations displaying 2p = αL spin flips with respect
to the initial configuration. If the density α is small α ≪ 1, these spin flips located at (j1, .., jp) are diluted, and the
corresponding amplitude reduces to the product over p independent factors as in Eq. 99
Ap=αL2 (j1, j1 + 1, j2, j2 + 1, .., jp, jp + 1) ≃α≪1
p∏
k=1
J
ǫjk
(100)
where the ǫj (Eq. 98) have for probability distribution (the three spins (Sj , Sj−1, Sj+2) are drawn with probabilities
p± = 12 )
P (ǫ) =
∫
dh1p(h1)
∫
dh2p(h2)
[
1
2
δ(ǫ− h1 + h2) + 1
4
δ(ǫ − h1 + h2 + 2Jzz) + 1
4
δ(ǫ− h1 + h2 − 2Jzz)
]
(101)
Of course when the density α of spin flips is not small, one should take into account the non-independence of local
excitations and an exact analysis of all cases becomes complicated. As a consequence, it is useful to consider two
opposite very simple approximations to see the consequences on the scaling of pseudo-critical points.
C. Analysis based on typical properties of amplitudes
As a first simple approximation, let us consider that the amplitude of the completely flipped configuration can still
be approximated by a product over n ≃ L2 independent terms as in Eq. 100
A(1, 2, ..., L) ≃
L
2∏
k=1
J
ǫk
(102)
so that its logarithm satisfies the Central Limit Theorem
ln |A(1, 2, ..., L)| ≃
L
2∑
k=1
ln
J
|ǫk| ≃
L
2
[
ln J − ln |ǫ|
]
+ x
√
L
2
V ar[ln |ǫ|] (103)
where x is an O(1) Gaussian variable. As a consequence, if one defines the pseudo-critical point Jc(n, ω, L) as the
coupling where the amplitude of Eq. 102 becomes unity, one obtains the scaling
lnJc(n, ω, L) = ln |ǫ| − x
√
2
L
V ar[ln |ǫ|] (104)
involving the finite-size-scaling exponent
νFS = 2 (105)
around the thermodynamic location of the critical point
ln Jc(L =∞) = ln |ǫ| (106)
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In the localized phase J < Jc, the amplitude decays exponentially as
ln |A(1, 2, ..., L)| ≃ −L
2
[
ln
Jc
J
]
∝
J→J−c
−L
2
[
Jc
J
− 1
]
(107)
involving the correlation length exponent
νloc = 1 (108)
These results are thus reminiscent of the scaling properties of pseudo-critical points at Infinite Disorder Fixed Points
[20].
D. Analysis based on the large deviation properties of amplitudes
Let us now discuss the opposite approximation, where the
(
L
L
2
)
amplitudes involving n = L2 denominators
Bn=L2
=
n∏
j=1
1
|ǫj | (109)
are considered as independent. Then the pseudo-critical point Jc(n, ω, L) defined as the coupling where the maximum
amplitude reaches unity
1 = [Jc(0, ω, L)]
L
2 max
1≤p≤(LL
2
)
(
BL
2
(p)
)
(110)
will depend on the large-deviation properties of the logarithms of the amplitudes
Yn = lnBn =
n∑
j=1
ln
1
|ǫj | (111)
so that the discussion is very similar to the analysis of section III concerning the Anderson Localization on the Cayley
tree. The exponentially small probability in n to see an anomalously large amplitude Yn ≃ ny is governed by some
rate function I(y)
Pn
(
y =
Yn
n
)
∝ e−nI(y) (112)
The probability distribution Qmax(ymax) of the maximum ymax among
(
L
L
2
)
such variables y can be obtained from
the cumulative distribution
∫ y
dymaxQmax(ymax) =
[
1−
∫ +∞
y
dy′PL
2
(y′)
](LL
2
)
≃ e−(
L
L
2
)
∫ +∞
y
dy′PL
2
(y′) ≃ e−
√
2
piL
2L
∫
+∞
y
dy′e
−
L
2
I(y′)
≃ e−
√
2
piL
e
L
2
[2 ln 2−I(y)]
(113)
It is thus useful to introduce the value y∗L satisfying
1 =
√
2
πL
e
L
[
ln 2− I(y
∗
L
)
2
]
(114)
and
bL ≡ 2
LI ′(y∗L)
(115)
Then the change of variables y = y∗L + bLx in Eq. 39 yields the convergence towards the Gumbel distribution for the
O(1) variable x ∫ y∗L+bLξ
dymaxQmax(ymax) ≃ e−e−x (116)
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The pseudo-critical-point of Eq. 28 becomes
Jc(0, ω, L) =
[
e
L
2 ymax
]− 2
L ≃ e−ymax = e−y∗L−bLx (117)
where x is an O(1) random variable drawn with the Gumbel distribution (Eq. 42). In the thermodynamical limit
L→ +∞, the location of the transition is given by
Jc(L→ +∞) = e−y∗∞ (118)
where y∗∞ is the solution of
I(y∗∞) = 2 ln 2 (119)
The solution y∗L of Eq. 114 reads for large L
y∗L ≃ y∗∞ −
2
LI ′(y∗∞)
ln
(√
πL
2
)
(120)
At leading order for large L, the pseudo-critical point of Eq. 117 displays the scaling
Jc(0, ω, L) = Jc(L =∞)e−(y∗L−y∗∞)−bLx ≃
L→+∞
Jc(L =∞)
[
1 +
2
LI ′(y∗∞)
ln
(√
πL
2
)
− 2
LI ′(y∗∞)
x
]
(121)
The convergence in 1
L
corresponds to the correlation length exponent
ν = 1 (122)
in agreement with the numerical studies giving ν ≃ 0.8(3) [40, 41].
VI. CONCLUSION
To better understand the finite-size-scaling properties of the Many-Body-Localization transition, we have proposed
to associate to each eigenstate a finite-size-pseudo-critical point and to study its statistical properties governed by the
correlation length exponent ν. We have first explained how this idea works for the case of the Anderson Localization
Transition concerning a single particle, both in the presence of long-ranged hopping or in the presence of nearest-
neighbor hoppings on the Cayley tree. We have then studied in detail the MBL quantum spin chain toy model
of Ref [57], where the eigenstate-to-eigenstate fluctuations involve the exponent ν = 1, while the sample-to-sample
fluctuations introduce additional fluctuations involving νFS = 2 but only at non-zero-energy density e 6= 0. Finally for
the Heisenberg chain in random fields, we have proposed two simple approximations for the scaling of pseudo-critical
points, that both correspond to νloc = 1, while the finite-size exponent can be either νFS = 2 or νFS = 1.
All the models that we have considered have been analyzed via some strong disorder perturbative expansion.
Further work is needed to see how this idea of pseudo-critical points can be used numerically. Various criteria can
be used, and it is actually a good idea to consider various definitions and to compare them, as for other quantum
transitions concerning ground-states of random quantum spin chains where for instance three different criteria have
been compared [20]. Besides the exponent ν, this alternative analysis of finite-size-scaling usually allows to better
measure the other critical exponents characterizing the critical state itself : for instance for the quantum Ising model
in various dimensions, this method has been very useful to measure the fractal dimension of the critical cluster [21–26].
For the present MBL transition, one can similarly expect that the properties of the critical eigenstates will be much
clearer if one considers the behavior of each eigenstate at its finite-size-pseudo-critical point, where it is ’truly critical’,
instead of using standard averages over eigenstates and samples that see a mixture of states that are effectively either
localized or delocalized. This point is especially important for the entanglement entropy, which is one of the most
studied order parameter of the MBL transition. The recent numerical study [55] has reported the bimodal mixture of
volume-law eigenstates and of area-law eigenstates even within a given disordered sample at a given energy density,
so that the average yields a volume-law with a reduced non-thermal coefficient, although no individual state displays
this behavior. So this averaging seems to hide the growth behavior of the entanglement entropy of ’true critical
eigenstates’. In conclusion, even if this analysis in terms of finite-size-pseudo-critical points for individual eigenstates
is much more complicated in practice than the standard finite-size-scaling, we feel that it is essential to identify true
critical eigenstates and hence to clarify the nature of the Many-Body-Localization transition.
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