Starting from the problem of missing data in surveys with Likert-type scales, the aim of this paper is to evaluate a possible improvement for the imputation procedure proposed by Lavori, Dawson, and Shera (1995) here called Approximate Bayesian bootstrap with Propensity score (ABP).
Introduction
The main interest of social and economic surveys is often focused on the construction of quantitative measures of psychological latent traits. Examples are subjective attitudes and perceptions such as customer satisfaction, job satisfaction and happiness. In order to obtain a person's position on such latent (not directly observed) trait, usually a questionnaire is constructed. This consists of a Likert-type scale, i.e., a set of several items having ordinal responses and referring to the same latent concept. The responses given by an individual to the set of items are ranked with the first positive integers and his/her total score can easily be computed as the unweighted sum of the item responses. The quality of the item analysis results can be affected by nonresponse: for many reasons, individuals may decide not to respond to some items in the scale or they may unintentionally skip some items. In this paper the focus is on item nonresponse, occurring when the responses of an individual only to some items are missing (we do not consider unit nonresponse).
Generally, when faced with missing data, the researcher can (a) ignore the missing data and/or omit subjects with missing data from the study; (b) use procedures based on weighting; (c) use model-based procedures; (d) impute the missing data. Ignoring the missing data and, for example, constructing the measure of the latent trait by summing over the nonmissing items leads to underestimate the individual's score. Omitting subjects with missing data from the study (listwise and pairwise deletions) results in loss of information and can lead to serious biases in case of systematic differences between respondents and nonrespondents (depending on the amount of the missing data; Schafer 1997). Examples of weighting and model-based procedures are the well-known EM and data augmentation algorithms.
A last strategy when dealing with missing data is to use imputation procedures; in this case, the missing values are filled in with one (single imputation) or many (multiple imputation) "plausible" values to create a completed data set that can be analysed with standard techniques, requiring complete data sets (Rubin 1987) .
In this context, Rubin and Schenker (1986) proposed the Approximate Bayesian Bootstrap (ABB) imputation: draw from the observed data a bootstrap sample and from this draw with replacement the imputed values for the missing data. The procedure is repeated two or more times for multiple imputation. Lavori, Dawson, and Shera (1995) proposed an algorithm (implemented in the Windows program SOLAS; http://www.statsol.ie) that uses the ABB imputation within classes characterized by different levels of missingness defined by the propensity
