Abstract-Hierarchical clustering algorithm of cluster analysis method can detect data in different granularity levels, and the clustering process is suitable for most of practical problems, but complexity of the merger and split conditions limits its application. This paper proposed a new hierarchical clustering algorithm basis on dynamic fuzzy granular computing combining with the particle swarm optimization, the condition of merger and split were new expressed and optimized. The experimental results show that the new algorithm is effective.
I. INTRODUCTION
Cluster analysis is a multivariate statistical classification method of classing the samples and an important technique in data analysis. Clustering is the unsupervised learning process of searching for clusters, the division of the class is unknown, do not rely on predefined class or classes marked with the training examples, and it determines the tag by clustering algorithm automatically. Clustering is the process of dividing data to different classes or clusters, so objects in a cluster are very similar, and objects between different clusters have great dissimilarity. From a practical point of view, clustering analysis is one of the main tasks of data mining. Cluster analysis also can be used as data preprocessing steps of other methods (such as classification and characterization of induction algorithms).The traditional clustering algorithm can be divided into five categories: classification methods, hierarchical methods, density-based methods, grid-based methods and modelbased approach.
Hierarchical clustering is one of the methods commonly used in cluster analysis, based on the similarity between different objects, the set of objects naturally divided into various clusters. Simple hierarchical clustering algorithm termination conditions vague and implementation of the merger or split clusters can not be amended after the operation, which is likely to result in very low quality clustering results.
It needs to examine and estimate the number of objects or cluster to determine to merge or split cluster.
Hierarchical clustering combines with other clustering methods can form the effective multi-stage cluster algorithm which can improve cluster quality, such as BIRCH, CURE, ROCK, Chameleon, etc. However, BIRCH improves the efficiency only base on a large database and is less effective base on the smaller data set. CURE algorithm and related programs neglect aggregation connectivity information of data in two different clusters; ROCK algorithm and its related programs neglect the proximity degree of two different clusters. Chameleon algorithm has higher computational complexity.
Hierarchical clustering algorithms have an additional interest, because they provide data-views at different levels of abstraction, making them ideal for people to visualize and interactively explore large collections. Besides, clusters very often include sub-clusters, and the hierarchical structure is indeed a natural constraint on the underlying application domain.
Granular computing is a paradigm of computing with information granules. These granules can be regarded as collections of objects that exhibit some similarity in terms of their properties or functional appearance. Granulation of information is a suitable way of abstraction that helps solve problems in a hierarchical fashion as well as convert the original problem in manageable subtasks. Granular computing as a new method is applied to knowledge discovery process. The main idea appears in many areas, such as rough sets, fuzzy sets, divide conquer, interval analysis, machine learning, data mining, etc. And it has been widely and effectively applied. Academician Zhang Bo and Professor Zhang Ling introduced fuzzy set theory to the particle size calculation, and use fuzzy equivalence relations realize the promotion of the quotient space model.
Particle swarm optimization (PSO) has shown to be an efficient, robust and simple optimization algorithm. It adopts population-based global search strategy, coordinates global search and local search through the inertia weight, to ensure optimal solution with greater the probability, moreover the overcome the shortcomings of local optimum of gradient descent method.
One of the basic concepts of human cognition is the information granulation. In simple terms, granulation is the breaking down of "complete entities" (i.e. images, objects, etc.) into a "sum of sub-elements". Granulation of an object A involves the collection of granules of A with each granule being a group of data points (information clusters, or objects) that have very similar characteristics. These characteristics may refer to similar functionality, proximity between data points, similar class or data density. Following the human cognition paradigm, one can assign fuzzy definitions to granular objects. The theory of fuzzy information granulation [1] is inspired by the way humans granulate information.
Extracting knowledge out of data collections is the first and very critical step towards designing data driven soft computing models. Data clustering techniques offer a simple way of finding relationships between data sets and grouping data together. Fuzzy C-means (FCM) [2] , the mountain method [3] are among the many clustering techniques that have been used to aid the design of fuzzy and neural-fuzzy based systems. The main drawback of such methods is that the quality of the solutions (partitions) depends on parameters such as the initial values of the cluster centres and on estimating the number and location of initial clusters' centres. Granular computing (GrC) offers a simple and effective way of extracting information out of data sets, inspired by the human perception of grouping similar featured items together [1] . By using GrC it is possible to group data together based on similar features and additionally retain information and data characteristics like granule size, density and orientation in the data space.
There are some incremental hierarchical clustering with different methods. Yihong Dong etc in [4] proposed a hierarchical clustering algorithm based on fuzzy graph connectedness, but this method need to construct a fuzzy graph by analyzing the fuzzy-connectedness degree, and need more parameters, so the effectneness is unstable. Reynaldo Gil-Garcia etc in [5] proposed a dynamic hierarchical algorithms for document clustering.This method first creates disjoint hierarchies of clusters, while the second obtains overlapped hierarchies.But this method only has large number of analysis on dynamic data sets, this limits its applications.
This paper according to the theoretical of fuzzy granularity, in the process of the hierarchical clustering, use dynamic fuzzy granularity to describe the conditions of the merger and division, and optimize fuzzy granularity with the particle swarm optimization algorithm, address the problem of arbitrary choice of fuzzy granularity. Experiments show that our method improves the clustering efficiency of hierarchical clustering with less computation.
The remainder of the paper is organized as follows. Section 2 describes the hierarchical clustering. Section 3 proposes our hierarchical clustering based on dynamic granular computing. Then show the experimental results in section 4, and summarize our work in section 5.
II. HIERARCHICAL CLUSTERING
Hierarchical clustering is a common clustering method in n-dimension spatial, based on the similarity between different objects, the set of objects are naturally divided into various clusters. The algorithms are divided into agglomerative method and the splitting method.
Agglomerative hierarchical clustering method is a bottom-up process, each object as a cluster, calculate the similarity between clusters according to some evaluation standards, and then merge the most similar clusters to the growing cluster. Repeat this process until all the objects in a same cluster. The splitting hierarchical clustering is the top-down approach, all objects placed in a cluster, the splitting of the lowest similar objects to become smaller and smaller clusters. Repeat this process until each object in a cluster. Both can be terminated at any step (or up to a certain end conditions), then we get a partition of objects set. Hierarchical clustering generate cluster based on data stratified, forming a tree which the cluster as the node, Hierarchical clustering provides insight into the data by assembling all the objects into a dendrogram, such that each sub-cluster is a node of the dendrogram, and the combinations of sub-clusters create a hierarchy-a structure that is more informative than the unstructured set of clusters in partitioned clustering. The process of hierarchical clustering algorithms is either top-down or bottom-up. In a bottom-up fashion, the algorithms merge or agglomerate objects and sub-clusters into larger and larger clusters. This is also known as the agglomerative hierarchical clustering (AHC). In contrast, top-down schemes view the whole data as a cluster, and proceed by splitting clusters recursively until individual objects are reached. AHC is more widely used. There are considerable research efforts which are focused on algorithm-level improvements of the hierarchical clustering process. Also, people have identified some characteristics of data that may strongly affect the performance of AHC, such as the size of the data, the level of noise in the data, high dimensionality, types of attributes and data sets, and scales of attributes.
III. HIERARCHICAL CLUSTERING BASED ON DYNAMIC GRANULAR COMPUTING
Granular namely different size objects. That is to say, cut the original "coarse-granular" large objects into several "thin-granular" small objects, or merge the number of small objects into a large "coarse-grained" object.
At present, the main theory and method of granular calculation are divided into three classes. One is Zadeh's "Theory of Works Computing", one is Pawlak's "Theory of Rough Set", and the other is "Theory of Quotient Space".
In theory, regard the quotient space theory and rough set theory as precise granular computing, then can introduce fuzzy concept into its models to get concept of fuzzy quotient space theory and fuzzy rough set theory.
Fuzzy equivalence relation equivalents to a isosceles distance in a normalized quotient. That is, it can be converted into structured quotient space. So the three theories can be uniform expressed by with multi-scale quotient space theory. Assume that the original structure of quotient space theory is the distance ) , ( Attribute is the description of the nature of individual elements; while the scale is the description of relationship between the elements (can also be seen as multi-attribute). If the attributers value in a well-ordered sets, then these attributes can be described by the fuzzy set.
The relatively recent paradigm of granular computing offers an ideal opportunity for a transparent knowledge discovery methodology to be combined with fuzzy logic thereby towards a systematic modeling framework.
Granular computing and the process of iterative data granulation mimic the perception and the societal instinct of humans when grouping similar items together and trying to reason with the granulated information. Data granulation [6] [7] [8] [9] is an algorithmic process which is achieved by a simple two step iterative process involving the following two steps:
Find the two most 'compatible' information granules and merge them together as a new information granule containing both original granules.
Repeat the process of finding the two most compatible granules until a satisfactory data abstraction level is achieved.
The most important concept of the above algorithmic process is the definition of the compatibility measure. This can be purely geometrical (distance between granules, size of granules, volume of granules), density driven (ratio of cardinality versus granule volume) or similarity driven (shape, orientation).
A. Fuzzy granular calculation
Fuzzy Granular Computing on granular computing methodology, mathematical framework, information granulation method, different models of granular computing model for the study and application, and has made some very fruitful research results on fuzzy mathematics and computing the field size.
Yanping Zhang etc in [10] 
Then, R is a fuzzy equivalence relation on X [11] .
Theorem 1 The necessary and sufficient conditions of
R is a fuzzy equivalence relation on X are: for
, the cut-off relation λ R is equivalence relation on X [12] .
uniquely determined a fuzzy equivalence relation R on X , with the cut-off relation λ R .
Based on two theorems above, we can got a normalized distance function
Depending on different granular value, we can get different clusters.
B. Particle swarm optimization (PSO) algorithm
The particle swarm optimization (PSO) algorithm is an emerging evolutionary computation technique, inspired by social behavior simulations of bird flocking and fish schooling. It is a member of the wide category of swarms Intelligence methods for solving global optimization problems. It was originally proposed by Kennedy as a simulation of social behavior, and it was initially introduced in 1995 as an optimization method [13] . Since it has fast convergence and promising performance on nonlinear function optimization, PSO has received much attention. PSO is related with artificial life, and specifically to swarming theories, and also with evolutionary computation, especially evolutionary strategies and genetic algorithm. PSO can be easily implemented and it is computationally inexpensive, since its memory and CPU speed requirements are low.
PSO is a population based optimization tool, where the system is initialized with a population of random particles and the algorithm searches for optima by updating generations. Suppose that the search space is ndimensional, and then the particle i of the swarm can be represented by an n -dimensional vector , (
, in x ; the velocity of this particle can be represented by another n -dimensional vector ) , , ( 
At each step, the velocity of particle and its new position will be assigned according to the following two equations [14] :
Where ω is called the inertia weight that controls the impact of previous velocity of particle on its current one. 
C. Hierarchical Clustering Based on Dynamic Granular
Computing Clustering of multidimensional data is required in many fields. One popular method of performing clustering is hierarchical clustering. This method starts with a set of distinct points, each of which is considered a separate cluster. The two clusters that are closest according to some metric are agglomerated. This is repeated until all of the points belong to one hierarchically constructed cluster. The final hierarchical cluster structure is called a dendrogrum, which is simply a tree that shows which clusters were agglomerated at each step.
The termination conditions of hierarchical clustering algorithm are vague and can not be amended after implemented the merger or split the cluster, which is likely to result in very low quality of clustering results. The merge or split cluster need to examine and estimate the number of objects or cluster, that is to say, the it is difficult to describe the conditions of merger or division. In this paper, the proposed method use fuzzy granular computing to solve the problem of describing conditions of the merger or division, while using particle swarm optimization algorithm to solve the problem of can not amend results of merger and division. The step of the new algorithm is shown in Fig 2 . 
is a normalized distance function. The agglomerative cluster based on dynamic granular computing:
Function of agglomerative cluster Input: point-set End PSO
IV. EXPERIMENT
We have implemented our algorithm in C++, All experiments use a personal computer with 1GMB of RAM and Pentium(R) 4 CPU 2.4 GHz and run Windows XP Professional.
In this paper, experimental data derive from the "KDD Cup 1999 Data" [15] , which is gotten by processing and feature selection to tcp-dump data in nine weeks DARPA provided by Lincoln laboratory, it has about seven million connection records. The complete training set contains 4,999,000 linking records, which are described the feature vectors of statistical information of network connections. Each connation in this data is marked with normal (Normal) label or specific types of attacks, these data has 42 feature, including 32 continuous features and 9 discrete features, the last feature describe the record is normal or intrusion. They are classified 5 classes: 4 class attack data including DoS, U2R, R2L, Probe (total 24 classes attack) and Normal data. The 4 class intrusion data are not mean, Dos data and Probe data have same number of Normal data, but R2L and U2R data numbers are less.
There are some redundant in 41 features, and large dimension of feature space will increase the computational complexity. In order to select some useful feature for classing, we use ID3 algorithm [16] to construct decision tree to select important features of attributes. By ID3 we choose out 10 features, including 7 continuous features, including duration (the duration of connection), dst_bytes (number of bytes from destination address to the source address), etc.; and three discrete features, including protocol type, service (type of network service on target host), flag (network connection status normal or error) and so on.
A. Data Pre-processing
Information format of the network data obtained must be processed to be vector form for our algorithm requested.
To reduce the infection of varied measurement units, it is necessary to standardize numerical attributes. In a network data, there are two type features: continuous features and deviation features, they are pre-processed with different methods order to their properties. For continuous features in a network data, we use the standard deviation normalized to process, the process is simple and the results has good stability. For simplicity, we set deviation attributes before continuous attributes. 
Where im x is the th m continuous feature value of i X sample, n is the number of sample data, im s is standard deviation vector formula, im x is the new continuous feature value after standard deviation normalized. For discrete feature, such as{tcp, udp, icmp}convert into binary is {1,0,0},{0,1,0}{0,0,1} [17] .
To process the range of feature values, so each type of data range in the interval [0, 1] . This processing can avoid dealing with the dominant features range in the small range features; and moreover can reduce the computing time of machine.
During the setting or updating model stages, some noise is likely mixed into the training set. Since the thresholds in experiment are reasonable values, the noise is clustered into some spare clusters of small size. We clean up these noises or adjust them to the nearest cluster. As a result, the number of clusters will decrease and the efficiency of detection will be improved.
B. Distance calculation
Measure effectively the distance between link records is essential for clustering. After pre-processed, each record is converted to a vector: ) , , , (
We used HVDM method proposed in [18] 
The parameter i σ is variance of the th i attribute. 
, where m is the number of attributes.
(1) The distance (difference) between object p and q on i D is defined as ) , ( 
The distance between object p and cluster C is defined as 
C. Experimental results
In experiment, we selected 1,000 samples from KDDCUP99, including 400 normal data, 600 abnormal data. The abnormal data includes seven kinds of attacks, namely: mail-bomb, ip-sweep, back, port-sweep, smurf, snmpgetattack, mscan. Set particle swarm size n = 20, acceleration constant 1 c and 2 c are 2.0, the maximum number of iterations max
We use the parameters such as detection rate (Dr), false alarm rate (Fr), and detection rate for unknown attack types (UDr) to measure performance of the semiunsupervised intrusion detection methods. The detection rate is defined as the ratio of the detected attack records to the total attack records. The false alarm rate is defined as the ratio of the normal records detected as the attack record to total normal records. The unknown attack types mean the attack types. They exist in training dataset and testing dataset.
Test processing was conducted two times, one time we use the agglomerative cluster method, the other time we use the divisive method. Through this way, we can test, the effectiveness of our algorithm in different case. As we known, the using of the agglomerative cluster is common than the divisive, but the experimental results show that our method is effective not only in agglomerative cluster but also divisive, the Table 1 shows the detective results about Dr and Fr. To be more convincing, we also run the Fuzzy C mean (FCM) algorithm on the same data set. Comparing the FCM algorithm, our proposed algorithm has higher Dr and lower Fr. While the results of agglomerative method are better than the divisive method. The agglomerative method is the best one of these three methods. We can see that, the granular is change with time t, the detection accuracy is change with granular value. The detection accuracy reached about 0.9, when the granular value stayed about 0.06. These results illustrate that for the different data, there is an optimum granular range of cluster. Experimental results show that the proposed algorithm is effective.
V. CONCLUSION
Granular computing as a new method is applied to knowledge discovery, to overcome the obstacles of the hierarchical clustering, this paper combined fuzzy granular computing and particle swarm optimization algorithm with hierarchical clustering, proposed a new hierarchical clustering algorithm based on dynamic fuzzy granularity computing algorithm. It uses fuzzy granular to describe the conditions of merger or division, while using PSO optimize granularity to resolve the problem of the middle results of merge and split operation can not be amended. The experimental results verify the effectiveness of our algorithm with intrusion detection data.
