The recent trend of Application Service Providers (ASP) is indicative of electronic commerce diversifying and expanding to include e-services. The ASP paradigm is leading to the emergence of several web-based data mining service providers. This chapter focuses on the architectural and technological issues in the construction of systems that deliver data mining services through the Internet. The chapter presents on-going research and the operations of commercial data mining service providers. We evaluate different distributed data mining (DDM) architectural models in the context of their suitability to support webbased delivery of data mining services. We present emerging technologies and standards in the e-services domain and discuss their impact on a "virtual marketplace of data mining e-services".
INTRODUCTION
Application Services are a type of e-service/web service characterised by the renting of software (Tiwana and Ramesh, 2001) . Application Service Providers (ASPs) operate by hosting software packages/applications for clients to access through the Internet (or in certain cases through dedicated communication channels) via a web interface. Payments are made for the usage of the software rather than the software itself. The ASP paradigm is leading to the emergence of several Internet-based service providers in the business intelligence applications domain such as data mining, data warehousing, OLAP and CRM. This can be attributed to the following reasons:
• The economic viability of paying for the usage of high-end software packages rather than having to incur the costs of buying, setting-up, training and maintenance. • Increased demand for business intelligence as a key factor in strategic decision-making and providing a competitive edge. Apart from the general factors such as economic viability and emphasis on business intelligence in organisations, data mining in particular has several characteristics, which allow it to fit intuitively into the ASP model. The features that lend themselves suitable for hosting data mining services are as follows:
• Diverse Requirements. Business intelligence needs within organisations can be diverse and vary from customer profiling and fraud detection to market-basket analysis. Such diversity requires data mining systems that can support a wide variety of algorithms and techniques. Data mining systems have evolved from stand-alone systems characterised by single algorithms with little support for the knowledge discovery process to integrated systems incorporating several mining algorithms, multiple users, various data formats and distributed data sources. This growth and evolution notwithstanding, the current state of the art in data mining systems makes it unlikely for any one system to be able to support all the business intelligence needs of an organisation. Application Service Providers can alleviate this problem by hosting a variety of data mining systems that can meet the diverse needs of users.
• Need for immediate benefits. The benefits gained by implementing data mining infrastructure within an organisation tend to be in the long term. One of the reasons for this is the significant learning curve associated with the usage of data mining software. Organisations requiring immediate benefits can use ASPs, which have all the infrastructure and expertise in place.
• Specialised Tasks. Organisations may sometimes require a specialised, once-off data mining task to be performed (e.g. mining data that is in a special format or is of a complex type). In such a scenario, an ASP that hosts a data mining system that can perform the required task can provide a simple, cost-efficient solution.
While the above factors make data mining a suitable application for the ASP model, there are certain other features that have to be taken into account and addressed in the context of web-based data mining services, such as: very large datasets and the data intensive nature of the process, the need to perform computationally intensive processing, the need for confidentiality and security of both the data and the results. Thus, while we focus on data mining web services in this paper, many of the issues discussed are relevant to other applications that have similar characteristics.
The potential benefits and the intuitive soundness of the concept of hosting data mining services is leading to the emergence of a host of commercial data mining application service providers. The current modus operandi for data mining ASPs is the "managed applications" model (Tiwana and Ramesh, 2001 ). The operational semantics and the interactions with clients are shown in figure 1.
Typically a client organisation has a single service provider who meets all the data mining needs of the client. The client is well aware of the capabilities of the service provider and there are predefined and legally binding Service Level Agreements (SLAs) regarding quality of service, cost, confidentiality and security of data and results and protocols for requesting services. The service provider hosts one or more distributed data mining systems (DDM), which support a specified number of mining algorithms. The service provider is aware of the architectural model, specialisations, features and required computational resources for the operation of the distributed data mining system.
The interaction protocol for this model is as follows: 1.
Client requests a service using a well-defined instruction set from the service provider.
2.
The data is shipped from the client's site to the service provider. 3.
The service provider maps the request to the functionality of the different DDM systems that are hosted to determine the most appropriate one.
4.
The "suitable" DDM system processes the task and the results are given to the client in a previously arranged format. This model satisfies the basic motivations for providing data mining services and allows organisations to avail the benefits of business intelligence without having to incur the costs associated with buying software, maintenance and training. The cost for the service, metrics for performance and quality of service are negotiated on a long-term basis as opposed to a task-by-task basis. For example, the number of tasks requested per month by the client and their urgency may form the basis for monthly payments to the service provider.
The main limitation of the above model is that it implicitly lacks the notions of competition and that of an "open market place" which gives clients the highest benefit in terms of diversity of service at the best price. The model falls short of allowing the Internet to be virtual market place of "services" as envisaged by the emergence integrated e-services platforms such as E-Speakä (http://www.e-speak.hp.com) and technologies to support directory facilities for registration and location such as Universal Description, Discovery and Integration (UDDI) (http://www.uddi.org). The concept of providing Internet-based data mining services is still in its early stages and there are several open issues such as: performance metrics for the quality of service, models for costing and billing of data mining services, mechanisms to describe task requests and services, application of distributed data mining systems in ASP environments. This chapter focuses on the architectural and technological issues of web-based data mining services. There are two fundamental aspects that need to be addressed. The first question pertains to the architectures and functionality of data mining systems used in web-based services.
• What is the impact of different architectural models for distributed data mining in the context of web-based service delivery? Does any one model have features that make it more suitable than others? The second question pertains to the evolution of data mining ASPs from the current model of operation to a model characterised by a marketplace environment of e-services where clients can make ad-hoc requests and service providers compete for tasks. In the context of several technologies that have the potential to bring about a transformation to the current model of operation, the issues that arise are the interaction protocol for such a model and the additional constraints and requirements it necessitates.
The chapter is organised as follows. We review related research and survey the landscape of web-based data mining services. We present a taxonomy of distributed data mining architectures and evaluate their suitability for operating in an ASP environment. We present a virtual marketplace of data mining services as the future direction for this field. It presents an operational model for such a marketplace and its interaction protocol. It also evaluates the impact of emerging technologies on this model and discusses the challenges and issues in establishing a virtual marketplace of data mining services. Finally, we present the conclusions and contributions of the chapter.
RELATED WORK
In this section we review emerging research in the area of Internet delivery of data mining services. We also survey commercial data mining service providers. There are two aspects to the on-going research in delivering web-based data mining services. In Sarawagi and Nagaralu (2000) , the focus is on providing data mining models as services on the Internet. The important questions in this context are standards for describing data mining models, security and confidentiality of the models, integrating models from distributed data sources and personalising a model using data from a user and combining it with existing models. In (Krishnaswamy et al, 2001b) , the focus is on the exchange of messages and description of task requests, service provider capabilities and access to infrastructure in a marketplace of data mining services. In Krishnaswamy et al (2002) , techniques for estimating metrics such response times for data mining e-services are presented. The potential benefits and the intuitive soundness of the concept of hosting data mining services are leading to the emergence of a host of business intelligence application service providers: digiMineä (http:/ /www.digimine.com), iFusionä (http://www.kineticnetworks.com), ListAnalyst.comä (http:/ /www.listanalyst.com), WebMinerä (http://www.webminer.com) and Information Discoveryä (http://www.datamine.aa.psiweb.com). For a detailed comparison of these ASPs, readers are referred to Krishnaswamy et al (2001b) . The currently predominant modus operandi for data mining ASPs is the single-service provider model. Several of today's data mining ASPs operate using a client-server model, which requires the data to be transferred to the ASP servers. In fact, we are not aware of ASPs that use alternate approaches (e.g. mobile agents) to deploy the data mining process at the client's site. However, the development of research prototypes of distributed data mining (DDM) systems such as Java Agents for Meta Learning (JAM) (Stolfo et al, 1997) , Papyrus (Grossman et al, 1999) , Besiezing Knowledge through Distributed Heterogeneous Induction (BODHI) (Kargupta et al, 1998) and DAME (Krishnaswamy et al, 2000) show that this technology is a viable alternative for distributed data mining. The use of a secure web interface is the most common approach for delivering results (e.g. digiMine and iFusion), though some ASPs such as Information Discovery sends the results to a "pattern-base" (or a knowledge-base) located at the client site. Another interesting aspect is that most service providers host data mining tools that they have developed (e.g. digiMine, Information Discovery and ListAnalyst.com). This is possibly because the developers of data mining tools are seeing the ASP paradigm as a natural extension to their market. This trend might also be due to the know-how that data mining tool vendors have about the operation of their systems.
DISTRIBUTED DATA MINING
Traditional data mining systems were largely stand-alone systems, which required all the data to be collected at one centralised location (typically, the users machine) where mining would be performed. However, as data mining technology matures and moves from a theoretical domain to the practitioner's arena there is an emerging realisation that distribution is very much a factor that needs to be accounted for. Databases in today's information age are inherently distributed. Organisations operating in global markets need to perform data mining on distributed and heterogeneous data sources and require cohesive and integrated knowledge from this data. Such organisational environments are characterised by a physical/ geographical separation of users from the data sources. This inherent distribution of data sources and the large volumes of data involved inevitably leads to exorbitant communications costs. Therefore it is evident that traditional data mining model involving the co-location of users, data and computational resources is inadequate when dealing with environments that have the characteristics outlined previously. The development of data mining along this dimension has lead to emergence of distributed data mining (DDM) .
Broadly, data mining environments consist of users, data, hardware and the mining software (this includes both the mining algorithms and any other associated programs). Distributed data mining addresses the impact of distribution of users, software and computational resources on the data mining process. There is general consensus that distributed data mining is the process of mining data that has been partitioned into one or more physically / geographically distributed subsets. In other words, it is the mining of a distributed database (Note: we use the term 'distributed database' loosely to include all flavours of homogeneity and heterogeneity). The process of performing distributed data mining is presented as follows (Chattratichat et al, 1999 ): • Performing traditional knowledge discovery at each distributed data site.
•
Merging the results generated from the individual sites into a body of cohesive and unified knowledge. The characteristics and objectives of DDM makes it highly suited for application in the domain of ASP hosted data mining services due to the following reasons:
• The inherent distribution of data and other resources resulting as a consequence of client organisations being distributed.
The transfer of large volumes of data (from client data sites to the service provider) results in exorbitant communication costs. Certain DDM architectural such as the mobile agent and hybrid models allow on-site mining to alleviate communication costs. Further, this facility can also be used in cases where the client does not wish to send sensitive data outside.
The need for integrated results from heterogeneous and distributed data sources. Client organisations typically require heterogeneous and distributed data sets to be mined and results to be integrated and presented in a cohesive form. Knowledge integration is an important aspect of distributed data mining and this functionality is in-built in DDM systems.
• The performance and scalability bottle necks of data mining. Distributed data mining provides a framework, which allows the splitting up of larger datasets with high dimensionality into smaller subsets that require less computational resources individually. This can facilitate the ASP to process large data sets faster. Several DDM systems and research prototypes have been developed including: Parallel Data Mining Agents (PADMA) (Kargupta et al, 1997) , Besiezing Knowledge through Distributed Heterogeneous Induction BODHI (Kargupta et al, 1997) , Java Agents for MetaLearning (JAM) (Stolfo et al, 1997) , InfoSleuth (Martin et al, 1999) , IntelliMiner (Parthasarathy and Subramonian, 2001) , DecisionCentre (Chattratichat et al, 1999) and Distributed Agentbased Mining Environment (DAME) (Krishnaswamy et al, 2000; Krishnaswamy et al, 2000) . We now present a taxonomy of DDM architectural models and evaluate their relative advantages and disadvantages with respect to ASP hosted data mining services. Research in distributed data mining architectures studies the processes and technologies used to construct distributed data mining systems. There are predominantly three architectural frameworks for the development of distributed data mining systems -the client-server model, the agent-based model and the hybrid approach which integrates the two former techniques. The agent-based model can be further classified into systems that use mobile agents and those that use stationary agents. This taxonomy is illustrated in figure 2 .
A summary classification of distributed data mining systems based on this taxonomical categorisation is presented in table 1.
Client-server Model for Distributed Data Mining
The client-server model illustrated is characterised by the presence of one or more data mining servers. In order to perform mining, the user requests' are fed into the data mining server that collects data from different locations and brings them into the data mining server. The mining server houses the mining algorithms and generally has high computational resources. In some instances, the server is a parallel server, in which case the distributed data sets are mined using parallel processors prior to knowledge integration. However, this model for distributed data mining process involves a lot of data transfer. Since all the data required for mining has to be brought the distributed data sources into the mining server (and this could run into gigabytes of data), the communication overhead associated with this model is very expensive. The advantage of this model is that the distributed data mining server has well defined computational resources that has the ability to handle resource intensive data mining tasks. The most prominent DDM systems developed using this architectural model is DecisionCentre (Chattratichat et al, 1999) and IntelliMiner (Parthasarathy and Subramonian, 2001) . The important technologies used to develop client-server DDM systems are the Common Object Request Broker Architecture (CORBA), Distributed Component Model (DCOM) and Java (including Enterprise Java Beans (EJB), Remote Method Invocation (RMI) and Java Database Connectivity (JDBC)).
In 
Agent-based Model for Distributed Data Mining
The agent-based model is the more commonly used approach to constructing distributed data mining systems and is characterised by a variety of agents co-ordinating and communicating with each other to perform the various tasks of the data mining process. One of the widely recognised application areas for agent technology in general is distributed computing since it has the scope and ability to reduce the complexity of such environments. The motivation for the use of agent technology in distributed data mining stems is twofold. Firstly, there is the underlying basis of distributed data mining being an application that has the characteristics, which are intuitively suited for an agent-based approach. These characteristics are modular and well-defined sub-tasks, the need to encapsulate the different mining algorithms to present a common interface (and thereby address the heterogeneity issue), the requirement for interaction and co-operation between the different parts of the system and the ability to deal with distribution. Secondly, agent technology (with a particular emphasis on agent mobility) is seen as being able to address the specific concern of increasing scalability and enhancing performance by reducing the communication overhead associated with the transfer of large volumes of data. Using mobility of agents as a distinguishing criterion, we classify distributed data mining systems into two groups. The principal technologies used in the construction of agent are agent development toolkits and environments. We now discuss the mobile agent model and the stationary agent model for distributed data mining.
Mobile Agent Model for Distributed Data Mining
The principle behind this model for distributed data mining is that the mining process is performed via mobile code executing remotely at the data sites and carrying results back to the user. Usually, such systems have one agent that acts as a controlling and co-ordinating entity for a task. It is this agent's responsibility to ensure successful completion of a task.
The advantage of this model is that it overcomes the communication overhead associated with the client-server systems by moving the code instead of large amounts of data. However, there are several issues such as the agent communication languages and the interaction and coordination between the various agents in the system. In the context of ASP hosted data mining services, the advantage of this model is that it provides the flexibility of perform mining remotely at the client site. This can be of particular importance in cases where the client is unwilling to ship their sensitive data or in cases where mining remotely can provide better response times (in view of the overhead of data transfers). The disadvantage of this model is the fact that clients will need to have a mobile agent server (i.e. the layer through which a mobile agent interacts with a remote host) installed and running at the various data sites. The technology used to build such systems is largely agent development toolkits. The important DDM systems that fall under this category are JAM (Stolfo et al, 1997) , BODHI (Kargupta et al, 1998) , Papyrus (Grossman et a, 1999) and InfoSleuth (Martin et al, 1999) .
Stationary Agent Model for Distributed Data Mining
This architecture differs from the mobile agent model discussed previously in that it does not have agents that have the ability to move on their own and roam from host to host. Thus, in a stationary agent system, the mining agents would have to "fixed" at the location of the data resources. This brings with it the additional constraint that the mining algorithm to be used for a given task cannot be dynamically changed and is limited by the functionality of the mining agent at the location of the data. Alternatively, it is possible to replicate a variety of mining agents at each data site. Further, the results would have to be dispatched via traditional data transfer techniques as opposed to having an agent carry the results. In the context of ASP hosted data mining services this model has the following limitations: • The inability to dispatch agents remotely limits the scope of this model. Unlike the mobile agent model, this model is less viable in cases where there is a short-term contractual agreement with the client and where the relationship is ad-hoc and determined on task-by-task basis.
• The inability to dynamically configure the algorithm of the agent does not provide the requisite flexibility to deal with changes in client needs. Thus, the mobile agent model is more suited than the stationary agent approach for operation in a web services environment. A DDM system that uses this architectural framework is Parallel Data Mining Agents (PADMA) (Kargupta et al, 1997) . It must be noted that we are presenting a generic view of the agent model and different distributed data mining systems can vary in the type of agents they incorporate, the inter-agent communication and interaction models. Further, it must be noted that DDM systems may have some of the components implemented as agents and some others as software components (without the attributes of agency).
Hybrid Model for Distributed Data Mining
The hybrid model for distributed data mining integrates the client-server and mobile agent model. We have developed the Distributed Agent-based Mining Environment (DAME), which focuses on Internet delivery of distributed data mining services by incorporating metrics such as application run time estimation and optimisation of the distributed data mining process (Krishnaswamy et al, 2000) . The principal motivation for the hybrid model comes from studies by Straßer and Schwehm (1997) , which have shown that a combination of the clientserver and mobile agent techniques leads to improved response time for distributed applications than employing one or the other approaches. Further, a hybrid approach combines the best features of both models in terms of the reducing the communication overhead and providing the flexibility to support remote mining (mobile agent model) and having well defined computational resources for situations where the data is located on servers which do not have the ability to perform intensive data mining tasks. The DAME system is similar to IntelliMiner in that it also focuses on improving the performance of distributed data mining by better utilisation of resources. The principal difference is that the cost of mining in IntelliMiner is computed on the basis of data resources required and the cost of mining is computed in DAME as response time based on application run time estimation and communication time. Further, in DAME the emphasis is on determining the most appropriate combination strategy of client-server and mobile agent techniques to meet the preferred response time constraints of users in an ASP context. The distinguishing feature of this model is the optimiser and its emphasis on utilisation of resources to best meets the response time requirements of clients. For a detailed discussion on the design of the optimiser and the application run time estimator readers are referred to (Krishnaswamy et al, 2000) . The advantages of this system with respect to ASP hosted data mining services are as follows: • The hybrid model combines the best features of the client-server and the mobile agent approaches. It facilitates incorporation of client preferences with respect to the location of the data mining process. Clients who are concerned about shipping their sensitive data might opt for the mobile agent model and clients who do not have the computational resources can benefit from the client-server model.
•
The focus on cost-efficiency is important for ASP hosted services. The optimiser determines the best combination of mobile agent and client-server techniques to meet the response time constraints of clients. Further, the application run time estimator helps in scheduling tasks so as to improve utilisation of resources.
The application run time estimator can also be used as a quality-of-service metric to provide clients with apriori estimates of response times. We have presented a taxonomy of DDM architectural models and discussed their suitability for web-based data mining services. While the classification pertains specifically to DDM systems, the architectural models are generic and the issues in terms of their use in web services environments would be relevant to any distributed computing application. We now present a comparison of the distributed data mining systems with a focus on the implementation. This comparison, presented in table 2, provides an insight into the implementation aspects for future developers of DDM systems. The comparison of implementation details brings to the fore the fact that most DDM systems irrespective of the architectural model in use are platform independent and Java is the preferred language for development.
The development of DDM systems have thus far been motivated by the issues of data distribution and scalability bottlenecks in mining very large datasets. However, ASP hosted environments provide a new avenue of application for DDM systems and promises to provide a fertile research area. In the context of DDM systems adapting to operate in ASP hosted environments several components and functionality need to be incorporated including: costing of the DDM process to support billing of tasks, quality of service metrics such as response time; availability and reliability for incorporation into Service Level Agreements, support for meeting client preferences such as response time needs and location requirements (e.g. performing the task at the client's site using technologies such as mobile agents), optimisation for improved resource utilisation and task allocation and task description languages to support automated capturing of specific client requirements and preferences. There is an emerging interest in the issues of optimisation and scheduling of DDM tasks that are being addressed by systems like DAME and IntelliMiner. The DAME system also focuses on the need for QoS metrics in this domain, but is nevertheless concerned specifically with response time. Efforts by Grossman et al (1999) who have developed Predictive Model Markup Language (which facilitates description and integration of models generated from distributed data sets) and Krishnaswamy et al (2001b) who have developed schemas to specify task requirements focus on the issue of task description languages for web-based data mining services. These initiatives notwithstanding, DDM research in ASP hosted data mining services is in a very nascent stage. We have thus far presented and analysed current work in DDM architectures from the perspective of data mining e-services. We now present our view of a future model for web-based data mining service providers -namely a virtual marketplace of web-based data mining services.
A VIRTUAL MARKETPLACE OF DATA MINING SERVICES
The current model of operation for web-based data mining ASPs does not reflect a marketplace of data mining services. As discussed in the Introduction, this model does not give clients the highest benefit in terms of diversity of service at the best price and does not meet the needs of situations where clients might require a specialised one-off task to be performed. It does not facilitate comparison of different service providers in terms of who is best able to meet the task requirements/preferences of the client. However, there are several emerging technologies and standards that have the potential to transform the current scenario and bring into effect a "virtual marketplace of data mining services". In this section, we first present emerging technologies and standards that have an impact on the realisation of this concept. We then present a multiple service provider model of operation for data mining ASPs including an interaction protocol to support a marketplace of e-services where clients can make ad-hoc requests and service providers compete for tasks. Finally we discuss the issues and challenges that lie ahead.
Emerging Technologies and Standards
There are several emerging trends that have the potential to bring about a transformation to the current model of operation. In this section, we present an overview of the following emerging standards and systems that support e-services on (Grossman et al, 1999 ) is an XML-based approach for describing the predictive models that are generated as the output of data mining processes. PMML is primarily used for knowledge integration of results obtained by mining distributed data sets. • Microsoft's OLE DB for Data Mining is a description of a data mining task in terms of the data sets that are being mined and allows specification of the attributes to be mined, the attributes to be predicted and the type and format of the attributes. It incorporates a version of PMML and is primarily intended to allow "plug and play" of data mining algorithms.
•
In Krishnaswamy et al (2001b) , XML schemas to support the interaction between clients and service providers in a virtual marketplace environment have been presented. These schemas facilitate description of client task preferences, service pro-vider capabilities, and information to support access to data and computational resources for mining. In view of these trends, it is not unfeasible to envisage an environment where data mining ASPs compete for tasks on the basis of how well they meet client preferences and requirements. We now present such a scenario with a multiple service provider model.
Multiple Service Provider Model of Interaction for Data Mining ASPs
This model, as illustrated in figure 3 , is characterised by clients being able to request data mining services from one or more service providers. This is an illustrative example of a "virtual marketplace" of data mining services. The multiple service provider model operates in the form of a "federation" (Krishnaswamy et al, 2001a) . The "federation manager" is a coordinating component in the system that manages the interactions between the client and the data mining service providers.
The client requests a service by providing a task specification to the federation manager. It must be noted that the parameters for specifying the task must be well defined and must facilitate the requests to be made at the level of granularity that the client deems appropriate. 2.
The federation manager broadcasts the client's requests to the data mining service providers that are registered with it. The federation manager maintains information about each data mining service provider such as the name, address, contact information, DDM systems hosted, algorithms, architectures and functionality supported by those systems and the computational resources that the service provider has. 3.
The data mining service providers evaluate the requested task against the capabilities and functionality of the DDM systems that they host. 4.
If they can meet the needs of the requested task, the data mining service providers respond by presenting an estimate of the cost, possible time frame for completion of the task and liabilities for not meeting the targeted response time. This information is presented to the federation manager in a specific, structured format. 5.
The federation manager can either present the responses it receives along with the information that it already maintains about the respective service providers to the client or in more sophisticated environment can perform matching of client preferences with Figure 3 Multiple Service Provider Model the capabilities of the service providers and rank the service providers on that basis and present this to the client. There is also scope for automated negotiation to be incorporated into this stage of the interaction protocol. It must be noted that serviceprovider ranking, preference matching and automated negotiation are emerging research issues in the e-services domain. 6.
The client decides which service provider it deems most appropriate and informs the federation manager and the chosen service provider. 7.
The service provider gives the client a legal document/contract, which makes the commitment to maintain the confidentiality of the data that is mined and the consequent knowledge that is produced. 8.
The client is then required to provide a security deposit in the form of a credit card number to the federation manager. The actual payment is made on completion of the task and provision of results to the client. 9.
The client and the data mining service provider exchange information regarding the transfer of data, passwords to access systems and the mode of transfer of results. 10. The data mining service provider processes the task, provides the results to the client (in the agreed format and method) and informs the federation manager of task completion. 11. The client acknowledges the completion of the task to the federation manager and the payment is made to the service provider. This model overcomes the limitations and restrictions imposed by the previous approach in meeting the needs of the requirements outlined at the outset of this chapter. It is evident that the emergence of the standards and technologies presented facilitate the realisation of this model. We believe that these trends and the emerging emphasis on a more "semantic" web have substantial potential to realise a marketplace of data mining services. However, we recognise that there are several open issues and challenges that need to be addressed for this model to materialise such as matching and ranking of services (Tewari and Maes, 2000) , negotiation, QoS metrics (Sahai et al, 2001 ) and security. In summary, we believe that emerging trends facilitate an on-line market place for data mining services. We have presented an operational model for data mining ASPs, which provides a wider choice of data mining services for clients and caters for selection of the most appropriate and cost-efficient service provider by the implicit competition in the approach. We see this as a step towards a virtual marketplace of data mining services.
CONCLUSIONS
The hosting of internet-based data mining services is an emerging area of interest. This chapter focuses on the architectures, technologies and issues in the construction of systems that deliver data mining services through the Internet. We have discussed the underlying motivations for the provision of web-based data mining services. We have surveyed the current research and commercial systems that deliver such services. We have presented an overview of distributed data mining and evaluated different DDM architectural models in the context of their application in web-based delivery of data mining services. We have identified issues that need to be addressed for the application of DDM systems in the ASP domain. We believe that emerging e-services technologies and standards such as E-Speak and UDDI will lead to a virtual marketplace of data mining services. This will provide clients with a wider choice and the benefits that come with a competitive market. We have presented an illustrative model of such an environment and outlined the interaction protocol between clients and service providers to support this model. We see this as a first step in advocating such a model and we realise that there are several technological challenges ahead. The chapter primarily targets an audience that includes data mining service providers and developers of DDM systems to support such services. The chapter provides a comprehensive understanding of the issues and questions involved in the Internet delivery of ASP hosted data mining services. In summary, the chapter is a useful resource for the construction of systems that support web-based delivery of data mining services and facilitates enhanced understanding of the architectural models, the operational semantics and the underlying technologies.
