Abstract-We consider the uplink of a cellular communication system with K users per cell and infinite base stations equally spaced on a line. We consider a conventional system that does not make use of joint cell-site processing and compare delaylimited systems and proportional fair scheduling (PFS) systems in terms of the system spectral efficiency C (bit/s/Hz) versus E b /N0. PFS performs generally better than the delay-limited system in the regime of low to moderate SNR, but for high SNR the optimal delay-limited system achieves throughput comparable to the PFS system with finite users. The delay-limited system is interference limited. We characterize this limit and validate a commonly made assumption, that outer-cell interference power is equal to a multiplicative factor times the total cell transmit power. In contrast, the spectral efficiency of PFS system can grow without bound if the number of users tends to infinity, thanks to the multiuser diversity effect.
I. INTRODUCTION
We consider a wireless cellular system in which K user terminals per cell, communicating with a single base station. All users share the same bandwidth. Base stations are arranged on a uniform grid on a line. This model was pioneered by Wyner in [1] under a very simplified channel gain assumption, where the path gain to the closest base station is equal to 1, the path gain to adjacent base stations is α and it is zero for all other base stations. Wyner considered optimal joint processing of all base stations. Later, Shamai and Wyner [2] considered the same model introducing frequency flat fading and more conventional decoding schemes, ranging from the standard separated base station processing to some forms of limited cooperation. A very large literature followed and extended these works in various ways. For example, [3] considered joint processing with fading, [4] considered the case of a backbone network with limited capacity links that connects the base stations to a centralized decoder.
In this paper we focus on a conventional system, with no base station joint processing, and we extend the model in two directions: 1) we consider realistic propagation channels determined by a position-dependent path loss, and by a slowly time-varying frequency-selective fading channel modeled as M parallel block-fading channels [5] ; 2) we compare the optimal isolated cell delay-limited scheme of [6] with the Proportional Fair Scheduling (PFS) scheme [7] [8] .
In the delay-limited scheme each user transmits at a fixed rate in each fading block, and the system uses power control in order to cope with the time-varying channel conditions [9] . A delay-limited system achieves "hard fairness" (HF), in the sense that each user transmits at its own desired rate, independently of the fading channel realization. On the other hand, generally higher throughput can be achieved by relaxing the fixed rate per slot constraint. In the single-cell case, the optimal transmit strategy to maximize the sum throughput consists of letting only the user with the best channel transmit at each time [10] . However, in the presence of a path loss that varies on a time-scale much slower than the small scale fading, this sum throughput maximizing strategy may cause the nearfar problem: only users close to the base station are allowed to transmit. Hence, there exists a tradeoff between throughput and fairness. PFS achieves a desirable tradeoff, by maximizing the geometric mean of the long-term average throughputs of the users. For the case of single base station, hard fairness and PFS have been compared in terms of system throughput versus E b /N 0 in [6] . In this paper we extend the results of [6] to the multicell case with conventional decoding (i.e., without joint base station processing). For the sake of space limitation, we restrict this paper to the case of frequency reuse 1. Further improvement of the HF system spectral efficiency can be achieved by considering fractional reuse as treated in [11] .
II. SYSTEM MODEL
The geometry of the considered system is shown in Fig. 1 . Base stations are equally spaced on a line and there are K users per cell. The received signal at base station n is given by 
where s k (n, j) denotes the path loss of user k and f m k (n, j) is the frequency-selective block fading of user k in subchannel m. These two components are mutually independent as they are due to different propagation effects. Path loss takes the expression
−α , where d k (n, j) denotes the the distance from base station n to user k in cell j and α is the path loss exponent. We assume that users are not located in a forbidden region in which the distance from the base station is less than δ so that the path loss does not diverge. The users are assumed to be uniformly distributed in each cell. We denote by r the cell radius and by D = 2r the cell size, which coincides with the distance between adjacent base stations. The distance
, depending on the location of user k in cell j. Consequently, the path loss s k (n, j) can be expressed as
where θ k (n, j) will take 0 or 1 with equal probability because users are distributed uniformly in each cell. Path losses change in time on a very slow scale, and can be considered as random, but constant, over the whole duration of transmission. In contrast, the small-scale fading changes relatively rapidly, even for moderately mobile users [12] . Here we model the small-scale fading as Rayleigh block-fading, changing in an ergodic stationary manner from block to block, i.i.d. on the M subcarriers, with an exponential distribution (the cdf is
. Decoding is performed locally at each base station. Let R m k (n) denote the instantaneous rate per symbol allocated by user k in cell n on subchannel m. The uplink capacity region of cell n for a cell-site optimal decoder that treats outer cell interference as noise, for fixed channel gains, is given by the set of inequalities
for all S ⊆ {1, 2, · · · , K}, where the interference experienced at cell n on subchannel m is given by
The capacity region of the M parallel channel case is achieved by splitting each user information into M parallel streams and sending the independent codewords over parallel channels. The aggregate rate and the aggregate energy per symbol of user k at cell n are given by
respectively.
III. DELAY-LIMITED SYSTEMS In a delay-limited system, the rates R k (n) are fixed a priori, and the system has to allocate transmit energies in order to let the requested rate inside the achievable region in each fading block [9] , [6] . Our aim is to find the partial rate allocation that minimizes the required energy to support a given rate K-tuple.
We define the system E b /N 0 under a coding strategy that supports user rates
where the total number of bits per cell, Γ, is given by
We omit the cell index n in (7) due to the symmetric cell model. The system spectral efficiency C is given by C = Γ M and it is expressed in bits per second per hertz (bit/s/Hz) or, equivalently, in bits per dimension.
For given user rates (R 1 (n), · · · , R K (n)), we allocate the partial rates R m k (n) under the constraints (5) in order to minimize (E b /N 0 ) sys . We first consider the m-th subchannel energy allocation assuming that the partial rates and the interference I m (n) are given. Thanks to the fact that the received energy region is a contra-polymatroid [9] , the optimum energy allocation is given in an explicit form
where π m (n) is the permutation of {1, 2, · · · , K} that sorts the channel gains in increasing order, i.e.,
and the decoding order at base station n is given by π
Since the energy allocation in (8) is the optimal energy allocation for given partial rates, the remaining problem is how to allocate partial rates under the constraints (5). Inserting (8) into (7), we obtain the optimization problem for minimum system
under the constraints (5). An operating point ((E b /N 0 ) sys , C) on the power/spectral efficiency plane is a function of both the signalling strategy and the individual user rates as well as of the channel gain joint distribution.
A. Asymptotic Performance for large K
The optimization problem (10) for fixed inter-cell interference levels is convex, but it does not yield a closed form solution. In order to gain insight into the problem we investigate the asymptotic case for K → ∞, for which a closed form solution exists. We make the following assumptions:
[A1] M is fixed while K becomes arbitrarily large.
[A2] As K → ∞, the empirical joint channel gain distributions, defined by F
is assumed to be symmetric and the marginal cdfs F f (x) are identical.
[A3] For a given system throughput Γ, the user individual rates are given by
, where ν k (n) is the rate allocation factor for user k in cell n. As K → ∞, the empirical rate distribution, defined by F [A4] The rate allocation factors are fixed a priori, independently of the realization of the channel gains. Therefore, the empirical joint distribution of
In the case of single cell, the minimum (E b /N 0 ) sys for given spectral efficiency C is given by [6] 
(11) For the infinite linear array cellular model, we establish the following theorem.
Theorem 1: Under the assumptions A1, A2, A3, and A4, as K → ∞ the minimum (E b /N 0 ) sys for given system spectral efficiency C in an infinite linear array cellular model is given by
F max{f },M (x) and F s max{f },M (x) are the limit cdfs of the empirical distribution of max{f where ζ(a, x) is the Riemann zeta function [15] . The minimum (E b /N 0 ) sys is achieved by letting each user transmit on its best subchannel only, and by using superposition coding and successive decoding on each subchannel.
respectively, and the function Φ(s) is given by
If we compare (12) with (11), we make three observations:
SC sys for all C. So, for the multiple cell case, the higher (E b /N 0 ) sys is required to achieve the same system spectral efficiency C due to intercell interference. Second, (E b /N 0 ) MC sys converges to (E b /N 0 ) SC sys , as C → 0. For low spectral efficiency, low transmit energy causes negligible interference to other cells, which effectively turns the multiple cell case into the single cell (interferencefree) case. Third, there exists a spectral efficiency limit in the multiple cell case because (E b /N 0 ) SC sys tends to infinity as C → C 0 , where C 0 is the root of the denominator of the right hand side in (12) . Any spectral efficiency can be supported in the single cell case as long as the transmit energy is high. However, in the multiple cell case, high transmit energy to support high spectral efficiency may cause significant interference to other cells, thus demanding more transmit energy to combat interference from other cells. Eventually, additional energy to combat interference becomes tremendously large even in a finite spectral efficiency. So, the multiple cell case is an interference-limited system due to this spectral efficiency limit. Fig. 2 depicts the spectral efficiency achieved by the delaylimited systems for infinite number of users. In this figure, we can confirm the three properties described above.
B. Asymptotic Results for Simplified Multiple Cell Model
A popular approach to the capacity of a conventional multicell system consists of modeling the inter-cell interference as proportional to the total transmit energy in each cell [13] . In this section we validate this approach and compute explicitly the proportionality constant. Let the interference level experienced by each cell be given by
We drop the cell index n for simplicity. In (14) , the ratio of interference and total transmit power is given by β. For given I m , the minimum total energy supporting a given rate
where π m is the permutation of {1, 2, · · · , K} that sorts the channel gains in increasing order.
Theorem 2: Under the assumptions A1, A2, A3, and A4, as K → ∞ the minimum (E b /N 0 ) sys for given system spectral efficiency C in a simple multiple cell model is given by
(16) The minimum (E b /N 0 ) sys is achieved by letting each user transmit on its best subchannel only, and by using superposition coding and successive decoding on each subchannel.
By equating (12) and (16), we can solve for β and obtain
Since Φ(x) is an increasing function of x and 0 ≤ s
such that the simple multiple cell model yields a valid result as in the infinite linear array cellular model.
We
The performance degradation due to the multiple cell interference is up to 3 dB as long as
When the noise dominates the interference level, the performance degradation due to multiple cells is less than 3 dB. If the interference dominates the noise, the performance degradation is more than 3 dB and the (E b /N 0 )
MC sys tends to infinity as C → C 0 . We may summarize the conditions that determine the performance of the multiple cell case
For C = 2.8 bit/s/Hz, Fig. 2 . So, as long as the target spectral efficiency is less than 2.8 bit/s/Hz, additionally required energy in the multiple cell is no more than 3 dB compared to the single cell. It should also be noticed here that practical systems nowadays work at spectral efficiencies or 1 bit/s/Hz. It follows that, in practice, there is still a significant gap before the interference-limited nature of the multicell system becomes significant, and therefore implementing some clever low complexity separated cell-site processing may not be a bad idea from the practical system engineering viewpoint.
IV. DELAY-TOLERANT SYSTEMS
In a delay-tolerant system, the user rates can be adapted according to their instantaneous channel condition to achieve higher throughput at the cost of increasing delay. We consider the constant power allocation and let ρ = E tot /N 0 denote the transmit SNR in each slot. We assume that the channel gains are symmetrically distributed across the subchannels. The average throughput for each subchannel is identical. So, it is sufficient to focus on a single subchannel and we drop the subchannel index m.
We consider the PFS to allocate slots fairly among users [8] . The PFS allocates user k in cell n ifk(n) = k, wherê
k(j) denotes the index of the user selected for transmission in cell j and T k (n) denotes the long-term average user throughput of user k in cell n. We have the following result: Theorem 3: For any given K, the spectral efficiency and the system E b /N 0 achieved by the PFS are given by Using Jensen's inequality, a lower bound on the PFS spectral efficiency is given by
where I 0 = E j =n gk (j) (n, j) is given by
for α = 2 and
for α = 2. A simple upper bound is derived by considering the interference only from the two nearest cells
−E log 2 1 + ρ(gk (n−1) (n, n − 1) + gk (n+1) (n, n + 1)) , (27) where the average interference is given by 
The proportional fairness system is also interference limited for a given finite number of users, because, as SNR increases, the spectral efficiency converges to a finite value 
However, this is not the case for the large number of users. If f k are independent and identically distributed (i.i.d.) exponential random variables, then for large K we have [14] Pr(| max
Consequently, the spectral efficiency limit C pfs 0 grows as O(log log K). Note that the spectral efficiency of the delaylimited system converges to a finite value C 0 as E b /N 0 → ∞. Fig. 3 shows the performance of PFS, the lower bound (24) and the upper bound (27). The lower bound is quite tight and the upper bound is close to the simulation result at low SNR regime. Compared to Fig. 2 , we can observe that the PFS system outperforms the delay-limited system with infinite number of users in the regime of low to moderate SNR and yields similar throughput at high SNR.
