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SHARP STABILITY OF BRUNN-MINKOWSKI FOR HOMOTHETIC REGIONS
PETER VAN HINTUM, HUNTER SPINK, AND MARIUS TIBA
Abstract. The Brunn-Minkowski inequality applied to homothetic regions states that |A| ≤
|tA + (1 − t)A| for A ⊂ Rn and t ∈ [0, 1]. We show there is a constant Cn > 0 and constants
dn(τ) > 0 for each τ ∈ (0,
1
2
] such that if t ∈ [τ, 1− τ ] and |(tA+ (1− t)A) \A| ≤ dn(τ)|A|, then
|co(A) \ A| ≤ Cnτ−1|(tA + (1 − t)A) \ A|, which is sharp up to the multiplicative constant Cn.
For t = 1
2
this resolves a conjecture of Figalli and Jerison.
1. Introduction
Inverse problems in additive combinatorics seek to ascertain the structure of a set X ⊂ Zn given
structural properties of its sumset X +X . In this paper we consider measurable analogues of one
of the most basic inverse problems: if |X+X | ∼ 2n|X |, then is X close to a convex set? For n = 1,
a result of this form is due to Freiman [5].
Recall that the Brunn-Minkowski inequality states that for A,B ⊂ Rn, then with | · | the outer
Lebesgue measure on Rn we have
|A+B| 1n ≥ |A| 1n + |B| 1n .
Equality is known to hold if and only if A and B are, up to a measure 0 set, homothetic copies
of the same convex body. It is therefore natural to ask whether the inquality is stable: if we are
close to equality in the Brunn-Minkowski inequality, then are A,B close to homothetic copies of the
same convex body? More precisely, we want to know if there are homothetic convex sets KA ⊃ A
and KB ⊃ B such that |KA\A||A| and |KB\B||B| are small in terms of the quantities
δ′ =
|A+B| 1n
|A| 1n + |B| 1n − 1, and t =
|A| 1n
|A| 1n + |B| 1n .
The bound should be stronger when δ′ is smaller and weaker when the volumes of A,B are dis-
proportionate, so the bound should be positively correlated with δ′ and negatively correlated with
τ = min(t, 1− t).
We note that such a bound can’t exist without further stipulations which rule out variants of the
following construction. Take A = B = ([0, 1]∪ {R})× [0, 1]n−1 with R ≥ 2. Then we seek to upper
bound R − 1 by a function of the constants δ′ = (1.5) 1n − 1 and t = 12 , which will not hold if we
take R to be sufficiently big. We can avoid this example by stipulating an upper bound (depending
on τ) on δ′, and surprisingly in many cases imposing such a constraint is sufficient for the desired
stability result.
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There has been recent dramatic progress in this direction (see [1],[2]), culminating in a general
stability result [3], bounding the quantities |KA\A||A| and
|KB\B|
|B| by a product of some positive power
of δ′ and a negative power of τ = min(t, 1− t) assuming an upper bound (depending on τ) of δ′.
We note that we can equivalently consider A,B ⊂ Rn with |A| = |B| = 1, and bound the
quantities |KA \A| and |KB \B| by a function of
δ′ = |tA+ (1− t)B| 1n − 1, and τ = min(t, 1− t)
for some parameter t, assuming an upper bound (depending on τ) of δ′. Formulated in this fashion,
it will be more convenient to use
δ = |tA+ (1 − t)B| − 1
instead of δ′, but these are equivalent up to a multiplicative constant under the upper bound
assumption. For the rest of the paper, we consider the problem reformulated in this way.
We now focus on the case where A,B are homothetic copies of each other in the original formu-
lation, corresponding to A = B in this equal volume reformulation. Given a subset A ⊂ Rn, we
denote the convex hull by co(A). The interpolated semisum of A is
d(A; t) := tA+ (1− t)A = {ta1 + (1− t)a2 | a1, a2 ∈ A}.
Note that we always have A ⊂ d(A; t), and as a special case d(A; 12 ) = 12 (A+A). To quantify how
small d(A; t) is, we introduce the interpolated doubling constant
δ(A; t) := |d(A; t) \A|.
Note that under the normalization assumption |A| = 1, we have δ(A; t) = |tA+ (1 − t)A| − 1.
Figalli and Jerison proved in [2] the following quantitative stability result corresponding to the
cases where A,B are translates of each other in the original formulation.
Theorem 1.1. (Figalli and Jerison [2]) For n ≥ 2 there are (computable) constants αn, Cn, dn > 0
such that if A ⊂ Rn is a measurable set, then
|co(A) \A| ≤ Cn|A|(
δ(A; 12 )
|A| )
αn
whenever δ(A; 12 ) ≤ dn|A|.
Note that we must have αn ≤ 1 by considering the discussion below Theorem 1.4. Subsequently,
as a corollary of the main result in Figalli and Jerison’s later paper [3], we have the following
strengthening from 12 to arbitrary t, corresponding to the cases where A,B are homothetic copies
of each other in the original formulation.
Theorem 1.2. (Figalli and Jerison [3] main result when A = B) For n ≥ 2 there are (computable)
constants αn, βn, Cn > 0, and (computable) constants dn(τ) > 0 for each τ ∈ (0, 12 ], such that the
following is true. If A ⊂ Rn is a measurable set, τ ∈ (0, 12 ] and t ∈ [τ, 1− τ ], then
|co(A) \A| ≤ Cn|A|τ−βn(δ(A; t)|A| )
αn
whenever δ(A; t) ≤ dn(τ)|A|.
In a followup paper to [2], Figalli and Jerison [4] attempted to compute the optimal constant αn
for n ≥ 2 in Theorem 1.1.
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Conjecture 1.3. (Figalli and Jerison [4]) We can take αn = 1 for all n ≥ 2.
In [4] this conjecture was proved in the special case n ≤ 3 using an intricate analysis which
unfortunately does not extend beyond this case.
In this paper, we resolve this conjecture, optimizing αn = 1 in Theorem 1.1 using, after an initial
reduction, very different methods to those used by Figalli and Jerison in [4]. In fact, we are able
to optimize the exponents αn = 1 and βn = 1 in Theorem 1.2, which are best possible. This leaves
the only room for improvement in the multiplicative constant Cn.
Theorem 1.4. For all n ≥ 2, there is a (computable) constant Cn > 0, and (computable) constants
∆n(τ) > 0 for each τ ∈ (0, 12 ] such that the following is true. If A ⊂ Rn is a measurable set, τ ∈ (0, 12 ]
and t ∈ [τ, 1− τ ], then
|co(A) \A| ≤ Cn 1
τ
δ(A; t)
whenever δ(A; t) ≤ ∆n(τ)|A|.
To see that the exponents on τ and δ are sharp, suppose we have some inequality of the form
|co(A) \A| ≤ Cnτ−ρ1(δ(A; t)|A|−1)ρ2 |A|
provided δ(A; t) ≤ ∆n(τ)|A|. Take A = {(0, 0)∪ [λ, 1+λ]× [0, 1]}× [0, 1]n−2, with λ≪ ∆n(τ)2τ , and
t = τ . The inequality then becomes λ2 ≤ Cnτ−ρ1(τλ(2 − 3τ))ρ2 . Because we can take λ arbitrarily
small, it follows that ρ2 ≤ 1, so ρ2 = 1 would be the optimal exponent. Given ρ2 = 1, we then have
ρ1 ≥ 1, so ρ1 = 1 would be the optimal exponent.
Remark 1.5. When n = 1, Theorem 1.1 from [2] with A replaced with tA and B replaced with
(1− t)A shows that the optimal exponents are actually τ0δ(A; t)1 in contrast to the case n ≥ 2.
2. Proof of Theorem 1.4
We will first reduce our main result to Theorem 2.1, similar to the initial reduction in [4] to [4,
Lemma 2.2]. After this initial reduction, we prove Theorem 2.1 using very different methods to [4].
Theorem 2.1. For all n ≥ 2 there are (computable) constants Γn > 0 and constants 0 < δn(τ) < 1
for each τ ∈ (0, 12 ] such that the following is true. Let τ ∈ (0, 12 ], t ∈ [τ, 1− τ ], and suppose T ⊂ Rn
is a simplex with |T | = 1, A ⊂ T a measurable subset containing all vertices of T , and |A| = 1 − δ
with 0 < δ ≤ δn(τ). Then
|T \ d(A; t)| ≤ (1− Γnτ)|T \A|.
We first need the following geometric lemma.
Lemma 2.2. For every polytope T , there exists a point o ∈ T (which we set to be the origin) such
that the following is true. For any constant bn(τ) ∈ (0, 1), there exists a constant ǫn(τ) such that
for any A ⊂ T with co(A) = T , if t ∈ [τ, 1−τ ] and |T \A| ≤ ǫn(τ)|T |, then (1−bn(τ))T is contained
in d(A; t).
Proof. Without loss of generality we may assume that |co(A)| = 1. By a lemma of F. John [6], after
a volume-preserving affine transformation, there exists a ball B ⊂ co(A) of radius n−1. Denote o
for the center of B, and set o to be the origin.
We will show that (1 − bn(τ))co(A) ⊂ d(A; t). Take x ∈ (1 − bn(τ))co(A), and let y be the
intersection of the ray ox with ∂co(A). Note that the ratio r = |xy|/|oy| ≥ bn(τ).
Take the homothety H with center y and ratio r. This homothety sends o to x and co(A) to
H(co(A)).
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Note that H(co(A)) ⊂ co(A) because co(A) is convex. Denoting
A′ = A ∩H(co(A)),
we have
|A′| ≥ rn − ǫn(τ).
The statement x ∈ d(A′; t) is implied by the statement that o ∈ d(C; t) for C = H−1(A′), which we
will now show. Note that |C| ≥ 1− r−nǫn(τ), which is the only property of C that will be used.
Then |B \C| ≤ r−nǫn(τ). We will now show that o ∈ d(C ∩B; t). Now, consider the homothety
H ′ scaling by a factor of − t1−t about o. If o 6∈ d(C ∩B; t), then at least one of y and H ′(y) is not
in C ∩ B for every y ∈ B. Therefore, a simple volume argument shows that if this were the case,
then (as B contains a cube of side length 2/
√
n):
r−nǫn(τ) ≥ |B \ C| ≥ |H ′(B)| = ( t
1− t )
n|B| ≥ ( τ
1− τ )
n(
2√
n
)n.
Therefore as bn(τ)
−n ≥ r−n, taking
ǫn(τ) < bn(τ)
n(
τ
1− τ )
n(
2√
n
)n,
we deduce that o ∈ d(C ∩B; t) and therefore in particular x ∈ d(A′; t).

Proof that Theorem 2.1 implies Theorem 1.4 using Theorem 1.2 . By approximation, we can as-
sume that A has polyhedral convex hull co(A) with the vertices of co(A) lying in A (see e.g.
[4, p.3 footnote 2]). Also, we may assume that t ≤ 12 since Theorem 1.4 is invariant under replacing
t with 1− t.
We take Cn = Γ
−1
n , take bn(τ) to be the minimum of τ and the constant such that
δn(τ)
−1(1− (1− bn(τ))n) = 1− Γnτ,
and take ǫn(τ) as in Lemma 2.2.
From Theorem 1.2, we see that we can choose ∆n(τ) sufficiently small so that
|co(A) \A| ≤ (1− ǫn(τ))|A| ≤ (1− ǫn(τ))|co(A)|,
and therefore by Lemma 2.2 there is a translate of (1− bn(τ))co(A) ⊂ d(A; t). Let o be the center
of homothety relating this translate of (1 − bn(τ))co(A) and co(A). Because bn(τ) ≤ τ , the region
to+(1−t)co(A) is contained in d(A; t), so from this we deduce that d(A∪{o}; t) = d(A; t). Therefore
we may assume without loss of generality that o ∈ A.
Note that the inequality in Theorem 1.4 that we want to deduce is equivalent to
|co(A) \ d(A; t)| ≤(1− C−1n τ)|co(A) \A|.
Triangulate co(A) into simplices Ti by triangulating ∂co(A) and coning off each facet at o. Then
in each simplex Ti, we claim that
|Ti \ d(A; t)| ≤ (1 − Γnτ)|Ti \A| = (1 − C−1n τ)|Ti \A|.
Provided |Ti \A| ≤ δn(τ)|Ti|, we have by Theorem 2.1 the stronger inequality
|Ti \ d(A ∩ Ti; t)| ≤ (1− Γnτ)|Ti \A|.
On the other hand, if |Ti \A| ≥ δn(τ)|Ti|, then as bn(τ)o + (1− bn(τ))Ti ⊂ d(A; t) ∩ Ti, we have
|Ti \ d(A; t)| ≤ |Ti|(1− (1− bn(τ))n) ≤ δn(τ)−1(1 − (1− bn(τ))n)|Ti \A| ≤ (1 − Γnτ)|Ti \A|.
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We conclude by noting
|co(A) \ d(A; t)| =
∑
|Ti \ d(A; t)| ≤
∑
(1 − Γnτ)|Ti \A| = (1 − C−1n τ)|co(A) \A|.

We will now prove Theorem 2.1. We may assume that t ≤ 12 since Theorem 2.1 is invariant
under replacing t with 1− t.
It suffices to prove the statement for a particular choice of T since all simplices of volume 1 in Rn
are equivalent under volume-preserving affine transformations. Hence we work in a fixed simplex
T ⊂ Rn from now on. Let x0, . . . , xn denote the vertices of T , and define the corner λi-scaled
simplices to be
Sji (λ) = (1− λi)xj + λiT for 0 ≤ j ≤ n
and set
Si(λ) := {S0i (λ), . . . , Sni (λ)}.
In the picture below, we’ve shaded one of the Sj2(
1
2 )’s inside T when n = 2.
Define the λi-scaled k-averaged simplices Ti,k(λ) iteratively by
Ti,0(λ) = Si(λ)
Ti,k+1(λ) = {λB1 + (1− λ)B2 | B1, B2 ∈ Ti,k(λ)}.
Note that all simplices in Ti,k(λ) are translates of λiT , and we have the inclusions
Ti,0(λ) ⊂ Ti,1(λ) ⊂ Ti,2(λ) ⊂ . . .
For fixed i, λ, the simplices in the family Ti,k(λ) eventually cover all of T and heavily overlap each
other as k→∞ (in fact the translates become dense among all possible translates of λiT which lie
inside T ). Shaded below are the simplices in T2,1(12 ) when n = 2.
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Remark 2.3. Lemma 2.4 is the crux of our argument. The proof of Lemma 2.4 shows that for all
T ′ ∈ Ti,k(1 − t), the set |A ∩ T ′| contains a translated copy of (1 − t)iA (up to a bounded error).
This fractal structure allows us to conclude that |A ∩ T ′| is bounded below by |T ′|(1− δ) (up to a
bounded error).
Lemma 2.4. The constants ci,k,n = i+ 2k are such that for every T
′ ∈ Ti,k(1− t) we have
|A ∩ T ′| ≥ |T ′|(1− δ)− ci,k,n|d(A; t) \A|.
Proof. For the remainder of this proof, we will denote
λ = 1− t,
and write for notational convenience Sij instead of S
i
j(λ). The following notation will be useful for
us: consider the translation that brings λiT to T ′ and denote by (λiA)T ′ the shift of the set λ
iA
under this translation.
We shall actually show the stronger inequalities
|(λiA)T ′ \A| ≤ ci,k,n|d(A; t) \A|
(this is stronger as |(λiA)T ′ | = |T ′|(1 − δ)).
First, we show the inequality when k = 0. Recall that if T ′ ∈ Ti,0(λ) then T ′ = Sji for some j.
The inequality is trivial for (i, k) = (0, 0) by definition of δ.
We now show the inequality for (i, k) = (1, 0). Note (λA)
S
j
1
= λxj + (1− λ)A ⊂ d(A; t), so
|(λA)
S
j
1
\A| ≤ |d(A; t) \A|.
Suppose we know the result for (i, 0), we now prove the result for (i+1, 0). Then (λi+1A)
S
j
i+1
=
(1− λi+1)xj + λi+1A, and we have
|(λi+1A)
S
j
i+1
\A| ≤ |(λi+1A)
S
j
i+1
\ (λA)
S
j
1
|+ |(λA)
S
j
1
\A|
= λn|(λiA)
S
j
i
\A|+ |(λA)
S
j
1
\A|
≤ (λnci,0,n + c1,0,n)|d(A; t) \A|
≤ ci+1,0,n|d(A) \A|.
Finally, we induct on k. We have proved the base case k = 0, so assume the inequality for (i, k).
We will now prove the inequality for (i, k + 1).
Thus we suppose that T ′ ∈ Ti,k+1, which by definition means that there exists T ′1, T ′2 ∈ Ti,k such
that
T ′ = λT ′1 + (1 − λ)T ′2.
We now prove an easy claim before returning to the proof of the lemma.
Claim 2.5. If X,X ′ are translates of each other in Rn with common volume V = |X | = |X ′|,and
Y ⊂ X , Y ′ ⊂ X ′ are subregions. Then if V ′ is a constant such that |X \Y |, |X ′ \Y ′| ≤ V ′, we have
|λY + (1− λ)Y ′| ≥ V − V ′.
Proof. We have |Y |, |Y ′| ≥ V − V ′, so the result follows from the Brunn-Minkowski inequality. 
Returning to the proof of the lemma, we have by the induction hypothesis that both
|(λiA)T ′
1
\A| ≤ ci,k,n|d(A; t) \A|, and
|(λiA)T ′
2
\A| ≤ ci,k,n|d(A; t) \A|.
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Because (λiA)T ′
1
and (λiA)T ′
2
are translates of each other with common volume (1− δ)|T ′|, setting
X = (λiA)T ′
1
, X ′ = (λiA)T ′
2
, Y = A ∩ (λiA)T ′
1
, Y ′ = A ∩ (λiA)T ′
2
we deduce from the claim that
|λ(A ∩ (λiA)T ′
1
) + (1− λ)(A ∩ (λiA)T ′
2
)| ≥ |T ′|(1 − δ)− ci,k,n|d(A; t) \A|.
Because d(A; t) = λA+ (1 − λ)A and (λid(A; t))T ′ = λ(λiA)T ′
1
+ (1 − λ)(λiA)T ′
2
, we have
|d(A; t) ∩ (λiA)T ′ | ≥ |d(A; t) ∩ (λid(A; t))T ′ | − |λid(A; t) \ λiA|
≥ |d(A; t) ∩ (λid(A; t))T ′ | − |d(A; t) \A|
≥ |λ(A ∩ (λiA)T ′
1
) + (1− λ)(A ∩ (λiA)T ′
2
)| − |d(A; t) \A|
≥ |T ′|(1− δ)− (ci,k,n + 1)|d(A; t) \A|,
which as |(λiA)T ′ | = (1− δ)|T ′| is equivalent to
|(λiA)T ′ \ d(A; t)| ≤ (ci,k,n + 1)|d(A; t) \A|.
We conclude that
|(λiA)T ′ \A| ≤ |(λiA)T ′ \ d(A; t)|+ |d(A; t) \A|
≤ (ci,k,n + 2)|d(A; t) \A|
≤ ci,k+1,n|d(A; t) \A|.

Lemma 2.6. Let λ ∈ [ 12 , 1). Then every translate T ′ ⊂ T of 12nλiT is completely contained in
some element of Ti,k(λ) with
k =
n∑
j=1
⌈log( 1
2j
λi)/ log(λ)⌉.
Proof. We will need the following notation. Let Tk(λ;λ′;T ) be recursively defined by setting
T0(λ;λ′;T ) = {λ′T + (1− λ′)xj | j ∈ {0, . . . , n}}
Tk(λ;λ′;T ) = {λB1 + (1− λ)B2 | B1, B2 ∈ Tk−1(λ;λ;T )}.
Note that by definition, Ti,k(λ) = Tk(λ;λi;T ). We will actually prove the stronger statement that
every translate of 12nµT is completely contained in some element of Tk′(λ;µ;T ) for
k′ =
n∑
j=1
⌈log( 1
2j
µ)/ log(λ)⌉.
To prove this we need the following claim, which is essentially equivalent to the result for n = 1.
Claim 2.7. Let λ ∈ [ 12 , 1) and µ ∈ (0, 1]. Then every weighted average of two (corner) simplices
in T0(λ;µ/2;T ) lies in some simplex of Tℓ(λ;µ;T ) with ℓ = ⌈log(12µ)/ log(λ)⌉
Proof. Because we are only taking weighted averages of two simplices, the claim is implied by
the one-dimensional version of the claim. We may assume that T = [0, 1], so that T0(λ;µ;T ) =
{[0, µ], [1−µ, 1]}, and we want to show that Tℓ(λ;µ;T ) contains every sub-interval of [0, 1] of length
µ/2.
We will now proceed by showing that the largest distance between consecutive midpoints of
intervals in Tj+1(λ;µ;T ) is at most λ times the largest such distance in Tj(λ;µ;T ). Let I1, I2 be
two consecutive intervals in Tj(λ;µ;T ) for some j. Then in Tj+1(λ;µ;T ) we also have the intervals
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J = λI1+(1−λ)I2 and K = (1−λ)I1+λI2, and the intervals I1, J,K, I2 appear in this order from
left to right as λ ≥ 12 . If d is the distance between the midpoints of I1, I2, then the distances between
the consecutive midpoints of I1, J,K, I2 are (1−λ)d, (2λ− 1)d, (1−λ)d respectively. Therefore, the
largest distance between two midpoints in Tj+1(λ;µ;T ) is at most max(1 − λ, 2λ − 1, 1 − λ) ≤ λ
times the largest distance between two consecutive midpoints in Tj(λ;µ;T ).
Therefore, the distance between two consecutive midpoints in Tℓ(λ;µ;T ) is at most λℓ. If λℓ ≤
µ/2, then every interval of length µ/2 contains the midpoint of an interval of Tℓ(λ;µ;T ) (which
consists of intervals of length µ), and is hence contained in this interval. 
We prove our desired statement by induction on the dimension n. The claim above proves the
base case n = 1, so now assuming the statement is true for dimensions up to n− 1, we will show it
to be true for n.
Let T ′ ⊂ T be a fixed translate of 12nµT , with vertices x′0, . . . , x′n. Denote by F the facet of T
opposite xn, and denote by F
′ the facet of T ′ opposite the corresponding vertex x′n. Denote by H
the hyperplane spanned by F ′. Then S = H ∩ T is an n − 1-simplex, with vertices y0, . . . , yn−1
such that yi is on the edge of T connecting xi to xn.
If the common ratio r := |yjxn|/|xjxn| ≤ µ/2, then T ′ is already contained inside T0(λ;µ;T )
and we are done. Otherwise, denote by T0, . . . , Tn−1 ⊂ T the translates of 12µT that sit on H and
have corners at y0, . . . , yn−1 respectively. Denote the facet Ti∩H of Ti by Fi. We remark that each
Fi is a translate of µ
′S for some fixed µ′ ≥ µ/2.
By the claim, the simplices T0, . . . , Tn−1 are completely contained in elements of Tℓ(λ;µ;T ) with
ℓ = ⌈log(1
2
µ)/ log(λ)⌉.
By the induction hypothesis applied to the n − 1-simplex S, F ′ is completely contained in a
simplex from the family Tℓ′(λ;µ′;S) for
ℓ′ :=
n−1∑
j=1
⌈log(µ′/2j)/ log(λ)⌉.
Note that F ′ is contained in a certain iterated weighted average of the facets F0, . . . , Fn−1if and only
if T ′ is contained in the analogously defined iterated weighted average of T0, . . . , Tn−1. Therefore
T ′ ∈ Tℓ+ℓ′(λ;µ).
Finally, note that as µ′ ≥ µ/2, we have that ℓ+ ℓ′ ≤ k′, so T ′ ∈ Tk′ (λ;µ) as desired.

Proof of Theorem 2.1. First, note there exists a constant Dn ≥ 1 such that the following is true.
For any proper sub-simplex R ⊂ T with R homothetic to T and |R| ≥ 12 , there exists a µ ∈ (0, 1)
(depending on R) and a collection of sub-simplices T1, . . . , TN ⊂ T which are translates of 12nµT ,
covering T \R, and such that
∑
i
|Ti| ≤ 2−n(n+1)Dn|T \R|.
Take the point o ∈ T furnished by Lemma 2.2, and set o to be the origin. Then if we choose
δn(τ) sufficiently small, we have by Lemma 2.2 that R0 = (1 − 12Dn )
1
nT is contained in d(A; t).
Note that by construction |R0| = 1 − 12Dn . The above yields fixed simplices T1, . . . , TN which are
translates of 12nµT for a fixed constant µ satisfying the above properties with R = R0.
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Set i = ⌊log(µ)/ log(1 − t)⌋. This i satisfies (1 − t)i+1 < µ ≤ (1 − t)i. Note i depends on t.
Then we have for every k, every simplex in Ti,k(1− t) is a translate of αµT for some fixed α ∈ [1, 2]
(depending on t), as [1, 11−t ] ⊂ [1, 2]. Note that
n∑
j=1
⌈log( 1
2j
(1− t)i)/ log(1− t)⌉ ≤
n∑
j=1
⌈log( 1
2j
µ)/ log(1− t)⌉
≤ n(| log( 1
2n
µ)|1
t
+ 1)
Therefore taking k = n(| log( 12nµ)| 1t +1), which we note depends on t, Lemma 2.6 implies that the
simplices in Ti,k(1 − t) cover every translate of 12nµT , and in particular there are simplices which
cover each of T1, . . . , TN . Let A = {T ′1, . . . , T ′N} with Tj ⊂ T ′j ∈ Ti,k(1 − t) be such a family. Note
that |A| = N is a universal constant. As each T ′j is a translate of αµT with α ∈ [1, 2], we have
|T ′j | ≤ 2n(n+1)|Tj |
for all j. Therefore,
∑
T ′∈A
|T ′| ≤ Dn|T \R|.
Recalling that R0 ⊂ d(A; t), we thus have
|T \ d(A; t)| = |(T \R0) \ d(A; t)|
≤
∑
T ′∈A
|T ′ \ d(A; t)|
≤
∑
T ′∈A
|T ′| − |T ′ ∩A|
≤
∑
T ′∈A
|T ′| −
∑
T ′∈A
(|T ′|(1− δ)− ci,k,n|d(A; t) \A|)
= δ
∑
T ′∈A
|T ′|+ |A| · ci,k,n · |d(A; t) \A|
≤ δDn|T \R0|+ |A| · ci,k,n · |d(A; t) \A|
=
1
2
δ + |A| · ci,k,n · |d(A; t) \A|
=
1
2
|T \A|+ |A| · ci,k,n · (|T \A| − |T \ d(A; t)|).
Therefore
|T \ d(A; t)| ≤
1
2 + |A| · ci,k,n
1 + |A| · ci,k,n |T \A|
= (1 − 1
2(1 + |A| · ci,k,n) )|T \A|.
Note that
i = ⌊log(µ)/ log(1 − t)⌋ ≤ | log(µ)|1
t
≤ | log( 1
2n
µ)|1
t
.
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As |A| = N is a constant and ci,k,n = i + 2k ≤ (2n + 1)|(log( 12nµ)| 1τ + 2n, there is an absolute
constant Γn such that
− 1
2(1 + |A| · ci,k,n) ≤ −Γnτ,
and the result follows. 
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