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INVERSE MEAN CURVATURE FLOW AND THE
STABILITY OF THE POSITIVE MASS THEOREM
BRIAN ALLEN
Abstract. We study the stability of the Positive Mass Theorem (PMT)
in the case where a sequence of regions of manifolds with positive scalar
curvature U iT ⊂ M
3
i are foliated by a smooth solution to Inverse Mean
Curvature Flow (IMCF) which may not be uniformly controlled near the
boundary. Then if ∂U iT = Σ
i
0 ∪ Σ
i
T , mH(Σ
i
T ) → 0 and extra technical
conditions are satisfied we show that U iT converges to a flat annulus with
respect to Sormani-Wenger Intrinsic Flat (SWIF) convergence.
1. Introduction
If we consider a complete, asymptotically flat manifold with nonnegative
scalar curvature M3 then the Positive Mass Theorem (PMT) says that M3
has positive ADM mass. The rigidity statement says that if mADM (M) = 0
then M is isometric to Euclidean space. In this paper we are concerned
with the stability of this rigidity statement in the case where we can foliate
a region ofM by a smooth solution of Inverse Mean Curvature Flow (IMCF).
The stability problem for the PMT has been studied by many authors and
one should see the author’s previous work [2] for a more complete discussion
of the history of this problem. Here we particularly note the work of Lee and
Sormani [21] on stability of the PMT under the assumption of rotationally
symmetry and the work of Huang, Lee and Sormani [16] under the assump-
tion that the asymptotically flat manifold can be represented as a graph
over Rn. We also note the recent work of Sormani and Stavrov [29] where
the stability of the PMT is studied on geometricstatic manifolds and the
work of Bryden [8] where stability of the PMT is studied on axisymmetric
manifolds under W 1,p, 1 ≤ p < 2, convergence.
In [2] the author studied the stability of the PMT on manifolds which can
be foliated by a smooth solution of Inverse Mean Curvature Flow (IMCF)
which is uniformly controlled. Under these assumption the author was able
to show that a sequence of regions of asymptotically flat manifolds whose
Hawking mass goes to zero will converge to Euclidean space under L2 con-
vergence. The goal of the current paper is to extend these results in order to
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address the conjecture of Lee and Sormani [21] on the stability of the PMT
under Sormani-Wenger Intrinsic Flat(SWIF) convergence.
In [17], Huisken and Ilmanen show how to use weak solutions of IMCF
in order to prove the Riemannian Penrose Inequality (RPI) in the case of a
connected boundary and they note that their techniques give another proof
of the PMT for asymptotically flat Riemanian manifolds when n = 3 (see
Schoen and Yau [27], and Witten [32] for more general proofs of the PMT
as well as Bray [6] for a more general proof of the RPI). The rigidity of both
the PMT and the RPI are also proved in [17] and the present work builds off
of these arguments by using IMCF to provide a special coordinate system
on each member of the sequence of manifolds M3i to show stability of the
PMT.
If we have Σ2 a surface in a Riemannian manifold, M3, we will denote
the induced metric, mean curvature, second fundamental form, principal
curvatures, Gauss curvature, area, Hawking mass and Neumann isoperimet-
ric constant as g, H, A, λi, K, |Σ|, mH(Σ), IN1(Σ), respectively. We will
denote the Ricci curvature, scalar curvature, sectional curvature tangent to
Σ, and ADM mass as Rc, R, K12, mADM (M), respectively.
Now the class of regions of manifolds to which we will by proving stability
of the PMT is defined.
Definition 1.1. Define the class of manifolds with boundary foliated by
IMCF as follows
MT,H1,A1r0,H0,I0 := {UT ⊂M,R ≥ 0|∃Σ ⊂Mcompact, connected surface such that
IN1(Σ) ≥ I0,mH(Σ) ≥ 0,and |Σ| = 4πr20.
∃Σt smooth solution to IMCF, such that Σ0 = Σ,
H0 ≤ H(x, t) ≤ H1, |A|(x, t) ≤ A1 for t ∈ [0, T ],
and UT = {x ∈ Σt : t ∈ [0, T ]}}
where 0 < H0 < H1 <∞, 0 < I0, A1, r0 <∞ and 0 < T <∞.
Before we state the stability theorems we define some metrics on Σ×[0, T ]
that will be used throughout this document.
δ =
r20
4
etdt2 + r20e
tσ(1)
gˆi =
1
Hi(x, t)2
dt2 + gi(x, t)(2)
where σ is the round metric on Σ and gi(x, t) is the metric on Σit. The first
metric is the flat metric and the second is the metric on U iT with respect to
the foliation.
We start by stating the first stability result which requires the strongest
hypothesis in order to conclude C0,α convergence of the Riemannian metric
tensors. Despite the strong hypotheses, this theorem is particularly impor-
tant because it allows us to use the results of Lakzian and Sormani [20], on
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smooth convergence away from singular sets, when we allow these bound to
degenerate in order to prove Theorem 1.8.
One should note that all of the norms in the theorems below are defined
with respect to δ on Σ × [0, T ]. This requires a diffeomorphism onto the
coordinate space which was defined in the author’s previous work [2] and is
discussed in Theorem 3.3.
Theorem 1.2. Let U iT ⊂ M3i be a sequence s.t. U iT ⊂ MT,H1,A1r0,H0,I0 and
mH(Σ
i
T )→ 0 as i→∞. If we assume that
|Hi|C0,α(Σ×[0,T ]) ≤ C(3)
|Ki|C0,α(Σ×[0,T ]) ≤ C(4)
|Rci(ν, ν)|C0,α(Σ×[0,T ]) ≤ C(5)
|Ri|C0,α(Σ×[0,T ]) ≤ C(6)
diam(Σit) ≤ D ∀i, t ∈ [0, T ](7)
Hi(x, 0)
2 ≤ 4
r20
+
C
i
(8)
then gˆi converges in C0,α to δ.
Remark 1.3. Note that the bound |Hi|C0,α(Σ×[0,T ]) ≤ C gives Holder control
on H i in space and time which allows us to conclude C0,α convergence of
Hi to the correct value for a sphere. The curvature bounds plus the previ-
ous results of the author [2] gives C0,α convergence to spheres in directions
tangent to Σt. These facts taken together give C
0,α convergence of gˆi to δ.
Now we state another stability result which does not require the C0,α
control on Hi but requires all the other hypotheses in order to obtain GH
and SWIF convergence. In general we do not expect GH stability of the
PMT (See Example 5.6 in Lee and Sormani [21]) but the curvature bounds
assumed make GH convergence reasonable in these theorems. It is important
to note that we do not need bounds on the full Ricci tensor though and again
the importance of this Theorem is when we allow these bounds to degenerate
in order to prove Theorem 1.9.
Theorem 1.4. Let U iT ⊂ M3i be a sequence s.t. U iT ⊂ MT,H1,A1r0,H0,I0 and
mH(Σ
i
T )→ 0 as i→∞. If we assume that
|Ki|C0,α(Σ×[0,T ]) ≤ C(9)
|Rci(ν, ν)|C0,α(Σ×[0,T ]) ≤ C(10)
|Ri|C0,α(Σ×[0,T ]) ≤ C(11)
diam(Σit) ≤ D ∀i, t ∈ [0, T ](12)
Hi(x, 0)
2 ≤ 4
r20
+
C
i
(13)
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then gˆi converges uniformly to δ, as well as,
(UT , gˆ
i)
GH−→ (S2 × [0, T ]), δ)(14)
(UT , gˆ
i)
F−→ (S2 × [0, T ]), δ).(15)
Remark 1.5. One should compare this theorem with the work of Finster
[12], Bray and Finster [7], and Finster and Kath [13] in the case where M i
is a spin manifold and a C0 bound on |Rm| and a L2 bound on |∇Rm| are
assumed in order to show C0 convergence to Euclidean space. In that case
the level sets of the spinor field ψ are analogous to the solution of IMCF at
time t, Σt, and so it is interesting to note that we do not need a bound on
the Riemann tensor in this work. Instead, if we settle for a weaker notion
of convergence then we can get away with considerably weaker assumptions
on the curvature of Mi.
We now give one more version of the stability of the PMT where we
require less curvature information in exchange for comparison inequality
between the metric on Σit induced from U
i
T and the corresponding sphere
r20σe
t.
Theorem 1.6. Let U iT ⊂ M3i be a sequence s.t. U iT ⊂ MT,H1,A1r0,H0,I0 and
mH(Σ
i
T )→ 0 as i→∞. If we assume that
|Rci(ν, ν)|C0,α(Σ×[0,T ]) ≤ C(16) (
1− C
j
)
r20e
tσ ≤ gi(x, t) ≤ Cr20etσ ∀(x, t) ∈ Σ× [0, T ](17)
Hi(x, 0)
2 ≤ 4
r20
+
C
i
(18)
then gˆi converges uniformly to δ, as well as,
(UT , gˆ
i)
GH−→ (S2 × [0, T ]), δ)(19)
(UT , gˆ
i)
F−→ (S2 × [0, T ]), δ).(20)
Remark 1.7. One can think of assumption (17) as a relaxation of the as-
sumption of rotational symmetry made by Lee and Sormani [21]. The lower
bound is stronger than the upper bound because of the observations of the
author and Sormani [4] on comparing L2 convergence to GH and SWIF
convergence (See Theorem 2.4 for a similar assumption). In particular, Ex-
ample 3.4 of the author and Sormani’s paper [4] illustrates what can happen
if this lower bound is not assumed.
In this version of the stability of the PMT one could replace assumption
(16) with
Rci(ν, ν) ≥ −C
i
(21)
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and the result will also follow. This is becuase in the other versions of
stability the assumption (16) is used in a more essential way but here it is
just used to achieve (21) and hence it could be advantageous to allow the
upper bound on Rci(ν, ν) to degenerate.
Now if we define
U
i,tk2
tk1
= {x ∈ Σit : t ∈ [tk1 , tk2 ]}(22)
then we can say that
U
i,tk2
tk1
∈ Mtk2−tk1 ,H1,A1r0,H0,I0(23)
by noticing that the substitution s = t− tk1 where s ∈ [0, tk2 − tk1] implies
U i
tk2−tk1 ∈ M
tk2−tk1 ,H1,A1
r0,H0,I0
.(24)
Then we can obtain the new result which allows the regions foliated by
IMCF to approach jump regions and obtains SWIF convergence (See figure
1).
Theorem 1.8. Let U iT ⊂M3i be a sequence and choose tk1, tk2 ∈ [0, T ], k ∈ N
where
tk1 < t
k
2, lim
k→∞
tk1 = 0, lim
k→∞
tk2 = T.(25)
Assume U
i,tk2
tk1
⊂Mtk2−tk1 ,Hk1 ,Ak1
rk0 ,H
k
0 ,I
k
0
∀k > 0 where
lim
k→∞
rk0 = r0, lim
k→∞
Hk0 = lim
k→∞
Ik0 = 0, lim
k→∞
Hk1 = lim
k→∞
Ak1 =∞(26)
and mH(Σ
i
T )→ 0 as i→∞. If we further assume that
|Hi|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(27)
|Ki|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(28)
|Rci(ν, ν)|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(29)
|Ri|C0,α(Σ×[ti1,ti2]) ≤ Ck(30)
diam(Σit) ≤ C ∀i, t ∈ [0, T ](31)
∃f(t) ∈ L1([0, T ]) 1
Hi(x, t)
≤ f(t) for t ∈ [0, T ](32)
where lim
k→∞
Ck =∞ then
(UT , gˆ
i)
F−→ (S2 × [0, T ], δ).(33)
This result is in line with the conjecture of Lee and Sormani [21] since
it gives SWIF convergence only but it requires a bound on the sequence of
IMCF solutions (27) which we do not expect to have in general. So now we
state another stability result which gives SWIF convergence where (27) is
replaced with (39) and (51).
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(U iT , gˆ
i)
U
i,tk2
tk1
Σi0
Σi
tk1
Σi
tk2
ΣiT (S2 × [0, T ], δ)
Figure 1. Visualizing the construction of Theorem 1.9 in
the paramaterization space S2 × [0, T ].
Theorem 1.9. Let U iT ⊂M3i be a sequence and choose tk1, tk2 ∈ [0, T ], k ∈ N
where
tk1 < t
k
2, lim
k→∞
tk1 = 0, lim
k→∞
tk2 = T.(34)
Assume U
i,tk2
tk1
⊂Mtk2−tk1 ,Hk1 ,Ak1
rk0 ,H
k
0 ,I
k
0
∀k > 0 where
lim
k→∞
rk0 = r0, lim
k→∞
Hk0 = lim
k→∞
Ik0 = 0, lim
k→∞
Hk1 = lim
k→∞
Ak1 =∞(35)
IMCF AND THE STABILITY OF THE PMT 7
and mH(Σ
i
T )→ 0 as i→∞. If we further assume that
|Ki|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(36)
|Rci(ν, ν)|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(37)
|Ri|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(38)
lim inf
i→∞
dΣi0
(θ1, θ2) ≥ dS2(r0)(θ1, θ2) ∀θ1, θ2 ∈ S2(39)
diam(Σit) ≤ C ∀i, t ∈ [0, T ](40)
Hi(x, t
k
1)
2 ≤ 4
r20
+
Ck
i
(41)
∃K ∈ N,∀k ≥ K Ai(·, ·) > 0 on U iT \ (U i,kT ∪ ∂U iT )(42)
∃f(t) ∈ L1([0, T ]) 1
Hi(x, t)
≤ f(t) for t ∈ [0, T ](43)
where lim
k→∞
Ck =∞ then
(UT , gˆ
i)
F−→ (S2 × [0, T ], δ).(44)
Now we would like to remove some of the curvature conditions of the last
theorem in exchange for metric bounds on gi and so we replace (36) and
(38) with (48).
Theorem 1.10. Let U iT ⊂ M3i be a sequence and choose tk1, tk2 ∈ [0, T ],
k ∈ N where
tk1 < t
k
2, lim
k→∞
tk1 = 0, lim
k→∞
tk2 = T.(45)
Assume U
i,tk2
tk1
⊂Mtk2−tk1 ,Hk1 ,Ak1
rk0 ,H
k
0 ,I
k
0
∀k > 0 where
lim
k→∞
rk0 = r0, lim
k→∞
Hk0 = lim
k→∞
Ik0 = 0, lim
k→∞
Hk1 = lim
k→∞
Ak1 =∞(46)
and mH(Σ
i
T )→ 0 as i→∞. If we further assume that
|Rci(ν, ν)|C0,α(Σ×[tk1 ,tk2 ]) ≤ Ck(47) (
1− Ck
j
)
r20e
tσ ≤ gi(x, t) ≤ Ckr20etσ ∀(x, t) ∈ Σ× [0, T ](48)
lim inf
i→∞
dΣi0(θ1, θ2) ≥ dS2(r0)(θ1, θ2) ∀θ1, θ2 ∈ S
2(49)
Hi(x, t
k
1)
2 ≤ 4
r20
+
Ck
i
(50)
∃K ∈ N,∀k ≥ K Ai(·, ·) > 0 on U iT \ (U i,kT ∪ ∂U iT )(51)
∃f(t) ∈ L1([0, T ]) 1
Hi(x, t)
≤ f(t) for t ∈ [0, T ](52)
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where lim
k→∞
Ck =∞ then
(UT , gˆ
i)
F−→ (S2 × [0, T ], δ).(53)
Remark 1.11. One should compare this result with the result of Lee and
Sormani [21] where SWIF convergence is obtained under the assumption of
rotational symmetry. In particular, notice that we allow the lower bound
on mean curvature to degenerate (46) which is what we expect when a thin
gravity well develops at the center of the parameterization space. Also, notice
that we allow the curvature bounds (47), (38) to degenerate which is why we
do not expect GH convergence and which is also expected to happen when
thin gravity wells develops at the boundary of the parameterization space.
Note that the assumption (52) is to control the growth rate of the mean
curvature which when combined with (40) gives a bound on the diameter
of UT in Lemma 3.14. In the rotationally symmetric case this assumption
appears through the choice of D which is the distance which defines the
tubular neighborhood TD(Σ0) around the symmetric sphere Σ0 of area A0.
Hence the radial distance is also assumed to be bounded in the rotationally
symmetric case.
We also point out that (50) is used to obtain the C0 convergence from
below assumption in Lemma 3.20 which was observed to be so important in
the work of the author and Sormani [4], in the case of warped products, in
order to show that L2 convergence agreed with the GH and SWIF conver-
gence. This is related to the author’s previous work where L2 stability was
obtained.
Lastly, (51) and (39) are used to control a metric approximation quantity
in Lemma 3.17 which appears in the work of Lakzian and Sormani [20], and
Lakzian [19] where the authors were concerned with using smooth conver-
gence away from a singular set in order to conclude SWIF convergence on
a larger set. It is important to note that (39) is comparing the distances on
Σi0 to a sphere with the same area radius (See Proposition 3.3 for details on
the parameterization). There is freedom in the argument to choose any area
preserving diffeomorphism of Σ0 and S
2(r0) so implied in this condition is
that a choice of area preserving diffeomorphisms is made where (39) is sat-
isfied. We discuss condition (39) in some detail in Example 6.1. We note
that (51) is just restricting the kinds of foliations by IMCF we are allowed
to consider when the IMCF becomes singular and is satisfied everywhere in
the rotationally symmetric case.
Remark 1.12. In the author’s previous work [2] it was noted that if Σ0 is
a minimizing hull then the main result of [2], Theorem 3.6, also applies to
the regions between jumps of the weak formulation of Huisken and Ilmanen
if we stay away from the jump times. The important part of Theorem 1.8
and Theorem 1.9 is that they allow t = 0 and t = T to be singular times of
the weak solution to IMCF, i.e. Σ0 could be the result of a jump of a weak
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solution of IMCF and ΣT could be a surface which will jump instantly to the
outward minimizing hull under the weak solution to IMCF.
In order to see this it is important to remember three important lemmas
of Huisken and Ilmanen:
• Smooth flows satisfy the weak formulation in the domain they foliate
(Lemma 2.3 [17]).
• The weak evolution of a smooth, H > 0, strictly minimizing hull is
smooth for a short time (Lemma 2.4 [17]).
• It can be shown that the weak solution remains smooth until the first
moment when either Σt 6= Σ′t, H ց 0 or |A| ր ∞ where Σ′t is the
outward minimizing hull of Σt (Remark after Lemma 2.4 [17]).
This illustrates why it is important to allow the bounds on H and |A| to
degenerate as the solution approaches t = 0, T . Also, if Σ0 is the result of
a jump of a weak solution of IMCF then it is expected for H = 0 on some
portion of Σ0 and hence it is important to allow H = 0 on Σ
i
0 and Σ
i
T . See
Example 6.2 for a discussion of how the results of this paper can be used in
combination with weak solutions of IMCF.
In Section 2, we review the definitions and important theorems for Uni-
form, GH and SWIF convergence. In particular, we review the compactness
theorem of Huang, Lee and Sormani [21] which is used to obtain Uniform,
GH and SWIF convergence to an unspecified length space under Lipschitz
bounds. We also review the work on distance preserving maps of Lee and
Sormani [21] as well as the work of Lakzian and Sormani [20] and Lakzian
[19] on smooth convergence away from singular sets. To this end we prove
a similar theorem to [20], Theorem 2.7, which is useful for our context since
we can use the foliation by IMCF to achieve important metric estimates in
section 3.
In Section 3, we review results from the author’s previous work [2] where
L2 convergence was obtained under less assumptions than Theorem 1.4 and
Theorem 1.9. We also obtain new results on the geodesic structure of a
region of a manifold foliated by IMCF as well as metric estimates which are
crucial for applying the results of section 2 in section 4.
In Section 4, we will use IMCF to show how to find Uniform, GH, and Flat
convergence of gˆj to δ. In this section we establish all of the assumptions
we need to show GH convergence which culminates in Theorem 4.11. Also,
interesting results on geodesics on regions foliated by IMCF are established
in Lemma 3.10, Corollary 3.11 and Corollary 3.12 which we believe could
be of independent interest.
In Section 5, we show how to prove Theorem 1.4 using the results of the
last section. In this section we see how some of the assumptions that were
needed for GH convergence in the last section follow from IMCF and the
stability assumptions on the Hawking mass.
In Section 6, we give three examples which serve to illustrate some of the
hypotheses of Theorem 1.9 as well as discuss the application of the author’s
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stability theorems in combination with a further understanding of properties
of weak and strong solutions of IMCF.
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2. Background on Uniform, GH, and SWIF Convergence
In this section we review the definitions of important notions of conver-
gence for metric spaces as well as review important prior results related to
these notions that will be used in this paper. Our aim is to give a brief
introduction to these concepts without technical details so we will refer-
ence sources where the reader can obtain a more complete understanding if
desired.
2.1. Uniform Convergence. Consider the metric spaces (X, d1), (X, d2)
and define the uniform distance between them to be
dunif (d1, d2) = sup
x,y∈X
|d1(x, y)− d2(x, y)|.(54)
Notice that if you think of the metrics as functions, di : X ×X → R, then
the uniform distance dunif (d1, d2) is equivalent to the C
0 distance between
functions. We say that a sequence of metrics spaces (X, dj) converges to the
metric space (X, d∞) if dunif (dj , d∞)→ 0 as j →∞.
One limitation of uniform convergence is that it requires the metric spaces
to have the same topology. In our setting this is not a problem since it was
shown in the author’s previous result [2] that U iT eventually has the topology
of S2×R and hence this notion of convergence shows up in Theorem 1.4. See
the text of Burago, Burago, and Ivanov [9] for more information on uniform
convergence.
2.2. Gromov-Hausdorff Convergence. Gromov-Hausdorff convergence
was introduced by Gromov in [14] and which is discussed in the text of
Burago, Burago, and Ivanov [9]. It measures a distance between metric
spaces and is more general than uniform convergence since it doesn’t require
the metrics spaces to have the same topology. It is an intrinsic version of
the Hausdorff distance between sets in a common metric space Z which is
defined as
(55) dZH(U1, U2) = inf{r : U1 ⊂ Br(U2) and U2 ⊂ Br(U1)},
where Br(U) = {x ∈ Z : ∃y ∈ U s.t. dZ(x, y) < r}. In order to define
the distance between a pair of compact metric spaces, (Xi, di), which may
not lie in the same compact metric space, we use distance preserving maps
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to embed both metric spaces in a common, compact metric space Z. A
distance preserving map is defined by
(56) ϕi : Xi → Z such that dZ(ϕi(p), ϕi(q)) = di(p, q) ∀p, q ∈ Xi
where it is important to note that we are requiring a metric isometry here
which is stronger than a Riemannian isometry.
The Gromov-Hausdorff distance between two compact metric spaces, (Xi, di),
is then defined to be
(57) dGH((X1, d1), (X2, d2)) = inf{dZH(ϕ1(X1), ϕ2(X2)) : ϕi : Xi → Z}
where the infimum is taken over all compact metric spaces Z and all distance
preserving maps, ϕi : Xi → Z.
2.3. Sormani-Wenger Intrinsic Flat Convergence. Gromov-Hausdorff
distance between metric spaces is an extremely powerful and useful notion of
distance but has been observed to be poorly suited for questions involving
scalar curvature [28]. To this end we now define another notion of con-
vergence, introduced by Sormani and Wenger in [30], which is defined on
integral currents spaces.
The idea is to build an intrisic version of the Flat distance on Rn of
Federrer and Fleming [11] for any metric space. If this is to be succesful
one needs a notion of integral currents on metric spaces and such a current
structure was introduced by Ambrosio and Kirchheim [1] which is called
an integral current space. The construction of Ambrosio and Kirchheim [1]
allows one to define the flat distance for currents T1, T2 of an integral current
space Z as follows
dZF (X1,X2) = inf{Mn(A) +Mn+1(B) : A+ ∂B = X1 −X2}.(58)
Then Sormani and Wenger [30] used this notion of flat convergence to
define the intrinsic notion of convergence for integral currents spaces M1 =
(X1, d1, T1) and M2 = (X2, d2, T2) in an analogous way to GH convergence.
The Sormani-Wenger Intrinsic Flat (SWIF) distance is defined as
dF (M1,M2) = inf{dZF (ϕ1#T1, ϕ2#T2 : ϕjXj → Z}(59)
where the infimum is taken over all complete metric spaces Z and all metric
isometric embeddings ϕj : Xj → Z such that
dZ(ϕj(x), ϕj(y)) = dXj (x, y) ∀x, y ∈ Xj .(60)
In [30] Sormani and Wenger prove many important properties about this
notion of convergence and since much work has been done to obtain a further
understanding of this notion of convergence, some of which will be reviewed
below. See Sormani [28] for many interesting examples of SWIF convergence
and its relationship to GH convergence.
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2.4. Estimating Distance Preserving Maps. It is important to note
that a Riemannian isometry between Riemannian manifolds is weaker than
a distance preserving map between the corresponding metric spaces. Often
times when attempting to estimate the SWIF distance between Riemannian
manifolds one would like to deduce information about a distance preserving
map from a Riemannian isometry and one tool in this direction is provided
by the following theorem of Lee and Sormani if you can estimate the quantity
(61).
Theorem 2.1 (Lee and Sormani [21]). Let ϕ : M → N be a Riemannian
isometric embedding and let
(61) CM := sup
p,q∈M
(dM (p, q)− dN (ϕ(p), ϕ(q))) .
If
Z = {(x, 0) : x ∈ N} ∪ {(x, s) : x ∈ ϕ(M), s ∈ [0, SM ]} ⊂ N × [0, SM ](62)
where
SM =
√
CM (diam(M) + CM ).(63)
Then ψ : M → Z defined as ψ(x) = (ϕ(x), Sm), is an isometric embedding
into (Z, dZ ) where dZ is the induced length metric from the isometric product
metric on N × [0, SM ].
We will use this result in subsection 2.8 where the constant (61) appears
in (92).
2.5. Estimating SWIF Distance. With Theorem 2.1 in mind Lee and
Sormani were able to give an important estimate of the SWIF distance
between Riemannian manifolds.
Theorem 2.2 (Lee and Sormani [21]). If ϕi :M
n
i → Nn+1 are Riemannian
isometric embeddings with embedding constants CMi as in (61), and if they
are disjoint and lie in the boundary of a region W ⊂ N then
dF (M1,M2) ≤ SM1(V oln(M1) + V oln−1(∂M1))(64)
+ SM2(V ol(M2) + V oln−1(∂M2))(65)
+ V oln+1(W ) + V oln(V )(66)
where V = ∂W \ (ϕ(M1) ∪ ϕ(M2)) and SMi are defined in (63).
We will use this result in the proof of Theorem 2.7.
2.6. Key Compactness Theorem. An important compactness theorem
was introduced by Wenger [32], Wenger’s Compactness Theorem, which says
that given an integral current space M = (X, d, T ) where
V ol(M) ≤ V0 V ol(∂M) ≤ A0 Diam(M) ≤M0(67)
then a subsequence exists which converges in the SWIF sense to an integral
current space which could be the zero space. This compactness theorem
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is important to understanding SWIF convergence and can be very useful
in applications. In the case of Theorem 1.4 we expect to get uniform, GH
and SWIF convergence and hence it is advantageous to have a compactness
theorem which guarantees that all three of these notions of convergence
agree. In the paper by Huang, Lee and Sormani [16] on stability of the PMT
for graphs a similar compactness theorem was needed, and hence proven,
which we review here.
Theorem 2.3 (Huang, Lee and Sormani [16]). Fix a precompact n-dimensional
integral current space (X, d0, T ) without boundary (e.g. ∂T = 0) and fix
λ > 0. Suppose that dj are metrics on X such that
λ ≥ dj(p, q)
d0(p, q)
≥ 1
λ
.(68)
Then there exists a subsequence, also denoted dj, and a length metric d∞
satisfying (68) such that dj converges uniformly to d∞
ǫj = sup {|dj(p, q)− d∞(p, q)| : p, q ∈ X} → 0.(69)
Furthermore
lim
j→∞
dGH ((X, dj), (X, d∞)) = 0(70)
and
lim
j→∞
dF ((X, dj , T ), (X, d∞, T )) = 0.(71)
In particular, (X, d∞, T ) is an integral current space and set(T) = X so
there are no disappearing sequences of points xj ∈ (X, dj).
In fact we have
dGH ((X, dj), (X, d∞)) ≤ 2ǫj(72)
and
dF ((X, dj , T ), (X, d∞, T )) ≤ 2(n+1)/2λn+12ǫjM(X,d0)(T ).(73)
We will specifically use this theorem in the proof of Theorem 4.11 to get
a subsequence which converges to a length metric. Then in order to identify
this length metric as Euclidean space we will show pointwise convergence of
distances in Corollary 4.6 and Corollary 4.9.
2.7. Contrasting L2, GH and SWIF Convergence. In applications
where one expects SWIF convergence for a sequence of Riemannian man-
ifolds it has been noticed that one often obtains L2 convergence or W 1,2
convergence more immediately (See [2, 3, 8]). This motivated the author
and Christina Sormani to investigate the connections between L2 conver-
gence and SWIF convergence in [4] where we proved the following theorem
for warped products.
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Theorem 2.4 (BA and Sormani [4]). Consider the warped product mani-
folds Mn = [r0, r1]×fiΣ, where Σ is an n−1 dimensional manifold. Assume
the warping factors, fj ∈ C0(r0, r1) , satisfy the following:
(74) 0 < f∞(r)− 1
j
≤ fj(r) ≤ K <∞
and
(75) fj(r)→ f∞(r) > 0 in L2
where f∞ ∈ C0(r0, r1).
Then we have GH and F convergence of the warped product manifolds,
(76) Mj = [r0, r1]×fj Σ→M∞ = [r0, r1]×f∞ Σ,
and uniform convergence of their distance functions, dj → d∞.
This theorem strictly speaking does not apply to this setting since we are
not dealing with warped products but it should be noted that the insight
gained by working on this paper has informed many of the proofs in section
4. In the beginning of section 4 we give a discussion of how Theorem 2.4 is
related to the proof of Theorem 1.4.
2.8. SWIF Convergence on Exhaustion of Sets. One important way
to estimate the SWIF distance between Riemannian manifolds is when one
has smooth convergence away from a singular set which was developed by
Lakzian and Sormani [20] and Lakzian [19]. Lakzian and Sormani give
conditions which if satisfied in conjunction with smooth convergence away
from a singular set imply SWIF convergence. One important definition in
this direction is given as follows.
Definition 2.5 (Lakzian and Sormani [20]). Given a sequence of Riemann-
ian manifolds Mi(M,gi) and an open subset, U ⊂ M , a connected precom-
pact exhaustion, Wj , of U such that
W¯j ⊂Wj+1 with
∞⋃
j=1
Wj =M \ S(77)
is uniformly well embedded if
λi,j,k = sup
x,y∈Wj
|d(Wk ,gi)(x, y)− d(M,gi)(x, y)|(78)
has
lim sup
j→∞
lim sup
k→∞
lim sup
i→∞
λi,j,k ≤ λ0(79)
and lim sup
k→∞
λi,j,k = λi,j, lim sup
i→∞
λi,j = λj, and lim sup
j→∞
λj = 0.
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It can be difficult in general to show that an exhaustion is uniformly well
embedded and in [20], Lakzian and Sormani show that this condition is
satisfied when one assumes that the singular set is codimension 2. Lakzian
extends this work in [19] where he shows that the uniformly well embedded
condition is satisfied when the singular set has n − 1 Hausdorff measure 0.
In our case the singular set will by Σ0 ∪ ΣT of dimension n − 1 and we do
not assume lower bounds on the full Ricci curvature tensor and hence we
will have to satisfy Definition 2.5 directly using IMCF in section 3.
We now state the main theorem of [20] which gives conditions which when
combined with smooth convergence away from a singular set imply SWIF
convergence.
Theorem 2.6 (Lakzian and Sormani [20]). Let Mi = (M,gi) be a sequence
of compact oriented Riemannian manifolds such that there is a closed subset,
S, and a uniformly well embedded connected precompact exhaustion, Wj, of
M \ S satisfying
W¯j ⊂Wj+1 with
∞⋃
j=1
Wj =M \ S(80)
such that gi converge smoothly to g∞ on each Wj with
diamMi(Wj) ≤ D0, ∀i ≥ j,(81)
V olgi(∂Wj) ≤ A0,(82)
and
V olgi(M \Wj) ≤ Vj where lim
j→∞
Vj = 0.(83)
Then
lim
j→∞
dF (M ′j , N
′) = 0,(84)
where N ′ is the settled completion of (M \ S, g∞).
In the proof of Theorem 1.8 we will be using Theorem 1.2 to obtain C0,α
convergence away from an n dimensional singular set so that we can combine
with Theorem 2.6 to complete the proof. This works in our case because we
can use the IMCF coordinates in order to satisfy Definition 2.5.
In the case of Theorem 1.9 we do not want to assume smooth convergence
on the precompact exhaustion but rather we would like to use Theorem
1.4 and hence we are free to assume GH and SWIF convergence on the
exhaustion. With this in mind we will have to add more assumptions to
Theorem 2.6 in our case but we also have the added benefit of being able to
leverage IMCF in order to satisfy these additional assumptions. With this
in mind we state the following theorem which gives a way of using SWIF
convergence on an exhaustion to conclude SWIF convergence on the larger
set which will be used to prove Theorem 1.9.
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Let Σn be a manifold and define the Riemannian manifolds
Mki = (Σ× [tk1 , tk2 ], gi) ⊂Mi = (Σ × [0, T ], gi)(85)
Mk0 = (Σ× [tk1 , tk2 ], g0) ⊂M0 = (Σ× [0, T ], g0)(86)
where 0 < tk1 < t
k
2 < T <∞, tk1 → 0, tk2 → T as k →∞.
Theorem 2.7. If
dF (Mki ,M
k
0 )→ 0 as i→∞ ∀k ∈ N,(87)
and
V ol(∂Mk0 ) ≤ A0, V ol(∂Mki ) ≤ A1,(88)
V ol(M0) = V0, V ol(Mi) ≤ V1(89)
Diam(M0) = D0, Diam(Mi) ≤ D1,(90)
lim sup
i→∞
V ol(Mi \Mki ) = γk lim
k→∞
γk = 0(91)
lim sup
i→∞
sup
p,q∈Mki
(dMki
(p, q)− dMi(p, q)) = βk lim
k→∞
βk = 0(92)
then
dF (Mi,M0)→ 0.(93)
Remark 2.8. One should notice the difference between our assumption on
the embedding constant (92) and the assumption of Lakzian and Sormani
Definition 2.5. The difference comes from the fact that when we apply The-
orem 2.7 to prove Theorem 1.9 we do not have C0,α convergence away from
Σ0 ∪ΣT but rather we have GH and SWIF convergence. For this reason we
are not able to use the hemispherical embeddings of Lakzian and Sormani
[20] which give stronger control on the SWIF distance. Instead we will use
Theorem 2.1 and Theorem 2.2 to estimate the SWIF distance and hence we
require a theorem which allows for this weaker control.
Proof. By the triangle inequality
dF (Mi,M0) ≤ dF (Mi,Mki ) + dF (Mki ,Mk0 ) + dF (Mk0 ,M0)(94)
where we have assumed that dF (Mki ,M
k
0 ) → 0 and hence we are left to
estimate the other two terms. We note that it will be sufficient to make the
argument for Mki and Mi.
Consider the construction of Theorem 2.1
Zki =
(
{(x, 0) : x ∈Mki } ∪ {(x, s) : x ∈Mki , s ∈ [0, Ski ]}
)
(95)
⊂Mki × [0, Ski ](96)
where
Cki = sup
p,q∈Mki
(dMki
(p, q)− dMi(p, q))(97)
Ski =
√
Cki (Diam(M
k
i ) + C
k
i ).(98)
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Now define the distance preserving maps of Theorem 2.1 ϕki :M
k
i → Zki and
ϕi :Mi → Zki where
ϕki (x, t) = (x, t, S
k
i ) ϕi(x, t) = (x, t, 0).(99)
We can construct an Aki , B
k
i ⊂ Zki , in a similar way to Lee and Sormani [21]
Theorem 2.2, so that
ϕki (M
k
i )− ϕi(Mi) = ∂Bki +Aki(100)
by setting
Bki = {(x, s) : x ∈Mki , s ∈ [0, Ski ]}(101)
Aki = {(x, 0) : x ∈Mi \Mki } ∪ {(x, s) : x ∈ ∂Mki , s ∈ [0, Ski ]}.(102)
From the construction above we see that
dF (Mki ,Mi) ≤ dZ
k
i
F (M
k
i ,Mi)(103)
≤ V ol(Bki ) + V ol(Aki )(104)
≤ Ski V ol(Mki )) + V ol(Mi \Mki )) + Ski V ol(∂Mki ).(105)
Putting this all together we see that
dF (Mi,M0) ≤ dF (Mi,Mki ) + dF (Mki ,Mk0 ) + dF (Mk0 ,M0)(106)
≤ Sk0 (V0 +A0) + V ol(M0 \Mk0 )) + dF (Mki ,Mk0 )(107)
+ Ski (V1 +A1) + V ol(Mi \Mki ))(108)
and hence if we let i→∞ we find
lim sup
i→∞
dF (Mi,M0) ≤ Sk0 (V0 +A0) + V ol(M0 \Mk0 )) + Cβk(V1 +A1) + γk
(109)
and so by letting k →∞ we find dF (Mi,M0)→ 0. 
3. Estimates Using IMCF Coordinates
The main tool in this paper is IMCF which we remember is defined for
surfaces Σn ⊂Mn+1 evolving through a one parameter family of embeddings
F : Σ× [0, T ]→M , F satisfying inverse mean curvature flow
(110)
{
∂F
∂t (p, t) =
ν(p,t)
H(p,t) for (p, t) ∈ Σ× [0, T )
F (p, 0) = Σ0 for p ∈ Σ
where H is the mean curvature of Σt := Ft(Σ) and ν is the outward pointing
normal vector. The outward pointing normal vector will be well defined in
our case since we have in mind,M3, an asymptotically flat manifold with one
end. For a glimpse of long time existence and asymptotic analysis results for
smooth IMCF in various ambient manifolds and a discussion of the history
of what is known see [24, 25].
18 BRIAN ALLEN
3.1. Previous Results on IMCF and Stability. In the author’s previous
work on stability of the PMT under L2 convergence [2] many important
consequences of using IMCF coordinates on a sequence of manifolds whose
mass is going to zero was derived. Here we review the important results
which will be used in this paper. For proofs of these results see the author’s
original paper [2].
One extremely important quantity when studying IMCF is the Hawking
mass which is defined as
mH(Σ) =
√
|Σ|
(16π)3
(
16π −
∫
Σ
H2dµ
)
.(111)
This quantity was noticed by Geroch to be monotone under smooth IMCF
and motivated the study of this geometric evolution equation. In this work
we say that the mass of a region is going to zero if the Hawking mass of the
outermost leaf of the foliation by IMCF is going to zero, i.e. mH(ΣT )→ 0.
We start by noting some simple consequences of this assumption.
Lemma 3.1 (Lemma 3.1 of [2]). Let Σ2 ⊂M3 be a hypersurface and Σt it’s
corresponding solution of IMCF. If m1 ≤ mH(Σt) ≤ m2 then
|Σt| = |Σ0|et(112)
where |Σt| is the n-dimensional area of Σ.
In addition, if mH(Σ
i
T )→ 0 then
H¯2i(t) := −
∫
Σit
H2i dµ→
4
r0
e−t(113)
for every t ∈ [0, T ].
By rearranging the calculation of monotonicity of the Hawking mass under
IMCF one can deduce the following important consequences for stability.
Lemma 3.2 (Corollary 2.4 of [2]). Let Σi ⊂ M i be a compact, connected
surface with corresponding solution to IMCF Σit. If mH(Σ0) ≥ 0 and
mH(Σ
i
T )→ 0 then for almost every t ∈ [0, T ] we have that∫
Σit
|∇Hi|2
H2i
dµ→ 0
∫
Σit
(λi1 − λi2)2dµ→ 0
∫
Σit
Ridµ→ 0(114)
∫
Σit
Rci(ν, ν)dµ→ 0
∫
Σit
Ki12dµ→ 0
∫
Σit
H2i dµ→ 16π(115) ∫
Σit
|A|2i dµ→ 8π
∫
Σit
λi1λ
i
2dµ→ 4π χ(Σit)→ 2(116)
as i→∞ where K12 is the ambient sectional curvature tangent to Σt. Since
χ(Σit) is discrete we see by the last convergence that Σ
i
t must eventually
become topologically a sphere.
IMCF AND THE STABILITY OF THE PMT 19
Using the assumption on the Isoperimetric constant of Definition 1.1 one
can deduce L2 control on H using Lemma 3.2. In addition, we define special
coordinates on UT by identifying it with an annulus in R
n. This is done by
mapping each Σt to the corresponding sphere, centered at the origin in R
n,
with the same area radius via an area preserving diffeomorphism of Σ0 which
is then propagated to each Σt by IMCF.
Proposition 3.3 (Proposition 2.9 of [2]). If Σit is a sequence of IMCF
solutions where
∫
Σit
|∇H|2
H2
dµ → 0 as i → ∞, 0 < H0 ≤ H(x, t) ≤ H1 < ∞
and |A|(x, t) ≤ A0 <∞ then∫
Σit
(Hi − H¯i)2dµ→ 0(117)
as i→∞ for almost every t ∈ [0, T ] where H¯i = −
∫
Σit
Hidµ.
Let dµit be the volume form on Σ w.r.t. g
i(·, t) then we can find a param-
eterization of Σt so that
dµit = r
2
0e
tdσ(118)
where dσ is the standard volume form on the unit sphere.
Then for almost every t ∈ [0, T ] and almost every x ∈ Σ, with respect to
dσ, we have that
Hi(x, t)− H¯i(t)→ 0,(119)
along a subsequence.
Lemma 3.2 gives a lot of important information but since we do not know
the sign of Rc(ν, ν) we do not get much information out of
∫
Σit
Rc(ν, ν)dµ→
0 and so a weak L2 convergence result is important to being able to use the
curvature assumptions of Theorem 1.4.
Lemma 3.4 (Lemma 2.10 of [2]). Let Σi0 ⊂ M3i be a compact, connected
surface with corresponding solution to IMCF Σit. Then if φ ∈ C1c (Σ× (a, b))
and 0 ≤ a < b ≤ T we can compute the estimate∫ b
a
∫
Σit
2φRci(ν, ν)dµdt =
∫
Σia
φH2i dµ−
∫
Σib
φH2i dµ(120)
+
∫ b
a
∫
Σit
2φ
|∇Hi|2
H2i
− 2 gˆ
j(∇φ,∇Hi)
Hi
+ φ(H2i − 2|A|2i )dµ(121)
If mH(Σ
i
T ) → 0 and Σt satisfies the hypotheses of Proposition 3.3 then
the estimate above implies∫ b
a
∫
Σit
φRci(ν, ν)dµdt→ 0(122)
From this we can obtain a weak convergence result for K12, the ambient
sectional curvature tangent to Σt.
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Corollary 3.5. Let Σi0 ⊂ M3i be a compact, connected surface with corre-
sponding solution to IMCF Σit. Then if φ ∈ C1c (Σ × (a, b)), 0 ≤ a < b ≤ T ,
and mH(Σ
i
T )→ 0 then ∫ b
a
∫
Σt
φKi12dµdt→ 0.(123)
Proof. We can write∫ b
a
∫
Σt
φKi12dµdt =
∫ b
a
∫
Σt
1
2
φRi − φRci(ν, ν)dµdt(124)
where we know the Ricci term goes to zero by Lemma 3.4. Then we notice∫ b
a
∫
Σt
1
2
φRidµdt ≤ 1
2
(
max
Σ×(a,b)
φ
)∫ b
a
∫
Σt
Ridµdt→ 0(125)
by applying Lemma 3.2 which proves the desired result. 
We now remember the main theorem of [2] which gives L2 stability of the
PMT when a region is foliated by a uniformly controlled IMCF.
Theorem 3.6 (Theorem 1.2 of [2]). Let U iT ⊂M3i be a sequence s.t. U iT ⊂
MT,H1,A1r0,H0,I0 and mH(ΣiT ) → 0 as i → ∞. If we assume one of the following
conditions,
(1) ∃ I > 0 so that Ki12 ≥ 0 and diam(Σi0) ≤ D ∀ i ≥ I,
(2) ∃ [a, b] ⊂ [0, T ] such that ‖Rci(ν, ν)‖W 1,2(Σ×[a,b]) ≤ C and diam(Σit) ≤
D ∀ i, t ∈ [a, b],where W 1,2(Σ× [a, b]) is defined with respect to δ,
then
gˆi → δ(126)
in L2 with respect to δ.
Now we also review two important theorems which were used to prove
Theorem 3.6 and which will be used in section 4, Lemma 4.2.
Theorem 3.7 (Theorem 3.1 of [2]). Let U iT ⊂ M3i be a sequence such that
U iT ⊂ MT,H1,A1r0,H0,I0 and mH(ΣiT ) → 0 as i → ∞ or mH(ΣiT ) − mH(Σi0) → 0
and mH(Σ
i
T )→ m > 0. If we define the metrics
gˆi(x, t) =
1
Hi(x, t)2
dt2 + gi(x, t)(127)
gi1(x, t) =
1
H i(t)2
dt2 + gi(x, t)(128)
on U iT then we have that ∫
U iT
|gˆi − gi1|2dV → 0(129)
where dV is the volume form on U iT .
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Theorem 3.8 (Theorem 3.3 of [2]). Let U iT ⊂M3i be a sequence s.t. U iT ⊂
MT,H1,A1r0,H0,I0 and mH(ΣiT )→ 0 as i→∞. If we define the metrics
gi2(x, t) =
1
H¯ i(t)2
dt2 + etgi(x, 0)(130)
gi3(x, t) =
r20
4
etdt2 + etgi(x, 0)(131)
on U iT then we have that ∫
U iT
|gi2 − gi3|2dV → 0(132)
where dV is the volume form on U iT .
Lastly we remind the reader of a type of L2 stability which was obtained
by the author in [2] which requires very minimal hypotheses. This theorem
says that the manifold must be getting L2 close to a warped product which
is Euclidean space if gi(x, 0) = σ.
Theorem 3.9. Let U iT ⊂ M3i be a sequence s.t. U iT ⊂ MT,H1,A1r0,H0,I0 and
mH(Σ
i
T )→ 0 as i→∞. If we define the metrics
gˆi(x, t) =
1
Hi(x, t)2
dt2 + gi(x, t)(133)
gi3(x, t) =
r20
4
etdt2 + etgi(x, 0)(134)
on U iT then we have that ∫
U iT
|gˆi − gi3|2dV → 0(135)
where dV is the volume form on U iT .
This theorem is interesting since it only requires a smooth, uniformly
controlled IMCF and mH(Σ
i
T ) → 0 in order to show a type of L2 stability.
See Example 6.3 for a discussion of how this theorem can be used to obtain
stronger stability.
3.2. Geodesic Equations in IMCF Coordinates. Since we are using
the foliation of a manifold by a solution to IMCF as special coordinates
it is interesting to see what these coordinates can tell us about the length
structure of the manifold which we investigate through the geodesic equation
in this subsection.
Let γ(s) = (T (s), θ1(s), ..., θn(s)) = (T (s), ~θ(s)) be a geodesic in UT then
we are interested in the geodesic equations
T ′′ = Γ000T
′2 + Γ0i0T
′θ′i + Γ
0
ijθ
′
iθ
′
j(136)
θ′′k = Γ
k
ijθ
′
iθ
′
j + Γ
k
i0T
′θ′i + Γ
k
00T
′2(137)
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where ′ represents derivatives with respect to s and we use i, j, k for direc-
tions tangent to Σt and 0 for the direction normal to Σt.
Now we compute the Christoffel symbols for the metric gˆi in the IMCF
coordinates.
Lemma 3.10. We can find the following expressions for the Christoffel
symbols of gˆ in terms of the IMCF coordinates
Γ000 =
1
2
g00 (g00,0) =
1
2
H2
(−2∂tH
H3
)
=
−∂tH
H
(138)
Γ0i0 =
1
2
g00 (gi0,0 + g00,i − gi0,0) = 1
2
H2
(−2∂iH
H3
)
=
−∂iH
H
(139)
Γ0ij =
1
2
g00 (gi0,j + gj0,i − gij,0) = 1
2
H2
(−2Aij
H
)
= −HAij(140)
Γki0 =
1
2
gkp (gip,0) =
1
2
(
2Aip
H
)
= gkp
Aip
H
(141)
Γk00 =
1
2
gkp (−g00,p) = 1
2
gkp
(
− 1
H2
)
p
= gkp
∂pH
H3
(142)
Proof. These formulas follow from simple calculations using the formulas
given in the statement of the Lemma. 
Now using Lemma 3.10 we can rewrite (136) and (137).
Corollary 3.11. In terms of the IMCF coordinates the geodesic equations
of gˆ can be written as
T ′′ =
−∂tH
H
T ′2 +
−∂iH
H
T ′θ′i −HA(~θ′, ~θ′)(143)
θ′′k = Γ
k
ijθ
′
iθ
′
j + g
kjAij
H
T ′θ′i + g
kj ∂jH
H3
T ′2(144)
Proof. Combine the expressions for the Christoffel symbols in terms of the
IMCF coordinates of Lemma 3.10 combined with (136) and (137). 
Interestingly, we can use (143) and (144) to deduce some simple conse-
quences about geodesics which are analogous to the warped product case.
Corollary 3.12. Let γ(s) = (T (s), θ1(s), ..., θn(s)) = (T (s), ~θ(s)) be a geo-
desic then:
If T ′ ≡ 0 then HA(~θ′, ~θ′) ≡ 0.(145)
If ~θ′ ≡ 0 then ∇ΣT (s)H ≡ 0 and hence ΣT (0)(146)
must have constant mean curvature along γ.(147)
If T ′(s¯) = 0 then T ′′(s¯) = −HA(~θ, ~θ)|s¯.(148)
Proof. If T ′ ≡ 0 then by (143) we find that HA(~θ, ~θ) ≡ 0 and since we have
assume that H0 ≤ H(x, t) the first conclusion follows.
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If ~θ′ ≡ 0 then by (144) we find that 0 ≡ gkj ∂jH
H3
T ′2 and since in this case
T ′ 6= 0 and H0 ≤ H(x, t) the second conclusion follows. 
3.3. Metric Estimates Using IMCF. In order to be able to estimate the
SWIF distance between Riemannian manifolds it is important to be able to
control metric quantities such as the diameter and volume. We now move
to prove several lemmas which give important control on metric quantities
which will be used to prove Theorem 1.9 in Section 5.
Throughout the rest of the paper we will use the slightly less cumbersome
notation U i,kT := U
i,tk2
tk1
.
Lemma 3.13. If Σt is a solution to IMCF for t ∈ [0, T ] such that∫
Σt
1
H(x, t)
dµ ≤ h(t) for t ∈ [0, T ](149)
where h ∈ L1([0, T ]) then
V ol(UT ) ≤ |Σ0|eT
∫ T
0
h(t)dt ≤ C.(150)
In addition we find
V ol(UT \ UkT ) ≤ |Σ0|eT
(∫ tk1
0
h(t)dt+
∫ T
tk2
h(t)dt
)
(151)
Proof. We calculate
V ol(Mi) =
∫ T
0
∫
Σt
1
Hi(x, t)
dµdt ≤
∫ T
0
|Σt|h(t)dt = |Σ0|
∫ T
0
eth(t)dt
(152)
and
V ol(Mi \Mki )) =
∫ tk1
0
∫
Σt
1
Hi(x, t)
dµdt+
∫ T
tk2
∫
Σt
1
Hi(x, t)
dµdt(153)
≤
∫ tk1
0
|Σt|h(t)dt+
∫ T
tk2
|Σt|h(t)dt(154)
≤ |Σ0|
(∫ tk1
0
eth(t)dt+
∫ T
tk2
eth(t)dt
)
(155)

Lemma 3.14. If Σt is a solution to IMCF for t ∈ [0, T ] such that Diam(Σt) ≤
D and
1
H(x, t)
≤ h(t) for t ∈ [0, T ](156)
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where h ∈ L1([0, T ]) then
Diam(UT ) ≤
∫ T
0
h(t)dt+D ≤ C.(157)
Proof. Let p, q ∈ UT so that p ∈ Σ×{t1} and q ∈ Σ×{t2} where t1, t2 ∈ [0, T ]
and t1 ≤ t2. Now define a curve γ(s), parameterized by arc length on
Σ× [0, T ], which travels from p to q by first traveling solely in the t direction
from p ∈ Σt1 to q′ ∈ Σt2 and then travels solely in the Σt2 factor from q′ to
q. Then we calculate
dgˆ(p, q) ≤ Lgˆ(γ) =
∫ t2
t1
1
H(γ(s))
ds+ dΣ(q
′, q)(158)
≤
∫ T
0
h(t)dt +D(159)

Now that we have obtained control on volume and diameter we move
to control the uniformly well embedded property of U i,kT ⊂ U iT which when
combined with Lemma 3.13 and Lemma 3.14 will allow us to apply Theorem
2.6 or Theorem 2.7.
Lemma 3.15. If Σit is a solution to IMCF for t ∈ [0, T ] such that Diam(Σit) ≤
D and
1
Hi(x, t)
≤ h(t) for t ∈ [0, T ](160)
where h ∈ L1([0, T ]) then
lim sup
j→∞
lim sup
k→∞
lim sup
i→∞
sup
p,q∈U i,jT
(d
U i,kT
(p, q)− dU iT (p, q)) ≤ λ0(161)
and
lim sup
j→∞
lim sup
i→∞
lim sup
k→∞
sup
p,q∈U i,jT
(d
U i,kT
(p, q)− dU iT (p, q)) = 0(162)
which implies that UkT is uniformly well embedded.
Proof. Since for every pair of points p, q ∈ U i,jT one can find a curve con-
necting them inside U i,jT which solely travels in the t direction or solely in
the Σt direction at any given time we can estimate
d
U i,kT
(p, q) ≤ 2
∫ tk2
tk1
h(t)dt+ diam(Σtk2
) ≤ C +D(163)
and since −dU iT (p, q) ≤ 0 we have shown (161). The second claim of the
Lemma follows easily in our case since as k → ∞ we see that d
U i,kT
(p, q) →
dU iT
(p, q) uniformly. 
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Remark 3.16. One should note that the proof of (162) is trivial in our
case because of the topology of the regions considered in our case is always
eventually S2× [tk1 , tk2 ] ⊂ S2× [0, T ]. One should contrast this with Example
3.16 of [20].
The previous Lemma allows us to use Theorem 2.6 of Lakzian and Sormani
[20] but we would also like to be able to apply Theorem 2.2 under weaker
assumptions so we now prove another metric estimate which is much harder
to prove then the last lemma.
Lemma 3.17. If Σit is a solution to IMCF for t ∈ [0, T ] such that Diam(Σit) ≤
D,
1
Hi(x, t)
≤ h(t) for t ∈ [0, T ](164)
where h ∈ L1([0, T ]),
lim inf
i→∞
dΣi0
(θ1, θ2) ≥ dS2(r0)(θ1, θ2) ∀θ1, θ2 ∈ S2,(165)
Σtkj
→ S2(r0et
k
j ) in C0 for j = 1, 2(166)
uniformly in i for each fixed k ∈ N, and
Ai(·, ·) > 0 on U iT \ (U i,KT ∪ ∂U iT )(167)
for some fixed K ∈ N then
lim
k→∞
lim sup
i→∞
sup
p,q∈U i,kT
(d
U i,kT
(p, q)− dU iT (p, q)) = 0.(168)
Proof. Consider p, q ∈ U i,kT and let the curve Ci(s) = (Ti(s), ~θi(s)) be the
length minimizing curve between p, q with respect to gˆi in U iT . If we let
k ≥ K then by the assumption that Ai(·, ·) > 0 on U iT \ (U i,KT ∪ ∂U iT )
we know by Corollary 3.12 (148) that Ti can only have minimums and no
maximums of T in s and hence a length minimizing curve between p and q
can only have one minimum of T in s.
First, this tells us that if Ci does not pass through Σtk1
then Ci ⊂ U i,kT
and hence there is no argument to make. If Ci does pass through Σtk1
then
this allows us to decompose Ci as
Ci = C
1
i ∪ C2i ∪ C3i(169)
where C1i is the piece of Ci up to the first minimum in Ti, C
2
i is the part of
Ci at the minimum in Ti and C
3
i is the part of Ci after the only minimum in
Ti. Note that C
2
i is either a point in some Σti or a length minimizing curve
in ∂U iT by (145) and assumption (167). We also note that C
1
i and C
2
i are
monotone in t.
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Notice that if C2i is a length minimizing curve in ∂U
i
T with endpoints
θ1, θ2 such that
lim inf
i→∞
dΣi0(θ1, θ2) > dS2(r0)(θ1, θ2) ∀θ1, θ2 ∈ S
2,(170)
then there exists a t¯ ∈ (0, T ) such that
lim inf
i→∞
dΣi0
(θ1, θ2) > dS2(r0et¯/2)(θ1, θ2) > dS2(r0)(θ1, θ2) ∀θ1, θ2 ∈ S2.(171)
This implies that for i chosen large enough it would be shorter to connect C1i
and C3i through a curve that lies in Σ
i
t¯ because Σ
i
t¯ → S2(r0et¯/2) as i →∞.
This would contradict the assumption that C2i is a length minimizing curve
in ∂U iT and so we may assume that C
2
i is a point which lies in Σti or equality
is achieved in (165) with C2i ⊂ Σ0.
p
q
U iT
U i,kT
C1i
C2i
C¯2i
C3i
Σ0
Σtk1
Σtk2
ΣT
Figure 2. Curves approximating the distance between
p, q ∈ U i,kT .
Now we define the curve C¯i(s) between p and q inside of U
i,k
T as
C¯i = C
1
i |U i,kT ∪ C¯
2
i ∪ C3i |U i,kT(172)
where C¯2i is a curve contained in ∂U
i,k
T , connecting the endpoints of C
1
i |U i,kT
and C3i |U i,kT , to be specified later. Then we note that
dU iT
(p, q) = Lgˆi(Ci)(173)
d
U i,kT
(p, q) ≤ Lgˆi(C¯i)(174)
and hence
0 ≤ d
U i,kT
(p, q)− dU iT (p, q) ≤ Lgˆi(C¯i)− Lgˆi(Ci)(175)
= −Lgˆi(C1i |UT \U i,kT ) + Lgi(·,tki )(C¯
2
i )− Lg(·,0)(C2i )− Lgˆi(C3i |UT \U i,kT ).(176)
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Let r1i,k, l¯
1
i,k ∈ U iT be the endpoints of C1i |UT \U i,kT where r
1
i,k ∈ ∂U i,kT and
l¯i,k ∈ ∂Σti (See figure 3.3). Then if we let m¯1i,k ∈ Σti be the point which
would be reached from r1i,k if one traveled purely in the t direction then we
notice
dgˆi(r
1
i,k, l¯
1
i,k) ≥ dgˆi(m¯1i,k, l¯1i,k)− dgˆi(r1i,k, m¯1i,k)(177)
Now if we let m1i,k, l
1
i,k ∈ Σ0 be the points which would be reached from
m¯1i,k, l¯
1
i,k, respectively, if one traveled purely in the t direction then we notice
dgˆi(m¯
1
i,k, l
1
i,k) ≥ dgˆi(m1i,k, l1i,k)− dgˆi(m¯1i,k,m1i,k)− dgˆi(l¯1i,k, l1i,k)(178)
= dgi(·,0)(m
1
i,k, l
1
i,k)− dgˆi(m¯1i,k,m1i,k)− dgˆi(l¯1i,k, l1i,k)(179)
where we remind the reader that gi(·, t) is the induced metric on Σit from
U iT and hence the last equality follows from the convexity assumption since
m1i,k, l
1
i,k ∈ ∂U iT . If we repeat this procedure for C3i |UT \U i,kT we will obtain
points r3i,k, l
3
i,k, l¯
3
i,k,m
3
i,k, m¯
3
i,k with a similar estimate. Note that l
j
i,k,m
j
i,k
could be the same as l¯ji,k, m¯
j
i,k, j = 1, 3, respectively, if ti = 0.
r1i,k
m1i,k l
1
i,k
m¯1i,k l¯
1
i,k
Σ0
Σti
Σtk1
Figure 3. Points and curves used to approximate dgˆi(r
1
i,k, l¯
1
i,k).
Notice that if C2i is a point and (170) holds then again for i chosen large
enough
dgi(·,0)(m
1
i,k, l
1
i,k) ≥ dS2(r0)(m1i,k, l1i,k)(180)
which will only make the argument in (195), (196), and (197) easier and
so we proceed with the more difficult case and make a note of where (180)
factors into the argument later.
If equality is achieved in (165) then for any subsequence where (170)
holds we can make the same argument as above to handle this case. So we
may assume for the remainder of the argument that we are dealing with a
susbequence such that
lim
i→∞
dΣi0
(θ1, θ2) = dS2(r0)(θ1, θ2) ∀θ1, θ2 ∈ S2.(181)
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Then (179) implies
0 ≤ d
U i,kT
(p, q)− dU iT (p, q)(182)
≤ dgˆi(m¯1i,k,m1i,k) + dgˆi(l¯1i,k, l1i,k) + dgˆi(r1i,k,m1i,k)− dgi(·,0)(m1i,k, l1i,k)(183)
+ Lgi(·,tk1 )(C¯
2
i )− Lgi(·,0)(C2i )(184)
dgˆi(m¯
3
i,k,m
3
i,k) + dgˆi(l¯
3
i,k, l
3
i,k) + dgˆi(r
3
i,k,m
3
i,k)− dgi(·,0)(m3i,k, l3i,k)(185)
≤ dgˆi(m¯1i,k,m1i,k) + dgˆi(l¯1i,k, l1i,k) + dgˆi(r1i,k,m1i,k)(186)
+ dgˆi(r
3
i,k,m
3
i,k) + dgˆi(m¯
3
i,k,m
3
i,k) + dgˆi(l¯
3
i,k, l
3
i,k)(187)
+ Lgi(·,tk1 )(C¯
2
i )− Lgi(·,0)(C2i )− dgi(·,0)(m1i,k, l1i,k)− dgi(·,0)(m3i,k, l3i,k).(188)
Notice that for every distance between points which only differ by a t coor-
dinate we can easily estimate
dgˆi(r
j
i,k,m
j
i,k) ≤
∫ tk
0
1
H2i
dt ≤
∫ tk
0
h(t)dt(189)
which is independent of i and goes to 0 as k → ∞ and so now we move to
estimate the remaining terms.
p
q
U iT
U i,kT
r1i,k
m1i,k
l1i,k
n1i,k
r3i,k
l3i,k
m3i,k
n3i,k
Figure 4. Geodesic between p and q with respect to gˆi with
approximating curves.
Let nji,k ∈ ∂U i,kT , j = 1, 3, be the point which would be reached from lji,k
if one traveled purely in the t direction. Now we choose C¯2i to be a length
IMCF AND THE STABILITY OF THE PMT 29
minimizing geodesic with respect to gi(·, tki ) connecting r1i,k, n1i,k, n3i,k, and
r3i,k (Note this implies that it is most likely not length minimizing from r
1
i,k
to r3i,k).
Now we estimate
Lgi(·,tk1)(C¯
2
i )− Lgi(·,0)(C2i )− dgi(·,0)(m1i,k, l1i,k)− dgi(·,0)(m3i,k, l3i,k)(190)
≤ |dgi(·,tk1)(r
1
i,k, n
1
i,k)− dgi(·,0)(m1i,k, l1i,k)|(191)
+ |dgi(·,tk1)(n
1
i,k, n
3
i,k)− dgi(·,0)(l1i,k, l3i,k)|(192)
+ |dgi(·,tk1)(r
3
i,k, n
3
i,k)− dgi(·,0)(m3i,k, l3i,k)|.(193)
Note that if C2i is a point then l
1
i,k = l
3
i,k and n
1
i,k = n
3
i,k which eliminates
(192). Notice that each of the three terms can be estimated in a similar way
and so we perform the estimate for only one of the terms as follows:
|dgi(·,tk1)(r
1
i,k, n
1
i,k)− dgi(·,0)(m1i,k, l1i,k)| ≤(194)
|d
r20e
tk1σ
(r1i,k, n
1
i,k)− dgi(·,tk1)(r
1
i,k, n
1
i,k)|(195)
+|d
r20e
tk1σ
(r1i,k, n
1
i,k)− dr20σ(m
1
i,k, l
1
i,k)|(196)
+|dr20σ(m
1
i,k, l
1
i,k)− dgi(·,0)(m1i,k, l1i,k)|.(197)
The (195) and (197) go to 0 as i → ∞ by assumption (This is where (180)
is used to eliminate (197) if C2i is a point and (170) holds). Now we look at
(196) more closely and notice that since both metrics are on round spheres,
r1i,k to l
1
i,k is purely in the t direction, and n
1
i,k to m
1
i,k is purely in the t
direction then it is equivalent to just think of the metrics as living on the
same parameterizing sphere. So if m1i,k = (t0,
~θ1i,k) and l
1
i,k = (t0,
~θ2i,k) then
we can write
|d
r20e
tk1σ
(r1i,k, n
1
i,k)− dr20σ(m
1
i,k, l
1
i,k)| = |dr20etk1σ(
~θ1i,k,
~θ2i,k)− dr20σ(~θ
1
i,k,
~θ2i,k)|.
(198)
Now if we let ~θN and ~θS be the north and south pole on the sphere then
we can estimate
|d
r20e
tk
1σ
(r1i,k, n
1
i,k)− dr20σ(m
1
i,k, l
1
i,k)| ≤ |dr20etk1σ(
~θN , ~θS)− dr20σ(~θN , ~θS)|
(199)
which implies
lim
k→∞
(
lim sup
i→∞
|d
r20e
tk1σ
(r1i,k, n
1
i,k)− dr20σ(m
1
i,k, l
1
i,k)|
)
(200)
≤ lim
k→∞
|d
r20e
tk
1σ
(~θN , ~θS)− dr20σ(~θN , ~θS)| = 0.(201)
Putting this altogether with (190) we achieve the desired estimate. 
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Remark 3.18. It would be interesting to prove a similar result to Lemma
3.17 without assumptions (165) and/or (167). A result of this kind would
immediately imply a new stability result when combined with the results of
this paper. It seems extremely difficult though to estimate (168) without these
assumptions and hence the author is not even convinced that it is true.
3.4. Maximum Principle Estimates. In this section we use lower bounds
on Ricci curvature to obtain upper bounds on the mean curvature of a
solution of IMCF via the maximum principle. These results will be used to
obtain C0 control on gˆi from below which is an important step in proving
Theorem 1.4.
Lemma 3.19. For Σt a solution to IMCF so that Rc(ν, ν) ≥ −C for C > 0
then we find
H(x, t) ≤
√
C0e−2t/n + Cn(202)
where C0 =
(
max
Σ0
H
)2
− Cn.
Proof.
(∂t − 1
H
∆)H = −2|∇H|
2
H3
− |A|
2
H
− Rc(ν, ν)
H
(203)
≤ − 1
n
H +
C
H
=
1
nH
(
nC −H2)(204)
This implies the following ODE inequality
d
dt
(
max
Σt
H
)2
≤ 1
n
(
nC −
(
max
Σt
H
)2)
(205)
and then the result follows by Hamilton’s maximum principle applied to the
evolution inequality given above. 
Corollary 3.20. If Hj(x, 0)
2 ≤ 4
r20
+ C1j and Rc
j(ν, ν) ≥ −C2j for C1, C2 > 0
then we find
1
Hj(x, t)2
≥ r
2
0
4
et − C3
j
(206)
for C3 > 0.
Proof.
1
Hj(x, t)2
≥ 1[(
max
Σ0
H
)2
− nC2
j
]
e−2t/n + nC2j
(207)
≥ 1[
4
r20
+ C1j − nC2j
]
e−t + nC2j
≥ r
2
0
4
et − C3
j
(208)

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4. Convergence of Manifolds Foliated by IMCF
Let Σt ⊂ M3 be a solution to IMCF starting at Σ0 and consider UT =
{x ∈ Σt : t ∈ [0, T ]}, the region in M foliated by Σt. In this section we
consider the metrics
gˆj =
1
Hj(x, t)2
dt2 + gj(x, t)(209)
g¯j =
r20
4
etdt2 + gj(x, t)(210)
δ =
r20
4
etdt2 ++r20e
tσ(x)(211)
defined on the foliated region UT . The goal is to show Uniform, GH, and
SWIF convergence of gˆj to δ by taking advantage of the intermediate metric
g¯j .
In this section we establish all the assumptions we need to show Uniform,
GH and SWIF convergence which culminates in Theorem 4.11. The ideas
and consturctions used in this section were gleaned from working on Theo-
rem 2.4 with Christina Sormani in [4]. Though we do not work with warped
products in this paper the author noted the relationship between gˆi and
warped products in Theorem 3.9 and we use the intuition that each of the
metrics defined above differs in at most one factor which was an important
property used by the author and Sormani in [4]. In the next section we will
see how some of these assumptions follow from assumptions on the Hawking
mass and IMCF in order to prove Theorem 1.4.
4.1. Consequences of L2 Assumptions. We begin this subsection by
estimating the difference in length measured by gˆi and g¯i for curves which
are monotone in t. One should note the similarity of this Lemma 4.1 with
Lemma 4.3 of [4].
Lemma 4.1. Fix a curve C(s) = (T (s), ~θ(s)) parameterized on [0, 1] which
is monotone in t then
|Lgˆj(C)− Lg¯i(C)| ≤
√
T
(∫ T (1)
T (0)
∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣
2
dt
)1/4
.(212)
32 BRIAN ALLEN
Proof. We start by computing the difference in the two lengths of C
|Lgˆj (C)− Lg¯i(C)|(213)
=
∫ 1
0
|
√
T ′(t)2
H2i
+ gi(~θ′, ~θ′)−
√
T ′(t)2r20
4
+ gi(~θ′, ~θ′)| ds(214)
≤
∫ 1
0
√∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣|T ′(t)| ds(215)
≤
(∫ 1
0
√∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣ ds
)1/2(∫ 1
0
|T ′(t)|2 ds
)
(216)
=
(∫ 1
0
∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣
2
ds
)1/4(∫ 1
0
|T ′(t)|2 ds
)
(217)
where we use Holder’s inequality in (216) and (217). If C(s) = (T (s), ~θ(s))
and T ′(s) > 0 everywhere, then we can reparametrize so that T (s) = t and
hence
|Lgˆj (C)− Lgi1(C)|(218)
≤
(∫ T (1)
T (0)
∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣
2
dt
)1/4(∫ T (1)
T (0)
|T ′(t)|2 dt
)1/2
(219)
which also shows that
(∫ T (1)
T (0) |T ′(t)|2 dt
)1/2
≤ √T . 
One concern that we have with applying Lemma 4.1 is that (212) may
not go to zero for every curve C. In the next lemma we build a family of
approximating curves where we know (212) does go to zero.
Lemma 4.2. Let C(s) = (T (s), ~θ(s)) parameterized on [0, 1] be a straight
line in the annulus (Σ× [0, T ], δ) so that
(∫ T (1)
T (0)
∣∣∣ 1
Hi(~θ(s),T (s))2
− r204
∣∣∣2 ds)1/4
does not converge to 0. Then there is a sequence of curves
Ck(s) = (Tk(s), ~θk(s)) =


α(s) s ∈ [−ǫ, 0)
γǫ(s) s ∈ [0, 1]
β(s) s ∈ (1, 1 + ǫ]
(220)
where γǫ is a line parallel to C, α, β are curves connecting the endpoints of
γǫ and Ck, and Lδ(Ck)→ Lδ(C) as k →∞. If we assume
0 < H0 ≤ Hi(x, t)(221)
then ∫ Tk(1)
Tk(0)
∣∣∣∣∣ 1Hi(~θk(s), Tk(s))2 −
r20
4
∣∣∣∣∣
2
dt→ 0(222)
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and hence
|Lgˆi(Ck)− Lg¯(Ck)| ≤ 2C¯ǫ(223)
as i→∞.
(U iT , gˆ
i)
Σ0
ΣT
C(0)
C(1)
C
Ck
γǫ
α
β
C(0)C(1)
βα
γǫ
Ck
C
Figure 5. Two families of curves Ck approximating C.
Proof. By Theorem 3.7 and Theorem 3.8 we find∫ T
0
∫
Σ
∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣
2
dσdt ≤
∫ T
0
∫
Σ
∣∣∣∣ 1Hi(x, t)2 −
1
H¯i(t)2
∣∣∣∣
2
dσdt(224)
+
∫ T
0
∫
Σ
∣∣∣∣ 1H¯i(t)2 −
r20
4
∣∣∣∣
2
dσdt→ 0.(225)
Now if we let W ⊂ Σ× [0, T ] be a region foliated by straight lines parallel
to C(s), i.e. if Bǫ(0) = {τ ∈ R2 : |τ | ≤ ǫ} then
W = {γτ : τ ∈ Bǫ(0) and γτ ⊂ U iT }(226)
where γτ (s) = (Tτ (s), ~θτ (s)) is a line parallel to C(s) of distance τ away
from C(s) with respect to δ. Then we can calculate∫
W
∣∣∣∣ 1Hi(x, t)2 −
r20
4
∣∣∣∣
2
dV(227)
=
∫ ǫ
−ǫ
∫
γτ (s)
∣∣∣∣∣ 1Hi(~θτ (s), Tτ (s))2 −
r20
4
∣∣∣∣∣
2
dsdτ → 0.(228)
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Hence
∫
γτ (s)
∣∣∣ 1
Hi(~θτ (s),Tτ (s))2
− r204
∣∣∣2 ds → 0 for a.e. τ ∈ Bǫ(0) on a subse-
quence. By adding segments of δ length ≤ Cǫ we can adjust γτ (s) to be a
curve, Ck(s), joining C(0) to C(1), where ǫ → 0 as k → ∞. This can be
done by adding α, β straight lines but if p ∈ ∂U iT or q ∈ ∂U iT then α or β
may need to be a length minimizing curve in ∂U iT (See figure 4.1). All this
together implies Lδ(Ck)→ Lδ(C). Lastly we notice that
|Lgˆj (Ck)− Lg¯j(Ck)| = |Lgˆj (α)− Lg¯j (α)|(229)
+ |Lgˆj (γǫ)− Lg¯j (γǫ)|+ |Lgˆj(β)− Lg¯(β)| ≤ 2C¯ǫ(230)
as j → ∞ where the first and third term are smaller than 2C¯ǫ since the
difference in lengths between gˆj and g¯j is uniformly controlled by (221), and
α and β are constructed to have length going to zero. The middle term goes
to zero by Lemma 4.1. 
Lemma 4.3. Fix a straight line with respect to δ, C(s) = (T (s), ~θ(s)),
parameterized on [0, 1] which is monotone in t then
|Lg¯j (C)− Lδ(C)| ≤
√
TCDiam(r20e
Tσ)2
(∫ T (1)
T (0)
∣∣gi − r20etσ∣∣2σ dt
)1/4
.
(231)
Proof. We start by computing the difference in the two lengths of C
|Lg¯j (C)− Lδ(C)|(232)
=
∫ 1
0
|
√
T ′(t)2r20
4
+ gi(~θ′, ~θ′)−
√
T ′(t)2r20
4
+ r20e
tσ(~θ′, ~θ′)| ds(233)
≤
∫ 1
0
√∣∣∣gi(~θ′, ~θ′)− r20etσ(~θ′, ~θ′)∣∣∣ ds(234)
≤
∫ 1
0
√∣∣gi − r20etσ∣∣σ|~θ′|σ ds(235)
≤
(∫ 1
0
∣∣gi − r20etσ∣∣σ ds
)1/2(∫ 1
0
|~θ′|2σ ds
)
(236)
=
(∫ 1
0
∣∣gi − r20etσ∣∣2σ ds
)1/4(∫ 1
0
|~θ′|2σ ds
)
(237)
where we use Holder’s inequality in (236) and (237). If C(s) = (T (s), ~θ(s))
and T ′(s) > 0 everywhere, then we can reparametrize so that T (s) = t and
hence
|Lg¯j (C)− Lδ(C)|(238)
≤
(∫ T (1)
T (0)
∣∣gi − r20etσ∣∣2σ dt
)1/4(∫ T (1)
T (0)
|~θ′|2σ dt
)1/2
.(239)
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Lastly we notice that(∫ T (1)
T (0)
|~θ′|2σ dt
)1/2
≤
(∫ T
0
|~θ′|2σ dt
)1/2
≤
√
TCDiam(r20e
Tσ)2(240)
for some constant C. 
Again we are concerned that
∫ T (1)
T (0)
∣∣gi − r20etσ∣∣2σ dt may not go to zero so
in a similar fashion as to Lemma 4.2 we build a sequence of approximating
curves.
Lemma 4.4. Let C(s) = (T (s), ~θ(s)) parameterized on [0, 1] be a straight
line in the annulus (Σ × [0, T ], δ) so that
(∫ T (1)
T (0)
∣∣gi − r20etσ∣∣2σ ds
)1/4
does
not converge to 0. Then there is a sequence of curves
Ck(s) = (Tk(s), ~θk(s)) =


α(s) s ∈ [−ǫ, 0)
γǫ(s) s ∈ [0, 1]
β(s) s ∈ (1, 1 + ǫ]
(241)
where γǫ is a line parallel to C, α, β are curves connecting the endpoints of
γǫ and Ck, and Lδ(Ck)→ Lδ(C) as k →∞. If we assume
gi(x, t) ≤ Cr20etσ(242)
then ∫ Tk(1)
Tk(0)
∣∣gi − r20etσ∣∣2σ dt→ 0(243)
and hence
|Lg¯i(Ck)− Lδ(Ck)| ≤ 2C¯ǫ(244)
as i→∞.
Proof. By Theorem 3.6 we find∫ T
0
∫
Σ
∣∣gi − r20etσ∣∣2σ dσdt→ 0.(245)
Now if we let W ⊂ Σ× [0, T ] be a region foliated by straight lines parallel
to C(s), i.e. if Bǫ(0) = {τ ∈ R2 : |τ | ≤ ǫ} then
W = {γτ : τ ∈ Bǫ(0) and γτ ⊂ U iT }(246)
where γτ (s) = (Tτ (s), ~θτ (s)) is a line parallel to C(s) of distance τ away
from C(s) with respect to δ. Then we can calculate∫
W
∣∣gi − r20etσ∣∣2σ dV =
∫ ǫ
−ǫ
∫
γτ (s)
∣∣gi − r20etσ∣∣2σ dsdτ → 0.(247)
Hence ∫
γτ (s)
∣∣gi − r20etσ∣∣2σ ds→ 0(248)
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for a.e. τ ∈ Bǫ(0) on a subsequence. By adding segments of δ length ≤ Cǫ
we can adjust γτ (s) to be a curve, Ck(s), joining C(0) to C(1), where ǫ→ 0
as k →∞. This can be done by adding α, β straight lines but if p ∈ ∂U iT or
q ∈ ∂U iT then α or β may need to be a length minimizing curve in ∂U iT (See
figure 4.1). All this together implies Lδ(Ck)→ Lδ(C). Lastly we notice that
|Lg¯j (Ck)− Lδ(Ck)| = |Lg¯j (α)− Lδ(α)|(249)
+ |Lg¯j (γǫ)− Lδ(γǫ)|+ |Lg¯j (β)− Lδ(β)| ≤ 2C¯ǫ(250)
as j → ∞ where the first and third term are smaller that 2C¯ǫ since g¯j is
uniformly controlled by (242), and α and β are constructed to have length
going to zero. The middle term goes to zero by Lemma 4.1. 
Remark 4.5. Notice that we can combine Lemma 4.2 and Lemma 4.4 by
choosing a Ck which works in both situations. This will be important for the
next Corollary.
Corollary 4.6. Assume that
0 < H0 ≤ Hi(x, t)(251)
gi(x, t) ≤ Cr20etσ(252)
gˆj → g¯j in L2,(253)
g¯j → δ in L2,(254)
gi(·, 0)→ r20σ in C0(255)
then for any p, q ∈ Σ× [0, T ] we find
lim sup
j→∞
dgˆj (p, q) ≤ dδ(p, q).(256)
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(U iT , gˆ
i)
Σ0
ΣT
p
q
C ′k
C ′k
C
p
C ′k
C ′k
C
q
Figure 6. Two families of curves C ′k approximating the
curve C which realizes the distance between p, q ∈ U iT with
respect to δ.
Proof. Let C(t) = (T (s), ~θ(s)) parameterized on [0, 1] be the minimizing
geodesic with respect to (Σ × [0, T ], δ) between the points p, q ∈ Σ× (0, T ].
Then we know that C(t) is a straight line in the annulus (Σ × [0, T ], δ), or
can be broken down into two pieces which are straight lines and one piece
which lies completely in Σ0.
For each straight line Cl, possibly further decomposing into straight lines
which are monotone in t, we can apply Lemma 4.2 and Lemma 4.4 to find
a sequence of curves Ck(t) so that Lδ(Ck)→ Lδ(Cl). For the portion of the
curve tangent to Σ0 we use the fact that gˆ
i and g¯i agree on this set and
gi(·, 0) → r20σ in C0. Putting this altogether we obtain an approximating
curve C ′k to find
dgˆj (p, r) ≤ Lgˆj(C ′k)(257)
= Lgˆj (C
′
k)− Lg¯j (C ′k) + Lg¯j (C ′k)− Lδ(C ′k) + Lδ(C ′k)(258)
≤ |Lgˆj (C ′k)− Lg¯j (C ′k)|+ |Lg¯j(C ′k)− Lδ(C ′k)|+ Lδ(C ′k)(259)
= |Lgˆj (C ′k)− Lg¯j (C ′k)|+ |Lg¯j(C ′k)− Lδ(C ′k)|+ Lδ(C) + 4Cǫ(260)
= |Lgˆj (C ′k)− Lg¯j (C ′k)|+ |Lg¯j(C ′k)− Lδ(C ′k)|+ 4Cǫ+ dδ(p, r).(261)
So by taking limits and using Lemma 4.2 and Lemma 4.1 we find that
lim sup
j→∞
dgˆj (p, r) ≤ dδ(p, r) + 2Cǫ(262)
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and since this is true ∀ǫ > 0 the result follows. 
4.2. Consequences of C0 Assumptions. It was noticed in [4] that a C0
lower bound on gˆi in terms of the limiting metric, in this case δ, is needed
in order to imply uniform, GH and SWIF convergence from L2 convergence.
In this subsection we deduce the consequence of this C0 lower bound which
is analogous to Lemma 4.1 in [4].
Lemma 4.7. Let p, q ∈ [0, T ] × Σ and assume that
1
Hj(x, t)2
≥ r
2
0
4
et − 1
j
,(263)
diam(UT , gˆ
j) ≤ D(264)
then
dgˆj(p, q)− dg¯j (p, q) ≥ −
D√
j
(265)
and hence
lim inf
j→∞
(
dgˆj(p, q)− dg¯j (p, q)
) ≥ 0.(266)
Proof. Let Cj(s) = (Tj(s), ~θj(s)) be the minimizing geodesic in U
j
T , param-
eterized by arc length w.r.t. gˆj, realizing the distance between p and q then
compute
dgˆj(p, q) =
∫ Lgˆj (Cj)
0
√√√√ T ′j(s)2
Hj(~θ′j(s), Tj(s))2
+ gj(~θj
′
(s), ~θj
′
(s))ds(267)
≥
∫ Lgˆj (Cj)
0
√
T ′j(s)2
(
r20
4
es − 1
j
)
+ gj(~θj
′
(s), ~θj
′
(s))ds(268)
≥
∫ Lgˆj (Cj)
0
√
T ′j(s)2
r20
4
es + gj(~θj
′
(t), ~θj
′
(t))− |T
′
j(s)|√
j
ds(269)
≥ Lg¯j (Cj)−
1√
j
∫ Lgˆj (Cj )
0
|T ′j(s)|ds ≥ dg¯j (p, q)−
D√
j
(270)
where we used the inequality
√
|a− b| ≥ |√a−
√
b| ≥ √a−
√
b in the third
line. The last result follows by taking limits. 
Lemma 4.8. Let p, q ∈ [0, T ] × Σ and assume that(
1− C
j
)
r20e
tσ ≤ gi(x, t),(271)
diam(UT , gˆ
j) ≤ D(272)
then
dg¯j (p, q)− dδ(p, q) ≥ −
D
√
j
(
1− Cj
) .(273)
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and hence
lim inf
j→∞
(
dg¯j (p, q)− dδ(p, q)
) ≥ 0.(274)
Proof. Let Cj(s) = (Tj(s), ~θj(s)) be the minimizing geodesic with respect to
g¯j , parameterized by arc length w.r.t. g¯j , realizing the distance between p
and q then compute
dg¯j(p, q) =
∫ Lg¯j (Cj)
0
√
r20e
sT ′j(s)2
4
+ gj(~θj
′
(s), ~θj
′
(s))ds(275)
≥
∫ Lg¯j (Cj)
0
√
r20e
sT ′j(s)2
4
+
(
1− C
j
)
r20e
sσ(~θj
′
(s), ~θj
′
(s))ds(276)
≥
∫ Lg¯j (Cj)
0
√
r20e
sT ′j(s)2
4
+ r20e
sσ(~θj
′
(s), ~θj
′
(s))ds(277)
−
∫ Lg¯j (Cj)
0
r0e
s/2|σ(~θj ′(s), ~θj ′(s))|√
j
ds(278)
≥ Lδ(Cj)− 1√
j
(
1− Cj
) ∫ Lg¯j (Cj)
0
|gj(~θj ′(s), ~θj ′(s))|ds(279)
≥ dδ(p, q)− D√
j
(
1− Cj
)(280)
where we used the inequality
√
|a− b| ≥ |√a−
√
b| ≥ √a−
√
b in (277) and
(278). We used (271) in lines (276) and (279). The last result follows by
taking limits. 
Corollary 4.9. Let p, q ∈ [0, T ] × Σ and assume that
1
Hj(x, t)2
≥ r
2
0
4
et − 1
j
,(281)
diam(UT , g¯
j) ≤ D,(282) (
1− C
j
)
r20e
tσ ≤ gi(x, t) ≤ Cr20etσ,(283)
then
lim inf
j→∞
dgˆj (p, q) ≥ dδ(p, q).(284)
Proof. By Lemma 4.7 we know
dgˆj(p, q)− dg¯j (p, q) ≥ −
D√
j
(285)
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and by Lemma 4.8 we know
dg¯j (p, q)− dδ(p, q) ≥ −
D
√
j
(
1− Cj
) .(286)
The result follows by combining these two inequalities and taking limits. 
Remark 4.10. Notice that if
‖gi − r20etσ‖C0 ≤
C
j
∀(x, t) ∈ Σ× [0, T ](287)
then (283) is satisfied and hence the corollary applies to this case as well.
4.3. Proof of Convergence. Now we are able to show uniform, GH, and
Flat convergence for the desired metrics.
Theorem 4.11. Assume
0 < H0 ≤ Hj(x, t) ≤ H1 <∞,(288)
0 <
(
1− C0
j
)
r20e
tσ ≤ gi(x, t) ≤ C1r20etσ,(289)
1
Hj(x, t)2
≥ r
2
0
4
et − 1
j
,(290)
diam(UT , gˆ
j) ≤ D,(291)
gˆj → g¯j in L2, and(292)
g¯j → δ in L2,(293)
then gˆ converges uniformly to δ as well as
(U jT , gˆ
j)
GH−→ (Σ× [0, T ], δ),(294)
(U jT , gˆ
j)
F−→ (Σ× [0, T ], δ).(295)
Proof. Define δc = dt
2 + σ and by the assumptions on Hj(x, t) and gi(x, t)
we find that
min(
1
H21
, c0)δc ≤ 1
H21
dt2 + c0σ ≤ gˆi ≤ 1
H20
dt2 + c1σ ≤ max( 1
H20
, c1)δc
(296)
where c0 = (1− C0) r20 and c1 = C1r20eT . Hence for
λ = max(H−20 , c1,H
2
1 , c
−1
0 )(297)
we can find the Lipschitz bounds
1
λ
≤ gˆ
i(p, q)
δc(p, q)
≤ λ.(298)
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Now we can apply Theorem 2.3 to conclude that a subsequence gˆj converges
in the uniform, GH and Flat sense to some length metric g∞ so that
1
λ
≤ g∞(p, q)
δc(p, q)
≤ λ.(299)
Now our goal is to show that g∞ = δ by observing that lim
j→∞
dgˆj (p, q) =
δ(p, q) pointwise. To this end, let p, q ∈ [0, T ] × Σ so by Corollary 4.9 we
have
lim inf
j→∞
dgˆj (p, q) ≥ dδ(p, q),(300)
and by Corollary 4.6 we have
lim sup
j→∞
dj(p, q) ≤ dδ(p, q),(301)
and hence we find
lim
j→∞
dgˆj (p, q) = dδ(p, q),(302)
which gives pointwise convergence of distances and hence g∞ = δ. We can
get rid of the need for subsequences by noticing that every subsequence of
the original sequence converges to the same limit. 
5. Stability of PMT and RPI
In the last section we showed what hypotheses we need in order to show
uniform, GH and SWIF convergence of gˆi to δ. In this section we want to
show how to use the results of section 3 to obtain the hypotheses of section
4 in order to prove the main theorems of this paper.
5.1. Obtaining the Hypotheses of Theorem 4.11. We first want to
show that gi → r20etσ uniformly which is where the curvature assumptions
of the main theorems come into play. In order to take advantage of these
curvature assumptions in combination with Lemma 3.2 and Lemma 3.4 we
will use the following result.
Theorem 5.1 (Theroem 78 [22]). Given n ≥ 2, v,D ∈ (0,∞), and λ ∈
R, there is an ǫ = ǫ(n, λ, v,D) > 0 such that any closed Riemannian
n−manifold (M,g) with
diam(M) ≤ D,(303)
V ol(M) ≥ v,(304)
|K − λ| ≤ ǫ,(305)
where K is the sectional curvature of (M,g), is C1,α close to a metric of
constant curvature λ.
We will also need an integral pinching theorem that was used in the
author’s previous paper [2].
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Corollary 5.2. (Petersen and Wei [23]) Given any integer n ≥ 2, and
numbers p > n/2, λ ∈ R, v > 0, D < ∞, one can find ǫ = ǫ(n, p, λ,D) > 0
such that a closed Riemannian n−manifold (Σ, g) with
vol(Σ) ≥ v(306)
diam(Σ) ≤ D(307)
1
|Σ|
∫
Σ
‖R− λg ◦ g‖pdµ ≤ ǫ(n, p, λ,D)(308)
is Cα, α < 2− np close to a constant curvature metric on Σ.
In our case n = 2, p = 2, α < 1 and the Riemann curvature tensor is
R = Kg ◦ g, where g ◦ g represents the Kulkarni-Nomizu product, and so
‖R− λg ◦ g‖2 = ‖g ◦ g‖2|K − λ|2 = 24|K − λ|2.
We will apply this in the case where n = 2 and Σ has the topology of
the sphere so we know that the constant curvature metric which Σit will
converge to is the round sphere. We now apply this result in order to obtain
Cα convergence of Σit to S
2(r0e
t/2).
Theorem 5.3. Let U iT ⊂ M3i be a sequence s.t. U iT ⊂ MT,H1,A1r0,H0,I0 and
mH(Σ
i
T )→ 0 as i→∞. If we assume that
|Ki|C0,α(Σ×[0,T ]) ≤ C(309)
|Rci(ν, ν)|C0,α(Σ×[0,T ]) ≤ C(310)
|Ri|C0,α(Σ×[0,T ]) ≤ C(311)
diam(Σit) ≤ D ∀t ∈ [0, T ](312)
then
gi → r20etσ(313)
in C1,α(Σ× {t}) uniformly for every t ∈ [0, T ], as well as,
Rci(ν, ν) ≥ −C
i
.(314)
This implies that
g¯i → δ(315)
in C1,α(Σ× [0, T ]).
Proof. By Lemma 3.4 we know that Rcj(ν, ν) ⇀ 0 on Σ × [0, T ]. By com-
bining with the assumption |Rci(ν, ν)|C0,α(Σ×[0,T ]) ≤ C we can conclude
by the Arzela-Ascoli Theorem that on a subseqeunce Rcj(ν, ν) → 0 uni-
formly over Σ × [0, T ]. Note that this implies the lower bound in equation
(314). By Corollary 3.2 combined with the assumption |Ri|C0,α([0,T ]) ≤ C
we know that on a subsequence Rj → 0 uniformly over Σ × [0, T ]. Then
since Kj12 = R
j − 2Rcj(ν, ν) we find that K12 → 0 uniformly over Σ× [0, T ].
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Lastly, we note that Kj = λj1λ
j
2 +K
j
12 which implies
|Kj − λj1λj2| = |Kj12| → 0(316)
uniformly over Σ× [0, T ]. Now by combining with Lemma 3.2 we find
|Kj − e
−t
r20
| ≤ |Kj − λj1λj2|+ |λj1λj2 −
e−t
r20
| → 0(317)
pointwise for a.e. (x, t) ∈ Σ× [0, T ] since λjp → e−t/2r0 , p = 1, 2, pointwise a.e.
on a subsequence. By combining with the assumption on Ki we find
|Kj − e
−t
r20
| → 0(318)
uniformly over Σ×[0, T ]. By combining with the diameter bound diam(Σit) ≤
D ∀t ∈ [0, T ] and the fact that we know |Σit| = 4πr20et we can apply the
pinching result Theorem 5.1 which implies that |gj(x, t)− r20etσ(x)|C1,α → 0
uniformly for each (x, t) ∈ Σ× [0, T ] as j →∞ where α < 1. Note that this
immediately implies that g¯i → δ by the definition of g¯i.
Then we can get rid of the need for a subsequence by assuming to the
contrary that for ǫ > 0 there exists a subsequence so that |g¯j − δ|C1,α ≥ ǫ,
but this subsequence satisfies the hypotheses of Theorem 1.4 and hence by
what we have just shown we know a further subsequence must converge
which is a contradiction. 
Theorem 5.4. Let U iT ⊂ M3i be a sequence s.t. U iT ⊂ MT,H1,A1r0,H0,I0 and
mH(Σ
i
T )→ 0 as i→∞. If we assume that
|Rci(ν, ν)|C0,α(Σ×[0,T ]) ≤ C(319)
diam(Σi0) ≤ D ∀t ∈ [0, T ](320)
then
gi → r20etσ(321)
in C0,α(Σ× {t}).
Proof. The proof of this theorem is extremely similar to Theorem 5.3 where
the steps are repeated exactly up to (317). At this point we again use that
λjp → e−t/2r0 , p = 1, 2, pointwise a.e. on a subsequence but if t = 0 is a time
where we do not have convergemce of λjp then we choose a time which is
arbitrarily close to t = 0 as the new starting time. Then we complete the
argument by applying the integral pinching result Theorem 5.2. 
Now we state a straight forward corollary for completeness.
Corollary 5.5. If gi → r20etσ in C0,α(Σ×{t}) uniformly for every t ∈ [0, T ]
then
0 < c0σ ≤ gi(x, t) ≤ c1σ.(322)
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Proof. This follows immediately from the uniform C0 convergence. 
Lastly we show how to obtain diameter control of U iT from control on g
i
and the assumptions on mean curvature.
Lemma 5.6. If we assume that
gi(x, t) ≤ c1σ,(323)
then if we define δc = dt
2 + σ we find
diam(U iT , gˆ
i) ≤ max(H−10 , c1, 1)diam(Σ × [0, T ], δc)(324)
Proof. Let C(t) = (T (t), ~θ(t)) be the curve which realizes the diameter of
(U iT , gˆ
i) between the points p, q ∈ U iT and let γ(t) be the curve which mini-
mizes the distance between p, q with respect to δc = dt
2 + σ. Now notice
diam(U iT , gˆ
i) = dgˆi(p, q) = Lgˆi(C) ≤ Lgˆi(γ)(325)
=
∫ 1
0
√
T ′(t)2
H(x, t)2
+ gi(θ′(t), θ′(t))dt(326)
≤
∫ 1
0
√
T ′(t)2
H20
+ c1σ(θ′(t), θ′(t))dt(327)
≤ max(H−10 , c1, 1)
∫ 1
0
√
T ′(t)2 + σ(θ′(t), θ′(t))dt(328)
= max(H−10 , c1, 1)Lδc(γ)(329)
= max(H−10 , c1, 1)dδc(p, q)(330)
≤ max(H−10 , c1, 1)diam(Σ × [0, T ], δc)(331)

5.2. Proof of Main Theorems. In this subsection we will finish the proofs
of Theorem 1.4 and Theorem 1.9 which we note are fairly quick proofs at
this point since we have organized the important results in subsection 5.1.
Poof of Theorem 1.2:
Proof. By assumption (27) we know that a subsequence Hj(x, t) → f(x, t)
in C0,α for some function f(x, t) ∈ C0,α. Then by Proposition 3.3 and
Lemma 3.1 we see that f(x, t) = 4r0 e
−t and we can get rid of the need for a
subsequence in the usual way. Then by Theorem 5.3 we find that gi → r20σ
in C0,α, uniformly in t ∈ [0, T ]. These two results together show that gˆi → δ
in C0,α, as desired. 
Proof of Theorem 1.4:
Proof. By Theorem 5.3, Corollary 3.20, Corollary 5.5, and Lemma 5.6, com-
bined with the L2 convergence results of [2] we have the hypthotheses neces-
sary to apply Theorem 4.11 which completes the proof of Theorem 1.4. 
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Poof of Theorem 1.6:
Proof. By Theorem 5.4, Corollary 3.20, assumption 17, and Lemma 5.6,
combined with the L2 convergence results of [2] we have the hypthotheses
necessary to apply Theorem 4.11 which completes the proof of Theorem
1.4. 
Proof of Theorem 1.8:
Proof. Combine Theorem 1.2 with Theorem 2.6 and Lemma 3.15 in order
to obtain the desired conclusion. 
Proof of Theorem 1.9:
Proof. First we notice that the assumptions of Theorem 1.9 allow us to apply
Theorem 1.4 as well as Lemma 3.13, Lemma 3.14 and Lemma 3.17. All of
these results give us the necessary hypotheses to apply Theorem 2.7 which
completes the proof of Theorem 1.9. 
Poof of Theorem 1.10:
Proof. First we notice that the assumptions of Theorem 1.10 allow us to
apply Theorem 1.6 as well as Lemma 3.13, Lemma 3.14 and Lemma 3.17.
All of these results give us the necessary hypotheses to apply Theorem 2.7
which completes the proof of Theorem 1.10. 
6. Examples
In this section we give three examples which illustrate the hypotheses
assume in the main theorems as well as discuss possible uses of the stability
theorems of the author in combination with further understanding of the
properties of weak and smooth IMCF.
Example 6.1. In the paper by Lee and Sormani [21] an example is given of
a manifold whose mass is going to zero with increasingly many, increasingly
thin gravity wells of a fixed depth that has a SWIF limit but does not converge
in the GH sense (See Example 5.6 of [21]). In this paper we adapt this
example, depicted in figure 6.1, in order to explore the hypotheses of Theorem
1.9 for an example which does not converge in the GH sense.
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U1T1 U
2
T2
U3T3
· · ·
Figure 7. Sequence of manifolds with increasingly thin
gravity wells of a fixed depth centered at the points indicated.
Here we consider the smooth solution of IMCF of Σi0 inside the manifolds
Mi, which we will define in a similar way as Lee and Sormani [21] Example
5.6, so that Mi is asymptotically flat manifolds with ADM mass 1/i. In the
process of constructing these examples Lee and Sormani show that a rota-
tionally symmetric manifold exists with constant positive sectional curvature
Ki on annular regions, which are depicted by dotted circles above in figure
6.1, where Ki → 0 as i → ∞ and which were shown to be annular regions
of spheres of radius 1√
Ki
. Outside of these annular regions the metric is
rotationally symmetric and the metric becomes essentially Schwarzschild of
mass 1/i. Then by Schoen and Yau [26], and Gromov and Lawson [15] one
can remove arbitrarily small balls, depicted as dotted circles surrounding the
gravity wells in figure 6.1, such that the metric is unchanged outside these
small balls.
If the solution exists beyond the annular regions then by the work of
Scheuer [28] the solution should exist for all time and hence we can con-
clude that mH(Σ
i
Ti
) ≤ 1i . One issue is that we do not know that Ti will not
approach 0 as i→∞, i.e. the smooth solution of IMCF starting at Σi0 exists
for a shorter and shorter time along the sequence (This motivates the need
for further exploration of the existence of smooth solutions to IMCF under
integral curvature bounds). If Ti ≥ T¯ > 0 then Theorem 1.9 applies to show
SWIF convergence to Euclidean space but one should note that for this very
constructive example one can argue the stability directly using an argument
similar to Lee and Sormani [21] in Example 5.6.
Despite this limitation, this example is particularly instructive for illus-
trating (39) of Theorem 1.9. In figure 6.1 we see what Σi0 should look like in
this example where we have also drawn a sphere of the same area S2r0 and a
sphere S2ri whose distances are smaller than Σ
i
0, i.e. if F¯i = Ri◦F : Σi0 → S2ri
is a diffeomorphism, constructed from an area preserving diffeomorphism
F : Σi0 → S2r0 and the natural map Ri : S2r0 → S2ri which scales the sphere,
IMCF AND THE STABILITY OF THE PMT 47
then we define
ri = sup{r > 0|dΣi0(p, q) ≥ dS2ri (F¯i(p), F¯i(q))}.(332)
As i increases and the spikes in figure 6.1 become thinner the contributed
area of the spikes will become smaller and hence ri → r0 as i → ∞ which
implies that condition (39) is satisfied.
S2ri
Σi0
S2(r0)
Figure 8. Σi0, a sphere of the same area S
2
r0 , and the largest
sphere S2ri whose distances are smaller than Σ
i
0.
Example 6.2. In this example we give an illustration of how the main the-
orems of this paper would combine with results on weak solutions to IMCF.
Note that the weak solution of IMCF jumps over gravity wells and so in fig-
ure 6 we show gravity wells lying on a dotted circle which is separated from
the solid region U i foliated by a weak solution of IMCF. We also depict the
region inside Wi and the region outside Vi. Note that the weak solution does
not foliate the region M \ (V i ∪ U i ∪ W i) and so a separate argument is
required to control these jump regions.
The jump regions become smaller in the parameterizing space as depicted
since the weak solution should foliate more of the region as the wells become
thinner. The arguments in [21] show that the volume of M \ (V i ∪U i ∪W i)
will go to zero and hence this example will SWIF converge to Euclidean space
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on compact subsets but in general the goal would be to control the volume of
the jump regions by the mass. If one can show that the volume of the jump
region is controlled or going to zero then you can combine with a result
like Theorem 1.9 to show that the entire region is converging to annulus in
Euclidean space under SWIF convergence..
W 1
U1
V 1
W 2
U2
V 2
W 3
U3
V 3
· · ·
Figure 9. Sequence of manifolds with increasingly thin
gravity wells of a fixed depth centered at the points indicated.
Example 6.3. In this example we consider four solutions to IMCF which
are uniformly controlled along the sequence, i.e. U iT , V
i
T ,W
i
T , Z
i
T ⊂MT,H1,A1r0,H0,I0
(See Figure 6). Here we assume that the Hawking mass of the outer bound-
ary of each region is going to zero and hence by Theorem 3.9 each region is
getting L2 close to a particular warped product. If U iT is reaching far enough
into the asymptotically flat portion of each Mi, where Mi is a uniformly
asymptotically flat sequence (See [2] for the definition of uniformly asymp-
totically flat sequence), so that Theorem 3.6 applies then we know that U iT
is converging in L2 to Euclidean space. Now since U iT overlaps the other
regions V iT ,W
i
T , Z
i
T we can conclude by uniqueness of limits that the warped
product which these regions are converging to is also Euclidean space.
This suggests that if we can cover a sequence of uniformly asymptotically
flat manifolds Mi by a collection of uniformly controlled IMCF coordinate
charts then we will be able to show L2 convergence of Mi on compact sub-
sets to Euclidean space. If one assumes further curvature conditions on the
coordinate charts then the results of this paper will apply to obtain C0,α, GH
or SWIF convergence to Euclidean space on compact subsets. This would
be analogous to the use of harmonic coordinate charts in the case of smooth
Cheeger-Gromov convergence, see [10, 14], under sectional curvature bounds,
which was also used by Anderson [5] under Ricci curvature bounds, and has
been used by many other authors to develop compactness theorems.
In order for this to work for IMCF coordinate charts we would need new
estimates, under possibly weak integral curvature bounds, which guarantee
the existence of smooth, uniformly controlled IMCF charts so that the entire
coordinate chart has a uniform lower bound on the existence time or the
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minimum of the t direction distance. This motivates the pursuit of regularity
estimates on smooth and weak IMCF, analogous to the results of Huisken
and Ilmanen [18], in order to obtain a better understanding of the existence
of IMCF coordinate charts on general manifolds.
U iT
V iT
W iT
ZiT
Figure 10. Collection of uniformly controlled, overlapping
IMCF coordinate charts.
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