This paper proposes a novel model management technique to be applied in populationbased heuristic optimization. This technique adaptively selects different computational models (both physics-based and statistical models) to be used during optimization, with the overall goal to end with high fidelity solutions in a reasonable time period. For example, in optimizing an aircraft wing to obtain maximum lift-to-drag ratio, one can use low-fidelity models such as given by the vortex lattice method, or a high-fidelity finite volume model (that solves the full Navier-Stokes equations), or a surrogate model that substitutes the high-fidelity model.The information from models with different levels of fidelity is integrated into the heuristic optimization process using a novel model-switching metric. In this context, models could be surrogate models, low-fidelity physics-based analytical models, and medium-to-high fidelity computational models (based on grid density). The model switching technique replaces the current model with the next higher fidelity model, when a stochastic switching criterion is met at a given iteration during the optimization process. The switching criteria is based on whether the uncertainty associated with the current model output dominates the latest improvement of the fitness function. In the case of the physics-based models, the uncertainty in their output is quantified through an inverse assessment process by comparing with high-fidelity model responses or experimental data (if available). To determine the fidelity of surrogate models, the Predictive Estimation of Model Fidelity (PEMF) method is applied. The effectiveness of the proposed method is demonstrated by applying it to airfoil optimization with the objective to maximize the lift to drag ratio of the wing under different flow regimes. It was found that the tuned low fidelity model dominates the optimization process in terms of computational time and function calls.
I. Introduction
Population-based heuristic algorithms, such as genetic algorithm and swarm optimization algorithms have been applied to diverse areas of science and engineering over the past three decades. They have proven to be very efficient in complex design optimization problems especially those involving highly nonlinear functions.
However, the enormous computation time of the high fidelity simulation models in engineering analysis and design activities, and large number of evaluations needed in the heuristic optimization limit the applicability of heuristic algorithms in real-world complex engineering design (e.g., wing design of a high speed civil transport (HSCT) aircraft 1 ). This issue can be addressed using variable fidelity model by integrating model management strategies into the optimization process.
Variable fidelity model refers to a model with different levels of fidelity, where the choice of models is controlled using model management strategies. In addition to the low, medium, and high fidelity models which are based on the physics of the system, surrogate models (or mathematical approximation models) can also be included in variable fidelity model. Surrogate models are inexpensive to evaluate and approximate accurately the large-scale high fidelity simulation models to fasciate analysis tasks. Several reviews of the state-of-the-art surrogate modeling and approximation strategies have been reported in the literature. [2] [3] [4] The major surrogate modeling methods include Polynomial Response Surfaces, 5 Kriging, 6, 7 Moving Least Square, 8, 9 Radial Basis Functions (RBF), 10 Extended Radial Basis Functions (E-RBF), 11 and Neural Networks. 12 These methods have been applied to a wide range of disciplines, such as aerospace design, automotive design, chemistry, and material science.
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Besides direct implementing of surrogate model as a black-box (without any assumption regarding the physics of the systems), low-fidelity models can be used in surrogate model construction to achieve improved accuracy (as illustrated in Fig. 1 ). Low fidelity (or simple-physics, i.e., the vortex lattice computational fluid dynamics method) models are low complexity and less faithful representations of the physics of the system. 16 In many cases, low fidelity models can be obtained either by simplifying the analysis model (e.g., using coarser finite element mesh) or by simplifying the original model (e.g. using simpler boundary conditions or geometry etc). Low fidelity models inherit the most general features of the original model and are less expensive than the original model. Hence, low fidelity models provide a good basis for the construction of high quality approximation models. In a general, tuned low fidelity model should reflect the most prominent physical features of the system, and at the same time remain computationally inexpensive. In surrogate-based tuned low fidelity model, the tuning (or correction) of a low-fidelity model is done using surrogate constructed over the information from a relatively small number of calls of the high-fidelity model. 17, 18 Venkataraman et al.
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demonstrated the effectiveness of tuned low fidelity models in the design of shell structures for buckling. In this study, surrogates used to approximate the ratio of the buckling loads from the low and high fidelity models. Vitali et al. 20 used a coarse low fidelity finite element model to predict the stress intensity factor, and corrected it using a detailed finite element model for optimizing a blade stiffened composite panel. Space mapping techniques, 21, 22 similar to the surrogate-based tuned low fidelity, used to construct model which is faster than the high fidelity model and at least as accurate a the low fidelity model. In the original case introduced by Bandler et al., 21 a linear mapping was used to relate high and low fidelity model's parameters in space mapping-based optimization.
The variable fidelity model in the proposed method can include different type of models with different level of fidelity, assuming the error associated with each model is quantifiable. Although the prediction error of the surrogate model and surrogate-based tuned low fidelity model are difficult to quantify, The recently developed Predictive Estimation of Model Fidelity (PEMF) 23 method has been shown to be effective in quantifying surrogate model fidelity. 
A. Variable Fidelity Optimization
The major challenge arising in using surrogate models or low fidelity models in optimization (i.e., surrogatebased design optimization) is the fidelity of these models which may lead to introducing false optima.
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Model management strategies have been investigated in surrogate-based optimization to build a high quality surrogate. Forrester et al. 25 combined Kriging with a Bayesian model for multi-fidelity optimization based on the EGO (Efficient Global Optimization) and demonstrated the approach using a wing aerodynamic design problem. In EGO, a Gaussian based surrogate model is fitted to the initial sampling points and infill points are added in the locations where the surrogate is minimized and the predicted error is relatively high. Giunta et al. 26 applied multi-fidelity modeling technique for the multidisciplinary design of high speed civil transport (HSCT). In this problem, low-fidelity model is used to define a sub-region of the design space in which an optimum design was likely to exist. The high-fidelity model is then applied to improve the level of fidelity of low-fidelity model. Alexandrov et al. 27 and Rodriguez et al. 28 coupled a tuned low fidelity model with a numerical optimizer subject to a trust region 29, 30 constraint, where the lower fidelity model tuned using the higher fidelity model. Alexandrov et al. 31 used multi-fidelity models for a wing design optimization problem. In this approach, tuned low-fidelity model used for solving optimization problems that involve computationally expensive models.
The model management strategies used in optimization based on low fidelity models (i.e., surrogate model) using heuristic algorithms can be broadly classified into two different approaches 32 including (i) individual-based evolution control, and (ii) generation-based evolution control. In individual-based approach, selected individuals (i.e., controlled individuals) within a generation are evaluated using the high fidelity model. In generation-based approach, the whole population of generation (i.e., controlled generation) will be evaluated using the high fidelity model. Graning 37 where the k-means clustering technique is used to find the controlled individual cluster based on the distance from the best individual. The generation-based evolution control is more suitable when the evaluation of the fitness function is implemented in parallel. 32 In this approach, the frequency at which the low fidelity model is updated using high fidelity model is determined by the fidelity of the low fidelity model. The lower the model fidelity, the more frequently the high fidelity model should be called and the low fidelity model should be updated.
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II. A New Paradigm in Variable fidelity Optimization
A critical issue in an optimization based on variable fidelity model is to find the best integration between models with different levels of fidelity. This paper proposed a new model management methodology for optimization based on variable fidelity model, which adaptively improves the fidelity of the model in a heuristic optimization. To do this end, a switching model metric is proposed to determine the best time for changing models. The proposed metric is defined as a probabilistic measure of a chosen model, with the consideration of model uncertainty and computational cost. In this paper, the Predictive Estimation of Model Fidelity (PEMF) 23 and an inverse assessment process are applied to quantify uncertainty associated with models constructed using surrogates (i.e., tuned low-fidelity model) and the low-fidelity models, respectively.
The proposed methodology involves five major steps as described by
Step 1 Rank the models (from the lowest fidelity to the high fidelity) based on the error associated with each models, M i for i = 1, ..., n. where M 1 is the lowest fidelity model, and M n is the highest fidelity model.
Step 2 Generate the initial population, t = 1, using the lowest fidelity model (M 1 ).
Step 3 Run the heuristic optimization algorithm at iteration, t, using the current model, M i , and update the population, t = t + 1. In this paper, the genetic algorithms is adopted for this purpose.
Step 4 Check the stopping criteria. The optimization algorithm stops when the mean of the relative change in the fitness function value is less than predefined function tolerance, δ F . To avoid termination before reaching to the high fidelity model, the function tolerance should be given by δ F < µ − 2σ Mi=n−1 .
IF the termination criteria is satisfied, the current optimum is identified as the final optimum and the process is terminated. Otherwise, Go To Step 5
Step 5 Check the switching metric. For each two subsequent iterations in an optimization process
• Check a switching metric on individuals at each iteration.
• Check a switching metric between child and parent solutions at subsequent iterations.
IF the switching criteria are satisfied, Change the model (i = i + 1), and continue step 2.
A flowchart of the algorithm is given in Fig. 2 . It should be noted that, the checking process using model switching metric may not be performed for every generation in practice, it is applied in the flowchart for every generation for the sake of simplicity in explanation.
A. Model switching metric
Assume the uncertainty associated with each model (M i ; i = 1, .., n) is deterministic and follows the normal distribution. Under this assumption, the fitness function evaluated using the i th model, with consideration given to model uncertainty, on two selected individuals can be estimated by
where y i represents the i th response of the model; and ε i ∼ N (µ εi , σ εi ) is the deterministic error associated with the i th model. Correspondingly, it is assumed that the relative change in the fitness function value follow a normal distribution ∆f ∼ N (µ ∆f , σ ∆f ) where ∆f in t th iteration is given by
In the proposed model management methodology, the model switching metric is defined as a probability of whether the uncertainty associated with a model is more than the improvement of the fitness function in heuristic optimization procedure. Based on this concept, the switching metric is considered to be hypothesis testing on the difference between the distribution of the relative fitness function improvement and the distribution of the deterministic normalized error associated with the model. This statistical test for the m th model can be stated by (it is assumed that for the i th model, µ ∆f < µ ε i ) P cr µε Θcr ε P DF Fig. 3 (or the observed significant level is equal to P cr ). In this study, it is assumed that the uncertainties associated with the lower fidelity models follow a normal distribution, Θ i cr is given by In this test, the null hypothesis will be rejected, Changing Model, at Θ ∆f > Θ i cr (or the observed significant level in distribution of the error associated with the model is equal to P 0 < P cr ) as illustrated in Fig. 5 and will be accepted, Not Changing Model, at Θ ∆f < Θ i cr (or the observed significant level in distribution of the error associated with the model is equal to P 0 > P cr ) as illustrated in Fig. 4 . Figure 5 . Rejection of the null hypothesis Θ ∆f < Θcr, or P 0 > Pcr; Don't Change a model
In this study, the uncertainties associated with the surrogate models (e.g., in tuned-low fidelity model) are determined using using advanced surrogate error estimation method presented in PEMF. 23 The PEMF method is derived from the hypothesis that the accuracy of approximation models is related to the amount of data resources leveraged to train the model. In PEMF, intermediate surrogates are iteratively constructed over a heuristic subsets of training points (intermediate training points). The PEMF method 23 is applied to provide information about the median and standard deviation of an estimated function without investing additional system evaluations. A detailed expression of the PEMF method is provided in the following subsection (Sec. B). In the case of the physics-based models (e.g., low fidelity model), the uncertainty in their output is quantified through an inverse assessment process by comparing with high-fidelity model responses using the following pseudo code (Algorithm 1). 
B. Predictive Estimation of Model Fidelity (PEMF)
As a model selection criterion, the PEMF method 23 is applied to evaluate the two criteria (the median and the maximum error) for any given candidate surrogate without investing additional system evaluations. The PEMF method predicts the error by modeling the variation of the error with an increasing density of training points. The PEMF method is described in the following pseudocode.
Algorithm 2 Predictive Estimation of Model Fidelity (PEMF)
INPUT:Number of sample points N , sample set (X, F ) Set Number of iterations N it ; indexed by t Set Size of intermediate training points at each iteration, n t , where n t < n t+1 Set Number of heuristic subsets of training points at each iteration equal to M t where 23 It is important to note that all error quantifications are done in terms of the relative absolute error which is given by:
where F andF are respectively the actual function value at X i given by high fidelity simulation of data and the function value estimated by the surrogate; in this definition, a denominator of 1 is used instead of F , if F = 0. In this study normal distribution functions is used to fit to the median error over the M t different combinations at each iteration. The regression models are then applied to relate the statistical mode of the median and standard deviation of error distributions (Mo t med and σ t med ) to the number of the training points (n t ) at each iteration. These regression models called the variation of error with sample density (VESD). This functions are then used to predict the median and standard deviation of error (ε P EMF and σ P EMF ) in the surrogate as illustrated in Fig. 6 . In this study, two types of the regression functions are applied including the multiplicative (E = a 0 n a1 ) or the exponential (E = a 0 e a1n ) regression functions. The choice of these regression functions assume a smooth monotonic decrease of the error values with the training point density. The root mean squared error metric is used to select the best-fit regression model in each of these cases. Figure 6 . The predicted median error distribution using PEMF
III. Numerical Example and Testing Procedure
A. Aerodynamic shape optimization of 2D airfoil
This section presents the application of the proposed method for solving optimization problem. The optimization problem concerned with the lift-to-drag coefficient maximization of the Wortmann FX60.126 2D airfoil. 39 The design variables include the angle of incidence and three shape variables. With respect to the initial airfoil design, two splines (e.g., cubic spline interpolation) are added to the suction and pressure sides. Each of these splines is characterized by 3 points defined on the leading edge, the middle span, and the trailing edge. The chord length of the airfoil is equal to 1 m. The design constraints are the side constraints on the design variables which are listed in Table. 1. B. Aerodynamic models with different level of fidelity
To develop a high fidelity aerodynamic model, the commercial Finite Volume Method (FLUENT) is used for solving Reynolds-averaged Navier-Stokes (RANS) equations. A Reynolds model is introduced to take the turbulence into account. The CFD mesh constructed using quadrangular cells, characterized by 9,838 quadrangular cells and 10,322 points ( Fig. 7(a) ). The lower fidelity model is constructed based on the assumptions that the fluid is steady, incompressible, and irrotational. In this model, the Navier-Stokes equations are solved by using Finite Element method. Triangular T3 elements which are used for demonstration are illustrated in Fig. 7(b) . The incoming velocity in these analysis is set to 25 m/s. The analysis time on the High and Low fidelity models are approximately 5 minutes and 30 seconds, respectively.
The third model is a surrogate model constructed using High fidelity results (lift-to-drag coefficient values) on few sample points (30 sample points). The forth model is a tuned low fidelity model. In this paper, a tuned low fidelity model is constructed using Additive form given bỹ
whereF is a tuned low fidelity model; f (x) is a low fidelity model; C(x) is an explicit tuning surrogate constructed using high fidelity information at points of a selected plan of experiments:
where C L and C D are respectively Lift and Drag coefficients. The surrogate models in the third and forth models are constructed using Kriging with Gaussian correlation function. 6, 7 Kriging is an interpolating method that is widely used for representing irregular data. Under the Kriging approach, the zero-order polynomial function is used as a regression model, and the correlation parameter is set to 2. The Optimal Latin Hypercube is adopted to determine the locations of the sample points. It is difficult to use heuristic algorithm in aerodynamic design optimization problem, because of the computational cost of the high number of performance evaluation in these algorithms. To address this issue, the variable fidelity model along with the model management framework introduced in this paper applied in optimization problem. The population is initialized using the lowest fidelity model, and the proposed switching metric is then applied to adaptively improve the fidelity of the model in the optimization process. In this paper, the switching metric is used in implemented after five iterations. The type of the models, the mean and standard deviation of the error associated, and the number of calls of each of the models are listed in Table. 2. Figures 11(a) and 11(b) illustrate the contribution of the four different models in aerodynamic design optimization. These figures show that the overall computational cost is highly sensitive to the number of high fidelity model evaluations, and also show that the variable fidelity model reduces the overall computational cost about 76% in comparison with using only high fidelity model. The convergence process of the objective function in different generations is illustrated Fig. 12 . This figure shows the process of switching model from the model with lowest fidelity to high fidelity model. The results are shown for few generation of optimization using High-fidelity simulations. This case study is performed for the purpose of illustration and uniquely shows that the uncertainty in the lower fidelity models could exceed the relative improvement across constitutive iteration significantly a head of convergence. Such scenario makes this Variable fidelity optimization technique unique tool for designing complex system, where fast low-fidelity models are indispensable. 
IV. Conclusion
This paper proposed a novel model management methodology to adaptively construct a high quality variable fidelity model through the optimization process. To do this end, an optimization process is started using the lowest fidelity model but computationally efficient. A novel switching metric is then proposed to determine the best time for changing the model to a higher fidelity model. Assuming the uncertainties associated with the involved lower fidelity models follow the normal distribution, the proposed model switching metric is defined as a probability of whether the uncertainty associated with a model is more than the improvement of the fitness function. The proposed variable fidelity model is implemented within an aerodynamic shape optimization of a 2D airfoil with high-and low-fidelity simulation models.
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