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Abstract
In this paper, we study the problem of data gathering in
multi-hop wireless sensor networks. To tackle the high de-
gree of channel contention and high probability of packet
collision induced by bursty trafﬁc, we introduce a novel
model based on random channel access scheme for data
gathering. In our model, both data delivery reliability and
latency are considered, and our goal is to tune the attempt
probability for each sensor node so that the data gathering
duration can be minimized on condition that each link in the
data gathering tree can provide guaranteed per-hop packet
delivery reliability. We formulate this problem as an opti-
mization problem and propose a distributed heuristic algo-
rithm which exploits only two hop neighbors information to
solve it for tree networks. We evaluate the algorithm and
the model by simulations, and results show that our algo-
rithm has low computational complexity and our model can
provide a good trade-off between reliability and latency for
data gathering.
1. Introduction
Wireless sensor networks(WSNs) are expected to be
used in a wide range of applications, such as habitat sensing,
healthcare monitoring, target tracking, etc.. An important
task for such scenarios is data gathering, where each sensor
must periodically report its sensed data to the central node,
or base station(BS). For many applications, the sensed data
from different locations is expected to be transported to the
BS with high reliability and low latency.
The advances in low cost and low power RF communi-
cation have enabled the deployment of large-scale sensor
networks. Due to the low transmission power, the distance
between a sensor node and the BS may exceed its transmis-
sion range. Relaying packets by intermediate nodes needs
to be performed and data gathering must be operated in a
multi-hop fashion. During data gathering, the large burst of
data packets generated within a very short time will lead to
high degree of channel contention and high probability of
packet collision. The situation is further exacerbated by the
fact that packet is delivered over multi-hop routes. Conse-
quently, the packet loss rate is very serious in data gathering.
For example, in [9], the authors observed that around 50%
packets are lost for most events in Lites with the default ra-
dio stack of TinyOS.
To improve packet delivery reliability, the RTS/CTS
handshake is employed in IEEE802.11 Distributed Coordi-
nation Function(DCF) to counter the packet loss. However,
RTS/CTS handshake can improve system performance only
when large data frames are considered. But in most data
gathering WSNs, the packet generated by the sensor is usu-
ally small, for example, the message generated by sensors
deployed for monitoring the environment temperature may
only contain several bits data besides the header. Therefore,
the short control frames may further increase the channel
contention and cause more data loss. To avoid packet col-
lision, efﬁcient scheduling algorithms have also been pro-
posed for data delivery inWSNs [2][6]. However, due to the
large scale of WSNs, ﬁnding optimal collision-free sched-
ules for packet transmission is not easy.
Random access scheme is seen as better solution to
bursty packet networks due to its simplicity and low delay
(under light load) for bursty trafﬁc [8]. It is well known
that the random access channel throughput increases ini-
tially with increasing aggregate trafﬁc generation rate[5].
Moreover, in most random access schemes, no additional
control frames are used for channel reservation. Therefore,
the channel utilization may be greatly improved.
In our work, we study the data gathering problem under
random channel access model. We introduce a novel math-
ematical model for data gathering which considers both
packet delivery reliability and latency. In our model, each
node vi simply determines to transmit a packet with prob-
ability αi and decides to receives a packet with probabil-
ity 1 − αi at any time slot during data gathering, where
αi is called attempt probability[4] for node vi. We do not
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insist that all the sensors use the same attempt probabil-
ity ﬁrst because maintaining the same attempt probability at
every sensor is difﬁcult. More importantly, different sen-
sors may need different values of αi to counter the local
inhomogeneities in nodes deployment.
To perform data gathering task, tree structure – a
multiple-source single-sink communication paradigm – is
always employed. In [1], a hop-tree is constructed to gather
sensor data. In [10], an algorithm for constructing a data
gathering tree which can provide good trade-offs between
reliability and latency was proposed. In this paper, we as-
sume that the tree for data gathering has already been con-
structed. Our goal is to compute the optimal attempt prob-
ability for each sensor node so that the data gathering du-
ration can be minimized on condition that each link in the
tree can provide guaranteed hop-by-hop delivery reliability.
We formulate this problem as an optimization problem and
propose a distributed heuristic algorithm to solve it.
The remainder of this paper is organized as follows. Sec-
tion 2 reviews some related work. In section 3, we describe
our model and formulate the problem as an optimization
problem. Section 4 gives the distributed heuristic algorithm.
Section 5 provides the simulation results and analysis. Fi-
nally, we conclude in Section 6.
2. Related Works
The most relevant works include [7,9,10]. In [4], a
generalized gradient ascent algorithm was proposed to
self-learn the optimal attempt probability to maximize the
throughput for each node. Two iterative, decentralized al-
gorithms were presented in [7] to compute the global op-
timal rates for the problem of max-min fair rate alloca-
tion in ALOHA networks. In [3], the author views the
problem of optimizing the node attempt probability as a
non-cooperative game and shows the existence of a Nash
equilibrium giving an optimal channel access rate for each
node. However, all these approaches only consider the per-
formance for each single node, such as maximizing the
throughput or obtaining fairness. In data gathering, each
sensor node is not independent, and all the sensors must
work in a cooperative manner since the quality of a link de-
pends on the attempt probabilities of several nodes. There-
fore, the approaches mentioned above are not suitable to
solve our problem.
To the best of our knowledge, this is the ﬁrst paper that
addresses the attempt probability tuning problem for data
gathering in random access wireless sensor networks. Since
different applications of WSNs may have different require-
ments for reliability and latency, it is desired to propose
a model in which reliability and latency tradeoffs can be
tuned by the user. In our model, the tradeoff can be obtained
by simply adjusting the per-hop packet delivery reliability.
3. Problem Formulation
In our model, we make the following assumptions about
the wireless sensor networks.
• All sensors are equipped with the same radio trans-
ceiver and can transmit/receive on a common carrier
frequency using omni-directional antennas. Each sen-
sor node is assumed to be static and distinguishable by
a unique identiﬁer.
• Time is slotted and nodes are synchronized on time
slots. The length of each time slot is equal to the du-
ration of transmitting a packet. At each time slot, a
node can be in two states: active and sleep. If node vi
is in active state, it decides to transmit a packet with
probability αi and decides to receive with probability
(1− αi).
• Collisions occur if a node simultaneously receives
transmissions from two or more of its neighbors. Al-
though it is possible that the receiver may correctly de-
code the packet from the transmitter if the signal to
interference ratio(SIR) exceeds a given threshold, in
our model, we assume that all colliding packets will
be lost.
We model the network as a directed graph G = (V,E),
where V = (v1, v2, ..., vn) is the set of sensor nodes, and E
is the set of wireless links. Let (i, j) denote the link from
vi to vj . If vi can receive packets from vj , we also assume
that vj can receive packets from vi. Let N1(i) and N2(i)
be the set of one hop and two hop neighbors of node vi
respectively. In addition, we assume that there is only one
BS in the network, and all the data generated by the sensor
nodes should be reported to the BS during data gathering.
All sensor nodes should operate in a cooperative man-
ner to perform the data collection task. Therefore, each
node in the network should optimally attempt a transmis-
sion, which means that a node should neither be too ag-
gressive in attempting a transmission(thereby risking a col-
lision) nor be too conservative so as to miss the chance of
successful transmission. To address the problem in detail,
we ﬁrst give some deﬁnitions.
Deﬁnition 1: At time slot t, P (i, j) is deﬁned as the prob-
ability that a packet issued by node vi can be successfully
delivered to node vj .






It is obvious that node vj can successfully receive a packet
from vi in time slot t if and only if node vi is in transmit
state, while node vj and all its one hop neighbors except vi
are in non-transmit states at this time slot.
Let Si,j denote the number of time slots allocated to vi
for delivering its packet to vj . Bi,j denotes the number of
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collision-free time slots among Si,j time slots. Since the
states at different time slots are independent, Bi,j can be
modeled as a binomial random variable:
Bi,j ∼ Binomial(Si,j , P (i, j)) (2)
Deﬁnition 2: P (i, j, Si,j) is the function for computing the
probability that vj can receive at least one packet from vi in
the Si,j time slots.
P (i, j, Si,j) = P (Bi,j ≥ 1) = 1− P (Bi,j = 0)







P (i, j, Si,j) is called the per-hop delivery reliabil-
ity (PHDR) in our model. Given threshold τ(i, j)
for P (i, j, Si,j), Si,j can be easily computed from
P (i, j, Si,j) = τ(i, j), i.e.,









Let (V, T ) be the data gathering tree constructed fromG,
where T is the set of directed links in the tree. Let L(i) be
the latency for node vi to deliver a packet to the BS along
the path in the tree. In our model, we assume that the packet
generated by the sensor is small and each intermediate node
can encapsulate the data it generates or receives into one
packet. Since the time for data encapsulation is small and
we ignore it when calculating the packet delivery latency.
Denote by L the minimal duration for data gathering, there-
fore, L = maxvi∈V L(i). Our goal is to compute the op-
timal attempt probability for each node that can minimize
the duration of data gathering while providing guaranteed
PHDR. Hence, we aim to solve the following optimization
problem.
Minmize L = max
vi∈V
L(i)
s.t. P (k, j, Sk,j) ≥ τ(k, j)
0 ≤ αi ≤ 1, vi ∈ V (5)
Where τ(k, j) is the user speciﬁed threshold for
P (k, j, Sk,j). We refer this problem as attempt probabil-
ity tuning problem(APTP).
4. Distributed algorithm for APTP
Let F (i) be the father node of vi, and C(i) be the set of
children of vi. Each node vi maintains a label Ts(i), which
denotes the maximum time slots for the descendants of vi




{Ts(j) + Sj,i} (6)
Let v1 be the BS. Obviously, Ts(1) = maxi∈V L(i),
therefore, Problem 5 can be rewritten as
Minmize L = Ts(1)
s.t. P (k, j, Sk,j) ≥ τ(k, j)
0 ≤ αi ≤ 1, vi ∈ V (7)
Denote by α the vector of αi, α = (α1, α2, ..., αn).
From Eq.4, the objective function in Problem 7 is a non-
linear function of α. Therefore, APTP is indeed a nonlinear
optimization problem. It is well known that nonlinear mod-
els can be extremely difﬁcult to optimize, and ﬁnding global
optimum for this kind of problem still remains as an open
problem. We propose a distributed heuristic algorithm to
tune the attempt probability for each node in tree networks,
which relies on only two hop local information.
In the following, we ﬁrst describe the local data struc-
ture maintained at each node, the message communication
between the nodes and the attempt probability update pro-
cedure performed at each node. Then, we present the dis-
tributed heuristic attempt probability tuning algorithm.
Local Data Structure: For each node in G, there may be
multiple paths to deliver its packets to the BS. However,
only the directed links in T are useful for data gathering.
Lemma 1 For tree networks, αi will only inﬂuence Sk,j ∈
{Sm,F (i),m ∈ C(F (i))}
⋃{Sn,i, n ∈ C(i)}⋃{Sl,p, p ∈
C(i), l ∈ C(p)}.
Proof: From Eq.4, Sk,j only depends on αm,m ∈
{j}⋃N1(j). Therefore, αi will only inﬂuence Sn,l where
i ∈ {l}⋃N1(l). In the data gathering tree T , i ∈
N1(F (i))
⋃{i}⋃N1(C(i)). Hence, the lemma is proved.
From Lemma 1, all links that αi inﬂuences are within
two hop neighborhood of node vi. In our algorithm, each
node vi in data gathering tree maintains a simple data struc-
ture <PNtab>, which records the attempt probability for





Communication: To maintain this table, at each time slot,
if a node is in transmit state, it simply broadcasts <PNtab>
to its neighbors. Otherwise, if node vi is in receive state and
successfully receives a <PNtab> message from its neigh-
bor vj , it only updates αk, k ∈ {j}
⋃
N1(j)\{i} with the
corresponding value in the received <PNtab>.
Computation: During attempt probability computation,
each node should adjust its attempt probability to minimize
the data gathering duration L.
Lemma 2 Let Ts∗(i) be the value of Ts(i) when each
node vi has obtained the the optimal attempt probability α∗i ,
then
Ts∗(j)+Sj,i = Ts∗(k)+Sk,i, j ∈ C(i), k ∈ C(i). (8)
Proof: Suppose that there are two node vj ∈ C(i), vk ∈
C(i), where Ts∗(j) + Sj,i = Ts∗(k) + Sk,i when each
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node has been assigned with the optimal attempt probabil-
ity. Without loss of generality, suppose Ts∗(j) + Sj,i <
Ts∗(k) + Sk,i. From Lemma 1, αk will only inﬂuence
{Sp,F (k), p ∈ C(F (k))}, {Sq,k, q ∈ C(k)} and {Sl,n, n ∈
C(k), l ∈ C(n)}. For Sk,F (k), it is a strict increasing func-
tion with respect to αk since vk acts as sender for link
(k, F (k)). While for all other Sm,n that αk inﬂuences,
Sm,n is strict decreasing function with respect to αk since
vk must be in non-transmit state for these links. Because
Sj,i ∈ {Sp,F (k), p ∈ C(F (k))}, there must be Ts′(i) that
Ts′(1) < Ts∗(1) when αk is assigned with a smaller value
than α∗k, which implies that α∗ is not optimal. Hence, the
lemma is proved.




0, i = 1
1
|C(F (i))| , if∀vj ∈ C(F (i)), C(j) = ∅ (9)
Proof: If i=1, v1 is the BS. During data gathering pe-
riod, the BS needn’t to transmit any packet and all the time
slots should to be used to receive packets from other nodes.
Hence, α∗1 = 0.
For any node vi ∈ C(F (i)), if ∀vj ∈ C(F (i)), C(j) =
∅, then according to Lemma 2 and Eq.10, we can get
Sk,F (k) = Sm,F (m), k,m ∈ C(F (i)).
Let S1 = C(F (i))\{i} and S2 =
{F (i)}⋃N1(F (i))\C(F (i)), Si,F (i) can be rewritten
as











Since for all Si,F (i), i ∈ C(F (i)),
∏
m∈S2(1 − αm) is
the same. Therefore, αk = αm = α, k,m ∈ C(F (i)),
and Ts(F (i)) = Si,F (i) . It is easy to prove that Ts(F (i))
is minimized only when αi = 1|C(F (i))| . From Lemma 1,
αi will only inﬂuence {Sj,F (i), j ∈ C(F (i))}. Hence, the
theorem is proved.
For the other nodes, we design a heuristic distributed al-
gorithm to compute the attempt probability. The algorithm
includes two phase: Self-stabilization and Latency Balance.
Deﬁnition 5: Given node vi, i ∈ V \{v1}, C(i) = ∅, let
D(i) = j, where Ts(j)+Sj,i = maxk∈C(i)(Ts(k)+Sk,i).
We call the path from D(D(i)) to F (i) the critical path for
node vi. Then we deﬁne f(αi) as the function for calculat-
ing the latency that a packet is delivered along the critical
path.
f(αi) = SD(D(i)),D(i) + SD(i),i + Si,F (i) (10)
If C(D(i)) = ∅, then D(D(i)) = D(i). From Eq.(10),
the critical path has an important impact on the data gath-
ering duration L. At the Self-Stabilization phase, each in-
termediate node tries to adjust its attempt to minimize the
packet delivery latency along its critical path. Since f(αi)
is a strict concave function with respect to αi, there is an op-
timal α′i at each iteration that can minimize f(αi), where α′i
satisﬁes ∂f(αi))∂αi |α′i = 0. Therefore, once a node vi receives
a <PNtab> message from its neighbors, it simply updates
αi with α′i.
According to Lemma 2, we use the latency balance phase
to further reduce the data gathering duration L. Given node
vi, each node vj ∈ C(i)\D(i) decreases αj step by step as
long as Ts(j) + Sj,i is not larger than Ts(D(i)) + SD(i),i.
While for node vD(i), it just updates αD(i) so that f(αD(i))
is minimized. The whole algorithm is given as follows.
Algorithm 2: Tune α for Tree Network(node u)
1: Initialize αu, α¯u and Δ;
2: state=GenerateState(α¯u);
3: If state=Transmit then
4: broadcast(u, Ts(u), <PNtab>);
5: If state=Receive then
6: If SuccessReceive(v, Ts(v), <PNtab>);









9: If v = F (u) then
10: If u=D(v) then




12: else if Ts(u)+Su,v <Ts(v) then
13: αu = αu −Δ
14: else αu=αu + Δ;
15: If (u=F(v)) then
16: Update Ts(u) and D(u);
5. Simulation Results
5.1. Algorithm Convergence
We simulated the algorithm with a tree network consists
of 10 sensor nodes(see Figure 1). All links in T were as-
signed with the same PHDR. Therefore, the attempt proba-
bility for each node is independent on PHDR. Table 1 gives
the attempt probability computed by the algorithm for each
node, and Table 2 shows Ts(i) for each non-leaf node under
different PHDR.
In our algorithm, each node vi uses a ﬁxed attempt prob-
ability α¯i when computing its attempt probability. This is
because the attempt probability computed by the algorithm
only considers the performance of the links that are useful
for data gathering. However, during the attempt probabil-
ity computation period, each node needs to broadcast the
<PNtab> to its neighbors, and all the links are expected
to have fair throughput to fasten the convergence speed of
the algorithm. In [10], we considered the attempt probabil-
ity computation problem for one hop networks on the as-
sumption that each node has the same attempt probability.
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Table 1. Attempt probability for each node
vi v1 v2 v3 v4 v5 v6 v7∼10
αi 0 0.058 0.26 0.28 0.167 0.389 0.5
Table 2. Ts(i) with different PHDR
Ts(6) Ts(5) Ts(4) Ts(3) Ts(1)
τ=0.85 17 17 27 37 44
τ=0.90 20 20 33 45 53
τ=0.95 26 26 42 58 69
τ=0.98 34 34 55 76 90
We proved that the Sj,i is minimized only when α = 1n+1 ,
where n is the number of neighbors of node vi. Therefore,
in our simulation, we simply set α¯i with 1|N1(i)|+1 .
Figure 1. Data gathering tree with 10 nodes
Figure 2 shows the convergence speed of the Self-
stabilization phase when each link in T is guaranteed with
90% PHDR. Due the the reason of random access, it is difﬁ-
cult to give a theoretical upper bound on the number of itera-
tions. Figure 2 gives three runs, and it clearly indicates that
the Self-stabilization phase has a fast convergence speed.
Figure 3 shows the convergence speed of the Balance phase
with different . When  = 0.001, the data gathering la-
tency decreases stably but the convergence speed is slow.
While = 0.01, the convergence speed is a little faster but
there are many surges in the convergence curve.
From Figure 2 and Figure 3, it can be observed that the
data gathering latency only decreases about 10 time slots
by latency balance phase. However, the time spent by la-
tency balance phase is several times of the Self-stabilization
phase. Therefore, in real applications, the time allocated to
balance latency can be reduced. We also did experiments on
several tree networks in which all the leaf nodes have the
same hops from the BS. Interestingly, we found that each
leaf node nearly has the same data delivery latency after
self-stabilization phase. To save energy, the balance phase
for such networks can be ignored.
Figure 2. Convergence of Self-stabilization
Figure 3. Convergence of Latency balance
5.2. Performance of the model
We ﬁrst evaluate the data gathering reliability of our
model by tuning PHDR. Since our model is based on ran-
dom channel access model, we use average packet delivery
ratio(APDR) as the evaluation metric for data gathering re-
liability. APDR is deﬁned as the average percentage of re-
ceived packets (nsucc) compared with the total number of









Where N is the number of runs. In this simulation, we
simply used the same PHDR for each link, and we com-
pare the results with the theoretical average delivery relia-







where γ is the value for PHDR and h(i) is the number of
hops from node vi to the BS. We perform the simulation on
a data gathering tree composed of 88 sensors, which is con-
structed by the algorithm proposed in [10]. The results were
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obtained by 5000 runs with the same conﬁguration. Figure
4 gives the comparison of APDR and TADR by increasing
PHDR step by step. It is clear that APDR is higher than
TADR especially when PHDR is small. When PHDR=0.6,
the APDR has increased more than 40%. The reason for this
case is obvious. Because each immediate node can fuse its
data in the packet it receives, the probability that an imme-
diate node’s data being delivered to sink by packet issued by
its descendants becomes higher with the increase of PHDR.
Thus, the data gathering reliability will be greatly improved.
Figure 4. APDR with different PHDR.
Figure 5 depicts the average and max latency with differ-
ent PHDR. Both of them become larger with the increase of
PHDR. By analyzing Figure 5 together with Figure 4, the
tradeoff between reliability and latency is clear, and differ-
ent applications can select different tradeoff between them.
For example, the improvement of APDR is only 4.7% when
we change PHDR from 0.95 to 0.99, but the average la-
tency and max latency have been prolonged by 63 and 116
time slots respectively. For some applications that require
both high packet delivery reliability and low latency, ﬁxing
PHDR with 0.95 may be more suitable.
Figure 5. L with different PHDR.
6. Conclusion
In this paper, we study the problem of tuning attempt
probability for data gathering in random access wireless
sensor networks. We introduce a model for data gathering
which considers both packet delivery reliability and latency.
In our model, each node has its own attempt probability to
counter the local inhomogeneities in node placement. We
formulate the attempt probability computation problem as
an optimization problem and propose a distributed heuristic
algorithm to solve it for tree networks. Simulation results
show that our algorithm is efﬁcient and has low computa-
tional complexity and our model can provide a good trade-
off between reliability and latency for data gathering.
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