Recently we have shown that the program DETECT provides a realistic platform to model the performances of scintillation counters with geometries as involved as that of the EXACT HR PLUS, a state-of-the-art position and energy encoding BGO detector manufactured by Siemens{ CTI for positron emission tomography, (PET). In this paper we present the results of new simulations of this block's performances updated to include the non-proportionality of the scintillation response of BGO, and the statistical noise from photoelectron ampli cation in photomultiplier tubes. The updated model accounts for the crystal dependent energy resolutions observed with 511 keV photons in the detector with excellent accuracy. Measured and simulated resolutions are shown to agree within -1% to +4% with an average absolute di erence of 1% over the entire block. The impact of the non-proportional scintillation response of BGO on the energy resolution is shown to be relatively small compared to that of the ampli cation noise in the four PMTs reading out the block.
I. Introduction
The design of scintillation counters assisted by Monte Carlo simulation can be a time and cost e ective approach provided the model allows for a detailed treatment of the counter's geometry as well as of the generation, propagation and detection of individual scintillation photons through the detector. Recently 1], we have shown that the Monte Carlo program DETECT 2] provides a realistic platform to model the performances of scintillation counters with geometries as involved as that of the EXACT HR PLUS, a state-of-the-art position and energy encoding BGO detector manufactured by Siemens{CTI for PET. However, the prediction from rst principles of the photoelectron counts and associated energy resolution available in scintillation counters still poses a challenge in using the simulation approach for the design of high position and energy resolution scintillation detectors for PET. Previous models of such detectors 3]{ 11] can all be argued to su er from signi cant shortcomings in their treatment of this issue. In most cases a realistic energy resolution is accounted for by the addition of an ad hoc proportional gaussian noise. Convincing comparisons of the measured and simulated energy resolutions are too often absent. When present, they are limited to simple geometries involving only one narrow crystal and are unfortunately not supported by details of the treatment of photostatistical noise by the model. Our initial model 1] did not escape the di culty. The key input parameters behind its prediction of the energy resolution were the scintillation light yield of BGO and the photomultiplier tube (PMT) quantum e ciency. For the former, we used a constant value from the compilation of Holl et al. 12] ; while the latter was computed from the spectral response of bialkali photocathodes weighted by the emission spectrum of BGO. With these assumptions alone we observed that the energy resolution predicted from photoelectron statistics was better than measured by 10% for 511 keV incident photons. In absence of any more experimental constraints, we attributed this discrepancy to \signi cant sources of scintillation light losses omitted from the model". Though unsatisfactory, an additional free parameter was therefore introduced, the \light adjustment factor", light , to account for those potential sources of photon absorption. When t to the measured energy resolution, light took a value of 50%, e ectively reducing by a factor two the number of photoelectrons available for energy and position encoding. This allowed for an arti cial adjustment of the prediction of the energy resolution of the block, without a ecting that of the crystal-by-crystal relative photopeak channels 1].
In the end, this incapacity of the models to account for the scintillation photostatistics and for the energy resolution observed in scintillation detectors hinders their use in understanding the performance limits of state-of-the-art position encoding detectors for PET. Perhaps more importantly, it also prevents their application in assessing the full potential of innovative designs based on new inorganic scintillators such as LSO 13] .
The recent discussion, by the Delft group, of the photostatistical properties of classical and new inorganic scintillators 14] has allowed us to identify two factors initially absent from our model and signi cant enough to account for its failure to predict the energy resolutions observed in state-of-the-art PET detectors. These are namely the non-linearity of the scintillation response of BGO, and the statistical noise associated with low signal ampli cation in photomultiplier tubes. We present here a useful revision of our model of the EXACT HR PLUS detector updated in light of the experimental information on the scintillation response of BGO from the Delft group's review. In the next section we rst argue that sources of scintillation photon absorption in BGO are better omitted altogether from our model by comparing the prediction of DETECT to photoelectron yields reported in 14]. In section III. we then discuss the addition of the non-proportionality of BGO's scintillation response and of a simple parameterization for the phototubes' ampli cation noise. Combined, these are nally shown to lead to an accurate prediction of the crystal dependent energy resolutions measured in the block using 511 keV photons, without any further ad hoc adjustment factor. The predictions of the model are then used to discuss the relative impact of the non-proportional scintillation and PMT noise on the energy resolution of the block.
II. Photoelectron counts in a BGO/PMT assembly
The Delft group's compilation 14] provides scintillation photon and photoelectron yields for an extensive list of classical and new inorganic scintillators coupled to various phototubes. It suggests that exposing a simple BGO cube/PMT assembly to 662 keV photons should result in the collection of 960 photoelectrons. This number is derived from interpreting results initially published in 15] for a BGO crystal with dimensions of 10 10 10 mm, that had a ground nish, was covered with a re ective te on wrap coat, and was coupled to a Hamamatsu R1306 phototube. The R1306 tube is characterized by a bialkali photocathode and a borosilicate window. A yield of 9000 scintillation photons/MeV for BGO is also arrived at from an estimated average transfer e ciency of 16%. This scintillation yield seems consistent with that of 8200 350 400 reported by Holl et al. 12] . We simulated, with DETECT, this simple scintillation counter in order to test our initial hypothesis that unaccounted sources of light losses in BGO are responsible for the energy resolutions observed in position encoding detectors for PET. For the simulation, the BGO cube was speci ed to have a GROUND 2] nish with a 100% re ective coat. By averaging the spectral response of bialkali photocathodes with a borosilicate window over the emission spectrum of BGO, a range of 11% to 14% was derived for the quantum e ciency, from which the intermediate value of 12.5% was adopted. Assuming the yield of 9000 scintillation photons/MeV prescribed in 14] and using light =0.5 to model hypothetical light losses, lead to 366 photoelectron counts. This result is clearly inconsistent with the value of 960 photoelectrons suggested in 14]. In comparison, removing light by setting its value to 1, leads to a more acceptable value of 731 photoelectrons. Comparing measured and simulated photoelectron counts strongly suggests that the hypothesis of unaccounted sources of light losses is inconsistent, and that light is better omitted altogether from our model.
The remaining discrepancy between the obtainable value of 960 photoelectrons/662 keV of 14] and that of 731 derived from our model can be understood as follows. The photoelectron counts suggested in 14] is derived by assuming that BGO yields from 15% to 16% of the counts from high quality NaI, taken to produce 9400 photoelectrons/MeV. This may be argued as a rst optimistic view adopted by the authors, who provide an alternate value of 7400 photoelectrons/MeV for NaI. Using the latter would have translated instead in the prediction of 760 photoelectrons/662 keV for BGO. A yield of 9000 scintillation photons/MeV is then derived in 14] by estimating the transfer e ciency to be 16%. Unfortunately, the authors do not provide the details of their estimate, but 16% can as well be argued to be optimistic. Indeed, from the product of the wavelength averaged quantum e ciency of Hamamatsu bialkali photocathodes, and of a maximum geometrical efciency of 98% for the BGO cube, we obtain 12.3%. Our estimate of the geometrical e ciency includes the impact of: the crystal ground nish, a te on coat of 100% re ectivity, the bulk attenuation in BGO, and internal re ections at the BGO/glue/PMT interface.
III. Modeling the Non-Proportional
Scintillation of BGO and PMT Amplification noise A detailed discussion of the ingredients included in our simulation of position encoding detectors for PET, and its validation against the measured performances of the EX-ACT HR PLUS block, can be found in 1]. The Transport Module of the simulation 1] was updated to model the non-proportionality of scintillation light yield. Implementing this e ect in the simulation only required a simple renormalization of the number of scintillation photons, N i , associated with the i th interaction vertex of an energetic photon incident on the block. The renormalization factor was taken directly from the experimental scintillation response curve of BGO available in 14].
In the HR PLUS block, the scintillation light is converted to pulses by an assembly of four 19 mm diameter PMTs, optically coupled to the back face of the block. The energy, E , and incident transverse coordinates, (X ; Y ), of an incident photon are then simply estimated from: E = A + B + C + D ; . This value is representative of a tube with 10 dynodes and a mean multiplication factor of 15 at each stage. We also introduced a weight, w, multiplying the ampli cation noise. Varying the value of this factor between 0 and 1 allowed to judge on the relative optimism or pessimism of equation (4) in predicting the energy resolutions observed in the EXACT HR PLUS block. A successful prediction of these resolutions from rst principles commands w = 1.
IV. Results
The interactions of 30000 photons, with an energy of 511 keV and uniformly ooding the front face of the HR PLUS block, were simulated as described in 1] to allow the comparison between its measured and modeled energy resolution performances. Figure 1 presents, as a function of w, the simulated energy resolution expressed as the full width at half maximum, (FWHM), in percentage of the 511 keV photopeak channel. The open (full) point at w=0 gives the prediction of the simulation from the inputs of Table 1 while neglecting (including) the correction for the non-proportional scintillation response of BGO. The remaining full points with w>0 show the impact of increasing PMT ampli cation noise added to the non-proportional response. The results are for the crystal of the block which presents the largest photopeak signal. Considering the four-fold symmetry of the block and starting from its center, this crystal is located in the third row and third column of any quadrant of the HR PLUS. For each value of w, the energy resolution was obtained from a gaussian t to the photopeak. The size of the error bars is given by the di erence between the FWHM estimated from the t and that calculated directly from the peak position and width of the photopeak distribution. The solid horizontal line represents the measured energy resolution for the crystal, while the dashed ones give its experimental uncertainty. The measured energy resolution is borrowed from 1]. The gure shows that the best agreement with the measurements is reached when w takes a value of 1. This indicates that the crystal dependent energy resolutions observed in that block can be reproduced without any empirical adjustment factor and attributed entirely to statistical uctuations in the number of photoelectrons generated at the photocathode and subsequently ampli ed through the dynode chain of the PMTs. The relative impact of the non-proportional scintillation response of BGO can also be inferred by comparing the FWHMs predicted by the simulation with w=0 in absence (open point) or presence (full point) of the correction. Adding the correction increases the resolution from 8% to 11%, which corresponds to a quadratic contribution of 7.5% from non-proportionality alone. Finally, the model indicates that the PMT amplication noise is the dominant contribution to the overall energy resolution in a relatively dim scintillator such as BGO. As can be inferred from the discrepancy between the measured energy resolution and that of 11% simulated with w=0, the ampli cation noise associated with the four PMTs reading out the block has a quadratic contribution of 18% for this particular crystal.
Comparing on a crystal-by-crystal basis the measured and simulated energy resolutions further substantiates the success of the model. Table 2 The agreement is in general excellent, with discrepancies limited to the range of -1% to +4% between measured and simulated values, and a crystal averaged absolute difference of 1% over the entire block quadrant.
The table also presents the predicted number of photoelectrons, (phe), associated to the photopeak channel of every crystals. The photoelectron counts vary from 107 for crystal (4, 4) , at the corner of the block, to 371 phe for crystal (3, 3) , that has the maximum geometrical coupling to the phototube directly underneath it. The number of photoelectrons available for encoding the position of that crystal is much more important than that of 125 naively obtained from its energy resolution by applying Poisson statistics rules.
crystal id. FWHM (r;c) /P (r;c) (%) P (r;c) ( In this work we presented an improved model to predict the energy resolution of multicrystal encoding detectors for PET. Our initial model 1] was modi ed to replace arbitrary sources of scintillation photon losses by the impact of the non-proportional response of inorganic scintillators and the statistical noise associated with the ampli cation of photoelectrons through the dynode chain of the photomultiplier tubes reading out the detector.
The updated model was put to a successful test by comparing its prediction of the energy resolutions of Siemens{ CTI's EXACT HR PLUS detector to those measured with 511 keV photons. Modeled and measured FWHM values agreed very well with discrepancies limited to the range of -1% to +4% and an average absolute di erence of 1%. This excellent agreement indicates that the crystal dependent energy resolutions observed in that block can be reproduced without any empirical adjustment factor and attributed entirely to statistical uctuations in the number of photoelectrons generated at the photocathode and subsequently ampli ed in the phototubes.
Though signi cant, the impact of the non-proportional scintillation response of BGO was shown to be relatively small compared to that of the PMT ampli cation noise. The dominance of the ampli cation noise can be attributed to the sharing of the limited BGO photostatistics among four phototubes necessary to assure position encoding in these blocks. In practice, a signi cant reduction of that source of noise could be achieved in the encoding block design by either using a brighter scintillator such as LSO or by using phototubes, or other photonic devices, optimized for low ampli cation noise, while preserving good timing speci cations.
It is interesting to note that the absolute numbers of photoelectrons predicted by the model are by a factor 2 to 3 higher than those that could naively be expected from the observed energy resolution and applying Poisson statistics without correction for the PMT ampli cation contribution. A direct experimental constraint on the absolute photoelectron statistics in the EXACT HR PLUS block is not available. However, recent results presented by Rogers et al. 17] seems to indirectly support that the number of photoelectrons available from BGO/PMT assemblies is in excess of what is necessary for high resolution position encoding. In that work, the standard surface coat of the EX-ACT HR PLUS was made absorbing to enhance its capacity to resolve the depth-of-interaction of incident photons without spoiling the position response of the inner rows and columns of the block. This experimental observation appears to be less surprising in light of the photoelectron yields presented in Table 2 .
Finally, the success of our updated model in accounting for the observed energy resolutions in a state-of-the-art BGO made detector for PET, opens the door to its use with more con dence in the design of detectors with new promising inorganic scintillators.
