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widely  used  as  an  aid  to  human  translation  based  on  commonly‐held 
assumptions  that  they  save  time,  reduce  cost,  and maximise  consistency.  The 
purpose of this research  is twofold:  it aims to develop a method  for measuring 
consistency  in TMs; and  it aims to use this method to  interrogate selected TMs 
from  the  localisation  industry  in order  to  find out whether  the use of TM  tools 
does, in fact, promote consistency in translation.  
 
The  research  uses  an  explanatory,  sequential  mixed‐methods  approach. 
Following  a pilot  study,  the  first phase of  the  research  involved a quantitative 
study  of  two  English‐to‐German  and  two  English‐to‐Japanese  TMs. 
Inconsistencies found in these TMs were categorised and counted. The research 




In  a  follow‐on  qualitative  phase,  thirteen  interviews  were  conducted  with 
translators  and  others  from  the  localisation  industry with  experience  of  TMs. 
Interviewees believed  inconsistency  to be a problem  in  translations completed 
using  TM  tools  and  confirmed  that  the  findings  from  the  quantitative  phase 
corresponded  with  their  experiences.  Furthermore,  they  expressed  their 
frustration with recent developments  in TM tool functionality that, they say, do 
not  address  their  needs  and  concerns.  The  thesis  collates  interviewees’ 
procedures  for minimising  inconsistency  in  TMs  and  suggests  changes  to  the 
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translation  is higher  than ever before  (Bowker and Barlow 2008, p2). Language 
service providers (LSPs) are under pressure to provide high quantities of localised 
content with a fast turnaround and at  low cost. This has  led to  increased use of 
technology  throughout  the  translation  industry  and  the  development  of 
computer‐aided  translation  (CAT)  tools  such  as  multilingual  terminology 
databases,  multilingual  concordance  tools,  word  processors,  and  translation 
memory tools.  
 
A  translation memory  (henceforth  TM)  is  a  repository of previously  translated 
text that has been divided into segments. Each segment  is usually a sentence, a 
heading,  or  a  list  element.  Segments  in  the  source  language  are  aligned with 
those in the target language so that they can be recycled within a TM tool. A TM 
tool manages  the  translation  process,  providing  a  user  interface  (UI)  for  the 
translator  to see both source and  target  texts and automatically creating a TM 
during  translation by  saving a  segment of  source and  target  text  together as a 
translation  unit  (TU).  In  the  case  of  reappearance  of  a  previously  translated 
segment the TM software will propose the previous translation to the translator. 
Depending  on  the  parameters  set  by  the  translator,  the  TM  system will  also 
suggest partial or ‘fuzzy’ matches, based on a percentage of similarity between a 




of  translation,  save  time,  and  remove  inconsistency  (Webb  1998,  p43; 
Austermühl  2001,  p140;  Olohan  2011,  p343).  They  allow  the  opportunity  to 
leverage  legacy materials and have been shown  to  increase  the productivity of 
translators,  thus  saving  time  and  cost  (Webb  1998,  p20).  Costs  are  further 
reduced  as  translators  are  often  paid  based  on  TM match  analyses, with  full 
payment offered for translation from scratch, partial payment offered for editing 








be  little  research  on  consistency  in  TMs1. We  propose  to  find  a  method  of 
interrogating TMs  for  consistency,  then  to  apply  that method  to measure  and 
categorise  inconsistencies  in  sample TMs  in a case study.  In order  to maximise 
ecological validity, contemporary TMs from the localisation industry will be used. 





qualitative  interviews  in  the  second  phase.  The  interviews  are  intended  to 
explain and add richness to the quantitative results, demonstrating whether the 
findings from the first phase are applicable to TMs generally in the experience of 
translators  and  other  TM  users  from  the  localisation  industry.  The  intended 
outcomes of  this  research  are  to  find  a method of measuring  inconsistency  in 
TMs, to show what types of inconsistencies (if any) commonly occur in TMs, and 





































provided.  A more  detailed  discussion  of  the  development  of  TM  tools  and  a 
critical analysis of TM research follows in Chapter 2. Chapter 3 presents an initial 




the main  study,  considering  threats  to  validity  and  reliability,  and  offering  a 
rationale  for choices made at each step. The  first phase of  the mixed methods 
study produces the quantitative results presented in Chapter 5, which reveal the 
extent  of  consistency  and  inconsistency  in  four  TMs  from  the  localisation 
industry.  
 
Chapter  6  draws  on  the  aforementioned  results  in  a  series  of  qualitative 













Translation  technology  forms  a  comparatively  minor  part  of  the  translation 
studies  canon.  This  is  partly  because  translation  successfully  took  place  for 
centuries before  the relatively recent phenomena of computers and computer‐





the  late  1980s  and  early  1990s,  risen  to  become  an  indispensable  part of  the 
localisation  industry. Essentially,  the  job done by TM  tools  in recycling material 
from  the TM has  changed  little  since  their  initial  release, although many  tools 
now provide a  translation environment with  inbuilt  terminology  tools and may 





This  chapter  reviews  the  available  literature  related  to  TM,  beginning with  an 
exploration of the origins of TM software, providing background for the current 
study  and  details  of  how  translation  with  TM  was  envisaged  prior  to  the 
availability of commercial TM tools. Section 2.2 contains a review of introductory 
guides  to  TM  written  for  translators  and  students  of  translation  technology. 
These guides are used  to prepare  translators  for work with TM  tools and may 
influence how  tools are perceived by users. Section 2.3  investigates how TM  is 
used in practice. Section 2.4 is primarily concerned with translators’ attitudes to 








progress of  ideas  through  several  research papers  (section 2.2.1). Section 2.2.2 
details  the  release  of  the  first  commercial  TM  tools  from  the  early  1990s  and 
section 2.2.3  shows how  the  tools have evolved  subsequently and how  the TM 









in  Translation  and  Linguistics”,  cited  the  following  “crucial  problems”  in 
translation:  “quality,  speed,  and  cost”  (p16).  ALPAC  dismissed  machine 
translation (MT) as a solution to these problems, writing “we do not have useful 
machine  translation  [and]  there  is  no  immediate  or  predictable  prospect  of 
useful  machine  translation"  (ibid.  p32‐33).  Rather,  the  paper  suggested 
“speeding  up  the  human  translation  process”  and  “evaluation  of  the  relative 
speed and cost of various sorts of machine‐aided translation” (ibid. p34).  
 
One  cited  example  of  machine‐aided  translation  as  practised  in  the 
Terminological  Bureau  of  the  European  Coal  and  Steel  Community  (CECA) 
involved matching and retrieval from a database: 
The computer goes through a search routine and prints out the sentence 
or  sentences  that most clearly match  (in  lexical  items)  the  sentences  in 
question. The translator then retrieves the desired items printed out with 
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desired  term  in  the  proper  context”  (1966,  p27).  This  concept  of  building  a 
database from which to draw matches is key in today’s TM systems. 
 
The  idea  of  searching  for matches  in  a  term  database was  expanded  upon  in 
1971 by  Friedrich Krollmann  and  Erhard  Lippman, but  the  first  research paper 
that suggested “translation by text‐retrieval” in the style of current TM tools was 
by  Peter  Arthern  from  the  Council  of  European  Communities  at  the  1978 
Translation and  the Computer  conference  (Hutchins 1998, p5).   Arthern posits 
“the possibility of recording standardized chunks of text to be used repeatedly in 
various combinations” and  later proposes a system called Terrier that can store 
information so  that “any given portion of  text  in any of  the  languages  involved 
can  be  located  immediately”.  The method  of  comparison  between  new  and 
stored text would be “probably sentence by sentence” (Arthern 1979, p82, p95).  
In  his  1980  paper,  Martin  Kay  went  further,  envisaging  a  ‘Translator’s 




previously  translated portions of selected  text  interactively  (Kay 1997, p14). As 
opposed to MT, Kay stresses that the “kind of translation device I am proposing 
will always be under the tight control of a human translator.  It  is there to help 
increase  his  productivity  and  not  to  supplant  him”  (1997,  p20).  Alan  Melby 
expanded upon  this  in 1982,  suggesting  a  three‐level workstation, where  level 
one provided terminological suggestions, level two included translator‐controlled 





The  first  commercial  instantiation  of  a  translator’s workstation was  the  ALPS 
(Automated Language Processing Systems) Translation Support System (TSS) that 
ran on  the  IBM AT Personal Computer  in  the mid 1980s, which was capable of 
multilingual word processing, dictionary and  term  lookup  (Hutchins 1998, p12). 
Repetitions could be added  to a  repetitions  file during  translation  so  that  they 
did  not  have  to  be  re‐translated. With  increasing  standardisation  of hardware 
platforms to the IBM PC or Apple Macintosh model, more translation tools were 
made  commercially  available.  Brian  Harris’s  paper  from  1988  is  credited with 
suggesting the use of aligned segments in a bi‐text and those bi‐texts, along with 
improved methods of text alignment, meant that TM became a reality (ibid. p13). 
The  first  commercial  TM  tools  were  released  in  the  early  1990s;  Trados 
(Translation  and  Documentation  Software)  had  been  a  service  provider  since 
1984,  and  released Multiterm  in 1990,  followed by  the DOS‐based Translators 
Workbench  II,  featuring Translation Memory,  in mid‐1992. This  first Trados TM 






followed  in 1993 as  the  first TM  tool  that was Microsoft Windows‐compatible 
and which worked with Microsoft Word, and then, having received a great deal 
of  investment,  Eurolang  Optimiser  followed  in  1994  (García  2005).  The  1994 
release of a Windows‐compatible Trados Translator’s Workbench (TWB) with the 
addition of  the T‐Align  tool  for alignment, and a marketing push  that  included 
opening an office in Brussels, put Trados TWB in an advantageous position in the 
translation  marketplace  (García  2005).  At  this  stage  TWB  supported  text, 
WordPerfect,  and  Word  files,  but  in  1997  International  Translation  and 










was  released  in 1996.  It  integrated  functions  such  as  terminology  lookup, TM, 
and alignment into a single package, which differentiated it from the Trados suite 
of tools with a proprietary interface rather than working as a macro with Word. 
This dichotomy between TM  tools  that work  as a macro  for Word, and give  a 
view of  the  formatted  text  (What You  See  Is What You Get or WYSIWYG) and 






As  tools diversified,  interoperability between TM  tools and  translation vendors 
became  an  issue  for  LSPs.  LISA  (Localization  Industry  Standards Association), a 
group containing members  from various companies  involved  in  localisation and 
translation  that was active  from 1990  to 2011,  formed a special  interest group 
called OSCAR (Open Standards for Container/Content Allowing Re‐use) in 1997 to 
define  standards  and  improve  interoperability.  TMX  (Translation  Memory 
eXchange), an XML‐based standard mark‐up language for TM, was suggested as a 
tool‐independent  format  by OSCAR  in  1998  (LISA  2004),  although  it would  be 
2003 before a TM tool – SDLX – was certified by OSCAR for fully supporting the 
TMX format (Waßmer 2003), by which time a further exchange format that may 
be  used  for  TM,  XLIFF  (XML  Localization  Interchange  File  Format),  had  been 
standardised  by  OASIS  (Organization  for  the  Advancement  of  Structured 
Information Standards, a consortium that develops web standards). OSCAR also 
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maintained  the TBX  (Term Base eXchange)  format  for  terminological  resources 





In 2005 García wrote  that  the major TM  tools were Trados,  the market‐leader 
with many major contracts (and thus many detractors, as seen in section 2.4) and, 
as shown by Lagoudaki (2006 and 2008), the  largest market share3, followed by 
Déjà  Vu,  SDLX,  Star  Transit,  and  (to  a  lesser  extent) Wordfast.  Since  the  late 
1990s, Idiom Technologies’ Worldserver Translation Management System (TMS), 
including  a  TM  tool,  had  been  gaining  market  share,  by  2007  incorporating 
terminology  management  and  machine  translations  of  ST  segments  (Global 
Watchtower 2007).  
 
More  recently, due  to  the  improvement  in performance of  statistical machine 
translation (SMT), MT has become a common feature  in TM tools. MT output  is 
suggested  to  translators  in  the  absence  of  100%  or  fuzzy  matches,  or  in  a 
separate  pane  in  the  user  interface,  with  further  integration  of  TM  and MT 
widely predicted (Pym 2011, p1; Zetzsche 2012, p51; section 6.7). Both SDL and 
Star  (developers  of  SDLX  and  Transit)  are  LSPs,  so  the  news  that  SDL  had 
purchased Trados for 60 million US dollars in June of 2005 caused some concern 
within other LSPs (DePalma 2005, p7). SDL’s purchase of Idiom Technologies for 
21.7  million  US  dollars  in  2008,  along  with  plans  to  consolidate  their 
advantageous market position by merging the Trados TWB, SDLX, (TWB and SDLX 










Worldserver  products,  caused  further  trepidation  among  LSPs  (Global 
Watchtower 2008). There have been  some  concerns  that  the manoeuvring  for 
market  share  on  the  part  of  the  software  developers  has  not  led  to 
improvements  in  TM  tools.  These  concerns  are  addressed  in  more  detail  in 







independent  introductory  guides  to  TM  were  published.  These  guides  prepare 
translators  for  working  with  TM  and  in  some  cases  perpetuate  the  axioms 
(savings of  time, cost, and maximisation of consistency) associated with TM.  In 
this  section  we  review  each  of  these  introductory  guides  in  order  of  date  of 
publication.  Electronic  Tools  for  Translation  (2001)  by  Frank  Austermühl  and 
Computer‐Aided Translation Technology (2002) by Lynne Bowker are intended as 
aids  for  students of  translation  technology and provide an  introduction  to CAT 
tools. Edited and part‐written by Harold Somers, Computers and Translation: A 
Translator’s  Guide  (2003),  is,  as  the  title  suggests,  intended  for  professional 





Austermühl  (2001)  begins  with  an  explanation  as  to  why  technology  is 
increasingly  vital  for  the  translation  industry.  He  believes  that  “the  growing 
demand  for high‐quality translations of technical texts  is no  longer manageable 
without  the  use  of  computer‐based  methods”  (2001,  p8),  citing  increasing 




this  book  was  written. Moreover,  due  to  technological  progress,  sections  on 
modem  and  even  ISDN  use  seem  quite  antiquated  as ADSL,  cable  or wireless 
broadband  is  increasingly  the  norm.  In  contrast,  the  chapter  on  TM  and 
screenshots of Translator’s Workbench 2 “for Windows 95/NT” (2001, p144) look 
identical  to  the  TWB  user  interface  up  to  SDL  Trados  2007,  unintentionally 
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highlighting how  little  the TWB  interface had changed  in  the  intervening years, 
despite the pace of progress in the IT domain. While Austermühl does write that 
some texts are more suited to TM use than others and  introduces the factor of 









Bowker  (2002)  is  similarly  intended  for  translator  training  –  particularly  with 
regard  to  CAT  tools,  and  also  begins with  an  explanation  of  the  necessity  of 
technology in translation, and of technology in the translation classroom. Bowker 
chooses  not  to  “attempt  to  explain  the  computational  algorithms  or  technical 
implementation  strategies  behind  CAT  tools”  (2002,  p5),  believing  the  general 
concepts are more relevant to translators than technical detail. Her discussion of 
the merits and drawbacks of TM software in the fourth chapter provides a good 
introduction  to  the hot  topics of  rates of pay, which may be altered based on 
percentage matches, and quality issues within the TM. These quality issues may 
arise  not  just  from  poor  translations,  but  formerly  correct  translations  “may 
become inaccurate over time” (2002, p116) she writes, introducing the difficulty 
of  TM  maintenance  as  source  materials  and  terminology  are  changed  and 
updated,  and  adding  that  reduced  consistency  in  translations may  result  (see 




MT and TM  tools somewhat predates the  level of  integration  that  is present  in 
the  current  translation market,  as  TM  tools  and  LSPs  increasingly  use MT  to 
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maximise  leverage.  However,  Bowker  does  explain  that  she  foresees  a 
“continued movement away from stand‐alone systems” (2002, p138)  into more 






continue  to  impact  on  the  target  audience  of  translators  and  language 
professionals,  while  reassuring  them  that,  rather  than  being  a  threat,  the 
computer  “can  become  an  essential  tool which will make  your  job  easier  and 
more  satisfying”  (2003, p1).   The opening chapters concentrate mostly on TM: 
Somers  introduces  the  Translator’s  Workbench,  along  with  some  historical 
context, and discusses TM systems  in chapter 3, ending with a brief comparison 
between  TM  and  EBMT  (Example‐Based  Machine  Translation).  Much  of  the 







Nyberg,  Mitamura  and  Huijsen’s  introduction  of  controlled  language  (CL)  in 
chapter  14  differentiates  between  human  and machine‐oriented  CL.  Although 
some difficulties for translators are discussed (such as repetition and uniformity), 
the  benefits  cited  from  controlling  ST  in  terms  of  terminological  accuracy  and 
reduction  in  ambiguity  concur  with  interviewees’  opinions  in  the  current 
research as presented in section 6.3.  
 
Despite  targeting  translation  professionals,  Somers’s  book  is  perhaps  better 
directed at students of translation. It gives an overview of translation technology, 
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yet has an emphasis on MT  that may not be appropriate  for many  translation 
professionals.  Somers  gives  an  explanation  of  TM  systems,  but  stops  short  of 
analysis of or comparison between individual CAT tools, which, although helpful 
for  professional  translators  looking  to  learn  practical  information  about  TM, 
would  also  ultimately  date  the  book  and  limit  its  use  as  software  evolves. 
Nonetheless,  this  book  provides  a  clear  introduction  to  many  translation 











the omission of MT  integration  in  the overview of TM  tools, and overemphasis 
on TM to the exclusion of other valuable aspects of CAT programs. He writes that 
“many software tools in common use are either referred to only in passing or not 
at all”, and believes  that  the book offers a “sketchy map of  the  terrain”  (Benis 
2008, p263). The  chapter on MT  is occasionally  confusing and, as  reviewed by 





The  introductory  texts  referred  to  in  section  2.3  are  practical  rather  than 
theoretical, and are  intended  for  translator  training purposes or as a  reference 
for translation professionals.  In this section we consider attempts to address this 
dearth of  localisation  theory and discuss works  that  take a  critical  view of  the 
advent of TM tools. 
 
Anthony  Pym  attempts  to  formulate  a  theory  of  localisation  in  his  book  The 
Moving Text  (2004). Sections of  the book are  reworked and updated  from  the 
author’s earlier book Translation and Text Transfer  (1992).  In his  first  chapter, 
















localisation  allows  companies  greater  distribution,  increasing  the  ubiquity  of 
their product. As a result, a decision not to  localise a popular product can have 
far‐reaching effects. For example, if Microsoft decides that a localised version of 
Windows  is  not  viable  for  a  language,  they  have  the  power  to  change  the 
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language of computing within this linguistic locale (Hilmarsson‐Dunn 2001, p306). 
Since  few  companies  localise  into  lesser‐used  languages,  speakers  of  these 
languages have  little choice other than to use products  in  languages other than 
their own. 
 
As  part  of  his  discussion  of  the  cost  of  localisation,  Pym  writes  that  “the 
transaction  costs  should  be  less  than  the  projected  benefit”  (2004,  p141). He 
points out that language learning is of better value than translation in the longer 
term,  since  translation  costs  rarely  decrease.  He  believes  that  translation 
memory software, while helping to maintain terminological consistency, involves 
too much management to bring about great productivity gains. Elsewhere, Pym 
has  opined  that  translation  memories  “lead  to  a  progressive  degradation  of 
translation quality”  (2008, p43). He argues  that segmentation, as occurs within 
TM  software,  results  in  non‐contextual  translation,  despite  the  translator’s 
access to context within most TM tools. This concurs with Dragsted (2005), who 
found  that  professional  translators’  processing  was  complicated  by  the 
imposition  of  TM  segmentation,  and  that  segmentation  tends  to  make 
translators review each segment separately rather than  in context. Others have 
noted  the  effects of  segmentation,  such  as Mogensen  (2000, p28) who writes 
that  target  text  segments  tend  to  be written  in  a minimal  style  to maximise 
recyclability, and Heyn who says  that  this minimal and  technical style, avoiding 
pronouns,  leads  to  “peep‐hole  translations”  (1998,  p135).  Pym,  however,  also 
feels that translators should make translation decisions based on a set of ethical 
values, only  translating  if  their work will  improve  “cross‐cultural  co‐operation” 
(2004, p177).  
 
In  his  view,  this  tendency  towards  fragmentation  in  the  localisation  industry 
results in work that is “not just boring but also dehumanizing” (2004, p198). In an 
article  in  the  Chinese  Translator’s  Journal,  he  addresses  these  concerns 
specifically, stating that translators are “virtually obliged to accept the renditions 
that come from the client (the glossaries and translation memories); they will not 
challenge  deceptive  “exact matches”;  they  are  not motivated  to  improve  the 
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quality  of  the  memories”  (2008,  p44).  Pym’s  position  misrepresents  the 
translator’s  role  somewhat, as  in many  cases  translators are obliged  to accept 
exact matches, and, rather than being deceived by these matches, are not paid 
or permitted  to change  them  (see section 6.5.1 on client expectations of 100% 
matches).  This  is  also often  the  case  for 100% matches  in  context  (In Context 
Exact  or  ICE match  in  Idiom Worldserver;  PerfectMatch  in  SDL  Trados  TWB) 




TMs  as  a  vehicle  for  error  propagation,  a  view  that  recurs  in  other  literature 
(Bowker 2005; Ribas López 2007), but is mostly missing from more general works 







reviews  quantitative  and  qualitative  research  on  users’  attitudes  to  TM  tools. 
Opinions on tool development are discussed in section 2.5.2, drawing on surveys 






translation  industry, most often by  surveying  freelance  translators, but also by 
analysing  user  comments  on  mailing  lists  and  online  fora.  Dillon  and  Fraser 
(2006)  investigated  translators’ perceptions of TM  in an attempt to understand 
why  all  freelance  translators  had  not  adopted  TM  despite  pressure  from  the 





an  email  questionnaire  that  examined  ease  of  use,  compatibility,  ‘trial‐ability’ 
and  several  other  factors  related  to  TMs.  In  their  analysis  of  the  responses 
received,  the  authors  write  that  newly  qualified  translators  have  a  positive 
perception of TM users, possibly due to a respect for those more established  in 
the industry. Translators with little experience felt that TM use was positive for a 
translator’s  profile,  whereas  those  with  over  10  years’  experience  felt  the 
opposite.  The  authors  believe  that  the  low  uptake  (at  the  time  of  publishing) 
from  recently  qualified  translators  can  be  attributed  to  a  lack  of  TM  training, 
despite  the  fact  that  contemporary  translation  courses  are  likely  to  have 
included a translation technology component (Bowker and Barlow 2008, p8). The 
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second hypothesis  ‐  that TM users  feel positive about TM  ‐ was proved  largely 
true for this study.  IT proficiency was shown to have a  large  importance for TM 
adoption, possibly because “those with strong IT skills view TM as less of a threat 
to  their  craft”  (ibid.  p76).  While  the  article  added  to  the  small  amount  of 
quantitative  research  available  at  the  time,  it  is  difficult  to  make  broader 




Lagoudaki’s  survey  (2006)  sought  to  present  opinions  of  and  suggestions  for 
improvements  to TM  from a  large sample of  translators and project managers. 
She begins her 2006 paper with an analysis of the TM systems on the market at 




respondents,  699  of whom  completed  the  survey  in  full.  90%  of  respondents 











string  view  in  a  tool  such  as  Idiom Worldserver. All  respondents  had  Internet 









reported  shows  the  benefit  of marketing  and market  ubiquity.  The  responses 
from non‐users of TM show barriers, such as the learning curve, that TM system 
developers  need  to  be  aware  of when  analysing  their  software’s  ease  of  use, 
although Bass (2006) suggests that “most who adopt CAT tools can be back up to 
baseline  productivity  within  five  days  of  starting  to  use  the  software”  (p76). 
García  (2008) also writes  that TM  is “an obtrusive  tool  that  translators need  to 
learn  and  adjust  to  before  they  can  achieve  the  gains  in  productivity  and 
consistency  it promises”  and believes  there  should be more  focus on what he 
calls  the  “specifity  of  translating with  TM”  in work  on  the  topic  (García  2008, 
p55).  
 
García  (2006)  conducted  a  qualitative  review  of  TM  usefulness  based  on 
comments by contributors to a popular web‐based translation mailing list.  Using 
a corpus gleaned  from  contributions by 134 users, García writes of benefits of 




environment,  a  problem  exacerbated  in  the  case  of  TWB  by  reports  of  poor 
customer service.  
 
Once TMs were  successfully deployed,  comments were generally  very positive 
about productivity increases, but translators were frustrated by clients’ requests 
for  a  “Trados  discount”  (fuzzy  match  discount)  with  “very  little  grounds  for 
negotiation”  (ibid. p102). Even without  repetition  in  the  texts, users  found TM 
beneficial  for  terminological consistency, although others  found  the distraction 




as  “another  case where  the  latest  and  greatest  technology  turned  out  to  be 
different than imagined” (ibid. p104). 
 




high  computer  literacy  and  problem  solving  skills,  yet  then  are  increasingly 
straitjacketed  by  client  demands  and  restrictive  TM  environments.  García 
recounts that, while initially TM put translators in an advantageous position, the 
power has  shifted  to  (especially  larger)  clients as  localisation has given way  to 
internationalisation. Translators also  increasingly see TM as vital for their work. 
García explains how enterprise translation companies are retaining their TMs by 
pre‐translating prior  to sending  the work  to  freelancers, rather  than  letting  the 
translators work  interactively. These companies can thus circumvent arguments 




database  ownership  and  the  lack  of  originality  inherent  in most  source  texts 




suggests  that  translation  clients  should  “learn  to  profit  from  their  potentially 




TM  itself  retained at  the  server  side, and  the  implications of  this  for  freelance 
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translators. He believes  that, while  initially  this may bring a more  level playing 
field, where  less  technologically adept  translators have equal opportunities  for 
work, this migration to web‐based tools may ultimately lead to a widespread de‐
skilling  of  the  translator’s  job,  leaving  them  “anonymous  and  easily 
interchangeable” (García 2007, p66). 
 
A more  recent  study by McBride  (2009)  looked at  translators’ attitudes  to TM 
based on 937 posts  to online  fora at TranslatorsCafe.com and ProZ.com. Users 
on  these  fora  may  post  under  assumed  names  and  provision  of  personal 
information  is  not  necessary,  thus  input may  be  candid  and  opinionated.  219 
posts  contained  little  information  and were  removed  from  the  study,  leaving 
over  700  posts  of  which  many  (30.8%)  related  to  purchasing  a  TM  system. 





client,  agency,  or  outsourcer  requirements”  that  files would  be  delivered  in  a 
specified  format,  usually  an  SDL  Trados  TWB  or  other  proprietary  format 
(McBride  2009,  p122).  McBride  says  that  SDL  Trados  TWB  is  the  industry 
standard  and  notes  that  “a  large  number  of  translators  are  not  necessarily 
content with this situation” (2009, p135). This dominant position combined with 




p125). Another wrote more  generally:  “a  lot of purely  commercial  software  is 
designed  so  that you are  locked  into buying upgrades and so on, which  seems 
maddeningly  exploitative”  (ibid.  p115).  McBride  believes  that  users  need  to 








match  discounts. One wrote  “There  is  obviously  downward  pressure  on  rates 
due  to  CAT  tools.  It's  ironic  that we're  expected  to  shell  out  $1,000  or more, 
[and] then offer discounts to boot” (ibid. p136).  
 




no mention  is made of payment practices or  fuzzy match discounts.  She  feels 
that benefits, learnability, support, and ease of use should be more explicit in TM 
tool developers’ promotional material  (2009, p144).  She  also notes  that many 
TM tools are moving to a user interface with a proprietary text editor rather than 
incorporating a third‐party word processor, and suggests that developers should 
maintain  contact  with  their  customers  to  “determine  attitudes  towards  the 
current  state  of  integration  and  realize  that  users who  are  content with  their 
current  integrated systems may not easily migrate  to a proprietary  text editor” 
(ibid. p148).  
 
Finally,  she  argues  for  further  interoperability  between  tools  and  between 
vendors, with  an  emphasis  on  the  importance  of  open  standards,  to  “combat 
vendor  lock‐in  and  compatibility  issues”  (ibid.  p154).  However,  her  argument 
that this would “increase customer satisfaction and would facilitate the process 





that  79%  of  229  translators  used  TM  for  their  work,  although  9%  (22 
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respondents)  described  themselves  as  “former  users  of  TM  tools”.  79%  of 
respondents said that TM made them feel more  in control of translation quality 
as  it  “facilitates  consistency” and gives  “fast, easy access  to a  large amount of 
data”  (Marshman 2012). However, 54% of respondents said that they  feel they 





Lagoudaki  believes  that  users’  needs  are  not  always  catered  for  in  TM  tool 
development as, in TM system beta tests, translators are only “invited to provide 
feedback  on  an  almost  finished  product with  limited possibilities  for  changes” 
(2006, p1). She has also written that “systems usability and end‐users’ demands 
seem  to  have  been  of  only  subordinate  interest”  in  TM  system  development 








future be  less disparity between user  requirements and  software  functionality. 







has  served  the  needs  of  language  service  providers,  whereas  translation 
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professionals are in a position of relative weakness, and thus have “been forced 
to use  the  technology  that was designed  to  serve  industry goals and not  their 
needs” (Lagoudaki 2008, p58). As an example of this, she cites the Requirements 




or  conflicting. However,  she  interprets  that  an  overall message  is  clear:  users 
want simplicity. This does not necessarily mean fewer features; rather they want 
a  streamlined  process with  compatibility  between  languages  and  scripts.  They 
want ease of access, meaning “affordability of the system, not only  in terms of 
purchase  cost,  but  also  in  terms  of  upgrade,  support  and  training  costs” 
(Lagoudaki 2008, p203). Based on her  respondents’  answers,  she  foresees  the 















TM  systems would benefit  from  increased  ‘affordance’ of  commands.  In other 
words, results of commands or button presses should be implicit and intuitive, in 
keeping with perceptions of the user.  Furthermore, interaction designers believe 
that errors  should be constrained  in design,  forcing users  to correct erroneous 
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actions. Saffer also points out that “human beings have an amazing tendency to 
become  accustomed  to  the  terrible,  inconvenient,  and  awkward,”  until  this  is 
changed by “something we may not have even known we needed” (2007, p21). 
 
Olohan  (2011)  refers  to  this process of adaptation  to a TM  tool using a model 
borrowed  from the  field of sociology called the  ‘dance of agency’. She analyses 
(via posts on  an online  forum)  a  translator’s narrative of his  struggle with  the 
installation  of  SDL  Trados  Studio  2009,  to  which  he  has  ascribed  human 
attributes. The  software does not behave as expected or provide  feedback  for 
the user’s actions, and  instead he describes  it “staring you blankly  in  the  face” 
(ibid.  p348). As  other  forum members  become  involved  in  the  discussion,  the 
difficulty  for  the  software’s  developer  becomes  clear.  A more  technologically 
adept  user,  who  was  one  of  “thousands  of  testers”  of  the  software  prior  to 
release, believes that the problems encountered by the original poster (OP) were 
of his own creation (ibid. p350). The OP replies that the developers “thoroughly 
lack  insight  into  the mind of  the  regular user”  (ibid. p351).  Some  respondents 
state  their  desire  for  a  simplified  system,  others  for  more  options;  some 
respondents  blame  the  developers  for  problems  encountered,  while  others 
blame  the  translators  involved  in  the  testing  programme.  The  challenge  for 
software developers  is  to accommodate users with different  levels of  technical 
ability who  each want  different  things  from  their  TM  tool.  In  this  case,  some 
users  express  satisfaction  with  their  experience  of  the  TM  tool  and  the  OP 





Fulford  and  Zafra  (2005)  report on  freelance  translators’ usage of online  tools 









and online search, and  those who made wide use of  the  Internet,  including  for 




training  in  translation  and  held  full‐time  positions  as  translators,  found  that 
translators  use  an  average  of  ten  tools  to  solve  “translation  problems”.  The 
research group used Contextual Inquiry, a technique based on observing subjects 
at  work  and  asking  questions  to  gain  further  insights,  to  understand  work 
practices of eight  translators. For  translation problems caused by,  for example, 
unprescribed  terminology,  highly  polysemic  vocabulary,  or  colloquialisms,  the 
translators used  various  public  and  private  terminology  resources, dictionaries 
and lexicons, TMs, previous translations, and style guides.  
 
They  used  more  public  (78%)  than  private  material,  more  bilingual  than 
unilingual resources, and in 35% of cases, searched for further solutions despite 
having already  found one. The  research group  found  “no universal  tools”, and 
that “new tools do not necessarily replace older ones” (Désilets et al. 2009, p5). 
Although  their  flow was  interrupted by  the  “real  inconvenience” of navigating 
between  tools  and  there  were  often  further  delays  when  “the  first  resource 











research  takes  a  more  technical  approach  to  evaluating  the  retrieval 
performance  of  TM  tools,  on  the  one  hand,  and  the  human  effort  involved  in 
editing  matches  from  memory,  on  the  other.  Studies  belonging  to  this  latter 
strand are discussed in this section, beginning with TM match retrieval in section 






Whyman and Somers  (1999) attempt  to evaluate  the  retrieval of  ‘useful’  fuzzy 
matches  in a TM system and create an evaluation metric  for usefulness of TM 
matches.  Matches  that  are  considered  to  be  relevant  to  the  translator  are 
labelled a hit,  irrelevant matches a miss. The chosen methodology  is based on 
measurements of precision and  recall  in  the  field of  Information Retrieval;  the 
performance of a TM system is measured based on the fuzzy match parameters 
as set by the user, and the number of keystrokes required to produce the desired 
translation.  This methodology was  tested on  a  French‐English  corpus of which 
eight  pages  had  already  been  translated.  In  this  case  study  43 matches were 
found,  of  which  33  were  considered  ‘hits’.  However,  a  problem  with  this 
methodology  is  the  subjective  decision  as  to  whether  a match  is  ‘useful’  or 
‘relevant’ or not. However,  the authors  state  that  this  is  “an  initial attempt at 




Gow’s MA  thesis  in 2003  also  investigated metrics  for evaluating TM  systems, 
dividing programs  into those that store “sentence‐based” segments of text, and 
those that search  for a “character‐string‐within‐a‐bitext”  (CSB)  (2003, p  iv). She 
chose SDL Trados TWB and Multitrans as representatives of the two approaches. 
The work begins with a  review of TM  literature, during which Gow notes  that 
“TM evaluation has so far been less concerned with determining the single best 
tool and more concerned with helping translators and project managers evaluate 
the  best  tool  for  their  own  needs”  (ibid.  p12).    She  also  notes  that  improved 
consistency  in  translation  “can  reduce  the  chances of  litigation,”  (ibid. p14) an 
insight  perhaps  from  the  author’s  legal  studies  and  work  for  the  Canadian 




of  database  management  (and  thus  error  propagation),  and  pay  issues,  in 








the  sentence‐based  approach,  she  lists  problems  of  TM  quality  for  translators 
who  do  not  revise  as  they  work,  stylistic  inconsistency  (Bédard’s  famous 
“sentence salad” (2000)), and a prevalence of unhelpful fuzzy match suggestions 
or  ‘noise’  (ibid.  p28).  Her  discussion  of  the  CSB  approach  highlights  the 
advantage  of  providing  suggested  matches  in  context,  potentially  providing 
guidance in new domains. She also stresses that because sentential alignment is 
not required in the CSB approach, faulty alignments do not result in the insertion 
of  incorrect  segments  into  a  translated  text.  However,  this  approach  has 
disadvantages  in  areas of networked or  shared  TMs  and may  cause  increased 
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methodology  for  application  on  a  larger  test  corpus.  She  found  that  TWB 
received  fewer  time  penalties  than  Multitrans,  although  it  required  more 
database management. Multitrans  created  noise  through  reading  left‐to‐right 
without  segmentation, but  in other cases  suggested matches  that TWB missed 
due to rigid segmentation. In cases of exact matches, TWB’s automatic insertion 
did save time. Gow mentions  limitations of her methodology  in conclusion, but 




of memory‐based systems was also  suggested by Hodász  (2006), but  like Gow, 
Hodász found that usefulness is difficult to quantify. 
 
The  limitations  of  TM  retrieval  are  addressed  by  Reinke  (2004), who  provides 
results of his own empirical research. He believes that there has been insufficient 
research into TM tools and creation of TM tools, and writes:  
bislang  nur wenige  der  am Markt  verfügbaren Übersetzungswerkzeuge 
aus  nationalen  oder  internationalen  Forschungsprojekten 
hervorgegangen sind (Reinke 2004, p9). 
 
So  far,  very  few  translation  tools  on  the  market  have  emerged  from 
national or international research projects 
 
His discussion of methods of data  retrieval  leads  into an  analysis of  similarity, 
and of  the difference between human  and  computational notions of  similarity 
between texts. Fuzzy or even exact matches, may prove deceptive, as:  
identische  Satzinhalte  [können]  identische  oder  unterschiedliche 
Ausdrucksformen  aufweisen…  ebenso  können  nicht‐identische 
Satzinhalte auf der Ausdrucksseite identisch sein oder nicht (ibid. p235). 
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 Identical  content  can  be  expressed  in  identical  or  different  forms… 
similarly, non‐identical contents can be expressed using identical forms 
 
Reinke  identifies  this  inability  to  cope  with  paraphrase  and  ambiguity  as  a 
limitation  in  current TMs  (see  section 6.3) and  casts doubt on  the accuracy of 
calculating match percentage based on the similarity or otherwise of source text 
segments,  as  this  does  not  necessarily  correlate  with  the  amount  of  editing 
required on a target text proposal (see section 6.5.6). He also discusses current 
methods of segmentation and retrieval, which he believes can be improved upon 
through  integration  of  improved  algorithms  and  linguistic  analyses.  Reinke 
concludes with a recommendation for further interdisciplinary research into TMs, 
and  his  book  provides  a  reasoned  and  well  researched  introduction  to  the 






the  translator’s  cognitive  load  and  fuzzy  match  value,  forging  an  avenue  of 
empirical  investigation  beyond  think‐aloud  protocols  (TAP,  when  a  subject  is 
asked  to  vocalise  his  or  her  thought  processes)  and  keystroke  logging. While 
keystroke  logging  collects  data  as  the  translator  discharges  material  from 
working memory during  the  translation, eye‐tracking  is said  to give a “detailed 
picture of  the complex processing  involved” during the process  (Carl 2009, p1). 
“Lest  it be presented as  a panacea,” O’Brien  cites data  loss,  expense, and  the 
requirement  of  controlled  lighting  as  drawbacks  of  eye‐tracking  technology 
(2006, p186).  
 
Her measurements  per  fuzzy match  percentage  in  this  study  are  particularly 
relevant to the discussion of how much a translator should discount depending 
on  the  match  percentage.  In  this  case,  given  that  O’Brien’s  concern  was  to 
establish the effectiveness of eye‐tracking as a research methodology and due to 
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the  novelty  of  the  evaluation  format,  only  four  professional  translators 
participated  in  the  research. Negative  correlations between match percentage 
and cognitive  load were shown  in the tests, with the  least  load caused by exact 
matches and the highest load caused by non‐matches. As the percentage match 
decreased,  the  cognitive  load was  seen  to  increase,  other  than  in  anomalous 
figures for 74‐80% matches.  
 
Cognitive  effort  and  quality  in  post‐edition  of  80‐90%  fuzzy matches  and MT 
output  looked  to be  similar.  These  results  could  lead  to  the  suggestion  that  a 
similar  level  of  remuneration  for  both  types  of match  is  in  order,  although  a 
translation discount rate based on the averaged performance of MT rather than 
the  predictive,  per‐segment  approach  of  TM  seems  impractically  broad.  In 
addition,  a  further  study  comparing  TM  fuzzy matches with  SMT proposals by 
Pelino  (2011)  found  wide  discrepancies  in  comparative  effort  required  for 
different  language  pairs.  However,  as MT  is  increasingly  integrated  with  TM, 
O’Brien’s work may suggest fuzzy match thresholds below which MT output may 
prove more valuable than TM fuzzy matches. The methodology had satisfactory 




for  post‐editing MT  output  and  80‐90%  fuzzy matches  in  her  pilot  study.  She 
used eight professional  translators, measuring post‐editing  time with an online 
tool. She writes  that,  in current enterprise  localisation projects,  the addition of 
MT  output  to  pre‐translation  has  made  “post‐edition...  one  of  the  most 




MT output. However,  in  this case, Guerberof measures  time spent post‐editing 
per word rather than cognitive effort, correcting  for the translator’s experience 





make  any  generalisations. Nonetheless, Guerberof  finds  that  less  experienced 
translators  spent  roughly  the  same  time  editing MT  and 80‐90%  TM matches. 






In  a more  detailed, mixed‐methods  update  of  this  study  carried  out with  24 
translators and  three  reviewers, Guerberof again  finds  that productivity of MT 
post‐editing  is close  to  that of editing 85‐94% TM  fuzzy matches. She adds  the 
caveats that the MT output must be of high quality (her output was rated at 0.6 
using the BLEU automatic metric), the terminology must be correct, and tagging 







matches and MT proposals using  student and professional English  to  Japanese 
translators.  Using  the  GTM  (General  Text  Matcher)  metric,  he  found  that 
translators  are  faster  post‐editing  an  MT  translation  above  a  certain  quality 
threshold (GTM = 0.464) than translating  from scratch. At present, he says, the 
mean  GTM  score  for  SMT  output  is  below  the  threshold.  However,  in  some 
domains the disparity is small enough that the shortfall will, he predicts, be made 










first),  more  interestingly,  the  post‐editors  saved  time  and  produced  better 




but  the  research  forms part of a growing  consensus  that MT has a  role  in  the 
current  localisation  industry. Zetzsche feels that this sea change occurred when 
“the  concept  of  quality  was  replaced  by  usability”  (2012,  p51)  and,  as 
demonstrated  in the research compiled for this section, MT has been shown to 














Merkel  (1996)  said  that TM  should be an  ideal  tool  to promote  consistency  in 
translation, as long as the text is repetitive and the source text is of good quality. 
He carried out a survey of 13 technical translators, providing them with examples 
of  50  source  text  segments,  each with  two  different  target  text  translations. 
Despite a stated preference for consistency (context permitting) among 12 of the 
translators  surveyed, many  translators  have  “difficulty  in  accepting  a  previous 
translation from the translation memory” (ibid. p158). While no translator came 
out  against  TM,  they  expressed  concern  over  the  translator’s  changing  role, 
fearing a future where the translator  is “reduced to somebody who presses the 
OK  button”  (Merkel  1998,  p141). Merkel  created  a  tool  to  check  translation 
consistency and used it on documentation from IBM and Microsoft, finding that 
texts translated with and without the aid of TM were “more or less inconsistent” 
(1996,  p166).  Rather  than  concluding  that  this  was  a  problem  inherent  in 
translation, Merkel considered that the inconsistencies found may have been the 
result of a  “clash between an established  translation  culture” and  the  recently 
introduced technology (ibid. p166). He also concluded that, although translators 




Bowker  (2005)  carried  out  a  pilot  study  to  evaluate  the  impact  of  TM  on 
productivity and quality. Three groups of student translators were given a short 
translation  assignment  to  complete  in  40 minutes,  the  first  group  translating 
without a TM, the second with a TM, and the third using a TM seeded with errors. 
She  found  that  the  translators using TM were not  critical enough of proposals 







reason  for  this  is  that  translations  “may  become  inaccurate  over  time  (e.g.,  if 







her  MA  thesis.  She  found  inconsistently  translated  terms  in  an  English  to 
Brazilian Portuguese TM and suggests that multiple users of a single TM may be a 
cause  of  error  introduction.  When  a  TM  contains  errors,  inaccurate  100% 
matches are more  likely  to be propagated when auto‐propagation  is used. She 
suggests  manual  revision  of  a  TM  at  the  end  of  each  project,  deletion  of 
duplicated TUs and  







Furthermore, when  TMs  are  created  by many  people,  she  suggests  forming  a 
specialised team to assume responsibility for review and quality control of TMs. 
 
In  their  study of concordance use among  six professional  translators using SDL 
Trados TWB 2007, O’Brien, O’Hagan, and Flanagan (2010) found that, despite the 
TM tool having a terminology plug‐in  (Multiterm), all participants reported that 
they  regularly  use  the  concordance  function  to  search  for  terminology.  Three 
participants  said  that  they  prefer  to  use  the  concordance  feature  rather  than 










from  errors  in  a  TM  database  is  an  under‐reported  phenomenon.  In  her  pilot 
study,  Ribas  López  seeded  an  aligned  TM  with  three  types  of  errors,  before 
asking  first translation students, then professional translators to translate using 
this TM. The data gathered was  correlated with questionnaire  replies detailing 
respondents’  experience  and  reviewing  strategies.  The  data  produced  by  the 




The professional  translators were unable  to  spot all of  the errors, and  sent an 
error‐filled TM back to the researcher, despite being informed that the TM would 




in  the  TM.  All  of  the  respondents  from  both  groups  believed  that  translators 
should  be  paid  for  all matches,  although  two  of  the  professional  translators 
responded  that  payment  should  be  less  for  exact matches.  These  findings  do 
little  to  refute  López’s hypothesis  that TMs propagate errors, but  she believes 




Pym  (2004) and Bowker and Barlow  (2008) have also written of  the dangers of 











the work of  translators  translating  interactively and  those using pre‐translated 
texts. As more and more software developers announce server‐side TM solutions, 
progress appears  to decree  that  fewer applications  and  resources will be held 
locally in future. This leaves LSPs with the choice of whether to allow translators 
to  work  with  a  TM  on  the  company  network,  or  to  provide  them  with  pre‐
translated  texts, populated with exact or  fuzzy matches where available. Wallis 
investigated  the  effects  of  this  move  on  productivity,  quality,  and  translator 
satisfaction.  Based  on  her  pilot  study  using  four  recently  qualified  translation 
students, Wallis’s evaluators found no difference in productivity and only a minor 
qualitative  improvement  in  interactively  translated  texts, when compared with 








carried out by Yamada  (2011b). Using eight Masters‐level  translation  students, 
he compared production speed between those using what he considered freely‐
translated  TM  content  (obtained  from  industry)  and  participants  using  more 
literal TM content  (that he had adapted  from the  industry TMs). He  found that 
those  using  the  more  literal  TM  evinced  a  higher  words‐per‐minute  rate, 







by  adding  a  new  layer  of  control,  and  if  something  is  considered  of  inferior 
quality,  it  is  rooted  out. He  says  that  quality  is  “a  question  of  having  enough 





Depraetere  (2011)  find  that  the  use  of  TM  inevitably  leads  to  “occasional 
erroneous  acceptance  of  fuzzy matches”,  and  that  the  rapid  development  of 
information  technology,  with  shorter  time‐to‐market  and  increasing  volumes, 
means a “wider range of stumbling stones  in the translation process” (p162).  In 




of  terminology, consistency, punctuation,  formatting, number values, and  tags, 
concluding that these tools, although fallible, are both useful and necessary. All 
of the tools tested were efficient in identification of inconsistent translations and 
punctuation errors, but  in other categories generated a  lot of  false positives or 
incorrectly identified errors. The authors identified false positives with regard to 
sentence  ending  punctuation,  consecutive  spacing,  and  terminological 
inconsistency,  which  “impacts  on  the  time  spent  on  the  QA  check”  as  the 
relevant  segments  have  to  be  opened  (Debove,  Furlan  and  Depraetere  2011, 
p186).  In  a  test  to  compare  the  findings  from  this  study with  two  commercial 
automatic QA analysis  tools  (ApSIC Xbench and QA Distiller)  in section 5.6,  the 
results also showed accuracy in the identification of inconsistent target segments 
but generated  false positives. The reason  for  the  incorrectly  identified errors  is 
unclear, as these automatic QA tools are proprietary programs and as such their 
functioning  is  not made  explicit. Nonetheless, Debove,  Furlan  and Depraetere 
conclude that automated QA is a “crucial step in the translation workflow” (2011, 
















Suggestions  for  the  future direction of TM are  included  in papers by Wu et al. 
(2005) and Mitkov and Corpas (2007). In the former paper, the authors suggest a 
combination of sentence‐level matching with “sub‐sentential level matching and 
pattern‐based  translation”,  which  they  found  gave  positive  results  using  MT 
evaluation metrics (2005, p371). In the latter paper, Mitkov and Corpas write of 
their  current  research  on  a  ‘Third  Generation  Translation  Memory  System,’ 
which they say will find matches that do not retain the same semantic structure 
as the source segment, yet have the same meaning. However, as yet the authors 
have doubts as  to “whether  the new  technology would deliver  in a  robust and 
scalable way”, and they also state that  it  is “still a  long way from operating  in a 
practical environment” (2007, p2).   
 
Some  research  on  sub‐sentential matching was  also  carried  out  by  Colominas 
(2008), who suggests segmentation by noun phrase chunks.  Initial research has 
so  far  proved  inconclusive,  as  “only  pre‐  or  postmodified  noun  phrases  have 
turned out to be especially adequate for pretranslation tasks” (Colominas 2008, 
p352). Since  the early 2000s, DéjàVu has offered matching at word and phrase 
level using  the  ‘assemble’  function  (García 2003). Some degree of sub‐segment 
matching  has  been  integrated  into  the  latest  generation  of  TM  tools,  such  as 
MemoQ  5  and  SDL  Trados  Studio  2011,  although  the  latter  requires  25,000 
  45
translation  units  to  use  the  ‘auto‐suggest’  sub‐segment  functionality.  Zetzsche 






In  2003,  Levitt  predicted  that,  due  to  online  TM  sharing,  “many  freelance 
translators  will  no  longer  need  to  own  a  TM  tool”,  and  as  a  result  “the 
localization workflow paradigm is set to change” (Levitt 2003, p41). Cloud‐based5 
and  online  TM  sharing  first  became  a  reality with  the  release  of  Lionbridge’s 
Logoport software in 2006, which allows linguistic assets to be stored in a central 




TM  tool allows  the user  to  leverage  from a  shared or private TM, although by 
default any new translations are added to the shared ‘Global TM’. As a result of 
this,  and  because  aligned  pairs  from  the  tool  are  used  to  train Google’s  SMT 
engine, there have been some concerns about the confidentiality and ownership 
of TMs created with or added to the Toolkit, to the extent that the system has 
been deemed “not practical  for use  in most  real‐world professional  translation 
projects” (Drugan and Babych 2010, p6).  
 
TAUS  (Translation  Automation  User  Society)  believe  that  combining  TMs  will 
allow  for greater  leverage and  reported 3%  to 5%  increased  leveraging  in  tests 
carried out by members with an aggregated TM from five sources (TAUS 2009). 
They have developed a  ‘Language Search Engine’ (LSE), allowing users to search 




Translator Toolkit,  the  LSE  is explicit  in permitting TM data  sharing  and  reuse, 
Drugan and Babych have cited concerns relating to both systems with regard to 
the  reuse  of  translators’  work  beyond  the  initial  remit  (2010,  p8).  Other 
companies  such  as MyMemory/Translated.net  and  BigTM.net/Digital  Silk Road 
are  following  the  same  route,  although  some  LSPs  have  voiced  doubts  about 
aggregated TMs, claiming that smaller “bespoke TMs” provide better results and 
less  noise  (Simultrans  personal  communication,  2009),  echoing  the  opinion  of 
Bowker  (see  section  2.7.1)  and  interviewees  in  the  current  study  (see  section 
6.4.1). Most TM tools at the time of writing allow TM sharing via a central server 
and  in 2011 Wordfast  launched a  free,  fully‐functional,  Internet browser‐based 




TMs  for  training  SMT  systems,  and  found  that  the  TM  data  contained 
inconsistencies  such  as  those  caused  by  punctuation,  terminology,  and  letter 
case,  in  addition  to  the  appearance  of  English  words  in  the  French  target 
segments. The study  found that TM data quality has an effect on the quality of 
SMT  results,  that  smaller  amounts  of  consistent,  high  quality  data  can  yield 
better  SMT  results  than  large  amounts  of  ‘dirty’  data,  and  that  “unmanaged 
terms  result  in  inconsistent  translations”,  especially when  TMs  from  different 
sources  are  merged  (Vashee  2009,  p48).  This  finding  contradicts  the 
conventional wisdom for SMT that “more data is better data” (Kenny 2012, p5). 
The increasing demand for low cost and high volume translation means that SMT 
is  becoming  more  widely  used  in  the  localisation  industry.  This  means  that 
inconsistent  TM  data may  have  an  impact  beyond  that  on  recycling  using  TM 
tools. 
 
Opinion  on  the  use  of  smaller  product‐specific  TMs  was mixed  in McBride’s 
investigation, with one forum poster stating a preference for an “ultra‐large” TM 
to maximise leverage (2009, p127). Aggregated online TMs have not yet become 
commonplace,  but  there  is  increasing  integration  of  online  resources  into  the 
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localisation workflow. Lagoudaki also sees further movement in that direction. In 
the  near  future,  cost‐cutting  and  the  opportunity  presented  by  the  ongoing 
integration of Idiom and SDL Trados has meant that several parties are rushing to 
create  an  open‐source  integrated  TM  and  Translation  Management  System 
(TMS).  
 
As  someone  involved  in  one  such  project,  Bergmann  (2008)  cites MySQL  and 
Linux as  inspirations  for  the potential  reward of a  successfully deployed open‐
source  localisation  solution. He admits  that  current projects may not  “win any 
commercially  interesting  market  share”,  but  believes  that  open‐source  will 
“sooner or later change the market for TM/GMS systems” (Bergmann 2008, p57). 
So  far Welocalize  have  chosen  to make  their Globalsight  translation workflow 



















In  this  chapter  we  presented  a  short  history  of  the  conceptualisation  and 
introduction  of  TM  tools  and  reviewed  several  introductory  guides  that  are 
largely  uncritical,  although  notably  Bowker  (2002)  introduced  problems  of 
inconsistency  caused  by  old  or  low‐quality  TMs.  Surveys  and  online  fora  have 
revealed concerns of TM  tool users and  the gap between developers and  their 
customers.  Work  focussed  on  evaluation  of  TM  tools  has  shown  that  fuzzy 
matches  may  be  of  comparable  value  to MT  below  certain  thresholds,  that 
character‐string‐in‐bitext and  sentence‐based approaches have advantages and 
disadvantages  in  different  situations,  and  that  there  may  be  work  to  do  to 
improve the accuracy of retrieval  in TM systems. Research on quality  in TM has 
uncovered  problems  with  consistency  in  translations  due  to  changing 
terminology, poor quality  TMs,  and  the  tendency  for  translators  to  accept  TM 
proposals  without  sufficient  forethought.  In  addition,  Reinke  and  Pym  both 






as  opposed  to  those  working  full‐time  in  the  industry.  Full‐time  translators’ 
attitudes  to  TM  have  revealed  the  importance  of  ease‐of‐use  and  support 
without offering concrete suggestions to improve translation using TM. Research 
on quality  in TMs has  shown  that  consistency  is an  issue, and while  there has 
been work  (Whyman  and  Somers  1998; Gow  2003)  on metrics  for measuring 
retrieval,  there  is no published metric  (to our knowledge)  for measurement of 
consistency in TM environments. Published works have highlighted the need for 
consistency  (Austermühl  2001;  García  2003;  Gow  2003;  Pym  2004)  and  the 
likelihood  of  error  propagation  when  using  unclean  TMs  (Pym  2004;  Bowker 
2005; Ribas  López  2008).  In  an  effort  to  address  the  dearth of  comprehensive 
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research focussed on TM consistency that uses real‐world data, the current study 











In  this  chapter we  describe  a  pilot  study  that,  following  the  literature  review, 
formed the second part of our preparation for the main study. We begin with a 
profile  of  the  data  analysed,  then  discuss  the methodology  and  some  results 














The  pilot  study  investigated  whether  recurring  segments  in  the  ST  were 
translated  consistently: a  comparison was made between  levels of  consistency 
achieved  in a Symantec translation project from 2004  involving 70,276 words  in 
US English that were translated  into German, and a  later translation  from 2008 
involving 31,681 words also  translated  into German. The documents  translated 
were  software manual  updates  for  the  Norton  Ghost  product  (a  backup  and 
recovery tool for Microsoft Windows produced by Symantec).  
 
Between  2004  and  2008  Symantec  made  some  changes  to  its  translation 
workflow: Machine  translation  (MT) was  introduced  to propose  translations  in 
cases where  the  TM  in  use  could  not  provide matches  of  at  least  85%  fuzzy 
match value. Controlled language (CL) rules for technical writing were introduced 
in an effort  to  improve  the quality of  the MT output  thus produced. Technical 
writers  were  provided  with  style  guides  containing  writing  rules  requesting, 
among other  rules,  that writers maintain  consistency,  avoid  the passive  voice, 
and avoid long sentences (the CL limits sentence length to 24 words or less). The 
source  text  was  then  checked  using  the  acrocheck  tool7.  Symantec  had  also 
begun  to  use  a  bespoke  version  of  the  Idiom  Worldserver  translation 
management  system  (TMS)  to  assist  with  project  management  of  enterprise 
localisation  jobs.  The  TMS  is  used  to  monitor  the  translation  workflow  and 
although  translators may  translate  interactively  within  the  TMS  environment 












SDL Trados TWB 2007,  these  files were exported  to a  text  format  so  that  they 
could be opened by non‐Trados tools. They were separated into aligned texts in 
English  and  German  using  the  UNIX  grep  command  to  search  for  the  <seg 
L=EN_en>  tag  for English and <seg L=DE_de>  for German within the text editor 
software Maruo.   
 
The Wordlist  tool  in  the Wordsmith  lexical  analysis  software was used  to  find 
instances of repeated phrases  in the source text.   Within the Wordlist tool, the 
‘Make/Add  to  index’  command  was  used  to  create  a  tokens  file. When  this 
tokens file was opened, the 'compute' command was used to search for the most 
commonly  occurring  two  and  three‐word  clusters  in  the  source  text.  The 













and  pasted  into  an MS Word  document  and  segments  that  contained  similar 
inconsistencies were grouped  together.  In  this way  the  initial categorisation of 
inconsistencies was driven by the inconsistencies found in the TM data.  
 
As  the  study  progressed,  categories  of  inconsistencies  became more  defined 
based  on  which  part  of  speech  (e.g.  noun  phrase,  verb  phrase,  etc.)  was 
inconsistent, whether  there was  a word  order  change,  or  if  the  inconsistency 
appeared to be caused by segmentation of the ST. While these categories were 
appropriate to this TM data, an issue remained in some infrequent cases where 
inconsistencies  fell  into  more  than  one  category.  In  this  pilot  study 
inconsistencies were measured at the segment level and for each inconsistent TT 
segment  type, we  counted  one  inconsistency.  This  type  of  inconsistency was 
assigned to one of our categories with further categories added and the counting 






From  the  2004  TM  data  59  inconsistencies  were  found  in  a  sample  of  2066 
segments.  In  the 2008 TM 25  inconsistencies were  found  in  a  sample of 4433 
segments. The 2008 data contained fewer clauses per sentence, and the average 
sentence  length  was  found  to  be  shorter.  This  is  possibly  due  to  the 















In  both  sets  of  data  noun  phrases  (NP)  represented  the  largest  category  of 
inconsistency.  NP  inconsistencies  comprised  40%  of  the  total  in  2004  (24 
inconsistencies)  and  44%  in  2008  (11  inconsistencies).  Verb  phrase 
inconsistencies, on  the other hand,  accounted  for  10% of  the  total  in  2004  (6 
inconsistencies)  and  12%  (3  inconsistencies)  in  2008.  Examples  of  NP 
inconsistencies included the following: the term 'account data' was translated as 
'Kontodaten' in two instances, then 'Kontendaten' in another. Of the 46 matches 
found  for  the  term  'client  computer', an  inconsistency was  found  in which  the 
same  segment was  translated once using a definite article  'auf dem' and once 























In  this case,  the only discernible difference between  the original segments was 
the placing of tags, which may suggest that the TM tool used did not discount the 
tags,  and  therefore  did  not  suggest  the  segment  as  translated  previously. 
Alternatively, one  translator decided  that his or her preference was  to use  the 
indefinite article  in one  instance despite the 100% match. Other examples from 
the 2004 data are translations of the phrase 'risk of the user', which became 'das 
Risiko  des  Benutzers'  and  'Gefahr  des  Benutzers',  and  'summary  information', 
which became 'Sammelinformationen' and 'Übersichtsinformationen'. In another 







'der  Administrator'  and  in  another  'der  Verwalter'.  This  influence  of  source 





Other  inconsistencies  found were  in word order  (29% or  17  inconsistencies  in 
2004, 28% or 7 inconsistencies in 2008) in the TT. For example the segment 'The 
















In  some  cases,  the word  order  and word  choice were  both  inconsistent.  The 
phrase 'the template that was used to create the user package', for example, was 
translated  as  both  'Richtlinien  für  die  Behandlung  der  zusammengetragenen 
Dateien'  (lit:  ‘Guidelines  for  the  handling  of  collated  files’)  and 
'Dateibehandlungsrichtlinien für einige der erfassten Dateien', (lit:  ‘File handling 




cases or 16% of  the  total  in 2008). Although TM software by default accepts a 
single ST sentence ending with a  full stop as a single segment, some sentences 
appeared once as a single ST segment and again as part of a  larger segment of 
two  or more  sentences.  A  translator  can  manually  change  the  segment  size 
during  translation,  for  example  if  two  or more  sentences  in  the  ST  are  to  be 






































Karamanis,  Luz  and Doherty  suggest  that many  terms  are not  specified  in  key 
term  lists  (2010, p4). The prevalence of NP  inconsistencies may also be due  to 
the  presence  of  segments  from  different  sources  and  times  in  the  TMs. Also, 
larger projects may be divided between several translators and their TUs added 














the study,  the manual search  for  inconsistencies within Paraconc was  found  to 
be laborious, and particularly so when searching among tags. The method would 
not have scaled up easily to a  larger sample of TM data. Some elements of the 
process  could  be  automated  to  remove  tags  and  improve  the  speed  and 
measurement  reliability of a study without compromising accuracy. The search 
for commonly‐occurring word clusters in Wordsmith and the follow‐up search for 
those  word  clusters  in  Paraconc  were  unreliable  methods  of  capturing  all 




As  discussed  later  in  section  4.3.2,  a  single  case  study  forms  a  poor  basis  for 
generalisation. A decision was  thus made  to carry out  the main study on more 
than  one  set  of  data,  to  show  that  the  methodology  was  replicable.  It  was 
decided  to  use  English/Japanese  data  in  addition  to  English/German,  to  show 




on  the  number  of  types  at  TT  segment  level.  In  example  3.2,  where  one  ST 
segment  is  translated  as  two  different  TT  segments,  we  counted  two 
inconsistencies.  However,  while  translating  interactively  using  this  TM,  the 
translator would presumably have received one of 3.2.1t or 3.2.2t as a suggested 
match.  The  translator's  decision  to  change  the  suggested  TT  segment  to  the 
second  TT  translation  should  count  as  one  inconsistency,  if  the  suggested 
segment  is  considered  as  the  ‘first’  or  ‘master’  segment.  For  this  reason  we 





Inconsistencies  were  largely  categorised  according  to  part‐of‐speech  as  it 
became  clear  while  searching  for  inconsistencies  that many  translations  of  a 
single segment differed only by a noun or verb. Categories for inconsistent word 
order and inconsistent punctuation were added as these became apparent from 
the  data.  This  pattern  continued  into  the main  study.  Although  this  seemed 
successful,  some  inconsistent  segments  fell  into more  than  one  category,  for 
example: 
 
3.4s  This  chapter  includes  the 
following topics: 
3.4.1t  Dieses  Kapitel  enthält  folgende 
Themen:12 





In  segments  such  as  3.4.1t  and  3.4.2t,  with  verb  and  prepositional  changes, 
counting as a single  inconsistency would not give  the  full picture. Making each 
adjustment takes time for a translator ‐ salient as TM tools are intended to save 
time  and  money.  As  a  result,  it  was  decided  that  inconsistencies  would  be 
measured  at  segment  level  and again  at  sub‐segment  level  in  the main  study, 
counting  each  inconsistency  found  within  the  segment.  Full  details  of  the 
methods of counting and categories for the main study can be found  in section 
4.4.  It quickly became apparent from examples such as 3.1, and the addition of 
ST  segmentation  inconsistency as a  cause of TT  inconsistency  in  the 2008 TM, 
that measuring TT inconsistencies alone did not provide a full picture of the level 









It was  felt  that  for  the main  study explanatory data, provided by professionals 
with  experience  of  TM,  would  be  valuable  so  that  consistencies  may  be 
minimised  in future. This was addressed  in the main study by choosing a mixed 







for  the main  study,  the methodology  for which  follows  in Chapter 4. The pilot 
study was an  initial attempt  to check  for consistency  in  two English‐to‐German 
TMs created during software updates. The methodology involved converting the 
data  from  a  proprietary  format,  extracting  segments,  and  searching  for 
commonly occurring word clusters. By searching for these word clusters using a 
bilingual concordance tool and sorting the results alphabetically,  it was possible 





of  a  translation  process  that  involved  controlling  the  source  text  and  using  a 
translation management system. The study did, however, show that there were 
inconsistencies  in  the  TMs  that,  using  an  improved  and  less  laborious 
methodology,  could  be  measured  and  categorised.  It  was  decided  to  use  a 
replicable  quantitative  approach,  supplemented  by  a  series  of  follow‐up 








the  exploratory  pilot  study  as  outlined  in  the  previous  chapter  and  aims  to 
address a shortfall  in the existing  literature as identified in section 2.9. It begins 
with a desk‐based quantitative analysis of TM data to search for inconsistencies. 
The  second,  qualitative  stage  of  the  research  is  based  on  interviews  with 
translators, QA (quality assurance) specialists, and others who work with TMs. In 
this chapter we outline the methodology adopted in the main study. We begin by 
restating  our  research  questions  (section  4.2). We  then  discuss  the  research 
paradigm within which our research is situated (4.3) before going on to describe 
the  particular  choices  made  in  the  design  of  our  study  (4.3.1).  Section  4.4 
outlines  how  key  concepts  (consistency,  segment‐level  consistency,  etc.)  are 
operationalised.  Section  4.5  describes  the  data  used  in  this  study,  following 
which  section  4.6  provides  an  overview  of  the  first  quantitative  phase  of  the 










The assumption behind  the use of TMs  in  the  localisation  industry  is  that  they 
produce  cheaper,  faster,  and  higher  quality  translations  than  translations 
produced without TM. For this to be the case translators would have to accept 






As  seen  in  the  literature  review,  a  study  testing  translations  or  their 
corresponding TMs  for consistency has not yet been published, possibly due to 
the difficulty  in procuring TM data or the amount of time required to carry out 
such  a  study.  In  addition,  an  accurate method  for  identifying  and measuring 
consistency in TMs that could be applied beyond the present study would be of 
value  within  the  localisation  industry  as  a  test  of  the  consistency  of  ‐  and 
potential error propagation from ‐ a company's TM data. This in turn could lead 
to a  readjustment of a company's expectations  in  relation  to potential gains  in 
time and cost when using TMs. A hypothetical scenario setting out the potential 




The  final set of  research questions  looks  to  the wider context of how TM  tools 
are used  in  localisation, and asks how  translation professionals  in  the  industry 
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Inconsistency  is considered a problem  in  the  literature  reviewed  in section 2.7. 
















Williams and Chesterman write  that quantitative  research allows us  to see  the 
“generality  of  a  given  phenomenon  or  feature...  regularities,  tendencies, 
frequencies,  distributions”,  whereas  qualitative  research,  although  not 
permitting  us  to  generalise,  can  lead  to  “conclusions  about what  is  possible” 
(2002, p64). Creswell and Plano Clark believe that a combination of quantitative 
and  qualitative  research  in  a  mixed‐methods  approach  can  provide  a  “more 





calling  it a “deconstructive paradigm  that debunks  concepts  such as “truth” or 
“reality”  and  focuses  instead  on  “what  works”  as  the  truth  regarding  the 
research questions under  investigation”  (2003, p713). The pragmatic worldview 
was  adopted  by  philosophers  such  as  C.  S.  Peirce, William  James,  and  John 
Dewey,  the  latter of whom explained  that  it  “does not  insist upon antecedent 








qualitative and quantitative  studies of  the  same concept enhances validity and 
reliability  of  measurements  along  with  enhancing  the  “credibility  of  the 
conclusions  they draw”  (1991, p124). At  the data analysis  stage, Onwuegbuzie 
and  Teddlie  state  that mixed methods  analyses  offer  “a more  comprehensive 
means  of  legitimizing  findings”  than  quantitative  or  qualitative  analysis  alone 
(2003, p355). 
 
In choosing mixed methods  for the current study  it  is hoped to provide a more 
complete picture  than a quantitative  study alone. Rather  than  just quantifying 
inconsistencies  in  TM,  credible  and  effective  results  should  provide  further 





For  this  study  we  applied  a  sequential,  explanatory  mixed  methods  design. 
Creswell  and  Plano  Clark  state  that  this  design  is  appropriate  to  “when  a 
researcher  needs  qualitative  data  to  explain  significant  results”  (2007,  p72). 
There are  two variants of  this design:  the participant selection model,  in which 
the quantitative results are used to identify participants for the qualitative phase, 
and  the  follow‐up  explanations  model  as  used  in  this  study,  in  which  the 







































on  the quantitative phase as prescribed when using  the  follow‐up explanations 
model  variant  of  the  explanatory  mixed  research  method,  and  as  the 
quantitative  phase  provided  results  from which  the  interview  questions were 
drawn.  Having  chosen  an  independent  level  of  interaction  between  the 




Our  choice  of  a  two‐phase  sequential  explanatory  mixed  methods  research 
design reflects an effort to provide research that may be of utility and follows on 
from the work on quality and consistency by Bowker (2005), Rieche (2004), and 
Ribas  López  (2007). This methodology was  chosen  following  the pilot  study,  in 
which it was concluded that interview data could offer reasons for the presence 
of  inconsistencies  and  suggestions  to  minimise  inconsistency  (see  interview 










of  the  research  (Shaughnessy 2009, p231). A  single  case  study  is  seen  to be a 
poor  basis  for  generalisation  (Stake  1995,  p7).  The  current  study,  however, 
contains  replicated multiple  case  studies,  which  according  to  Susam‐Sarajeva 
tends to give “considerable advantages over single‐case studies  in terms of the 
rigour  of  the  conclusions  which  can  be  derived  from  them”  (2009,  p7). 
Shaughnessy also writes  that partial  replication helps establish external validity 
by showing that the result is replicable (2009, p234). Susam‐Sarajeva warns that 
although  no  number  of  case  studies  may  be  enough  for  generalisation, 
researchers should provide enough contextual information and detail of the data 
that “other researchers may  judge the degree of  fit” and whether  findings may 
be  relevant  to  other  contexts  (2009,  p11).  Schofield  believes  that  case  study 
findings  are made  generalisable  by  studying  real‐world  data,  thus making  the 






between  the  two main  phases  of  research when  the  researcher must  decide 
what  results  from  the  first phase  to pursue  in  the  second phase. Creswell and 








process”  and beyond,  relating  to  the  craftsmanship  of  the  researcher  and  the 
historical quality of his or her research (2009, p248). This, they believe, is built up 
by  a  policy  of  checking  and  questioning  of  results  and maintenance  of  rigour 
throughout the investigation. Conversely, they warn of the invalidating effects of 
overemphasising validity at  the expense of  creating  thorough  research, adding 
that  the  pragmatic  view  of  validity  is  that  it  can  only  be  measured  in  the 
effectiveness of research and the actions borne of it after the research has been 
completed and disseminated  (ibid. p256). This  is a view we will  reflect upon  in 
our concluding chapter. Throughout all phases of this study efforts (such as those 






means  defining  the  empirical,  observable  characteristics  of  key  concepts  to  be 
measured in the study. These definitions must be adequate and  intelligible, they 
must be accurate as universally agreed, and they must be clear and replicable by 
other  scholars  (Frey  et  al.  1991,  p94).  In  the  current  study  the  concepts  of 
‘consistency’ and  ‘inconsistency’ need to be operationalised, and we turn to this 
issue in section 4.4.1. Operationalisation of segment level and sub‐segment level 






If  there  are  two  or  more  words  or  segments  that  differ  when  we  could 
reasonably expect  to be  formally  identical, we describe  them as  ‘inconsistent’. 
We expect TT segments to be formally identical if the corresponding ST segments 
are  formally  identical  or  contain minor  non‐semantic  differences  as  stipulated 
later  in this section.  Inconsistencies are measured at two  levels  in this study: at 
the  segment  level  and  the  sub‐segment  level.  The  usual  default  setting  for 
segmentation  in TM  software  is  to  segment at  the  sentence  level  following an 
end‐of‐sentence marker. The translator can choose to segment at another point 
of punctuation or  at paragraph breaks.  The  segmentation  in  this  case  study  is 
performed  at  carriage  returns  at  the  end  of  headings,  at  end‐of‐sentence 
markers,  or  at  colons.  The  translator  may  choose  to  shrink  the  size  of  an 
individual  segment or  to expand  to  include  the  following  segment. The  former 
usually occurs if more than one source text segment will be translated as a single 
target  text  sentence;  the  latter  if  a  section  of  a  source  text  segment  is  to  be 
translated  as  a  single  target  text  sentence.  In  chapter  5,  our  findings  are 
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described using  the  terms  ‘TUs’  (translation units)  for  the  total number of TUs 
(including repetitions)  in a TM or  in a category,  ‘segment  level  inconsistencies’, 





Segment‐level  inconsistency  is  observed where  two  segments  that  one  could 
reasonably expect  to be  formally  identical differ  from each other  in some way. 
Source  segments may  be  expected  to  be  formally  different  if  their meanings 
differ. We  thus  use  the  term  ‘inconsistent  source  segments’  to  refer  to  cases 
where  there  are  very minor  formal differences between  two  source  segments 
and  such  differences  do  not  reflect  any  semantic  differences  between  the 
segments in question. Such minor formal differences include differences in: 
capitalisation,  tags,  punctuation,  spaces,  character  formatting,  and  spelling 
(where a segment may be inconsistent with another segment simply because of 
a  misspelling,  inconsistent  use  of  British  or  US  English  spelling,  or  a 
typographical error in one of the segments). 
 






Where  there  are  two  different  translations  (and  thus  two  different  target 
segments)  for a  single  source  segment  type, we  speak of  target  segment‐level 
inconsistency. The differences between the target segments  in question can be 











The  current  study  is primarily  interested  in  categories 1 and 3, but also  in  the 
possibility  of  consistency  being  introduced  during  the  process  of  computer‐
































target  segment  inconsistencies  is  2  (or  3‐1).  Thus we  give  a  special  status  (of 
‘master’ or  ‘reference’  segment)  to one of  the  target  segments,  and  treat  the 
other two segments as inconsistent with that reference segment. The reference 
segment  is the one which appears first  in our sorted  list, and which a translator 
could have, but did not reuse in unchanged form. 
 










inconsistent with  the  reference segment are 1b  (repeated  for 1c) and 1d:  thus 











At  segment‐level,  source  or  target  segments  are  either  consistent  or  formally 
differ  and  are  thus  inconsistent.  However,  there  may  be  more  than  one 
inconsistency  within  these  segments.  For  this  reason  we  also  count  and 
categorise inconsistencies found within inconsistent segments.  
 





those  that  exhibit  lexical  differences  and  those  that  differ  in  number 
(singular/plural). 
 
These  sub‐segment  level  inconsistencies  are  counted  in  the  same  way  as 
segment‐level inconsistencies: we identify the number of types n, assign one the 
status  of  master  or  reference  sub‐segment,  then  count  the  types  that  are 
inconsistent with the part‐of‐speech or word order in the reference sub‐segment. 
Thus the count is n minus the reference sub‐segment (n‐1). Again, the reference 






Measurement validity concerns whether research measures what  it  is  intended 
to  measure.  This  study  measures  inconsistency  as  defined  in  this  section, 
consistently  applying  the  categorisation  of  TUs,  segments,  and  sub‐segment 
inconsistencies  as  stipulated  in  the  course  of  evaluation  and  classification  of 







Access to data  for use  in this study was subject to protracted discussion and,  in 
one  case,  the  signing  of  a  non‐disclosure  agreement.  Sharing  of  data  is  a  hot 
topic  generally,  but  is  particularly  so  in  the  localisation  industry.  As  noted  in 
section 2.5.1, this is due to financial value being attributed to TMs and the lack of 
a clear precedent with  regard  to ownership of TM data  (see also sections 2.5.2 
and 2.8.2).  In addition, no LSP wants to be  identified as having poor quality TM 
data. As a result, companies involved in localisation are protective of the TM data 
they possess and accessing a  large TM corpus  for  research purposes presents a 
challenge. The data used for this study was made available thanks to connections 
between  the  Centre  for  Next  Generation  Localisation  (CNGL)  at  Dublin  City 








The corpus  for  this  research was TM data  received  from companies within  the 
localisation  industry.  These  TMs  are  aligned  bilingual  texts  from  commercial 
localisation of software documentation with English as the source  language and 
either German or  Japanese as  the  target  language, where  language pairs were 
chosen to fit the researcher's  language competence. The data was presented  in 
the  TMX  1.4  (Translation  Memory  eXchange)  format,  an  XML‐based  open 




The  TMX  standard  format was  defined  by  the  Localisation  Industry  Standards 
Association (LISA 2005) and consists of aligned segments of text  in two or more 
languages,  known  as  translation  units  (TUs).  A  TMX  file  begins  by  stating  the 
version of XML with which  it complies,  followed by the <tmx>  tag detailing the 








an  ID number  (tuid), dates of  last usage, and  information about  the domain of 
the  translation. The aligned  text  in each  language  is within  the  translation unit 
variant  tag  <tuv>  preceded  by  listings  for  the  creation  date,  creator's  ID,  and 
language, along with  information about any subsequent edits. The segments of 
text themselves, as identified by a Python script (see Appendix C) in phase one of 
the  study  (see  section 4.6), are enclosed within  segment  tags <seg>. Following 































aligned  segments  of  which  188  contain  only  numbers,  dates,  or  punctuation 
symbols. The remaining 22,503 TUs were categorised as specified in section 4.4.  
 












TM  D  is  an  English‐to‐Japanese  TM  containing  298,700  TUs  from  the  same 
project as TM C. After  removing  the TUs  that  contain only numbers, dates, or 
punctuation symbols, 292,258 TUs were left. 
 
  TM A  TM B TM C TM D 
Target 
Language 
German  Japanese  German  Japanese 









For  TMs  C  and  D,  a  sample  of  50,000  TUs  was  studied.  In  order  to  confirm 
homogeneity between the sample and the full TM corpus in each case, a chi test 
was carried out using Microsoft Excel 2010 (version 14.0) software. The test was 
based  on  comparative  measurements  of  corpus  statistics  as  measured  using 
Wordsmith  Wordlist  software  (as  used  in  chapter  3)  and  comparative 
measurement  of  the  frequency  of  category  3  inconsistencies.  The  corpus 
statistics  used were  types  (distinct words),  standardised  type‐token  ratio,  and 
mean word length (in characters). 
 
Category  3  inconsistencies  were  measured  for  the  whole  corpus  within  the 
Libreoffice Calc spreadsheet software by entering ST segments  in column C and 
the TT segments  in column D.  In column A we searched for ST repetitions using 
the  formula  “=EXACT(C1,C2)”,  similarly  in  column  B  we  searched  for  TT 
repetitions. By filtering for column A=‘TRUE’, our search was limited to repeated 
ST or categories 3 or 4. Then by  further  filtering  for column B=’FALSE’,  limiting 
the  search  to  exact  ST  repetitions  with  inconsistent  TT,  only  category  3  TUs 
remained.  As  the  final  repetition  was  eliminated  (due  to  not  being  an  exact 
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Although random sampling  is recognised as  the best method  for generalisation 
(Frey et al. 1991, p134),  sampling  for  the  current  study was  restricted  to data 




stages,  after  which  the  TM  is  updated  with  reviewed  and  possibly  edited 
segments. This was the case with the data used in the current study. Given that 




A  threat  to  internal  validity  identified  by  Frey  et  al.  is  the  threat  due  to  the 
subject of  research.  In  the quantitative phase of  the  study  this pertains  to  the 
data selected for analysis. Prior to translation, the ST data was written according 
to  style guides  that  specified conventions, dictionaries, glossaries, and  fonts  to 
be used in the drafting of technical manuals. The TT data was created using SDL 
















The  first  phase  of  this  research  is  a  quantitative  study  in  two  stages.  It  is  a 
naturalistic  empirical  study  in  that  the  aim  is  to  derive  new  information  from 
real‐life data (Williams and Chesterman 2002, p62). The first stage  is the corpus 
analysis  stage.  A  corpus  is  a  naturally  occurring  body  of  text,  usually  held  in 
electronic form. Corpus‐based research uses software to assist in the processing 
of  linguistic data and  the analysis of particular  linguistic phenomena based on 
these  corpora.  The  corpus  in  the  current  study  consists  of  several  aligned 
bilingual  translation  memories  from  the  computing  domain  containing  ST 
segments  and  corresponding  TT  segments  as  translated  by  professional 
translators  (detailed  in  section  4.5). With  the  assistance  of  corpus  processing 
software, we can search the aligned TM data for ST repetitions and see  if these 
repetitions  have  been  uniformly  translated  in  order  to  investigate  RQ1.  The 
assumption  that  forms  the  basis  of  the  prevalence  of  TM  in  the  localisation 
industry  is  that  these  ST  segments will have been  consistently  translated. Our 





The aim of the quantitative study was to  identify translation units that  fall  into 









the  <seg>  tags.  Procedure  validity  and  reliability  require  that  research  is 
conducted  accurately  and  consistently  (Frey  et  al.  1991,  p126).  Thus,  in  the 
present  study,  the  parsing  of  and  extraction  of  segments  from  TM  data was 
consistently applied  to all TMs using  the  same Python  script before  they were 
examined  manually.  The  extracted,  aligned  segments  were  pasted  into  a 
spreadsheet  using  the  Libreoffice  software  and  sorted  alphabetically  so  that 




aligned  ST  segments  for  consistency,  to  see  if  consistency was  introduced  via 
translation using TM as per category 2. TUs extracted in this way were copied to 





preposition,  word  order,  tag  inconsistency,  typographical  error,  or  complete 

















This  section begins by outlining  the broad methodology adopted  in  the  second 
phase  of  the  research,  providing  details  of  the  interview  type  and  sampling 
method. Thereafter we examine how the research was carried out in practice and 
list  the  interview questions. Details of  the  interview  transcription process are  in 






The  second  phase  of  this  research  is  a  series  of  qualitative  interviews  with 
translators and others  in  the  localisation  industry with experience of using TM 
tools  in  order  to  find  the  causes  of  inconsistency  and methods  of minimising 
inconsistency.  These  are  in  the  form  of  face‐to‐face  personal  interviews  or, 
where  this was not possible,  telephone  interviews,  seeking opinions on  results 
and  conclusions  reached  in  the  quantitative  phase  of  the  study.  Interviewees 
who are translators are usually native speakers of the target  language who may 
also  review  and  edit  draft  translations  done  by  others  for  quality  assurance 
purposes16. 
 
Semi‐structured  interviews,  usually  allowing  probes  once  the  interviewee  has 
begun  to  answer,  are  the  “most  common  qualitative  strategy  used  in mixed 
method design”  (Morse and Niehaus 2009, p127). We have chosen what Quinn 









approach does not permit pursuit of unanticipated  topics  (ibid. p347).  It  is also 
important  that  responses  are  not  supplied  by  the  interviewer  so  that  the 
interviewee can express his or her perspective  in an open‐ended response. We 






interview  data.  The  researcher  personal  influence  effect  occurs  when  the 
researcher's characteristics (such as sex or ethnicity) or behaviour influences the 
behaviour  of  the  subject.  Johnson  and  Turner  suggest  remaining  non‐
judgemental  to  interviewee  responses  as  a method  of minimising  bias  (2003, 
p305).  The  researcher  unintentional  expectancy  effect  occurs  when  the 





face or by phone) varied, all possible efforts were made  to keep  the  interview 
procedure  consistent  in  application  of  the  interview  structure,  recording, 
transcription, and coding of the interview material.  
 
For  interviewee  selection,  purposive  sampling  was  used.  This  means  that 
subjects who would provide  the most detailed  information about  the  research 
questions  were  chosen,  emphasising  their  depth  of  knowledge  rather  than 
seeking  a  large  sample  of  respondents.  Purposive  sampling  is  associated with 
qualitative  research  and  provides  narrative  data.  Researchers  using  purposive 
techniques  tend  to minimise  the  sample  size,  selecting  only  cases  that might 
“best  illuminate  and  test  the  hypothesis  of  the  research  team”  (Kemper, 
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Stringfield  and Teddlie 2003, p279). The  subtype of purposive  sampling  in  this 





Selection of subjects may  influence the validity of research, but  in  this case we 
felt that translators (or those who work with TM) would be most accustomed to 
searching  for  inconsistencies  in  translations  that had been overlooked by other 
translators, and best able  to describe phenomena  found  in  the TM data. There 
may be  reactive effects  from  respondents who, aware  that  they are  targets of 
study, may be defensive, dishonest or extreme  in their responses (Johnson and 
Turner 2003, p302).  In our  interviews we believed  that  the  respondents would 
have  no  reason  to  state  anything  other  than  their  honest  responses  to  the 
questions,  particularly  as  they  were  not  made  aware  of  the  sources  of 
inconsistent data and also since their anonymity was assured.  Inter‐subject bias 
results  from when subjects  influence each other; however  in  this case subjects 
were all interviewed individually and worked on a freelance basis or were drawn 







2003,  p279).  Calls  for  potential  interviewees  were  circulated  via  email  and 
Twitter, and translators were approached at several industry events. Some of the 
interviews  took  place  in  the  interviewees’  workplaces,  for  the  purpose  of 
convenience and  for  the added benefits of  seeing  their habitat and having  the 
chance  to meet  others mentioned  in  explanations  and  accounts  (Lindlof  and 
Taylor  2002,  p185). Where  this was  not  possible,  interviews were  carried  out 
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digital  recording app, or  to  .mp3 via Skype‐Recorder. The digital  recording app 
was  tested and  the phone charged prior  to meeting with  interviewees so as  to 
minimise  adjustments  during  the  course  of  the  interview,  as  this  has  been 
reported  to  inhibit  interviewees  (ibid.  p188).  Despite  inhibitions  about  the 
recording  of  interviews,  it  is  a  standard  procedure,  recommended  for 
understanding  the  role of  all parties  and  for  completeness  and  accuracy  (ibid. 
p188;  Elliott  2005,  p33).  Notes  were  also  taken  manually  as  a  backup. 
Interviewees were  first given an explanation of  the research and were told  the 
purpose  of  the  interview.  They  were  told  of  potential  uses  of  the  research 
findings  (such  as  inclusion  in  this  thesis  and  in  journal  articles),  how  their 
identities  and  that  of  their  company  would  be  anonymised,  and  assured  of 
secure  storage  of  the  data.  Their  consent  was  requested  for  recording  the 



















• Scripted  prompt:  For  example,  letter  case,  punctuation,  or  script 
inconsistency? 
5a. If the answer to 5 is ‘yes’: Do you find ST inconsistencies frequently, and 








































































































The  first  two  questions  were  about  the  interviewee's  background.  Questions 
three  and  four  were  intended  to  be  quite  broad,  seeking  the  interviewee’s 
opinion of the benefits and disadvantages of TM, leading to the effect of TM on 
consistency and whether they felt consistency was important, in addition to their 




five  related  to  ST  inconsistencies  such as  those  found  in  categories 1 and 2  in 
section 4.4. Question six concerned specific types of inconsistency:  
• TT  noun  or  term  inconsistency  ‐  the  largest  category  of  sub‐segment 
inconsistency  found  in  the study, also  the prevalence of Anglicisation  in 









The  interviewer practised  active  listening  throughout  the  interview  (Kvale  and 
Brinkmann 2009, p138), consciously analysing replies and offering affirmation in 
order  to  create  a  rapport with  the  interviewee.  In  the  case  of  an  ambiguous 
response  from  the  interviewee,  the  interviewer  endeavoured  to  interpret  the 
statement  to  the  interviewee's  satisfaction,  so  that  incorrect  interpretations 
could be ruled out. Remaining ambiguities were cleared up by email contact with 
the interviewee at the analysis stage. At the end of the interviews, interviewees 
were  asked  if  they  had  any  other  comments  or  suggestions,  then  offered 
transcripts of  the  interview, not only as a matter of  courtesy, but also  in  case 







as  stipulated  by  the  University  Ethics  Committee.  Interview  data  was  then 
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transcribed  to  a  document  following  playback with  VLC  (version  2.0.0) media 
player  software18 or  via  direct  playback  from  the  iPhone.  Transcription  is  a 




substantially change  the content. This again presents a  threat  to  reliability and 
validity, however “there is no true, objective transformation from the oral to the 
written  mode”  (ibid.  p186).  This  was  a  threat  we  were  sensitive  to  in  the 
transcription  process  and  as  a  result  ambiguous  sections  were  listened  to 
repeatedly  in  the  hope  of  retaining  the meaning  and  intent  of  the  speech  as 
expressed by the interviewee.  
 
As  the  process  is  also  time  consuming  (in  this  case  one  hour  of  interview 
required eight hours of transcription) some decisions on transcription had to be 
made before  the process began. The  transcriptions were  largely  verbatim, but 
omitted pauses  shorter  than  4  seconds  (longer pauses were  represented with 
[…])  and  coughs.  Laughs were  included  as  they were  considered  to  affect  the 
tone  of  the  content.  Inaudible  sections  were  marked  by  [???].  Confidential 
details such as names that we had been requested to omit were substituted with 
{brackets}  and  words  that  were  emphasised  were  italicised  in  transcription. 





Coding  is  a  key  element  of  interview  analysis  and  can mean  assignment  of  a 
keyword to a section of transcribed text or categorisation of a section of that text 




interpretation,  applying  top‐down  or  concept‐driven  coding,  in  that  the 
responses  were  categorised  by  questions  which  were  based  on  the  five 
prescribed  themes  identified  prior  to  the  interviews:  general  opinions  on  TM, 





Coding was done using NVivo 9 qualitative analysis  software19 in  several  steps: 
Transcripts  were  first  imported  into  NVivo,  these  were  then  coded  by 
interviewee, by question, and finally by themes that emerged over the course of 





the  method  that  Kvale  and  Brinkmann  term  'bricolage',  reading  through  the 
interviews to get an overall impression, to generate meaning, and to capture key 
understanding  (ibid.  p234).  As  is  typical  when  coding  with  Nvivo,  emergent 
themes  were  gathered  as  free  or  open  codes  (or  nodes,  to  use  the  Nvivo 
terminology). These open codes were then sorted  into a hierarchy of branching 
“tree nodes”  to  reflect  the “structure of  the data”  (Bazeley 2007, p100). Aside 




In  coding  of  interviews,  some  comments  were  subdivided  into  positive  or 
negative opinions expressed. This  system was used  to draw  some quantitative 





those  responses  easier  to  compare.  The  NVivo  software  also  permitted word 





This  chapter  set  out  the  methodology  used  to  measure  and  categorise 
inconsistencies in TM data, along with the qualitative process used to verify and 
enrich  the  quantitative  findings.  It  began  with  a  reiteration  of  the  research 
questions pursued  in this study, followed by an overview of the mixed methods 
research paradigm and how that paradigm was applied  in the current research. 
Section  4.4  contained  operationalisation  of  key  concepts  in  this  study  such  as 
‘inconsistency’,  ‘segment  level  inconsistency’,  and  ‘sub‐segment  level 
inconsistency’. Thereafter followed details of the data used  in this study, how  it 
was procured and processed prior  to analysis. The  final sections concerned  the 









categories of  repeated  segments. The  first TU  (sorted  alphabetically by  source 
segment)  that  contains  a  segment  repeated  in  another  TU  (or  in  the  case  of 
category 1,  similar  to one  in another TU)  is considered  the  reference TU. Each 
subsequent  TU  containing  the  repeated  segment  and  that  contains  an  aligned 
segment that  is not consistent with the reference is considered a segment‐level 
inconsistency. Thereafter, inconsistencies within the segments are measured, as 
per  section 4.4. Section 5.6 briefly  compares  the  results of  this  study with  the 
results of  a QA  check using  current  commercial QA  tools,  following which  the 













Category 1 ST    Category 1 TT   
Letter case  60  Noun  84 
Punctuation  48  Verb  45 
Tags  42 Word Order 41 
Space  20  Adverb  21 
Typo  4 Article 15 
    Preposition  12 
  Space 6 
    Others  16 
  Completely rewritten 12 
Total Segments   370  Total Segments   370 
Segment level Inconsistencies  174  Segment level Inconsistencies  174 










































Within  the  370  category  1  TUs  we  found  174  ST  inconsistencies.  One  sub‐













Within  the 174  segment  level  inconsistencies, 60  (34%)  contained  inconsistent 
letter  case,  48  (28%)  contained  inconsistent  punctuation,  42  (24%)  contained 
tags in one instance that were replaced by quotation marks in another, 20 (11%) 
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contained  inconsistent  numbering  or  placement  of  tags,  20  (11%)  contained 
inconsistent spacing between words or tags (as in example 5.5 on p106; nine of 

































































































Some of  the  inconsistent TT  segments  contained more  than one  inconsistency 
(as  can  be  seen  in  this  section  at  example  5.13  on  p112).  These  sub‐segment 
inconsistencies  (as  operationalised  in  section  4.4)  were  counted  up  to  a 
maximum of three, beyond which we considered that the TT segment had been 
completely  rewritten.  Within  the  370  category  1  TUs,  240  sub‐segment 
























The most  commonly  occurring  TT  inconsistency  was  inconsistently  translated 































In  two of  the 84 noun  inconsistencies  there was an  inconsistency between  the 
singular and plural forms of the noun. 
 
45 cases (19% of the total) of  inconsistently translated verbs were  found  in the 
TT, as per example 5.5 previously, which contains the verb ‘to include’ translated 
as  'enthält'  in  one  case  and  'beinhaltet'  in  another.  Of  these  45  verb 















The  TT word  order was  changed  in  41  cases  (17%),  although  the  same words 
























































Between categories 1 and 2  there are 200  letter case  inconsistencies  in the ST. 
140 of those (in category 2) are associated with consistent TT. In our tests using 
Omega  T,  matches  containing  letter  case  inconsistent  with  our  translatable 
segment are suggested as 100% or 99% matches, so this introduced consistency 
is unsurprising. Nonetheless, 60 inconsistencies (those in category 1; 30% of the 
ST  letter  case  inconsistencies  in  TM  A)  are  associated  with  TT  segments 
containing non‐letter case inconsistency. 
 
Category  2  contains  95  space  inconsistencies  (30%). Of  these,  70  contain  one 




















































that, once  the  first ST segment had been translated,  the  translator would have 
received a 100% match for repetitions of that segment and the software should 
have suggested the existing translation to the translator. In TM A from 390 TUs, 
137  inconsistencies were  found at  the segment  level. 174  inconsistencies were 






























































































As  in  category  1,  the most  prevalent  category  of  TT  inconsistency was  noun 

























'Border'  is used three times  in TM A to translate  'border'.  In all other  instances 
'Rand'  is chosen as the translation  for the English word  'border'. Looking at the 
  112
metadata,  all  six  inconsistent  segments  (three  each  containing  'Border'  and 

























As previously mentioned,  the numbers of  inconsistencies at  segment  level and 















5.14.3t Ein Dialogfenster wird angezeigt.
 
The  ST  segment  5.14s  was  repeated  exactly  in  each  TU.  We  have  assigned 





some  of  the  vocabulary  remains  the  same.  Other  segments  that we  deemed 
completely rewritten differed from the 'reference translation' in a similar way.  In 
segment  5.14.3t,  the  article  has  become  an  indefinite  article,  the  adverb  has 




it  seems  time‐consuming  and  impractical  for  the  translator  to make  so many 





























recorded  for  both  TT  segments.  The  TT  segment  5.15.1t  was  confirmed  and 





The remaining TUs  in  this TM data  (98.2% of the 22,503 TUs) either contain ST 
segments that are not repeated or fall  into category 4, containing consistent ST 
and TT segments.  In total 6674 TUs contain ST segments that were repeated at 
least  once  and  were  translated  consistently.  If  we  add  the  total  number  of 
category 3 TUs  (390 with  consistent  ST  and  inconsistent TT)  to  the number of 
category 4 TUs (6674), we can see that the total number of TUs with repeated ST 





TM  B  is  an  English‐to‐Japanese  TM  corpus  from  the  same  company  and 
translation project as TM A containing 18,799 TUs of aligned segments. The TUs 





65  TUs  contained  minor  ST  inconsistencies  as  specified  in  section  4.4  and 
inconsistencies in the corresponding TT, and were thus category 1 TUs. Table 5.4 
gives  an  overview  of  these  TUs,  broken  down  according  to  source  and  target 
inconsistencies. 
 
Category 1 ST    Category 1 TT   
Letter case  13  Noun  15 
Tags  10  Tags  7 
Space  8  Punctuation  5 
Punctuation  3  Verb  3 
Typo  1  Particle  1 
  Typo 1 
    Word Order  1 
  Completely rewritten 5 
Total Segments  65  Total Segments  65 
Segment‐level Inconsistencies 32 Segment‐level Inconsistencies  32 























































The only  ST  change was  in  capitalisation,  yet  the TT  segments  appear  to have 
been completely rewritten, aside from the same term having been used for axis ‐ 
軸 or jiku – and for ellipse – 楕円 or daen. From the metadata for these TUs it is 
clear  that  the  ST  segments were  translated  by  different  translators.  Segment 




Within  the 32 category 1 TUs  there are 35  sub‐segment  inconsistencies: 13 ST 
segments (37%) contained  inconsistent  letter case, two of those also contained 
inconsistent  placement  of  tags.  10  ST  segments  (29%)  contained  inconsistent 
tags,  eight  (23%)  contained  inconsistent  spacing  (four  of  these with  an  extra 










































Noun (15) Tags  (7) Punctuation
(5)









































Other TT  inconsistencies  in category 1 were seven cases of  inconsistent tags (as 
seen  in example 5.17),  five  inconsistencies  in punctuation or  formatting,  three 














































































are  a  number  of  reasons  why  ST  inconsistencies,  such  as  those  caused  by 
inconsistent  letter  case or  the presence of plural  instead of  singular  in  the  ST, 
may  be  correctly  ignored  by  an  English  to  Japanese  translator  who  chooses 
instead to accept a fuzzy match. As in the previous TM, a high percentage (49%) 
of  category  2  inconsistencies  is  attributable  to  letter  case  inconsistencies.  As 
Japanese  characters  do  not  vary  by  letter  case,  this  type  of  ST  inconsistency 






Unlike  in German,  there  is  no  distinction  between  singular  and  plural  form  in 
Japanese – numbers are given explicitly or are implicit in context. Of 86 cases of 













There are 96  space  inconsistencies  in  the  category 2 TUs  (22% of  the  total) of 
which  81  contain  a  trailing  space  at  the  end  of  ST  segments.  In  total,  85  ST 
segments  in TM B contain an  inconsistent  trailing space. Of  those 85,  four  (the 
white space inconsistencies from category 1; 5%) were aligned with inconsistent 
TT.  20  ST  inconsistencies  (5%)  contain  inconsistent  punctuation.  The  following 







































Six  verbs were  inconsistent  in  the English ST,  two of which were  in  the  future 
tense in one instance, present tense in another. Since there is no future tense in 



































239  category  3  TUs  were  found  in  TM  B  containing  102  segment  level 
inconsistencies and 129  sub‐segment  inconsistencies. Seven TT  segments were 





























































































As  in TM A,  the  largest  category of  inconsistency was noun  inconsistency. We 




















'selection' but most  involve  further explicitation, using  the particle の  to make 
the  genitive  case.  5.24.1t  is  エレメントの選択  or  'selection  of  elements'. 
Segment  5.24.2t  is  コールアウトエレメントの選択  or  'selection  of  callout 
elements'.  They  continue  with    アセンブリの選択  (5.24.3t):  'selection  of 
assembly'; 多角形の選択  (5.24.4t):  'selection  of  polygon'; 線の選択  (5.24.5t): 
selection  of  a  line; 楕円の選択  (5.24.6t):  'selection  of  ellipse'; 選択  (5.24.7t): 
'selection'; 長方形の選択  (5.24.8t):  'selection of rectangle'; ベジエ曲線の選択 
(5.24.9t):  'selection  of  Bezier  curve';  めねじの選択  (5.24.10t):  'selection  of 



















After  noun  inconsistencies,  the  next  most  prevalent  category  was  verb 


























information',  segment  5.26.2t  as  'relate  ISO  elements  to  XML  elements  using 





2009.  However,  as  both  were  saved  to  the  TM  on  April  22nd,  both  were 
propagated as 100% matches thereafter. 
 
The category of particle  inconsistency, of which we  found 15  instances  (12% of 










































The  word  'tick'  has  been  translated  as  チェックマーク  [check  mark],  with 
5.28.1t  [if the check mark  is  indicated, the assembly will be  imported] differing 
from  the repeated segments 5.28.2t and 5.28.3t  [the assembly with  the check‐
mark  attached will  be  imported].  A  search  through  the metadata  shows  that 
5.28.1t was created on March 9th 2009 and both subsequent translations were 





The remaining TUs  in TM B are not repeated or  fall  into category 4, containing 
consistent  ST  and  TT  segments.  4502  TUs  contain  ST  segments  that  were 










As profiled  in  section 4.5.2, TM C  is an English‐to‐German TM  corpus  from  the 








chose  a  sample of  the  first 50,283 TUs  (sorted  alphabetically)  for  analysis  and 
categorisation as specified in section 4.4. Within this sample, 826 TUs (1.64%) fell 
















words  (types) per block of 1000 words  (tokens)  in  the  text. A  chi  square  test, 
  131
comparing  the  sample  measured  in  this  study  and  subsequent  50,000  TU 
sections  (sorted  alphabetically) with  the whole  of  TM  C,  found  no  significant 
differences in the number of category 3 TUs30, standardised TTR [ST: p = 0.65, TT: 
p = 0.55], mean sentence length, or the mean word length [ST: p = 0.87, TT: p = 









Category 1 ST  Category 1 TT  
Letter case  314  Noun  323 
Punctuation 60 Preposition 138 
Tags  46  Word Order  81 
Space  37 Verb 66 
Typo  17  Punctuation  57 
Word Order  1 Space 38 
    Others  27 
    Completely rewritten  10 
Total Segments  995  Total Segments  995 
Segment Level Inconsistencies  475  Segment Level Inconsistencies  475 






































































ST  inconsistency was  letter case. Letter case  inconsistencies accounted  for 314 


















was  changed  from  'Zeichenbereich'  to  'Zeichnungsbereich'.  According  to  the 
metadata,  segment  5.29.1t  was  created  on  December  22nd  2006  and  last 
changed two years later on December 7th 2008. Segment 5.29.2t was created by 
a different  translator on  January 15th 2009 and  last changed one year  later on 
January  18th  2010.  None  of  the  TT  segments  aligned  with  ST  segments  that 






60  ST  segments  (13%)  contained  inconsistent  punctuation  and  a  further  37 
contained  inconsistent placement of  spaces  (8% of  the  total, 26 of  these were 








































































































further 10 TT segments  that had been completely  rewritten. As with  the other 
TMs in this study, we found a large proportion of noun inconsistencies, such as in 
example 5.29. As  table 5.8 above  shows,  there were 323 noun  inconsistencies 
(44% of  the  total) of which 12 showed  the  influence of  the source  language  in 
one  instance  but  not  in  another,  and  83  contained  inconsistencies  of 
capitalisation or case, as may be seen in example 5.31. In this example, the noun 

















TM.  In a pattern  that can also be  seen  in category 3, 126 of  these preposition 
inconsistencies (and thus 17% of the total) are the result of alternation between 
the  phrases  'in  der  Befehlszeile'  [in  the  command  line]  and  'an  der 
Eingabeaufforderung'  [at  the  command  prompt].  While  these  preposition 
inconsistencies  are  thus  secondary  to  the  noun  inconsistency  between 
‘Befehlszeile’ and  ‘Eingabeaufforderung’, there  is also an  instance of the phrase 
‘an  der  Befehlszeile’.  This  shows  that  the  change  in  preposition  was  not 
necessary, but was nonetheless propagated throughout the TM. 
 
Approximately  11%  of  the  TT  inconsistencies  in  category  1 were  due  to word 
order  changes. Of  these 81 word order  inconsistencies, 64  showed a  repeated 



















and October 2007  respectively and changed by user  'System' after  three years. 
Segments 5.32.2t and 5.33.2t are attributed to user 'System' on July 16th 2009.  
 
The  next most  prevalent  types  of  TT  inconsistencies  in  category  1  are:  verb 








Of the 57 punctuation  inconsistencies, 17 were due to missing  full‐stops and  in 




















































































































Within  the  ST  segments  there  are  1043  sub‐segment  inconsistencies.  The 











inconsistencies of  ST  letter  case  in  category 1 were associated with  further TT 
inconsistencies. 
 
Inconsistent  spacing  (287  inconsistencies)  accounts  for  28%  of  the  category  2 
inconsistencies. Of  those 287, 245 are  inconsistent white  spaces at  the end of 
one of  the ST segments. Example 5.37 contains punctuation  inconsistencies, of 



































Example  5.39  shows one of  the eight occasions  in our TM C  corpus when we 









TM  C  contains  826  TUs  in  which  consistent  ST  segments  were  translated  to 
inconsistent TT segments. From  these 826 TUs, 408  inconsistencies were  found 
at  the  segment  level  of  which  9  were  considered  to  have  been  completely 









































































































Again,  the  largest category of TT  inconsistency was noun  inconsistency. Of 282 
noun inconsistencies (49% of the total), 53 contained inconsistent letter case and 






















The noun  'Polybogen' appears 18  times  in  the German TT,  'Polyarc' only once, 
suggesting  that Polybogen  is  the  term chosen usually. The alternation between 
'in der Befehlszeile' [in the command  line] and  'an der Eingabeaufforderung' [at 
the command prompt], as  seen previously  in example 5.31, occurs 93  times  in 
category 3 TUs, causing over a third of the noun  inconsistencies and giving us a 
high  incidence  of  preposition  inconsistencies.  While  these  preposition 
inconsistencies are secondary to the noun inconsistencies, they do not appear to 
be necessitated by the change of noun, as TM C also contains three uses of the 




spacing  (61)  and  punctuation  (44)  inconsistencies,  together  18%  of  the  total. 
These  inconsistencies  are  difficult  to  spot:  differences  in  types  of  hyphens  or 
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5.42.1t was  created  in October  of  2007  and  last  changed  in  January  of  2008. 
5.42.2t was created in December of 2006 and last changed in December of 2009. 
Both  are  commented  “from  previous  releases”  but  further  comments  suggest 








into  category  4,  containing  consistent  repeated  ST  and  TT  segments.  In  total 
18,343  TUs  contain  ST  segments  that were  repeated  at  least  once  and were 
translated  consistently  and  are  thus  category 4  TUs.  If we  add  the number of 
category 3 TUs (826 TUs with consistent ST and inconsistent TT) to the number of 
category 4 TUs (18,343), we can see that the total number of TUs with repeated 





TM  D  is  an  English‐to‐Japanese  TMX  file  that  was  created  using  Idiom 
Worldserver during the same  localisation project as TM C and contains 298,700 







chose  a  sample of  the  first 50,131 TUs  (sorted  alphabetically)  for  analysis  and 
categorisation as  specified  in  section 4.4. Of  these 50,131 TUs, 1,713 or 3.42% 












The Wordsmith Wordlist  software  used  to measure  corpus  statistics  (such  as 
type/token ratio, mean sentence length) is unable to discern individual words or 
accurate  sentence  lengths  in  Japanese  ‐  whole  sentences  and  phrases  are 
incorrectly  recognised as words. For  this  reason, Wordlist cannot  compare  the 
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similarity of target language segments between the sample and the entire corpus. 




50,000  TU  sections  (sorted  alphabetically) with  the whole  of  TM D,  found  no 
significant differences  in the number of category 3 TUs [p = 0.19], standardised 






1980  TUs  contained minor  ST  inconsistencies  (as  specified  in  section  4.4)  and 


















Category 1 ST    Category 1 TT   
Letter case  753 Noun 616 
Tags  137  Tags  147 
Punctuation  73  Space  141 
Space  68  Explicitation  132 
Typo  11  Punctuation  129 
    Verb  75 
    Particle  42 
    Others  9 
    Completely rewritten  12 
Total Segments  1980 Total Segments 1980
Segment Level Inconsistencies  1042  Segment Level Inconsistencies  1042 
























































The  ST  segments display  inconsistent  letter  case  as highlighted.  In  the  aligned 
segment 5.43.2t, the  letter N encased  in tags has been  left unaltered  in the TT, 














the  inconsistency  in  the ST. 5.44.1t contains a  space after  the word タブ  [tab] 








result, match  values would  be  reduced  from  100%  for  seemingly  identical  ST 










The ST segment contains a  space  inconsistency, while  the aligned TT segments 
differ by particle (は 'wa' and から 'kara'), 5.45.1t has the additional adjective 自
動的 'jidouteki' [automatic], and the verbs differ semantically and in form. These 
TT  segments  also  provide  examples  of  explicitation  in  Japanese  TT,  a 










5.45.2t  were  created  by  the  same  user  on  December  12th  2006.  However, 
5.45.1t  was  changed  three  years  later  (a  change  credited  to  user  'System'). 
Segment  5.45.2t  is  similar  to  segments  repeated  throughout  the  TM,  but  the 
2009 edit of 5.45.1t may be  the  result of a  translator choosing not  to accept a 
100%  match,  and  instead  editing  a  fuzzy  match,  such  as  the  segment  that 
precedes  it  sequentially  in  the  TM  (and which  could have been  found using  a 





















































































further 12 TT segments  that had been completely  rewritten. As  in  the TT of all 
other TMs in this study, we found a large proportion of noun inconsistencies. As 























Unlike  in  the  other  TMs,  the  next  most  common  type  of  category  1  TT 
inconsistency  is  related  to  tags.  The  prevalence  of  TT  tag  inconsistency  is 
attributable  to  the  following  repeated  pattern  within  the  TM:  the  reference 
segment is replicated followed by an <so> tag, and the content of the reference 
segment  is  then  repeated  syllabically  in hiragana. This pattern  is  repeated 111 
times, each counted as a tag and explicitation/interjection  inconsistency (as the 
hiragana version of the segment  in each case has been added) and can be seen 














The  loan  words  'action macro'  and  'dialog  box'  are  written  in  katakana,  the 
syllabary  for  loan words,  in 5.47.1t and  the  first part of 5.47.2t. They are  then 
repeated  in  hiragana,  the  syllabary  for  Japanese words  and  verb  or  adjective 
inflection, in the second part of 5.47.2t. Occasionally hiragana are written above 
kanji  characters  as  a  reading  aid,  in  a  system  known  as  furigana.  However, 





shown  in 5.44.2t), possibly as an  indicator  that  the  translator  should  revisit or 
review  a  segment,  but  are  otherwise  identical.  34  feature  inconsistency  in 
whether or not  the ST punctuation  symbols were  retained. These were mostly 


















This  is  interesting as the question mark  is not usually used  in Japanese. Rather, 
the  role of  the preceding  statement as a question  is marked by  the  sentence‐
ending particle か 'ka'. か is written in 5.48.1t and 5.48.2t, marking the sentences 
as questions,  yet  in 5.48.2t  the question mark  is  added. The use of  the polite 
adjective よろしい 'yoroshii' (good, alright) in the TT segment is very formal, yet 















































































































We again  found many  space  inconsistencies  (247 or 22%)  in  the  category 2 ST 













194  (17%)  inconsistencies  contained  inconsistent  ST words. Of  these,  77 were 
related to noun choice, 39 to verb choice, 30 to  inconsistently pluralised nouns, 
and  13  to  inconsistent  articles.  In  example  5.51,  the  prepositional  phrase  'to 
[company name  redacted]'  is  added  in  5.51.2s,  and  then  an  important  adverb 
























has explained that he chose the term 塗り潰し色  'nuritsubushiiro'  for  filling  in 























5.52.2s  {1}  If  None  (Color)) is 













which we  considered  35  to  have  been  completely  rewritten)  along with  1035 




















































































































inconsistency.   Of  the  365  (35%  of  category  3  total)  noun  inconsistencies,  77 
show  the  influence of  the source  language  in one  instance and not  in another, 
and 41 follow the pattern of alternating between the borrowed English word レ
























although  they  looked  identical, had an  inconsistent  trailing space at  the end of 
the  segment.  These would  not  necessarily  affect  the  finished  translation,  but 
such  segments  do  demonstrate  introduced  inconsistency. A  further  183  (18%) 
contained  punctuation  inconsistencies,  of  which  23  were  marked  with  hash 
symbols as  in example 5.44. Many of these punctuation  inconsistencies showed 
some  indecision  as  to  whether  to  retain  the  ST  punctuation  or  to  add 





























the  sentence.  The  verb  in  5.55.1t  is  the  passive  拡散されます   'kakusan 
saremasu'  [may  be  diffused],  and  in  5.55.2t 分散します  'bunsan  shimasu'  [is 
dispersed] was chosen, as both verb and verb  form were changed. The particle 
も  'mo'  [also]  is added  in 5.55.2t, and  finally 5.55.2t  features no  full  stop. The 




form.  In  the  following example, a change  in particle  is  required by verb choice 
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The  remaining  repeated  ST  segments  in  TM  D  (25,541)  were  translated 
consistently,  as  is  expected  when  translators  use  a  TM  tool.  By  adding  the 
number of TUs in category 3 (1,713) and category 4, we can see that there were 
27,254  TUs  that  contained  repeated  ST  segments.  Of  these,  6.3%  fell  into 





Section  2.7.3  introduced  QA  (quality  assurance)  tools  that  can  be  used  to 
measure consistency in TMs. In this section we analyse some of the TM data from 






Two  popular  tools which  are  used  by  several  of  the  interview  participants  in 
Chapter  6  are ApSIC  Xbench32and QA Distiller33.  The  former,  as part of  its QA 
functionality, can run a check on a TM, listing categories such as: inconsistency in 
source  (category 2  in  this  study);  inconsistency  in  target  (category 3);  and  key 




2 and 3  inconsistencies at  segment  level  (the  tool does not provide  figures  for 
the number of inconsistencies of each type found). Possibly because a search for 
inconsistent  TT  aligned with  ST  containing minor  inconsistencies  is  difficult  to 
automate,  the  software  cannot  search  for  category  1  inconsistencies.  Two 
additional  TT  inconsistencies were  found  in which  each  segment  contained  a 
dash  ‘‐‘  that  looked  identical,  but  due  to  Xbench  not  being Unicode‐enabled, 
appeared garbled  in one  instance. This may be because the dashes were added 











level,  there  is  no  further  detail  of  the  type  of  segment  or  sub‐segment 
inconsistency produced. A QA  check on TM A also  found 94  false positives  for 
repeated words  in  the  TT.  These were  all  due  to  an  article  occurring  twice  in 
succession in a segment, however the first occurrence in each case was a relative 





















A  QA  check  on  TM  A  using  QA  Distiller  8.5  returns  detailed  results. 
Inconsistencies  are  graded  in  severity,  and  the  number  of  occurrences  of  a 
repeated  inconsistency  is  provided  (see  yellow diamond  shape  in  figure  5.18). 
The program presents  inconsistencies  in a  spreadsheet  format up  to a  total of 
10,000  (see blue diamond shape  in figure 5.18). As this QA check exceeded the 









categories  2  and  3,  giving  each  error  a  type  such  as  ‘inconsistent  translation’, 
‘consecutive  spaces’,  ‘leading/trailing  spaces’,  and  ‘capitalisation’.  The  results 
also  contained  a  large  number  of  false  positives.  It  incorrectly  identified  270 







In  den  Listen  Anfang  und  Ende  unter  Ausführung  der  Enden  können  Sie 




Numbers  that  are  written  or  spelled  with  punctuation  appear  to  often  be 
misidentified,  as  in  the  example  provided.  Other  false  positives  of  this  type 
included ‘two’ translated as ‘both’, and problems with the use of the term ‘3d’. 
 







consistency  in  a  TM  and,  in  the  case  of  QA  Distiller,  error  detail  and  a 
straightforward maintenance  interface. The additional  functionality  is  reflected 









tools  so  that  the  results of an automated QA  scan may be compared with  the 
results  of  the  current  study.  The  findings  in  this  chapter  begin  to  answer  our 
research questions as specified in section 4.2. Addressing question 1, we can say 
that, in this case study, TMs are not consistent. Across the four TM corpora, the 
rate of  introduced  inconsistency as shown  in table 5.15 represents lost  leverage 
and time spent editing previously accepted translations. As such, all of our stated 
general assumptions about TM (consistency, cost savings, and time savings) are 
affected  by  introduced  inconsistency.  Section  6.5  gives  interview  participants’ 
opinions as to whether this inconsistency is found more generally in TMs. 
 
  TM A TM B TM C TM D 
Category 3 TUs  390  239  826  1713 
Category 4 TUs  6674  4263  18343  25541 
Total TUs with repeated ST 
segments (Category 3+4) 
7064  4502  19169  27254 
Percentage of TUs with 
introduced inconsistency 




Each  TM  corpus  in  this  study  shows  a  high  proportion  of  introduced  noun  or 
term  inconsistency  in  category  3.  Many  noun  inconsistencies  demonstrate 
influence  from  the  source  language,  and  different  translation  decisions  have 
been propagated  throughout  the TM,  such as  the alternation between レイヤ 
'laya'  and   画層  'gasou'  [layer]  from  TM  D  (example  5.53),  or  between  the 
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alternated whole phrases 'in der Befehlszeile' [in the command line] and 'an der 
Eingabeaufforderung'  [at  the  command prompt]  in TM C  (example 5.31). Verb 
and punctuation changes are also common throughout the corpora. These sub‐
segment  inconsistencies  are  included  in  interview  questions  in  the  following 
chapter and discussed further in section 6.5. 
 
Comments  and  markings,  possibly  as  an  indicator  that  the  translator  should 
revisit or review a segment, have been propagated in TMs C and D. In each of the 
TM corpora  there appears  to be a  lack of clarity as  to whether ST punctuation 
and  formatting  should be  replicated or  replaced by  that native  to  the  TT  (see 
examples  5.48  and  5.54),  leaving  a  combination  of  both  in  the  TM  data.  The 
English‐to‐Japanese  TM  data  (B  and  D)  in  particular  also  show  evidence  of 
explicitation  in  the TT. These  further questions are also  to be addressed  in  the 
qualitative study, contained in chapter 6.  
 
Our  results  also  show  that  TM  source  texts  are  not  consistent.  By  comparing 
category 1 and 2 results, we can see the rate at which minor ST  inconsistencies 
were  corrected  (or,  inversely,  further  inconsistencies propagated) between  the 
four TM corpora in table 5.16. 
 
  TM A  TM B  TM C  TM D 
Category 1 TUs (inconsistent → 
inconsistent) 
370 65 995  1980
Category 2 TUs (inconsistent → 
inconsistent) 
613  914  2077  1801 
Total TUs with minor inconsistency in 
ST segments 
983 979 3072  3781
Percentage of those TUs made 
consistent 











with  further  TT  inconsistency.  However, when  the  number  of  inconsistent  ST 
segments  that  are  aligned with  TT  segments  featuring  further  inconsistencies 
were tested for correlation using SPSS, the result was not statistically significant, 
so  there  was  no  clear  correlation  between  the  rate  of  inconsistent  ST  and 
introduced  inconsistency  in  the  TT35. Our  interviewees’  experiences  of  source 
text inconsistency will be discussed in section 6.3. 
 
Our  second  research  question  asks  how  consistency  can  be  identified  and 
measured in TM data. The methodology described in chapter 3 and the results in 
the  current  chapter  offer  one  possible  way  of  identifying  and  measuring 













In  this  chapter  we  present  results  from  the  second  phase  of  our  study:  the 
qualitative  interviews  conducted  following  and  based  on  the  results  of  the 
quantitative  analysis  in  Chapter  5.  We  begin  by  profiling  the  interviewees, 
explaining the coding process, and discussing some themes that emerged during 
coding.  The  interviewees  all  described  a  simplified  translation workflow,  as  in 
figure  6.1. We  have  chosen  to  structure  this  chapter  to  follow  the workflow, 

















In  this section we present profiles of  the  interview participants.  In section 6.2.2 
we look at coding of interview data and introduce themes that we drew from the 







assurance  (QA)  specialists,  two project managers, one workflow manager, one 
software  localisation  engineer,  one  language  technology  consultant,  and  one 
chief  operating  officer  (COO). A  list  of  interviewees,  their  job  titles,  and  their 
mother‐tongue  language  can  be  seen  in  table  6.1.  Interviewees  A,  B,  and  C 
described  themselves  simply as  translators.  Interviewee D works primarily as a 
translator, but also does some project management (PM) and has started up an 
agency  for video game  localisation.  Interviewee E does  translation, review, and 
some  PM work  for  a  large multinational  company.  One  of  the QA  specialists 
described his job as “linguistic QA” for a medical device translation company, the 
other works as a third party on behalf of the final client. Interviewee H oversees 



























says  encompasses  project  management,  project  evaluation  and  preparation, 
resource  management,  and  QA.  Interviewee  L  is  in  charge  of  translation 
management  systems  at  a multinational  LSP,  and  interviewee M  specialises  in 
project preparation and analysis with various CAT tools. Six of the  interviewees 
(four  translators,  a QA  specialist,  and  a project manager) work on  a  freelance 
basis, the rest work directly for an LSP. Interviewees’ first languages are Spanish 





Translator’s Workbench  (TWB) 2007  and one uses both  SDL Trados TWB 2007 
and SDLX), four use the latest version of MemoQ (5.3), one uses SDL Worldserver, 
and  two  use  proprietary  tools  that  are  only  available within  the  company  for 
which  they work. Nine  interviewees  are  female  and  four  are male.  Interviews 
with  C,  D,  E,  F,  G,  H,  and  I  were  via  a  Skype  voice‐over‐IP  phone  call.  The 







The  audio  interviews  were  between  16  and  59  minutes  in  length  and  were 
transcribed, imported into NVivo qualitative analysis software (see section 4.7.5) 






IQ4.  You  mentioned  (or  did  not  mention)  consistency. What  is  the 
effect of TM on consistency? 
 
Chapter  5  showed  inconsistencies  in  our  case  study  TMs.  The  intent  of  this 
question  was  to  find  out  whether  our  participants  felt  that  TMs  were 
inconsistent,  addressing  RQ1,  whether  they  felt  that  TMs  encourage  TT 











IQs 5 and 6 are  intended  to  investigate whether our  interviewees believe  that 




IQ6.  Have  you  seen  similar  examples  to  any  of  the  following  (see 
examples 4.1  to 4.7)? What do  you  consider  their effect on  translation 
quality? 
 
This  question  addresses  sub‐segment  inconsistencies  which  are  discussed  in 







While  coding  and  re‐reading  the  interview  transcripts,  recurrent  themes 
emerged.  In  the  open  phase  of  coding,  these  were  added  to  nodes  (NVivo 










In general  there was a high  level of similarity  in  interviewees’  responses. Small 
differences  will  be  noted  in  the  following  sections.  The  results  of  coding  of 
positive  and negative  comments  about  tools  are  shown  in  figure  6.3. Most  of 
these comments were in response to IQ3, but criticisms arose in response to IQ4, 
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Several  interviewees  stated  that  clients’  attitudes  to  translation  had  a  great 
influence on source text quality and target text expectations.  Interviewees who 
expressed  frustration  at  limitations  on  time  and  money  made  available  for 
translation,  or  complained  of  clients’  lack  of  understanding  of  the  translation 
process,  tended  to be  those whose  job was customer‐facing.  Interviewees who 
made the most references to clients or customers were M (Software Localisation 




In  the  following  sections we  discuss  interviewees’  responses  to  questions  and 











section we examine  interviewees’ perceptions of  ST  inconsistency, and possible 






All but one of the  interviewees  (E) said,  in response to  IQ5, that  they had seen 
many  instances of ST  inconsistencies as found  in categories 1 and 2, detailed  in 
Chapter 5. Interviewee G, a QA specialist, said that every time he checks a TM “I 
have  the same  translation  for different source  texts  that should have been  the 
same”.  He  continued  “the  TM  technology…  the  quality  issue  of  technology  is 
there,  but  the  source  text  is  the  problem”.  Five  interviewees  said  that 






revert  to clients with problems and one even  tends  to  suggest a  third party, a 
technical  writing  consultancy  firm,  to  assist  clients  with  their  ST  consistency. 
Eight interviewees suggested the attitude of some of their clients as a cause of ST 
inconsistency.  They  felt  that  the  focus  of  clients  is  usually  on  time  and  cost 
savings, which means  hurriedly written  and  inconsistent  source  text,  and  said 






you don't  control  your English…  you  can't possibly expect  to have  savings and 
leverage over  time with  the TMs”.  F,  a QA  specialist,  agreed:  “If  they  (clients) 
can't control  their source  text,  then we can't be expected to control  the  target 
text for them”. 
 
L  (workflow manager)  responded  to  IQ5,  commenting  that, while  some  clients 
pay his company to check or even rewrite the source, others want “the quickest 
turnaround  at  the  lowest  cost  possible,  so  issues  in  the  source  text  are 
completely ignored unless they cause a serious issue to the translators”. H and M 
also  offer  to  “normalise”  source  material  for  their  clients.  All  of  the  non‐
translator interviewees other than I and J spoke of a conflict, as far as clients are 
concerned, between cost and consistent ST. Those clients most concerned with 
making an  initial  cost  saving choose not  to  control  their ST,  ignoring  the extra 
time and cost later associated with this decision. Four interviewees (G, H, L, and 
M) have returned to customers with an assessment of the financial repercussions 
of  ST  inconsistency  in order  to  “show  just how much money  they're wasting”, 
and  to  tell  clients  that  “they  could do  things  a hell of  a  lot  cheaper and  a  lot 
better” (H;  language technology consultant). G mentioned a test he had carried 
out comparing a company’s TM against an updated manual to demonstrate the 
financial  impact of source  text  inconsistency, comparing 95‐99%  fuzzy matches 
and 100% matches. He  found  that  “something  like 80%” of  the  fuzzy matches 
should  have  been  100% matches,  but  the writers  “had made  little  changes,  a 
comma  here  or  something  there”. When  he worked  out  how much  these  ST 
inconsistencies had added to the cost, his client was “amazed by the amount of 
money  they  would  have  saved”  and  the  number  of  issues  they  would  have 
resolved by controlling their ST. 
 
L  contended  that  what  is  necessary  is  “educating  the  customer,  or  at  least 
educating the developers on the customer's side” to make them aware that the 
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content will be  localised, and  thus “the consequences of what  they do  in  their 
source  code before  the project  is  translated”. Many  interviewees  said  that,  in 
addition  to convincing  their direct clients  that controlled ST  is beneficial, other 




from  technical writers, K  said  that,  in her  experience,  ST  inconsistency  can be 
caused  by  a  lack  of  organisation,  especially  in  big  companies  who  do  not 




customers using  content management  systems  to  lessen  this  negative  impact. 






Aside  from  their clients’ attitudes,  interviewees suggested several other causes 
of ST  inconsistency. Six  interviewees suggested that source text  inconsistency  is 
prevalent  as  a  result  of  content written  in  English  by  non‐native  speakers.  H 
estimated that “60% of the translations we do have English as source text but it's 
practically  never  written  by  a mother‐tongue  English  [speaking]  person”.  She 
found that non‐native ST tends to have inconsistent grammar and word choice. E 
(translator) regularly receives poorly‐written English ST that has been written by 








TT  inconsistency  by  being  open  to  multiple  interpretations.  Reinke,  cited  in 
section 2.6.1, had previously  identified an  inability  to cope with ambiguity as a 
limitation  in current TMs.  I (PM) and B (translator) have found problems due to 
ambiguity  in ST  that  interviewee B said can be multiplied via auto‐propagation 
proposing 100% matches in the wrong context (see also Rieche in section 2.7.1). 





G  (QA  specialist)  also  said  that  he  regularly  finds  problems  originating  from 
imprecise ST. He has found that reverting to the technical writer does not always 









typical  ambiguous  ST  segments.  His  solution  is  to  provide  translators with  as 
much context as is possible such as  “screenshots or the build in English so they 
can  see  exactly  where  it's  coming  from”  and  believes  that  if  translators  are 
“experienced enough in UI files” they will translate appropriately.  
 
H  finds  the  capability  of  MemoQ  to  use  bilingual  corpora  as  TMs  useful  in 
clearing up ambiguities in source texts and viewing context “so that we can really 
make  an  informed  decision  and decide whether  that  really was  better  in  that 
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context or whether  it should have been different”. ST ambiguity was suggested 






Once  the  source  text  has  been  created,  the  next  step  in  our  simple  workflow 
model  in figure 6.1  is the translation process. In this section we discuss TMs and 
TM maintenance, followed by the interviewees’ interpretation of the evolution of 
TM  tools  and  some  problems  with  matching,  tags,  and  formatting.  In  section 
6.4.3 we  consider  the effects of  translators and  their  translation decisions, and 
the emergent theme of terminology management appears in section 6.4.4.  Focus 






about  benefits  and  disadvantages  of  TMs,  all  interviewees  mentioned  cost 
savings,  time  savings,  and  leverage  as  benefits.  Five  interviewees  listed 
consistency as an advantage, following the often repeated axiom about TM, but 
two  considered  the  introduction  of  inconsistency  a  disadvantage.  Including 
answers  to  the other  IQs  above, nine  interviewees  said  that TMs become  less 
consistent over time, suggesting that their answer to RQ1 – are TMs consistent? 
– would be ‘no’. G (QA specialist) said that “from a theoretical point of view the 
TM  should  improve  consistency”  but  added  that  he  has  seen  “over  and  over 
again”  in  projects  using  several  translators  and  over  several  iterations  that 
“consistency  is  not  there”.  K  (COO)  believes  it  is  “impossible  to  have  a  fully 
consistent  TM”,  and  thinks  that  nobody  in  the  industry  has  “found  a way  of 
eliminating duplicates or inconsistencies in a TM”. 
 
This  introduces  the  issue  of  TM maintenance, which was  brought  up  by  nine 
interviewees (B, C, F, G, I, J, K, L, M). B (translator) said that TMs get “inconsistent 
over  time  because  they  go  through many  hands”,  and  that  “not  everybody  is 
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good  in maintaining  the TMs so sometimes, over  time,  they get polluted”. The 

























Interviewees  felt  that  there has been a  lack of useful development of TM  tool 




Instead,  the  focus  from  developers  appears  to  be  on workflow  and  technical 
improvement of the TM system (see discussion of Lagoudaki 2008 in section 2.5).  
Amongst  the  interviewees,  translators and non‐translators were dissatisfied by 
tool  development  in  different  ways.  G  (QA  specialist),  for  example,  felt  that 
rather than changing how the tool works with data, developers are changing the 
workflow  and  he  says  “actually  I  haven't  seen  that much  development”  (see 
section 6.7). This was  typical of  the  comments of non‐translators. Most of  the 
SDL  Trados  users  cited  similar  reasons  for  not  upgrading  to  the more  recent 
Studio  iteration  of  the  software.  K  (COO)  said  that  developers may have  “put 
bells  and whistles  around  it  (the  software)”,  but  compared  to  the  older  TWB 





In  section  2.5 we  also  discussed  how  TM  technology  has  been  said  to  serve 
industry goals  rather  than users’ needs. This  theme  recurred particularly when 
speaking to translators in the current interviews. In answering IQ7, C (translator) 









B  spoke  about  the  problem  of  interoperability  as  another  reason  for  not 









In  section  6.3  the  interviewees  agreed  that  ST  segments  with  minor 
inconsistencies  often  evince  further  inconsistency  on  the  TT  side,  as  seen  in 




“it  will  still  show  up  as  a  different  segment”.  However,  eight  interviewees 










Several  interviewees  also  cited  problems  with  segmentation.  L  (workflow 
manager)  finds  segmentation  limiting  for  translators,  removing  flexibility  and 
context.  D  (translator)  and  M  (software  localisation  engineer)  said  that 
segmentation rules are designed for English and are not always appropriate for 
other  languages. D has had problems with  French  language  segmentation  and 
wishes  that  the software would “recognise more signs or ways  to segment  the 
text grammatically depending on  the  language.” She said  that French  text may 
have an “unbreakable space before exclamation marks, question marks”, which 








four  TMs  (particularly  in  TM D).  Six  interviewees  said  that  they  found  dealing 
with tags  in ST was a problem for TM tools. B (translator) said that “sometimes 





can  sort  that  out  is  in  the  final  document”.  This means  that  she  has  to  leave 
unused  tags  at  the  end  of  segments  and  leave  instructions  for  engineers  to 
remove them, which she finds unsatisfactory. 
 




sections  6.4.2  and  6.6). M  said  that  his  solution  to  problems  with  tags  is  to 
remove “unnecessary formatting” from the text if the client is agreeable. For him, 
a line break or hard return in the ST provides a more difficult problem to resolve, 
and  has  a  “great  impact  because  you’re  not  gonna  get  any  leverage”.  H 
complained  that,  although  the  latest  version  of MemoQ  allows  translators  to 
merge  segments  “even  if  there's  a  hard  return,  which  is  one  of  the  biggest 










inevitable  (E,  G,  K,  L).  Several  suggested  that  the  level  of  experience  of  a 
translator may make them more or less likely to over‐adjust a fuzzy match. I (PM) 




B,  D  (translators),  J  (PM)  and  K  (COO)  agree  with  H  (Language  Technology 
Consultant)  that TM  “needs  to be used  correctly by  the  translators and  this  is 
another  one  of  the  big  problems”.  B  believes  that  many  translators  “aren't 
prepared to invest money and quite often aren't also even prepared to invest the 
time  to  learn how  to use  [TM  tools] properly”.  In answering RQ5, most of  the 
suggested methods of minimising inconsistency involve essentially removing any 
element  of  random  choice  from  the  computer‐aided  translator,  such  as  in 
controlling ST (section 6.3), managing terminology (section 6.4.4), and the use of 
style guides  (section 6.5.2). The  increasing  integration of MT proposals below a 
fuzzy match threshold may be seen to limit translators’ decisions further. Despite 






Nine  of  the  thirteen  interviewees  highlighted  the  need  for  terminology 
management  as  a method  of minimising  inconsistencies  in  response  to  IQ6a. 
Terminology management  is a  function of most current TM  tools, although we 
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still  found  TT  term  inconsistencies  in  the  study  in  Chapter  5,  which  our 
interviewees all  said are commonplace  in  their experience of TMs  (see  section 
6.5.3). M warned that the use of TM without glossaries means “you're going to 
end  up with  inconsistencies, mistranslations,  and  some  [other]  issues”.  F  (QA 
specialist)  uses  glossaries  as  his  company  “can't  afford  to  care  about  what 
happens  to  the  syntax and  the grammar and everything else”,  rather  they  just 
“have  to  focus on  terminology being consistent because  that's what  the clients 
really care about”. H  (language  technology consultant) said  that her clients, on 
the other hand, pay insufficient heed to terminology, and she considers it a “gift 
from  heaven”  if  she  can  get  “20,  50  words  that  …  you  guarantee  in  your 
documentation.  According  to  her,  “customers  are  not  interested,  don't 
appreciate, do not understand; they're not willing to pay for terminology work”. 
 
This  discrepancy  in  clients’  reported  interest  in  terminological  consistency  is 
likely to be a result of the different domains in which these interviewees work. H 
works for a large LSP, while F works for a medical device translation company, a 
domain  for  which  G  (QA  specialist)  explained  accuracy  is  a  “regulatory 
compliance  issue”.  J  (PM) works  in  game  localisation, where  the  focus,  rather 
than on accuracy, is on keeping up to date with trends. In the case of an upgrade, 








B  (translator)  said  that  it  would  improve  a  TM  tool  to  “enrich  it  with 
terminology”. This  is  largely already the case, but she feels that the relationship 
and interoperability need to be “more precise… closer together with terminology 














The  translations process  culminates  in  the production of  the  target  text  (figure 
6.1). In this section, we discuss clients’ expectations of a delivered translation and 
whether they appear to  find consistency  important or desirable. Section 6.5.2  is 
focussed  on  ST  format  retention,  a  repeated  cause  of  inconsistency  in  the 
quantitative data.  Interviewees’ views on further  inconsistencies from Chapter 5 
and their causes  follow, such as TT term  inconsistencies, phrase  inconsistencies, 








effects  on  consistency.  Completing  the workflow model  in  figure  6.1, we  now 
come  to  clients’  expectations  for  target  text  and  the  related  effects  on 
consistency. The consensus amongst customer‐facing  interviewees  is  that most 
clients  are  ambivalent  about  consistency.  Five  interviewees  said  that  their 
customers are  interested enough to use TM, but their main aim  is to save time 
and money. M  (software  localisation  engineer)  said  “it  seems more  and more 
that clients are not bothering much about consistency”.  In  response  to  IQ4, he 
said that, for  incorrectly suggested 100% matches, the clients say “don’t worry, 
don’t  bother  reviewing  it…  if  it was wrong  before we  don’t  care  if  it’s wrong 
now”.  In comparison, he says that roughly 30% of his clients consider each step 




L  (workflow  manager)  said  that  he  thinks  that  some  customers  pretend  to 






replying “No way! We'll get a machine to do  it”. With this threat  in mind,  if she 
could  “really  achieve  that maximum  consistency  through  a  single  tool  and we 
could pass on  those  savings  to  customers”,  she  said  “I don't  think  they would 
even  look at machine  translation”. At present,  she and  the other  interviewees 






may  not  be  appropriate.  In  section  5.7,  we  noted  that  ST  formatting  was 
inconsistently  retained  in  the  TT  in  our  case  study.  IQ6c  was  intended  to 
ascertain whether  this  finding  is externally valid.  Interviewees were  shown  the 
following examples of  ST  format  retention, wherein  formatting or punctuation 
used  in  the  ST was  retained  in  one  translation  unit  in  the  TT  despite  it  being 
















Twelve of  thirteen  interviewees had  seen  this  inconsistency  frequently.  I  (PM) 
suggested that a formatting issue such as the one in segment 6.1.1t occurs when 
no match  is  suggested,  in which  case  the  translator might  copy  the  ST  to  the 
target segment and overwrite  it without considering whether  the  formatting  is 
“actually compliant with German rules”. She said that she would deal with this by 
compiling  a  style  guide  specifying  what  formatting  to  use,  and  that  “that's 
something you have to clarify up front, even if you have the best TM ever”.  
 
Seven  interviewees  said  that  they  use  style  guides.  M  (software  localisation 
engineer)  highlighted  the  importance  of  ensuring  correct  grammar  in  the  TT, 
saying that along with “terminology and TM”, TT grammar rules are top priorities 
for him. Despite  this,  inconsistencies continue  to occur  in  the TT. E  (translator) 
recalled  a  scenario  where  she  was  given  different  TT  style  instructions  for 
different parts of a  translation  job. She was also  told not  to  change any 100% 
matches  even  if  they  were  inconsistent  with  the  style  guide,  leaving 
inconsistency. A (translator) explained that style guides sometimes enforce rules 
that she finds counterintuitive.  
“There  is  a particular  company  that,  at  least  for Brazilian Portuguese – 













text  formatting)  but  might  not  always”,  leaving  it  down  to  a  “very  labour 





IQ6a  focussed on noun or  term  inconsistency  in  target  texts.  In Chapter 5  the 
largest proportion of TT sub‐segment inconsistency in each of the four TMs was 
noun  inconsistency.  As  a  percentage  of  the  total  number  of  category  3  sub‐
segment  inconsistencies,  the  lowest  rate  of  noun  inconsistency was  in  TM  D 
(35%) and the highest was in TM C (49%).  
 
Interviewees  were  shown  the  following  examples  of  TT  term  or  noun 





























All 13  interviewees agreed  that  this was a phenomenon  that  they saw often. E 
(translator)  suggested  that  these  inconsistencies  may  be  caused  by  having 
several  translators  working  on  the  same  material  without  a  follow‐up 
consistency check to “catch this before it is propagated to the TM”. C (translator) 
suggested  that  this  problem  may  be  caused  by  merging  TMs  from  different 
sources. She often  receives TMs  that  contain  inconsistent  terminology,  so  that 




L  (workflow manager)  suggested  that  inconsistencies  such  as  in  example  6.3 
could  emerge  even  with  terminology  databases  as  a  result  of  the  conflict 
between  approved  terminology  and  search  engine  optimisation  (SEO).  In  this 
situation,  a  German  translation  for  ‘border’  may  have  been  “approved  and 
reviewed”. Despite  this,  the  client may have  realised  that  “in German, people 
don't  actually  go  to  google.de  and  look  for  the  German  translation,  but  they 
actually look for the English words”, so when they start optimising their German 
website, they might decide that “the approved term is actually not what's going 
to  get  them  the  hits.”  This  is  one  explanation  for  the  prevalence  of  noun 

















Non‐translator  interviewees  felt that new or  inexperienced translators on a  job 
tend to add new translations to the memory (see also section 6.4.3). K (COO) said 
that  translators  may  also  choose  to  accept  inappropriate  matches.  If 
inconsistencies exist in the TM, she continued, one cannot expect consistency to 
be  increased  in the TT via “human decisions”. Three interviewees said that they 
had  experienced  problems  with  inconsistencies  such  as  in  example  6.4  in 
Japanese  TMs,  whereby  in  one  case  a  kanji  compound  was  used  and  the 






the  result  of  insufficient  terminology  work  (see  section  6.4.4),  leaving  the 
translator with a lack of guidelines and glossaries.  D (translator) said that “bigger 





answering  IQ6a. “For  the client,  if  they say “leave  it as  it  is”,  for us  it's a 100% 
match, there you go. As a translator I would say, of course, this is not right”. Thus, 





IQ6b  concerned  inconsistent  whole  phrases  that  had  been  propagated 
throughout TMs  in Chapter 5,  such as  in example 6.5  (repeated  from example 
5.31  in  section 5.3.2) and example 6.6  (repeated  from example 5.26  in  section 


























11 of  the 13  interviewees said  that  they often  find similar  inconsistent phrases 





that  he  sees  this  “all  the  time”  and  suggested  that  it  may  be  the  result  of 
translators  working  independently  without  adequate  terminological  guidance. 
Also, with the software that his company uses, for fuzzy matches “it’s up to the 
translator to  identify where that fuzziness is and correct it, and sometimes they 










could mean  ‘binding  of  ISO  elements’  or  ‘ISO  elements  that  bind’.  K  said:  “In 
reading it at first it was clear to me what it meant, but having gone through the 
two options in Japanese, it's not clear any more what the English actually meant”. 





IQ6d  related  to  target  text  explicitation,  a  phenomenon  seen  particularly  in 
Japanese  TT  in  Chapter  5.  Explicitation  in  translation  is  considered  by  some 
theorists to be a universal characteristic in translation, and can take the form of 
addition,  adding  new  information,  or  specification,  giving  “more  specific 
information” (Englund Dimitrova 2005, p34). Becher, however, does not believe 
that  explicitation  is  “translation‐inherent”,  but  suggests  that  where  there  is 
explicitation  there will  always  be  a  reason,  not  least  to  “minimise  the  risk  of 
misunderstanding” (2011, p215/216). 
 























Nine  interviewees  said  that  they  saw  this  phenomenon  frequently,  not  just  in 
Japanese,  but  in  German  (B  and  I),  Brazilian  Portuguese  (A),  Romanian  (H), 
Spanish (K), and Malay (K). K again felt that the ST in segment 6.7 is unclear (see 
section  6.3.4).  She  suggested  that  the  translator  needs  more  details  as  “it's 
critical  that  they  [ST segments] are  taken  in context”. She also  returned  to  the 
topic  of  client  expectation  (see  6.5.1),  saying  in  her  answer  to  IQ6d  that 
customers  need  to  be  told  that  “they might  be  100% match,  but  they're  not 
perfect matches all the time”. Her policy is not to lock 100% matches to prevent 
new  translations,  but  she  tells  translators  not  to  touch  100% matches  unless 
absolutely  necessary.  In  the  case  of  incorrect  100%  matches  it’s  left  to  the 
assiduousness of her translators as to whether they revert to her with problems 




similar ST  segment, he would  revert  to his  client  to ask  “what actually do you 
mean with this?”. His policy  is to get as many details as possible from the client 
and,  if  the  client  agrees,  to  penalise  ST  segments with more  than  one  100% 
match  so  that  none will  pass without  review.  This  source  text  ambiguity  is  a 
continuous  problem  for  him.  “You  know,  all  they  do  is  come with  one word, 
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In  this  research  we  have  measured  inconsistency  in  TM  data  without 
consideration of whether this inconsistency is required or not. As seen in section 
6.4.2,  the  interviewees  would  like  “maximum  consistency”  (K),  yet  have 
problems with clients’ assumptions that all 100% matches can be automatically 
accepted.  In  section 6.5.1,  eight  interviewees  said  that  100% matches may be 
erroneous,  a  point  previously  made  by  Reinke  (2004;  see  section  2.6.1). 
Particularly  when  answering  IQ6d  (regarding  TT  explicitation),  several 
interviewees  (particularly non‐translators)  felt  that  some TT  inconsistency may 
be necessary. F is “guided by my translators” as to whether it might be better to 
introduce  inconsistency.  He  said  that,  for  him,  it  is  more  important  for  a 
translation  to  be  “accurate  and  natural  and  fluent  than  it  is  for  the  resulting 
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translation unit  to be  recyclable  infinitely  in all other documents”, adding  that 
this loss of leverage is “a sacrifice we have to make”. 
 
This divergence  between  consistency  and what  F  calls  ‘accuracy’  and  ‘fluency’ 
means that, according to M, clients can make one of two choices with regard to 
translation using a TM: They can either have one ST segment to one TT segment 
and  leverage with  little or no editing where possible  (requiring  consistent  and 
clear  ST),  or  they  can  choose  to  allow multiple  TT  translations  of  a  single  ST 
segment, which  he would  prefer  to  penalise  so  that  100% matches would  be 
reviewed.  H  said  that  allowing multiple  translations  of  one  ST  segment  “can 
create chaos”, and that her translators complain that “it means that when I try to 




proper  leverage”,  a  balance  of  maximum  leverage  while  preventing  the 




minimised  by  a  “fairly  thorough  linguistic  review  process”  as  part  of  quality 
assurance (QA), which we address further in the following section.  He adds that 






One of  the  themes  that emerged  from  the  interview data  (see  figure 6.2) was 




translator  has  introduced  inconsistency  in  the  TT  after  translation.  This  final 
check may also be done manually by an assigned  language QA person. M  said 
that  the  “biggest  impact”  automatic QA  can  have  for  him  is  “doing  the  final 
checks before delivering  the  files”. He  asks  translators,  as does H,  to  “Xbench 
their  files  [before]  they  come  to  us”.  I  (PM)  said  that  automatic QA  tools  are 
important for her, because if a translator adds an unnecessary new TT translation 





























The author Neal Stephenson, bemoaning a  lack of  recent general  technological 
innovation, writes  that  “the  best  an  audacious manager  can  do  is  to  develop 
small  improvements  to  existing  systems” within what he  says  at  present  is  “a 
system that celebrates short‐term gains and tolerates stagnation, but condemns 
anything else as failure” (2011, p16). As discussed in section 6.4.2, this accurately 
describes  how  most  interviewees  feel  about  innovation  in  TM  tools.  G  (QA 
specialist)  said  that  in  recent  attempts  to  improve  TM  tools,  “they  [TM  tool 
developers]  just make  them a  lot more difficult”, and as such  is one of several 
interviewees who sees no benefit in keeping up with the latest iteration of tools. 













Interviewees  suggested  several  additions  to  tools  for  minimisation  of 
inconsistency.  Four  interviewees  (G,  H,  K,  and  M)  would  like  improved 
integration of QA  functions, with K  favouring  the  integration of “a QA Distiller‐
type  tool.” M  (software  localisation engineer) would  like  to  see a concordance 
check  for  each  segment  to  “self‐validate  a  TM”.  He  currently  does  this  using 
Xbench,  but  only  after  exporting  his  TMs  to  the  TMX  format  and  adjusting 
settings  in Xbench. Using such a tool, he said,  it would be easier to decide “OK, 
this  TM  is  really  inconsistent”  and  as  a  result  to  choose  to  spend more  time 
working on  the TM  “rather  than  just  finding  the  issues when you’re doing  the 
translation”. He  finds this  type of  functionality  increasingly necessary as he has 
to deal with “more complex languages”, citing examples of Hindi and Marathi. E 
would  like  to  see a  “mechanism of  checking  that  there  is only one  source and 
one target”. K believes that there  is a real need to  improve the performance of 
TM  tools  with  regard  to  consistency,  and  says  that  whatever  tools  can 





D  (translator)  and M would  like  to  see  segmentation  improved. D wishes  the 
software  would  “recognise  more  signs  or  ways  to  segment  the  text 
grammatically  depending  on  the  language”  citing  problems  she  has  had with 
punctuation in French. M complained that “all the settings are based on English 
and  [the  assumption  that]  the  target  language  is  going  to  be  very  similar  to 
English, which is not the case and it’s not very easy to customise”. He would also 
like  to be  able  to  expand or  shrink  segments  outside  of  the  TM  tool’s  editing 
environment, adding that “it would be very helpful for some languages”. 
F  (QA  specialist)  and  M  would  like  to  see  improvements  in  fuzzy  match 
classification.  F  said  there  is  a  “need  for  fuzziness  to  be more  accurate,  the 
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calculations  to be more explicit, but  they are  in  some  tools and  in other  tools 
they  aren't”.  Three  interviewees  (A, B,  and  J)  said  that  they would  like  to  see 
improved sub‐segment matching  in order  to “see more detailed matched  text” 
(J). M  said  that, with more  file  formats  and  new  tag  types  to  deal with,  the 
current  fuzzy  or  100% match  classification  has  become  outdated  so  that  only 
context matches are trustworthy, and that analysis based on possibly inaccurate 
100% or  fuzzy matches, not  to mention pricing based on  that analysis,  is often 
skewed.  If the system was changed, he believes  it would  lead to “more realistic 
expectations” and be “more transparent for translators and also for us (LSPs) and 





C  (translator),  K,  and  J  (PM)  think  that  consistency  would  be  improved  by 















In  this  chapter we  presented  the  results  of  the  second  part  of  our  sequential 
mixed  methods  study,  explanatory  qualitative  interviews.  We  profiled  the 
interviewees  and  discussed  coding  before  beginning  a  discussion  of  the 
interviewees’  contributions,  organised  to  follow  a  simple  computer‐aided 
translation workflow. The  interviewees added  to  the results of  the quantitative 
study  in Chapter 5 by  sharing  their experiences  and opinions of  inconsistency. 
We  had  found  several  examples  of  inconsistent  source  text  in  Chapter  5.  In 
section  6.3 we  discussed  clients’  attitudes  to  ST  creation,  ST written  by  non‐
native speakers, and ambiguous ST, and how interviewees deal with these causes 
of  inconsistency.  Section  6.4  was  focussed  on  TMs  and  TM  maintenance, 
particularly  interviewees’  problems with matching,  tags,  and  formatting.  They 
considered  translators’  translation  decisions  and  terminology management  as 
possible causes of target text inconsistency. 
 
Following  translation,  we  looked  at  clients’  expectations  of  a  delivered 
translation,  clients’  focus  on  time  and  money  rather  than  consistency,  and 
whether most  translation  clients  consider  consistency  important  or  desirable. 
Interviewees  then  responded  to  inconsistencies  found  in  the quantitative data 
such  as  source  text  format  retention,  target  text  term  inconsistencies,  phrase 
inconsistencies,  and  TT  explicitation.  They  explained  how  they  attempt  to 




The  interviewees’  familiarity with  the  inconsistencies  found  in Chapter 5 – and 
their  identification  of  those  inconsistencies  as  frequently‐occurring  issues  for 
them – gives our findings in Chapter 5 a degree of external validity. In answering 
the  interview  questions,  the  interviewees  also helped  to  address  the  research 
questions, particularly RQs 3, 4 and 5 (see section 7.2). Procedures to minimise 
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inconsistency  included designation of QA  specialists and  terminologists, use of 
QA tools, and the prescribed use of glossaries and style guides for consistent TT 
formatting.  Finally,  having  discussed  interviewees’  dissatisfaction  with  the 
development of TM tool functionality, we summarised their wishes for the future 







In  this  chapter  we  present  our  conclusions,  addressing  the  five  research 
questions  from Chapter 1  in section 7.2.  In section 7.3, we begin to  look to the 
consequences  of  the  current  research,  providing  a  series of  recommendations 
for users  and developers of  TM  tools,  and  continuing with  a  cost model  for  a 
hypothetical localisation project to highlight the financial impact of inconsistency 
in TMs. Thereafter we discuss  the contributions of  the current  research  to  the 
field  of  translation  technology,  and  address  some  of  the  limitations  of  the 
























noun  inconsistencies also demonstrated  influence  from the source  language  (in 
this case, English). TT verb and punctuation changes were common throughout 
the  corpora.  In  each  of  the  TM  corpora  there  were  cases  of  inconsistent 











associated  lost  leverage,  rushed  translations,  and  insufficient  QA,  leaving  a 
‘polluted’  TM  that  is  very  expensive  to  clean. A  focus  on  consistency  involves 
putting  time  and  effort  into  controlling  ST,  maintaining  the  TM,  and 




there  may  be  required  inconsistency.  In  section  6.4.1,  two  interviewees 
suggested prioritisation of precision  over  recall, using  small  bespoke  TMs  that 
are  job‐ and domain‐specific as a way of minimising required  inconsistency (see 
also  Bowker  2005  in  section  2.7.1).  This  would,  of  course,  depend  on  other 
factors such as  the consistency of  the ST and behaviour of  the  translators. The 







Using  the novel methodology outlined  in Chapter 3, we have  found, measured, 
and categorised inconsistency at the segment and sub‐segment level in four sets 
of TM data. We applied  this methodology  to TM data  in Chapter 5, and, when 
presented with our findings, our interviewees subsequently agreed that the type 





















The client’s attitude  to  translation was  seen as an underlying cause of ST, TM, 
and TT  inconsistencies. On  the  source  text  side,  inconsistent or ambiguous ST, 
inconsistent  ST  formatting  or  tags,  and  non‐native  ST  was  said  to  cause  TT 
inconsistency.  TMs  were  found  to  become  “polluted”  and  “inconsistent  over 
time”  due  to  factors  such  as:  choices  made  by  translators;  permission  for 
multiple  translations  of  a  single  ST  segment;  inadequate  management  of 
terminology; and  inadequate TM maintenance.  Interviewees  felt  that TM  tools 
may also cause  inconsistency through  incorrect segmentation, erroneous match 




on  the  translator’s  part  (such  as  those  suggested  in  section  7.2.5),  but  the 





“the use of natural, fluent and  idiomatic  language  is essential” (Mangiron Hevia 
2006,  p312).  Interviewees  spoke  of  having  to  adjust  the  user  environment  to 
cope with new trends in the market, such as the preference for currently popular 
colloquialisms, and,  in the case of translation  into  Japanese,  the preference  for 
phonetic  translation  of  some  words.  This  could  be  one  explanation  for  the 
influence of English ST evident in both German and Japanese TMs in this study. 
 
Another possible reason  for the use of English  in the TT, and a  factor that may 
cause  inconsistency,  is  the  need  for  search  engine optimisation  (SEO) of web‐
based content. Designers optimise web sites in order to appear at the “top of the 
results page when users  search  for particular keywords or phrases”  (Cahill and 













and  improve  consistency  in  target  texts,  as would  the  use  of  style  guides  to 
retain  consistent  formatting  of  target  text.  Some  suggestions  to  minimise 
inconsistency follow in sections 7.3.2 and 7.3.3. 
 
Many  of  the  interviewees  have  already  put  procedures  in  place  to minimise 








and 5.6)  to  run  checks on  the  source  text,  to maintain TMs, and  to  search  for 
introduced  inconsistency  post‐translation.  They  work  with  the  same  TM  tool 
throughout a project  to avoid problems of  interoperability, and where possible 
use  translators  who  are  familiar  with  the  project.  Managers  can  constrain 
translator  choice  by  either  locking  100% matches  or  penalising multiple  100% 
matches,  and  by  introducing  style  guides  for  consistent  TT  formatting. Most 
interviewees also said  that  they use glossaries or  terminology  tools  in order  to 
minimise inconsistency. 
 
The  level  of  post‐translation  editing,  review,  and  quality  assurance  is  dictated 
again  by  the  client’s  instruction  and willingness  to  spend  time  and money  on 
minimising inconsistency. The client’s focus on finance may increase consistency 
at  a  cost  to  fidelity  to  the  ST  if  erroneous  100% matches  are  accepted when 








might  make  a  difference  to  the  future  use  of  TM  tools  or  be  applied  in  the 
development of a QA tools optimised to check for consistency. In section 7.3.2 we 
present  some  recommendations  resulting  from  both  phases  of  the  current 
research, beginning with standardisation of source text and followed by ways to 
mitigate  inconsistency  when  translating  using  TM.  Section  7.3.3  contains 
recommendations relating to TM tool development. In section 7.3.4, we propose 





This  current  research  adopts  the  pragmatic  worldview,  which  insists  not  on 
precedents but “upon  the possibilities of action”  (Dewey 1931, cited  in section 
4.3).  Mixed  methods  research  based  on  pragmatism  is  said  to  look  to 
consequences  and  the  validity  of  research  conducted  within  the  pragmatic 
paradigm  is  judged  on  the  effectiveness  of  the  research  and  the  actions  it 
engenders once completed and disseminated (Kvale and Brinkmann 2009, cited 





is  lost  due  to  inconsistencies  in  the  TM  applied  in  a  hypothetical  job.  This 
necessitates  making  a  number  of  assumptions  about  the  project,  but  the 




can  demonstrate  that  it  is  financially worthwhile  to  implement measures  that 
promote consistency, then the major obstacle to doing so (clients’ perception of 
cost)  may  be  removed.  Following  on  from  this  study,  we  have  begun  to 
collaborate with colleagues from the Centre for Next Generation Localisation to 
create a component for the Localisation Research Centre’s SOLAS platform36 that 







In  Chapter  5  we  saw  ST  inconsistency  in  each  of  the  TMs  and  in  Chapter  6 
interviewees highlighted the importance of source text standardisation. All of the 
interviewees had experienced difficulties with inconsistent punctuation in source 
text  segments,  leading  to  fuzzy  rather  than  100%  matches.  Consistency  of 
punctuation,  formatting,  spelling,  and  terminology was  considered  important. 
Chapter 5  showed  the prevalence of  ST  space  inconsistency, especially  trailing 
end spaces and double spacing. These could be automatically removed if using a 
content management system or ignored if the settings on the TM tool can be set 














The  inconsistencies  of  formatting  in  Chapter  5  showed  that  style  guides  are 
important to retain target text consistency despite, as interviewee K claimed, an 
increasing tendency to leave format consistency issues to be solved by CAT tools. 
Aside  from  the  use  of  style  guides,  there  are  several  other  choices  to make 
before translating with TM that may affect consistency. One is whether or not to 








The TMs  in  this  study  showed a high  rate  (40‐50% of all TT  inconsistencies) of 
introduced noun inconsistency, highlighting the need for a focus on terminology 
management.  Interviewees  were  also  consistent  in  their  preference  for 
terminology management. Maintenance of terminological resources and TMs  is 
















In Chapter 2, we mentioned  that Bowker  suggested using  small,  targeted TMs 
containing “well‐chosen  texts”  to reduce  inconsistency  (2005, p19). This  theme 
recurred  in  interviews, as  interviewees  felt  that precision  (i.e.  few but accurate 







Interoperability has  long been an  issue  for CAT  tools users and  in section 2.2.3 
we  highlighted  the  poor  implementation  of  standards  by  tool  developers. 





Interviewees  in  Chapter  6  were  unhappy  with  the  terminology  and  QA 
functionality  in  existing  tools,  as  a  result  of which  stand‐alone QA  tools were 






tools evident  in  Lagoudaki’s  thesis  from 2008  (see  section 2.5.2).  Interviewees 
felt  that  software  upgrades  added  translation  management  and  project 
management  functions  without  improving  noticeably  how  they  deal  with 
consistency and  language quality. They also  felt  that  the user  interface  in most 
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Webb  estimated  that  an  end  client might  save  40%  on  translation  costs  for  a 
40,000  word  project  based  on  two  in‐house  translators  and  six  freelance 
translators  using  a  TM  from  a  previous  iteration  of  the  project,  while  the 
translation  agency would  also make  a  vastly  increased  profit  from  translation 
using  TM  (1998,  p29‐32). During  his  interview,  interviewee G mentioned  that 
when he did a study for his clients, providing a breakdown of the consequences 
of  inconsistent  ST  across  a  localisation  project,  they  were  “amazed”  by  the 
amount of money and  issues they would have saved by controlling their ST. We 
now  consider what  the  cost  of  inconsistencies might  be  for  both  source  and 
target texts. 
 
Our model  translation project  is a  first  translation and  subsequent updates  for 
software  documentation,  with  50,000  ST  segments  to  be  translated  to  20 
languages – a total of 1,000,000 segments to be translated. In the ST segments in 
TMs  C  and D  investigated  in  the  current  research  there  are  an  average  of  17 




per‐word  rate  for  translation  from  English  to  German  or  to  Japanese  as  just 
under US11c, so for this exercise we will use a per‐word rate of €0.08, meaning 
the average segment will cost €1.20  to  translate  from scratch. This means  that 
the cost of  initially  translating  from  scratch  for  this project without an existing 
TM is €1,200,000. 
 
For  applying  TM  discounts,  we  will  use  the  30/60/100  model  formerly  on 
translationzone.com  (2004),  so  that 100% matches  are paid  at 30% of  the  full 
per‐word rate  (in this case 36c per average segment), and 85‐99% matches are 
paid 60% of the full rate (in this case 72c per average segment). TM discounts are 








updated  documentation  the  TMs  can  provide  100%  matches  for  300,000 
segments  (30% of  the  total  to be  translated) and 85‐99% matches  for another 
300,000 segments  (again 30% of  the  total),  the cost of  translating  the updated 
documentation using  TM  is now  €804,000,  saving  the  client €396,000 on  year 























and  17.9%  of  category  1  to  4  segments  (in  TM  B).  Assuming  that  15%  of  ST 
segments show minor inconsistencies, that would suggest that, had the ST in our 
hypothetical  job  been  standardised,  45,000  ST  segments  (15%  of  the  total; 






repetitions,  we  will  suggest  that  5%  or  10,000  TUs  (150,000  words)  contain 
inconsistent  TT  in  the  year  2  update.  After  translation,  the  target  texts  are 








When  it  comes  time  for  the  year  three  documentation  update, we will  again 
assume  that 1,000,000  segments  (15,000,000 words) are  to be  translated with 
300,000 ST segments receiving 100% match proposals and 300,000 ST segments 
receiving 85‐99% match proposals. The cost of the translation stage is therefore 
the  same,  but  a  further  10,000  inconsistent  TT  segments  are  introduced, 
doubling the editing required at the QA stage. Table 7.2 shows the extra cost of 




  Year 2  Year 3  Year 4 
Total Translation cost  €804,000 €804,000 €804,000 




Cost of QA Edit  €6,000 €12,000 €18,000 




Allowing  the  TM  to  get  more  polluted  as  in  this  scenario  would  result  in 
diminishing  savings and a  longer  lead  time  for QA, but would  still  save money 
when  compared  to  translating  without  TM.  Cost  could  be  saved  by  ensuring 
consistent  ST,  managing  terminology  to  restrict  TT  inconsistency,  and 
maintaining  the  TMs  (see  recommendations  in  section  7.4).  Ultimately,  the 
translation client needs  to decide whether  to consider  the  long  term view or  if 
they feel  it more  important to make short term savings, as “some suppliers will 





It  is  hoped  that  this  research has adequately answered  the  research  questions 
and  may  contribute  to  the  wider  discussion  of  translation  technology.  Some 
possible contributions are considered in this section. 
 





on TM quality  (cited  in section 2.7) has been  in the  form of pilot studies  (using 
student translators) focussed primarily on target text, and has not contained an 
examination  of  real‐world  TM  data,  this  research  measures  and  categorises 
source  and  target  text  inconsistency  using  TMs  that  have  been  created  by 








accounts of how  they work. As mentioned  in section 7.3, a component  for  the 
SOLAS  localisation  platform  is  in  development  based  on  the  methodology 
published  in  Chapter  4  of  this  research.  This work  also  forms  part  of  a  larger 
discussion of consistency  in  translation  technology,  suggesting  that consistency 
of bilingual  resources will continue  to be an  issue  into  the  future and  that  the 





Throughout  this  research  our  best  efforts  have  been  made  to  maximise  the 
validity of this study by creating a methodology that may be applied beyond the 
current  research  and  enriching  the  quantitative  findings  with  a  follow‐up 






of  constant  change  and  development,  the  current  research  is  limited  by 
focussing on an area that dates quickly. 
 
The  study was  carried  out  by  one  person;  it was  limited  by  the  researcher’s 
language competence, restricting the study to English, German, and Japanese. As 
a  result,  it may  be  useful  to  replicate  the methodology  herein with  different 
language pairs to see whether the results are repeated.  The people interviewed 
in  the  second  phase  work  predominantly  in  translation  of  IT  documentation, 
which  may  have  impacted  on  their  views.  As  noted  in  section  6.4.4,  the 
interviewee working  in medical  device  translation  (F)  had  divergent  views  on 
terminological  consistency,  possibly  due  to  regulation  in  that  domain.  The 
sample  was  limited  to  those  who  received  and  responded  to  our  call  for 
participants  via email,  social media, and  at  industry events.  Interviewees  from 
other domains may have brought a different perspective.  
 
In  connecting  the  first  to  the  second phase,  the  findings  from  the quantitative 
study were necessarily interpreted by the researcher to formulate questions for 
the  interviewees.  This meant  that  not  all  findings  from  the  first  phase  were 
represented  in the  interview schedule. The findings from the first phase remain 
accessible  to  other  researchers,  however,  and  could  be  used  to  inform 
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alternative  studies  and  to  generate  further  research  hypotheses  worthy  of 
investigation. 
 





on  the  effect  of  controlling  ST  (possibly  using  author  memory),  by  trying  to 
identify where  inconsistency  is  required  in  target  texts,  and  by  adjusting  the 
source text to limit required inconsistency on the target side. 
 
In section 6.3.2 and 6.5.1,  interviewees discuss  translation clients’  influence on 
consistency, yet  the contribution of clients  themselves  is missing. The views of 
other  stakeholders  in  the  translation process on  consistency would add  to  the 
explanatory detail on  causes of  inconsistency, where  inconsistency  is  required, 
and whether consistency is desirable other than for increasing leverage. Similarly, 

















































































































































































































































































































































































































































































This research by Joss Moorkens of the School of Applied Languages and Intercultural 
Studies at Dublin City University is intended to contribute to a doctoral thesis with the 
provisional title 'A Study of Consistency in Translation Memories', funded by Science 
Foundation Ireland via the Centre for Next Generation Localisation. When completed in 
2012, it is hoped to contribute to the field of localisation. 
 
Participation in the research is entirely anonymous. Throughout the research, the 
participants will remain anonymous and every effort will be made to conceal their identity. 
Therefore, the researcher will change the names of participants and institutions, 
geographical names or any other particulars which can be traced back to any of the 
participants. In order to maintain confidentiality, all audio recordings and transcripts will 
be stored on the researcher’s password-protected computer based at DCU.  
 
All material related to the research will be destroyed by the researcher five years 
following the publication of the doctoral thesis. It is very important that all participants 
understand that their participation is entirely voluntary. They can withdraw from the 
research any time up to the publication of the information. There will be no penalty for 
withdrawing at any stage and the contents of the interviews will have no bearing on any 
assessments or grades. By signing the informed consent form, all participants indicate 
that they understand what the research is about and their participation in the research. 
  
 
Participant – please complete the following (Circle Yes or No for each question) 
I have read the Plain Language Statement (or had it read to me)   Yes/No 
I understand the information provided      Yes/No 
I have had an opportunity to ask questions and discuss this study   Yes/No 
I have received satisfactory answers to all my questions     Yes/No 
I am aware that an audio recording of my interview will be made   Yes/No 
 
I may withdraw from the Research Study at any point.   
 
I have read and understood the information in this form.  My questions and concerns 
have been answered by the researchers, and I have a copy of this consent form.  
Therefore, I consent to take part in this research project 
  
Participants Signature: ____________________________    
    
 
Name in Block Capitals: ____________________________  
        
  
Witness:  ____________________________    
      
  
Date:   ____________________________       






The current research, provisionally titled 'A Study of Consistency in Translation Memories', 
is conducted by Joss Moorkens of the School of Applied Languages and Intercultural 
Studies at Dublin City University. He is supervised by Dr Dorothy Kenny, Dr Sharon 
O'Brien and Mr Reinhard Schäler and funded by Science Foundation Ireland via the 
Centre for Next Generation Localisation. When completed in 2012, it is hoped to 
contribute to the field of localisation and to improve our understanding of the process of 
translation using translation memories. 
 
Participation in this research is in the form of interviews to be recorded digitally. These 
audio recordings will then be transcribed and analysed. The transcribed interviews are 
intended to add detail to quantitative analyses of TM data. Participation in the research is 
entirely anonymous. Throughout the research, the participants will remain anonymous 
and every effort will be made to conceal their identity. Therefore, the researcher will 
change the names of participants and institutions, geographical names or any other 
particulars which can be traced back to any of the participants. In order to maintain 
confidentiality, all audio recordings and transcripts will be stored on the researcher’s 
password-protected computer based at DCU.  
 
All material related to the research will be destroyed by the researcher five years 
following the publication of the doctoral thesis. It is very important that all participants 
understand that their participation is entirely voluntary. They can withdraw from the 
research any time up to the publication of the information. There will be no penalty for 
withdrawing at any stage and the contents of the interviews will have no bearing on any 
assessments or grades. By signing the informed consent form, all participants indicate 
that they understand what the research is about and their participation in the research. 
  
 
If participants have concerns about this study and wish to contact an independent 
person, please contact: 
 
The Secretary,  
Dublin City University Research Ethics Committee,  
C/o Office of the Vice-President for Research,  
Dublin City University,  
Dublin 9.   
Tel 01-7008000 
 
Supervisors contact:  
Dorothy Kenny  dorothy.kenny@dcu.ie 
Sharon O'Brien  sharon.obrien@dcu.ie 
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C: Python Script 
import sys 
import codecs 
from xml.etree import cElementTree as ET 
 
def parse_tmx(tmx_file): 
    """Parse a TMX file in a non‐robust manner and write seg text to 'out' file'.  
    The parse makes use of the itertext()method that is new in Python 2.7.  
    Doing it with Python < 2.7 involves playing with .text, .tail, which is much more 
cumbersome. 
     
    @tmx_file ‐‐ path to a tmx file. 
     
    """ 
     
    try: 
        data = open(tmx_file) 
        parsed_file = ET.parse(data) 
    except: 
        print '%s cannot be parsed' % tmx_file 
    else: 
 
        root_element = parsed_file.getroot() #Get the root element 
        all_segs = [] #Initialize a list to store the final results (that will be written to 
the out file) 
         
        for trans_unit in root_element.getiterator('tu'): #Create an iterator on a 
specific element: tu 
            #FIXME: This should wrapped in a try/except 
            segs = trans_unit.findall("seg") #For each tu value, we try and locate the 
seg(s) element(s) 
            cur_segs = [] #Initialize a temp list to store the text of the current segs 
            for seg in segs: #Loop over the segs 
                cur_text = "" #Initialize a string that will be incremented with text found 
                text = seg.itertext() #This is the crux of the function: an iterator is 
created 
                while text: 
                    try: 
                        cur_text += text.next() # All text is extracted 
                    except: 
                        break #Until there is no text left 
                cur_segs.append(cur_text) #The string is appended to the temp list 
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            #Once we're done, we join the results of each temp list using a tab and we 
append a new line character. 
            all_segs.append("\t".join(cur_segs) + "\n") #The resulting string are 
appended to the list 
         
        out_file = 'outJap.txt' 
        codecs.open(out_file, 'wb', 'utf‐8').writelines(all_segs) #We assume UTF‐8 to 
write the final strings 
        print 'Text has been extracted from %s and written to %s' % (tmx_file, 
out_file) 
 
 
if __name__ == "__main__": 
 
    usage = "python tmx.py path_to_tmx_file" 
    if len(sys.argv) == 2: 
        try: 
            parse_tmx(sys.argv[1]) 
        except: 
            print usage 
    else: 
        print usage  
 
