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Whether crossing the road or enjoying a concert, sound carries important informa-
tion about the world around us. Audio event classification refers to recognition tasks
involving the assignment of one or several labels, such as ‘dog bark’ or ‘doorbell’,
to a particular audio signal. Thus, teaching machines to conduct this classification
task can help humans in many fields. Since deep learning has shown its great
potential and usefulness in many AI applications, this thesis focuses on studying
deep learning methods and building suitable neural networks for this audio event
classification task. In order to evaluate the performance of different neural networks,
we tested them on both Google AudioSet and the dataset for DCASE 2018 Task 2.
Instead of providing original audio files, AudioSet offers compact 128-dimensional
embeddings outputted by a modified VGG model for audio with a frame length
of 960ms. For DCASE 2018 Task 2, we firstly preprocessed the soundtracks and
then fine-tuned the VGG model that AudioSet used as a feature extractor. Thus,
each soundtrack from both tasks is represented as a series of 128-dimensional
features. We then compared the DNN, LSTM, and multi-level attention models
with different hyper parameters. The results show that fine-tuning the feature
generation model for the DCASE task greatly improved the evaluation score. In
addition, the attention models were found to perform the best in our settings
for both tasks. The results indicate that utilizing a CNN-like model as a feature
extractor for the log-mel spectrograms and modeling the dynamics information
using an attention model can achieve state-of-the-art results in the task of audio
event classification. For future research, the thesis suggests training a better CNN
model for feature extraction, utilizing multi-scale and multi-level features for better
classification, and combining the audio features with other multimodal information
for audiovisual data analysis.
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1 Introduction
Sound is important in our daily communication with the world, and recognizing
sound events can provide us with a wide variety of information, such as localizations
and identifications of sound sources, indications of possible dangers, genres of music
or even emotions from speakers. Because of the importance and wide usage of sound,
machines are needed to help and cope with hearing tasks for humans. One of the
most important hearing tasks is audio event classification. This task involves the
assignment of one or more descriptive labels, such as ‘male speech’ or ‘plucked string
instruments’, to a particular audio signal. This task could provide many possibilities
for the artificial intelligence (AI) industries in applications involving the perception
of sound, such as sound print, public surveillance, smart homes, medical information
monitoring, speech recognition, music information retrieval and multimedia content
analysis.
Historically, many challenges related to audio event classification have been orga-
nized for research purposes, especially the challenge of Detection and Classification
of Acoustic Scenes and Events (DCASE). DCASE is a challenge specifically intended
for audio, and it summarizes the state-of-the-art in the machine listening field. Other
related challenges include the genre and mood classification in Music Information
Retrieval Evolution eXchange(MIREX), the CHiMe speech separation and recogni-
tion challenge, signal separation in Signal Separation Evaluation Campaign (SiSEC),
and multimedia content analysis in TREC Video Retrieval Evaluation (TRECVid).
The submissions for these challenges indicate the main research methods and trends
for the task of audio event classification in recent years.
Most of the challenges only focus on the classification of a limited number of classes
or certain clusters of classes, such as bird sounds or genres of music. Fortunately,
Google has created a dataset called AudioSet [18], which has a carefully designed
ontology where 527 classes are organized in a hierarchical tree structure. The
AudioSet ontology covers a wide range of classes, including human, animal, nature,
musical and miscellaneous sounds. Thus, AudioSet is a suitable research dataset for
general-purpose audio event classification. Task 2 from DCASE 2018 is also an audio
event classification task using the AudioSet ontology, even though it only uses 41
classes. Because of its narrower scope, this thesis will firstly perform experiments on
Google AudioSet to obtain a general solution and then adapt this solution to DCASE
2018 Task 2. Both tasks are supervised learning tasks with labeled soundtracks. The
difference is that each example from AudioSet can belong to multiple classes, while
each example from the DCASE task only belongs to one class.
Traditionally, many methods for performing the task of audio event classification
have been adapted from the speech recognition field, such as using mel-frequency
cepstral coefficients (MFCCs) as features and Gaussian mixture models (GMMs)
as classifiers [1]. Other generated features, which mainly use signal processing
techniques, include the mel-frequency spectrum, stabilized auditory image (SAI)
[53], and recurrence quantification analysis features (RQA) [58]. Certain studies
have also incorporated many psychoacoustics features, such as loudness, brightness,
pitch and timbre. GMMs, hidden Markov models (HMMs) [54], non-negative matrix
2factorization (NMF) [37], and support vector machines (SVMs) were commonly
used classifiers. However, recent research has shown that these traditional machine
learning techniques, which have been employed in many fields, such as computer
vision, speech recognition, and natural language processing, can be outperformed by
deep learning. While a part of machine learning, deep learning is inspired by the
communication patterns of our neural system and can perform all kinds of AI tasks
using different neural network structures. In recent years, the DCASE challenges
have seen the wide usage and effective performance of different neural networks.
Therefore, the aim of this thesis is to study deep learning methods in order to
provide a general solution to the task of audio event classification. For the purpose
of accomplishing that, this thesis will compare different neural network structures on
both Google AudioSet and the dataset for DCASE 2018 Task 2. The results will be
evaluated using the score of mean average precision (MAP). This metric is explained
in Section 3.5. The scope of the thesis will be limited to the classification of the
audio events. The thesis will not attempt to solve the audio event detection problem,
where the onset and offset of the event are also needed. The proposed solution to
the tasks mainly used convolutional neural networks (CNNs) for feature extraction
from the log-mel spectrograms and multi-level attention models for recognition of
the time series of features.
The remainder of this thesis is divided into five chapters. Chapter 2 presents the
background of this task, including motivations, applications, challenges, reviews of
previous work and development of deep learning. Chapter 3 explains in detail the
research theory and methods, including the basics of machine learning and some
important concepts of deep learning. Chapter 4 shows the task settings and dataset
analysis for both Google AudioSet and DCASE 2018 Task 2. Chapter 5 defines the
settings for the experiments, such as different model structures and hyper parameters.
Chapter 6 provides and analyzes the results of the thesis. Chapter 7 concludes the
thesis by discussing the performance of different deep learning models and making
recommendations for further research.
32 Background
This section presents the background of the task of audio event classification. It
firstly states the applications and motivations of this task for various fields, such as
public surveillance, speech recognition, music information retrieval and entertainment
industries. This section then demonstrates how methods for performing this task
evolved along history and currently remaining challenges. In addition, the section
introduces the development of deep learning. The development shows how deep
learning gain its significant role after the birth of Rosenblatt’s perceptron concept.
2.1 Applications and Motivations
Teaching machine to hear aims at building a ’smart environment’ system that can
converse with its occupants. This system is expected to conduct a variety of tasks,
including keeping track of things, serving as a security, surveillance, and diagnostic
system, and providing entertainment and communication services [40]. One of the
most important tasks is audio event classification. This classification task can either
be used directly or added into the pipeline of another hearing task. The applications
and motivations of this task are stated here in this subsection.
Recognizing the source of general audio events is one of the most important
goals of machine listening. For the purpose of public surveillance, indication of
possible dangers is from the recognized abnormal audio events from our surrounding
environments, such as gun-shot, scream, and glass crash. These cues of dangers
could help reduce accident rates and provide faster responses. For example, if a
machine hears a gunshot from a certain direction, then a security camera can quickly
turn into that direction to capture important information. A robotic navigation
system could also be built by using the recognized source information of sound
events [7]. For example, the recognition results of an acoustic environment, such as
indoor or outdoor, can help disabled people automatically adjust the control modes
of their wheelchairs to adapt to different conditions of roads. In addition, recognizing
sources of sound can benefit many other fields such as gathering ecological data [5]
by recognizing species in the recordings of a environment, and generating sports
highlights [71] in broadcast programs.
More accurate and robust speech recognition can be obtained using the classifica-
tion results of audio event classification. A good audio event classifier can detect if
an audio signal belongs to speech, music or general sounds. Therefore, it can provide
tools for voice activity detection and segmentation. In addition, different speaker
dependent models can be utilized for better recognition according to the further
classification of speech types, such as male speech, female speech, child speech or
cross-talk speech. Speech recognition accuracy can also be raised by recognizing
the type of a noisy environment firstly and then using corresponding environmental
noise adaptation [32]. The improvement is obvious, especially for noisy and highly
reverberant environments.
In the field of music information retrieval(MIR), recognizing audio events can
provide more detailed analysis of music content. The types of instruments, tempos,
4and changing tones of music can more easily be recognized, since the recognition
is more objective and based on analysis of shorter segments. On the contrary, the
genres and emotions of music are highly subjective descriptions with long decision
time-scale [6]. Therefore, recognition of these labels could be harder. However,
this challenge could be overcame by using neural network classifiers with long time
span. In addition, the amount of music content is increasing heavily these days,
thus providing enough dataset for training more accurate neural network classifiers.
Overall, a good music classifier can help archive music more efficiently and accurately.
Music content providers can also utilize the classifier to provide their consumers
useful applications, such as music recommendation and music generation.
Another important usage of audio event classification is multimedia content
analysis. More accurate analysis can be obtained by the combination of classification
results from audio signals and visual images. This analysis could also be used to
generate audio descriptions of multimedia content. Traditionally, these multimedia
content are annotated by humans with a limited number of labels, which is laborious,
inefficient and less informative. Nowadays, since the amount of multimedia content
is huge and still continually increasing, there exists need to better describe these
content through machines for better accessing, archiving and hyper-linking. For
example, if a sound designer is asked to produce a gun-shot in a cave, then he can
search these keywords to find similar segments for reference or inspiration in a big
corpus. Not only the people who work in Creative Industries will receive new methods
from multimedia analysis. The analysis will also broaden the audiences groups. The
visually impaired people can listen to the generated audio descriptions and people
with hearing loss can read through the audio descriptions for better understanding
the contents.
Recognizing audio events can bring more new possibilities for entertainment fields,
such as gaming, virtual reality, and augmented reality. In shooting games, audio can
give cues on the locations of footsteps and gunshots, thus players can react much
faster and more accurately. A generative model could also be built along with an
audio event classifier to generate certain types of sound. The generative model can
help a production crew to generate more realistic sound textures, such as footstep
and rain sounds, without repeating the same sound in sound effects library. The
generated sound could also have different characteristics, such as distance, direction,
and reverberation, thus providing users an immersive experience.
In conclusion, audio event classification is an important task in the field of machine
listening. It is motivated by many different fields and can be utilized as a powerful
tool in a wide variety of applications.
2.2 Previous Work
Audio event classification has a relatively shorter history than other sound-related
fields, such as automated speech recognition (ASR) and MIR. One of the earliest
work dates back to the 1990s, a system [70] evaluated on the ’Muscle Fish’ database
was created. The system represented a sound class by utilizing various of perceptual
features, including loudness, brightness, pitch, and timbre. It uses Euclidean distance
5as decision criterion to reorder sound based on computed likelihoods. The database
contains 410 sounds in 16 classes varying from 1 to 15 seconds in length. Later, Liu et
al. [39] created a feed-forward neural network using the similar perceptual features with
the addition of sub-band energy ratios. Their work was evaluated on collected audio
clips containing five classes: news, weather reports, advertisements, basketball and
football games. The result showed the effectiveness of the discrimination capability
of perceptual features.
MFCCs were firstly used in Foote’s work [15] in 1997 with a quantization tree-
template classifier for audio classification/retrieval. The output of this system is
a list of audio files ranked by similarities to expected classes. Then this list was
evaluated by the score of average precision (AP). AP can simply be interpreted as
the ratio between the number of relevant documents and the number of top-ranked
documents. Foote’s results were also compared with the ’Muscle Fish’ system [70]
mentioned previously. The results showed that their schemes performed differently
with respect to different types of classes. The ’Muscle Fish’ system, which utilized
many psychoacoustically-derived features, performed better in music-related classes
which contains important timbre information. The tree-based classifier tended to
classify sounds based on pitch other than timbre. Thus, the choice of classifiers might
be application dependent. Gaussian mixture models (GMMs) then became main
standard classifier for audio classification.
In 2003, Guo and Li [25] combined perceptual features from [70] and the cepstral
coefficients which can capture the shape of a frequency spectrum [25]. They focused
on support vector machines (SVMs) as classifiers for audio event classification. Their
results showed that SVM-based method had lower error rates and higher retrieval
accuracy than other previous methods for all testing-sets. Until now, SVM is still a
popular approach for classifications.
Hidden Markov models(HMM) were also quite popular in this field. In 1998,
Couvreur et al. [9] incorporated a HMM-based classifier for the environmental noise
recognition of five classes. Their results showed that this approach outperformed the
average-spectrum-based classifiers and worked better than human’s recognition. In
2003, Nishiura et al. [51] also proposed a HMM-based environmental sound source
identification system for robust speech recognition. Their system showed good
accuracy in identifying environmental noise sounds, speech, and the mixture of them.
Later in 2006, Ma et al. presents a HMM-based acoustic environment classifier that
incorporates a adaptive learning mechanism and a hierarchical classification model
[41]. The proposed classifier could provide good results on recognizing everyday
environments.
Many previous works [8] [44] treated sound as monophonic with only one audio
event appearing in the time segments. However, general audio events are much
more complex and have polyphonic characteristics. Thus, recognition of these
polyphonic audio needs special consideration. One possible solution is to apply source
separation on the polyphonic audio and analyze the separated audio separately [52].
A research [19] treated a polyphonic audio as the linear-combination mixtures of
many monophonic audio events. The weights for each class could be obtained by
non-negative matrix factorization. However, sound source separation will continue
6to be an unsolved problem [67].
Public challenges, such as DCASE, MIREX and TRECVid, are beneficial for
benchmarking and evaluation of proposed solutions, providing further directions, and
comparing different systems. DCASE 2016 had the task of audio event classification
in task 4, but this task was only for domestic sounds. In this year, DCASE 2018
Task 2 extended the recognition task on more general sounds. DCASE also had
similar challenges called acoustic scene classification, which could also provides useful
materials for research in the task of audio event classification. In DCASE 2016,
almost all submissions incorporated MFCCs as features because of their compact
representation of spectrum. Other features included the CQT-based time-frequency
representations [4] where they used the Constant Q-transform to generated time-
frequency matrix for recordings, the RQA parameters that models the stationarity of
MFCCs [58], the gradient histograms of spectrograms [57], and the linear regression
coefficients of local features which contains trending information along time axis of
audio signals [17]. All the previously mentioned features shows the importance of
modelling the time evolution of an audio signal. As for learning algorithms, almost
all submission implemented discriminative learning algorithms, such as SVM, GMM,
and HMM, except for one using an i-vector based system [12]. SVM seemed to
be the optimal choice of classifiers by then, since almost all the submission that
outperformed the baseline utilized SVM methods. The results of DCASE 2016 also
revealed that traditional MFCC+GMM/HMM based pipeline had reached a ceiling
[2], alternative paradigms were needed for stepping into a next level.
Because of the fast development of deep learning, the submissions of DCASE
2017 changed greatly. Almost all submissions used some forms of neural networks,
such as DNN, CNN, and RNN. In addition, log-mel energies and different forms of
spectrograms were used in almost all the submissions that outperformed baseline
results. The work achieved the best performance [48] used convolution neural networks
(CNNs) on log-mel energies for extracting local frequency information and used long
short-memory units (LSTMs) for modeling the temporal evolution of an audio signal.
They used SVM and DNN as classifiers, and the final results were the ensemble
outputs from both classifiers. One highlight of this work is that they used Generative
Adversarial Networks (GAN) [22] for generating additional training samples. The
second best work [26] utilized different mel-spectrograms as features including left,
right, middle and side channels for more spatial information. They also separated
the sound into harmonic and percussive parts using the harmonic-percussive sound
separation (HPSS) algorithms. Then, the mel-spectrograms of the two parts were
also computed. Background subtraction using median filtering [47] was applied for
all the extracted mel-spectrograms for better representation of an audio signal. After
that, all the mel-spectrograms were fed into different CNNs and then the output
probabilities of all CNNs were averaged for final decision. Overall, the submissions
and results in DCASE 2017 showed that deep learning and neural networks had
climbed to the dominating position in this filed of study.
Recently, Google released a large weakly labelled dataset, named as AudioSet
[18]. AudioSet is well designed for the task of audio event classification. This dataset
consists of around 2 million 10-second videos from YouTube with labels from an
7ontology of 527 classes. This ontology has an hierarchy tree structure and covers a
wide range of everyday sounds. FreeSound [14] is a dataset following the AudioSet
ontology. It aims at providing internet users a platform to enrich and label the mass
amount of sounds. Therefore, this thesis uses datasets that follow the AudioSet
ontology for experiments.
In conclusion, deep learning has gained its dominating position nowadays and
gradually replaced many traditional modules in the task of audio event classification.
Therefore, this thesis focused on studying deep learning methods for the task.
2.3 Challenges
Deep learning is the current state-of-the-art approach for the task of audio event
classification. As seen in many deep learning tasks, the lack of enough clean data
is always one major challenge. Performing this task using deep learning methods
involves training a model using many soundtracks with correctly labelled tags. The
machine will learn from the data and gradually gain the ability of classifying sounds.
For the purpose of building a good classifier, the machine needs a large amount of
data with certain quality standards. Google AudioSet offers a great ontology to
follow, and Freesound provides a platform for internet users to contribute and label
sounds with respective labels. However, the existing datasets are highly unbalanced,
and some classes only have limited number of training samples. Collecting and
labeling audio samples will still take a huge amount of time and effort. In addition,
the soundtracks of online resources are gathered from different recording and coding
situations. Therefore, they can have different channels, formats, and qualities. This
brings about a problem on how to properly use the various types of audio.
Another challenge is dealing with labels having different levels of abstractions.
The labels for audio event classification can have different levels of abstractions [38],
including objective descriptions that are more specific and global comprehensive
descriptions that tend to depict the overall characteristics of an audio signal. It
normally takes shorter time to identify objective descriptions, such as dog, gunshot,
and laughter. These descriptions tend to have repetitive patterns along the whole
segments of audio. On the other hand, global comprehensive descriptions are usually
more abstract and take longer time to identify. For example, recognizing the genre
of a music piece needs longer analysis time and finding how the music components
interleaved together. Even for humans, these descriptions could take layers of
considerations to infer, and the results can differ from person to person, because
some classes can be highly subjective. Thus, the level of abstractions must be taken
into account when deciding classification methods.
AudioSet has given a complete and well defined ontology with an hierarchical tree
structure, which gives a challenge when compared to a classification task with a flat
ontology. A class with lower hierarchy belongs to its parent class. For example, the
classes ’saxophone’ and ’flute’ both belong to the class ’woodwind instruments’. For
an ’acoustics guitar’ sound, the labels from higher hierarchy to lower hierarchy are
listed as follows: ’music’, ’musical instruments’, ’plucked string instruments’, ’guitar’,
and finally ’acoustic guitar’. This hierarchical classification problem is different from
8flat classification in a way that some prior probability exists from parent nodes.
Taking into this connectivity into consideration might improve the performance.
Structured probabilistic models are one solution to build models with connectivity
relation between nodes. Another problem in the hierarchical classification is deciding
the stop levels of classification. Sometimes, a parent class can describe a event better
than wrongly identified sibling class. For example, ’acoustics guitar’ is better be
classified as its parent class ’guitar’ rather than sibling class ’electric guitar’.
It will always be a challenge for creating a more advanced algorithm, including
engineering features and designing different neural network structures. Considering
the spatial and harmonic information of audio is one direction to enrich features.
For example, the work [26] utilized spectrograms from four different directions as
spatial information, and it also used the spectrograms of both the harmonic parts
and the percussive parts of an audio signal. Modeling the time evolution structures
and dealing with variable length of audio files are also important when designing
an algorithm. Truncating and zero padding is one solution for the variable length
problem, but the choice of fixed length must be carefully chosen. For modeling the
time evolution structure, RQA parameters [58], gradient histograms of spectrograms
[57], and linear regression coefficients of the local features [17] have been used in
previous work. The temporal information can also be modelled in recurrent neural
networks and attention structures. More advanced algorithms include modelling the
hierarchical connectivity between classes, such as utilizing structured probabilistic
models.
Another challenge and future research direction is combining audio features with
other multimodal information for multimedia analysis. Multimodal information
includes visual images, locations, geometric shapes, temperatures, and humidity
values. These multimodal information can be combined with audio information to
help build a better machine listening system [2]. In video content analysis, audio
features and visual features can support each other and be combined together for
providing better audio descriptions. The produced description can be used for
storytelling, archiving and hyper-linking.
2.4 Development of Deep Learning
As part of machine learning, deep learning has recently achieved great success in
many fields, such as computer vision, speech recognition, and natural language
processing. However, deep learning was not always that popular and even suffered
several huge drawbacks along the history. This subsection will discuss the history
and development of deep learning.
The birth of neural nets dates back to 1958, when psychologist Rosenblatt devel-
oped the concept of perceptron [59]. Rosenblatt’s presented perceptron model follows
the working principles of neurons in our brains, and it showed great resemblance to
linear regression. The perceptron takes from several binary inputs, each of which is
multiplied by its respective weight. Based on the sum of all these multiplications
and a threshold value, the perceptron would output 1 if the sum is greater than
the threshold and output 0 otherwise. Figure 1 shows this working process of a



12
for the development of deep learning because of many other limitations, such as
slow functioning computers, limited algorithms, and people’s lack of interest. Then,
support vector machines (SVMs) and random forests became more popular because
of their nice mathematical theories and relatively good performance.
Research on neural nets did not stop entirely in this AI Winter. Some researchers
came up with a new name ’deep learning’ for neural nets as the new branding
technique. Later a study in 2006 ushered the research on neural nets into a new
era [27]. This study stated that some weights initialization techniques that have
the possibility of avoiding the problems of vanishing and exploding gradients. The
initializing weights were firsty defined by training the nets under an unsupervised
manner. The pre-trained weights then became good starting point for the mode to
learn. In this method, not only weights are initialized in a more optimal approach,
high level representations of the data are also learned. This initialization approach
solved the dilemma that manually designed features failed to work well. Furthermore,
the speech recognition field has another breakthrough study [46], where deep belief
neural nets broke a decade-old record on a dataset.
The increasing computation power of computers and the usage of GPU are also
major improvements in the development of deep learning. More advanced computers
and GPUs allow computers calculate the weights in a faster speed. Furthermore,
using GPUs for parallel computing makes training with bigger datasets and deeper
networks possible. A study [56] in 2010 stated that using GPUs is approximately 70
times faster than using CPUs. During this time period, another improvement is the
increased understandings and modifications of activation functions. Rectified linear
units were discussed and seen as the best activation function [31] [49] [20] because of
its simplicity with the function of f(x) = max(0, x). This simplicity allows faster
learning than sigmoid and tanh, although having hard non-linearity at 0. Rectified
linear units were proved to be able to achieve same or better performance without
unsupervised pre-training for large labelled datasets [20], which is a milestone in
training deep neural networks. Dropout, as another key concept of deep learning, was
invented by Geoffrey Hinton et al. in 2012 [28] to prevent the co-adaptation of neuron
units, thus avoiding the overfitting problem. The authors also submitted an entry [35]
to the ILSVRC-2012 computer vision challenge and ranked in first place with an error
rate of 15.3%, which was far better than the second place 26.2%. They incorporated a
CNN structure, ReLU units, GPU computation, and the dropout concept. After that,
CNN and deep learning finally started to gain enough attention and become popular.
This was thought the climax in the development of deep learning. Deep learning
then has been studied in many other fields, and various well-designed structures and
advanced algorithms have been proposed. LSTM also made a huge comeback from
2009 to 2014 in many fields, including natural language text compression, handwriting
recognition [23], and speech recognition [24]. However, longer traversing along cells
in LSTM might cause vanishing gradient problem, and the LSTM structure could
take many resources which make the current need of real-time processing hard to
achieve. In recent years, the advent of attention [72] mechanism in 2015 caused
gradually increased replacement of RNNs and LSTMs because of its simplicity and
need for low resources. These replacement with attention-based models were already
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seen in many huge companies, such as Facebook [16] and Google [66].
In conclusion, deep learning has become one of the most useful and popular
research topic with the help from many aspects, such as the big amount of nicely
defined large datasets, occurrence of faster computers, well-designed deep learning
structures for different applications, optimal initializing techniques, non-linear ac-
tivation functions, and more advanced optimization and generalization techniques.
Therefore, this thesis focuses on studying deep learning methods for the task of audio
event classification.
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3 Research Theory and Methods
This section focuses on explaining the research theory and methods for our research
tasks. The basics of machine learning is firstly introduced, including the relationship
between deep learning and artificial intelligence, definitions of several technical
terms, and the common work-flow for an AI task. Regarding of deep learning,
several important concepts are introduced, such as activation function, loss function,
backpropagation, optimization, regularization, and structures of different models. In
addition, this section discusses the procedure of computing log-mel spectrograms.
3.1 Machine Learning Basics
Machine learning is an approach to build AI systems that can perform tasks for hu-
mans, such as understanding language, recognizing visual and sound objects, playing
chess, and even driving the cars. It uses data as resources and let computers gradually
improve the performance on certain tasks without being explicitly programmed [61].
Deep learning is an approach belongs to machine learning, other common approaches
include Bayesian networks, support vector machines, decision tree learning, and
hidden Markov models. Understanding the basic principles of machine learning
would help understand deep learning, since deep learning has been strongly shaped
and influenced by some traditional machine learning methods.
Tom M. Mitchell provided a definition of machine learning. It indicates that a
computer program is expected to complete some tasks T and then learn from the
experience E when performing the tasks. ’Learning’ means the evaluation of the
performance P would improves as experience E progress.
The tasks T include common AI tasks, such as classification, regression, machine
translation, speech recognition, natural language processing, speech or image synthesis,
and denoising. In this thesis, the task is audio event classification involving specifying
the categories of an audio signal. One task in this thesis is to infer one label from 41
classes for an audio signal, while the other implementation is to infer one or multiple
labels from 527 classes for an audio signal. The former task is called multi-class
classification, where a machine needs to classify a sample into only one class from
many options. The latter task is called multi-label task where a machine needs to
infer one or more classes from multiple selections.
As for performance P, every task needs a quantitative measure for evaluating
the learning algorithms. The evaluation allows machine find the best model with
great generalization ability. For classification tasks, the models often use accuracy
as performance. Accuracy indicates the proportion of correctly predicted samples.
Error rate is another equivalent for accuracy. But for some cases, accuracy might not
be informative at all. In cancer prediction, where only a few samples are positive, the
model can achieve very high accuracy if it predicts all samples to be negative. Other
measures, such as precision and recall, could be better choice in that case. For certain
tasks, such as machine translation, the evaluation might be a little complicated.
Since a single input sentence might have multiple suitable translations with different
length, special evaluation scores need to be designed. Two commonly used metric
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for evaluating machine translation are BLEU (bilingual evaluation understudy)
and METEOR (Metric for Evaluation of Translation with Explicit Ordering). In
conclusion, the evaluation score for performance P should be application dependent,
and sometimes a high score does not always indicate the performance of a model is
good.
Experience E simply means experiencing a given dataset during the learning
phase. The dataset is a collection of examples, each of which contains one or multiple
features. For instance, the collection of heights and weights for students in a primary
school is a dataset. Each student represents a training example, which contains
two features height and weight. The experience can be roughly divided into two
main categories, supervised learning and unsupervised learning. For supervised
learning, each example is associated with a label or a target result. In our primary
school example, the label is the age of a student. So a machine will experience this
labelled dataset and learn to infer the age of a primary school student given the
height and weight. As for unsupervised learning, the machine is expected to learn
some characteristics only from the dataset. An example demonstrates unsupervised
learning would be clustering students into several groups, where the students have
similar heights and weights.
Based on the explanations of T, P, E. The common work-flow of a machine
learning task is demonstrated as follows. For example, the dataset is a collection
of heights and weights from 2000 students in a primary school. The task T is to
infer the age of a student from his height and weight. Since this is a supervised
learning task, the ages of the students are also given. First of all, features need to be
extracted from the dataset. In this case, the features can be represented as a matrix
X ∈ R2000×2, where 2000 represents the number of students and 2 represent the two
features, height and weight, for each student. xi is a 2-dimensional vector represents
the height and weight of the ith student. The labels can be represented as a vector
y ∈ R2000×1, where yi is the age of the ith student. The task then can be described
as finding a model f which can map the height and weight of a student to his age:
f(xi) = yi. In order to evaluate the performance of the model, some students need to
be selected as testing data. The students should be chose randomly so that they can
represent the general distribution of this dataset. The split ratio between training and
testing data may vary with different cases, a common reasonable choice is 4:1. With
that ratio, the model is trained with 1600 examples and evaluated using the rest 400
examples. The evaluation of performance P on the testing data can be accuracy in
this case, which is the ratio between the correctly predicted number and the number
of all students in the testing set. Then the training data along with the labels are fed
into a machine learning model to learn. Designing a good model might be the most
important part in the work-flow. A well-defined model will gradually reduce training
error as the training proceeds. However, small training error does not always mean
the model is good enough. A good model should have great generalization ability.
Generalization means it should also have good performance on general data other
than the training data. The testing error is a good indicator on how well the model
generalizes. As the training starts, both the training and testing error would start
to decrease. At a certain point, when the model starts to memorize the original
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Figure 13: DCGAN network structures [55]. In this model, fully connected layers
and deconvolution layers are used. The deconvolution layer is just the reverse of a
convolution layer which will be discussed in later section.
J(θ). The modified loss function J˜(θ) then becomes:
J˜(θ) = J(θ) + αΩ(θ) (8)
The α ∈[0, ∞] is the hyperparameter that controls the contribution of the penalty.
α = 0 means no regularization, and larger α means more regularization [21]. For
L2 regularization, the regularization term is defined as: Ω(θ) = 1
2
‖θ‖2
2
. Equation 9
and 10 show how new weights are updated. Parameter  is the learning rate, and
the weight decay term has modied the learning rule to multiplicatively shrink weight
vectors by a constant factor α at each step [21]. Thus, L2 regularization is also
called weight decay.
∇J˜(w) = ∇(J(w) +
α
2
wTw)
= ∇J(w) + αw
(9)
w ← w − ∇J˜(w)
w ← w − ∇J(w)− αw
(10)
For L1 regularization, the regularization penalty term is defined as: Ω(θ) = ‖θ‖
1
=∑
i |θi|. From Equation 11 and 12, it has been shown that L
1 regularization reduces
constant value from the weight. Some weights can reduces to 0 with L1 regularization,
thus having in a sparse model. Since L2 regularization reduces weights in a constant
ratio manner, the weights will progressively move to zero with decreasing steps.
∇J˜(w) = ∇(J(w) + α ‖w‖
1
)
= ∇J(w) + αsign(w)
(11)
w ← w − ∇J˜(w)
w ← w − ∇J(w)− αsign(w)
(12)
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3.2.5 Optimization
The optimization stated here focuses on finding weights and biases that can minimize
the loss function the most. The challenges during optimization process are firstly
introduced, such as the saddle points and local minima. Several gradient decent
variants are also explained and compared, including batch gradient decent, stochastic
gradient decent, and mini-batch gradient decent. In addition, this part discusses
some gradient descent optimization and learning rate adaptation techniques.
The contour of a 1-dimensional loss function is already shown in figure 10.
However, the weight could have tens of thousands dimensions, thus causing an
extremely complicated loss function. One challenge is that the local minima also has
a gradient at zero as the global minima. If weights are initialized at a point close to
local minimum, the loss of a model can easily converge into this minima point, thus
arriving at the wrong destination. Saddle point has a local minima in one direction
and a local maxima in the other direction. This structure could make gradients
oscillate along the local-minima direction. Even though gradients are fortunate
enough to land in the point of global minima, it might also oscillates in the valley
because of a large learning rate. Thus, the goal of optimization is to quickly reach
the global minima without being trapped in local minima and saddle points.
Applying gradient decent after different number of training examples results in
3 gradient decent variants, which are batch, stochastic, and mini-batch gradient
decent. Batch gradient decent only updates a model using all training examples.
This variant has fewer updates, thus it is more computational efficient but might
require big memory for large dataset. Since it is based on the whole training dataset,
the error gradient would flow in a more stable manner. This stability might also
make gradient trapped in local minima or saddle point. On the contrary, stochastic
gradient descent updates a model for one random training example. This frequent
updates behaviour makes it possible for online monitoring, even though it is more
computationally heavy. Updating a model only on one example also means adding
random noise on gradient, thus making the error jump around and avoiding local
minima. Mini-batch gradient descent is a combination between the previous two. It
randomly select certain number of training examples for training and then apply
gradient descent. The selected number is called batch size. If the batch size equals to
1, then it will become stochastic gradient descent. If the batch size equals to the size
of the training data, then it will be the same as batch gradient descent. Thus, the
ability of adjusting batch size provide more freedom for users. Smaller size would
resemble stochastic gradient descent which has faster converging time and noise.
Larger size would resemble batch gradient descent which has more accurate estimate
but the risk of being trapped at local minima or saddle points. Figure 16 shows the
validation loss with different number of batch size. It indicates that smaller batch
size can converge faster but can be more noisy. Overall, mini-batch gradient descent
is the most recommended option due to its variability. The common choice should
be numbers at the power of 2 to fits the memory requirements of the GPU or CPU.
For the optimization of gradient decent algorithms, two main strategies are
incorporating the momentum and adjusting learning rates adaptively. The momentum
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For the tasks of audio event classification, dynamic changes are important charac-
teristics to model. Although spectrum structures are quite useful for the recognition
of melodic sound and instruments, sometimes dynamic changes might also be needed
in classes with high abstract level descriptions. Some high abstract level descriptions
include music genres, such as ’hip hop music’, ’rhythm and blues’, and ’rock music’.
Recognizing them is harder than instruments, because this recognition involves the
time evolution of musical components. For recognizing those less musical classes
such as ’gunshot’ and ’knock’, the temporal envelopes are more helpful.
An example of attention model can be seen in Figure 26, where Bn represents a
time series with fixed length T , and x1 ∼ xT are the T instances of this series. fk
Figure 26: An attention model example [34].
represents the classification process and fk(xn) is the classification results for instance
xn. For audio input, xn could be a image of spectrogram, and fk could therefore be
some types of CNNs applying on the image. Attention models attempt to model the
weights or importance of each instance in a time series, thus making more relevant
instances have higher contributions for classification. The weights vk(x1) ∼ vk(xT )
are firstly learned for each instance. However, the sum of the weights is not equal to
1. Then a softmax layer can be used to normalize the weights to pnk(x1) ∼ pnk(xT ) so
that
∑
i pnk(xi) = 1. Finally, as shown in Equation 22, the final prediction probability
can be obtained for a class by multiplying the classification results fk(x1) ∼ fk(xT )
with respective normalized weights and summing them together.
yk = Epnkfk(X)
=
∑
i
fk(xi)pnk(xi)
(22)
Since 2-dimensional audio spectrograms can also be treated as image data, audio
event classification therefore can take similar CNN models as image classification.
However, the classes for audio are highly diverse, and they favor different levels of
abstractions and time spans. Recognizing a piano sound only takes a short segment of
spectrograms, but higher level analysis might be needed for global and comprehensive
classes, such as acoustic scenes and music genres. Combining features extracted
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their own attention models. Finally, the classification results from these attention
models are aggregated together for the final layer of classification.
3.3 Log-Mel Spectrogram
Audio input features are less obvious than images, and lossless raw audio waveform
contains a long stream of digits. Historically, hand-crafted features are specifically
designed and computed for relevant applications. Methods for building the features
are mainly based on different forms of spectral shapes involving fast Fourier transform
on raw audio waveform. Recently, utilizing raw audio waveform as direct input for
neural networks becomes possible, and it can achieve relevant good results. However,
utilizing raw audio waveform is still not fully developed yet, many applications still
use the traditional features of spectral shapes.
MFCCs, which contain lossy spectral shapes for audio segments, have shown their
effectiveness for phoneme recognition. However, MFCCs are compact and compressed
features that are quite limited for general audio event classification. Therefore, the
various types of audio events need a more detailed spectral representation.
Spectrogram is a better alternative which has a series of spectrum representing the
time evolution of frequency components. The log-mel spectrogram resembles a lot to
the working mechanism of our cochleas. Cochleas are hearing organs of human used to
perceive sound. Spectrum contains an array of values which representing the strength
of corresponding frequencies, while cochleas also perceive sound according to different
frequencies. Sampling rates could affect the effective frequency range of spectrum.
According to Nyquist theorem, loss does not exist for frequency components whose
frequencies are smaller than half of the sampling rate. The frequency range of humans’
hearing is approximately between 20 Hz to 20,000 Hz, which provide good reference
when choosing sample rates. However, the perception of frequencies in cochleas is
not constant nor linearly proportional with frequency. Stevens et al. proposed the
perceptual mel scale of pitches based on the experimental and averaged results of a
set of people subjects [63]. This scale provides a more suitable model for the sound
perception of human. Therefore, common spectrograms need to be converted into
mel spectrograms by a mapping shown in Equaltion 23 [63].
m = 1127ln(1 +
f
700
) (23)
f refers to actual frequency, and m is the mel frequency. Since human perceive the
loudness of sound logarithmically, a log operation is performed for the values of mel
spectrograms. The converted spectrograms are called log-mel spectrograms and are
used for the tasks of this thesis.
The computation of the log-mel spectrogram is described as follows. The raw
waveform for an audio signal is firstly split into overlapped frames. The frame length
is normally 15-25ms where audio can be perceived as approximately stationary. The
hop-size, normally around 10ms, represents the time-shift between frames. This shift
can reduce information loss caused by the split. Besides, a windowing function is
generally applied for each frame. The windowing functions normally are smooth
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4 Research Tasks
This section describes the two research tasks of the thesis: Google AudioSet and
DCASE 2018 Task2. It introduces the settings for both tasks and analyzes both
datasets in detail. Furthermore, the evaluation metric for these tasks is also explained
here.
4.1 Google AudioSet
Figure 29: Top 2 layers of Google AudioSet ontology [18]
Google has created a dataset called AudioSet along with a carefully structured
hierarchical ontology of 632 classes. Figure 29 shows the top two layers of this ontology.
This dataset can be used for performing a multi-label classification task involving the
assignment of one or more labels from the given classes. The creation of AudioSet
involves human annotators probing the presence of audio classes from the given 10-
second segments of YouTube video [18]. All the audio tracks in the dataset are chosen
as 10-second long. The given information includes the video ID from YouTube, start
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Table 2: Average Precision for the returned classification results.
1 2 3 4 5 6
Classification
Results
1 0 1 1 0 1
Precision 1 / 2
3
3
4
/ 4
6
two samples. Equation 24 shows the calculation of MAP by averaging AP scores
over all classes.
MAP =
1
N
N∑
i
APi (24)
For the DCASE task, the evaluation uses Mean Average Precision @ 3 (MAP@3)3.
The detailed implementation and explanation can be seen in the footnote link. Simply
speaking, up to three predictions can be given even though only one correct label
exists. The order of predictions matters in this setting. If the correct label is predicted
at the 1st position, a system can get a score of 1. Placing in a 2nd position means
a score of 1/2, and 3rd position represents a score of 1/3. If no correct answer is
given in the three predictions, the score would be zero. The average of scores for all
testing samples is defined as the final evaluation score.
4.3.2 Area Under Curve
Table 3: Explanation on TP, FP, TN, and FN.
audio event
present absent
positive True Positive(TP) False Positive(FP)
negative False Negative(FN) True Negative(TN)
Area under curve(AUC) is the area under the receiver operating characteristic (ROC)
curve, where true positive rate (TPR) is plotted against false positive rate (FPR) for
different cut-off criterion. Table 3 explains true positive and false positive. Positive
or negative means if a sample belongs to a class, while true or false means if a sample
is correctly classified or not. Therefore, true positive means the prediction of an
audio sample is true and the corresponding audio event does present in the sample.
False positive means the prediction is false but the expected audio event does not
present. The following equations explain the calculations of TPR and FPR. Based
on different criterion value, many TPR and FPR pairs can be obtained. Plotting
the pairs into a graph would give the ROC curve shown in Figure 35. Since a good
classification system should have a high TPR and low FPR, the system with perfect
3https://github.com/benhamner/Metrics/blob/master/Python/ml_metrics/average_
precision.py
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5 Experiments
This section states both experiments for Google AudioSet and DCASE 2018 Task 2.
Methods used for AudioSet are explained in detail, including the preparation of the
input features, mini-batch balancing techniques, and different model structures. For
DCASE Task 2, an additional fine-tuning process is introduced before generating
input features for neural network models. Pitch-shifting, truncating and repeating,
and mixup are used for augmentation and generalization. In addition, this thesis also
trains multi-level attention models with different number of segments for the DCASE
task. Both experiments aimed at finding difference among multi-level attention
models with different combination of levels and segments.
5.1 Google AudioSet
5.1.1 VGGish Generated Features
Firstly, the forms of training data need to be specified for the input of a neural network.
As mentioned in previous section, each training example from AudioSet contains 10
instances, each of which has 128 compact features representing the corresponding
960ms audio segments. Thus, the input size is (N, 10, 128) for AudioSet with N
representing the number of training data and 10 representing the 10-second segments.
To get features with dimension 10 × 128, the 10-second audio is firstly split
into 10 non-overlapping 960ms frames. For each 960ms frame, the 96× 64 log-mel
spectrograms are computed following the hyper parameters shown in Table 4. Since
Table 4: Parameters for getting the log-mel spectrogram
Parameters
Re-sampling Rate 16kHz
STFT Window Length 25ms
STFT Window Type Hann
STFT Hop Size 10ms
Number of Mel Bins 64
Min Frequency for Mel 125Hz
Max Frequency for Mel 7500Hz
these audio files are gathered through many YouTube videos from all over the world;
they might have different types of recording qualities, including sampling rates,
number of channels, bit-depth. Therefore, a standard, which is neither too high
nor low, is needed to convert those files into one format. For example, a higher
sampling rate will not help if the original sampling rate is already too low. The
audio files are firstly averaged into one channel and then re-sampled into 16kHz.
According to Nyquist theorem, the frequencies below 8kHz are perfectly retained if
the sampling rate is 16kHz. Frequencies below 8kHz represents a reasonable range for
identifying common audio events. Increasing sampling rate will give more information
of audio contents and possibly increase the performance of an audio event classifier.
45
Then log-mel spectrograms are computed following the parameters in Table 4 and
procedures in Section 3.3. Since the number of mel bins is 64 and the hop size is
10ms, the log-mel spectrogram for 960ms audio would have dimension of 96× 64.
Finally, the computed spectrograms are fed into the pre-trained VGGish model for
the generation of 128 features. The structures and explanation of VGGish can be
seen in Table 1. These features are further processed using principal component
analysis (PCA) and 8-bit quantization.
5.1.2 Mini-batch Balancing
The training data contains a balanced dataset and an unbalanced dataset. The
balanced dataset has at least 59 examples for each class, many classes have more
examples due to the label co-occurrence. The classes with higher hierarchies normally
have more examples. For example, the class ’guitar’ and ’flute’ both belong to the
class ’musical instrument’. The balanced dataset has only 22,160 training examples,
while the unbalanced dataset has 2,041,789. The distribution of these classes are
highly unbalanced, which is shown in Figure 30 and 31. This could be a problem
during the training phase, because a model tends to focus more on classes with many
training examples and stops learning from classes with fewer examples.
To fully use the data and avoid the problem of data imbalance, this thesis uses a
technique called mini-batch balancing. Mini-batch balancing means assigning equal
number of training examples for each class in a training batch. After the combination
of the balanced and unbalanced training set, this thesis set a certain batch size. The
parameters of a model are updated after each batch. For every batch, equal number
of examples from each class are selected for training. Since the batch size is not
always the integer times of the number of the classes, extra examples have to be left
out into the next batch. If the batch size is 500, and one example from each of the
527 classes is taken, 27 extra examples are needed to be fed into the next batch. But
for the next batch, only 500-27=473 examples are needed. Thus, the training will
still overall be balanced.
5.1.3 Different Model Structures
Inspired by studies [34] and [73], this thesis decides to compare the performance
among deep neural nets (DNN), long short-term memory networks (LSTM), attention
models, and multi-level attention models. All the activation functions are ’relu’ except
that the final classification layer use ’sigmoid’ activation with AudioSet being a multi-
label classification task.
The detailed model settings can be seen from Table 5, 6, and 7 for DNN, LSTM
and multi-level attention models respectively. All of them used batch normalization,
dropout rate of 0.4 and Adam optimizers. For the DNN models, a 1-dimensional
global average pooling layer is also added to get the average results for these 10
instances. For the LSTMs, they use the same number of hidden units as DNN and
feed the last output from LSTM layer to the final classification layer. As for the
multi-level attention models, they basically have the same structure as DNN with
the additional attention mechanism added after each levels. In Table 7, (h1, h2,
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Table 5: Parameters for DNN model
DNN Parameters
Number of Hidden Layers 3
Number of Hidden Units [600, 600, 600]
Batch Size 500
Optimizer Adam(β1=0.9, β2=0.999)
Learning Rate 0.001
Dropout Rate 0.4
Batch Normalization Yes
Table 6: Parameters for LSTM model
LSTM Parameters
Number of LSTM Layers 1
Number of Hidden Units 600
Return Sequences False
Batch Size 500
Optimizer Adam(β1=0.9, β2=0.999)
Learning Rate 0.001
Dropout Rate 0.4
Batch Normalization Yes
h3) means the first, second and third hidden layer. One or many output from these
hidden layers can be selected as input for the attention layers. For the example
shown in Figure 27, levels=[h1, h3] means only concatenating the output from the
yellow and green attention layers for the input of final classification layer. In total,
these experiments have 7 different settings for 3-level attention models: [h1], [h2],
[h3], [h1, h2], [h1, h3], [h2, h3], and [h1, h2, h3].
During the training process, binary crossentropy is used as the loss function. Since
the combination of balanced and unbalanced training set is too larger. Thus, MAP,
AUC, and d-prime scores for the evaluation set are computed for every 1000 iterations.
The model will stop training when MAP scores stop increasing for continuous 10
times.
5.2 DCASE 2018 Task2
5.2.1 Preprocessing
The dataset for DCASE 2018 Task2 uses actual audio files instead of the compact
128-dimensional features of AudioSet. This is a more general setting for the audio
event classification task, and the usability of the VGGish feature-extractor from
AudioSet can also be tested in this challenge. The files are provided as PCM 16 bits,
44.1 kHz, mono format. However, this format is the result after conversion. The
original recording qualities can be quite different, since they are collected from users
all over the world. For the preprocessing, the silence parts at the beginning and the
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Table 7: Parameters for multi-level attention model
Multi-level Attention model Parameters
Number of Hidden Layers 3
Number of Hidden Units [600, 600, 600]
Levels 1 or many from [h1, h2, h3]
Batch Size 500
Optimizer Adam(β1=0.9, β2=0.999)
Learning Rate 0.001
Dropout Rate 0.4
Batch Normalization Yes
end are trimmed because of their irrelevance for classification. Librosa4 toolbox is
used for the trimming. The silence parts in the middle remained untouched, because
they might contain important dynamic information for the classification. The volume
of these audio files can be quite different, thus their amplitudes are normalized to [-1,
1] using the same librosa toolbox. Finally, the trimmed and normalized audio files are
split into non-overlapping 960ms frames for the generation of log-mel spectrograms
with dimension 96× 64. These spectrograms are used for fine-tuning the VGGish
model.
5.2.2 Fine-tuning the VGGish Model
The original VGGish model is trained for Google AudioSet with 527 classes following
the AudioSet ontology. Compared to AudioSet, DCASE 2018 Task 2 is a multi-class
classification task with only 41 classes originated from AudioSet. This task only
needs one correct label for each training example. VGGish model can be fine-tuned
for this task. After the layer that output 128-dimensional features for given 96× 64
log-mel spectrograms, one hidden layer with 100 units is added. Furthermore, the
final classification layer has 41 units with ’softmax’ activations. The training data
for the fine-tuning is log-mel spectrograms with dimension 96× 64 for each 960ms
segment rather than the whole audio clips. Therefore, audio files are needed to split
into non-overlapping 960ms segments, and then the segmented clips need be assigned
with the same label that belong to the original audio clip.
Section 4.2 has described the dataset used for this task in detail. For the fine-
tuning, the 9473 audio files need to be split into a training part and a validation
part. The validation loss is used as stopping criterion to avoid overfitting. At the
beginning, the first 8000 audio files are selected as training data, and the rest 1473
are selected as validation data. However, the last 1473 audio files were not learned
by the model. To fully use the data, the thesis uses another training and validation
split with the last 8000 audio files as training data and the first 1473 as validation
data.
Mini-batch balancing, which assigns equal number of training examples for each
class in a batch, is also used during the fine-tuning process. The batch size is set as
4https://github.com/librosa/librosa
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Table 8: Different fine-tuning strategies.
Training/Validation Split
[1-8000]/[8001-9473] [1474-9473]/[1-1473]
with Mini-batch Balancing Balanced First Balanced Last
without Mini-batch Balancing Unbalanced First Unbalanced Last
41. Therefore, each batch contains one training example from every class. However,
the balancing is not perfect, because the audio files might contain different number
of 960ms segments. Since the average length of audio files is 6.7 seconds, around
280 log-mel spectrograms will be existing in each mini-batch. Unbalanced models
are also fine-tuned by randomly choose 41 audio files in each batch for comparison.
Table 8 has shown all 4 fine-tuned models.
5.2.3 Data Augmentation
The dataset is unbalanced, and only around half of these classes have 300 soundtracks
as training data. Figure 33 and 34 have shown the detailed distributions. The
imbalance problem can make a model emphasize on classes with more training
examples and neglect to learn from classes with limited number of training examples.
Therefore, data augmentation is needed for dealing with this problem. This thesis uses
several augmentation techniques, such as pitch-shifting, repeating, and truncating of
audio clips.
Pitch-shifting chooses an integer number between -12 and 12 for each audio file,
and the corresponding number of semitones are then shifted to create pitch-shifted
audios. This is achieved repeatedly until having 600 training examples for each class.
Since around half of these classes are melodic instruments or have stable spectrum
structures. This maximum 12-semitone shifting does not affect perception heavily.
For the noise-like classes, such as ’shatter’ and ’fireworks’, relatively good perception
can still be obtained.
Some models need fixed length audio input, such as multi-level attention models.
However, provided audio files have variable length. Thus, taking only 6-second audio
out of a 30-second audio would be a total waste. For the purpose of fully utilizing the
training data, a 30-second audio is better to be split into 5 6-second audio segments.
For audio files that are shorter than the specified length, fixed length can be achieved
by repeating and concatenating them together.
5.2.4 Mixup
Mixup are both generalization and augmentation techniques. It creates new train-
ing examples by using the convex combinations from pairs of examples and their
corresponding labels. This mixup helps neural networks to favor the simple linear
combination between the training examples. This process can improve the gener-
alization ability, reduce memorization of corrupted labels, increase the robustness
of adversarial examples [74]. The training data has another label representing if
an audio signal is manually verified. Thus, this mixup method can help reduce the
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potential effect of learning wrong information form unverified audio signals. Besides,
this will also make a model more sensitive to distinguish between classes. Equation
27 explains the working principle of mixup.
x˜ = λxi + (1− λ)xj
y˜ = λyi + (1− λ)yj
λ ∼ Beta(α, α)
α ∈ (0,∞)
(27)
The (xi, yi) and (xj, yj) are two training pairs with yi and yj representing the
labels. Parameter α controls Beta distribution and λ is drawn from the Beta
distribution and lies in the region of [0, 1]. The experiments in study [74] shows
that increasing the α would increase the training error on real data and minimize
the generalization gap, thus meaning large α might result in underfitting. Even
though no clear understanding has been shown behind the theory, they found that
α ∈ [0.1, 0.4] would lead to improved performance. In our experiments, we used
mixup to generate the same amount of training data based on four different α: 0.1,
0.2, 0.4, and 1.0. Pitch-shifting, repeating, and truncating are firstly used to create
a balanced dataset. Then, mixup is used to create the same amount of training
examples as the balanced dataset. Finally, all these training examples are fed into
neural networks for training.
5.2.5 Different Model Structures
For testing the performance of VGGish models with the 4 different fine-tuning
techniques, these features are tested on a same 1-segment multi-level attention model.
The structure follows the Figure 27 with the combination of all three levels for
1-segment input.
Table 9: Different model structures.
Model Structure Input Size Note
1-Segment Multi-level
Attention
(N, 1, 128)
LSTM (N, var, 128)
6-Segment Multi-level
Attention with Pitch-shifting
(N, 6, 128)
6-Segment Multi-level
Attention with Pitch-shifting and Mixup
(N, 6, 128)
α values:
0.1, 0.2, 0.4, 1.0
L-Segment Multi-level
Attention with Pitch-shifting
and Mixup (α = 0.2)
(N, L, 128)
L values:
1, 2, 4, 6, 8, 10
Since this thesis uses fine-tuned VGGish model for generating the 128-dimensional
features, the input size should be (N, var, 128) where N represents the number of
audio files and var represents the variable number of segments for an audio signal.
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The original length of the files are retained for LSTMs. For other model structures
that need fixed length input, truncating and repeating method are used to make
audio files have the same length. So the input size becomes (N,L, 128), where L is
the fixed number of segments. Table 9 shows different model structures used in this
thesis. The settings of hyper parameters are the same as those showed in Section
5.1.3, except that the numbers of segments for the models are different. Besides, this
experiment also tests the effect of pitch-shifting and different α values for mixup on
a 6-segment multi-level attention models.
Unlike Google AudioSet, this challenge does not have a released evaluation set,
when the experiments are performed. Thus, for each model structure, 5-fold cross
validation training is used for fully using the training data. Then, geometric means
of the outputs from all 5 models are taken to get the final classification results.
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6 Results
This section gives and discusses the implementation results for Google AudioSet
and DCASE 2018 Task 2. MAP, AUC, and d-prime scores are used for evaluation
of the AudioSet models. MAP@3 is used for the DCASE task. These evaluation
metrics are explained in Section 4.3. For the results with little difference, additional
paired t-test is applied. Detailed explanations of paired t-test could be found in
the footnote 5. The p−values are calculated through the paired t-test between two
models, values that are smaller than the significance level means the difference is
significantly enough. In addition, this section also shows class-wise performance
between models with the combination of different levels and number of segments.
6.1 Google AudioSet
Table 10 shows the evaluation results for different model structures in Section 5.1.3.
DNN-1 is the model trained with only the balanced dataset. DNN-2 has the same
structure as DNN-1, but it was trained with the combination of the balanced and
unbalanced dataset. The results indicates that utilizing the unbalanced dataset
gives clear improvement. The models level-1, level-2, and level-3 are the single-level
attention models. The difference between DNN-2 and level-3 is that level-3 has an
additional attention layer to model the temporal information, while DNN-2 simply
uses the average results for the 10 segments as final result. LSTM performs a little
bit better than DNN, and attention models has clear superiority over others.
Table 10: Evaluation on different model structures.
Model MAP AUC d-prime
DNN-1 0.253 0.934 2.133
DNN-2 0.294 0.960 2.482
LSTM 0.307 0.953 2.367
level-1 0.334 0.957 2.422
level-2 0.346 0.961 2.497
level-3 0.347 0.963 2.520
level-12 0.338 0.957 2.423
level-13 0.335 0.959 2.457
level-23 0.345 0.962 2.506
level-123 0.340 0.958 2.439
Since the difference between models with different levels are quite small, this
thesis performed significance tests between those models. The average precision
(AP) for each class are compared between corresponding two models using the paired
t-test. The p-values between all the combination of the models are calculated based
on their statistics. Table 11shows the results of paired t-tests. Simply speaking, a
p-value represents the conditional probability P (model2|model1). The significance
5https://www.statisticssolutions.com/manova-analysis-paired-sample-t-test/
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value, which is colored in gray in the Table 11, means there is not much difference
between these two models. For example, P (level-2|level-3) = 0.21 means these two
models do not have strongly different performance. From the gray cells shown in
Table 11, it can be seen that level-2, level-3, and level-23 have relatively similar
performance. Level-1 and level-13 also have similar performance.
Randomly 16 classes are selected to see the class-wise performance of these models,
which can be seen in Figure 36 and 37. Even some models have better scores, different
models might favor different classes. For example, level-1 model has the best result
in the classes ’Psychedelic rock’, ’Flamenco’, and ’Electric guitar’, while the classes
’Crushing’, ’Timpani’, ’Rock and roll’ and ’Thunk’ favor the level-2 models.
6.2 DCASE 2018 TASK2
Firstly, the performance for 4 fine-tuned models with different fine-tuning techniques
are tested on 1-segment multi-level models. All three levels are utilized for the final
predictions. Since this model is a 1-segment model, no attention mechanism is needed.
The results can be seen in Table 12. The original VGGish model for the 527 classes of
Google AudioSet has a MAP@3 of 0.606, which is lower than the baseline of 0.704. All
the fine-tuned models have outperformed the baseline. ’Balanced Ensemble’ means
taking the geometric means of probabilities for all the classes from both ’Balanced
First Part’ and ’Balanced Last Part’. Similarly, ’Unbalanced Ensemble’ means taking
the geometric means of probabilities for all the classes from both ’Unbalanced First
Part’ and ’Unbalanced Last Part’. No significant difference has been shown between
models with mini-batch balancing and those without. However, taking the geometric
mean of all 4 results will give the best score of 0.903. Thus, this strategy is used for
following implemented models.
Table 12: The evaluation results for 1-Segment Multi-level Attention model on
different fine-tuned VGGish models.
Feature extractor MAP@3 Feature extractor MAP@3
Baseline 0.704 Unbalanced First Part 0.858
Original VGGish 0.606 Unbalanced Last Part 0.872
Balanced First Part 0.870 Unbalanced Ensemble 0.892
Balanced Last Part 0.864 All Ensemble 0.903
Balanced Ensemble 0.891
Table 13 shows the results between different model structures and different random
mix factors α. The details of the models structures and hyper parameters can be
seen in Section 5.2.5. Model A has the same setting as ’All Ensemble’ from Table 12.
Model B with LSTM units modelling the temporal information improves the results
from 0.903 to 0.914. The 6-segment multi-level attention models are better than
LSTM with our settings. The pitch-shifting for generating a more balanced data set
also improves the result a little bit. From the comparison between model E, F, G,
and H, it can be seen that mixup with the α = 0.2 has the best performance of 0.936.
Overall, the temporal information plays an important role in audio event classification
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Table 13: Evaluation results on different model structures and hyper-parameters.
Index Model Structure MAP@3
A 1-Segment Multi-level 0.903
B LSTM 0.914
C 6-Segment Multi-level Attention 0.925
D C + Pitch shifting Augmentation 0.930
E D + Mixup (α = 0.1) 0.930
F D + Mixup (α = 0.2) 0.936
G D + Mixup (α = 0.4) 0.931
H D + Mixup (α = 1.0) 0.930
and attention model has better ability to model the temporal information than LSTM
in our settings. Then model F is used as a reference to see the influence from different
levels and different number of segments.
Table 14: MAP@3 and p-values for the significance paired t-test among models of
different levels
MAP@3 0.930 0.929 0.934 0.935 0.929 0.928 0.936
level-1 level-2 level-3 level-12 level-13 level-23 level-123
level-1 0.360 0.108 0.165 0.120 0.323 0.050
level-2 0.360 0.204 0.286 0.238 0.258 0.048
level-3 0.108 0.204 0.400 0.428 0.066 0.169
level-12 0.165 0.286 0.400 0.475 0.098 0.159
level-13 0.120 0.238 0.428 0.475 0.019 0.101
level-23 0.323 0.258 0.066 0.098 0.019 0.012
level-123 0.050 0.048 0.169 0.159 0.101 0.012
Table 14 shows the MAP@3 scores for models with different levels and the p-
values of corresponding paired t-tests, and cells representing significant difference
are marked in gray. The significant level is 0.05. In this task, combining all three
levels would give the highest MAP@3 of 0.936. However, the difference is not clear
between level-3, level-12, level-13 and level-123.
Table 15 shows the comparison for models with different number of segments.
6-segment model has the best MAP@3 of 0.936 and is significantly different from
1-segment, 8-segment, and 10-segment models. It can also be seen that 4-segment,
6-segment, all-ensemble have relatively similar performance.
As for the class-wise performance, Figure 38 shows the AP@3 of each class for the
6-segment level-123 model. Around half of these classes achieved AP@3 above 0.90,
but the class ’Squeak’ only has a score around 0.4. Table 16 shows the misclassified
classes. It can be seen that many wrongly classified classes sound quite similar to
the original classes. For examples, the woodwinds instruments ’Flute’, ’Saxophone’,
and ’Clarinet’ are similar classes and the string instruments ’Cello’, ’Violin or fiddle’,
and ’Double bass’ quite similar.
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7 Conclusion
The goal of this thesis was to investigate the potential of deep learning methods to pro-
vide a general solution to the task of audio event classification. This thesis discussed
various aspects of audio event classification, including applications, motivations,
challenges, and development of deep learning. In addition, the research material
and methods were also addressed in detail. Different neural network structures,
including DNN, LSTM, and multi-level attention models, were designed for both
Google AudioSet and the dataset for DCASE 2018 Task 2. The results of AudioSet
exceeded the Google baseline, and the system submitted for the DCASE task was
ranked among the top 8% in terms of results on the public leaderboard. AudioSet
provided a deep CNN-like model for generating 128-dimensional semantically mean-
ingful features from audio log-mel spectrograms with a frame length of 960ms. This
process compressed the audio information into a more compact version, which made
training the neural network much easier. These compact features achieved effective
performance with various neural network structures in the study’s experiments,
which demonstrated the effectiveness of CNN-like models in modeling the frequency
characteristics of audio signals. The thesis chose to fine-tune the CNN-like model for
the DCASE task because its effectiveness in generating compact 128-dimensional
features had already been demonstrated. The DCASE task does not provide the
128-dimensional features directly but offers original soundtracks instead. Thus, the
thesis firstly preprocessed the dataset by removing the silent parts, repeating and
splitting the audio into a fixed length, pitch shifting augmentation, and by utilizing
a mixup technique. The processed soundtracks then were fed into the fine-tuned
model for generating a series of 128-dimensional features, which then became the
input for different neural network structures.
The results showed that a neural network with multi-level attention structures
performs the best with our settings for both tasks, indicating that attention structures
are useful in modeling the dynamic information of sound. Even though multi-level
attention models with a certain combination of levels and segment numbers showed
better results than other configurations, classwise performance can differ when the
configuration changes. The results for the DCASE task also indicated that fine-
tuning the AudioSet features works well for other audio event classification tasks.
However, the CNN-like model used for generating the 128-dimensional features was
only for audio with a frame length of 960ms. This 960ms scale is quite limited for
some types of sound. In addition, this thesis failed to find an optimal ensemble
technique for combining the strength of different models. Therefore, further studies
could focus on training their own CNN models for feature generation with scales
other than 960ms, combining multi-scale and multi-level features for more detailed
representation of the audio, and finding better ensemble techniques for utilizing
strengths from different models. Besides, dealing with audio signals with noisy labels
should also be considered when utilizing a dataset with various types of recordings.
Possible approaches include pseudo-labelling noisy audio signals with a model trained
with clean data and applying weighed loss so that the noisy signals contribute less to
loss calculation. Furthermore, future studies should also concentrate on fusion with
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other multimodal features, such as combing with ecological data for analyzing the
amount of species in certain environments, building more robust public surveillance
systems by providing audio events recognition results for security cameras, and
helping analyze multimedia content along with images and speech recognition results.
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