Abstract. This paper is concerned with the stationary problem for a bistable reactiondi¤usion equation which possesses spatially inhomogeneous e¤ects both in its di¤usion and reaction terms. For this problem, we are interested in solutions with transition layers. Our main purpose is to study precise profiles of such solutions. In particular, we will determine the location of transition layers. Moreover, we will show some conditions under which one can observe multi-layers.
Introduction
In this paper we will consider the following reaction-di¤usion problem:
2 u x Þ x þ hðxÞ 2 f ðuÞ; 0 < x < 1; t > 0; u x ð0; tÞ ¼ u x ð1; tÞ ¼ 0; t > 0; uðx; 0Þ ¼ u 0 ðxÞ; 0 < x < 1: In the study of reaction-di¤usion equations, we often come across pattern formation problems. It is well known that (1.1) describes a phase transition phenomenon and that this kind of problem admits a solution with transition layers when e is su‰ciently small. Here a transition layer means a part of a solution where its value is drastically changing in a small interval.
In this paper, we will mainly discuss patterns of steady-state solutions of (1.1) when the existence of such solutions is assumed. The stationary problem associated with (1.1) is given as follows: For (1.2), we should pay attention to the functions d and h. They cause spatial inhomogeneity to our problem and their interaction yields many kinds of solutions of (1.2). In addition, they have much e¤ect on patterns of such solutions. We now consider the relation of (1.1) and (1.
2). As an energy functional, define
EðuÞ :¼ Here W is called a bistable potential because W attains its local minima both at u ¼ 0 and 1. It is known that every solution of (1.1) converges to a solution of (1.2) as t ! y and that EðuðÁ; tÞÞ is monotone decreasing with respect to t. Hence the minimizer of E will be a stable steady state. For proofs of these facts, see Matano [6] .
When both d and h are constant functions, Chafee and Infant [4] proved that, for any n A N, if e is su‰ciently small, then (1.2) admits a solution with n intersecting points with 1=2 in ½0; 1, and that every non-constant solution is unstable. See Chipot and Hale [3] who also obtained that all non-constant solutions are unstable when d satisfies d xx ðxÞ < 0 in ½0; 1 and h is a constant function.
Concerning stable non-constant solutions, Yanagida [12] gave a remarkable result. He pointed out the possibility of the existence of a stable non-constant solution under the condition that there exists an x A ½0; 1 satisfying d xx ðxÞ > 0 and h is a constant function. Moreover, under the same assumptions as above, Miyata and Yanagida [7] showed the existence of a stable solution with transition layers and that each transition layer appears in a neighborhood of a certain local minimum point of d.
In the case that d is a constant function, Nakashima [8] has proved that there exists a solution with transition layers and that each transition layer must be located in a neighborhood of a critical point of h. Furthermore, she has observed that several transition layers appear in a neighborhood of a certain local maximum point of h as a cluster. We will call such a cluster of transition layers a multi-layer, while a transition layer which is away from other transition layers is called a single-layer. She has shown the existence of solutions with transition layers including multi-layers and that any multi-layer appears only in a neighborhood of a local maximum point of h. As to the stability of solutions with transition layers, it is shown that, if every transition layer is a single-layer and each of them appears in a neighborhood of a local minimum point of h, then the solution is stable. It is also proved that any solution with a multilayer is unstable by using Morse index.
See also Angenent, Mallet-Paret and Peletier [2] , Hale and Sakamoto [5] and Nakashima [9] . They have discussed the existence and stability of solutions with single-layers for similar problems to (1.2). We also refer to the work of Urano, Nakashima and Yamada [11] , who have studied precise profiles of solutions with single-layers and multi-layers for e 2 u xx þ uð1 À uÞðu À aðxÞÞ ¼ 0. Ai, Chen and Hastings [1] have also discussed the same problem and obtained similar results to ours. This paper is motivated by many works cited above. Among them, Miyata and Yanagida [7] and Nakashima [8] provide great incentives to our research. In this paper, we will study solutions of (1.2) with transition layers. As we have indicated before, our main purpose is not to show the existence of such solutions but to investigate their patterns. In particular, taking account of the interaction of d and h, we will characterize all patterns of solutions with transition layers and determine the location of transition layers including multilayers completely.
When we concentrate ourselves on an oscillatory solution u e of (1.2), it is convenient to take account of intersecting points of u ¼ u e ðxÞ and u ¼ 1=2. We will introduce the notion of n-mode solutions as follows: Definition 1.1. For a fixed integer n b 1, a solution u e of (1.2) is called an n-mode solution, if there exists eðnÞ such that u e À 1=2 has exactly n zero points in the interval ð0; 1Þ for all e A ð0; eðnÞ.
Hereafter we will denote the set of all n-mode solutions of (1.2) by S n; e . Furthermore, for u e A S n; e , set X :¼ fx A ð0; 1Þ; u e ðxÞ ¼ 1=2g:
In the study of n-mode solutions, it will be turned out in Section 2 that the graph of any n-mode solution u e is classified into the following two parts when e is small:
e ðxÞ is very close to either 0 or 1. (ii) u e ðxÞ forms a transition layer connecting 0 and 1.
Therefore, the study of solutions with transition layers and that of n-mode solutions are essentially the same. Investigating n-mode solutions, we obtain the following theorems concerning the location of transition layers and their precise profiles: Theorem 1.1 (Location of transition layers for solutions of (1.2)). For u e A S n; e , if u e has a transition layer, then it appears only in an Oðejlog ejÞ-neighborhood of a point in S. Moreover, the following assertions hold true:
(i) If u e has a multi-layer, then it appears only in a neighborhood of a local maximum point of j.
(ii) If u e has a transition layer in a neighborhood of a local minimum point of j, then it must be a single-layer.
(iii) If j xx ð0Þ > 0 (resp. j xx ð1Þ > 0), then u e has no transition layer in a neighborhood of 0 (resp. 1). Theorem 1.2. Let s A S satisfy j xx ðsÞ < 0 and d be a small positive number. For u e A S n; e and m A N with 2 a m a n, set
be a unique set of critical points of u e satisfying z 0 < x 1 < z 1 < x 2 < Á Á Á < x m < z m , where z 0 :¼ supf y; u 
(resp.
In the study of (1.2), it is also suitable to make the change of variables From (F1)-(F3), g satisfies the following conditions:
ThenS S is a non-empty finite set and g y ðyÞ 0 0 at any y AS S.
Moreover, we set
and we will introduce the notationsS S þ :¼ fy AS S; g y ðyÞ > 0g andS S À :¼ f y AS S; g y ðyÞ < 0g. Since dðxÞ > 0 and hðxÞ > 0 in ½0; 1, every solution of (1.2) has a one-to-one correspondence to that of (1.5). In particular, every n-mode solution of (1.2) corresponds to a solution of (1.5) which possesses exactly n intersecting points with u ¼ 1=2 in ð0; LÞ.
We now define an n-mode solution of (1.5).
Definition 1.2. For a fixed integer n b 1, a solutionũ u e of (1.2) is called an n-mode solution, if there exists eðnÞ such thatũ u e À 1=2 has exactly n zero points in the interval ð0; LÞ for all e A ð0; eðnÞ.
We will study n-mode solutions of (1.5) as subsutitute for that of (1.2). Hereafter we will denote the set of all n-mode solutions of (1.5) byS S n; e . Moreover, forũ u e AS S n; e , we put
Sinceũ u e AS S n; e satisfiesũ u e y ð0Þ ¼ũ u e y ðLÞ ¼ 0, one can extendũ u e to a function over R by the standard reflection. Therefore, if necessary, we may regardũ u e as a function in R satisfying (1.5) for all y A R.
At the end of this section, we will give a comment on the existence of a solution of (1.2) with transition layers. As is stated previously, when h is a constant function, Miyata and Yanagida [7] have shown the existence of a stable solution with single-layers provided that e is small. Applying their methods, we can show the existence of a solution of (1.2) with single-layers.
The content of this paper is as follows. In Section 2, we will study some basic properties of n-mode solutions of (1.5). Section 3 is devoted to the study of some asymptotic rates of n-mode solutions of (1.5) as e ! 0. In section 4, we will show some lemmas which play major roles in the study of location of transition layers. In Section 5, we will mainly discuss the location of transition layers for n-mode solutions of (1.5). Moreover, we will study multi-layers; their location and profiles. Finally, at the end of this section, taking notice of the relation of (1.2) and (1.5), we will show Theorems 1.1 and 1.2.
Transition layers of n-mode solutions
In this section, we will show some properties of n-mode solutions.
Lemma 2.1. Letũ u e be a solution of (1.5). Then
Furthermore, it holds that
It is easy to show Lemma 2.1 by using the maximum principle; so that we omit the proof.
Lemma 2.2. Forũ u
e AS S n; e , letX X ¼ fx x k g n k¼1 withx x 1 <x x 2 < Á Á Á <x x n . Then there exist a unique set of critical points fz z k g n k¼0 ofũ u e such that
andũ u e takes either its local maximum or minimum atz z k for each k ¼ 0; 1; . . . ; n.
Proof. We first prove u ( By the uniqueness of solutions for initial value problems of second order ordinary di¤erential equations, it is easy to seeũ u e 1 1=2. However, this fact contradictsũ u e AS S n; e . We next prove that there exists a unique critical point in ðx x k ;x x kþ1 Þ for k ¼ 1; 2; . . . ; n À 1. We only consider the case thatũ u e ð yÞ > 1=2 in ðx This implies thatz z is a unique critical point in ðx x k ;x x kþ1 Þ and thatũ u e takes its local maximum at y ¼z z. Similarly, one can show that, ifũ u e ð yÞ < 1=2 in ðx x k ;x x kþ1 Þ and u e y ðz zÞ ¼ 0 with somez z A ðx x k ;x x kþ1 Þ, thenz z is a unique critical point in ðx x k ;x x kþ1 Þ at whichũ u e takes its local minimum.
Finally, we will show that there exists no critical point in ð0;x x 1 Þ and ðx x n ; LÞ. Consider the standard reflection at the boundary points y ¼ 0 and y ¼ L. Using the same argument as in the previous paragraph, one can easily see that y ¼ 0 is a unique critical point in ðÀx x 1 ;x x 1 Þ. We can also show that y ¼ L is a unique critical point in ðx x n ; 2L Àx x n Þ. Thus the proof is complete. 
It is obvious that 0 < U e ðzÞ < 1 in R. Furthermore, it follows from (2.2) that À1 a U e z ðzÞ a 1 in R. Hence both fU e g and fU e z g are uniformly bounded in R. We also see that fU e zz g is uniformly bounded in R because
Therefore we also obtain that fU e g, fU e z g and fU e zz g are equi-continuous. On account of the above results, using Ascoli-Arzerà's theorem and a usual diagonal argument, one can see that fU e g has a subsequence fU
where U is a C 2 ðRÞ-function satisfying U zz 1 0 in R. Moreover, U satisfies 0 a UðzÞ a 1; À1 a U z ðzÞ a 1; U zz ðzÞ 1 0 in R and U z ð0Þ ¼ 1:
Therefore, one can obtain that UðzÞ ¼ z þ C with some C A R; so that U is unbounded. However this fact contradicts the boundedness of U. 
We use the change of variables y ¼ y k þ e k z and put
In view of (2.1), the same argument as in the proof of Lemma 2.3 works well; so that we can choose a subsequence fU
with some U A C 2 ðRÞ. Furthemore, one can easily see that U meets
Multiplying (2.5) by U z and integrating the resulting expression with respect to z, we have
with some constant C.
If U 1 0 or 1, then we can easily find a contradiction. We will show C ¼ 0 when U 2 0 and 1. If C > 0, then the phase plain analysis tells us that U is unbounded. This is impossible because fU k 0 g is bounded in R. If C < 0, it follows from the phase plain analysis that U is a periodic function in R; so that the graph of U has many intersecting points with u ¼ 1=2. Therefore, the graph of U k 0 also has many intersecting points with u ¼ 1=2 when k 0 is su‰ciently large. This fact contradicts the definition of n-mode solutions. Thus we can conclude C ¼ 0 in (2.6).
Therefore, .7) is valid for all y lying in an OðeÞ-neighborhood of a point inX X. In other words,ũ u e forms a transition layer near a point inX X.
Using a similar argument as in the proof of Lemma 2.4, we have the following lemma which gives information on the profile of a transition layer: Lemma 2.6. Forũ u e AS S n; e , letx x e be a point inX X and define U e ðzÞ 1 u u e ðx x e þ ezÞ. Then it holds that
where U A C 2 ðRÞ is the unique solution of Furthermore, the same argument as in the proof of (2.6) with C ¼ 0 enables us to obtain
Therefore, it follows from the phase plain analysis that U satisfies (2.8 for any y A ½z z 0 ;x x. Similarly, one can show that the other inequalities hold true; so that we omit their proofs. r
Asymptotic profiles of n-mode solutions
In this section, we will derive some estimates forũ u e ðyÞ and 1 Àũ u e ðyÞ as e ! 0. They will be given in a certain interval which contains a local minimum or maximum point ofũ u e . ; aÞ p and C 1 ; C 2 ð0 < C 1 < C 2 Þ are positive constants depending only on p.
One will find a proof of Lemma 3.1 in Urano, Nakashima and Yamada [11] . It is based on a time-map method developed in Smoller and Wasserman [10] . provided that r satisfies r > Àr Ã with some positive constant r Ã . Here, g is a function defined in Lemma 3.1. Furthermore, if p is su‰ciently close to 1, then w satisfies 1 À wð0Þ < C expðÀrMÞ with some positive constants C and r.
Proof. We will construct a solution of (3.3) by using sub and supersoltuion method. Set LðwÞ ¼ w zz þ rw z þ gðw; bÞ:
Putting w 1 1, we can easily see that w is a supersolution of (3.3) because LðwÞ ¼ 0, wðÀMÞ ¼ 1 > p in ðÀM; 0Þ and w z ð0Þ ¼ 0.
We will construct a subsolution of (3.3). Set w ¼ v where v is a solution of (3.1) with a > b. Then, it holds that
Recall that v satisfies (3.2) if p is su‰ciently close to 1. Taking notice that v z ðzÞ > 0 in ðÀM; 0Þ, one can see that vðzÞð1 À vðzÞÞ v z ðzÞ > 0 in ðÀM; 0Þ:
In this case, let r Ã be a positive constant satisfying
vðzÞð1 À vðzÞÞ v z ðzÞ Á ða À bÞ:
If r > Àr Ã , then LðwÞ > 0 in ðÀM; 0Þ. Furtheremore, wðÀMÞ ¼ p and w z ð0Þ ¼ 0. Hence w is a subsolution of (3.3).
It is obvious that w < w in ðÀM; 0Þ; so that there exists a solution w of (3.3) such that
Therefore, it holds that 1 À wð0Þ a 1 À vð0Þ < C expðÀrMÞ with some positive constants C and r when p is su‰cientlly close to 1. Thus the proof is complete. r
We should note that the following lemma also holds true similarly to Lemma 3.2:
< :
provided that r satisfies r < r Ã with some positive constant r Ã . Here g is a function defined in Lemma 3.1. Furthermore, if p is su‰ciently close to 1, then w satisfies 1 À wð0Þ < C expðÀrMÞ with some positive constants C and r. By using Lemmas 3.2 and 3.3, we can obtain the following two theorems: Theorem 3.4. Forũ u e AS S n; e , letx x 1 andx x 2 be successive points inX
Proof. We will only give a proof of (3.4) for y A ½x x 1 ;z z. It will be found that the other case can be treated in a similar way.
For
It follows from (2.7) thatx x Ã 1 Àx x 1 < Ke with some K > 0 when e is su‰ciently small.
We now take any y Ã A ðx x Ã 1 ;z z and let w ¼ wðzÞ be a solution of (3.3) with Therefore, it follows from (3.7) and (3.9) that u u 
which is a contradiction. Thus we obtain (3.6). Hence, (3.5) and (3.6) enable us to see that
Recalling that y Ã is an arbitrary point in ðx x In this section, we have discussed the asymptotic profile of an n-mode solutionũ u e whenũ u e approaches 1 as e ! 0. At the end of this section, we will state the following theorem which describes the asymptotic profile of an n-mode solution when it approaches 0. Theorem 3.5. Forũ u e AS S n; e , letx x 1 andx x 2 be successive points inX X satisfying u u e ðyÞ < 1=2 in ðx x 1 ;x x 2 Þ andz z be a unique critical point in ðx x 1 ;x x 2 Þ whereũ u e takes its local minimum. Then it holds that u u e ðyÞ < C exp À rlðyÞ e in ½x x 1 ;x x 2 ;
where lð yÞ is defined in Theorem 3.4.
Theorem 3.5 can be shown in a similar way to Theorem 3.4; so we omit the proof.
Key lemmas for the analysis of the location of transition layers
In this section, we will show the following two lemmas. It will turn out in Section 5 that they will play important role in the study of the location and multiplicity of transition layers.
Key Lemma 4.1. Forũ u
e AS S n; e andx x AX X, definez z 0 :¼ supf y; y <x x and u u e y ðyÞ ¼ 0g andz z 1 :¼ inffy; y >x x andũ u e y ð yÞ ¼ 0g. Moreover, lets s 1 ;s s 2 AS S satisfy gðyÞ > 0 (resp. gðyÞ < 0) in ðs s 1 ;s s 2 Þ. If Since (4.1) assures thats
when e is su‰ciently small, one can easily see that J e ðũ u e ;z z 0 ;z z 1 Þ > J e ðũ u e ;z z 0 ;s s 1 Þ þ J e ðũ u e ;x x;x x þ eÞ þ J e ðũ u e ;s s 2 ;z z 1 Þ ifz z 0 <s s 1 ;
J e ðũ u e ;x x;x x þ eÞ þ J e ðũ u e ;s s 2 ;z z 1 Þ ifz z 0 bs s 1 : ð4:10Þ
We only consider the case ofz z 0 <s s 1 because this case is more di‰cult than the other one.
For J e ðũ u e ;z z 0 ;s s 1 Þ, it follows from Lemma 2.7 and Theorem 3. Applying Theorem 3.4 to (4.14), we get
with some positive constants C 3 and r 3 ; so that z z 1 Àx x ¼ Oðejlog ejÞ:
However this is impossible becausez z 1 Àx x >s s 2 Àx x > d. Thus we can conclude thatz z 1 as s 2 holds true.
Finally, we will show (4.2) and (4.3). In view of the arguments cited above, it su‰ces to prove (4.8) in the case ofz z 1 as s 2 . Remark that Lemma 2.6 implies thatz z 1 Àx x > e when e is su‰ciently small. Then, it holds that J e ðũ u e ;z z 0 ;z z 1 Þ > J e ðũ u e ;z z 0 ;s s 1 Þ þ J e ðũ u e ;x x;x x þ eÞ ifz z 0 <s s 1 ;
J e ðũ u e ;x x;x x þ eÞ ifz z 0 bs s 1 :
Note that the arguments as in (4.11) In the light of this fact, the same argument with replacing 1 Àũ u e ðz z 1 Þ byũ u e ðz z 1 Þ works well for this case.
Key Lemma 4.3. Forũ u
e AS S n; e andx x AX X, definez z 0 :¼ supf y; y <x x and u u We first provez z 1 as s 0 :¼ inff y AS S; y >s sg:
For this purpose, we will assumez z 1 >s s 0 and derive a contradiction. In this case, if e is su‰ciently small, thenx x þ e <s s 0 becausex x <s s þ d <s s 0 ; so that it is clear that J e ðũ u e ;z z 0 ;z z 1 Þ > J eũ u e ;x x þ e 2 ;x x þ e þ J e ðũ u e ;s s 0 ;z z 1 Þ: ð4:18Þ Moreover, the same way to obtain (4.12) is valid for the second term of the right-hand side of (4.18). Hence there exist positive constants K 2 and K 3 satisfying jJ e ðũ u e ;s s 0 ;z z 1 Þj < K 2 e exp À K 3 e :
ð4:19Þ
We next give an estimate for J e ðũ u e ;x x þ e=2;x x þ eÞ. For y A ½x x þ e=2;x x þ e, using Taylor's expansion, one can see that
This fact together with (2.7) implies that there is a positive constant K 5 satisfying with some positive constant K 7 . Applying Theorem 3.4 to (4.22), we obtain that z z 1 Àx x ¼ Oðejlog ejÞ. However, this is impossible becausez z 1 Àx x >s s 0 À ðs s þ dÞ. Thus we see thatz z 1 as s 0 . We will show (4.15) and (4.16) in the case ofz z 1 as s 0 . Recalling the argument for the case ofz z 1 >s s 0 , one can see that it su‰ces to show that (4.21) also holds true here.
We should remark that (4.17) is valid for the case ofz z 1 as s 0 . It also should be noted that Lemma 2.6 implies that minfx x Àz z 0 ;z z 1 Àx xg > e when e is su‰ciently small. Hence, it holds that
ð4:23Þ
Furthermore, the same argument to get (4.20) works well for the right-hand side of (4.23); so that (4.21) also holds true. This completes the proof. r
Location of transition layers and their multiplicity
We will study the location of transition layers. By Lemma 2.4 and Remark 2.5,ũ u e AS S n; e forms a transition layer near a point inX X. Therefore, one of our goals is to determine the location of points inX X. Lemma 5.1. Letũ u e AS S n; e and take a positive constant d independently of e. Ifũ u e has a transition layer, then it appears only in a d-neighborhood of a point inS S.
Proof.
Then, by virtue of Key Lemma 4.1, there exists a positive constant K 1 such that
This impliesz z 1 < L when e is su‰ciently small. Therefore, (5.1) together with Lemma 2.2 and Theorem 3.4 enables us to see that there exists a point x x 2 :¼ inffx x AX X;x x >x x 1 g satisfyingũ u e y ðx x 2 Þ < 0 and
with some positive constants C 1 and r 1 . Thus, we get Here, we should note thatx x 2 A ðs s k þ d;s s kþ1 À dÞ when e is su‰ciently small. This implies that there exists another point ofX X V ðs s k þ d;s s kþ1 À dÞ except for x x 1 .
Puttingz z 2 :¼ inff y; y >x x 2 andũ u e y ðyÞ ¼ 0g and using Key Lemma 4.1 again, one can see that there is a positive constant K 2 satisfying
This impliesz z 2 < L when e is su‰ciently small; so that Lemma 2.2 and Theorem 3.5 yield that there exists a pointx x 3 :¼ inffx x AX X;x x >x x 2 g satisfying u u e y ðx x 3 Þ > 0 and
with some positive constants C 2 and r 2 . Therefore, it holds that x x 3 Àx x 2 ¼ Oðejlog ejÞ;
i.e., we have shown the existence of another element ofX X V ðs s k þ d;s s kþ1 À dÞ except forx x 1 andx x 2 . Repeating these procedure, one can see that the number of points iñ X X V ðs s k þ d;s s kþ1 À dÞ increases in each process. However, this is impossible becauseũ u e belongs toS S n; e . Thus, the proof is complete. r Therefore, it holds that
Similarly, in the case thatũ u e ð yÞ < 1=2 in ðx x;x x 0 Þ, we obtain that u u e ðz zÞ < C exp À rd
Now we will study multi-layers.
Lemma 5.3. Forũ u e AS S n; e , the following assertions hold true: (i) Ifũ u e has a multi-layer, then it appears only in a neighborhood of a point inS S À .
(ii) Ifũ u e has a transition layer in a neighborhood of a point inS S þ , then it must be a single-layer.
Proof of Lemma 5.3. We first remark that (ii) is a contraposition of (i). Therefore, it su‰ces to show (i).
We will prove (i) by using a contradiction method. For this purpose, we suppose that there exists a multi-layer which includes m transition layers in a neighborhood of a points s AS S þ . Here, m is a natural number with 2 a m a n.
In this case, taking a positive constant d independently of e which satisfies g y ðyÞ > 0 in ðs s À d;s s þ dÞ, we assume that
ð5:4Þ We first consider the case thatz z mÀ1 >s s. For definiteness, we assumẽ u u We next discuss the case ofz z mÀ1 as s. In this case, it is clear thatz z 1 <s s holds true. Using the same argument as above with replacingx x m andz z m bỹ x x 1 andz z 0 , respectively, one will find thatx x 0 :¼ supfx x AX X;x x <x x 1 g belongs tõ X X V ðs s À d;s s þ dÞ. However this also contradicts (5.4) .
Thus the proof is complete. r
We will give a result concerning the precise profile of a multi-layer. Similarly to the estimate of the right-hand side of (5.7), there exists a positive number K 2 such that J e ðũ u e ;z z kÀ1 ;z z k Þ > K 2 e 2 . This fact together with (5.8) implies the existence of a positive constant C such that
We should note that the essentially same argument as above is valid for the case ofz z k bs s; so that the proof is complete. r
We next consider transition layers near the boundary points.
Lemma 5.5. If g y ð0Þ > 0 (resp. g y ðLÞ > 0), thenũ u e AS S n; e has no layer in a neighborhood of 0 (resp. L).
Proof. We will only prove that there exists no layer in a neighborhood of 0 when g y ð0Þ > 0. Suppose that there is a transition layer in a neighborhood of 0. In this case,X X V ð0; dÞ 0 q where d is a small positive constant which satisfiesũ u e y ðyÞ > 0 in ð0; dÞ. We setx x :¼ supfy; y AX X V ð0; dÞg. For definiteness, we may assumẽ u u e y ðx xÞ > 0. It follows from Lemma 2.2 that there exist critical pointsz z 0 and z z 1 ofũ u e satisfyingz z 0 <x x <z z 1 . Moreover, Remark 5.2 implies that there exist positive constants K 1 and K 2 such that
ð5:9Þ
On the other hand, Key Lemma 4.3 implies that
with some positive constant K 3 . This fact contradicts (5.9). Thus, we complete the proof. r
The following lemma describes e-dependence of the distance from a transition layer to the corresponding point inS S. Proof. Forũ u e AS S n; e and fx x k g m k¼1 , we define a set of critical points fz z k g m k¼0
ofũ u e satisfyingz z 0 <x x 1 <z z 1 <x x 2 < Á Á Á <x x m <z z m withz z 0 :¼ supf y; y <x x 1 and u u e y ðyÞ ¼ 0g andz z m :¼ inff y; y >x x m andũ u e y ð yÞ ¼ 0g. We first consider the case of m ¼ 1. This corresponds to the case that u u e has a single-layer in a neighborhood ofs s. We only give a proof for the case ofg g y ðs sÞ > 0. We may assumeũ u e y ðx x 1 Þ > 0 andx x 1 >s s. 
On the other hand, using the same method as in the proof of Key Lemma 4.3, one can also prove that the right-hand side of (5.11) meets J e ðũ u e ;s s;z z 1 Þ > K 3 e Therefore, by using the same argument as in the proof of (5.3), we see that x x jþ1 Àx x j ¼ Oðejlog ejÞ for j ¼ 1; 2; . . . ; m À 1: ð5:14Þ Hence, ifs s A ðx x l ;x x lþ1 Þ for some l A f1; 2; . . . ; m À 1g, then it is easy to see that jx x k Às sj ¼ Oðejlog ejÞ for any k ¼ 1; 2; . . . ; m. Therefore, it su‰ces to consider the case thatx x 1 >s s orx x m <s s. We only give a proof of the latter case; so that our goal is to show jx x m Às sj ¼ Oðejlog ejÞ: ð5:15Þ For definiteness, we assumeũ u e y ðx x m Þ > 0. We first show thatz z m >s s. We will take a contradiction method. For this purpose, we assumez z m as s. Since gð yÞ > 0 in ðz z mÀ1 ;z z m Þ, the same technique of getting (4.15) leads us to Theorem 5.7 (Location of transition layers for solutions of (1.5)). For u u e AS S n; e , ifũ u e has a transition layer, then it appears only in an Oðejlog ejÞ-neighborhood of a point inS S. Moreover, the following assertions hold true:
(i) Ifũ u e has a multi-layer, then it appears only in a neighborhood of a point inS S À .
(iii) If g y ð0Þ > 0 (resp. g y ðLÞ > 0), thenũ u e has no transition layer in a neighborhood of 0 (resp. L).
At the end of this section, we will state that our main results, Theorems 1.1 and 1.2, are corollary of Theorems 5.7 and 5.4, respectively. For this purpose, we will clarify the relation of (1.2) and (1.5).
By the change of variables (1.4), we see that any y A ½0; L has one-to-one correspondence to an x A ½0; 1 because dðxÞ > 0 and hðxÞ > 0 in ½0; 1. Recalling gð yÞ ¼ j x ðxÞ=hðxÞ 2 , we can obtain that each y 0 AS S corresponds to an Therefore, one can conclude that Theorems 1.1 and 1.2 hold true.
