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ABSTRACT
Using test particle studies in the electromagnetic fields of three-dimensional
magnetohydrodynamic (MHD) simulations of magnetic reconnection, we study
the energization of charged particles in the context of the standard two-ribbon
flare picture in analogy to the standard magnetospheric substorm paradigm. In
particular we investigate the e↵ects of the collapsing field (“collapsing trap”)
below a reconnection site, which has been demonstrated to be the major acceler-
ation mechanism causing energetic particle acceleration and injections observed
in Earth’s magnetotail associated with substorms and other impulsive events.
We contrast an initially force-free, high shear, field (low beta) with low and mod-
erate shear, finite-pressure (high beta) arcade structures, where beta represents
the ratio between gas (plasma) and magnetic pressure. We demonstrate that the
energization a↵ects large numbers of particles but the acceleration is modest in
the presence of a significant shear field. Without incorporating loss mechanisms,
the e↵ect on particles at di↵erent energies is similar, akin to adiabatic heating,
and thus not a likely mechanism to generate a power law tail onto a (heated or
not heated) Maxwellian velocity distribution.
Subject headings: MHD—Sun: corona—Sun: magnetic fields
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1. Introduction
It is generally accepted, and recently thoroughly confirmed (Aschwanden et al. 2017),
that the energy released during solar eruptions is stored in the magnetic field before the
eruption. Theoretical models of solar eruptions invariably include magnetic reconnection
as a physical process allowing the release of magnetic energy and its conversion into other
forms of energy, such as bulk flow energy, thermal energy and non-thermal particle energy
with energies above ⇠ 10 keV. The non-thermal population may contribute as much as 50%
or more of the total energy released in some flares (Miller et al. 1997; Emslie et al. 2005;
Emslie et al. 2012; Oka et al. 2015; Aschwanden et al. 2016). It is not clear how the inferred
large number of energetic particles (more than 1036 per second in some flares, assuming the
collisional thick target model for HXR production) is produced over very short time scales,
as it would correspond roughly to all of the electrons in a coronal volume of (10,000 km)3
being accelerated at once. Therefore the problem of solar flare particle acceleration is one of
the most important and interesting problems in solar physics. Since similar phenomena are
believed to occur in many other astrophysical objects throughout the universe, advancing
our understanding of solar particle acceleration might also have implications for astrophysics
in general.
An intriguing possibility for charged particle acceleration can be derived from the strong
similarity between the standard two-ribbon flare model (“CSHKP” model, Carmichael 1964;
Sturrock 1966; Hirayama 1974; Kopp and Pneuman 1976) and the standard near-Earth neu-
tral line (NENL) model of magnetospheric substorms (e.g., McPherron et al. 1973; Hones, Jr.
1977; Baker et al. 1996). In either case, reconnection in initially closed magnetic field lines,
connected to the Sun or the Earth, respectively, is a key element in the energy release, leading
to the ejection of plasma and magnetic flux outward and downward from the reconnection
site. In the Earth’s case, the collapse of the closed loops earthward of the reconnection
site and the associated motional electric field have been identified as the major mechanism
causing acceleration of ions and electrons in the suprathermal (tens to hundreds of keV)
energy range and their injection into the near magnetic tail and the inner magnetosphere,
associated not only with substorms but also with smaller impulsive events (e.g., Birn et al.
2012, 2013, and references therein).
Energization in the collapsing and converging magnetic field (“collapsing trap”) below
a reconnection site has also been suggested as a possible particle acceleration mechanism in
the flare scenario (e.g., Somov and Kosugi 1997; Karlicky and Kosugi 2004; Giuliani et al.
2005; Karlicky and Barta 2006). A number of investigations have addressed this mechanism,
mostly on the basis of analytical and test particle studies in assumed field models (e.g.,
Grady and Neukirch 2009; Grady et al. 2012; Eradat Oskoui et al. 2014; Eradat Oskoui and
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Neukirch 2014; Borissov et al. 2016). Karlicky and Barta (2007) used a two-dimensional
MHD simulation of reconnection to study the test electron motion in the collapsing trap
below the reconnection site and concluded it to be an e cient accelerator, particularly in
relation to loop top emissions. Assuming pre-energized source populations of 20 keV and
35 keV, they found further energization up to 200 keV. A complication and constraint on
possible acceleration mechanisms arises from the fact that bremsstrahlung emissions from
target sources indicate a change of the electron population that is the source of the emissions
with a power-law high-energy tail added to a pre-existing or heated Maxwellian (e.g., Lin
and Krucker 2012).
In this study we focus on the role of a collapsing trap, applying our simulation technique
from substorms to the flare scenario. This technique consists of integrating test particle
orbits in the time and space dependent magnetic and electric fields of an MHD simulation to
investigate acceleration mechanisms and sources of accelerated particles. MHD simulations
of reconnection in current sheets, flux ropes, or arcade structures with application to solar
eruptions have been conducted by various authors in two spatial dimensions (e.g., Forbes
and Priest 1983; Forbes et al. 1989; Inhester et al. 1992; Yokoyama and Shibata 2001)
and three dimensions (e.g., Kusano 2002; Ugai 2007; To¨ro¨k and Kliem 2005; Amari et al.
2010; To¨ro¨k et al. 2013; Amari et al. 2014). Our MHD work goes beyond the current
sheet and arcade models particularly in using three-dimensional initial states and realistic
low background pressure with low   (as low as 2 ⇥ 10 3). In §2 we briefly discuss the
chosen units and in §3 the numerical approach involving MHD combined with test particle
simulations, focusing here on electron orbits. In §4 we present MHD results important to
understand the background for the particle motion. §5 illustrates characteristic orbits and
acceleration and §6 the e↵ects of the chosen parameters on the location and magnitude of
enhanced particle fluxes, §7 provides a global view of the regions of enhanced particle fluxes,
and §8 demonstrates the characteristic source properties, in particular the source locations
and energies of the accelerated particles. This is followed by a critical discussion in §9 and
a summary in §10.
2. Basic Units
In the following we use mostly dimensionless units, based on a characteristic magnetic
field strength BN , Alfve´n velocity vN , and scale length LN . From these units we can derive,
for instance, a density unit nN = (BN/vN)2/(µ0mi), where mi is the ion (here, proton)
mass, and an energy unit WN =
1
2miv
2
N . For illustration and quantitative comparison with
– 4 –
observed quantities, we will use two sets of units of the inflow region,
BN = 100G = 0.01T
vN = 5000 km/s
LN = 10, 000 km (1)
leading to a density unit nN = 1.9⇥ 1015m 3, time unit tN = LN/vN = 2 s, and energy unit
WN = 4⇥ 10 14 J = 130 keV, and
BN = 100G = 0.01T
vN = 1000 km/s
LN = 10, 000 km (2)
leading to a density unit nN = 4.9 ⇥ 1016m 3, time unit tN = LN/vN = 10 s, and energy
unit WN = 5.2 keV.
While there is some uncertainty and variability in the preflare parameters, these values
are commensurate to those widely used in models of big flares. We use (mostly) standard
international (SI) units with common notations with k being the Boltzmann constant. Our
coordinate system is chosen such that x is the coordinate perpendicular to the current sheet,
y is in the direction of the main current, and z is the vertical direction.
3. Basic Approach
3.1. MHD Code
Our basic approach consists of an integration of the particle equations of motion in
the, suitably interpolated, electric and magnetic fields of an MHD simulation. The one-fluid
MHD code has been described earlier in more detail (e.g., Birn et al. 1996, 2006). For the
reader’s convenience, we repeat here some basics. The code consists of an explicit, finite-
di↵erence, leapfrog scheme, based on two staggered meshes defined at alternate time steps. A
nonlinear grid is used to increase the resolution in the regions of interest, such that about 1/2
of the grid points lie within the current sheet. A quasi-viscous term, similar to flux-corrected
transport algorithms (e.g., Book et al. 1975), damps oscillations on the grid scale, reduces
the divergence between the quantities on the two meshes, and increases numerical stability.
This algorithm is not used on the magnetic field to avoid introducing artificial di↵usion and
reconnection. As for the equilibrium, gravity is neglected. We further neglect radiation
and heat conduction, assuming an adiabatic law with a ratio of specific heats   = 5/3, but
include Ohmic heating.
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The boundary conditions consist of solid, ideally conducting walls at each of the bound-
aries z=0, y=±ymax=±40, and x=±xmax=± 10, where all velocity components are set
to zero (except for an initial driving phase, discussed below). Von Neumann boundary
conditions (@/@n = 0) are imposed on density, pressure, and the tangential magnetic field
components, except at the top boundary z = 60, where an open outflow condition is as-
sumed, such that Bx and By are convected with the plasma flow, while the normal magnetic
field is held fixed. Line symmetry conditions are imposed around the z axis, such that only
one half box x   0 needed to be simulated.
For the orbit integration, the MHD fields were interpolated linearly in time. Drift orbit
continuity, however, requires a cubic spline interpolation in space. To avoid artificial local
maxima and minima, a monotonicity-conserving algorithm was employed (Hyman 1983).
3.2. Orbit Integration
The electron energies of interest approach or may even exceed the rest energy. We
therefore use relativistic equations of motion, as described by Birn et al. (2004). The full
motion of an electron with rest mass me and charge  e is given by
Du
Dt
=   e
me
✓
E+
1
 
u⇥B
◆
(3)
where
D
Dt
⌘ @
@t
+w ·r (4)
Here we have set u =  w, where w is the electron velocity, and
  =
1p
1  w2/c2 =
p
1 + u2/c2 (5)
is the relativistic factor. The kinetic energy of the electron is then given by
Wkin = (    1)mec2 (6)
The drift of an electron with rest mass me, (relativistic) magnetic moment µr, and
charge q =  e is governed by (e.g., Northrop 1963; Birn et al. 2004)
vd = vE   µr
 e
B⇥rB
B2
  me vk
e
B
B2
⇥ db
dt
  me
e
B
B2
⇥ d vE
dt
(7)
and
duk
dt
=   e
me
Ek   µr me
@B
@s
+ (uE + urB) · db
dt
(8)
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where b ⌘ B/B,
vE =
E⇥B
B2
(9)
and
d
dt
⌘ @
@t
+ (vk + vd) ·r (10)
is the time derivative along the drift orbit. The relativistic magnetic moment µr is defined
by
µr =
p2?
2meB
(11)
where p? = me w? = meu? is the perpendicular relativistic momentum associated with the
gyration speed w?. The kinetic energy is then given by (6) with
  =
q
1 + (u2k + 2µrB/me + u
2
E)/c
2 (12)
where uk =  vk and uE =  vE. We note that we do not distinguish between the parallel
speed of the particle and that of the gyrocenter. The drift contributions are neglected in the
energy expression (12) because these contributions are even smaller than the E ⇥ B drift
contribution in comparison to those of the gyromotion and the parallel motion.
Based on dimensionless units and neglect of the inertia contributions, the electron drift
equations used here are given by (Birn et al. 2004, correcting a typo in their equation (15))
vˆd = vˆE   ✏µˆ
2 
Bˆ⇥rBˆ
Bˆ2
  ✏uˆ
2
k
 
Bˆ
Bˆ2
⇥ @b
@sˆ
(13)
duˆk
dtˆ
=   1
✏ 
Eˆk   µˆ2  
@Bˆ
@sˆ
+
uˆk
 
(uˆE + uˆrB) · @b
@sˆ
(14)
where
✏ =
1
!citN
=
mi
eBN tN
(15)
and
  =
p
me/mi (16)
and the symbol ˆ is used to denote dimensionless quantitites with vˆE = vE/vN , vˆrB =
vrB/vN , but uˆk = uk/vce, where vce = vN/ , and mi is the ion (here, proton) mass. We
note the di↵erent scaling of the velocity contributions, which is used to keep the normalized
quantities in the range of unity, as vk and the gyro motion speed in the energy range of
interest are typically several orders of magnitude larger than the drift speeds. Also, only the
leading term of db/dt ⇡ 1/(  )uˆk@b/@sˆ is retained. The (normalized) kinetic energy of an
electron in the drift approximation is then given by
Wˆ = 2(    1)c2/v2ce (17)
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where
  =
q
1 + (v2ce/c
2)(uˆ2k + µˆBˆ) (18)
Electron orbits were mostly integrated using the gyro-drift approximation based on the
conservation of the magnetic moment µ. However, this approximation breaks down in regions
of low magnetic field strength, found in the high-beta, low-shear configurations. In that case
the integration was switched to full orbit integration, (3). The switch between the two types
of orbit integrations was based on the magnitude of an adiabaticity parameter, representing
the square root of the ratio between field line curvature radius and gyoradius (Bu¨chner and
Zelenyi 1989; Birn et al. 2004).
3.3. Boundary Conditions on Particle Orbits
Particle orbits were integrated backward in time until they reached the initial state of
the MHD simulation or one of the top (z) or side boundaries in x or y. Particle fluxes at
the final time could then be obtained from phase space density (PSD) distributions f(r,v, t)
imposed at those source locations, using Liouville’s theorem of the conservation of f along
a phase space trajectory in the absence of collisions. Collisions are expected to reduce
the e↵ects of the acceleration (e.g., Hamilton et al. 2005). Our collisionless approximation
therefore is expected to provide upper limits on the acceleration from the collapse. (See also
the discussion section.) The source distributions were chosen either as Maxwellian or kappa
distributions (e.g., Vasyliunas 1968; Oka et al. 2013), defined by
f0 /
⇣
1 +
v2
v20
⌘  1
(19)
The kappa distribution includes the transition to a power-law tail at high energies, accounting
for some unspecified prior acceleration. However, when considering fluxes at a fixed final
energy W , we simply used the energy gain  W = W  W0 as a proxy for the fluxes. For
a Maxwellian this measure is proportional to the logarithm of the particle flux or PSD as
follows:
f(W, t) = f0M(W0, t0) = C exp( W0/kT0) (20)
such that
log f = log f0M = logC   W0
kT0
log e = const +
log e
kT0
 W (21)
At the bottom boundary z = 0 we simply used a reflection of the particle orbit, reversing
the parallel velocity but conserving the gyrocenter location and magnetic moment. While
this procedure can be justified in the magnetotail case from the particle motion into the
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much larger Earth’s dipole field, it is more questionable in the solar case. We will discuss it
and the possible consequences in more detail in §9.
3.4. Parallel Electric Field
In the simple CSHKP flare scenario, reconnection happens at a single (generalized) x-
line or separator. The presence of a parallel electric field, identifying reconnection in general
configurations (e.g., Schindler et al. 1988), would be confined to a narrow, non-ideal, region
around the separator. In the collisionless limit the dimension of this region perpendicular
to the magnetic field is of the order of an ion inertial length (e.g., Drake and Shay 2007;
Hesse 2007), which can be estimated to be a few meters for the parameters in (1) – (2).
Assuming Spitzer resistivity, one arrives at similar lengths. This is significantly smaller than
the E⇥B drift distance during a particle bounce, which can be estimated at 10–100 km, using
a (normalized) reconnection rate of 0.01. Thus, only relatively few particles are expected to
experience the acceleration from the parallel electric field, consistent with conclusions from
x-line acceleration models (e.g., Hannah and Fletcher 2006), and they will presumably reach
higher energies, out of the range of our interest. In contrast, due to numerical restrictions
of the MHD simulations, the spread of the resistive electric field, ⌘jk, is much wider than
realistic and would have anomalously large e↵ects on the particle motion. Consequently, in
order to isolate the e↵ects of the acceleration in the collapsing reconnected fields, it seems
better to ignore the parallel electric field completely.
3.5. Hall Parameter
Equations (13) and (14) contain the small parameter ✏, defined by (15), which can also
be expressed as ✏ = di/LN , where di is the ion inertial length. This parameter is often
denoted as Hall parameter. In the geomagnetic tail it is of the order of 1/10 to 1/50. Based
on the numbers in (1) – (2), it is of the order of 10 6 to 10 7 in the solar corona, which
makes it numerically di cult to track the e↵ects of the gradient/curvature drifts in the orbit
integrations. However, the gain (or loss) of electron energy from drift opposite to (or parallel
to) the direction of the electric field is given by
 W =  e
Z
E · ds =  e
Z
E · vd dt (22)
If equation (22) is normalized it contains a factor 1/✏, which compensates the factor ✏ in the
drift speeds in (13). Since the E⇥B drift does not contribute to (22), the energy gain or loss
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hence becomes independent of ✏. Due to the neglect of the parallel electric field, Equation
(14) also becomes independent of ✏. It thus seems justified to choose a more manageable
value
✏ = 0.005 (23)
for our orbit integrations.
3.6. Relativistic Parameter
Apart from the fixed ion/electron mass ratio, the equations in Section 3.2 contain an-
other dimensionless parameter. This parameter is contained, for instance, in Equation (18)
⇠ =
v2ce
c2
= 2
WN
mec2
(24)
The parameter ⇠ describes how relativistic the chosen unit energy is. When ⇠ is small, the
equations become non-relativistic. We obtain ⇠ = 1/1.96 = 0.51 for parameter set (1) and
⇠ = 1/48.9 = 0.02 for parameter set (2). It turns out, however, that the results are only
weakly a↵ected by the value of ⇠, even when ⇠ approaches unity.
4. MHD Simulations
Our initial states are described by Birn et al. (2009), partially repeated here. These
configurations consist of a stretched current sheet field, as expected below a departing CME,
changing farther below toward a 3D dipole magnetic field with a location of the dipole
below the photospheric surface. Since the simple superposition leads to fields that are no
longer in exact force balance, a relaxation method (Hesse and Birn 1993) was used to obtain
force-balanced equilibria before starting the simulation of the dynamic evolution.
Three types of arcade configurations were considered; the two extreme cases are illus-
trated in Fig. 1a and 1b. One is initially force-free (Fig. 1a), that is, the current density
vector is aligned with the magnetic field. In this type of configuration, the pressure of the
magnetic field that reverses across the current sheet, Bz, is balanced by the magnetic pres-
sure of the component in the main current direction, By, frequently called the “guide field”
or shear field. In the other case (Fig. 1b), the guide field is assumed to be small or zero and
the outside magnetic pressure is balanced by the plasma pressure inside the current sheet.
In addition to the cases illustrated in Fig. 1, we have considered a case including both finite
shear and finite pressure in the current sheet. In the following we refer to these cases as
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Fig. 1.— Perspective view of magnetic field lines during plasmoid ejection, for (a), (c) the
force-free initial state and (b), (d) the high-  case with a very small shear field; after Birn
et al. (2009). Panels (a) and (b) show the initial states, panels (c) and (d) the evolved states.
high shear (HS), low shear (LS) and medium shear (MS), respectively. In all cases a small
uniform background plasma pressure of ⇠1% of the total pressure was added. While the
force-free and the non-force-free initial states are distinguished by low and high plasma   in
the current sheet, the background has low   ⇡ 0.01 or even   ⇡ 0.002. Such values appear
reasonable above solar active regions (e.g., Gary 2001).
The simulations include a slow phase of current intensification prior to the initiation of
reconnection, resulting from a slow converging motion at the bottom boundary z = 0 in the
x direction towards the field reversal near x = 0. This motion, with a maximum amplitude
at y = 0, is gradually turned on and o↵, as described in detail by Birn et al. (2009). During
this phase, the resistivity is set to zero, allowing additional current to build or concentrate
under the action of the slow driving.
– 11 –
Fig. 2.— Horizontal electric field component Ex in the y, z and x, z planes for the high-
shear case, indicating the downward (and upward) flow from the reconnection site. The
white circles indicate plasma elements traced with the flow, and the red and blue lines are
projections of the field lines crossing the location of the elements.
As described by Birn et al. (2009), the following, eruptive phase, was initiated by im-
posing a localized finite resistivity, centered near the peak of the current intensification. This
resistivity, in combination with the current intensification from the driven phase, leads to
the onset of reconnection. The subsequent evolution of the magnetic field is illustrated by
Fig. 1c,d, modified after Birn et al. (2009), (c) for the force-free initial state, and (d) for
the low-shear initial state. Both cases show the ejection of a more (Fig. 1d) or less (Fig. 1c)
tightly wound flux rope and a collapse of the field underneath the reconnection site. This
collapsing region is the region of interest for the present particle study.
Concerning the particle acceleration, our particular interest is the structure and evolu-
tion of the electric field, which outside of the reconnection site, is given by the ideal field
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Fig. 3.— Horizontal electric field component Ey in the y, z and x, z planes for the medium-
shear initial case, indicating the downward (and upward) flow from the reconnection site.
The white circles indicate again a plasma element traced with the flow, the dashed line
shows the path of this element toward and out of the reconnection site, and the blue lines
are projections of the field lines crossing the location of the element.
 v ⇥ B. Fig. 2 shows the horizontal component of the electric field Ex for the high-shear
case at 5 successive times in the y, z and x, z planes. Positive (negative) Ex indicates down-
ward (upward) flow. The white circles indicate plasma elements traced with the flow, and
the red and blue lines are projections of the field lines crossing the location of the elements.
Figure 2 illustrates that an early roughly two-dimensional reconnection structure splits up
into two reconnection sites. A possible cause may be the development of an interchange
type of mode. The plasma element on the red field line is initially on an open field line
that undergoes reconnection. This element experiences strong downward acceleration. In
contrast, the element on the blue field lines is initially already on a closed field line below
the reconnection site. It undergoes only moderate downward acceleration. The downward
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flow stops around t = 115 and the plasma elements and field lines indicate up and down
bouncing for a few periods.
In a similar fashion, Fig. 3 shows the horizontal component Ey for the medium-shear
case at 3 successive times in the y, z and x, z planes. Positive (negative) Ey also corresponds
to downward (upward) flow. The white circles again indicate a plasma element traced with
the flow, and the blue lines are projections of the field lines crossing the location of the
element. In contrast to the high-shear case (Fig. 2), the downward flow remains peaked
near the center, although it splits up into several sites at later times. This is similar to the
low-shear case, which has been studied more extensively in the context of the terrestrian
magnetotail (e.g., Birn et al. 2013, 2014) and is therefore not shown here.
5. Typical Orbits and Acceleration
Fig. 4.— Typical orbits of accelerated particles projected into the x, z plane (blue lines),
superposed on color-coded snapshots of the 31.6 keV particle fluxes (relative energy gain) in
the y = 0 plane; (a-c) for the high-shear, (d) for the medium-shear, and (e) for the low-shear
case. The relativistic parameter was ⇠ = 0.51 in all cases, the final energy W = 31.6 keV
and the final pitch angle at x = y = 0 ↵ = 5o for (a), ↵ = 60o for (b) and (e), and ↵ = 85o
for (c) and (d). The final locations, indicated by the white dots, were chosen to be central
within the region of enhanced flux. Black contours show the magnetic field in the x, z plane.
Only in the low-shear case, these lines are close to the actual field lines; projections of field
lines crossing the final point of the chosen orbits are shown in purple.
Following the procedure described in §3, we have traced particle orbits backward in time
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Fig. 5.— Energy as function of z for the orbits in Fig. 4. The red and blue circles show
parallel and perpendicular energies at the crossing of the x = 0 plane. In each case the start
point is to the right and the end point at the top.
from various locations in space, selecting fixed final energies, times, and pitch angles. As
discussed in §3.3, the energy gain is used as a proxy of the flux increases. Figure 4 illustrates
typical orbits of accelerated particles superposed on the color-coded display of the relative
energy gain in the x, z plane, obtained at the final times. The times were chosen to coincide
with the primary peak of downward energy flux in the MHD simulations, (a-c) t = 110
for the high-shear, (d) t = 110 for the medium-shear, and (e) t = 130 for the low-shear
case. All particles had a final energy of W = 31.6 keV. The (normalized) particle energies
corresponding to the orbits in Fig. 4 are shown in Fig. 5 together with the perpendicular
and parallel energies at the x = 0 crossings, defined by
Wˆk = uˆ2k (25)
Wˆ? = µˆBˆ (26)
We note that, in the relativistic regime, the total energy is not simply the sum of (25) and
(26) but follows from (17) and (18).
The particles typically enter the collapsing field from outside on field lines that undergo
reconnection. The low pitch angle particle (Figs. 4a and 5a) reaches the bottom boundary
(z = 0) and becomes reflected several times. It gains parallel energy (red dots in Fig. 5a)
at each crossing of x = 0 plane at the loop tops. The 60o (final) pitch angle particles
in both the high-shear and low-shear case (Figs. 4b,e and 5b,e) originally start with nearly
equal amounts of parallel and perpendicular energy but gain energy only in the perpendicular
component (blue dots), again near the loop tops at the crossings of the x = 0 plane. Particles
with pitch angles close to 90o (Figs. 4c,d) commonly become trapped in the local minimum
B field in the inflow region, where they lose some energy by the decreasing field magnitude
due to the betatron e↵ect (Figs. 5c,d). In the outflow region they also gain energy in a
stepwise fashion at the crossings of the x = 0 plane, i.e., the top of the loops. One might
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consider attributing this to the shortening of the flux tube or slingshot e↵ect of the collapsing
field, i.e. Fermi acceleration of type A or B (Northrop 1963), causing an increase in parallel
energy. However, Fig. 5a demonstrates that this is the case only for small pitch angles.
These orbits are reflected at the bottom boundary(z = 0), however. This assumption is
presumably unrealistic as discussed in §9.
It is also noteworthy that none of the orbits illustrated in Fig. 4 has come close enough
to the generalized x-line or separator to have crossed the presumed region of parallel electric
field (within the estimated ion inertial length or resistive scale). Thus pre-acceleration by
the direct electric field is probably not an important factor unless this region were greatly
extended, for instance, through turbulent e↵ects.
The stepwise energy gain, illustrated in Fig. 5 can be interpreted in two ways. This
becomes obvious from the energy equations (see, also, Giuliani et al. 2005; Grady et al.
2012), which, for simplicity, we write in non-relativistic form, derived from (7) and (8) with
neglect of the inertia term
d
dt
me
2
v2? = µ
dB
dt
= µ
✓
@B
@t
+ vk
@B
@s
+ vE ·rB
◆
(27)
d
dt
me
2
v2k =  evkEk   µvk
@B
@s
+mevkvE · dbdt (28)
The parallel electric field term is included in (28) for completeness although it is disregarded
in our orbit calculations, as discusssed in Section 3.4. The first and last terms on the rhs
of (27) describe the betatron e↵ect from increasing (or decreasing) magnetic field strength
or E ⇥ B drift motion into spatially increasing (or decreasing) magnetic field. Similarly,
the last term in (28) describes the gain (or loss) from motion in a curved field, that is the
first-order Fermi acceleration, type B (Northrop 1963). However, these last terms can also
be re-written as
µvE ·rB =  evrB · E (29)
mevkvE · dbdt =  evc · E (30)
where vrB and vc are the gradient and curvature drifts, defined in (7). Thus, betatron
and Fermi acceleration of electrons in the collapsing field are equivalent to gradient B and
curvature drift, respectively, antiparallel to the electric field (see, also, Northrop 1963; Birn
et al. 2013). These terms dominate the acceleration. It occurs at the loop tops, because
both the E⇥B drift and the field gradients are largest there.
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Fig. 6.— Particle fluxes and MHD properties at z = 1 for the high-shear case at t = 110:
(a-d) Particle energy gains for di↵erent relativistic parameters ⇠, energies W , and pitch
angles ↵, as indicated in the margin, (e-g) downward Poynting flux Sz, enthalpy flux Hz,
and temperature T from the MHD simulation.
6. Parameter E↵ects
Choosing the high-shear, initially force-free, case as an example, we have explored the
influence of various parameters on the amount and location of particle acceleration. Figure
6 provides a comparison of the flux enhancements for t = 110 at z = 1, slightly above
the photospheric boundary, for di↵erent energies, pitch angle, and relativistic parameters ⇠
(representing the ratio of characteristic energy to electron rest energy). Panels (a-d) show the
relative energy gains, as a proxy of the flux enhancement, for di↵erent parameters indicated
in the margin, while panels (e-g) show MHD quantities that might be related to the energetic
particle fluxes: downward Poynting flux Sz, enthalpy flux Hz, and temperature T .
Comparison between panels (a) and (b) of Fig. 6 shows that the location of the flux
enhancements and the relative energy gain is about the same for di↵erent final energies. A
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comparison between panels (a) and (c) shows again identical locations, but a slightly smaller
relative energy gain in the more relativistic case ⇠ = 0.51, consistent with conclusions of
Eradat Oskoui and Neukirch (2014). Finally, a comparison between panels (c) and (d) shows
again no change in location but a lower energy gain for 90o pitch angle than for 5o pitch
angle. Since this result depends strongly on our assumed reflective boundary condition at
z = 0 it will be critically discussed in §9. In summary, the locations of enhanced fluxes show
no significant influence of energy, pitch angle, or the relativistic parameter. This is obviously
related to the fact that the particle gradient and curvature drifts, which are a↵ected by these
parameters, are very small compared to the E ⇥B drift and the field aligned motion, such
that the particles stay close to the same field line and therefore undergo similar histories.
The relative energy gains depend somewhat on pitch angle and are generally slightly smaller
in the more relativistic regime (large ⇠).
The comparison between the particle results (Fig. 6a-d) and the MHD quantities (Fig.
6e-g) shows that the particle flux enhancements closely (but not exactly) coincide with the
enhancements of downward Poynting and enthalpy flux. This is probably related to the fact
that the locations of enhanced particle fluxes in the test particle simulations are insensitive
to the particle energy. In contrast, the MHD temperature enhancement occurs over two
more extended ribbons. However, the peak particle fluxes are embedded in somewhat less
enhanced fluxes that more closely resemble the MHD ribbons of increased temperature.
7. Spatial Overview of Simulated Particle Fluxes
A more comprehensive view of the enhanced particle fluxes in di↵erent planes is provided
by Figures 7 and 8, showing perspective views of the simulated particle fluxes in the x, y and
y, z planes with a few field lines connecting the regions of enhanced flux (blue lines). Figure
7 is obtained in the high-shear field for particles of unit velocity with a pitch angle ↵ = 5o
both at z = 0 and x = 0 in the weakly relativistic case ⇠ = 0.02 [parameter set (2)] at a time
t = 110 when the MHD simulation indicated a peak in the downward enthalpy and Poynting
flux (Birn et al. 2009). (Although a pitch angle of 5o at z = 0 corresponds to a smaller value
at x = 0, the fluxes at the proper pitch angles should be very similar, as the locations of
enhanced fluxes are insensitive to the pitch angle.) The color shows the energy gain. Since
the final energy is Wˆ ⇡ v2 = 1, this indicates that the peak fluxes result from particles that
have doubled their energy. Through their bounce motions they fill two flux bundles, related
to the two active reconnection sites and downflows indicated in Fig. 2. The black solid and
dashed lines indicate the separatrix. The orange line in Figure 7 shows a sample orbit of an
electron contributing to the enhanced fluxes similar to the one in Fig. 4a.
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Fig. 7.— Perspective view of the regions enhanced particle fluxes obtained at t = 110 for the
high-shear case, for ⇠=0.02, v = 1 (5.2 keV) with ↵ = 5o both at z = 0 andx = 0. The color
scale shows the energy gain. Blue lines are field lines connecting the regions of enhanced
fluxes and solid black lines are separatrix field lines. The orange line shows a sample orbit of
an electron contributing to the enhanced fluxes. Black dashed lines indicate the separatrices
at x = 0 and z = 0.
The particle fluxes enhancements in the medium and low-shear cases are similar to
those in the high-shear case, except being associated with just a single acceleration site.
This is shown in Figure 8 for the medium and low-shear cases with ⇠ = 0.51 and ⇠ = 0.02,
respectively. Again, blue lines are field lines connecting the regions of enhanced flux, the
dashed black lines show the separatrices. The major di↵erence from the case in Fig. 7 is
that the fluxes in Fig. 8 are evaluated for 90o pitch angles at the bottom (z = 0.5 and
z = 0.1, respectively) and 45o pitch angles for the medium-shear case, and 25o pitch angles
at x = 0 for the low-shear case. These pitch angles roughly correspond to orbits mirroring
at the bottom in the region of largest flux increase.
Fig. 8b also shows a narrow region of enhanced flux below the main region. (Such
enhancement is somewhat less pronounced in Fig. 8a.) This is related to particles on flux
tubes that collapse downward and become compressed in front of the main region, which
consists of reconnected field lines.
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Fig. 8.— Perspective views of the regions of enhanced particle fluxes (color showing energy
gain) obtained (a) at t = 105 for the medium-shear case, for ⇠=0.51, u = 1 (117 keV) and (b)
for the low-shear case at t = 130, for ⇠=0.02, u = 1 (5.2 keV). The bottom parts correspond
to ↵ = 90o and the vertical parts (x = 0) to ↵ = 45o for the medium-shear case and ↵ = 25o
for the low-shear case. Blue lines are field lines connecting the regions of enhanced fluxes.
The black dashed lines are separatrices.
8. Sources
To identify the properties at the sources of the orbits contributing to the enhanced
fluxes, we have chosen typical locations within the enhanced flux regions illustrated in Figs.
7 and 8 and traced the phase space trajectories backward for a full velocity distribution.
Figure 9 provides an overview of those properties, (a-d) for the high-shear, initially force-
free, case, (e-h) for the medium-shear case. The locations and times chosen are x = 0, y =
5.4, z = 4.5, t = 110 for the high-shear, and x = y = 0, z = 3.5, t = 105 for the medium-shear
case. These locations were chosen to be in the center of the regions of enhanced fluxes (red
blobs in the vertical cuts in Figs. 7 and 8a). In both cases we have chosen parameter set
(2) with ⇠ = 0.02, such that u = 1 corresponds to an energy of ⇠5 keV. The top panels
(a,e) show the velocity distributions, including the field-aligned parts, assuming Maxwellian
source distributions with kT0 = 0.04 (0.2 keV). The color corresponds to the logarithm
of phase space density. The dashed lines indicate the loss cones calculated at the chosen
locations and times. It is wider in the high-shear case, not only because of the larger shear
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Fig. 9.— Velocity distributions and source properties of the enhanced fluxes, (a-d) for
the high-shear case at (x, y, z, t) = (0, 5.4, 4.5, 110), (e-h) for the medium-shear case at
(x, y, z, t) = (0, 0, 3.5, 105), respectively. Panels (a) and (e) show velocity distributions,
panels (b) and (f) the relative energy gain  W/W0 of particles outside the loss cone, panels
(c) and (g) the velocities at the source locations, color-coded by  W/W0, and panels (d) and
(h) the source locations in x and z, also color-coded by  W/W0, together with two sample
field lines.
but also because of the asymmetry between the magnetic fields at the footpoints; the loss
cone is determined by the weaker of the two (see, also, Grady et al. 2012).
The loss cone increases as the field strength at the loop top increases during the collapse.
There is hence a population of particles outside the initial loss cone that gain some energy
but escape before the end of the collapse (Eradat Oskoui et al. 2014). Here we have only
considered sources of particles outside the final loss cone. This is illustrated in Figs. 9b,f.
The color now represents the relative energy gain  W/W0. It is obvious that all particles
contributing to the velocity distributions have gained energy by amounts varying between
about 30 and 60% for the high-shear case and 50-90% for the medium-shear case. The energy
gain in Figures 9b,f shows a weak dependence on the pitch angle but little dependence on
– 21 –
energy, demonstrating the quasi-adiabatic acceleration.
Figures 9c,g show, in the same color-coding, the velocities at the source locations, which
are given in Figs. 9d,h below. It is obvious that the source velocities occupy a much smaller
volume in velocity space than the final velocities. In contrast, the source locations show a
large extent in z with a much narrower extent in x. All orbits have been traced back to the
boundaries in y. It is noteworthy that, according to our assumption of Liouville’s theorem,
the phase space density remains conserved along a phase space trajectory. Therefore, an ex-
pansion in velocity space volume between source and final necessarily implies a contraction
in real space. This is important when considering the “number problem” of particle accel-
eration. The constraints on acceleration mechanisms become less severe when the source
population of accelerated particles comes from a significantly larger source region in space.
A comparison between Figs. 9c,g with Figs. 9b,f also shows that the energy gain is in
the perpendicular velocity components, while the parallel components even become reduced.
This clearly demonstrates the dominance of the betatron e↵ect in the acceleration of the
population outside the loss cone.
Another view at the phase space distributions is provided by Fig. 10, which shows, for
the medium-shear case, the source distributions (dashed lines) and the distributions after the
collapse, for di↵erent pitch angles (colored lines), assuming either a kappa source distribution
with  = 4.5 (Fig. 10a) or a Maxwellian source (Fig. 10b). For completeness we have also
included nearly field-aligned cuts (blue lines), although they would be subject to losses at
the boundary. It is quite obvious that the shape of the initial distribution is conserved,
whether Maxwellian or kappa, as expected from adiabatic heating (Bogachev and Somov
2007). Perhaps, due to the lack of significant Fermi acceleration and the exclusion of loss
mechanisms, we did not find the formation of a power-law spectrum from a thermal source
inferred by Bogachev and Somov (2007).
9. Discussion
One of the most critical issues in our simulations is the boundary condition at z = 0. If
the imposed ideal reflection were correct, particles would not deposit energy at the footpoints.
It seems more realistic to assume that all particles hitting the boundary become lost. This has
interesting implications. Field-aligned particles would be lost prior to acceleration. As the
field strength increases at the loop tops from the beginning of the collapse to the stagnation,
the loss cone gradually becomes wider and more particles are lost through impact at the
bottom (Eradat Oskoui et al. 2014). This e↵ect is more significant for the medium-shear
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Fig. 10.— Phase space distributions for di↵erent pitch angles for the medium-shear case
at (x, y, z, t) = (0, 0, 3.5, 105) using parameter set (2) with ⇠ = 0.02, (a) assuming a kappa
source distribution and (b) assuming a Maxwellian source. The dashed lines show the source
distributions, and the colored lines the distribution at t = 105 for di↵erent pitch angles ↵,
as indicated. The dash-dotted lines indicate the source temperature and the normalization
energy WN
and low-shear cases, where we found increases from about 20o at the beginning collapse to
about 50o and 40o, respectively, at the end of the collapse. In the high-shear case the initial
loss cone is already relatively wide, ⇠45o, due to the large guide field, increasing to ⇠60o.
Eventually the population of accelerated particles becomes reduced to those outside the
final loss cone in Fig. 9a,e. These particles could constitute a trapped loop top population.
As we saw from Fig. 4, the mirror points of particles trapped in the collapsing field move
successively lower in altitude. Accelerated particles that eventually hit the bottom boundary
should do so at pitch angles close to 90o. Also, since the magnetic field strengths at the two
footpoints of the collapsing field lines are generally not identical (see,also, Grady et al. 2012),
the impact should be one-sided (but the same for ions and electrons).
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In general, the geometry of the magnetic field plays the crucial role in the acceleration.
In particular, the ratio between the loop top magnetic field strength between the end and
the beginning of a collapse determines the possible energy gain (e.g., Bogachev and Somov
2005), as obvious for betatron acceleration, and the ratio between the footpoint and loop
top magnetic fields determines the loss cone and thereby limits the population that gains
energy through Fermi acceleration (e.g., Eradat Oskoui et al. 2014). In models without
guide field (e.g., Karlicky and Barta 2007; Grady and Neukirch 2009; Grady et al. 2012;
Eradat Oskoui et al. 2014; Eradat Oskoui and Neukirch 2014; Borissov et al. 2016) this ratio
tends to be overestimated. (Three-dimensional MHD simulations, which include all field
components (e.g., Kusano 2002; Ugai 2007; To¨ro¨k and Kliem 2005; Amari et al. 2010; To¨ro¨k
et al. 2013; Amari et al. 2014), have focused on the eruption mechanism, rather than on
the field collapse.) In our simulations both of theses ratios were rather modest, so that the
energy increase was typically no larger than a factor of 2.
We should point out that even in the two-dimensional models, which found particle
energy increases by up to factor of ⇠50 (Grady et al. 2012), the more typical energy increase
for the 98.5% bulk of the population was less than a factor of 10. Therefore, an already
pre-energized source population of 5-6 keV (Grady and Neukirch 2009; Grady et al. 2012)
or even 35 keV (Karlicky and Barta 2007) was typically assumed to produce a higher-energy
accelerated population.
Our particle tracing contained an additional feature, missing from most trap investiga-
tions, namely the entry of the particles into the trap. As illustrated by Fig. 4, for large pitch
angles this entry could include a phase in which particles were temporarily trapped in the
entry zone and lost energy according to the betatron e↵ect in the decreasing field strength
before entering the collapsing trap and gaining energy again. This e↵ect limited the energy
gain even in the low-shear case, which otherwise is closer to the 2-D models investigated
most often.
In another simplification, we have disregarded losses from Coulomb collisions. According
to Bogachev and Somov (2009), their a↵ects are weak for collapse times tc less than ⇠ 10s
but become appreciable for tc > 100s. In our model, the collapse time for orbits such as
illustrated in Fig. 4 is about 10 dimensionless units, that is, 20s for parameter set (1)
and 100s for parameter set (2). Thus, in the less relativistic case, one might expect energy
losses, which reduce the fluxes primarily below ⇠ 100 keV (Bogachev and Somov 2009). This
mechanism, as well as other loss mechanisms, would harden the spectrum (e.g., Kontar et al.
2014) and could thus change the spectral shape towards a more kappa-like distribution (e.g.,
Oka et al. 2015).
A further simplification was the negelect of the parallel electric field. An estimate
– 24 –
of the spatial extent of parallel electric field across the magnetic field indicates that, in
the standard model with a single x-line or separator, only relatively few particles can be
expected to approach the separator to within an ion inertial length and experience field-
aligned acceleration from Ek. For investigating and isolating the e↵ects of the collapsing trap
it therefore seemed better to ignore Ek, since the parallel electric field in the MHD simulation
was distributed over an unrealistically wide region, To explolore this matter further, we have
also done some studies in which Ek was artificially confined to a strip of ⇠100 km width
around the x-line or separator, which is still considerably wider than the estimated ion
inertial or Spitzer resistive scale but less than the estimated E ⇥ B drift during a bounce.
Even in that case we found no significant di↵erence in location and relative energy gain of
the accelerated electrons from the case without Ek.
10. Summary and Conclusions
We have used test particle tracing within three-dimensional MHD simulations applicable
to the standard flare reconnection scenario to investigate the e↵ects of the collapsing fields
(“collapsing trap”) below a reconnection site on the acceleration of electrons. In particular we
have studied three cases that di↵ered by the amount of shear of the magnetic fields, related to
the magnitude of the “guide” field along the main current direction at the reconnection site.
The three cases ranged from a strongly sheared, initially force-free, field with a very strong
guide field to a low-shear field with negligible guide field, and included an intermediate case.
In all cases we found particle acceleration within the collapsing fields. Disregarding
losses at the bottom (“photospheric” or “chromospheric” boundary) as well as other loss
mechanisms, we found the acceleration to be akin to adiabatic heating, a↵ecting particles at
di↵erent energies approximately by the same factor. This factor was larger for small pitch
angles. However, those particles were assumed to be reflected at the bottom boundary with-
out loss. Alternatively, if we consider those particles as lost at impact, only electrons with
pitch angles around 90o outside the loss cone would be e↵ectively trapped and accelerated,
predominantly by the betatron e↵ect. The energy gain hence was determined by the ratio
between the magnetic fields at the top of the trap before and after the collapse. This ratio
varied between about 1.5 for the strongly stretched, initially force-free, field, with a loss cone
increasing from about 45o to ⇠60o, and about 3 for the weakly stretched field with a loss
cone increasing from ⇠20o to about 40o.
We did not find large di↵erences betweeen the relative energy gain for di↵erent relativis-
tic parameters, representing the ratio between a chosen unit energy and the electron rest
energy, defined by (24), so that the results are easily transferable to di↵erent parameter sets.
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Typically, the energy gain becomes somewhat smaller for more relativistic cases, consistent
with conclusions of Eradat Oskoui and Neukirch (2014).
The study of individual orbits showed that during the field collapse the mirror points
of a trapped particle successively move downward, closer to the surface. Therefore, particles
that eventually hit the surface and deliver their energy after acceleration should have pitch
angles close to 90o. Small pitch angle particles would hit the surface early without having
gained significant energy.
The particles entering the collapsing magnetic trap, and becoming a↵ected by the ac-
celeration, were found to originate from a much wider source region, such that only a small
fraction from that source becomes accelerated. This, in principle, alleviates the “number
problem.” However, the amount of acceleration in our simulations was insu cient to pro-
duce a substantial high-energy tail from a regular coronal source population.
Although the collapsing trap mechanism, in the present study, is not a likely candidate
for generating a significant power-law high-energy tail to a Maxwellian particle distribution,
it can be e↵ective in enhancing the fluxes of a seed population that already has a higher-
energy power-law tail added to it. The fact that the acceleration a↵ects predominantly the
population of large pitch angles makes it a more plausible candidate for loop top (or above
loop-top) sources. However, the population that is initially outside the loss cone, becomes
energized, and escapes when the loss cone widens might contribute to foot point sources.
The e↵ective heating in the trap could also render it a possible mechanism for flares that
show prolonged heating before the impulsive phase (e.g., Veronig et al. 2002; Battaglia et al.
2014), or for a long time during the post-flare phase (e.g., Kuhar et al. 2017), apparently
without significant acceleration. It could also be a mechanism for flares that appear entirely
thermal (e.g., Fleishman et al. 2015).
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