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1 ESR- tree 的设计思想
基于内容检索的图像数据库一般数据量庞大 , 图像特征维
度很高 , 为了提高检索效率 , 需要对图像特征建立高效的多维
索引。采用不同的特征空间度量定义、包络类型和数据切分方
法 , 可以得到不同类型的索引结构 [1～3]。SR- tree[4, 5]和 X- tree[6]是
目前比较成熟有效的多维 索 引 技 术 , SR- tree 在 SS- tree[7]的 基
础上引入了超矩形 , 采用超矩形和超球体结合的方法构造索
引 , 减 少 了 区 域 重 叠 , 提 高 了 区 域 之 间 的 分 离 性 , 相 对 于 R*-
tree[8], 提高了最邻近查询的性能。但是 SR- tree 和 R*- tree 一
样 , 也没有避免区域重叠。另一方面 , 除了在插入和删除操作后
对包络的更新方法应同时更新超矩形和超球体外 , SR- tree 的
插入、删除以及分裂算法完全取自 SS- tree, 超矩形信息在选择
子树和决定分裂策略时不起任何作用 ; 相反 , 对分裂策略起决
定作用的超球体 , 却由于球体本身的几何特性 , 不大容易产生
无重叠的分裂。针对 SR- tree 这一特点 , 我们利用 X- tree 中超
节点减少重叠的思想[6], 设计了一种新的索引结构 ESR- tree, 即
Extended SR- tree, ESR- tree 是利用 X- tree 的设计思想来扩展
SR- tree, 并改进了插入和分裂算法 , 在 ESR- tree 中通过引入超
级节点 , 使得新的索引结构充分利用了 SR- tree 和 X- tree 两者
的优点 , 弥补了 SR- tree 的不足 , 极大地减少了区域重叠 , 新的
分裂算法能尽可能地产生无重叠分裂 , 有效提高了多维索引的
性能。
2 ESR- Tree 的基本概念和主要算法
2.1 基本概念
定义 1 n 维空间中的矩形 R 可以由它的主对角线的两个
顶点来定义: R=( L, U) 。这里 L=[l1, l2, ⋯ , ln], U=[U1, U2, ⋯ , Un]并
且对于任何 i 都有 li [Ui。
定义 2 n 维空间中的球体 S 可以用它的球心和半径来定
义: S=( C,r) 。这里 C=[C1, C2, ⋯ , Cn]是球心坐标 , r 是球的半径。
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摘 要 多维索引技术是基于内容检索的图像数据库的关键技术。SR- tree 和 X- tree 是目前比较成熟有效的多维索引
技术。为了提高多维索引的性能 , 我们在分析 SR- tree 和 X- tree 的结构和性能的基础上 , 针对 SR- tree 分裂算法的不足 ,
引入 X- tree 中超级节点的思想 , 通过改进插入和分裂算法 , 设计了一种新的多维索引结构 ESR- tree, 即 Extended SR-
tree。实验表明 , 随着数据量和维数的增多 , ESR- tree 的性能明显优于 SR- tree 和 X- tree。
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i=1, 2, ⋯ , n 代表了数据空间的维数 ;
Ck.Xi 代表第 k 个孩子在第 i 维上的中心坐标 ;
Ck.W 代表第 k 个孩子的权重 , 也就是对应子树中的点的
数量 , 子树只是一个叶子节点时 , 将叶子节点中的点看作是一
个退化了的球体。这里 k=1, 2, ⋯ , m 是子树的序号。
半径 r 的计算方法:
r=min( ds, dr)
ds=max( d( Sk, C) )






ESR- tree 的结构同 X- tree 的结构相似 , 它的总体结构由
三类节点组成 , 即叶子节点、非叶子节点以及非叶子超节点[6]。
叶子节点的结构为 :
L: ( E1, E2, ⋯ , En)
Ei: ( point,dataitem) ( i=1, 2, ⋯ , n)




N: ( C1, C2, ⋯ , Cn)
Ci: (S, R, w, child_pointer, split_history, nodesize) ( i=1, 2, ⋯ , n)
其 中 ,child_pointer 是 指 向 子 树 的 指 针 ; S 是 child_pointer
所指向的子树中所有点的包络球体 , R 是子树中所有点的包络
矩形 : w 是子树中被索引点的数量 : split_ history 是用于表示该
入口项分裂历史的位向量 , 该位向量的第 i 位为 1, 表明该入口
项曾经以第 i 维为分裂维进行过分裂 ; nodesize 为该节点所占
的外存页面数多少 , nodesize>1 则说明该节点是超节点。
2.3 ESR- tree 的主要算法
插入算法和分裂算法是 ESR- tree 树中最重 要 的 算 法 , 它
们 最 终 决 定 了 ESR- tree 的 结 构 , 从 而 决 定 了 ESR- tree 的 性





SR- tree 的 分 裂 算 法 和 X- tree 中 超 级 节 点 的 思 想 相 结 合 来 设
计分裂算法。新的分裂算法能尽可能产生无重叠分裂 , 有效地
减少重叠区域 , 提高空间利用率 , 进而提高了索引性能。以下主
要给出插入时选择子树的算法和分裂算法 :
算法 1 选择子树( chooseSubtree)
输入: 新插入的点 point。
输 出 : 被 选 择 的 入 口 项 在 节 点 中 的 序 号 ( 也 就 是 子 树 的
序 号) 。
步骤:
( 1) 计算 point 同节点中的每一个入口项的中心点的距离 ,
假定距离最小的入口项为 entry[follow];
( 2) 对该入口项的子树中多维点的个数值加 1;
( 3) 扩张超矩形 , 使新的矩形能包含 point;
( 4) 按加权平均的方式计算新的球体的中心点 ; 扩张超球
体 , 新球体的半径是中心点到所有子树的超矩形的最大距离和
到所有子树的超球体的最大距离中的最小值 ;
( 5) 返回距离最小的入口项在节点中的序 follow。
该选择子树算法的优点是 , 在选择子树的过程中对包络球
体和包络矩形进行更新 , 在实现上比较直观、容易。但这并不是
包络更新算法的全部 , 当插入导致子节点分裂时 , 入口项本身
的包络需要重新更新。
算法 2 分裂算法
算法 2- 1 sphere- split
当插入导致入口节点数上溢时 , 首先采用强制重插策略 [4],
将部分入口项删除并重新插入到树中。如果该节点上已经进行
过强制重插 , 进行球体分裂 , 称之为 sphere- split。
输入: 待分裂的节点。
输出 : 分裂所在的维 , 最佳分裂方案。
步骤 :
( 1 ) 设 定 节 点 入 口 项 数 下 限 minCount 的 值 : minCount=
( maxCount*MINFANOUT) /100; ( maxCount 为 节 点 中 入 口 项 的
最大个数 , MINFANOUT 为节点扇出) ;
( 2) 计算分裂所在的维 : 对每一维 , 计算所有入口项中超球
体的中心点在该维坐标的方差 , 方差最大的维 dim 作为分裂所
在的维[5];
( 3) 选择最佳分裂方案 :
①在分裂所在的维 , 按照中心点在该维坐标从小到大的顺
序对所有的入口项进行排序 ;
②对所有的 totalEntries- minCount+l( totalEntries 是节点入
口项总数 ) 种可能的分裂方案得到的两个新节点 , 分别对每一
维计算每个入口项的中心点在该维上坐标的方差 , 然后将 2*N
个方差值累加 , 这里 N 是数据空间的维数。方差之和最小的分
裂方案就是最佳的分裂方案 ;
( 4) 返回 dim 和最佳分裂方案。
算法 2- 2 rectangle- split
由于球体的几何特性 , 这种以提高空间利用率为目的的分
裂策略极易导致包络区域之间较多的重叠。由于 ESR- tree 中
的包络是超矩形包络和超球体包络的相交区域 , 所以 , 如果超
矩形包络存在无重叠的分裂 , 则整个包络也一定存在无重叠的
分裂。当 sphere- split 产生较多的重叠时 , 则可以利用超矩形包
络的信息进行无重叠分裂 , 即 rectangle- split。
输入: 待分裂的节点。
输出 : 分裂所在的维 , 最佳分裂方案。
步骤 :
( 1) 设定 minCount 的值: minCount=l;
( 2) 将所有入口项的 split_history( 入口项分裂历史的位向
量) 进行按位逻辑与操作 , 如果所得结果 split_vector 为 0, 说明




( 3) 选择最佳的无重叠分裂进行的维 : split_vector 中位为 1
的维都是无重叠分裂的维。对 split_vector 中位为 1 的每一维 :
①将所有入口项中超矩形按矩形在该维的最小坐标值排
序 , 并对所有的 totalEntries- minCount+l 种可能的分裂方案 , 计
算分裂后的两个新节点的超矩形包络的边长之和 ;
②将所有入口项中超矩形按矩形在该维的最大坐标值排
序 , 并对所有的 totalEntries- minCount+l 种可能的分裂方案 , 计
算分裂后的两个新节点的超矩形包络的边长之和 , 二者之和最
小的维 dim 就是分裂所在的维 ;
( 4) 选择最佳的分裂方案 :
①对所有入口项中矩形分别按照在 dim 维的坐标最大值
和最小值排序 , 得到两个超矩形序列 ;
②对 所 有 的 2*( totalEntries- 2*minCount+l) 种 可 能 的 分 裂




( 5) 返回 dim 和最佳分裂方案。
上面的分裂算法中 , 对分裂维的选择要求所有的入口项很
容易地分开 , 而对分裂方案的选择则使两个新节点中的入口项
分别聚簇在一起。rectangle_split 中 minCount 为 1, 也就是没有
入口项个数的下限要求 , 这是产生无重叠分裂的要求 , 也是导
致树结构不平衡的根源。当分裂导致树不平衡时 , 停止正常分
裂 , 生成一个超节点 ; 如果被分裂节点已经是超节点 , 则超级节
点所占的块数增加 1;
算法 2- 3 总的分裂算法
输入 : 待分裂的节点。
输出 : 如果分裂了 , 则返回指向新的节点的指针 , 同时设置
分裂标志位。否则生成超级节点。
步骤 :
( 1) 进行球体拓扑分裂 sphere- split;
( 2) 判断新节点的超矩形包络之间的重叠 , 如果重叠小于
预定的最大值 , 则跳到( 5) , 否则跳到( 3) ;
( 3) 进行超矩形无重叠分裂 rectangle- split;
( 4) 如果生成的两个节点的扇出小于最小空间利用率的要
求 , 则生成超节点 , 返回 false, 否则转( 5) ;
( 5) 按照选定的分裂维和分裂方案进行分裂 , 生成两个新
节点 , 更新入口项的分裂历史并返回 true。
2.4 无重叠分裂存在性









过分裂 , 则说明该入口项中的超矩形包络 MBR 在该维上包含
了数据集的值域 , 为了不失一般性 , 假定该矩形为 MBR1, 相应
的维为 d。则在第 d 维上的分裂不可能是无重叠的。因为对于









须满足的条件是 : ( 1) 规模足够大 , 以测试检索系统中高维索引
结构的可扩展性 ; ( 2) 图像内容丰富 , 以测试图像特征的有效性
和系统的总体性能。为了测试 MPEG- 7 标准的有效性 , MPEG-
7 专家组提供了一组测试集 , 包括音频、静止图像和视频三个
部分。其中 , 静止图像部分包括 7 000 幅从各种渠道得到的各
种格式的静止图像。但是由于该数据集的规模不够 , 不能很好
地测试我们的索引结构的可扩展性。我们选用 http: / /www.stb-
ag.com/berchtol /papers /founew.normiert.gz 上 提 供 的 特 征 数 据
集 , 该数据集曾用作 X- tree 的测试数据集 , 它的特点是特征向
量是图像特征的付立叶系数表示 , 因此可以将特征向量的后若
干维简单地去掉 , 仍然能够得到另一个有效的特征向量。该特




( 1) 硬件环境 : PE1.2GHz CPU, 256MB SDRAM 内存 , 80GB
硬盘 , IBM 兼容机。
( 2) 操作系统平台 : Microsoft Windows XP。
( 3) 编程环境 : Microsoft Visual C++6.0 编译器。
3.3 测试方案
每个数据集上随机选出 5 个点 , 作为 5 个不同查询的查询
输入点。每个查询执行 10 遍 , 查找出同查询输入点距离最近的
8 个点。由于所测试的索引结构都是基于外存的索引结构 , 因
此内存和外存之间的 I /O 操作是影响查询性能的最主要的因
素。而每次查询执行之后 , 查找路径上的节点都被读进了内存
中 , 这样下次查询时 , 就减少了外存到内存的读操作 , 这样得到
的查询响应时间就是所谓的热结果 , 但是这种热结果反应不出
基于外存的索引结构的性能特点 , 因此我们只使用冷结果作为
评价算法性能的依据 : 每次查询进行之后 , 都有相应的清理内
存的动作。
3.4 测试结果分析
图 1 和图 2 显示了在维数一定的 情 况 下 ( 16 维 ) , 索 引 结
构的性能随着数据集的大小变化的曲线图。由两幅曲线图可以
看出 , I /O 次数的变化趋势和 CPU 时间的变化趋势基本相同。
这反应出受 I /O 次数约束的索引结构的一个特点 : I /O 时间占
了 CPU 响应时间的大部分。如何从各个角度减少 I /O 次数成
为设计索引结构的重要方面。数据集很小的时候 ( 1 万 ) , 各种
索引结构的性能没有明显的差别。实际上 , 当数据集不大的时
候 , 顺序查找也能提供很好的性能。上面的性能曲线图还说明 ,
在 I /O 次数大致相同的情况下 , ESR- tree 需 要 更 多 的 CPU 时
间。这是因为 ESR- tree 有更复杂的节点结构。当数据集很大的







响应时间大概是 SR- tree 的 66.8%, 是 X- tree 的 87.5%。




加 , ESR- tree 和 X- tree 体现出了明显的性能优越性。在维数为
32 维 的 时 候 , ESR- tree 的 查 询 响 应 时 间 分 别 是 SR- tree 的
67.78%和 X- tree 的 87.65%; 而 X- tree 的查询响应时间是 SR-
tree 的 77.34%。
4 结论
正如文献[9]中分析 , X- tree 的性能要优于 SR- tree, 但是我
们的测试结果表明并没有数量级上的变化。X- tree 的查询响应
时间大概是 SR- tree 的响应时间的 72.27%。由于 SR- tree 的各
个子树的包络区域之间有较大的重叠 , 而 ESR- tree 的各个子
树的包络区域之间的重叠则较少或者没有 , 重叠所造成的对多
条路径的查找操作就会带来更多的 I /O 次数 , 所以 ESR- tree





ESR- tree 采用基于中心点的选择子树策略这种策略同 X-
tree 以及 R*- tree 所采用的通过比较重叠区域的变化和超矩形
体积的变化来选择适当的子树相比 , 需要更少的计算量。另一
方面 , ESR- tree 采用的是基于中心点的方差的节点分裂策略 ,
这种策略同 X- tree 采用的根据超矩形在两种排序方式下的分
裂后的边长、重叠大小和死区体积来决定分裂策略相比 , 也有
更少的计算次数。
通过实验分析 , ESR- tree 的性能比 X- tree 和 SR- tree 有所
提高。数据集越大 ESR- tree 的优越性越明显。
( 收稿日期 : 2005 年 11 月)
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