Many biochemical events within a cell need to be timed properly to occur at specific times of day, after other events have happened within the cell or in response to environmental signals. The cellular biochemical feedback loops that time these events have already received much recent attention in the experimental and modeling communities. Here, we show how ideas from signal processing can be applied to understand the function of these clocks. Consider two signals from the network sðtÞ and rðtÞ, either two variables of a model or two experimentally measured time courses. We show how sðtÞ can be decomposed into two parts, the first being a function of rðtÞ, and the second the derivative of a function of rðtÞ. Geometric principles are then derived that can be used to understand when oscillations appear in biochemical feedback loops, the period of these oscillations, and their time course. Specific examples of this theory are provided that show how certain networks are prone or not prone to oscillate, how individual biochemical processes affect the period, and how oscillations in one chemical species can be deduced from oscillations in other parts of the network.
Many biochemical events within a cell need to be timed properly to occur at specific times of day, after other events have happened within the cell or in response to environmental signals. The cellular biochemical feedback loops that time these events have already received much recent attention in the experimental and modeling communities. Here, we show how ideas from signal processing can be applied to understand the function of these clocks. Consider two signals from the network sðtÞ and rðtÞ, either two variables of a model or two experimentally measured time courses. We show how sðtÞ can be decomposed into two parts, the first being a function of rðtÞ, and the second the derivative of a function of rðtÞ. Geometric principles are then derived that can be used to understand when oscillations appear in biochemical feedback loops, the period of these oscillations, and their time course. Specific examples of this theory are provided that show how certain networks are prone or not prone to oscillate, how individual biochemical processes affect the period, and how oscillations in one chemical species can be deduced from oscillations in other parts of the network.
biochemical clocks | circadian rhythms | gene networks | biological time M any biological systems perform specific functions at specific times (1) . On a 24-h (circadian) timescale, intracellular circadian clocks trigger biological events to occur at specific times of the day. Faster, noncircadian clocks properly time many other events, such as those that occur in development, in cell division, and in metabolism (2-7). Our knowledge of both of these types of clocks has grown tremendously in the past two decades with new experimental techniques, a growing library of mathematical models (8, 9) , and even the building of synthetic cellular clocks (10, 11) .
However, in each of these cellular clocks, many genes and proteins work together in complex ways to produce oscillations. A new challenge has arisen in incorporating all these recent results into a mathematical theory that can be used along with computation and experimentation (12) to better understand the system's behavior. One possibility, recently advocated by Sontag for biological clocks (13) , is to use ideas from signal processing and Hilbert space. Although this approach has been around for over 30 y (2), it has received limited attention with respect to biological clocks, probably because the biochemistry of clocks is often nonlinear (14) , and most techniques consider linear systems (15) . Here, we use these mathematical ideas to determine how to relate different oscillating elements in a genetic network.
In this current study, we draw upon this approach to show that oscillating signals in nonlinear biochemical clocks obey geometric properties. We apply these properties to three questions of wide study: (i) When are oscillations possible in biochemical feedback loops? (ii) How do individual components of the biochemical feedback loops determine the period? (iii) How does one element of the feedback loop influence the next? We illustrate answers to these questions with specific examples.
Our basic approach is to consider the time course of each chemical species as a signal rather than the concentration at a particular time. Thus, we can consider a vector of the values of sðtÞ over one period sampled at fixed time intervals [sðt þ ϵÞ, sðt þ 2ϵÞ;…, sðt þ τÞ]. As more and more samples are taken (smaller ϵ), the signal approaches a function of time as defined in terms of Hilbert space theory. Further information on this abstraction can be found in refs. 13 or 16.
We subtract off the mean of all signals; in other words, we consider all signals as having mean zero unless otherwise indicated. Unless otherwise indicated, we assume all chemical species oscillate with a period τ.
Two important ideas are now needed: The amplitude of a signal is defined as the root-mean-square of the signal (also known in the mathematical literature as the L 2 norm and remembering that we consider all signals to have mean zero); and the dot product of two signals (in this case equivalent to the mathematical inner product). They are defined in the standard way:
We also denote the mean of a signal f , hf i. From these we can define an angle that represents the similarity between two signals:
where θ f ;g ¼ 0 implies f and g are scalar multiples of each other and θ f ;g ¼ AEπ∕2 implies the two signals are orthogonal to each other.
Results
Representing One Signal as a Function of Another. A common form found in mathematical models of biochemical clocks is
or dp∕dt þ nðpÞ ¼ sðtÞ:
This states that the production rate sðtÞ can be broken into two parts, a function of p (also known as the clearance rate of p) and the derivative of p. If p is constant, then dp∕dt ¼ 0 and nðpÞ is constant. We also note that Z taþτ ta nðpÞ dp dt dt ¼ Nðpðta þ τÞÞ − NðpðtaÞÞ ¼ 0;
where NðpÞ is the indefinite integral of nðpÞ, meaning that these two parts are orthogonal (see Theorem 1 below for an alternate proof). Now, consider oscillations in a more general network whose dynamics may not be initially of this form. Surprisingly, this form still applies, as shown by the following definition and theorem:
Definition: A reference signal is a signal rðtÞ with period τ that has at most one maximum and one minimum over the period τ (i.e., dr∕dt ¼ 0 twice over a period). Theorem 1. Given a signal sðtÞ and a reference signal rðtÞ both periodic with period τ.
2 s∕dt 2 ≠ 0, sðtÞ can be expressed as the sum of two orthogonal parts:
The proof of this theorem is given in SI Text given that sðtÞ, rðtÞ, f 1 ðrÞ, and f 2 ðrÞ have a Fourier series representation. This proof also provides a way of calculating f 1 and f 2 . This decomposition is possible even if model equations are not available (See Example 1 below).
Assume f 1 and f 2 are known, ideally because we have a mathematical model of the form given by Eqs. 1a and 1b, but otherwise by calculation. What does knowledge of f 1 and f 2 tell us about the relationship between sðtÞ and rðtÞ? Some basic properties can be immediately seen. For example, if df 1 ðrÞ∕dt ¼ 0, then sðtÞ is a function of rðtÞ. Likewise, if f 2 ðrÞ ¼ 0, then sðtÞ and rðtÞ are orthogonal.
The rest of this manuscript will derive properties of the systems based on knowledge of f 1 and f 2 .
Example 1: Experimental Data on the Mammalian Circadian Clock. We use data from ref. 17 that continuously measure luciferase reporters of two genes in the mammalian circadian clock (Bmal1 and Per2). The Bmal1 marker is shown in Fig. 1A , where digitized data are shown as well as a best fit that we consider rðtÞ. Fig. 1 B and D show f 2 ðrÞ and df 1 ðrÞ∕dt, respectively, which when added yield the rhythm in the Per2 marker shown in Fig. 1C . Here, we simply illustrate that our methodology can be used on real data. Data from any clock system could have been used and/or other markers of rhythms including more accurate luciferase fusion proteins.
Example 2: The Goodwin Oscillator. Goodwin's oscillator (18) has been one of the most studied biochemical models of biological clocks. A more general form of this model is dp
Main prediction: An exact formula for the period of the oscillator.
We note that each equation can be written in the form dp i dt
We can substitute for p i−1 and find
Taking the inner product with dp 3 ∕dt on the left-hand side, we find that
; dp 3 dt þ ðn 1 n 2 þ n 2 n 3 þ n 1 n 3 Þ dp 3 dt ; dp 3 dt ¼ 0.
By integration by parts, we know
which takes the form of a fixed Sobolev norm. With frequency w, we can represent the Fourier series of p 3 as
and with Parseval's theorem (19) , substituting this into the previous formula yields
This gives an exact formula for the period of the oscillator. It is interesting to note that transcription or translation rates do not appear in this formula. Here are some key predictions:
1. As degradation rates increase, the period shortens. 2. The minimum bound for the period is 2π ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi n 1 n 2 þn 2 n 3 þn 1 n 3 p .
The period lengthens as
∑ j ja j j 2 j 2 increases. This fraction gives higher weight to a j as j increases.
Inferring One Signal from the Next. Consider Eq. 1a:
Let ρðtÞ ≡ f 2 ðrðtÞÞ. Assume f 1 is a function of f 2 or f 1 ðrÞ ¼ qðρðtÞÞ. Then we have Fig. 1 . Here, we demonstrate the geometry described in Fig 1 with data presented in the abstract of the HTML version of ref. 17 around day 2. They record markers of the rhythms of two key genes in the circadian clock: Bmal1 (A) and Per2 (C). Both rhythms were well fit by a sinusoid, which is shown. Considering Bmal1 marker as rðtÞ and Per2 marker as sðtÞ, B and D show f 2 ðrÞ and df 1 ðrÞ∕dt, respectively. Adding them together yields the rhythm of the Per2 marker shown in C.
ðdρ∕dtÞðdq∕dρÞ ¼ sðtÞ − ρðtÞ; scaling time, we then have dρ∕dT ¼ sðtðTÞÞ − ρðTÞ and dT∕dt ≡ dρ∕dq, assuming that dρ∕dq ≠ 0, which allows a one-to-one mapping between T and t. Here, an exact solution can be found:
which shows that ρðTÞ is simply a weighted average of the previous signal sðTÞ. However, this weighting uses T rather than t. From this, the following prediction can be made: As dt∕dT lessens, t proceeds slower with respect to T, giving more weight to that part of the signal in determining ρðTÞ.
Example: Consider the case where dp∕dt ¼ sðtÞ − nðpðtÞÞ with sðtÞ ¼ 1 þ sinðtÞ and nðpðtÞÞ ¼ 2pðtÞ∕ð0.5 þ pðtÞÞ. sðtÞ is shown in Fig. 2A (blue curve) along with nðpðtÞ) (red curve). Scaling time yields sðTÞ shown in Fig. 2B (blue curve). One can see that at points where pðtÞ saturates nðpðtÞÞ, sðTÞ becomes more compressed and includes more of the signal sðtÞ in a smaller time span. This is then passed through a linear filter with rate constant η ¼ 1.22 yielding ρðTÞ (red curve in Fig. 2B ). Plotting ρðTðtÞÞ yields nðpðtÞÞ shown in Fig. 2A . Let us describe what we mean by a generalized estimate of the frequency of f 1 ðrÞ. If f 1 ðrÞ ¼ cosðwt þ ϕÞ then this ratio is the exact frequency w. Otherwise, let us assume that f 1 ðrÞ has a Fourier series ∑ j a j e Iwjtþϕ j , as in Example 2, this ratio is equal
. Thus, it not only depends on the frequency of f 1 ðrÞ but also on the frequencies of the harmonics of f 1 ðrÞ. As the amplitudes of higher harmonics increase, so does this generalized frequency.
Comparing Signal Shapes. We next compare the signal shape between sðtÞ and rðtÞ using f 1 ðrÞ and f 2 ðrÞ and the geometry outlined in Fig. 3 . To start, we take the inner product of Eq. 1 or Theorem 1 with rðtÞ:
hsðtÞ;rðtÞi ¼ hðdf 1 ðrÞ∕dtÞ;rðtÞi þ hf 2 ðrÞ;rðtÞi ¼ hf 2 ðrÞ;rðtÞi;
where the second equality comes from the fact that df 1 ðrÞ∕dt and rðtÞ are orthogonal (Theorem 1).
With the definition of the inner product, we find jjsðtÞjjjjrðtÞjj cosðθ s;r Þ ¼ jjf 2 ðrÞjjjjrðtÞjj cosðθ f 2;r Þ; or cosðθ s;r Þ ¼ ðjjf 2 ðrÞjj∕jjsðtÞjjÞ cosðθ f 2;r Þ ¼
where the second equality uses Eq. 2. So how does θ s;r depend on f 1 ðrÞ and f 2 ðrÞ? It depends monotonically on θ f 2;r , so as f 2 ðrÞ distorts the shape of rðtÞ, it distorts sðtÞ from rðtÞ. Also, df 1 ðrÞ∕dt distorts sðtÞ from rðtÞ. The larger the magnitude of df 1 ðrÞ∕dt, the greater the difference in shape between sðtÞ and rðtÞ.
Requirement for Oscillations in a Negative Feedback Loop. Now, assume we have the general structure of a feedback loop where the signal sðtÞ in the ith step of the feedback loop is a function of the clearance rate of the previous element in the feedback loop, or that the model has the following form: We show (see text) that the above system can be converted to the linear filter, dρ∕dT ¼ sðTÞ − ηρðTÞ, with η ¼ 1.22 and dT ∕dt ¼ ð1∕ηÞdn∕dp. Both sðTÞ (blue) and ρðT Þ (red) are plotted. Over the region 2 < t < 4, nðpðtÞÞ saturates (dn∕dp is small), so t proceeds quickly with respect to T , and sðT Þ is condensed around T ¼ 2. For
We also assume there are q elements of the loop and that r 0 ðtÞ ¼ r q ðtÞ, which gives the structure of a feedback loop. We also sometimes abbreviate s i−1 ðf 2 ðr i−1 ÞÞ as s i−1 .
Definition: The gain of s i with respect to f 2 ðr i ðtÞÞ at time t is G i ðtÞ ≡ s i ðf 2 ðr i ðtÞÞÞ∕ðf 2 ðr i ðtÞÞ − f mÞ; where sðf mÞ ¼ 0.
We assume that the gain is always defined, a condition known in control theory as passivity. See ref. 20 
This can be thought of as a weighted harmonic mean of G i ðtÞ. (Comparison of this definition of the gain, and the much more commonly used L 2 gain, is provided later.)
This theorem is proved in SI Text. It is perhaps more interesting when the inequality of Theorem 2 is not satisfied, which then indicates that oscillations can not be present.
So when do oscillations appear in genetic networks? The most common answer found in the biological literature is that negative feedback and delay cause oscillations. However, many genes in the genome are under the control of negative feedback, and these feedbacks always have a delay. This theorem states that something more is needed, and indeed, most genetic networks with negative feedback and delay do not show oscillations. For example, if there are three elements in the network (q ¼ 3) the lefthand side is eight that would require special biological mechanisms to achieve this high gain.
Although similar secant conditions have been presented previously (2, 13, (21) (22) (23) , this condition involves an equality using the θ si−1;si . To maximize the chances that a biochemical feedback loop will oscillate, one should aim for θ si−1;si ¼ π∕q, or that each step of the feedback loop will cause the same distortion of the previous signal as in the previous step. Thus, if the steps in the feedback loop are symmetric in the sense that they distort the signals in the same way, then the network will likely oscillate. The following examples illustrate this point.
Example: A conversion system:
In this example, one element is simply converted to the next at some rate. The gain for each step is then 1, which violates Theorem 2. Thus, no oscillations are possible in this system.
Example: A symmetric oscillator: dp i dt
where the same functions m and n are used for all steps. For comparison, this has the structure of the repressilator (11), which has three genes with each gene repressing the next (dm∕dp < 0, dn∕dp > 0). Our results show that, due to the symmetry of this system, oscillations should be easily generated. Our definition of the gain is different than that used in many other contexts. A much more common definition of the gain of a step in a feedback loop than that used here is the L 2 gain (see ref. 13 for details), which is ‖sðp i−1 Þ‖ ‖f 2 ðp i Þ‖ for each step in this example. Choosing specific functions nðp i Þ ¼ p i and mðp i−1 Þ ¼ 1∕ð0.1 þ p i−1 Þ 3 , letting q ¼ 3 and simulating, we find that the L 2 gain of each step is 1.23, with a total L 2 gain for the feedback network of 1.23 3 ¼ 1.86. This illustrates how a symmetric system can oscillate at very low gain, particularly when other definitions of the gain are used. The total loop gain with the definition used in Theorem 2 is 91.7, which obeys the theorem.
Discussion
In this study, we demonstrated how geometric principles, based on well-established and long-standing mathematical theory, could be used to make predictions about biological oscillators. To do so, we combined previously developed ideas from mathematicians (16) and engineers (20) , particularly control theorists, who had considered oscillations, including Hilbert space, and signal processing typically used in electrical circuits. These results add to a growing literature on new mathematical methods for understanding biological feedback loops (24) (25) (26) .
Because of the vast number of previous results on biochemical feedback loops (27, 28) , it is beyond the scope of this work to consider all here. That being said, future work is yet needed to determine whether other results can be derived and/or extended using geometric principles. Our hope with this study is that the principles derived here could be used alongside other commonly accepted techniques such as bifurcation theory (29) , calculation of Lyapunov functions (23) , geometric analysis of phase space (30, 31) , and asymptotic analysis in future analysis. Moreover, we hope that these techniques can be used to solve other classical problems in biological rhythms such as synchronization of biological oscillators (28); temperature compensation, which can be understood through the Goodwin model (28); or even may be applied more broadly to nonbiological problems.
By way of example, a similar general theory exists for determining the possibility of bistability in genetic networks (32) . Moreover, for our study, another complicating factor is molecular noise (33, 34) , which is not accounted for here, and thus could be explored with these techniques using similar methods to those in ref. 25 .
For some systems, our results were surprisingly strong. For example, in the case of the well-studied Goodwin model, we found exact formulas for the period. In addition, in the case of a simplified repressilator, we found that the repressilator can oscillate with very little gain when measured in the standard (L 2 ) way. This may perhaps explain why this design was built successfully. Both of these results should be of particular importance in synthetic biology, where one of the major goals has been the creation of synthetic clocks, as well as in circadian biology, where proper timekeeping has been shown to be essential in the treatment of disease.
