Abstract-Foschini's diagonally layered space-time transmission system known as D-BLAST is an architecture designed for a Rayleigh fading environment using multiple element antenna arrays at both the transmit and receive sites to achieve very high spectral efficiencies. In this paper, we propose a simple coding technique for D-BLAST that uses a single trellis code with finite-traceback Viterbi decoding. We examine the performance of universal trellis codes that are designed to have a distance structure that is matched to the periodic signal-to-noise ratio (SNR) variation of the channel created by D-BLAST, under the assumption that the channel is static during one burst but may change from burst to burst. We show that a universal 64-state trellis code on a 2 2 D-BLAST system with long enough blocklengths displays universal behavior working on almost every 2 2 channel with at least the mutual information required by a standard 64-state AWGN trellis code. The only 2 2 channel where more mutual information is required is a certain rotation of the zero eigenvalue channel. We also presnt 4 4 and 8 8 examples.
I. INTRODUCTION
T HE basic information theory results reported by Foschini and Gans [1] and independently by Telatar [2] have computed the extremely high spectral efficiencies possible through multiple element antenna arrays at both the transmitter and receiver. In [1] , the authors identified the opportunity of using multiple antennas at the transmitter and receiver to achieve very high data rates. In [3] , Foschini proposed a diagonally layered space-time transmission system (better known as D-BLAST), which is a receiver architecture designed for multiple-input multiple-output (MIMO) systems. With zero-forcing (ZF) interference suppression, this architecture has an "operational" capacity equal to a lower bound on the Shannon channel capacity. However, the results of Ariyavisitakul [4] show that D-BLAST is theoretically capacity-achieving if zero-forcing is replaced by minimum-mean squared error (MMSE) interference suppression. In essence, MMSE D-BLAST converts a linear MIMO channel into a periodic scalar channel with the same capacity.
In this paper, we extend our results in [5] and examine the performance of universal trellis codes for the periodic fading channel in conjunction with full-overhead and reduced-overhead versions of the diagonally layered space-time receiver architecture. A universal trellis code can (to the extent its blocklength and complexity will permit) approach the performance predicted by the compound channel information theory for linear Gaussian channels. This theory states that for a given rate and input distribution, there exists a code that will reliably transmit that rate over every linear Gaussian channel for which the input distribution induces a mutual information higher than the code rate. In other words, such a code works on every channel that it possibly could, and on each channel, it works as if it were designed specifically for that channel. In [6] , Wesel et al. constructed universal trellis codes for periodic erasure channels, which we show to be universal for more general periodic fading. We also show that these 64-state universal trellis codes have frame error rates within 1.8-3.6 dB of the quasistatic Rayleigh fading outage capacity of the periodic fading channel created by D-BLAST. An additional loss of 0.6-1.0 dB is incurred due to the overhead penalty associated with the diagonal layering. At about the same time as our initial results in [5] , Caire and Colavolpe [7] proposed a similar space-time coding technique for the quasistatic multiple antenna channel, called the "wrapped" space-time coding (WSTC) scheme. The main difference in this work is that the decoding of a "wrapped" space-time code is via Viterbi's algorithm through the use of per-survivor processing (PSP) and that the component codes for the WSTC scheme are off-the-shelf convolutional codes, which are not designed for the periodic channel created by D-BLAST.
Recently, El Gamal and Hammons [8] proposed an iterative coding technique for the layered space-time systems that uses constituent encoders, one for each layer. The main advantage of this scheme, which is referred to as the threaded space-time (TST) architecture, is that it does not incur the overhead penalty of the initial pilots required by diagonal layering. One potential drawback of the TST architecture is the complexity of its iterative receiver that combines a SISO multi-user detector module and separate SISO channel decoders for each of the component channel codes. The TST results reported in [8] are within 2-3 dB of the outage capacity. For a higher number of transmit/receive antennas, the TST architecture of El Gamal and Hammons has 1.4-2.0 dB better average performance in quasistatic Rayleigh fading than our scheme. The iterative MMSE receiver architecture of TST provides better detection and has no overhead penalty.
Another factor that contributes to a better average performance in the TST architecture is the use of smaller QPSK constellations. However, our larger 16-QAM constellations permit the code to operate on at least some channels that are singular.
Such singular channels would force uncoded performance for QPSK systems such as that of El Gamal and Hammons. Another recent work includes the multilayered space-time architecture proposed by Tarokh et al. [9] . The performance obtained with this scheme is 6 dB or more from the outage capacity.
The rest of the paper is organized as follows. Section II presents a mathematical model for multiple-antenna communication systems. Section III presents an overview of the layered space-time architecture of D-BLAST including an alternative proof that MMSE D-BLAST is a capacity-achieving architecture. Section IV introduces two layering methods (a full-overhead and a reduced-overhead system) that are appropriate for continuous Viterbi decoding with finite traceback depth. Section V explains how to perform finite-traceback Viterbi by selecting a layer width that yields decoded symbols "just-in-time" for use in cancellation. Section VI describes universal trellis code design strategies for transmission in systems with a periodic signal-to-noise ratio (SNR) variation. Section VII provides simulation results for some examples of layered space-time coded systems under quasistatic Rayleigh fading channels, and finally, Section VIII summarizes the conclusions.
II. SYSTEM MODEL
The system under consideration is a MIMO system with transmit and receive antennas. In a complex baseband representation, the basic vector equation describing the channel operating on the signal is (1) where is the complex vector of modulation symbols transmitted in parallel by the transmit antennas at symbol time , is the vector of independent Gaussian noise samples with zero mean and variance per dimension, is the corresponding vector of received signal samples at the output of the receive antennas, and is the channel matrix. We assume that the power emitted from each transmit antenna is proportional to so that the total radiated power is constant and independent of the number of transmit antennas. The average signal-to-noise ratio (SNR) at each receive antenna is also independent of . The path gains in the channel matrix are modeled as samples of independent complex Gaussian random variables with zero mean and variance 0.5 per dimension. This is equivalent to the assumption that each path between a transmit and a receive antenna has frequency-flat independent Rayleigh fading.
We consider a communication scenario in which the channel characteristics are essentially unchanged during a frame but change randomly from one frame to another (quasistatic fading). We further assume that the receiver knows perfectly, whereas the transmitter has no knowledge of . In practice, the assumption of perfect channel state information (CSI) at the receiver holds approximately when the channel varies slowly with respect to the duration of a frame. This is a realistic assumption in several wireless settings where mobility is limited or absent (e.g., indoor wireless local-area networks, wireless local loops, etc.). Furthermore, the assumption of no CSI at the transmitter is a reasonable assumption in situations where feedback or time-division duplexing cannot be exploited. However, the transmitter may use knowledge of the channel statistics (such as average SNR) to select a transmission rate even though it has no knowledge of the particular realization of the channel matrix.
III. OVERVIEW OF THE LAYERED SPACE-TIME ARCHITECTURE
The transmission process in Foschini's layered structure with transmit and receive antennas can be summarized as follows. The data stream is demultiplexed into data streams of equal rate, and each substream is modulated using the same constellation. The substreams are transmitted simultaneously using antenna elements. Then, at the receiver, the receive antennas are used to decouple and detect the transmitted signals.
First, the transmitted signal from antenna is treated as the desired signal, whereas the signals from the other transmit antennas are treated as interference. Linear processing on the received vector is then used to suppress the interference from antennas . This yields a diversity order of one. Once the signal transmitted from antenna is correctly detected, it is canceled from the received vector. Then, the signal from antenna is treated as the desired signal, whereas the signals from antennas are treated as interference. Linear processing is used to suppress the interference from the remaining signals, providing a diversity order of two. This process continues until all the transmitted signals are detected. With this scheme, the diversity order varies across the transmitted signal components from a diversity gain of one for the signal transmitted from antenna to a diversity gain of for the signal transmitted from antenna one.
To summarize, the detection of transmitted signal components involves two major steps: 1) Interference Canceling: Interference from already detected symbols is subtracted out.
2) Interference Suppression:
Interference from yet to be detected symbols is suppressed by linear operations. The interference canceling step subtracts out from the received vector the already detected signal components, whereas the interference suppression step removes the interference stemming from the as-yet undecoded components using linear operations optimized under a ZF or an MMSE criterion.
The interference suppression alternatives (ZF and MMSE) are described in detail next. Assuming that the receiver has correctly detected the last signal components of , we can cancel the interference from these components by subtracting them out from the received vector . Then, the resulting vector is (2)
A. ZF Interference Suppression
Assuming the last signal components have been correctly detected and canceled out, the interference stemming from the simultaneous transmission of is nulled out by projecting onto the nullspace of the vectors . Let denote the vector space spanned by the column vectors and the result of the projection
The above expression can be further simplified to obtain (4) where and are the projection of and , respectively, onto the nullspace of . Using standard maximum ratio combining, the decision on the th component of is given by (5) It can be shown that the mean squared error (MSE) between and is given by MSE (6) where is the covariance matrix of the noise vector . Then, the resulting SNR for the th channel is (7) where is the average constellation energy, and is a chi-square random variable with degrees of freedom. Since the entries of the channel matrix are zero-mean, unitvariance complex Gaussians, the mean of the chi-square variate is . Under the assumption of correct decisions being canceled out, interference suppression under the ZF criterion decomposes the MIMO channel of (1) into parallel channels with SNRs . This is equivalent to a single-input single-output (SISO) periodically time-varying channel of period whose gains are chi-square random variables with degrees of freedom. The operational capacity of such periodic fading channel is a lower bound on the true MIMO channel capacity [1] :
B. MMSE Interference Suppression
Again, assuming the last signal components have been correctly detected and canceled out, the interference from components is suppressed by minimizing the mean squared error between and . The decision on the th component of is given by , where is an -dimensional column vector chosen to minimize the MSE.The MMSE solution for satisfies [10] 
This yields an MMSE on the th signal component MMSE (10) and a corresponding signal-to-noise and interference ratio (11) It can be shown that the above is a random variable given by (12) where Diag (13) and is the projection of the complex Gaussian vector onto the space spanned by the columns of the unitary matrix . This is a direct consequence of the symmetric eigendecomposition of the Hermitian matrix (14) where is a diagonal matrix whose elements are the eigenvalues of the Hermitian matrix in (14) . The distribution of is not known in closed form; however, it can easily be generated through empirical studies.
Observe that under the same assumptions as with ZF, the MMSE interference suppression scheme also creates an equivalent time-varying channel with a periodic SNR variation given by , which yields a higher capacity than the periodic channel created with the ZF interference suppression scheme. In fact, as shown in [4] , the above SNRs achieve the Gaussian input capacity for MIMO channels. Below, we give an alternative proof of this result. We have learned that this proof is also contained in a soon-to-be published book by Paulraj et al. [11] . (22) Repeated application of the above procedure to further factor det yields (23) Therefore (24) and the proof of the theorem is complete. The above theorem proves the optimality of the layered space-time system under the assumption of perfect cancellations, i.e., no decision errors affect the detection in subsequent layers. This proof also provides some insight into how D-BLAST achieves the MIMO channel capacity. In particular, observe that the scalar periodic SNRs produced under MMSE suppression are in general not equal to the eigenvalues of the matrix . Finally, we note that the MMSE and ZF solutions are equivalent in the limit of large SNR.
IV. SPACE-TIME LAYERING FOR TRELLIS CODES

A. Full-Overhead Layered Space-Time Coded System
In the following, we describe a trellis coding technique for the layered space-time architecture of D-BLAST. We assume a single trellis code producing codewords of length , including tail bits to drive the encoder back to state zero (where is the number of memory elements of the code). We further assume that is a multiple of the number of antennas . Then, the symbols in a codeword vector are placed moving left-to-right in diagonal layers of width in order to form the codeword matrix , with . The mapping sends the codeword vector to an complex-valued matrix , whose th entry is equal to , i.e., is the baseband version of the codeword as transmitted across the channel. The mapping is defined by if otherwise (25) where (26) for and . Fig. 1(a) illustrates the symbol layering for a codeword of length 16 in a 2 2 system with diagonal layers of width . Each square represents a symbol transmitted from a single antenna at a single symbol time. The numbers in the squares represent the processing order of the Viterbi decoder. The empty squares represent overhead symbols where nothing is transmitted.
Notice that this scheme has an inherent rate loss of approximately because of the lower and upper triangles of overhead (zero) symbols in the codeword matrix. This ignores the small rate loss due to the tail bits used for trellis termination. Assuming a trellis code of rate and a modulation mapping each -tuple of binary symbols into a complex-valued constellation point, the spectral efficiency of the above layering scheme is (27) In this formulation, efficiency is taken to mean the number of information bits per vector channel use.
In Fig. 1(a) , we have used a codeword matrix that is conceptually appealing. The order in which the columns of the codeword matrix are transmitted is, in fact, arbitrary so that we could re-arrange them as in Fig. 1(c) to avoid any delay in processing. In the sequel, we will refer to this scheme as the full-overhead system in order to differentiate it from a variation of the scheme that has only half of the overhead penalty. The new reduced-overhead scheme is described next. 
B. Reduced-Overhead Layered Space-Time Coded System
The reduced-overhead scheme is a variation of the full-overhead system that cuts the overhead penalty in half. There are many possible symbol arrangements which yield a reducedoverhead system. The simplest one is shown in Fig. 1(b) , where the only difference from the full-overhead system is the placement of symbols 16, 14 above 10, and 12. All four of these symbols are intended to be decoded using suppression. Thus, in this particular arrangement, we do not require empty squares of pilot symbols at the end of the block. Then, the overhead penalty is cut in half, and the spectral efficiency of the reduced-overhead system is increased to (28) A slightly different approach is illustrated in Fig. 1(d) , which preserves the diagonal structure of the block but has half the diagonal width. Observe that in this scheme, we arrange the symbols moving from both ends of the frame toward the middle. While the first version is conceptually more transparent, the second version has the appeal of a diagonal block structure. This is, in fact, the version implemented in all our simulations. However, we believe that the difference in performance between the two reduced-overhead schemes should be negligible.
V. DECODING VIA FINITE-TRACEBACK VITERBI
In this section, we present both an optimal "just-in-time" and a "not just-in-time" Viterbi decoding method for the layered space-time systems discussed in the Section IV. For ease of exposition, we consider 2 2 systems; however, the decoding method extends to larger systems in a straightforward manner.
A. Optimal "Just-in-Time" Traceback
First, consider the full-overhead system in Fig. 1(a) . The diagonal layering in this example is well matched for finite-traceback Viterbi decoding [13] with traceback depth . Linear processing as described in Section III is used to detect the received vectors. Thus, each odd-numbered symbol is detected by canceling the even-numbered symbol below it, whereas each even-numbered symbol is detected by suppressing the symbol above it.
Observe that in this diagonal layering, there are four pilot symbols at the beginning of the block. With this arrangement, symbols 1, 3, 5, and 7 are detected by simply canceling the known pilots below them, whereas symbols 2, 4, and 6 are detected by suppressing the interference from the symbols above them. Thus, the first seven symbols can be detected with no Viterbi decoding. This is enough to permit the first traceback. Thereafter, the bottom even-numbered symbols are decoded "just-in-time" to provide the cancellation required for the next Viterbi traceback. For example, after symbol 8 is detected by suppression, Viterbi traceback is performed to decode symbol 2. This symbol is decoded "just-in-time" to be canceled out from the received vector so that symbol 9 can be detected. This process continues until all the symbols in the block have been decoded.
With this decoding method, the basic idea is to choose a traceback depth (perhaps chosen according to [14] or through empirical study) and a diagonal layering that together permit the decoding of a symbol "just-in-time" to be subtracted out from the received vectors. In general, in order to decode a symbol "just-in-time" the step-size of the diagonal layering must be (29)
Similar "just-in-time" decoding is supported by the reducedoverhead system in Fig. 1(b) . The only difference is in the detection of symbols 10, 12, 14, and 16, which must be received by suppressing the interfering symbols above or below them (in the full-overhead system, these symbols might also be detected by suppression; however, one can do better by cancelling the known pilot symbols instead).
B. "Not Just-in-Time" Traceback
For a given traceback depth , one might consider lowering the overhead penalty by selecting a layer width smaller than what is required for "just-in-time" decoding. For illustration, consider using the traceback depth of 7 with only two initial pilots, as illustrated in Fig. 2 . With only two initial pilots, the first four space-time symbols are detected in the same manner as before. However, the odd-numbered space-time symbols 5 and 7 have the undecoded symbols 2 and 4 below them, and therefore, they must be detected by suppressing the symbols 2 and 4, respectively. In general, the first Viterbi traceback requires the last symbols to be detected by suppression only. After a traceback, the decoded even-numbered symbols must be canceled from an earlier received vector, which implies that the last stages of the trellis must be updated for future tracebacks.
While more general, this scheme suffers from the added complexity of updating the last stages of the trellis whenever a decoded symbol needs to be canceled out. In Section VII, we take a closer look at this decoding method and show that the added complexity is not justified by the corresponding gain in spectral efficiency. In fact, our results show that the "just-in-time" decoding method provides the best performance (measured as the SNR gap to outage probability) for a fixed traceback depth .
VI. UNIVERSAL TRELLIS CODES
In Section III, we saw that the layered architecture with linear processing at the receiver creates a periodic fading channel, and therefore, we require a trellis code that is effective on such periodic variations in SNR. A special case of the results of Root and Varaiya [15] indicates that a single code can guarantee a rate over every periodic Gaussian channel that has a mutual information (MI) greater than the rate , where MI
and are the periodic scale factors. One implication of this result is that good error performance over one particular channel does not have to come at the expense of significant performance degradation over others.
The design of trellis codes for channels that are characterized by additive white Gaussian noise with a distinct periodic variation in SNR is investigated in [6] and [16] - [19] . The case of periodic Rayleigh fading is treated in [16] , [18] , and [19] . In [6] , Wesel et al. construct universal trellis codes for periodic erasure channels. A family of trellis codes for periods 2-5 are designed to provide robust performance over all periodic erasure patterns for which the number of unerased coded bits per period is at least equal to the number of information bits per period. A brief review of the design approach for these trellis codes is presented next.
Let the -element vector contain the periodic scale factors with . In addition, let the normalized symbol-wise squared Euclidean distance between two constellation points be , where and are the correct and incorrect constellation points associated with the th symbols of a trellis error event . The periodic erasure of symbols scales distances with the same index modulo by the same binary scale factor . Define the periodic squared distance for as the sum of the square of the distances that are scaled by the same factor for a given error event The values form the periodic distance vector
The minimum distance of valid error events under a periodic erasure pattern is referred to as the squared residual Euclidean distance (RED) for a specified periodic attenuation vector
where the expression represents an inner product. Trellis code design for all possible erasure patterns is a multicriterion problem since we seek to minimize bit-error-rate (BER) (essentially maximize RED) at all erasure patterns simultaneously.
The primary approach described in [6] is to seek to maintain the same required excess mutual information for all erasure patterns, which is motivated by the desire to have similar error performance over all erasure patterns with the same MI. Excess mutual information is defined as the difference between the channel MI, where the desired error probability BER is achieved, and , the information transmission rate. For example, consider the periodic channel with periodic scale factors . There is an average transmit energy requirement at which our trellis code achieves bit-error-rate BER on the channel . This transmit energy induces a mutual information MI , which is the maximum rate that can be reliably transmitted in theory over this periodic channel. The difference MI is the excess mutual information, which is a measure of how close the code is operating relative to channel capacity at BER . The search for trellis codes that maintain a similar level of excess mutual information over all erasure patterns produces a design criterion based on maximizing , RED
where is the number of elements of the th erasure pattern equal to zero. The codes in [6] were designed to be universal only for periodic erasures channels. However, we show that code #1 designed in [6] using as the objective function is a universal trellis code for general periodic fading and hence D-BLAST. First, consider the performance of the 64-state, rate-1/3, 8-PSK code #1 over periodic erasures. For a BER of 10 , this code requires an excess mutual information of 0.64 bits on the channel where every other symbol is an erasure , and an excess mutual information of 0.87 bits on the channel with no erasures . Fig. 3 shows an extension of the results presented in [6] by considering the excess mutual information required for BER on a periodic channel when the ratio of squared scale factors varies from 0 to 1. In this plot, the curve labeled Period-2 TFB is generated using a transfer function bound to obtain the SNR necessary to achieve BER for values of between 0 and 1. Observe that as increases from 0 to 1 the excess mutual information is monotonically increasing from 0.64 to 0.87, which correspond to the excess MI figures on the two erasure channels. For comparison, the best Euclidean distance 64-state trellis code for transmission of one bit per symbol (rate-1/2 maximum free distance convolutional code used with Gray-labeled QPSK) requires an SNR of 4.3 dB to achieve BER in additive white Gaussian noise (AWGN). At this SNR, the capacity of the AWGN channel is 1.88 bits/symbol, and thus, this code requires an excess MI of 0.88 bits. Therefore, our universal code has less excess MI on every period-2 channel than the standard amount of excess MI required by a 64-state code at this rate for the AWGN channel. Next, consider the performance of an MMSE full-overhead D-BLAST system using code #1 over a set of linear Gaussian channels obtained by sampling the continuum of 2 2 channels. For that, it is sufficient to consider channels of the form (34) where are the eigenvalues of the Hermitian matrix with , is the eigenvalue skew, , and . We sample the above matrix via the parameters and . The periodic SNRs and turn out to be independent of , and therefore, we can choose arbitrarily.
Performance on each channel in this sampling is measured by the mutual information in excess of the transmission rate required to achieve a BER of 10 . Fig. 3 plots this required excess mutual information per transmit antenna as individual points against the corresponding ratio of periodic SNRs (assuming ) induced by the MMSE processing in D-BLAST. The points labeled with circles correspond to a blocklength of 1016 information bits per transmit antenna and an overall rate , whereas the points labeled with squares correspond to a blocklength of 127 information bits per transmit antenna and an overall rate . Observe that with the larger blocklength where the overhead penalty is negligible, the excess MI points obtained on the individual channels in the sampling set are very close to the excess MI curve for the periodic channel. In the case of the smaller blocklength, the loss in excess MI is relatively constant for all channels in the set and around 0.15 bits per antenna.
For both blocklengths, there is a single point that has noticeably poor performance. Both points correspond to and . The poor performance is due to error propagation, as shown by the solid points that simulate decoding on this channel with the cancellation performed using the correct symbols. Note that simulations for and showed no performance degradation due to error propagation. For the blocklength 1016 case, the ratio of periodic SNRs for changes when error propagation is removed because depends on the operating SNR.
It is not surprising that we observe error propagation effects in a decision-directed cancellation algorithm like D-BLAST. In fact, perhaps it is surprising that error propagation is only observed under the particular channel condition where , and is particularly unfavorable. Such a channel is essentially the scalar channel . On such a channel, when or , we have a periodic erasure channel, which our trellis code handles quite well. However, this scalar channel with and of similar magnitude presents the toughest challenge for the suppression algorithm, often leading to error propagation. From a propagation point of view, the channels with this degenerate singularvalue structure are line-of-sight channels and "keyhole" channels [20] . Under Rayleigh statistics, the channels occur frequently enough; thus, error propagation can be a problem. One possible remedy is to use a precoder similar to the Tomlinson-Harashima precoder [21] , [22] since the processing of BLAST can be viewed as a generalized decision feedback equalizer (GDFE) [23] . However, the use of a precoder requires knowledge of the channel statistics at the transmitter site.
The above results show that code #1 is a universal space-time code for D-BLAST, with consistent performance over the set of 2 2 matrix channels, with the exception of the channel . For large blocklengths and ignoring error propagation, this code requires an excess MI of around 0.7 bits per antenna under the most favorable channel and around 0.9 bits per antenna under the least favorable channel. This is in agreement with the results in [24] , which show that the performance of universal trellis codes obtained by an exhaustive minimax search on a 2 2 compound channel falls within the same range of excess mutual information requirement. One immediate implication of the universal property over the set of linear Gaussian channels is a good proximity to capacity on any fading channel, regardless of the channel fading statistics. Thus, this code may be deployed for any 2 2 transmission scenario and not just Rayleigh fading.
Practical limitations on the number of memory elements and the constellation size make the design of universal trellis codes for periodic fading channels with large periods a very challenging task. This is why the family of codes found in [6] is for periods no larger than five. However, there exists a class of trellis codes for period-8 designed in [16] . These codes are not universal for all period-8 channels, but they are still robust codes and reasonable candidates for larger antenna configurations. A short review of the design technique for these codes is presented next.
For a given trellis code, each trellis error event has a periodic effective length (PEL), which is the number of nonzero elements in the periodic distance vector , as defined in (31). The periodic effective code length (PECL) is the minimum PEL of the code. The periodic product distance (PPD) of a trellis error event with a given PEL is the product of the PEL nonzero elements of . The code periodic product distance of order CPPD of a trellis code is the minimum possible PPD for a trellis error event with PEL . For high SNR and periodic Rayleigh fading, maximizing PECL and then CPPD are the primary concerns. Periodic Rayleigh fading with mid-range SNR values requires consideration of all values of CPPD for PECL.
VII. EXAMPLE RESULTS
In this section, we present performance results for the coded layered space-time architecture described above. As performance measure, we consider both the frame-error-rate (FER) and the BER under the assumption of an ideal Rayleigh channel with perfect CSI at the receiver and a burst-mode communication scenario. The results are obtained through Monte Carlo simulation. The FER is averaged over enough channel realizations so that 1000 erroneous frames are accumulated in each simulation.
In order to compare the performance results to channel capacity, we also provide the theoretical outage probability curves. Outage is dealt with probabilistically because the channel matrix is random, and thus, capacity is a random variable. For some instances of the channel matrix , the capacity may be below the transmitted rate. In this case, a channel outage is said to have occurred, and the channel is considered to be in the OUT state. Thus, under the quasistatic assumption and in the limit of large block lengths, the best possible achievable FER of the MIMO channel is given by the outage probability defined by (35) In the following examples, we provide simulation results for several layered space-time coded systems under the optimal MMSE criterion, and whenever possible, we make comparisons with the best performance of previously reported space-time systems. In general, the ZF criterion yields a performance that is 2-3 dB worse than MMSE. Fig. 4 illustrates the FER performance of code #1 in [6] for period-2 erasures in a full-overhead system under the ZF criterion together with the outage probability curves at the overall rate, which takes the overhead penalty into account and at the rate that neglects the overhead penalty. On the same plot, we show the FER performance of code #1 over an equivalent periodic fading channel whose gains are given by the chi-squared random variables in (7) and observe that it matches closely the performance of the ZF full-overhead system.
Example 1: Here, we consider a 2 2 MMSE full-overhead layered space-time coded system in conjunction with code #1 in [6] . This is a rate-1/3, 64-state, 8-PSK trellis code with octal generators . The 8-PSK labeling is the same as in [6] , i.e., 0, 2, 3, 1, 5, 7, 6, 4 in octal going around the circle. The underlying symbol layering is for a codeword of length 254 information bits (127 information bits per transmit antenna). The traceback depth is , which determines the "just-in-time" step-size of the diagonal layering to be . The spectral efficiency of this system is bits/s/Hz. Fig. 5 provides the FER and BER performance with the horizontal axis showing the average SNR per receive antenna. For comparison, we also provide the FER performance of the 64-state space-time trellis code with similar complexity and same blocklength designed and simulated by Tarokh in [25] . The same or better performance is achieved by the space-time parallel concatenated full-diversity turbo code in [26] . Even though our code was designed to be robust on all periodic erasure channels and not specifically matched to the Rayleigh statistics, our performance in Rayleigh fading is essentially the same as Tarokh's. Furthermore, the Tarokh code performs poorly on channels where an eigenvalue is close to zero because for such a channel, the code effectively has no redundancy.
The previous paragraph ignores the overhead penalty required by D-BLAST to create the periodic channel. To demonstrate the performance of the trellis code, it is reasonable to neglect the overhead and look at how closely each code comes to the theoretical outage curve that applies to the code itself (the rate outage curve in Fig. 5 for both Tarokh's code and the universal code on the periodic channel created by D-BLAST). However, to analyze the overall system performance, the overhead penalty must be considered. At 10% outage, the performance of our universal code is within 1.8 dB from the theoretical outage curve neglecting overhead and within 3 dB from the theoretical outage curve that takes into account the overhead penalty required by D-BLAST. Therefore, the code loses 1.8 dB from ideal performance, and the overhead penalty incurs an additional 1.2 dB of loss. Tarokh's code does not incur this additional 1.2 dB of loss. Fig. 5 also provides the performance of the 2 2 system when perfect decisions are used in the cancellation step. As seen from the plot, the error propagation due to nonperfect decisions has no effect on the frame-error rate performance. This fact is also observed in [27] , where the authors conclude that the PSP-based decoder is not affected by error propagation, provided that (which in our case coincides with the traceback depth ) is large enough in order to have a very high probability of path merge at delay less than . However, as expected, the BER performance is affected by error propagation, and a loss of about 1 dB is observed due to nonperfect decisions.
Example 2: Here, we consider again two transmit and two receive antennas; however, a reduced-overhead system is used instead to cut in half the overhead penalty. We use the same code as in the preceding example, with a "just-in-time" diagonal width of . The spectral efficiency of this system is bits/s/Hz. Fig. 6 provides the FER and BER performance versus the average SNR per receive antenna. For comparison, we also provide the outage probability curves for a transmitted rate of 2 bits/s/Hz and 1.8142 bits/s/Hz, respectively. The absolute FER and BER performance of this system is very close to the performance of the full-overhead system; however, because the overhead is cut in half, the gap to outage is decreased. For example, at 10% outage, the FER performance is around 2.4 dB from the outage curve that takes into account the overhead penalty.
Example 3: In this example, we consider the 2 2 reducedoverhead layered space-time system when the diagonal width is varied, and the traceback depth is fixed to . Fig. 7 shows the FER performance for 10 different layerings corresponding to diagonal widths . As expected, performance degrades with smaller diagonal widths since the Viterbi decoder has to trace through many bad symbols-symbols detected by suppression with a diversity gain of one and only a few good symbols-symbols detected by canceling and suppression with a diversity gain of two. However, the rate loss incurred by overhead is directly proportional to the diagonal width, and therefore, the better performance results come at the expense of a higher rate penalty. In order to correctly assess the performance with various diagonal widths, we consider the SNR gap to the outage curve associated with each layering and its overall transmission rate. Fig. 8 shows these SNR gaps at outage versus the corresponding diagonal width . This plot illustrates the tradeoff between performance relative to outage (including the overhead penalty). It demonstrates that a layering for finite-traceback Viterbi decoding with the "just-in-time" diagonal width discussed in Section V-A (which corresponds to the point for in Fig. 8 ) is in fact the optimal choice for a given traceback depth . Example 4: Here, we consider four transmit and four receive antennas and a reduced-overhead layered space-time coded system. For this system, we use code #7 in [16] designed for period-8 Rayleigh fading. This is a rate-1/4, 64-state, 16-QAM trellis code with octal generators . The labeling used for the 16-QAM constellation is the same as in [16] , i.e., in hexadecimal in raster order. The symbol layering is for a codeword of 468 information bits (127 information bits per transmit antenna). The traceback depth is , and the corresponding "just-in-time" diagonal width is . The resulting spectral efficiency of this system is bits/s/Hz. Fig. 9 shows the FER and BER performance of the 4 4 layered space-time system together with the two outage curves at a rate of 4.0 bits/s/Hz and 3.5276 bits/s/Hz. At 10% outage, the FER performance of this system is around 3 dB from the theoretical outage curve neglecting overhead and 3.9 dB from the outage curve that takes the overhead penalty into account. Fig. 9 also provides the performance of the 4 4 system when perfect decisions are used in the cancellation step. Again, the FER performance is unaffected by error propagation, whereas the BER performance degrades by 0.5 dB or more due to nonperfect decisions.
Including the loss due to the overhead penalty incurred by D-BLAST, the performance of this code is approximately 1.4 dB worse than the performance obtained by El Gamal and Hammons in [8] with the TST architecture. At 10% outage, the TST scheme with rate-1/2 component codes, QPSK modulation, and 4 bits/s/Hz spectral efficiency performs around 2.5 dB from the outage capacity. The performance gain of the TST scheme can be attributed to two factors: the iterative MMSE receiver and a smaller QPSK constellation. However, the TST scheme with rate-1/2 QPSK component codes performs poorly when two of the channel eigenvalues are zero since it has no remaining redundancy in that case, and the best it can achieve is an uncoded performance. Our 16-QAM trellis code can potentially work in this scenario since it still has redundancy left.
Example 5: In this example, we consider an 8 8 full-overhead layered space-time system coded with code #7 in [16] . The underlying symbol layering is for a codeword of 936 information bits (127 information bits per transmit antenna) with a traceback depth . The "just-in-time" step-size of the diagonal layering is , and the resulting overall spectral efficiency is bits/s/Hz. Fig. 10 provides the FER and BER performance of the 8 8 full-overhead layered space-time system together with the theoretical outage curves. At 10% outage, this system has a FER performance of 3.6 dB from the outage curve neglecting overhead (the curve). An additional loss of 1.7 dB is incurred due to the inherent overhead penalty. However, from our experience, we predict that a reduced-overhead system would yield very similar performance to the full-overhead system. Moreover, with a reduced-overhead system, the overall rate is increased to 6.9828 bits/s/Hz, and the loss due to the overhead penalty is decreased to 0.9 dB. This can also be seen in Fig. 10 , which provides the outage curve corresponding to a reduced-overhead system.
The TST architecture with rate-1/2 QPSK component codes and spectral efficiency 8 bits/s/Hz is again around 2.5 dB from the outage capacity, having a performance gain of 2 dB or more over a 16-QAM trellis coded D-BLAST system, including the loss due the overhead penalty. As in the previous example, this gain in performance is attributed to the superiority of the iterative MMSE receiver and the use of a smaller constellation.
VIII. CONCLUSION
In this paper, we have considered a simple trellis coding technique for the layered space-time architecture of D-BLAST that employs a single trellis code and finite-traceback Viterbi decoding with traceback depth . Several results using universal trellis codes are presented for different antenna configurations. We show that a 2 2 reduced-overhead trellis coded D-BLAST system performs within 2.5 dB of the outage curve, which takes the overhead penalty into account and is competitive with the best available space-time trellis/turbo codes. One advantage of the coded D-BLAST system is the fact that it uses a single trellis code and an MMSE detector that permits decoding via Viterbi's algorithm, without the need for iterative decoding. In addition, this system scales nicely with the number of transmit/receive antennas. The complexity of the MMSE detector is dominated by times the complexity of computing the suppression vectors in (9) . This complexity is polynomial in in comparison with multiuser detection methods with complexity ( is the signal constellation size). One drawback of D-BLAST is the inherent overhead penalty due to the diagonal layering. However, one way to eliminate the inherent rate loss is by concatenating consecutive blocks such that the leading lower triangle of overhead symbols in a block is filled by the tailing lower triangle of data symbols from the previous block. Another solution is simply to use longer blocks. This solution does not work well if low raw FER is the design objective because longer blocklengths lead to higher raw FER. However, if low BER is the design objective or if outer coding can correct a fixed percentage of bit errors as frame length is increased, then D-BLAST becomes a competitive solution with both good performance and a simple decoder.
