Fast and high-quality document clustering algorithms play an important role in providing intuitive navigation and browsing mechanisms by organizing large amounts of information into a small number of meaningful clusters, and in greatly improving the retrieval performance either via cluster-driven dimensionality reduction, term-weighting, or query expansion. This ever-increasing importance of document clustering and the expanded range of its applications led to the development of a number of novel algorithms and new clustering criterion functions, especially in the context of partitional clustering.
Introduction
The topic of clustering has been extensively studied in many scientific disciplines and over the years a variety of different algorithms have been developed. Two recent surveys on the topics [12, 11] offer a comprehensive summary of the different applications and algorithms. These algorithms can be categorized based on their underlying methodology, as either agglomerative [22, 16, 8, 9, 15] or partitional approaches [18, 13, 19, 3, 27, 10, 24, 2, 5] .
In recent years, various researchers have recognized that partitional clustering algorithms are well-suited for clustering large document datasets due to their relatively low computational requirements [4, 17, 1, 23] . However, there was the common belief that in terms of clustering quality, partitional algorithms are actually inferior and less effective than their agglomerative counterparts. This belief was based both on experiments with low dimensional datasets as well was as a limited number of studies in which agglomerative approaches outperformed partitional K -means based approaches. For example, in the context of document retrieval, the hierarchical algorithms seems to perform better than the partitional algorithms for retrieving relevant documents [25] . Similarly, Larsen [17] also observed that group average greedy agglomerative clustering outperformed various partitional clustering algorithms in document data sets from TREC and Reuters. However, most of the previous comparisons did not address the effect of a key characteristic of both partitional clustering algorithms and agglomerative clustering algorithms, which is the criterion function whose optimization drives the entire clustering process. A recent study [26] on the suitability of different criterion functions to the problem of partitionally clustering document datasets showed that different criterion functions do lead to substantially different results. An extensive study of the various criterion functions in the context of agglomerative clustering algorithms is needed in order to conduct a more comprehensive comparison.
The focus of this paper is to perform such a study on the suitability of different criterion functions in the context of agglomerative document clustering, and to compare agglomerative and partitional algorithms from the perspective of criterion functions. In particular, we evaluate a total of seven different global criterion functions that measure various aspects of intra-cluster similarity, inter-cluster dissimilarity, and their combinations. These criterion functions utilize different views of the underlying collection, by either modeling the documents as vectors in a high dimensional space, or by modeling the collection as a graph. We also compare the hierarchical clustering results obtained from repeated bisections and agglomerative clustering under the same criterion function. In the former case, the criterion function is used in cluster refinement, whereas the later case, the criterion function determines the next pair of clusters to be merged. The commonly used method group average (UPGMA) [13] is among the seven criterion functions.
We experimentally evaluated the performance of these criterion functions using partitional and agglomerative clustering algorithms in twelve different data sets obtained from various sources. Our experiments showed that in the context of agglomerative document clustering, different criterion functions also lead to substantially different results. However, the relative performance of various criterion functions in agglomerative clustering algorithms does differ from the relative performance in partitional clustering algorithms as we found in [26] .
Our experimental results also showed that partitional algorithms always generate better hierarchical clustering solutions by repeated bisection than agglomerative algorithms for all the criterion functions. The observed superiority of partitional algorithms suggests that partitional clustering algorithms are well-suited for clustering large document datasets due to not only their relatively low computational requirements, but also comparable or better clustering performance.
Preliminaries
Through-out this paper we will use the symbols n, m, and k to denote the number of documents, the number of terms, and the number of clusters, respectively. We will use the symbol S to denote the set of n documents that we want to cluster, S 1 , S 2 , . . . , S k to denote each one of the k clusters, and n 1 , n 2 , . . . , n k to denote the sizes of the corresponding clusters.
The various clustering algorithms that are described in this paper use the vector-space model [21] to represent each document. In this model, each document d is considered to be a vector in the term-space. In particular, we employed the t f − i d f term weighting model, in which each document can be represented as (tf 1 log(n/df 1 ), tf 2 log(n/df 2 ), . . . , tf m log(n/df m )).
where tf i is the frequency of the i th term in the document and df i is the number of documents that contain the i th term. To account for documents of different lengths, the length of each document vector is normalized so that it is of unit length ( d tfidf = 1), that is each document is a vector in the unit hypersphere. In the rest of the paper, we will assume that the vector representation for each document has been weighted using tf-idf and it has been normalized so that it is of unit length. Given a set A of documents and their corresponding vector representations, we define the composite vector D A to be D A = d∈A d, and the centroid vector C A to be C A = D A |A| . In the vector-space model, the cosine similarity is the most commonly used method to compute the similarity between two documents d i and d j , which is defined to be cos
The cosine formula can be
when the document vectors are of unit length. This measure becomes one if the documents are identical, and zero if there is nothing in common between them (i.e., the vectors are orthogonal to each other).
Document Clustering
In this section, we first discuss the various criterion functions that we evaluated in the context of agglomerative clustering and then describe the details of the agglomerative and partitional clustering algorithms that we used in our experiments.
Clustering Criterion Functions
The clustering criterion functions introduced in this section can be classified into four groups: internal, external, hybrid and graph-based. The internal criterion functions focuses on producing a clustering solution that optimizes a function defined only over the documents of each cluster and does not take into account the documents assigned to different clusters. The external criterion functions derive the clustering solution by focusing on optimizing a function that is based on how the various clusters are different from each other. The graph based criterion functions model the documents as a graph and use clustering quality measures defined in the graph model. The hybrid criterion functions simultaneously optimize multiple individual criterion functions. Most of these criterion functions have been proposed in the context of partitional clustering algorithms. However, they can also be used for agglomerative clustering. Table 1 lists all the seven criterion functions that we will study. In these formulas, D is the composite vector of the entire document collection, and C r and D r are the centroid and composite vectors of the S r cluster, respectively.
2 Internal maximize
Hybrid maximize
Hybrid maximize ) maximizes the sum of the average pair-wise cosine similarities between the documents assigned to each cluster, weighted according to the size of each cluster, and is identical to the group-average heuristic used in agglomerative clustering [4] . The 2) is used by the popular vectorspace variant of the K -means algorithm [4, 17, 6, 23, 14] . The goal is to find clustering solutions that maximize the cosine similarity between each document and the centroid of the cluster that is assigned to. The ¥ 1 criterion function (Equation 3) tries to separate the documents of each cluster from the entire collection. In particular, it minimizes the cosine between the centroid vector of each cluster to the centroid vector of the entire collection. The contribution of each cluster is weighted based on the cluster size. The 1 , respectively. A more detailed description and motivation of all the criterion functions can be found in [26] .
Hierarchical Agglomerative Clustering Algorithms
Hierarchical agglomerative algorithms find the clusters by initially assigning each object to its own cluster and then repeatedly merging pairs of clusters until a certain stopping criterion is met. The various clustering criterion functions that we are considering in this paper can be used to determine the pairs of clusters to be merged at each step in the following way.
Consider an n-document dataset and the clustering solution that has been computed after performing l merging steps. This solution will contain exactly n − l clusters, as each merging step reduces the number of clusters by one. Now, given this (n − l)-way clustering solution, the pair of clusters that is selected to be merged next, is the one that leads to an (n − l − 1)-way solution that optimizes the particular criterion function. That is, each one of the (n − l) × (n − l − 1)/2 pairs of possible merges is evaluated, and the one that leads to a clustering solution that has the maximum (or minimum) value of the particular criterion function is selected. Thus, the criterion function is locally optimized within the particular stage of the agglomerative algorithm. Depending on the desired solution, this process continues until either there are only k cluster left, or when the entire agglomerative tree has been obtained.
There are two main computationally expensive steps in agglomerative clustering. The first step is the computation of the pairwise similarity between all the documents in the data set. The complexity of this step is upper bounded by O(n 2 m), where n is the number of documents and m is the number of terms. However, for most realistic document datasets, the average number of terms in each document is much smaller than m and often ranges within 100-300 terms, irrespective of m. For this reason, the pairwise similarity between all the documents can be computed in O(n 2 ) time by using appropriate sparse data structures.
The second step is the repeated selection of the pair of clusters that best optimizes the criterion function. A naive way of performing that is to recompute the gains achieved by merging each pair of clusters after each level of the agglomeration, and select the most promising pair. During the lth agglomeration step, this will require O((n − l) 2 ) time, leading to an overall complexity of O(n 3 ). Fortunately, the complexity of this step can be reduced for the 1 criterion functions because the improvements in the value of the criterion function achieved by merging a pair of clusters i and j does not change during the different agglomerative steps, as long as i or j is not selected to be merged. Consequently, the different gains in the value of the criterion function can be computed once for each pair of clusters and inserted into a priority queue. As a pair of clusters i and j is selected to be merged to form cluster p, then the priority queue is updated so that any gains corresponding to cluster pairs involving either i or j are removed, and the gains of merging the rest of the clusters with the newly formed cluster p are inserted. During the lth agglomeration step, that involves O(n − l) priority queue delete and insert operations. If the priority queue is implemented using a binary heap, the total complexity of these operations is O((n − l) log(n − l)), and the overall complexity over the n − 1 agglomeration steps is O(n 2 log n).
Unfortunately, the original complexity of O(n 3 ) of the naive approach cannot be reduced for the § 1 and § 2 criterion functions, because the improvement in the overall value of the criterion function when a pair of clusters i and j is merged tends to be changed for all pairs of clusters. As a result, they cannot be pre-computed and inserted into a priority queue.
Partitional Clustering Algorithms
Partitional clustering algorithms compute a k-way clustering of a set of documents either directly or via a sequence of repeated bisections. A direct k-way clustering is commonly computed as follows. Initially, a set of k documents is selected from the collection to act as the seeds of the k clusters. Then, for each document, its similarity to these k seeds is computed, and it is assigned to the cluster corresponding to its most similar seed. This forms the initial k-way clustering. This clustering is then repeatedly refined so that it optimizes the desired clustering criterion function. A k-way partitioning via repeated bisections is obtained by recursively applying the above algorithm to compute 2-way clustering (i.e., bisections). Initially, the documents are partitioned into two clusters, then one of these clusters is selected and is further bisected, and so on. This process continues k − 1 times, leading to k clusters. Each of these bisections is performed so that the resulting two-way clustering solution optimizes the particular criterion function. However, the overall k-way clustering solution will not necessarily be at a local minima with respect to the criterion function. The key step in this algorithm is the method used to select which cluster to bisect next. In all of our experiments, we chose to select the largest cluster, as this approach lead to reasonably good and balanced clustering solutions [23] . Extensive experiments presented in [26] , show that the clustering solutions obtained via repeated bisections are comparable or better than those produced via direct clustering. Furthermore, their computational requirements are much smaller, as they have to solve a simpler optimization problem at each step. For this reason, in all of our experiments we use this approach to compute partitional clustering solutions. A key step in the above class of partitional algorithms is the method used to refine the initial clustering solution. The refinement strategy that we used consists of a number of iterations. During each iteration, the documents are visited in a random order. For each document, d i , we compute the change in the value of the criterion function obtained by moving d i to one of the other k − 1 clusters. If there exist some moves that lead to an improvement in the overall value of the criterion function, then d i is moved to the cluster that leads to the highest improvement. If no such cluster exists, d i remains in the cluster that it already belongs to. The refinement phase ends, as soon as we perform an iteration in which no documents moved between clusters. Note that unlike the traditional refinement approach used by K -means type of algorithms, the above algorithm moves a document as soon as it is determined that it will lead to an improvement in the value of the criterion function. This type of refinement algorithms are often called incremental [7] . Since each move directly optimizes the particular criterion function, this refinement strategy always converges to a local minima. Furthermore, because the various criterion functions that use this refinement strategy are defined in terms of cluster composite and centroid vectors, the change in the value of the criterion functions as a result of single document moves can be computed efficiently.
The algorithms used during the refinement phase are greedy in nature, they are not guaranteed to converge to a global minima, and the local minima solution they obtain depends on the particular set of seed documents that were selected to obtain the initial clustering. To eliminate some of this sensitivity, the overall process is repeated a number of times. That is, we compute N different clustering solutions (i.e., initial clustering followed by cluster refinement), and the one that achieves the best value for the particular criterion function is kept. In all of our experiments, we used N = 10. For the rest of this discussion when we refer to the clustering solution we will mean the solution that was obtained by selecting the best out of these N potentially different solutions.
One of the differences between partitional and agglomerative clustering algorithms is the fact that the former do not generate an agglomerative tree. Agglomerative trees are very useful as they contain information on how the different documents are related with each other, at different levels of granularity. One way of inducing an agglomerative tree from a partitional clustering solution is to do it in such a way so that it preserves the already computed k-way clustering. This can be done in two steps. First, we build an agglomerative tree for the documents belonging to each one of the clusters, and then we combine these trees by building an agglomerative tree, whose leaves are the partitionally discovered clusters. This approach ensures that the k-way clustering solution induced by the overall tree is identical to the k-way clustering solution computed by the partitional algorithm. Both of these trees are constructed so that they optimize the same criterion function that was used to derived the partitional clustering solution.
Experimental Results
We experimentally evaluated the performance of the different clustering criterion functions, in the context of hierarchical agglomerative clustering, on a number of different datasets. In the rest of this section we first describe the various datasets and our experimental methodology, followed by a description of the experimental results.
Document Collections
In our experiments, we used a total of twelve different datasets, whose general characteristics are summarized in Table 2 . The smallest of these datasets contained 878 documents and the largest contained 4,069 documents. To ensure diversity in the datasets, we obtained them from different sources. For all datasets, we used a stop-list to remove common words, and the words were stemmed using Porter's suffix-stripping algorithm [20] . Moreover, any term that occurs in fewer than two documents was eliminated. Due to space constraints, we did not include a detailed description of these data sets, but it can be found in [26] . 
Experimental Methodology and Metrics
For each one of the different datasets we obtained 10-and 20-way clustering solutions that optimized the various criterion functions, in the context of hierarchical and partitional agglomerative clustering. We computed both the kway clustering and the entire hierarchical agglomerative tree that was derived from each one of the criterion functions. The quality of a clustering solution was measured using two different methods that look at the class labels of the documents assigned to each cluster. The first method uses the widely used entropy metric that looks at how the various classes of documents are distributed within each one of the k clusters. The second method, determines the quality of a clustering solution by analyzing the entire agglomerative tree that is produced by the particular clustering criterion function.
Entropy Measure Given a particular cluster S r of size n r , the entropy of this cluster is defined to be
where q is the number of classes in the dataset, and n i r is the number of documents of the i th class that were assigned to the r th cluster. The entropy of the entire clustering solution is then defined to be the sum of the individual cluster entropies weighted according to the cluster size. That is,
A perfect clustering solution will be the one that leads to clusters that contain documents from only a single class, in which case the entropy will be zero. In general, the smaller the entropy values, the better the clustering solution is.
FScore Measure One of the limitations of evaluating the quality of a clustering solution produced by agglomerative methods is that it is very sensitive on the choice of k, and the derived clustering solution may appear unnecessarily poor due to the presence of a few outlier documents. For this reason, a better approach for comparing the clustering solutions produced by agglomerative methods is to compare the overall set of clusters that are represented in the tree they produce. One such measure is FScore measure, introduced by [17] . Given a particular class C r of size n r and a particular cluster S i of size n i , suppose n ri documents in the cluster S i belong to C r , then the FScore of this class and cluster is defined to be
where R(C r , S i ) is the recall value defined as n ri /n r , and P(C r , S i ) is the precision value defined as n ri /n i . The FScore of the class C r , is the maximum FScore value attained at any node in the hierarchical clustering tree T . That is, F(C r ) = max
The FScore of the entire clustering solution is then defined to be the sum of the individual class FScore weighted according to the class size.
where c is the total number of classes. A perfect clustering solution will be the one in which every class has a corresponding cluster containing the exactly same documents in the resulting hierarchical tree, in which case the FScore will be one. In general, the higher the FScore values, the better the clustering solution is.
Evaluation of the Criterion Functions for Agglomerative Clustering
Our first set of experiments was focused on evaluating the quality of the clustering solutions produced by the various criterion functions when they were used to guide the agglomeration process. The entropy results for the various datasets and criterion functions for 10-and 20-way clustering solutions are shown in Table 3 . The results in this table are provided primarily for completeness and in order to evaluate the various criterion functions we actually summarized these results by looking at the average performance of each criterion function over the entire set of datasets.
10-way Clustering 20-way Clustering Name 1 2 One way of summarizing the results is to average the entropies for each criterion function over the twelve different datasets. However, since the clustering quality for different datasets is quite different and since the quality tends to improve as we increase the number of clusters, we felt that such simple averaging may distort the overall results. For this reason, our summarization is based on averaging relative entropies, as follows. For each dataset and value of k, we divided the entropy obtained by a particular criterion function by the smallest entropy obtained for that particular dataset and value of k over the different criterion functions. These ratios represent the degree to which a particular criterion function performed worse than the best criterion function for that particular series of experiments. Note that for different datasets and values of k, the criterion function that achieved the best solution as measured by entropy may be different. These ratios are less sensitive to the actual entropy values and the particular value of k. We will refer to these ratios as relative entropies. Now, for each criterion function and value of k we averaged these relative entropies over the various datasets. A criterion function that has an average relative entropy close to 1.0 will indicate that this function did the best for most of the datasets. On the other hand, if the average relative entropy is high, then this criterion function performed poorly.
The values for the relative entropies for the 10-and 20-way clustering solutions are shown in Table 4 , and the average relative entropy is shown in the row labeled "Average". The entries that are boldfaced correspond to the criterion functions that performed the best.
10-way Clustering 20-way Clustering Name 1 2 A number of observations can be made by analyzing the results in Table 4 . First, the ¤ 2 criterion function leads to the best solutions irrespective of the number of clusters for most of the data sets. Over the entire set of experiments, this method is either the best or always within 10% of the best solution. On the average, the ¤ 2 criterion function outperforms the other criterion functions by 5%-27% and 3%-13% for 10-and 20-way clustering, respectively. Second, the § 1 criterion function performs the next best and overall is within 5% and 3% of the best solution for 10-and 20-way clustering, respectively. Third, the § 2 criterion function performs quite well when the number of clusters is relatively small. It outperforms the ¤ 2 criterion function in several data sets-a trend also observed in the case of partitional clustering algorithms [26] . Fourth, the The FScore-based comparison of the trees produced by the various criterion functions for the different datasets is shown in Table 5 . The sub-table labeled "FScore" shows the actual FScore values of the trees produced by the different criterion functions, whereas the sub-table labeled "Relative FScore" shows the ratio of the FScore values for a particular criterion function relative to the best FScore value achieved for that particular data set. Since, higher FScore values are better, all these relative FScore values are less than one, and the scheme that has a relative FScore value of one, is the best. Finally, the row labeled "Average" shows the average relative FScore value over the different data sets. A criterion function that has an average relative FScore value close to 1.0 will indicate that this function did the best for most of the datasets. On the other hand, if the average relative FScore is small, then this criterion function performed poorly.
FScore
Relative FScore Name Table 5 : The actual and average FScore values for the various datasets and criterion functions for the tree obtained via hierarchical agglomerative clustering.
Comparing the FScore-based results with those based on entropy, we can see that the relative performance of most of the criterion functions remains the same. 2 criterion functions appear to have a better relative performance when measured using FScore instead of entropy. Since FScore measures the quality of the entire tree and not any fixed number of clusters, one explanation of the difference between FScore and entropy may be that these criterion functions generate reasonably good agglomerative solutions, but they are sensitive on outlier objects, that tends to produce somewhat worse fixed k clustering solutions.
Comparing the observations made from Table 5 and Table 4 with the corresponding findings for partitional clustering algorithms in our previous study [26] , they do share several common trends. The 
Comparison of Agglomerative vs. Partitional Clustering Solutions
Our second set of experiments was focused on comparing the clustering solutions produced by the agglomerative algorithms to those produced by the partitional algorithm based on repeated bisections (described in Section 3.3). Table 6 shows the entropy of the clustering solutions produced by the various criterion functions for 10-and 20-way partitional clustering. Recall from Section 3.3, we computed 10 partitional clustering solutions with various sets of initial seed documents for each dataset and criterion function, and we chose the clustering solution that achieves the best value of the corresponding criterion function used in clustering among the 10 trails. Table 7 shows the entropies of the same clustering solutions relative to those achieved by the corresponding agglomerative approaches. Since, smaller entropy values are better, any ratios greater than one indicate that the clustering solution produced by the agglomerative approach is better, whereas any ratios smaller than one indicate that partitional does better. Also, the row labeled "Average" shows the average of these relative entropies over all the different data sets.
10-way Clustering 20-way Clustering Name 1 2 A number of observations can be made by analyzing the results in Table 7 . First, the clustering solutions produced by the partitional approach are consistently better then those produced by the agglomerative approach for all the criterion functions. The partitional results are 18%-29% better than the corresponding agglomerative results. Second, the improvements vary among the criterion functions. For those criterion functions that perform well in the partitional approach, but poorly in the agglomerative approach, the improvements are greater. For example, improve by 24%-26% and 28%-29% for 10-and 20-way clustering, respectively. On the other head, the improvements are lower for those criterion functions that have similar relative performance in both agglomerative and partitional approaches. For example, ¤ 2 and § 1 improve by 18%-19% and 25%-26% for 10-and 20-way clustering, respectively. Table 8 shows the FScore of the agglomerative trees that are produced based on the 10-and 20-way partitional clustering solutions. These trees were obtained using the approach described in Section 3.3. Again, these results are primarily provided for completeness and our discussion will focus on comparing these clustering solutions to those produced by the agglomerative algorithms. Table 9 shows the FScore values achieved by the partitional approach relative to those achieved by the corresponding agglomerative approaches. Since, larger FScore values are better, any ratios smaller than one indicate that the clustering solution produced by the agglomerative approach is better, whereas any ratios greater than one indicate that partitional does better. Also, the row labeled "Average" shows the average of these relative FScore values over all the different data sets. Comparing these FScore values, we can see that the clustering solutions produced by the agglomerative approach are consistently worse than those produced by the partitional approach for all the criterion functions. The FScore values of the trees produced by partitional algorithms are 5%-13% better then those by agglomerative algorithms for various criterion functions. Also, the improvements vary among the criterion functions. Overall, the ¥ 1 criterion function has the greatest improvement of 12%-13% of the FScore values, whereas the ¦ 1 criterion function has the least improvement of 5%. Similar improvements in the range of 7%-11% are observed by the other criterion functions. Finally, the trees induced by 10-and 20-way partitional clustering have comparable FScore values. Moreover, we performed a detailed study to see the effect that k has in the overall quality of the induced tree, and we found that there is a wide range of values that k can take, and still achieve high quality induced trees. Due to space constraints, the results of this study have been omitted.
Concluding Remarks
In the paper we experimentally evaluated seven different criterion functions for clustering large document datasets using the agglomerative approach and compared the clustering results obtained via agglomerative algorithms with those obtained via partitional algorithms for each one of the clustering criterion functions. Our experimental results showed that in the context of agglomerative clustering, the group average criterion function (¤ 1 ) performs the worst, and the traditional criterion function used by the vector-space K -means (¤ 2 ) leads to the best solutions.
The experimental results also showed that for every criterion function, the hierarchical trees produced by partitional algorithms are always better than those produced by agglomerative algorithms, and the various criterion functions lead to different improvements.
