This paper has proposed the GMRES that augments Krylov subspaces with a set of approximate right singular vectors. The proposed method suppresses the error norms of a linear system of equations. Numerical experiments comparing the proposed method with the Standard GMRES and GMRES with eigenvectors methods [3] have been reported for benchmark matrices.
Introduction
The GMRES method is well-known for solving Ax = b, a large sparse system of linear equations, especially, when an approximate solution is sufficient [5] . Nonetheless, the error norms of approximate solutions in GMRES need not be smaller; See [1, . Prompted by this, Weiss proposed an algorithm that minimizes error norms, The Generalized Minimal Error method (GMERR) [7] . Ehrig and Deuflhard studied convergence properties of GMERR and developed an algorithm that has an implementation similar to GMRES [1] .
Later, A stable variant of GMERR proposed using Householder transformations and has observed that the full version of GMERR may be effective in reducing the error, but its performance is not competitive to GMRES [4] . Although CGNR minimizes both error and residual norms, its convergence depends on the square of the condition number of A [2] .
where β = b , andH i is an upper Hessenberg matrix obtained by appending the row [0 0 · · · h i+1,i ] at the bottom of the matrix H i . As columns of the matrix V i+1 are orthonormal, the above least squares problem is equivalent to the following problem:
GMRES solves this problem for the vector z i by using the QR decomposition of the matrixH i . Note that a vector V i z i minimizes the associated residual norm due to the equation (2.1) . Thus, the sequence of residual norms { b − AV i z i 2 } in GMRES is monotonically decreasing. However, the corresponding sequence of error norms may not decrease monotonically. To tackle this, in the following sections, we augment the Krylov subspace in the GMRES method with a vector space containing approximate singular vectors.
Motivation:
In this section, we are addressing the augmentation of a Krylov subspace in GMRES with the singular vectors. The following lemma explains the motivation behind this. Lemma 1. Let z be a right singular vector of a matrix A corresponding to the singular value σ, and x0 be an approximate solution of a linear system of equations Ax = b. Then, a solution of the following minimization problem α = arg min k∈C b − Ax0 − kAz , (3.1) is the solution of the minimization problem α = arg min
Proof. Let α be a solution of the minimization problem (3.1) . By using Ax = b, this implies α = Ax−Ax0,Az Az 2
. Further, by using z 2 = 1 and A * Az = σ 2 z from the hypothesis, we have α =
x−x0,z z 2 . Equivalently, this gives
Thus, a vector x − x0 − αz is orthogonal to the vector space spanned by the vector z. Therefore, α is a solution of the minimization problem (3.2).
The above lemma has shown an advantage of the singular vectors that they reduce both residual and error norms. Now the following two questions arise when augmenting the Krylov subspace in GMRES with a vector space spanned by singular vectors. The first question is computing a singular vector of a sparse matrix requires more computation than finding the solution of a sparse linear system of equations, in general. The second question to address is singular vectors corresponding to what singular values are better to augment Krylov subspaces in GMRES.
Usage of an approximate singular vector in the augmentation process instead of an exact singular vector resolves the first problem. The following theorem discusses the effect of this usage. Theorem 1. Let a matrix V m have orthonormal columns and x0 be an approximate solution of a linear system of equations Ax = b. Assume that x − x0 is in the range space of V m and z is a right singular vector of the matrix AV m corresponding to its singular value σ. Then a solution of the following minimization problem
is the solution of the minimization problem:
Proof. Let x − x0 = V m y. Note that if y is a zero vector then x0 is an exact solution of the linear system Ax = b. Assume that y is a non-zero vector. Now, α, a solution of the minimization problem (3.3) is
The above equation has used the facts that V * m A * AV m z = σ 2 z, and V * m V m is an Identity matrix. Therefore, by using the same lines of proof as in the previous lemma, α is a solution of the error minimization problem (3.4) .
The Theorem-1 says that if x − x0 is in the Krylov subspace spanned by the columns of V m a singular vector of AV m will serve the purpose of a singular vector of A in the augmentation process. However, the error vector x − x0 may not lie entirely in the said subspace, in general. In this case, the following theorem establishes a relationship between the solutions of minimization problems (3.3) and (3.4) . Theorem 2. Let x0 be an approximate solution of the linear system of equations Ax = b and σ, z are same as in the previous theorem. Assume that α 1 , α 2 are solutions of the minimization problems (3.3) and (3.4) respectively. Then,
. By using Ax = b and this, the solution α 1 of the minimization problem (3.3) can be written as
On substituting the equation (3.5) this yields
Further, by using V * m A * AV m z = σ 2 z, this gives
The above equation used the fact that AV m z 2 = σ 2 . As V m z 2 = 1 and α 2 is the solution of an error minimization problem (3.4), we have α 2 = x − x0, V m z , and
Now, observe from the equation (3.7) that 8) and substitute it in the previous equation. It gives the equation (3.6) . Hence, we proved the theorem.
On substituting this in the right-hand side of the equation (3.6) , it is easy to see that the difference between x − x0 − α 1 V m z 2 and x − x0 − α 2 V m z 2 was only due to components orthogonal to V m in x − x0, that means, "The components from the column space of V m are optimally balanced in the error vector x − x0 − α 1 V m z." Thus, augmenting a search subspace in GMRES with a singular vector approximation will accelerate the convergence of approximate solutions. This fact motivates us to augment the Krylov subspace at each run in the restarting GMRES with the singular vector approximations as explained in the following paragraph. (i+1) th run. Then, the Theorem-2 and the previous paragraph says that the components of the column space of V (i) m are optimally balanced in the error vector that corresponds to the vector minimizing a residual norm over Range(V
Next, the following theorem is required to answer the second question that we arose before, approximate singular vectors corresponding to what singular values are better to augment the Krylov subspace in GMRES. The proof will follow the lines of Sections 3 and 4 in [8] .
Theorem 3. Let a subspace range of Y k be augmenting the Krylov subspace K m (A, r 0 ), where Y k ∈ C n×k and m + k < n. Assume that z ∈ Y k , and q(A) is a polynomial in A of degree m such that q(0) = 0. Let r s := r 0 − y be an optimal residual over the space Range(AV m , AY k ), where y :
where S n denotes the unit sphere in C n , and . F is the Frobenius norm.
Since q(A)v ∈ AV m , and r s := r 0 −y is an optimal residual over Range(AV m , AY k ), this implies r s 2 ≤ r 0 − P r 0 2 = (I − P )r 0 2 .
This gives
By using P = U(UU * ) −1 U * the above equation gives the following:
F . Substituting these inequalities in the above equation gives the following:
Here, the second inequality used the facts that v 2 = 1 and q(A)v 2 ≤ q(A) 2 . Now minimizing the numerator of the second term over S n , the unit sphere in C n , gives the equation (3.9) . Hence, the theorem proved.
From the Theorem-3 note that the norm of an updated residual r s deviates more from r 0 when AY k F is smaller. It is well known that AY k F is small when columns of Y k are right singular vectors corresponding to smaller singular values of A. This answers the second question that we arose before. The next section devises the GMRES with approximate singular vectors method. The new algorithm augments a Krylov subspace at each run with an approximate right singular vector from the previous run.
Implementation
Let x0 be an initial approximate solution of a linear system of equations Ax = b, and r 0 = b − Ax0. Let m be the dimension of a search subspace consists of m − k dimensional Krylov subspace K m−k (A, r 0 ) and k < m approximate singular vectors. Let W be a matrix of order n × m. Assume that the first (m−k) columns of W form an orthonormal basis for the Krylov subspace K m−k (A, r 0 ) and its last k columns are approximate singular vectors
The new algorithm recursively constructs first m − k columns of W and an orthonormal basis matrix Q of an m dimensional search subspace. The matrices W and Q satisfy the following relation:
whereH is an upper Hessenberg matrix of order (m + 1) × m. Note that Q is a matrix of order n × (m + 1) and its first m − k + 1 columns are formed using the Arnoldi recurrence relation. The last k columns of it are formed by successively orthogonalizing the vectors Ay i for i = 1, 2, ....., k against its previous columns. Further, notice that Q * r 0 is a multiple of a first coordinate vector.
Similar to the GMRES algorithm, the new algorithm computes an orthogonal matrix P of order (m + 1) and an upper triangular matrix R of order (m + 1) × m such that PH = R.
Then, it finds a vector d such that r = b − A(x0 + W d) is minimum, and updates an approximate solution tox:= x0 + W d. Note that
As R is an upper triangular matrix of order (m+ 1) ×m and P Q * r 0 −Rd is minimum, the new method gives the minimal solution by solving for d that makes the first m entries of P Q * r 0 − Rd zero. Hence, r is equal to the magnitude of the last entry of P Q * r 0 . Therefore, in the new method, r is a byproduct and does not require any extra computation.
Next, We wish to find approximate right singular vectors of A from the subspace spanned by W to augment the search subspace in the next run. For this, we find eigenvectors corresponding to the k smaller eigenvalues of the matrix W * A * AW. A little calculation is required to compute this matrix, because of
We used the Matlab command "eigs" to solve the eigenvalue problem for G. The implementation of our new method is as follows. For simplicity, a listing of the algorithm has done for the second and subsequent runs.
One restarted run of GMRES with singular vectors 1. Initial definitions and calculations: The Krylov subspace has dimension m-k, k is the number of approximate eigenvectors. Let q l = r 0 r 0 and w l = q l . Let y 1 , y 2 , ..., y k be the approximate singular vectors. Let W m+i = y i , for i = 1, 2, ..., k. 2. Generation of Arnoldi vectors: For j = 1, 2, ..., m do:
h j+1,j = q j+1 , and
3.Addition of approximate singular vectors: For
h j+1,j = q j+1 , and Only the Step-5 in the above algorithm is different from the GMRES with eigenvectors method. The GMRES with eigenvectors method requires the computation of both F = W * A * W and G [3] , whereas the Step-5 in the above algorithm computes the only G = W * A * AW. Hence, the above algorithm requires less computation and storage compared to the GMRES with eigenvectors method.
Next, we compare the GMRES with singular vectors and standard GM-RES methods. For this, we follow the procedure that used in [3] to compare the standard GMRES and GMRES with eigenvectors methods. It compares only significant expenses.
Suppose the search subspace currently at hand is a Krylov subspace of dimension j. If the search subspace expands with one more Arnoldi vector, then it requires one matrix-vector product. The orthogonalization requires about 2jn multiplications. Instead, if search subspace expanded with a singular vector approximation, no matrix-vector product is required. The other costs are approximately 4jn multiplications. It includes 2jn multiplications for orthogonalization and 2jn for computing y i and Ay i . Hence, GMRES with singular vectors requires 2jn extra multiplications compared to the standard GMRES, but at the cost of a matrix-vector product in GMRES that requires n 2 multiplications. In general, 2j << n. Therefore, the GMRES with singular vectors method requires overall less computation than standard GMRES.
The GMRES with k singular vector approximations method requires the storage of m + 2k + 2 vectors. This includes the storage of 2k vectors, y i and Ay i for i = 1, 2, · · · , k. However, the storage requirement for standard GMRES with m + k dimensional Krylov subspace is m + k + 2 vectors. Thus, the GMRES with singular vectors method requires extra storage compared to standard GMRES. Since k << m this extra storage is often not a problem.
Examples
In the following, GMRES-SV(m,k) indicates that at each run k approximate singular vectors from the previous run augment Krylov subspace of dimension m − k. Similarly, GMRES-HR(m,k) indicates the augmentation of approximate eigenvectors those obtained using the Harmonic Rayleigh-Ritz process to a Krylov subspace. Moreover, in the first run of both the methods search subspace is a Krylov subspace of dimension m .
In each of the example, we compare GMRES-SV(m,k) with GMRES-HR(m,k), GMRES(m), and GMRES(m+k). Here for GMRES, the number in the parenthesis represents the dimension of a Krylov subspace at each run. Note that the dimension of search subspaces in GMRES(m), GMRES-SV(m,k) and GMRES-HR(m,k) are same, and in GMRES(m+k) the search subspace at each run requires nearly the same storage as that of GMRES-SV(m,k) and GMRES-HR(m,k).
In all numerical examples, the right-hand sides have all entries 1.0, unless mentioned otherwise. The initial guesses x0 are zero vectors. Further, we stopped each algorithm when r / b reduced below the fixed tolerance 10 −8 . All experiments have been carried out using MATLAB R2016b on intel core i7 system with 3.40GHZ speed. Example 1. This example is same as the example-1 in [7] . The linear system results from the discretization of one dimensional Laplace equation. The coefficient matrix A is a symmetric tridiagonal matrix of dimension 1000, In GMRES-SV(20,4), r / b drops to below the tolerance 10 −8 in the 148 th run. It required 2365 number of matrix-vector products. In the remaining three methods r / b did not reached at least 10 −4 even after 5000 matrix-vector products. Here, the total number of matrix-vector products in all methods counted in a similar way as in [3] .
Observe from the right part of Figure-1 that GMRES-SV(20,4) reduces error norms also to a far better extent than the remaining three methods. Here, error norm is the norm of an error vector, a difference between a solution obtained using "backslash" command in Matlab and an approximate solution in an iterative method.
From the Figure-1 , we observed that when residual norm drops below the tolerance 10 −8 , the log 10 of an error norm in the GMRES-SV(20,4) is −4.763. In the other three methods, at 5000 th matrix-vector product it is just near 1.244. Therefore, this example illustrates the fact that the augmentation of a Krylov subspace with singular vectors reduces error norms and also the residual norms. See left part of Figure 2 for the convergence of log10 of residual norms in all the methods. In GMRES-SV(20,4) the quantity r / b reduced to below 10 −8 at the 12 th run. The total number of matrix-vector products it required is 190. GMRES-HR(20,4) required 562 matrix vector products to drop r / b below the tolerance 10 −8 . Thus, GMRES-HR had required nearly thrice the computation than the GMRES-SV method. Further, observe from the Figure-2 that GMRES-SV(20,4) is far better than GMRES(24) even though it used smaller search subspaces.
The right part of the Figure-2 compares error norms. When the residual norm reached the tolerance, the log 10 of an error norm in GMRES-SV(20,4)is −6.063, whereas it is −5.063 in 4) , and is equal to −4.813, −4.802 in the GMRES(24) and GMRES(20) methods respectively. Therefore, for this example, the GMRES-SV method significantly reduced the error norm compared to the remaining three methods. Using 2) , the ratio r / b reached the required tolerance in the 30 th run, whereas in GMRES-HR(20,2), GMRES (22), and GMRES(20) it happened in 82 nd , 109 th , and 143 rd run respectively. See Figure-3 (left) for the comparison of log 10 of residual norms in all the four methods. Figure- 3(right) , compares the convergence of error norms in four methods. Observe from it that GMRES-SV(20,2) reduced the error norm to a better extent compared to the other three methods, even though it took fewer iterations for the convergence of r / b . Also, it reduced residual norms as well.
Example 4. This example has taken from [3] . It is a bidiagonal matrix of order 1000. The diagonal elements are 1, 2, · · · , 1000 in order. The super diagonal elements are 0.1s. We have chosen m = 20 and k = 2 for GMRES method with singular vectors. We used only two eigenvector approximations in GMRES-HR. We compare these two methods with GMRES(20) and GM-RES(22). th , 20 th , and 24 th run, respectively. In the Figure-4 (right), we compared the error norms in the four methods. Though the error is reduced up to the same order in all methods, the GMRES-SV(20,2) has taken less number of matrix-vector products. Further, observe that in GMRES-SV smaller error norm at each iteration accelerates the convergence of residual norms .
Above examples have shown that our new method is effective in accelerating the convergence of GMRES. It also shows that we can use singular vector approximations instead of eigenvector approximations to augment the search subspace. Further, example-1 has shown the superiority of the GMRES-SV method even in the case of near stagnation of error norms in standard GMRES.
We reported four typical examples in detail though computation carried out on several matrices available in the Matrix Market. The Table-1 reports a summary of results on eight other matrices with various base sizes. It is apparent from the table that the GMRES with singular vectors method performs better in reducing the error norms compared to standard GMRES and GMRES-HR. In Table- 1, NIST refers to the right-hand side vector provided by Matrix Market website and GMRES* represents the non-convergence of the GMRES method even after 300 iterations. Moreover, for counting the number of matrix-vector products(MVP) we followed the same procedure as in [3] . In the above table x * y +z means in each of the x iterations, the specific method used y MVPs and in the (x+1) th iteration, it used z Matrix-Vector Products.
Conclusions
In this paper, a new augmentation procedure in GMRES has been proposed using approximate right singular vectors of a coefficient matrix. The proposed method has an advantage that it requires less computation compared to the GMRES with Harmonic Ritz vectors method. Unlike the augmentation method in [3] , the proposed method reduces the error norms also to a better extent. Further, the proposed method involves the computation in real arithmetic for the matrices and right-hand side vectors in the real number system. Numerical experiments have been carried out on benchmark matrices. Results have shown the superiority of the proposed method over the standard GMRES and GMRES with Harmonic Ritz vectors methods.
