Abstract. Current mobile phone technologies have fostered the emergence of a new generation of mobile applications. Such applications allow users to interact and share information opportunistically when their mobile devices are in physical proximity or close to fixed installations. It has been shown how mobile applications such as collaborative filtering and location-based services can take advantage of ad-hoc connectivity to use physical proximity as a filter mechanism inherent to the application logic. We discuss the different modes of information sharing that arise in such settings based on the models of persistence and synchronisation. We present a platform that supports the development of applications that can exploit these modes of ad-hoc information sharing and, by means of an example, show how such an application can be realised based on the supported event model.
Introduction
Recent advances in mobile phone technologies have promoted the development of a new generation of mobile applications that allow users to interact and share information opportunistically based on ad-hoc network connections. Information may either be shared between mobile devices in a peer-to-peer (P2P) manner or between mobile devices and fixed installations. Both forms of information sharing have been used in different ways in a variety of applications. For example, adhoc network connectivity between peers has been used to detect the physical copresence of users in social settings as a basis for exchanging rating data in a P2P manner in recommender systems [1] . However, P2P connections between mobile devices have also been used as a means for storing data associated with a location based on the movement of data between peers as they pass through that location [2] . The sharing of data between mobile devices and fixed installations has been used to provide location-based services such as allowing mobile users to access local data from a server when in proximity to particular wireless hotspots or Bluetooth stations [3, 4] .
An analysis of the different forms of opportunistic information sharing based on ad-hoc connectivity reveals two main characteristics that determine the form of sharing, namely persistence and synchronisation. If information is shared in a persistent manner, it means that the data will be stored on the client after disconnection. Otherwise, information is only shared when the devices are connected and hence data is transient on the client. If information is shared in a synchronised manner, it means that copies of data should eventually merge so that the effects of any updates are reflected in all copies. These characteristics are orthogonal to each other, meaning that they can be combined in different ways to offer four basic modes of information sharing.
In this paper, we examine these different modalities of opportunistic information sharing in detail and present a framework that allows application developers to select and combine these in flexible ways according to the requirements of particular applications. By using a specific application scenario that exhibits all four forms of information sharing, we explain how the framework supports application development.
We start in Sect. 2 with an overview of related work on data sharing in mobile settings. Section 3 then examines the different forms of information sharing in detail using our particular application scenario to show how these can be used to meet different requirements in terms of persistence and synchronisation. Section 4 presents a platform and abstract model for the realisation of these modes based on shared data collections, while Sect. 5 shows how an application can be developed using the platform. Section 6 describes how we implemented the platform based on an extension of an existing P2P collection framework together with a unified event model for distributed object databases. We compare the resulting framework with existing platforms and frameworks for the development of mobile applications in Sect. 7. Concluding remarks are given in Sect. 8.
Background
Although mobile phone vendors now offer tools for the development of mobile applications, these tend to offer only basic features for data persistence and sharing. For example, the platform independent Java Wireless Toolkit (Java WTK) uses a simple key-value store for data persistence which means that developers have to define and implement a mapping between Java application objects and key-value pairs for each application. With Android 1 , Google has taken another path by integrating SQLite 2 and offering the developer methods that take SQL statements as string-typed arguments similar to JDBC 3 . This results in the classic impedance mismatch problem between the application model and the storage model of data along with a lack of compile-time safety. Alternative methods are available where the single components of SQL statements can be provided individually, but this results in methods with many arguments, some of which are not used in most cases and therefore must be set to null. This still results in Java code not being checked during compilation as the table and column names are provided as string values. In contrast, development platforms for PCs such as db4o 4 support Java object persistence and therefore avoid both the impedance mismatch problem and the lack of compile-time safety checks.
Support for information sharing is also limited in these platforms and data exchange must be implemented based on sockets able to send and receive binary data. Short-range connectivity such as Bluetooth or WiFi can be used to react to peers appearing in the physical vicinity, but there is no high-level support for vicinity awareness and data exchange. For example, using Java WTK, the developer has to implement two listeners, one registered for the discovery of a device and another which is notified about application-specific services discovered on a particular device.
Within the research community, the ad-hoc nature of connectivity leading to frequent and unpredictable disconnections is usually regarded as problematic and there is a lot of work on providing distributed persistence and synchronicity despite the dynamics of mobile environments [5, 6, 7, 8] . However, a few researchers have investigated ways in which ad-hoc connectivity can be exploited as a means of detecting the proximity of users to locations, devices or other users. For example, several projects have developed location-based services that use short-range connection technologies such as WiFi or Bluetooth to provide mobile users with access to information about a location based on their proximity to that location [9, 3, 10, 11, 4] . When a user moves into the vicinity of the server fixed at that location, a connection is established and information relevant to the location can be viewed on the user's mobile device. When the user moves out of the connection range, typically that information is no longer accessible.
In previous work [1] , we have shown how ad-hoc connectivity can be used to adapt collaborative filtering (CF) algorithms to mobile settings. Typical CF algorithms such as user-based filtering proceed in two steps, first selecting a set of similar users and then aggregating the ratings made by these users. In our approach, users share ratings when they are in physical proximity by means of ad-hoc connectivity between their mobile devices and recommendations are based on the aggregation of ratings stored locally on their device. The underlying assumption is that users who are physically copresent in the same social context will be similar and the more often such encounters happen, the greater the similarity. Thus, the very way in which data is shared filters that data according to user similarity and, therefore, the first step of user-based filtering to compute similar users is not required. In [1] , we also report on studies carried out to validate the underlying assumption. Note that if users have exchanged ratings and then edit them afterwards when they are no longer connected, then the updates should be propagated if and when the users encounter each other again.
Both of the above examples, show how mobile applications may take advantage of the presence or absence of connectivity to share information opportunistically. The underlying physical proximity serves as a filter mechanism inherent to the application logic.
Some frameworks have been developed specifically for P2P connectivity in mobile settings including Mobile Web Services [12] and JXTA [13] . However, these tend to focus on lower-level forms of data exchange rather than information sharing. For example, in JXTA, the application development consists of specifying message formats and how they are processed in terms of request and response handling similar to that of service-oriented architectures. This results in a blending of the application logic typically embedded in an object-oriented data model and the collaboration logic specified based on a request-response scheme. Efforts to provide higher level abstractions of P2P networks have either focussed on the allocation and retrieval of identifiers to resources in fixed networks without considering any notion of handling [14] or they offer only a few limited collaboration primitives and lack support for vicinity awareness [15, 16] .
Within the database research community, a number of P2P database systems, overlay networks and middlewares have been developed, including Pastry [17] , Piazza [18] , PeerDB [19] , Hyperion [20] , P-Grid [21] and GridVine [22] . However, research efforts have tended to focus on issues of object identity, schema matching and query reformulation, distributed retrieval, indexing and synchronisation as well as transaction management. To date, there has been little effort on supporting developers of mobile applications that utilise P2P connectivity to share information opportunistically with other users in the vicinity.
Modes of Opportunistic Information Sharing
In this section, we examine the different modes of opportunistic information sharing in mobile ad-hoc networks by looking at an example application that features all four basic modes. The application scenario is graphically depicted in Fig. 1 . The numbers in the figure are used in the following description to refer to the individual steps of a use case.
Assume a user intends to go to a movie theatre where they are a regular customer. Further, they have installed an application on their mobile phone that allows them to take advantage of the new technical facilities that this particular theatre offers to registered customers. Equipped with their mobile phone, our customer heads to the theatre (1). As soon as the user enters the building, the phone connects to a theatre server and the current movie schedule is displayed on their device (2) . The programme contains all movies that will start playing within the next three hours along with the number of available seats. While browsing the movies, the number of available seats is updated in real time. The programme is stored persistently on the device and kept up to date by the theatre server as long as the user is connected.
While our customer is trying to decide on a movie, an advertisement suddenly pops up informing them that they have won a 50% reduction voucher for a particular movie (3). Such pop-ups are only available on the device while it is connected to the server and may be updated by the server, for example in order to upgrade from a 50% reduction voucher to a free ticket as the start time approaches. Having decided to accept the voucher, our customer orders a ticket for the proposed movie and the ticket is sent to their phone (4). The ticket data will be stored on the phone persistently, and is handled as a stand-alone piece of data not kept in sync with any data residing on the server. cannot take place after disconnection. However, data will be synchronised as soon as the connection is re-established. The access to local data is always possible, hence allowing offline operation.
Finally, the transient synchronisation mode covers the case when data on the receiver device is only visible during connection and updates are propagated. Manipulations of the data do not need to be tracked after disconnection because, upon disconnection, the data on the remote device no longer exists.
Note that the mode in which objects are shared may be altered after they have been shared. For example, objects shared in transient mode can be set to be persistent by the receiver. As a result, these objects will not be deleted upon disconnection. Persistent objects may be set to be transient in which case they will be deleted. Similarly, synchronised objects can be decoupled and objects that have been shared in copy mode may be set to be synchronised.
Platform for Opportunistic Information Sharing
To support the development of mobile applications that take advantage of ad-hoc network connections for opportunistic information sharing, we have developed a general platform based on an abstract model of information sharing that offers the four basic modes of information sharing presented in the previous section. The model is based on the classification of objects into collections that determine the basic sharing mode. Further, an event model allows handlers to be registered for particular events such as the addition/removal of an object to/from a collection or updates to attribute values of objects within a collection. Upon such events, the registered handlers are notified and, consequently, the handlers execute their actions which implement the specific sharing logic.
All sharing modes are implemented based on the collections shown in Fig. 3 . The root collection named Objects contains all existing objects and the Shared Objects collection is a subcollection that contains all objects that have either been sent or received. In the previous section, we identified two orthogonal sharing mode dimensions, namely transient-persistent and copy-synchronisation. Each of these dimensions is represented as a single subcollection of the Shared Objects collection. Thus, the Transient collection represents those objects which are shared and not persistent while the Synchronised collection represents those objects which are shared and synchronised i.e. not decoupled as in the case of copy. Objects can belong to neither, one or both of these subcollections, thereby representing the four different modes of information sharing.
Handlers registered to be notified about the arrival or departure of peers to and from physical proximity, as well as for changes to object attribute values, drive the sharing process in terms of actions. The actions consist of executing queries, propagating updates, sending objects and adding or removing sent and received objects to and from collections. The sequence of actions specific to particular sharing modes are summarised in Tab. 1.
We now outline how the collections are used in order to realise the four different sharing modes. For the sake of simplicity, we assume two peers sharing If an object is to be shared in persistent copy mode, it is not classified any further. As a result, the object will simply be sent or received, persist despite disconnections and not be kept synchronised. If an object is shared in transient mode, it will additionally be put into the Transient collection on the receiver side, when it is received. Upon disappearance of the sending peer, a handler retrieves all members of this collection which are associated with the disappearing peer by means of a query. These objects are deleted in order to guarantee that they are no longer visible nor accessible.
In the case that an object should be shared in synchronised mode, it is put into the Synchronised collection on the sender and receiver sides, before being sent and after having been received, respectively. On both sides, a handler is registered to observe changes on all members of that collection. When updates are performed, the handler action will propagate the changes to the peers associated with the updated objects. If such peers are not in the vicinity, the handler retains its action so that it will be re-executed as soon as a connection has been re-established. Finally, if an object is to be shared in transient synchronised mode, it will be put into the Synchronised collection on both the sender and receiver sides as well as into the Transient collection on the receiver side. The effect will be the combination of the effects of having the object in one of the collections as described for the persistent synchronised and transient copy mode.
The sharing mode of an object is changed by adapting its classification. An object configured to be shared in transient mode can be removed from the Transient collection during connection. As a result, it will not be deleted when the connection is lost. Conversely, persistent objects may be added to this collection in order to make them transient. The synchronisation mode may be altered by adding or removing objects from the Synchronised collection.
Application Development
Having presented our model of the sharing modes based on collections, we now describe the implementation of the application scenario presented in the previous section. For the sake of a comprehensive overview, we start at the beginning by presenting how a database is created and opened using the following code. The application domain is modeled by four different types which are depicted in Fig. 6 by means of UML classes. Since these types are implemented as regular Java classes, we do not show the program code. The Movie class consists of a name, a start time, number of available seats and a description. A Ticket has attributes referencing the customer peer and the movie. A peer object contains all necessary information to identify and connect to a peer. An Order contains a peer and a movie object. In terms of advertisements, an image together with a string phrase can be specified when an object of type Advertisement is created. specified above and sends the query result to the new peer in the vicinity. This handler is then registered with the vicinity collection for addition events. The other collections are created and made available similarly. The Advertisements collection is made available on the device of the user as well as on the server. As long as the user resides within the building and stays connected, advertisements can be distributed and updated at any time as defined for the transient synchronised mode.
The functionality to order a ticket is also implemented based on the notion of shared collections. The Orders collection is made available on both the mobile devices and the server. The server application acts as a client and receives order items. Since these items are only required to exist while the user is at the cashpoint, the availability is set to transient. The receipt of an order item will be treated by a handler registered for addition events on the Orders collection. The handler action is executed resulting in the creation of a ticket object that is added to the Tickets collection which will be transfered directly to the requesting device. Orders are handled immediately which leaves no time for updates. Therefore this collection is not set to be in synchronisation mode.
A ticket is a unique item that cannot be changed by the client nor by the server application. It stays visible independently of whether a connection is established or not. Both of these requirements are covered by the persistent copy mode. However, as soon as a movie starts, the server application sets the user's ticket to be expired. This is achieved by adding the ticket object to the subcollection of the Tickets collection named Expired. This subcollection has been made available with a transient copy sharing mode which overrides the sharing mode of the supercollection. Therefore, the ticket object residing on the mobile device will be removed from the device as soon as the user leaves the theatre.
Platform Implementation
Our platform is composed of three components as shown in Fig. 8 . A collection framework allows objects to be classified, shared and stored persistently. An event system offers the means to define events, to register handlers to be notified Having P2P collections as a central point for information sharing affects the manner in which applications are developed. In a model-driven development scenario, this results in one additional step. First, the application domain is modeled in terms of types which map to Java classes. In a second step, P2P collections are defined. By default, a P2P collection is created for each domain type to represent its extent. Collections and subcollections as well as associations may be added at any time in order to further classify domain objects.
Events
The second component of our platform for information sharing in mobile adhoc networks is an event system based on a unified event model for object databases [24, 25] . We describe here those concepts required in the scope of this work. The original motivation of our event system was to unify concepts for event handling found in object-oriented programming languages with trigger mechanisms from database systems in the setting of object databases. Current object-oriented databases offer limited support for event handling and often delegate this issue to the programming language. We believe that object databases need a well-defined event model that offers the generality and flexibility supported in active databases and modern event processing systems.
We base our event model on the four concepts of event triggers, event types, event handlers and event actions shown in Fig. 10 . Event triggers are an abstraction of low-level operations that occur in the database such as an object being created, changed or added to a collection. Apart from being bound to such database operations, event triggers can also be bound to a schedule that determines when they are fired. Finally, they can also be fired explicitly by the user or the application code. Each event trigger is associated with an event type that defines the type of the event objects that are fired by the trigger. In addition to an attribute identifying the source of the event, event objects can also carry other information depending on the context in which they were fired. Whenever an event object is created by a trigger, our system matches it to event handlers that are registered to process events of a given type. All matching handlers are 336 notified and the event object is passed to them. A handler can define a conditional expression that guards the execution of the event handling logic. If this expression evaluates to true, the handler invokes its associated event action and passes the required parameters.
By introducing separate concepts for event triggers, types, handlers and actions, event processing functionality can be made orthogonal to persistence. The model supports user-defined as well as system-defined event types with a registration service that allows one or more handlers to be associated with the same event type. Further, the model supports reuse of event types and event distribution which is an important requirement in the context of this work.
Sharing Modes
Once a P2P collection has been made available, it can either share members by explicit request or automatically upon the arrival of a peer in the physical vicinity. In the latter case, the collection is notified about the new peer, executes the query and sends the query result with the sharing mode specified by the available collection. As part of the P2P collection framework, a system collection named Vicinity contains objects representing peers. This collection is a direct representation of a peer's physical proximity and contains all those peers that are in the vicinity. A new peer appearing in the vicinity will trigger the creation of a new peer object which will be added to this collection. Conversely, the disappearance of a peer will trigger the removal of the respective object from the vicinity collection. Available collections register handlers with this vicinity collection to be notified about the addition or removal of peer objects. Upon notification, the mode-specific sharing process is executed.
Our platform for opportunistic information sharing integrates the P2P collection framework with the event system and also introduces new functionality to implement the sharing modes. By default, an available collection shares its members in persistent copy mode. If another mode is favoured, a particular mode can be provided as a second argument when the collection is made available. As a result, the sharing mode for a particular object is defined by the available collection of which it is a member. A sharing mode may be changed at any time by making a collection available once more with the new mode. Note that sharing modes of subcollections override the modes of the supercollections, only for those objects that are members of the subcollections. As a result, not only can the sharing mode of an available collection be changed dynamically at runtime but, using subcollections, it can also be adapted for dynamic subsets of objects.
Discussion
In [23] , we compare the effort required to implement mobile applications using our P2P collection framework with that required if using mobile phone SDKs such as Java WTK. Figure 11 compares the components needed and the amount of interaction required to implement data persistence, vicinity awareness and 338 domains such as collaborative filtering and location-based services which exploit the ad-hoc connectivity as a means of sharing information opportunitistically, thereby filtering information based on proximity. Therefore, in this novel class of applications, connections and disconnections throughout the life-time of a program are an integral part of the application logic rather than something to be hidden from the user and developer alike.
Due to the limited support for opportunistic information sharing in existing development platforms for mobile applications, we have designed and implemented a platform that provides high-level support to application developers. Central to the platform is support for the four basic modes of opportunistic information sharing that we have identified. These modalities are based on the observation that ad-hoc information sharing is mostly governed by two main factors, namely persistence and synchronisation. This platform builds on a P2P collection framework for sharing and persistence, an event system for the specification of event-driven application behaviour and a component that provides support for the four different sharing modes. We have shown how applications can make use of the functionality offered by the platform and compared it to the effort required using an off-the-shelf development kit.
