Abstract-Nowadays data compressors are applied to many problems of text analysis, but many such applications are developed outside of the framework of mathematical statistics. In this paper we overcome this obstacle and show how several methods of classical mathematical statistics can be developed based on applications of the data compressors.
(Here |U | is the length U .) For instance, let x 1 x 2 ...x n , z 1 z 2 ...z m be texts in English, whereas y 1 y 2 ... y k is in German. Then the English text z 1 z 2 ...z m will be compressed better after the text in the same language (x 1 x 2 ...x n ) than after the text in German (y 1 y 2 ...y k ), i.e. the first difference will be less than the second one.
This natural approach was used for diagnostic of the authorship of literary and musical texts, for estimation of closeness of DNA sequences, construction of phylogenetic trees and many other problems ( [1] , [2] , [4] , [7] , [8] , [10] , [11] ). Many papers (see [8] and review there) were devoted to the measurement of the interdependence between sequences (or the association, similarity, closeness, etc.). It is important to note, that their approaches are outside of the framework of mathematical statistics and, in particular, do not give a possibility to reason about consistency of estimates, tests, classifiers, clustering, etc.
The main goal of the paper is to give a compressionbased solution for the following problems: i) Homogeneity test, where there are several sequences x , generated either by a single source or by two different ones, and two corresponding hypotheses. We also consider the more general case where there are more than two different sets of sequences.
ii) Classification problems, where there are samples x
s ms generated two different (but unknown) sources and z 1 ...z l is generated by one of the two. The goal is to determine which of them generated z 1 ...z l .
iii) Estimation of a so-called measurement of interdependence, or the association.
A distinction of the suggested method from other approaches is that it belongs to the framework of mathematical statistics.
II. DEFINITIONS
Let τ be a stationary ergodic source generating letters from a finite alphabet A. (Definitions can be found in [3] .) The m− order (conditional) Shannon entropy and the limit Shannon entropy are defined as follows:
It is known that for any integer m
see [3] . Now we define codes. Let A ∞ be the set of all infinite words x 1 x 2 . . . over the alphabet A. A data compression method (or code) ϕ is defined as a set of mappings ϕ n such that ϕ n : A n → {0, 1} * , n = 1, 2, . . . and for each pair of different words x, y ∈ A n ϕ n (x) = ϕ n (y). Informally, it means that the code ϕ can be applied for compression of each message of any length n over the alphabet A and the message can be decoded if its code is known. It is also required that each sequence 
We will use a so-called Kullback-Leibler (KL) divergence, which is defined by
where P (b) and Q(b) are probability distributions over alphabet B. It is known that for any distributions P and Q the KL divergence is nonnegative and equals 0 if and only if P (a) = Q(a) for all a . Let us describe universal codes. By definition, a universal code compresses sequences generated by a stationary ergodic source p till the limit Shannon entropy h ∞ (p); see [3] . We will consider universal codes which can be applied to any word x 1 ...x s , n > 0, from a certain alphabet A and such that the following natural property is valid: for any words u, v, |v| > 0,
For a code ϕ and two words v 1 ..v l and u 1 ..u s we define the following value:
where s, l are integers. Informally, it is the length of the codeword for v 1 ..v l if it is encoded with the word u 1 ..u s .
For any universal code ϕ we define a measure π ϕ as follows:
where x 1 x 2 ...x t is a word over A. It is known that for any t
(see the Kraft inequality and (3)). From (10) and (6) we immediately obtain that
and the right part is defined correctly, see (5) . Let μ z be a stationary ergodic source generating letters from an alphabet A and ϕ be a universal code. For any integer m ≥ 1 and w 1 ...w m ∈ A m with probability 1
Note that this equation shows that the code ϕ estimates the (unknown) probability precisely, where T grows.
III. THE MAIN THEOREMS
First we present a theorem which can be considered as a theoretical basis for application of data compressors for solving the problems described above. 
where (10 
and, if μ x = μ y then λ = 0, otherwise λ > 0. Here E ν () is the expectation with respect to the measure ν.
The proof is given in the last part. The homogeneity test. Let there be two sets of sequences: and μ y . We consider two hypotheses H 0 = {μ x = μ y } and H 1 = {μ x = μ y } and our goal is to develop a statistical test for them using the sets X and Y . First we give an informal description of the suggested test, which will be based on data compression. Combine a half of the sequences from the set X into X * (say, x
) and half of Y (say and y 
and for any y
Define
ii) Apply the test of the independence for the 2 × 2 table to
A detailed analysis of this problem is carried out in [5] , part 33. In particular, there is a description of efficient tests for homogeneity problem for the 2×2 The proof is given in the last part. Note, that the described method can be easily extended from the twosample problem to the s-sample problem, s > 2.
Measurement of the interdependence and association. If the hypothesis of homogeneity is rejected, it is natural to measure interdependence. We suggest to measure interdependence between two sets of sequences X and Y (and the corresponding sources) based on the above described 2 × 2 tables. (In the case of the s-sample problem, s > 2, the measures will be based on the s × s table.) This problem is wellinvestigated in the mathematical statistics, see, for example, ( [5] , part 33). That is why, we mention such measures only briefly. For 2 × 2 tables we mention the coefficient of association, Q, defined by the equation Q = (n 1,1 n 2,2 − n 1,2 n 2,1 )/(n 1,1 n 2,2 + n 1,2 n 2,1 ) and the coefficient V = (n 1,1 n 2,2 − n 1,2 n 2,1 )/ (n 1,1 + n 1,2 )(n 1,1 + n 2,1 )(n 1,2 + n 2,2 )(n 2,1 + n 2,2 ), see, ( [5] , part 33). It is important to note that there are well-known methods of building standard errors and confidence interval for Q and V ( [5] , part 33).
Let there be sequencesŵ
, generated by stationary ergodic sources ν 1 , ..., ν k , correspondingly, where k ≥ 2. There is a new sequenceû = u 1 u 2 ...u n , n ≥ 2, and it is known beforehand that it is generated by one of the sources from {ν 1 , ..., ν k }. The problem of classification is to determine which source generated the sequenceû = u 1 u 2 ...u n . By definition, a method of classification is called asymptotically consistent if, with probability 1, the method finds ν which generated the sequence u 1 u 2 ...u n when min(n, m 1 , m 2 , ..., m k ) goes to infinity.
Method of classification. We suggest the following method of classification: decide that the sequence u 1 u 2 ...u n was generated the source ν j for which Let ν 1 , ..., ν k be stationary ergodic measures whose memories are finite (but, possibly, unknown) . If ϕ is a universal code and the lengths of all sequenceŝ u,ŵ 1 ,ŵ 2 , ...,ŵ k go to infinity in such a way that
then the described method is asymptotically consistent.
The proof is given in the following part.
IV. PROOFS
Proof of Theorem 1. First we prove the following Claim.
where M is a upper bound of memories of μ x and μ y , and λ is such a constant that λ = 0 if μ x = μ y and λ > 0 otherwise.
Proof of the claim. The left side can be presented as follows: 
From properties of K-L divergence (see (4) ) we can see that λ > 0 if μ x = μ y and, obviously, λ = 0, if μ x = μ y . The claim is proven. Let us proceed with proof of the theorem. Having taken into account the definitions (8) and (11), we obtain that
The following equation is obvious:
The first term is estimated in the claim, see (18), whereas the second and the third terms can be estimated based on (9) . So, from the claim and (9), we can see that, with probability 1, E μx E μy (Δ t,k,m ) = (m − M )λ + O(1) . The theorem is proven. Proof of the Theorem 2. First we consider the case where H 0 is true. It means that the sequences fromX andŶ obey the same distribution. Hence, γ i (13) and δ j (14) have the same distribution, too, and the above mentioned test Ψ α from [5] , part 33, can be applied. Now we consider the case where H 1 is true. In this case the length of any sequence grows, so, the length will be grater than m 0 from Theorem 1. The number of sequences grows to infinity and the total length of a half of them goes to infinity in such a way that for any integer L the total length will be grater than the sum m + L from Theorem 1. From this theorem we can see that n 1,2 and n 2,1 goes to 0 and, hence, the Type II error goes to 0.
Proof of the Theorem 3. Suppose, that the sequence u 1 u 2 ...u n was generated by ν j . Then, we can see from Theorem 1 that, with probability 1, the value |ϕ(u 1 u 2 ...u n /w ..u n is generated by ν j ). The theorem is proven.
