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Abstract. We consider an one-dimensional conservation law with random space-time forcing
and calculate using large deviations the exponentially small probabilities of anomalous shock profile
displacements. Under suitable hypotheses on the spatial support and structure of random forces,
we analyze the scaling behavior of the rate function, which is the exponential decay rate of the
displacement probabilities. For small displacements we show that the rate function is bounded
above and below by the square of the displacement divided by time. For large displacements the
corresponding bounds for the rate function are proportional to the displacement. We calculate
numerically the rate function under different conditions and show that the theoretical analysis of
scaling behavior is confirmed. We also apply a large-deviation-based importance sampling Monte
Carlo strategy to estimate the displacement probabilities. We use a biased distribution centered on
the forcing that gives the most probable transition path for the anomalous shock profile, which is
the minimizer of the rate function. The numerical simulations indicate that this strategy is much
more effective and robust than basic Monte Carlo.
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1. Introduction. It is well known that nonlinear waves are not very sensitive
to perturbations in initial conditions or ambient medium inhomogeneities. This is in
contrast to linear waves in random media where even weak inhomogeneities can affect
significantly wave propagation over long times and distances. It is natural, therefore
to consider perturbations of shock profiles of randomly forced conservation laws as
rare events and use large deviations theory. The purpose of this paper is to calcu-
late probabilities of anomalous shock profile displacements for randomly perturbed
one-dimensional conservation laws. We analyze the rate function that characterizes
the exponential decay of displacement probabilities and show that under suitable hy-
potheses on the random forcing they have scaling behavior relative to the size of the
displacement and the time interval on which it occurs.
The theory of large deviations for conservation laws with random forcing is an
extension of the Freidlin-Wentzell theory of large deviations [10, 7] to partial differen-
tial equations. This has been carried out extensively [1, 2, 18] and we use this theory
here. We are interested in a more detailed analysis of the exponential probabilities of
anomalous shock profile displacements, which leads to an analysis of the rate function
associated with large deviations for this particular class of rare events. We derive up-
per and lower bounds for the exponential decay rate of the small probabilities using
suitable test functions for the variational problem involving the rate function. This
is the main result of this paper. The applications we have in mind come from uncer-
tainty quantification [13] in connection with simplified models of flow and combustion
in a scramjet. Numerical calculations of the exponential decay rates from variational
principles associated with the rate function have been carried out before [9, 26]. We
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2carry out such numerical calculations here and confirm the scaling behavior of bounds
obtained theoretically. We use a gradient descent method to do the optimization nu-
merically and we note that its convergence is quite robust even though the functional
under consideration is not known to be convex. This robustness suggests the Monte
Carlo simulations with importance sampling using a change of measure based on the
minimizer of the discrete rate function is likely to effective. Our simulations show
that indeed such importance sampling Monte Carlo performs much better than the
basic Monte Carlo method.
The paper is organized as follows. In Section 2 we formulate the one-dimensional
conservation law problem. In Section 3 we state the large deviation principle and
identify the rate function which we will use. In Section 4 we give a simple, explicitly
computable case of shock profile displacement probabilities that can be used to com-
pare with the results of the large deviation theory. Section 5 contains the main results
of the paper, which as the upper and lower bounds for the exponential decay rate of
the displacement probabilities, under different conditions on the random forcing. We
identify scaling behavior of these probabilities, relative to size of the displacement
and the time interval of interest. In Section 6 we introduce a discrete form for the
conservation law and the associated large deviations, and calculate numerically the
displacement probabilities from the discrete variational principle. In Section 7 we
implement importance sampling Monte Carlo based on the minimizer of the discrete
rate function and we compare it with the basic Monte Carlo method. We end with a
brief section summarizing the paper and our conclusions.
2. The perturbed conservation law. We consider the scalar viscous conser-
vation law:
ut + (F (u))x = (Dux)x, x ∈ R, t ∈ [0,∞), (2.1)
u(t = 0, x) = u0(x), x ∈ R. (2.2)
Here F ∈ C2(R) and the initial condition satisfies u0(x) → u± as x → ±∞ where
u− < u+. We are interested in traveling wave solutions of the form U(x− γt), where
the C2 profile U satisfies U(x) → u± as x → ±∞ and the wave speed γ is given by
the Rankine-Hugoniot condition
γ =
F (u+)− F (u−)
u+ − u− . (2.3)
A traveling wave U with wave speed γ exists provided the following conditions are
fulfilled:
F (u)− F (u−) > γ(u− u−), ∀u ∈ (u+, u−), (2.4)
F ′(u+) < γ < F ′(u−). (2.5)
The first condition is the Oleinik entropy condition [14] and the second one is the Lax
entropy condition [16]. Under these conditions the traveling wave profile exists, it is
the solution of the ordinary differential equation
Ux =
1
D
(
F (U)− F (u−)− γ(U − u−)
)
, U(x)
x→−∞−→ u−,
and it is orbitally stable, which means that perturbations of the profile decay in time,
and thus initial conditions near the traveling wave profile converge to it. Note that
3a physically admissible viscous profile must have the stability property; otherwise,
it would not be observable. As noted in [15], the motivating idea behind the orbital
stability result is that in the stabilizing process, information is transferred from spatial
decay of the profile U at infinity to temporal decay of the perturbation.
The purpose of this paper is to address another type of stability, that is, the
stability with respect to external noise. We consider the perturbed scalar viscous
conservation law with additive noise:
uεt + (F (u
ε))x = (Du
ε
x)x + εW˙ (t, x), x ∈ R, t ∈ [0,∞), (2.6)
uε(t = 0, x) = U(x), x ∈ R. (2.7)
Here ε is a small parameter, W (t, x) is a zero-mean random process (described below),
and the dot stands for the time derivative. We would like to address the stability of the
traveling wave U(x− γt) driven by the noise εW˙ . Motivated by an application mod-
eling combustion in a scramjet [13, 25], we have in mind a specific rare event, which
is an exceptional or anomalous shift of the position of the traveling wave compared
to the unperturbed motion with the constant velocity γ.
We consider mild solutions which satisfy (denoting uε(t) = (uε(t, x))x∈R)
uε(t) = S(t)U −
∫ t
0
S(t− s)N(uε(s))ds+ ε
∫ t
0
S(t− s)dW (s), (2.8)
where S(t) is the heat semi-group with kernel
S(t, x, y) =
1√
2piDt
exp
(
− (x− y)
2
2Dt
)
,
and N(u)(x) = (F (u(x)))x. The main result about the heat kernel [5, Chap. XVI,
Sec. 3] is as follows.
Lemma 2.1. If f = (f(t))t∈[0,T ] ∈ L2([0, T ], H−1(R)), then the function
∫ t
0
S(t−
s)f(s)ds is in L2([0, T ], H1(R)) ∩ C([0, T ], L2(R)).
A white noise or cylindrical Wiener process B(t, x) in the Hilbert space L2(R) is
such that for any complete orthonormal system (fn(x))n≥1 of L2(R), there exists a
sequence of independent Brownian motions (βn(t))n≥1 such that
B(t, x) =
∞∑
n=1
βn(t)fn(x). (2.9)
B(t, x) can be seen as the (formal) spatial derivative of the Brownian sheet on
[0,∞) × R, which means that it is the Gaussian process with mean zero and co-
variance E[B(t, x)B(s, y)] = s∧ t δ(x− y). Note that the sum (2.9) does not converge
in L2 but in any Hilbert space H such that the embedding from L2(R) to H is Hilbert-
Schmidt. Therefore, the image of the process B by a linear mapping on L2(R) is a
well-defined process in the Sobolev space Hk(R) (for k = 0, we take the convention
H0 = L2) when the mapping is Hilbert-Schmidt from L2(R) into Hk(R). Then, if the
kernel Φ is Hilbert-Schmidt in the sense that
∞∑
n=1
‖Φfn‖2Hk(R) =
k∑
j=0
‖∂jxΦ(·, ·)‖2L2(R×R) <∞,
4then the random process W = ΦB,
W (t, x) =
∫
Φ(x, x′)B(t, x′)dx′
is well-defined in Hk(R). It is a zero-mean Gaussian process with covariance function
given by
E[W (t, x)W (t′, x′)] = t ∧ t′ C(x, x′),
C(x, x′) = ΦΦT (x, x′) =
∫
Φ(x, x′′)Φ(x′, x′′)dx′′,
where ΦT stands for the adjoint of Φ.
As an example, we may think at Φ(x, x′) = Φ0(x)Φ1(x − x′) with Φ0 ∈ Hk(R)
and Φ1 ∈ Hk(R). In this case Φ0 characterizes the spatial support of the additive
noise and Φ1 characterizes its local correlation function. In the limit Φ0(x) = 1 and
Φ1(x− x′) = δ(x− x′), the process W˙ (t, x) in (2.6) is a space-time white noise.
By adapting the technique used in [5, Chap. XVI, Sec. 3] we obtain the following
lemma.
Lemma 2.2. If Φ is Hilbert-Schmidt from L2 into L2, then Z(t) =
∫ t
0
S(t −
s)dW (s) belongs to L2([0, T ], H1(R))∩ C([0, T ], L2(R)) almost surely. If Φ is Hilbert-
Schmidt from L2 into H1, then Z(t) belongs to L2([0, T ], H2(R)) ∩ C([0, T ], H1(R))
almost surely.
Proof. See Appendix A.
3. Large deviation principle. In this section we state a large deviation princi-
ple (LDP) for the solution (uε(t, x))t∈[0,T ],x∈R of the randomly perturbed scalar con-
servation law (2.6). It generalizes the classical Freidlin-Wentzell principle for finite-
dimensional diffusions. Throughout this paper, we assume that the flux F is a C2
function with bounded first and second derivatives.
Assumption 3.1. In this paper, the flux F is a C2 function and there exists
CF <∞ such that ‖F ′‖L∞(R) and ‖F ′′‖L∞(R) are bounded by CF .
Remark. Assumption 3.1 is merely a technical assumption to simplify the proofs
of Proposition 3.2 and 3.3 and obviously it violates the convexity of fluxes in conser-
vation laws. From the physical point of view, for a general flux F , we can choose a
very large constant M and let FM (u) = F (u) for |u| ≤ M and saturate FM (u) for
|u| > M . If [−M,M ] can cover the range of interest of u, then FM (u) = F (u). With-
out a proof, we point out that this physical argument can be proven mathematically:
if uεt , u
ε
x and u
ε
xx in (2.6) are continuous on [0, T ]×R and W˙ is bounded on [0, T ]×R,
then the parabolic maximum principle implies that |uε| is bounded on [0, T ]×R and
thus we can find M < ∞. The technical difficulty is that W is not differentiable in
time so we can not apply the parabolic maximum principle directly. However, we
can consider a modified u˜ε by replacing W by a smooth W˜ in (2.6) and show that
‖u˜ε(t)‖L∞(R) → ‖uε(t)‖L∞(R) as W˜ →W .
We first describe the functional space to which the solution of the perturbed
conservation law belongs.
Proposition 3.2. If Φ is Hilbert-Schmidt from L2 to H1, then for any ε > 0
there is a unique solution uε to (2.8) in the space E1 almost surely, where
E1 = {(u(t, x))t∈[0,T ],x∈R : (u(t, x)− U(x))t∈[0,T ],x∈R ∈ C([0, T ], H1(R))}.
5Proof. See Appendix B.1
The rate function of the LDP is defined in terms of the mild solution of the control
problem
ut + (F (u))x = (Dux)x + Φh(t, x), x ∈ R, t ∈ [0, T ], (3.1)
u(t = 0, x) = U(x), x ∈ R, (3.2)
where h ∈ L2([0, T ], L2(R)). The solution u to this problem is denoted by H[h] and
H is a mapping from L2([0, T ], L2(R)) to E1 provided Φ is Hilbert-Schmidt from L2
to H1. The following proposition is an extension of the LDP proved in [1].
Proposition 3.3. If Φ is Hilbert-Schmidt from L2 to H1, then the solutions uε
satisfy a large deviation principle in E1 with the good rate function
I(u) = inf
h,u=H[h]
1
2
∫ T
0
‖h(t, ·)‖2L2dt, (3.3)
with the convention inf ∅ =∞.
Proof. See Appendix B.2.
In fact, I(u) <∞ if and only if u is in the range of H. The LDP means that, for
any A ⊂ E1, we have
− J (A˚) ≤ lim inf
ε→0
ε2 logP(uε ∈ A) ≤ lim sup
ε→0
ε2 logP(uε ∈ A) ≤ −J (A), (3.4)
with
J (A) = inf
u∈A
I(u). (3.5)
Note that the interior A˚ and closure A are taken in the topology associated with E1.
Although the convexity of the rate function I is unknown, it is possible to show
that I satisfies the maximum principle: if the set of the rare event A does not contain
the exact solution U(x− γt), then infu∈A I(u) attains its minimum at the boundary
of A.
Proposition 3.4. If U(x−γt) /∈ A and u ∈ A˚, then there exists a sequence {un}
in E1 such that I(un) < I(u) and un → u in E1 as n → ∞. As a consequence, any
u ∈ A˚ can not be a local minimizer of I.
Proof. See Appendix B.3.
4. Wave displacement from an elementary point of view. In this paper we
are interested in estimating the probability of large deviations from the deterministic
path U(x−γt). In this section, we first study in a very elementary way how the center
of the solution uε at time T can deviate from its unperturbed value. The center of a
function u ∈ E1 is defined as
C[u](t) = −
∫∞
−∞[u(t, x)− U(x)]dx
u− − u+ , (4.1)
provided that the integral is well-defined.
Proposition 4.1. If the covariance function C is in L1(R×R), then the center
of uε is well-defined for any time t ∈ [0, T ] almost surely and it is given by
C[uε](t) = γt− ε
∫
W (t, x)dx
u− − u+ . (4.2)
6It is a Gaussian process with mean γt and covariance
Cov
(C[uε](t), C[uε](t′)) = ε2 ∫∫ C(x, x′)dxdx′
(u− − u+)2 t ∧ t
′. (4.3)
Proof. See Appendix C.
In the absence of noise, the center of the solution increases linearly as γt. In the
presence of noise we can characterize the probability of the rare event
B =
{
u ∈ E1, C[u](T ) ≥ γT + x0
}
, (4.4)
where x0 ∈ [0,∞).
Proposition 4.2. If the covariance function C is in L1(R× R), then
P(uε ∈ B) ∼ exp
(
− x
2
0(u− − u+)2
2ε2T
∫∫
C(x, x′)dxdx′
)
. (4.5)
The approximate equality means that
lim
ε→0
ε2 logP(uε ∈ B) = − x
2
0(u− − u+)2
2T
∫∫
C(x, x′)dxdx′
.
This proposition is a direct corollary of Proposition 4.1.
If x0 = 0 then U(x − γt) ∈ B and P(uε ∈ B) = 1/2. If x0 > 0 then the set B
is indeed exceptional in that it corresponds to the event in which the center of the
profile is anomalously ahead of its expected position. Note that the scaling x20/T in
(4.5) corresponds to that of the exit problem of a Brownian particle.
The LDP for uε stated in Proposition 3.3 is not used here for two reasons:
1. It does not give a good result because the interior of B in E1 is empty (since
we can construct a sequence of functions bounded in H1 that blows up in
L1).
2. The distribution of the center C[uε](T ) is here explicitly known for any ε.
This is fortunate and it is not always true. When the rare event is more
complex, than the LDP for uε is useful as we will show in the next section.
5. Wave displacement from the large deviations point of view.
5.1. The framework and result. In this section, we use the large deviation
principle to compute the probability of the rare event that the perturbed traveling
wave is the same profile but with the displacement x0 at time T :
A = {u ∈ E1 such that u(0, x) = U(x), u(T, x) = U(x− γT − x0)}. (5.1)
The value of the rate function heavily depends on the kernel Φ and formally the
simplest kernel we can have is the identity operator. Of course, the identity operator
is not Hilbert-Schmidt, but with the given A, we can construct a Hilbert-Schmidt Φ
such that Φ is approximately the identity in the region of interest.
Assumption 5.1.
1. We assume that the center of transition of U(x) in (5.1) is 0 and x0+γT ≥ 0.
2. The kernel ΦlcL0 has the following form:
ΦlcL0(x, x
′) = σφ0
( x
L0
) 1
lc
φ1
(x− x′
lc
)
, (5.2)
where σ, L0 and lc are positive constants.
73. φ0 and φ1 are L
1 ∩ H1 functions so that their Fourier transforms are well-
defined in R and Φ is Hilbert-Schmidt from L2 to H1 (see Lemma 5.4). φ0
and φ1 are normalized so that φ0(0) = φˆ1(0) = 1.
4. φ0 ∈ C∞ is positive valued and φˆ1 is nonzero. In addition, 1/φ0(x) and
1/φˆ1(ξ) have at most polynomial growth at ±∞.
5. φ0(x) is increasing on x ∈ (−∞,−1), decreasing on x ∈ (1,∞) and identically
equal to 1 on x ∈ [−1, 1]. By this setting, the support of the noise kernel Φ is
roughly [−L0, L0].
The following theorem is the main result of this section, and the proof will be
given in the next two subsections.
Theorem 5.2. Let A be defined by (5.1). There exists a constant C0 such that
for all ΦlcL0 satisfying Assumption 5.1 with L0 = γT + x0 + C0, the quantity J (A) of
the large deviation problem (3.1) generated by ΦlcL0 has the following asymptotic (in
the sense that lc → 0) scales:
J (A) = inf
u∈A
I(u)
lc→0=

Θ(x20), for |x0| small and any fixed T ,
Θ(x20/T ), for |x0| small and T small,
Θ(|x0|), for |x0| large and any fixed T ,
Θ(|x0|/T ), for |x0| large and T small,
Θ(1/T ), for T small and any fixed x0.
(5.3)
Here J (A) lc→0= Θ(x20) and similar expressions mean that there are constants C1 and
C2 with the units such that C1x
2
0 and C2x
2
0 are dimensionless and C1x
2
0 ≤ J (A) ≤
C2x
2
0 as lc → 0.
Proof. See Section 5.2 and 5.3.
Remark. C0 = max{Cv, Cw}, where Cv and Cw will be determined in Lemma
5.6 and 5.10, respectively. L0 = γT + x0 + C0 means that the range of noise covers
the region of interest of A so that the rare event A is possible and at the same time
the range is not too large to cause the waste of energy; the small lc means that the
noise in this region is weakly correlated and can be treated as the white noise.
We note that there are two occurrences of T in J (A): in (3.3), we integrate the
‖h(t, ·)‖2L2 from 0 to T , and the rare event A is T -dependent. These two occurrences of
T would make the T -dependence of J (A) nontrivial; if T is small, the T -dependence
in (5.1) is negligible and we can have the scale in T . Therefore, if the traveling wave
is stationary (γ = 0), then A has no T -dependence so the sharper bounds can be
obtained.
Corollary 5.3. If γ = 0, then (5.3) can be refined:
J (A) = inf
u∈A
I(u)
lc→0=

Θ(x20/T ), for |x0| small,
Θ(|x0|), for |x0| large and any fixed T ,
Θ(|x0|/T ), for |x0| large and T small,
Θ(1/T ), for any fixed x0.
(5.4)
Proof. See Section 5.2 and 5.3.
Remark. The case that both |x0| and T are large is not clear even if γ = 0.
This is because J (A) = Θ(|x0|/T ) for |x0|  T , and J (A) = Θ(x20/T ) for |x0|  T ;
when both x0 and T are large, J (A) is the mixture of Θ(|x0|/T ) and Θ(x20/T ) so it
is difficult to estimate the bounds.
8In the rest of this subsection we discuss two relevant issues about this framework.
We first show that the given kernel ΦlcL0 in Assumption 5.1 is indeed Hilbert-Schmidt
from L2 to H1.
Lemma 5.4. If φ0 and φ1 are both in L
1 ∩Hk for k ≥ 1, then the kernel ΦlcL0 of
the form (5.2) is Hilbert-Schmidt from L2 to Hk.
Proof. See Appendix D.1.
The other issue is that A has no interior and therefore J (A˚) =∞, which gives a
trivial lower bound in the large deviation framework; to avoid this triviality, a rigorous
way is to consider instead the (closed) rare event Aδ with a small δ > 0:
Aδ = {u ∈ E1 such that u(0, ·) = U, ‖u(T, ·)− U(· − γT − x0)‖H1 ≤ δ}. (5.5)
By Proposition 3.3, we have
− J (A˚δ) ≤ lim inf
ε→0
ε2 logP(uε ∈ Aδ) ≤ lim sup
ε→0
ε2 logP(uε ∈ Aδ) ≤ −J (Aδ). (5.6)
In addition, the following lemma shows that J (Aδ) converges to J (A) as δ → 0.
Lemma 5.5. By definition J (Aδ) is a decreasing function with δ and bounded
from above by J (A). In addition,
lim
δ→0
J (Aδ) = J (A).
Proof. See Appendix D.2.
By Lemma 5.5 and the fact that J (A˚δ) ≤ J (A),
−J (A) ≤ −J (A˚δ) ≤ lim inf
ε→0
ε2 logP(uε ∈ Aδ)
≤ lim sup
ε→0
ε2 logP(uε ∈ Aδ) ≤ −J (Aδ) δ→0→ −J (A).
Namely, for ε and δ small, we have
P(uε ∈ Aδ) ∼ exp
(
− 1
ε2
J (A)
)
,
and it thus suffices to consider the bounds for J (A).
Remark. We can compare the results stated in Theorem 5.2, valid under As-
sumption 5.1, and the ones stated in Proposition 4.5. First we can check that A ⊂ B.
Second we can anticipate that in fact B is not much larger than A because it seems
reasonable that the most likely paths that achieve C[u](T ) ≥ γT +x0 should be of the
stable form U(x− γT − x0) at time t = T . This conjecture can indeed be verified as
we now show. Note that∫∫
C(x, x′)dxdx′ =
∫ [ ∫
Φ(x, x′)dx
]2
dx′.
If the kernel ΦlcL0 is of the form (5.2), then we find∫∫
C(x, x′)dxdx′ =
σ2L0
2pi
∫
|φˆ1( lc
L0
ξ)|2|φˆ0(ξ)|2dξ.
9By assuming lc  L0 (and φˆ1(0) = 1) as in Assumption 5.1, then this simplifies to∫∫
C(x, x′)dxdx′ ' σ2L0
∫
φ0(x)
2dx.
Therefore, from Theorem 5.2 (in which L0 = γT + x0 + C0), we get∫∫
C(x, x′)dxdx′ =
{
Θ(x0), for x0 large and T small or fixed,
Θ(1), for x0 and T small or fixed,
which gives with (4.5)
P(uε ∈ B) ∼ exp
(
− 1
ε2
J (B)
)
with
J (B) =

Θ(x20), for |x0| small and any fixed T ,
Θ(x20/T ), for |x0| small and T small,
Θ(|x0|), for |x0| large and any fixed T ,
Θ(|x0|/T ), for |x0| large and T small,
Θ(1/T ), for T small and any fixed x0,
as in (5.3). We therefore recover the same asymptotic scales as in Theorem 5.2.
5.2. Proof of Theorem 5.2 for small |x0|. Here we prove the bounds for
J (A) in (5.3) and (5.4) when |x0| is small and the bound Θ(1/T ) for fixed x0. We
first consider the upper bounds. By definition, J (A) ≤ I(u) for any u ∈ A; therefore
the idea to obtain the upper bound is to find good test functions u.
For |x0| small, we use the linear shifted profile as the test function:
v(t, x) = U(x− (t/T )(γT + x0)).
If the kernel ΦlcL0 ≈ σ−2 in the region of interest, then
J (A) = inf
u∈A
I(u) ≤ I(v) . 1
2σ2
∫ T
0
‖vt + F (v)x −Dvxx‖2L2dt. (5.7)
We show (5.7) rigorously by the following lemmas:
Lemma 5.6. Given the traveling wave U(x) in (5.1), there exists Cv ≥ 1 such
that, uniformly in x0 and T and for all t ∈ [0, T ],
‖[φ−10 (·/L0)− 1]Ux(· − (t/T )(γT + x0))‖2L2 ≤ 1. (5.8)
where L0 = γT + x0 + Cv.
Proof. See Appendix D.3.
Lemma 5.7. Let v(t, x) = U(x− (t/T )(γT + x0)). Given L0 = x0 + γT + Cv in
Lemma 5.6, ΦlcL0 satisfying Assumption 5.1, and h
lc
L0
defined by
vt + F (v)x −Dvxx = ΦlcL0hlcL0 , (5.9)
then ∫ T
0
‖hlcL0(t, ·)‖2L2dt
lc→0→ 1
σ2
∫ T
0
‖(vt + F (v)x −Dvxx)/φ0(·/L0)‖2L2dt. (5.10)
10
Proof. See Appendix D.4.
Now we are ready to prove (5.7). By Lemma 5.7, we have
I(v) ≤ 1
2
∫ T
0
‖hlcL0(t, ·)‖2L2dt
lc→0→ 1
2σ2
∫ T
0
‖(vt + F (v)x −Dvxx)/φ0(·/L0)‖2L2dt.
Then the rest is to compute
∫ T
0
‖(vt + F (v)x −Dvxx)/φ0(·/L0)‖2L2dt. Note that(
vt + F (v)x −Dvxx
)
(t, x) =
x0
T
Ux(x− (t/T )(γT + x0)).
With L0 = γT + x0 + Cv given in Lemma 5.6, we have
‖Ux(· − (t/T )(γT + x0))/φ0(·/L0)‖2L2 ≤ 2‖Ux(· − (t/T )(γT + x0))‖2L2 + 2,
and therefore∫ T
0
‖(vt + F (v)x −Dvxx)/φ0(·/L0)‖2L2dt
=
x20
T 2
∫ T
0
‖Ux(· − (t/T )(γT + x0))/φ0(·/L0)‖2L2dt
≤ x
2
0
T 2
∫ T
0
(
2‖Ux(· − (t/T )(γT + x0))‖2L2 + 2
)
dt =
x20
T
(
2‖Ux‖2L2 + 2
)
.
Therefore, we have the asymptotic upper bounds for J (A):
J (A) ≤ I(v) lc→0≤ 1
2σ2
x20
T
(
2‖Ux‖2L2 + 2
)
. (5.11)
Now we find the lower bounds for J (A). Let us first denote by 1 the function
identically equal to 1, assume that (ΦlcL0)
T 1 ∈ L2, and find the general form of the
lower bound.
Proposition 5.8. Given (ΦlcL0)
T 1 ∈ L2, for any u ∈ A,
I(u) ≥ 1
2
T−1‖(ΦlcL0)T 1‖−2L2
(∫
[U(x− x0)− U(x)]dx
)2
. (5.12)
Proof. See Appendix D.5.
Then we show that (ΦlcL0)
T 1 is indeed in L2.
Lemma 5.9. Let ΦlcL0 satisfy Assumption 5.1. Then (Φ
lc
L0
)T 1(x) is in L2(R), and
‖(ΦlcL0)T 1‖2L2 → σ2L0‖φ0‖2L2 as lc → 0.
Proof. See Appendix D.6.
From Lemma 5.6, L0 = γT + x0 + Cv, where Cv is uniform in x0 and T . Then
for lc small the general lower bound (5.12) becomes:
J (A) ≥ 1
2
T−1‖(ΦlcL0)T 1‖−2L2
(∫
[U(x− x0)− U(x)]dx
)2
(5.13)
lc→0→ 1
2σ2
‖φ0‖−2L2 T−1(x0 + γT + Cv)−1
(∫
[U(x− x0)− U(x)]dx
)2
.
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For |x0| small, U(x− x0) = U(x)− x0Ux(x) +O(x20). Then
J (A) lc→0≥ 1
2σ2
‖φ0‖−2L2 T−1(x0 + γT + Cv)−1
(∫
[−x0Ux(x) +O(x20)]dx
)2
(5.14)
=
1
2σ2
‖φ0‖−2L2 T−1(x0 + γT + Cv)−1[x20(u+ − u−)2 +O(x30)].
To summarize this subsection, given A in (5.1), we choose the kernel ΦlcL0 with
L0 = γT + x0 + Cv, which is the support of the noise covering the region of interest
of A, and then by (5.11) and (5.14), J (A) has the following asymptotic (in the sense
that lc → 0) bounds:
J (A) lc→0=

Θ(x20), for |x0| small and any fixed T ,
Θ(x20/T ), for |x0| small and T small,
Θ(1/T ), for T small and any fixed x0,
for nonzero γ, and for γ = 0.
J (A) lc→0=
{
Θ(x20/T ), for |x0| small,
Θ(1/T ), for any fixed x0.
5.3. Proof of Theorem 5.2 for large |x0|. Now we consider the bounds for
J (A) in (5.3) and (5.4) when |x0| is large. We use the test function
w(t, x) = (1− t/T )U(x) + (t/T )U(x− γT − x0), (5.15)
the linear interpolation of the two profiles, and show that
J (A) = inf
u∈A
I(u) ≤ I(w) . 1
2σ2
∫ T
0
‖wt + F (w)x −Dwxx‖2L2dt. (5.16)
We also show (5.16) by two similar technical lemmas.
Lemma 5.10. Given the traveling wave U(x) in (5.1) and w(t, x) in (5.15), there
exists Cw ≥ 1 such that, uniformly in x0 and T and for all t ∈ [0, T ],
‖[φ−10 (·/L0)− 1][U(· − γT − x0)− U ]‖2L2 ≤ 1, (5.17)
‖[φ−10 (·/L0)− 1][F (w)x −Dwxx]‖2L2 ≤ 1,
where L0 = γT + x0 + Cw.
Proof. See Appendix D.7.
Because w has the same property that wt + F (w)x −Dwxx ∈ C([0, T ],S(R)), we
have the following lemma by replacing v by w in Lemma 5.7.
Lemma 5.11. Let w in (5.15). Given L0 = x0 + γT + Cw in Lemma 5.10, Φ
lc
L0
satisfying Assumption 5.1, and hlcL0 defined by wt + F (w)x −Dwxx = ΦlcL0hlcL0 , then
I(w) ≤ 1
2
∫ T
0
‖hlcL0(t, ·)‖2L2dt
lc→0→ 1
2σ2
∫ T
0
‖(wt + F (w)x −Dwxx)/φ0(·/L0)‖2L2dt.
The rest is to compute
∫ T
0
‖(wt + F (w)x −Dwxx)/φ0(·/L0)‖2L2dt. Note that
wt + F (w)x −Dwxx = 1
T
[U(x− γT − x0)− U(x)] + F (w)x −Dwxx.
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With L0 = γT + x0 + Cw given in Lemma 5.10,∫ T
0
‖(wt + F (w)x −Dwxx)/φ0(·/L0)‖2L2dt
≤ 2
T 2
∫ T
0
‖[U(· − γT − x0)− U ]/φ0(·/L0)‖2L2dt
+ 2
∫ T
0
‖[F (w)x −Dwxx]/φ0(·/L0)‖2L2dt
≤ 2
T 2
∫ T
0
(
2‖[U(· − γT − x0)− U ]‖2L2 + 2
)
dt
+ 2
∫ T
0
(
2‖F (w)x −Dwxx‖2L2 + 2
)
dt.
We note that for |x0| large, ‖U(·−γT−x0)−U‖2L2 = Θ(|x0|), and ‖F (w)x−Dwxx‖2L2 =
O(1). Then for L0 = γT + x0 +Cw given in Lemma 5.10, we have the upper bounds
for J (A) for |x0| large:
J (A) ≤ I(w) lc→0≤ Θ(|x0|/T ) + Θ(T ). (5.18)
Now we consider the lower bound. We know that (5.13) still holds for |x0| large
and with Cw given in Lemma 5.10. For |x0| large,
∫
[U(x − x0) − U(x)]dx = Θ(|x0|)
so
J (A) lc→0≥ 1
2σ2
‖φ0‖−2L2 T−1(x0 + γT + Cw)−1Θ(x20). (5.19)
Consequently, by combining (5.18) and (5.19), we have the bounds in (5.3) and (5.4)
for |x0| large:
J (A) lc→0=
{
Θ(|x0|), for |x0| large and any fixed T ,
Θ(|x0|/T ), for |x0| large and T small,
6. Large deviations for discrete conservation laws. Conservation laws can
only be solved numerically, in general, so we need to consider space-time discretiza-
tions. For the calculation of small probabilities of large deviations, we may pass
directly to the calculation of the infimum of the rate function, which we know ana-
lytically. First we discretize it in space and time and then use a suitable optimization
method to find the approximate minimizer and the approximate value of the rate func-
tion. This way of calculating probabilities of large deviations has been carried out
previously [9] for different stochastically driven partial differential equations. More
involved methods that use adaptive meshes are discussed in [26].
In the next subsection we show briefly that the rate function for large deviations
of discrete conservation laws using Euler schemes is, as expected, the corresponding
discretization of the continuum rate function.
6.1. Large deviations with Euler schemes. To formulate the discrete prob-
lem, we discretize the space and time domains with uniform grids, with L = x0 < · · · <
xM = R, M∆x = R − L and 0 = t0 < · · · < tN = T , N∆t = T . Let Qnm denote the
average of u over the m-th cell [xm−1, xm] (whose center is xm−1/2 = (xm−1 +xm)/2)
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at time n∆t, and Qn denote the vector (Qn1 , . . . , Q
n
M )
T . The Euler scheme for the
conservation law is
Qn+1m = Q
n
m−
∆t
∆x
(Fnm+ 12
−Fnm− 12 )+D
∆t
(∆x)
2 (Q
n
m+1−2Qnm+Qnm−1)+ε∆Wnm, (6.1)
for m = 2, . . . ,M − 1, n = 0, . . . , N − 1, where Fnm±1/2(Qn) are numerical fluxes con-
structed by standard finite volume methods such as Godunov or local-Lax-Friedrichs
(LLF), and possibly with higher order ENO (Essentially Non-Oscillatory) reconstruc-
tions. The initial conditions (Q0m)m=1,...,M are given by (6.4), the boundary conditions
(Qn1 )n=1,...,N and (Q
n
M )n=1,...,N are given by (6.7), and the fluxes are given explicitly
in (6.6), in the next subsection, for Burgers’ equation. We let
b(Qn) = (b2(Q
n), . . . , bM−1(Qn))T ,
where
bm(Q
n) = − 1
∆x
(Fnm+ 12
− Fnm− 12 ) +D
1
(∆x)2
(Qnm+1 − 2Qnm +Qnm−1).
Let (∆Wnm)m=2,...,M−1,n=1,...,N be Gaussian random variables with mean 0 and co-
variance
E(∆Wn1m1∆W
n2
m2) =
{
∆t
∆xCm1m2 , n1 = n2,
0, otherwise.
The matrix C = (Cij)i,j=2,...,M−1 is symmetric and non-negative definite. For sim-
plicity, we assume that C is positive definite, and then C = ΦΦT for an invertible
matrix Φ.
By the Markov property, the joint density function f(Q0,...,QN ) is
f(Q0,...,QN )(q
1, . . . , qN ) =
N−1∏
n=0
fQn+1|Qn(qn+1; qn),
where
fQn+1|Qn(qn+1; qn)
=
1
Z
exp
[
−∆t∆x
2ε2
(
1
∆t
(qn+1 − qn)− b(qn)
)T
C−1
(
1
∆t
(qn+1 − qn)− b(qn)
)]
=
1
Z
exp
[
−∆t∆x
2ε2
∥∥∥∥Φ−1( 1∆t (qn+1 − qn)− b(qn)
)∥∥∥∥2
2
]
,
where Z2 = (2piε2∆t/∆x)M−2 detC and the l2-norm is here
‖q‖22 =
M−1∑
j=2
q2j .
The exact probability that Q = (Q1, . . . , QN ) ∈ A with the given Q0 is therefore
P(Q ∈ A)
=
∫
A
1
ZN
exp
[
−∆t∆x
2ε2
N−1∑
n=0
∥∥∥∥Φ−1( 1∆t (qn+1 − qn)− b(qn)
)∥∥∥∥2
2
]
dq1 · · · dqN .
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Because the problem is finite-dimensional, the LDP is a form of Laplace’s method for
the asymptotic evaluation of integrals [24] and the rate function for q = (q1, . . . , qN )
is
I(q) =
∆t∆x
2
N−1∑
n=0
∥∥∥∥Φ−1( 1∆t (qn+1 − qn)− b(qn)
)∥∥∥∥2
2
. (6.2)
From this expression it is clear that the rate function of the continuous conser-
vation law is the limit of (6.2) as ∆t, ∆x → 0. However, the LDP of the discrete
conservation law does not immediately imply that of the continuous case. The limit
of ε and the limit of ∆t, ∆x need to be interchangeable. In the language of large
deviations, the law of the discrete conservation law has to be exponentially equivalent
to that of the continuous one [7]. Without going into the proof of this, we can only
say that (6.2) is a discretization of the rate function of the continuous conservation
law.
6.2. Numerical calculation of rate functions for changes in traveling
waves. In the numerical simulations we consider the rare event that a traveling wave
at time 0 becomes a different traveling wave at time T due to the small random
perturbations.
We carry out numerical calculations with Burgers’ equation as a simple but rep-
resentative conservation law. For convenience, given a traveling wave U0 with the
speed γ, we consider Burgers’ equation in moving coordinates:
ut +
(1
2
(u− γ)2
)
x
= (Dux)x + εW˙ . (6.3)
Thus U0 is a traveling wave of (6.3) with speed zero. We are interested in the rare
event that u(0, x) = U0(x) and u(T, x) = UT (x) because of εW˙ , where U0 and UT are
two different traveling waves.
We therefore minimize the rate function (6.2) to compute the asymptotic proba-
bility. The initial conditions
q0m = U0(xm−1/2) for all m = 1, . . . ,M (6.4)
and the terminal conditions
qNm = UT (xm−1/2) for all m = 1, . . . ,M (6.5)
are simply the values of the functions at the centers of the cells. For m = 2, . . . ,M−1
we let Fnm±1/2 be the numerical fluxes for (u − γ)2/2 at xm±1/2. We use Godunov’s
method [17] to construct Fnm±1/2:
Fnm−1/2 =
{
minqnm−1≤q≤qnm
1
2 (q − γ)2, qnm−1 ≤ qnm,
maxqnm≤q≤qnm−1
1
2 (q − γ)2, qnm ≤ qnm−1.
(6.6)
When the final traveling wave solution UT is the shifted initial profile U0(x− x0)
for some x0, then we impose the boundary conditions
qn1 = u− and q
n
M = u+ for all n = 1, . . . , N, (6.7)
where u± = limx→±∞ U0(x). We will discuss the boundary conditions imposed in the
other cases later on.
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The covariance matrix of the random coefficients (∆Wni )i=2,...,M−1 is set to be
equal to Cij = δij and thus Φ = IM−2×M−2. In other words, (∆Wni )i=2,...,M−1 are
i.i.d. Gaussian random variables. Since the discrete problem is finite dimensional, Φ
is clearly a Hilbert-Schmidt matrix.
The objective is to minimize the rate function (6.2). Because the initial, terminal
and boundary conditions are easily integrated into the definition of the discrete rate
function, we can minimize I(q) by unconstrained optimization methods. The BFGS
quasi-Newton method [19] is our optimization algorithm.
An important issue in numerical optimization is that any gradient-based method,
for example the BFGS method that we use, only gives a local optimum unless the
objective function is convex. In our case, it is not clear that the discrete rate function
(6.2) is convex or not. However, based on our numerical simulations we note the
following.
1. Our numerical results of the optimal shifted profiles coincide with the ana-
lytical predictions (5.4).
2. Instead of using a good initial guess for the minimizer in the numerical op-
timization, we have also numerically verified that completely random initial
guesses give essentially the same result.
3. We have checked numerically to see if the rate function (6.2) is convex. We
randomly pick two close by test paths to see if the midpoint convexity of (6.2)
is satisfied. We find that in 99.98% out of 106 pairs the discrete rate function
passes the convexity test. It is not known what causes the 0.02% failures. We
conclude that based on numerical calculations (6.2) is essentially convex, if it
is not fully convex. This explains the observed robustness of the numerical
optimization.
6.3. The numerical setup. We use different U0 and UT to calculate probabil-
ities of several rare events. Our main interest is the anomalous wave displacement,
which is theoretically analyzed in the previous sections. The other cases are the wave
speed change, the transition from a strong shock to a weak shock, and the transition
from a strong shock to a weak shock. We have not carried out an analysis of the
last three cases. However, the probabilities of these rare events can be calculated
numerically and show how unlikely such events are compared to anomalous wave
displacement.
In each configuration we consider the high viscosity case (D = 1) and the low
viscosity case (D = 0.01). T = 1, ∆x = 0.2 and ∆t = 0.02 in all simulations and the
linear interpolation of U0 and UT is the initial guess in the numerical optimization.
As we noted before, a random initial guess gives essentially the same result, but we
use the linear interpolation to speed up the optimization.
6.4. Anomalous wave displacements. In this case, we let U0 be the traveling
wave solution for Burgers’ equation (6.3), and UT = U0(x − x0) represent a shifted
traveling wave. This is the discrete version of (5.1), and we find that the numerical
results are consistent with the analytical result (5.4).
We first consider Fig.6.1 and Fig.6.2 with D = 1. The optimal path is close to the
linear shift when x0 is small and it looks like the linear interpolation when x0 is large.
This also motivates us to choose the test functions v and w for the upper bounds of
J (A) in Section 5.2 and 5.3. Further, Fig.6.2 shows that the optimal I is quadratic
near x0 = 0 and is linear for x0 large, and is of order 1/T in T . These observations
confirms the analysis (5.4).
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Fig. 6.1. The optimal paths and their values of I in (6.2) in the case that UT (x) =
U0(x − x0) for different x0. In each figure, we plot the curves indicating the optimal path at time
0,∆t, 2∆t, . . . , T = 1. We can see that for x0 small, the optimal path is close to the linear shift
traveling wave and for x0 large, the optimal path looks like the linear interpolation of U0 and UT .
These observations are consistent with the test function v and w we use for the upper bounds in
Section 5.2 and 5.3.
We consider next Fig.6.3 and Fig.6.4 with D = 0.01. As the transition regions
are very narrow and separate very quickly in the low viscosity case, the optimal path
is nearly the linear interpolation, and therefore the I versus x0 plot is almost linear
except around x0 = 0. Moreover, the optimal rate function is still of order 1/T in T ,
which is also seen in the analysis (5.4).
6.5. Change of wave speeds. In this subsection we consider the rare event
in which u(0, x) = U0(x) and u(T, x) = UT (x) := U1(x) because of εW˙ , where
U1(x) is a traveling wave with u1± := limx→±∞ U1(x) which are different from u± =
limx→±∞ U0(x), and such that γ1 =
F (u1+)−F (u1−)
u1+−u1− is different from γ =
F (u+)−F (u−)
u+−u− .
This case does not belong to the class of problems addressed in the previous sections
of this paper, in which the boundary conditions are fixed. But it is still possible to
look for the optimal paths going from U0 to UT and that minimize the rate function
I.
The boundary conditions are more delicate to implement in this case. We know
that U0 and UT are very close to constants when L and R are far from their transition
regions. In this case, the LDP implies that the optimal path around the boundaries
should be very close to the linear interpolations of U0 and UT in time. Therefore we
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Fig. 6.2. Left: The optimal values of I in (6.2) versus x0 in the case that UT (x) = U0(x−x0)
for x0 = 0, 1, 2, . . . , 20 with the same setting in Fig.6.1. We see that the curve is quadratic for x0
small and linear for x0 large (see (5.4)). Right: The reciprocal of the optimal values of I in (6.2)
versus T in the case that UT (x) = U0(x − x0) for x0 = 20 and T = 0.1, 0.2, . . . , 1 with the same
setting in Fig.6.1. We see that the curve is linear in T , which means the optimal I is of Θ(1/T )
(see also (5.4)).
let:
qn1 = (1−
n
N
)q01 +
n
N
qN1 , q
n
M = (1−
n
N
)q0M +
n
N
qNM .
It is possible not to set the boundary conditions and to optimize the boundary cells
as well. Our numerical simulations show, however, that the solution in both cases is
basically the same except for some oscillations near the boundaries. The oscillations
come from the inappropriate discretization at the boundaries, and this is a limitation
of the numerical discretization. We can have a few extra boundary conditions to
reduce the unwanted oscillations at the boundaries. For example, we can additionally
set
qn2 = (1−
n
N
)q02 +
n
N
qN2 , q
n
M−1 = (1−
n
N
)q0M−1 +
n
N
qNM−1.
The results are shown in Fig.6.5. We let γ = 0 and γ1 = 3.5 while we keep
u−−u+ = u1−−u1+ = 1 to indicate that U0 and UT have roughly the same transition
magnitude. We see that the values of the rate function are much larger than that
of the anomalous wave displacements. This means that it is very unlikely to have
changes of wave speeds compared to wave displacements.
6.6. Weak shocks to strong shocks and strong shocks to weak shocks.
We also consider the case that U0 is a weak (strong) shock while UT is a strong (weak)
shock. By a strong shock we mean that the difference between u− and u+ is large.
This case is also not in the range of our analytical framework, but we can still compute
the rate function after we impose the suitable boundary conditions. We use the same
boundary conditions as the ones in the previous subsection:
qn1 = (1−
n
N
)q01 +
n
N
qN1 , q
n
M = (1−
n
N
)q0M +
n
N
qNM ,
qn2 = (1−
n
N
)q02 +
n
N
qN2 , q
n
M−1 = (1−
n
N
)q0M−1 +
n
N
qNM−1.
From Fig.6.6 and Fig.6.7 we see that the optimal path of weak to strong and the one
of strong to weak are significantly different, even if the reference strong and weak
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Fig. 6.3. The optimal paths and their values of I in (6.2) in the case that UT (x) =
U0(x − x0) for different x0. In each figure, we plot the curves indicating the optimal path at time
0,∆t, 2∆t, . . . , T = 1. Different from Fig.6.1, as the transition region is very small, we see nearly
no shifted part but only the linear interpolation.
shocks are fixed. We note the very large value of the rate function compared to
anomalous displacement, and how it depends on D. This confirms quantitatively
the expectation that shock profiles are very stable and they are not easily perturbed
except for displacements.
7. Direct numerical simulations with importance sampling. The large
deviations probabilities calculated in Sections 5 and 6 are only the exponential decay
rates of the probabilities but not the actual probabilities. In this section we use Monte
Carlo methods to compute the actual probabilities numerically.
7.1. Burgers’ equation with spatially correlated random perturbations.
We reformulate the discretized problem for Burgers’ equation when we have spatially
correlated random perturbations. Given a traveling wave solution U0(x−γt) of Burg-
ers’ equation with limx→±∞ U0(x) = u±, we transform to moving coordinates
ut +
(1
2
(u− γ)2
)
x
= (Dux)x + εW˙ . (7.1)
Then U0(x) is a stationary traveling wave of (7.1). The rare event we consider is
Aδ = {u ∈ E1 such that u(0, ·) = U0, ‖u(T, ·)− U0(· − x0)‖L2 ≤ δ}.
Although for a discrete conservation law it is also possible to consider the other cases
in Section 6, their probabilities are too small to compute by the basic Monte Carlo
method so we omit them.
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Fig. 6.4. Left: The optimal values of I in (6.2) versus x0 in the case that UT (x) = U0(x−x0)
for x0 = 0, 1, 2, . . . , 20 with the same setting in Fig.6.3. As what we see in Fig.6.3, the optimal
path is the linear interpolation and thus the curves is almost linear except a small perturbation
around x0 = 0. Right: The reciprocal of the optimal values of I in (6.2) versus T in the case that
UT (x) = U0(x− x0) for T = 0.1, 0.2, . . . , 1 with the same setting in Fig.6.3. We see that the curve
is linear in T , which means the optimal I is O(1/T ).
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Fig. 6.5. The optimal paths and their values of I in (6.2) in the case that U0 and UT have
different speeds. Here we let γ = 1.5 in Burgers’ equation (6.3), and therefore the speed of U0 is
zero and the speed of UT is 3.5. The differences between the left and right boundary values are kept
the same so that U0 and UT have the same transition magnitude. In each figure, we plot the curves
indicating the optimal path at time 0,∆t, 2∆t, . . . , T = 1.
To compute P(u ∈ Aδ) numerically, we discretize the space and time domains
uniformly as in Section 6.1: L = x0 < · · · < xM = R, M∆x = R − L and 0 = t0 <
· · · < tN = T , N∆t = T . Here Qnm denotes the average of u over the m-th cell at
time n∆t, and evolves by the Euler method:
Qn+1m = Q
n
m−
∆t
∆x
(Fnm+ 12
−Fnm− 12 )+D
∆t
(∆x)
2 (Q
n
m+1−2Qnm+Qnm−1)+ε∆Wnm, (7.2)
for m = 2, . . . ,M − 1, n = 1, . . . , N , where Fnm±1/2(Qn) are numerical fluxes of
(u − γ)2/2 constructed by Godunov’s method and (∆Wnm)m=2,...,M−1,n=1,...,N are
Gaussian random variables with mean 0 and covariance
E(∆Wn1m1∆W
n2
m2) =
{
∆t
∆xCm1m2 , n1 = n2,
0, otherwise.
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Fig. 6.6. The optimal paths and their values of I in (6.2) in the case that U0 is a weak
shock while UT is a strong shock. Here we let U0 has a small difference in the boundary values
while UT has a large one. In each figure, we plot the curves indicating the optimal path at time
0,∆t, 2∆t, . . . , T = 1.
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Fig. 6.7. The optimal paths and their values of I in (6.2) in the case that U0 is a strong
shock while UT is a weak shock. Here we let U0 has a large difference in the boundary values
while UT has a small one. In each figure, we plot the curves indicating the optimal path at time
0,∆t, 2∆t, . . . , T = 1.
In order to make the problem more realistic, we assume that the variables ∆Wnm are
spatially correlated: Cm1m2 = σ
2 exp(− 1lc |xm1 − xm2 |) and C = (Cij)
M−1
i,j=2 = ΦΦ
T .
Finally we impose the initial and boundary conditions: Q0m = U0(xm−1/2), Q
n
1 = u−
and QnM = u+.
7.2. Introduction to importance sampling. To estimate P(u ∈ Aδ), we
may use the basic Monte Carlo method. The Monte Carlo strategy is as follows.
We generate K independent samples ∆W (k) = (∆W
n,(k)
m )m=2,...,M−1,n=1,...,N , k =
1, . . . ,K, of the Gaussian vector (∆Wnm)m=2,...,M−1,n=1,...,N , which give K indepen-
dent samples Q(k) = (Q
n,(k)
m )m=1,...,M,n=1,...,N , k = 1, . . . ,K of the random vector
Q = (Qnm)m=1,...,M,n=1,...,N . The basic Monte Carlo estimator is
PˆMC =
1
K
K∑
k=1
1Aδ(Q
(k)) (7.3)
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where
Q ∈ Aδ if and only if ∆x
M∑
m=1
[QNm − U0(xm− 12 − x0)]
2 ≤ δ2. (7.4)
In other words, PˆMC is the empirical frequency that Q(k) ∈ Aδ. It is an unbiased
estimator E[PˆMC ] = P(Q ∈ Aδ). By the law of large numbers, it is strongly convergent
PˆMC → P(Q ∈ Aδ) almost surely as K →∞. Its variance is given by
Var(PˆMC) =
1
K
Var(1Aδ(Q)) =
1
K
(
P(Q ∈ Aδ)− P(Q ∈ Aδ)2
)
.
In order to have a meaningful estimation, the standard deviation of the estimator and
P(Q ∈ Aδ) should be of the same order. Namely, the relative error
Var
1
2 (PˆMC)
P(Q ∈ Aδ) =
1√
K
(
1
P(Q ∈ Aδ) − 1
) 1
2
should be of order one (or smaller). This means that the number K of Monte Carlo
samples should be at least of the order of the reciprocal of the probability P(Q ∈ Aδ).
We note that for ε small, P(Q ∈ Aδ) decreases exponentially and so K should be
increased exponentially; the exponential growth of K makes the basic Monte Carlo
method computationally infeasible.
The well established way to overcome the difficulty of calculating rare event prob-
abilities is to use importance sampling. The problem with basic Monte Carlo is that
for small ε there are very few samples in Aδ under the original measure P so the esti-
mator is inaccurate. In importance sampling we change the original measure so that
there is a significant fraction of Qk in Aδ under this new measure Q, even for small
ε. Since we use the biased measure Q to generate Q(k), it is necessary to weight the
simulation outputs in order to get an unbiased estimator of P(Q ∈ Aδ). The correct
weight is the likelihood ratio since we have:
P(Q ∈ Aδ) = EP[1Aδ(Q)] = EQ
[
1Aδ(Q)
dP
dQ
(Q)
]
.
Then the importance sampling estimator is
Pˆ IS =
1
K
K∑
k=1
1Aδ(Q
(k))
dP
dQ
(Q(k)), (7.5)
where Q(k) are generated under Q. The estimator Pˆ IS is unbiased EQ[Pˆ IS ] = P(Q ∈
Aδ) and its variance is
VarQ(Pˆ
IS) =
1
K
VarQ
(
1Aδ(Q)
dP
dQ
(Q)
)
The main issue in importance sampling is how to choose a good Q to have a low
VarQ[1Aδ(Q)
dP
dQ (Q)]. In many cases (see for example, [22, 21, 3, 20]), it can be
shown that the change of measure suggested by the most probable path of the LDP
is asymptotically optimal as ε→ 0. However, it is also well-known that in some cases
(see [12]), the estimator by this strategy is worse than the basic Monte Carlo, and
may even have infinite variance. However, because the rare event Aδ is convex and
the discrete rate function I is (numerically tested) essentially convex, the importance
sampling estimator by this strategy is expected to be asymptotically optimal and we
will see that it indeed works very well.
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7.3. Importance sampling based on the most probable path. In this
subsection we implement the importance sampling by using a biased distribution
centered on the most probable path obtained in Section 6. From Section 6.1, Q¯ :=
arg infQ∈Aδ I(Q) is the most probable path as ε→ 0 by the large deviation principle.
We choose h¯ = (h¯n)n=1,...,N = (h¯
n
m)m=2,...,M−1,n=1,...,N such that
Q¯n+1m = Q¯
n
m −
∆t
∆x
(Fm+ 12 (Q¯
n)− Fm− 12 (Q¯
n)) (7.6)
+D
∆t
(∆x)
2 (Q¯
n
m+1 − 2Q¯nm + Q¯nm−1) + (Φh¯n)m,
for m = 2, . . . ,M − 1, n = 1, . . . , N .
Assume that under the probability Q, the vector ∆Wn := (∆Wnm)m=2,...,M−1
in (7.2) is multivariate Gaussian N (ε−1Φh¯n, ∆t∆xC) and Cov(∆Wn1m1 ,∆Wn2m2) = 0
if n1 6= n2. Denoting ∆W = (∆Wn)n=1,...,N , the likelihood ratio dP/dQ can be
computed explicitly:
dP
dQ
(∆W ) = exp
(
−1
2
N∑
n=1
[‖Φ−1∆Wn‖22 − ‖Φ−1∆Wn − ε−1h¯n‖22
)
. (7.7)
Note that under Q, (7.2) can be written as
Qn+1m = Q
n
m−
∆t
∆x
(Fnm+ 12
−Fnm− 12 )+D
∆t
(∆x)
2 (Q
n
m+1−2Qnm+Qnm−1)+(Φh¯n)m+ε∆W˜nm,
(7.8)
where ∆W˜ = (∆W˜nm)m=2,...,M−1,n=1,...,N is zero-mean, Gaussian with the spatial
covariance ∆t∆xC, and white in time. Then (7.7) can be written as
dP
dQ
(∆W˜ ) = exp
(
−1
2
N∑
n=1
‖Φ−1∆W˜n + ε−1h¯n‖22 − ‖Φ−1∆W˜n‖22
)
. (7.9)
In summary, the importance sampling Monte Carlo strategy is implemented as follows:
1. Compute the optimal path Q¯ = arg infQ∈Aδ I(Q) and its residual h¯ from
(7.6).
2. Sample K independent ∆W˜ (k) with the zero-mean, Gaussian distribution
with the covariance ∆t∆xC in space and white in time. Compute the corre-
sponding Q(k) by (7.8).
3. The importance sampling estimator is
Pˆ IS =
1
K
K∑
k=1
1Aδ(Q
(k))
dP
dQ
(∆W˜ (k)),
where dPdQ (∆W˜ ) is defined in (7.9).
7.4. Simulations with importance sampling. We consider three estimators:
the basic Monte estimator PˆMC and two importance sampling estimators: Pˆ IS0 and
Pˆ ISδ , where Pˆ
IS
0 uses h¯ in (7.6) with Q¯ = arg infQ∈A0 I(Q
n
m) while Pˆ
IS
δ uses h¯ in (7.6)
with Q¯ = arg infQ∈Aδ I(Q). The parameters for the simulations are listed in Table
7.1.
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∆x = 0.5 ∆t = 0.05 L = −15 R = 20 T = 1 u− = 2 u+ = 1
γ = 1.5 D = 1 x0 = 5 δ =
√
0.5 σ = 1 lc = 5 K = 10
4
Table 7.1
The parameters for the Monte Carlo simulations.
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Fig. 7.1. The optimal paths for infQ∈A0 I(Q) and infQ∈Aδ I(Q). With the spatially correlated
noise, infQ∈A0 I(Q) is much lower than the one with the spatially white noise (see Fig.6.1).
As we mention before, we only test the wave displacement with x0 = 5 and D = 1
because the probabilities of the other cases in Section 6 are too small for PˆMC to have
meaningful samples.
First we find the optimal paths for infQ∈A0 I(Q) and infQ∈Aδ I(Q). As before,
infQ∈A0 I(Q) can be modeled as an unconstrained optimization problem and we solve
it by the BFGS method while we solve infQ∈Aδ I(Q) by sequential quadratic program-
ming (SQP) [19].
From Fig.7.1 we note that infQ∈A0 I(Q) is much smaller than the corresponding
one with spatially white noise. This is because with the correlated noise, it is easier
to have simultaneous increments. In addition, infQ∈Aδ I(Q) is significantly different
from infQ∈A0 I(Q) because δ =
√
0.5 is not very small. we will see that this difference
significantly affects the performances of Pˆ IS0 and Pˆ
IS
δ .
Once arg infQ∈A0 I(Q) and arg infQ∈Aδ I(Q) are obtained, we can construct Pˆ
IS
0
and Pˆ ISδ . We estimate P(Q ∈ Aδ) by these three estimators for 100 different ε taken
uniformly in [0.01, 0.2]. For each ε and estimator, we use K = 104 samples. The
(numerical) 99% confidence intervals are defined by
[
MeanK − 2.6 StdK ,MeanK +
2.6 StdK
]
where the (numerical) mean and standard deviation are
MeanK =
1
K
K∑
k=1
p(k), Std2K =
1
K
K∑
k=1
(p(k))2 −Mean2K ,
with p(k) = 1Aδ(Q
(k)) for PˆMC and p(k) = dP/dQ(∆W˜ (k))1Aδ(Q(k)) for Pˆ IS . We
find that Pˆ ISδ has the best performance and Pˆ
IS
0 also has the good performance for
0.1 ≤ ε ≤ 0.2. For  < 0.1, because arg infQ∈A0 I(Q) is not the optimal path, Pˆ IS0 is
even worse than PˆMC due to the inappropriate change of measure. For  < 0.1, be-
cause arg infQ∈Aδ I(Q) is the optimal path, Pˆ
IS
δ dramatically outperforms Pˆ
MC . This
shows that large-deviations-driven importance sampling strategies can be efficient to
estimate rare event probabilities in the context of perturbed scalar conservation laws.
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Fig. 7.2. The estimated probabilities and their 99% confidence intervals by PˆMC , Pˆ IS0 and
Pˆ ISδ . Pˆ
IS
δ has the best performance and Pˆ
IS
0 also has the good performance for 0.1 ≤ ε ≤ 0.2.
However Pˆ IS0 works poorly for  < 0.1.
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Fig. 7.3. Sample paths under these three probability measures with ε = 0.1.
We plot the estimated probabilities and the relative error, the ratio of the (nu-
merical) standard deviation to the (numerical) mean, in the log scale. Note that in
the extreme case, the estimated probability is dominated by the value p(k0) of one
realization over K (p(k0) = 1 for PˆMC and p(k0) = dP/dQ(∆W˜ (k0)) for Pˆ IS), and the
numerical variance is approximately (p(k0))2/K. Therefore the relative error is about√
K = 100. This is why the curves of the relative errors in Fig.7.4 saturate at 100,
and it also tells us that when the relative error reaches
√
K, the estimator is in the
extreme case and so is not reliable.
8. Conclusion and open problems. We have analyzed here the small proba-
bilities of anomalous shock profile displacements due to random perturbations using
the theory of large deviations. We have obtained analytically upper and lower bounds
for the exponential rate of decay of these probabilities and we have verified the ac-
curacy of these bounds with numerical simulations. We have also used Monte Carlo
simulations with importance sampling based on the analytically known rate function,
which is efficient and gives very good results for rare event probabilities.
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Appendix A. Proof of Lemma 2.2. Taking a Fourier transform in x we have
Zˆ(t, ξ) =
∫ t
0
e−Dξ
2(t−s)dWˆ (s, ξ),
where Wˆ (t, ξ) =
∫
W (t, x)e−iξxdx is a complex Gaussian process with mean zero and
covariance
E
[
Wˆ (t, ξ)Wˆ (t′, ξ′)
]
= t ∧ t′ Cˆ(ξ, ξ′),
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Fig. 7.4. The semilog plots of the estimated probabilities (left) and the relative errors (right).
with Cˆ(ξ, ξ′) =
∫
e−iξx+iξ
′x′C(x, x′)dxdx′. We find that
E[|Zˆ(t, ξ)|2] = 1− e
−2Dξ2t
2Dξ2
Cˆ(ξ, ξ).
On the one hand, the fact that Φ is Hilbert-Schmidt from L2 into L2 implies that∫
Cˆ(ξ, ξ)dξ = 2pi‖Φ(·, ·)‖2L2(R×R)
is finite. On the other hand we have (1 − e−s)/s ≤ 1 uniformly with respect to
s ∈ (0,∞), so we get that for any t ∈ [0, T ]∫
(1 + ξ2)E[|Zˆ(t, ξ)|2]dξ ≤ 2pi(T + 1
2D
)‖Φ(·, ·)‖2L2(R×R),
which is equivalent by Parseval relation to
E[‖Z(t)‖2H1 ] ≤
(
T +
1
2D
)‖Φ(·, ·)‖2L2(R×R),
which gives that Z(t) ∈ L2([0, T ], H1(R)) almost surely. Similarly we find
E
[|Zˆ(t, ξ)− Zˆ(t′, ξ)|2] = [1− e−Dξ2|t−t′|][2− e−2Dξ2t∧t′ + e−Dξ2(t+t′)] Cˆ(ξ, ξ)
2Dξ2
≤ [1− e−Dξ2|t−t′|] Cˆ(ξ, ξ)
Dξ2
≤ |t− t′|Cˆ(ξ, ξ),
which gives
E
[‖Z(t)− Z(t′)‖4L2] = ∫∫ E[|Z(t, x)− Z(t′, x)|2|Z(t, x′)− Z(t′, x′)|2]dxdx′
≤
∫∫
E
[|Z(t, x)− Z(t′, x)|4]1/2E[|Z(t, x′)− Z(t′, x′)|4]1/2dxdx′
= 3
∫∫
E
[|Z(t, x)− Z(t′, x)|2]E[|Z(t, x′)− Z(t′, x′)|2]dxdx′
= 3
(∫
E
[|Z(t, x)− Z(t′, x)|2]dx)2 ≤ 3(2pi)2|t− t′|2‖Φ(·, ·)‖4L2(R×R),
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where we have used the fact that Z(t, x)−Z(t′, x) is a Gaussian random variable and
Parseval equality. By Kolmogorov’s continuity criterium for Hilbert valued stochastic
processes [4, Theorem 3.3] we find that that Z(t) ∈ C([0, T ], L2(R)) almost surely.
If Φ is Hilbert-Schmidt from L2 into H1, then∫
ξ2Cˆ(ξ, ξ)dξ = 2pi‖∂xΦ(·, ·)‖2L2(R×R)
is finite, and we can repeat the same arguments to show the final result.
Appendix B. Proofs in Section 3.
B.1. Proof of Propsition 3.2. From Lemma 2.2, Z(t) =
∫ t
0
S(t − s)dW (s) is
in C([0, T ], H1(R)) almost surely. We want to prove the existence and uniqueness in
E1 of the solution to the equation
u(t) = S(t)U −
∫ t
0
S(t− s)[F (u(s))]xds+ εZ(t), (B.1)
where F is a C2 function with max{‖F ′‖L∞ , ‖F ′′‖L∞} ≤ CF <∞.
To prove the existence we use the Picard iteration scheme: we define u0(t) ≡ U
and
un+1(t) = S(t)U −
∫ t
0
S(t− s)[F (un(s))]xds+ εZ(t).
Therefore,
un+1(t)− U = S(t)U − U −
∫ t
0
S(t− s)[F ′(un(s))(unx(s)− Ux)]ds (B.2)
−
∫ t
0
S(t− s)[F ′(un(s))Ux]ds+ εZ(t).
It is easy to see that un(t) − U ∈ C([0, T ], H1(R)) for all n, and we first show that
supt∈[0,T ] ‖un(t)− U‖H1(R) are uniformly bounded in n.
Lemma B.1. Let an(t) = ‖un(t) − U‖H1 . Then there exists a constant Cu such
that an(t) ≤ Cu for all n and t ∈ [0, T ]. As a consequence, we can choose sufficiently
large Cu such that ‖unx(t)‖L2 ≤ Cu for all n and t ∈ [0, T ].
Proof. Note that supt∈[0,T ] ‖S(t)U −U‖H1 and supt∈[0,T ] ‖εZ(t)‖H1 are bounded.
In addition, by [23, Chap. 15, Sec. 1], ‖S(t− s)‖L(L2,H1) = O((t− s)−1/2), then
∥∥∥∥∫ t
0
S(t− s)[F ′(un(s))Ux]ds
∥∥∥∥
H1
≤
∫ t
0
‖S(t− s)‖L(L2,H1)‖F ′(un(s))Ux‖L2ds
≤ CF ‖Ux‖L2
∫ t
0
‖S(t− s)‖L(L2,H1)ds,
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are uniformly bounded in n, and
∥∥∥∥∫ t
0
S(t− s)[F ′(un(s))(unx(s)− Ux)]ds
∥∥∥∥
H1
≤
∫ t
0
‖S(t− s)‖L(L2,H1)‖F ′(un(s))(unx(s)− Ux)‖L2ds
≤ CF
∫ t
0
‖S(t− s)‖L(L2,H1)‖unx(s)− Ux‖L2ds
≤ CF
∫ t
0
‖S(t− s)‖L(L2,H1)‖un(s)− U‖H1ds
≤ CF
[∫ t
0
‖S(t− s)‖pL(L2,H1)ds
]1/p [∫ t
0
‖un(s)− U‖qH1ds
]1/q
.
By letting 1/p+1/q = 1 with 1 < p < 2 and q > 2, we can have the following recursive
inequality with a sufficiently large C:
an+1(t) ≤ C
2
+
C
2
[∫ t
0
aqn(s)ds
]1/q
.
By the convexity of x 7→ xq,
aqn+1(t) ≤
(
C
2
+
C
2
[∫ t
0
aqn(s)ds
]1/q)q
≤ C
q
2
+
Cq
2
∫ t
0
aqn(s)ds. (B.3)
By noting that a0(t) = 0 and (B.3), it easy to see that a
q
n(t) are uniformly bounded
in n and t ∈ [0, T ] and so are an(t).
To prove the convergence of un(t)−U in C([0, T ], H1(R)), it suffices to prove that∑∞
n=0 supt∈[0,T ] ‖un+1(t)− un(t)‖H1 <∞.
Lemma B.2. Let bn(t) = ‖un(t)− un−1(t)‖H1 . Then
∑∞
n=0 supt∈[0,T ] bn(t) <∞.
As a consequence, un(t)−U converges to u(t)−U in C([0, T ], H1(R)) as n→∞ and
u(t) solves (B.1).
Proof. By noting (B.1), Lemma B.1 and ‖ · ‖L∞ ≤ CS‖ · ‖H1 (the Sobolev embed-
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ding), we have
‖un+1(t)− un(t)‖H1
≤
∫ t
0
‖S(t− s)‖L(L2,H1)‖F ′(un(s))[unx(s)− un−1x (s)]‖L2ds
+
∫ t
0
‖S(t− s)‖L(L2,H1)‖un−1x (s)[F ′(un(s))− F ′(un−1(s))]‖L2ds
≤ CF
∫ t
0
‖S(t− s)‖L(L2,H1)‖un(s)− un−1(s)‖H1ds
+
∫ t
0
‖S(t− s)‖L(L2,H1)‖un−1x (s)‖L2‖F ′(un(s))− F ′(un−1(s))‖L∞ds
≤ CF
∫ t
0
‖S(t− s)‖L(L2,H1)‖un(s)− un−1(s)‖H1ds
+ CFCSCu
∫ t
0
‖S(t− s)‖L(L2,H1)‖un(s)− un−1(s)‖H1ds
≤ CF (1 + CSCu)
[∫ t
0
‖S(t− s)‖pL(L2,H1)ds
]1/p [∫ t
0
‖un(s)− un−1(s)‖qH1ds
]1/q
,
where 1/p+ 1/q = 1 with 1 < p < 2 and q > 2. Then there exists a constant C such
that
bqn+1(t) ≤ C
∫ t
0
bqn(s)ds.
Then bqn(t) ≤ bq0(t)CnTn/n! so bn(t) ≤ b0(t)(CnTn/n!)1/q and it is easy to see that∑∞
n=0 supt∈[0,T ] bn(t) <∞.
Finally we show that (B.1) has a unique solution in E1.
Lemma B.3. If u, v ∈ E1 solve (B.1), then supt∈[0,T ] ‖u(t)− v(t)‖H1 = 0.
Proof. Let u, v ∈ E1 solve (B.1). Using the same calculations in the proof of
Lemma B.2, we get
‖u(t)− v(t)‖H1 ≤ CF (1 + CSCu)
∫ t
0
‖S(t− s)‖L(L2,H1)‖u(s)− v(s)‖H1ds.
By noting that ‖u(0) − v(0)‖H1 = 0, supt∈[0,T ] ‖u(t) − v(t)‖H1 = 0 by Gronwall’s
inequality.
B.2. Proof of Proposition 3.3. The LDP can be obtained following the strat-
egy of [11, 6]. The first step of the proof uses the LDP for the laws of the stochastic
convolution εZ on the space C([0, T ], H1(R)), where
Z(t) =
∫ t
0
S(t− s)dW (s).
The laws of εZ are Gaussian measures and the LDP with a good rate function is
a consequence of the general result on LDP for centered Gaussian measures on real
Banach spaces [8, 11].
The second step is to prove that the mapping X(t) 7→ u(t)−U is continuous from
C([0, T ], H1(R)) into itself, where
u(t) = S(t)U −
∫ t
0
S(t− s)(F (u(s)))xds+
∫ t
0
S(t− s)X(s)ds. (B.4)
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Then the LDP for uε is obtained by the contraction principle [7].
To prove the continuity of the mapping, given two pairs (X,u) and (Y, v) satisfying
(B.4), we show that v − u → 0 as Y → X in C([0, T ], H1(R)). By using essentially
the same calculations in Lemma B.2,
‖v(t)− u(t)‖H1 ≤ CF (1 + CSCu)
∫ t
0
‖S(t− s)‖L(L2,H1)‖v(s)− u(s)‖H1ds
+
∫ t
0
‖S(t− s)‖L(H1,H1)‖Y (s)−X(s)‖H1ds,
where Cu = supt∈[0,T ] ‖ux(t)‖L2 . Noting that ‖S(t− s)‖L(H1,H1) = O(1) and ‖S(t−
s)‖L(L2,H1) = O((t− s)−1/2), and by Gronwall’s inequality, there exists a constant C
such that for t ∈ [0, T ]
‖v(t)− u(t)‖H1 ≤ CeC
∫ T
0
(T−s)−1/2ds
∫ T
0
‖Y (s)−X(s)‖H1ds. (B.5)
Because
∫ T
0
(T − s)−1/2ds <∞, v − u→ 0 as Y → X in C([0, T ], H1(R)).
B.3. Proof of Proposition 3.4. For each n, we let hn ∈ L2([0, T ], L2(R)) such
that u = H[hn] and
1
2
∫ T
0
‖hn(t, ·)‖2L2dt−
1
n
< I(u) ≤ 1
2
∫ T
0
‖hn(t, ·)‖2L2dt.
Because u 6= U(x− γt), I(u) > 0. We let un be the mild solution of
unt + (F (u
n))x = (Du
n
x)x + (1− (nI(u))−1)1/2Φhn,
un(0, x) = U(x).
Then un − U ∈ C([0, T ], H1(R)) and
I(un) ≤ 1
2
∫ T
0
(1− (nI(u))−1)‖hn(t, ·)‖2L2dt ≤
1
2
∫ T
0
‖hn(t, ·)‖2L2dt−
1
n
< I(u).
We show that un − u → 0 in C([0, T ], H1(R)). Let αn = (1 − (nI(u))−1)1/2 and
replace (X,u) and (Y, v) by (u,Φhn) and (un, αnΦhn) respectively in (B.5). We have
‖un(t)− u(t)‖H1 ≤ CeC
∫ T
0
(T−s)−1/2ds
∫ T
0
(1− αn)‖Φ‖L(L2,H1)‖hn(s)‖L2ds
≤ 2CeC
∫ T
0
(T−s)−1/2ds(1− αn)‖Φ‖L(L2,H1)
(
I(u) +
1
n
)
.
Then un − u→ 0 in C([0, T ], H1(R)) as αn → 1.
Appendix C. Proof of Proposition 4.1.
We use the following technical result: If f ∈ C([0, T ], H1(R)), then F (t) = ∫ t
0
S(t−
s)∂xf(s)ds is such that
∫
F (t, x)dx = 0 for any t ∈ [0, T ]. Indeed, since f(s) ∈ H1
and H1 ⊂ L∞, we have by integrating by parts:
F (t, x) = −
∫ t
0
1√
2pi(t− s)
∫
∂y
(
e−
(x−y)2
2(t−s)
)
f(s, y)dyds,
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so that, for any a < b∫ b
a
F (t, x)dx =
∫ t
0
1√
2pi(t− s)
∫ (
e−
(b−y)2
2(t−s) − e− (a−y)
2
2(t−s)
)
f(s, y)dyds.
Let δ > 0. There exists M such that
∫
[−M,M ]c f(s, y)
2dy < δ2 for any s ∈ [0, T ].
We can split the integral in y into two pieces. The integral over [−M,M ]c can be
bounded by Cauchy-Schwarz inequality so we get∣∣ ∫ b
a
F (t, x)dx
∣∣ = √2
4
√
pi
δ +
∫ t
0
1√
2pi(t− s)
∫ M
−M
(
e−
(b−y)2
2(t−s) + e−
(a−y)2
2(t−s)
)
f(s, y)dyds,
and therefore, by Lebesgue’s theorem
lim sup
a→−∞,b→+∞
∣∣ ∫ b
a
F (t, x)dx
∣∣ ≤ √2
4
√
pi
δ.
Since δ is arbitrary we get the desired technical result.
We then find by integrating (B.2) in x that the center of uε is given by (4.2). With
the condition that C is in L1(R × R), the last term is proportional to a Brownian
motion.
Appendix D. Proofs in Section 5.
D.1. Proof of Lemma 5.4. The values of σ, L0 and lc do not affect the result,
so in the proof we set σ = L0 = lc = 1 and Φ
lc
L0
= Φ without loss of generality.
Φ(x, x′) is Hilbert-Schmidt from L2 to Hk if and only if ∂jxΦ(x, x
′) ∈ L2(R × R) for
0 ≤ j ≤ k. Taking the two-dimensional Fourier transform on ∂jxΦ(x, x′), we have
Fξ,ξ′{∂jxΦ(x, x′)} = Fξ{Fξ′{∂jxΦ(x, x′)}} = Fξ{∂jx[φ0(x)Fξ′{φ1(x− x′)}]}
= Fξ{∂jx[φ0(x)eixξ
′
φˆ1(−ξ′)}]} = (iξ)j φˆ1(−ξ′)Fξ{φ0(x)eixξ′}
= (iξ)j φˆ1(−ξ′)φˆ0(ξ + ξ′).
By a simple calculation it is easy to see that (iξ)j φˆ1(−ξ′)φˆ0(ξ+ ξ′) ∈ L2(R×R) if φ0
and φ1 are both in H
j(R).
D.2. Proof of Lemma 5.5. It suffices to show the case that δn = 1/n. For each
n, let un ∈ A1/n, such that J (A1/n) ≤ I(un) < J (A1/n) + 1/n; {I(un)} are bounded
from above by J (A1) + 1 < ∞. Because I is a good rate function and compactness
is equivalent to sequentially compactness in E1, {un} has a convergent subsequence
{unl} whose limit u∗ is in A. As I is lower semicontinuous, then
J (A) ≥ lim
n
J (A1/n) = lim
l
I(unl) = lim inf
l
I(unl) ≥ I(u∗) ≥ J (A).
D.3. Proof of Lemma 5.6. Because φ0(x) ≡ 1 on x ∈ (−1, 1) by Assumption
5.1,
‖[φ−10 (·/L0)− 1]Ux(· − (t/T )(γT + x0))‖2L2
=
∫ −L0
−∞
+
∫ ∞
L0
{[φ−10 (x/L0)− 1]Ux(x− (t/T )(γT + x0))}2dx
=
∫ −L0− tT (γT+x0)
−∞
+
∫ ∞
L0− tT (γT+x0)
{[φ−10 (x/L0 +
t
T
(γT + x0)/L0)− 1]Ux(x)}2dx.
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Let L0 = γT + x0 +Cv with Cv ≥ 1. Because φ−10 (x) ≥ 1 is monotonically increasing
for x ≥ 0 and Cv ≥ 1,
[φ−10 (x/L0 +
t
T
(γT + x0)/L0)− 1]2 ≤ [φ−10 (x+ 1)− 1]2, x ≥ 0.
Similarly, because φ−10 (x) ≥ 1 is monotonically decreasing for x ≤ 1,
[φ−10 (x/L0 +
t
T
(γT + x0)/L0)− 1]2 ≤ [φ−10 (x)− 1]2, x ≤ 0.
In addition, Cv ≤ L0 − tT (γT + x0) and −Cv ≥ −L0 − tT (γT + x0). Therefore,
‖[φ−10 (·/L0)− 1]Ux(· − (t/T )(γT + x0))‖2L2
≤
∫ −Cv
−∞
{[φ−10 (x)− 1]Ux(x)}2dx+
∫ ∞
Cv
{[φ−10 (x+ 1)− 1]Ux(x)}2dx.
By noting that φ−10 (x) has at most polynomial growth, there exists a uniform Cv ≥ 1
for (5.8).
D.4. Proof of Lemma 5.7. It is easy to check from the properties of the trav-
eling wave U that vt + F (v)x −Dvxx ∈ C([0, T ],S(R)). By (5.2) and (5.9), we have
vt + F (v)x −Dvxx = σφ0
( x
L0
)[ 1
lc
φ1
( x
lc
)
∗ hlcL0(t, x)
]
.
Taking the Fourier transform on the both sides,
hˆlcL0(t, ξ) = σ
−1(φˆ1(lcξ))−1Fξ{(vt + F (v)x −Dvxx)/φ0(·/L0)}.
Because vt + F (v)x − Dvxx ∈ S(R) and 1/φ0(·/L0) ∈ C∞ has at most polynomial
growth, Fξ{(vt +F (v)x−Dvxx)/φ0(·/L0)} is well-defined and also in C([0, T ],S(R)).
In addition, 1/|φˆ1(lcξ)| also has at most polynomial growth and then indeed hlcL0(t, ξ) ∈
L2(R).
Because Fξ{(vt+F (v)x−Dvxx)/φ0(·/L0)} is in C([0, T ],S(R)) and 1/|φˆ1(ξ)| has
at most polynomial growth,
‖hlcL0(t, ·)‖2L2 →
1
2piσ2
∫
|φˆ1(0)|−2|Fξ{(vt + F (v)x −Dvxx)/φ0(·/L0)}|2dξ
=
1
σ2
‖(vt + F (v)x −Dvxx)/φ0(·/L0)‖2L2 .
as lc → 0, uniformly in t ∈ [0, T ]. Then we have (5.10).
D.5. Proof of Proposition 5.8. For any pair (u, h) satisfying (3.1),
‖h(t, ·)‖2L2 = sup
f,f 6=0
〈h(t, ·), f〉2
〈f, f〉 ≥
〈h(t, ·), (ΦlcL0)T 1〉2
〈(ΦlcL0)T 1, (ΦlcL0)T 1〉
= ‖(ΦlcL0)T 1‖−2L2 〈ΦlcL0h(t, ·), 1〉2 = ‖(ΦlcL0)T 1‖−2L2 〈ut + F (u)x −Duxx, 1〉2.
Because ΦlcL0h ∈ C([0, T ], H1(R)), we have u − U ∈ C([0, T ], H1(R)). Therefore
limx→±∞ u(t, x) = u± and limx→±∞ ux(t, x) = 0 for all t ∈ [0, T ]. Thus,
I(u) ≥ 1
2
‖(ΦlcL0)T 1‖−2L2
∫ T
0
〈ut + F (u)x −Duxx, 1〉2dt
=
1
2
‖(ΦlcL0)T 1‖−2L2
∫ T
0
(∫
ut(t, x)dx+ F (u+)− F (u−)
)2
dt.
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By the Rankine-Hugoniot condition (2.3)
I(u) ≥ 1
2
‖(ΦlcL0)T 1‖−2L2
∫ T
0
(∫
ut(t, x)dx+ γ(u+ − u−)
)2
dt
=
1
2
‖(ΦlcL0)T 1‖−2L2
∫ T
0
(∫
[ut(t, x)− d
dt
U(x− γt)]dx
)2
dt
=
1
2
‖(ΦlcL0)T 1‖−2L2
∫ T
0
(
d
dt
∫
[u(t, x)− U(x− γt)]dx
)2
dt.
By the Schwarz inequality and noting that u ∈ A,
I(u) ≥ 1
2
T−1‖(ΦlcL0)T 1‖−2L2
(∫ T
0
d
dt
∫
[u(t, x)− U(x− γt)]dxdt
)2
=
1
2
T−1‖(ΦlcL0)T 1‖−2L2
(∫
[u(T, x)− U(x− γT )]dx
)2
=
1
2
T−1‖(ΦlcL0)T 1‖−2L2
(∫
[U(x− γT − x0)− U(x− γT )]dx
)2
=
1
2
T−1‖(ΦlcL0)T 1‖−2L2
(∫
[U(x− x0)− U(x)]dx
)2
.
D.6. Proof of Lemma 5.9. We first compute (ΦlcL0)
T . For any test functions
f and g,
〈ΦlcL0f, g〉 =
∫
σφ0(
x
L0
)
∫
1
lc
φ1(
x− x′
lc
)f(x′)dx′g(x)dx
=
∫
f(x′)
∫
σφ0(
x
L0
)
1
lc
φ1(
x− x′
lc
)g(x)dxdx′ = 〈f, (ΦlcL0)T g〉.
Thus (ΦlcL0)
T g(x) = σ[φ0(
x
L0
)g(x)]∗ 1lcφ1(− xlc ) and (Φ
lc
L0
)T 1(x) = σφ0(
x
L0
)∗ 1lcφ1(− xlc ).
Then
‖(ΦlcL0)T 1‖2L2 =
1
2pi
σ2L20
∫
φˆ20(L0ξ)φˆ
2
1(−lcξ)dξ
lc→0→ 1
2pi
σ2L20
∫
φˆ20(L0ξ)φˆ
2
1(0)dξ = σ
2L0‖φ0‖2L2 .
D.7. Proof of Lemma 5.10. The proof for F (w)x − Dwxx is similar to the
proof of Lemma 5.6 so we skip it. For U(x− γT − x0)− U(x), because φ0(x) ≡ 1 on
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x ∈ (−1, 1) by Assumption 5.1,
‖[φ−10 (·/L0)− 1][U(· − γT − x0)− U ]‖2L2
=
∫ −L0
−∞
+
∫ ∞
L0
{[φ−10 (x/L0)− 1][U(x− γT − x0)− U(x)]}2dx
≤
∫ −L0
−∞
{[φ−10 (x/L0)− 1][u− − U(x)]}2dx
+
∫ ∞
L0
{[φ−10 (x/L0)− 1][U(x− γT − x0)− u+]}2dx
=
∫ −L0
−∞
{[φ−10 (x/L0)− 1][u− − U(x)]}2dx
+
∫ ∞
L0−γT−x0
{[φ−10 (x/L0 + (γT + x0)/L0)− 1][U(x)− u+]}2dx
≤
∫ −Cw
−∞
{[φ−10 (x)− 1][u− − U(x)]}2dx+
∫ ∞
Cw
{[φ−10 (x+ 1)− 1][U(x)− u+]}2dx.
The last inequality holds because φ−10 (x) ≥ 1 is increasing for x ≥ 0, decreasing for
x < 0 and L0 ≥ 1. Then we can find a uniform Cw ≥ 1.
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