The prefrontal cortex encompasses a large and heterogeneous set of areas, whose borders have been variously mapped in different architectonic studies. Differences in cortical maps present a formidable problem in comparing data across studies and in constructing databanks on the connections and functional attributes of cortical areas. Here we used quantitative approaches to cortical mapping to investigate (i) if architectonic areas of the prefrontal cortex in adult rhesus monkeys have unique profiles and (ii) if groups of architectonic areas belonging to distinct cortical types, ranging from agranular to eulaminate, have similar features. In addition, we used multidimensional analyses to see if, and how, prefrontal areas form clusters when multiple features are considered simultaneously. We used quantitative unbiased sampling procedures to estimate the areal and laminar density of neurons, glia and neurons positive for the calcium binding proteins parvalbumin (PV), calbindin (CB) and calretinin (CR) among 21 prefrontal areas or subdivisions of areas. Neuronal density varied among the prefrontal cortices (range: 38 569 ± 4078 to 58 708 ± 2327 neurons/mm 3 ); it was lowest in caudal orbitofrontal and medial areas (OPAll, OPro, 13, 24a, 32, M25) and highest in lateral prefrontal areas (subdivisions of areas 46 and 8). Neurons positive for PV were most prevalent in lateral prefrontal areas and least prevalent in caudal orbitofrontal and medial prefrontal areas, whereas the opposite trend was noted for neurons that expressed CB. Neurons positive for CR did not show regional differences, and the density of glia showed small variations among prefrontal cortices. The differences among areas, along with differences in the thickness of individual areas and layers, were used to establish a quantitative profile for each area. The results showed that differences in the density of neurons, and the preponderance of neurons positive for PV and CB, were related to different architectonic types of areas found within the prefrontal cortex. Conventional as well as multi-parameter statistical analyses distinguished at one extreme the agranular and dysgranular (limbic) cortices, which were characterized by prominent deep layers (V-VI), the lowest neuronal density, the highest ratio of glia/neurons, and the lowest density of PV and the highest for CB. At the other extreme, lateral eulaminate cortices were characterized by the highest density of neurons, a prominent granular layer IV, denser supragranular (II-III) than infragranular (V-VI) layers, and a balanced distribution of neurons positive for PV and CB. The results provide insights into potentially different rates of development or maturation of limbic and eulaminate prefrontal areas, and their differential vulnerability in neurological and psychiatric diseases. The quantitative methods used provide an objective approach to construct maps, address differences in nomenclature across studies, establish homologies in different species and provide a baseline to identify changes in pathologic conditions.
Introduction
The prefrontal cortex in primates extends from the frontal pole to the premotor cortex, and is composed of several heterogeneous areas identified in classic architectonic studies (Brodmann, 1905; Vogt and Vogt, 1919; Walker, 1940; Von Bonin and Bailey, 1947; Sanides, 1970) . Structural differences may underlie the role of distinct prefrontal cortices in complex cognitive, mnemonic and emotional processes [for reviews see (Goldman-Rakic, 1988; Petrides, 1989; Fuster, 1989 Fuster, , 1993 Barbas, 1995) ]. Architectonic areas of the prefrontal cortex in macaque monkeys, first mapped on the basis of cellular features, and the distribution of myelin (Brodmann, 1905; Vogt and Vogt, 1919; Walker, 1940; Von Bonin and Bailey, 1947; Sanides, 1970; Barbas and Pandya, 1989; Preuss and Goldman-Rakic, 1991; Morecraft et al., 1992) have been subdivided further with the aid of modern cellular and molecular stains [e.g. (Hof and Nimchinsky, 1992; Carmichael and Price, 1994; Nimchinsky et al., 1996) ]. However, architectonic studies rely on qualitative differences in a number of morphological cellular and neurochemical features among areas, which may account for disagreements in areal subdivisions. Differences in maps and nomenclature present a formidable problem in constructing central databanks on the connections and functional attributes of areas obtained from different studies (Stephan et al., 2000) .
In this study we used an alternative approach to cortical mapping by investigating whether architectonic areas of the prefrontal cortex can be characterized by a set of quantitative criteria. Architectonic areas vary in a number of laminar, cellular and molecular features. Here we focused on fundamental architectonic criteria that form the basis of classic architectonic studies, namely, density of neurons and glia, as well as some neurochemical markers for calcium binding proteins, which label distinct classes of cortical neurons and have proved valuable in architectonic studies [e.g. (Jones et al., 1995; Gabbott and Bacon, 1996b) ]. We asked the following questions. Do architectonic areas of the prefrontal cortex have unique profiles that can be described and illustrated quantitatively? Conversely, do groups of architectonic areas have similar features that may suggest common functions? We addressed the latter question in two ways. First, we tested whether areas belonging to distinct cortical types have similar features, according to the structural model of the prefrontal cortex (Barbas and Rempel-Clower, 1997) . Unlike architectonic parcellation, which is based on the detailed cellular and molecular features of areas, cortical type relies on broad structural features shared by more than one architectonic area, including the number and distinction of identifiable layers. In the prefrontal cortex we previously identified several types of cortices, ranging from agranular, which have only three identifiable layers, to eulaminate, which have six distinct layers. The significance of cortical type is based on our previous findings indicating that the pattern of corticocortical connections can be predicted on the basis of the broad laminar features of the interconnected areas [e.g. (Barbas, 1986; Barbas and Rempel-Clower, 1997; Rempel-Clower and Barbas, 2000) ]. In a second approach, we used multidimensional analyses to see if, and how, prefrontal areas form clusters when multiple features are considered simultaneously. The latter approach explored the structural similarities and differences of prefrontal areas independent of cortical type. The study of even a few architectonic features within the context of the complex areal and laminar features of the prefrontal cortex provided up to 18 parameter dimensions. The quantitative approaches to cortical architecture provided key insights that may justify the use of similar approaches to cortical mapping to begin to resolve differences in nomenclature across studies, establish homologies in different species and provide a baseline to identify changes in pathologic conditions [e.g. (O'Kusky and Colonnier, 1982; Selemon et al., 1995 Selemon et al., , 1998 Gabbott and Bacon, 1996b) ].
Materials and Methods

Tissue Processing
Data were obtained from seven adult rhesus monkeys (Macaca mulatta). Seven animals were used to estimate the regional density of neurons and glia, and five of these were used to study the distribution of the calcium binding proteins parvalbumin (PV), calbindin (CB) and calretinin (CR). Experimental procedures were conducted according to the NIH Guide for the Care and Use of Laboratory Animals (NIH publication #86-23, revised 1987) .
Perfusion and Cryoprotection
Animals were given an overdose of anesthetic (sodium pentobarbital) and perfused through the heart with saline, followed by 2 l of fixative (4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4). The brain was removed from the skull, photographed and cryoprotected in graded solutions of sucrose (12, 16, 20 and 30%) . The brain was then frozen in -70°C isopentane according to Rosene and Rhodes (Rosene and Rhodes, 1990) , cut on a freezing microtome in the coronal plane at 40 µm in 10 series and collected in 0.1 M phosphate buffer.
Nissl Staining
One series of sections was stained for Nissl using either thionin or cresyl violet to identify neurons and glia, and to delineate architectonic borders Gabbott and Stewart, 1987; Barbas and Pandya, 1989) . Nissl staining using thionin (five cases) and cresyl violet (two cases) yielded similar results. Sections mounted on chrome-alum coated slides were dried, defatted in a 1:1 solution of chloroform and 100% ethanol for 1 h, rehydrated through a series of graded alcohols and dH 2 O, stained with 0.05% thionin (pH 4.5) or 0.1% cresyl violet (pH 3.8) for 3 min, differentiated through graded alcohols and xylenes, and coverslipped with Permount (Fisher Scientific, Springfield, NJ).
Immunocytochemistry for PV, CB and CR
Matched series of sections were used for immunocytochemical staining of PV, CB, and CR. Antibodies for the calcium binding proteins were purchased from commercial sources (Swiss Antibodies, anti-PV #235, monoclonal; anti-CB D-28k #300, monoclonal; anti-CR #7696, polyclonal). Antibodies were specific for PV, CB and CR with no cross-reactivity (Celio et al., 1988 Schwaller et al., 1993) . Free-floating sections were washed (3 × 10 min) in 0.1 M phosphate buffered saline (PBS, pH 7.4) and placed in 6% horse serum (PV and CB) or 6% goat serum (CR) for 1 h. They were then rinsed in 0.1 M PBS (3 × 10 min), placed in a 0.1 M PBS solution containing the antiserum for either PV, CB or CR (PV dilution 1:3000; CR and CB 1:2000) and incubated for 72 h at 4°C with gentle agitation. Sections were then rinsed (3 × 10 min) in 0.1 M PBS and processed for immunocytochemistry according to the instructions in the Vector ABC kit (Vector Labs, Burlingame, CA). Sections were placed in a 0.1 M PBS solution containing either anti-mouse IgG (PV and CB, Vector Labs BA-2000) or anti-rabbit IgG (CR, Vector Labs BA-1000) and incubated for 2 h at room temperature, then rinsed (3 × 10 min) in 0.1 M PBS and placed in the avidin-biotin-HRP complex for 90 min at room temperature. Sections were rinsed twice (10 min each) in 0.1 M PBS and once in 0.1 M PB (10 min), placed in a solution containing 0.05% 3,3′-diaminobenzidine (DAB) and 0.03% hydrogen peroxide in 0.1 M phosphate buffer for 3 min, then rinsed in 0.1 M PB (3 × 10 min) and mounted on chrome-alum coated slides. A few sections were counterstained for Nissl to help delineate architectonic borders. Sections were dehydrated in graded series of alcohols and xylenes and coverslipped with Permount (Fisher Scientific). Control experiments were conducted in which the primary antibody was omitted while all other steps were identical to the experimental conditions.
Prefrontal Areal and Laminar Boundaries
Twenty-one prefrontal areas or subdivisions of areas were investigated based on the architectonic map of Barbas and Pandya (Barbas and Pandya, 1989) , modified from classic maps (Vogt and Vogt, 1919; Walker, 1940) . Prefrontal cortices included medial areas 24a, 32, M25, M9, M10 and M14, orbitofrontal areas OPAll, OPro, area 13, area 11 and O12, and lateral areas 46 and 8. Areas 46 and 8 were further subdivided into their dorsal (D) and ventral (V) components. Areas 13 and 8 were subdivided into their gyral (g) and sulcal (s) parts. Areas 24a and 46, which extend almost along the entire rostrocaudal span of the prefrontal region, were divided into rostral, middle and caudal thirds. Only the rostral (r) and caudal (c) parts of areas 24a and 46 were included for analysis.
Neurons and glia were distinguished in Nissl stained sections by cell size and shape, and nuclear staining characteristics. Neurons were relatively large with a pale blue cytosol and clearly identified nucleolus, while glia were usually smaller with intensely stained nucleus. All glia, including astrocytes, oligodendrocytes and microglia, were placed in one category.
Prefrontal areas identified in Nissl stained sections were matched to corresponding sections stained for PV, CB and CR. The rostral and caudal limits of each area were identified through serial coronal sections. For each section architectonic boundaries were identified under a microscope (Nikon, Optiphot). Drawings of architectonic borders were transferred from the slides onto paper by means of a digital plotter (Hewlett Packard, 7475A) electronically coupled to the stage of the microscope and to a PC computer, as described previously [e.g. (Barbas et al., 1999) ]. The boundary of each area was plotted and stored on disc as a series of x and y coordinates.
Each prefrontal area was subdivided into laminar subgroups to allow comparison in density across areas. Layer I is easily distinguishable in all areas and made up one laminar subgroup. Layers II-III were included into one group as were layers V-VI because there is no clear distinction between each pair of layers in some prefrontal cortices (the agranular and dysgranular). For comparison, the same grouping was used for all prefrontal cortices. In most prefrontal areas layer IV was distinct and formed an additional group. Agranular (areas OPAll and 24a) and dysgranular (areas OPro, 13, M25, and 32) areas were subdivided into three laminar subgroups, (i) layer I, (ii) layers II-III and (iii) layers V-VI, because they either lack (agranular) or have only a rudimentary granular layer IV (dysgranular). In dysgranular areas an incipient and poorly defined layer IV was included with layers V and VI.
In sections stained for PV, CB and CR, areas were subdivided into two laminar subgroups, layers I-III and layers IV-VI, because it was not possible to parcel the cortex into finer laminar subgroups in unstained sections, where neuropile positive for the calcium binding proteins further obscured the fine laminar boundaries seen in Nissl stained sections.
Counting Method
Laminar subgroups for each area were subdivided from coronal sections into counting boxes (50 × 50 µm, width × height). This was accomplished using computer software to superimpose an electronic grid over an area and identify counting boxes by a series of x and y coordinates. The specific counting boxes used to gather data were selected randomly by a computer program. The stage was then positioned to the precise x and y coordinates of each counting box. Counting was performed through the optics of the microscope using a crosshair microgrid with known dimensions as reference.
The density of neurons and glia was estimated using a counting method adapted from previous studies (Sterio, 1984; Braendgaard and Gundersen, 1986; Williams and Rakic, 1988; Gundersen et al., 1988; West and Gundersen, 1990; West, 1993) [for a review see (Coggeshall and Lekan, 1996) ]. This method is based on the principle that each cell within a region of interest has an equal chance of being counted (West, 1993) .
Neurons and glia were counted under a magnification of ×1000 under oil immersion. Counting methods followed specific three-dimensional (x, width; y, height; and z, thickness) inclusion/exclusion criteria to avoid the possibility of counting a cell more than once. As predetermined, the x and y exclusion criteria were defined as the left and frontal planes of each counting box. The z exclusion criterion was defined as the top plane of each counting box or the first object to come into focus (e.g. a neuron). Thus, neurons or glia touching or overlapping the left, frontal or top borders of the counting box were excluded from the counts, and those located exclusively within the counting box, or that crossed the right, back or bottom borders of the counting box were included in the counts and were recorded in a database. In Nissl stained sections neurons and glia were counted by nuclei, and in tissue processed for the calcium binding proteins by the cell body, as it was not possible to identify the nuclei in darkly labeled neurons in the latter.
Adequate sample size for analysis was determined using the formula of West et al. (West et al., 1991) CV j ² = ECV j ² + CE j+1 ² which takes into consideration the coefficient of variance (CV), the coefficient of error (CE) and the expected coefficient of variance (ECV) to determine the optimal number of cases, sections and samples ( j) necessary for reliable estimates of cell density. Using this formula, we estimated that the minimum sampling size for this study was three cases, three sections and three samples per laminar subdivision. This minimum sample was exceeded in this study by using seven cases (five for PV, CB, CR), three sections and five samples for each laminar subgroup. The above formula yielded similar results when applied to two different samples stained for Nissl or PV.
The thickness of the cortex from pia to the white matter was measured for each prefrontal area by capturing images with a CCD camera (Dage) mounted on the microscope. The thickness of laminar subgroups was measured using image analysis software (MetaMorph, Universal Imaging Corp., Westchester, PA). Thickness measures were averaged from six cases, five sections in each case, and five measures in each section.
Data Analysis
Tissue Shrinkage Whole brain volume was estimated by f luid immersion and displacement based on Archimedes' principle, before cryoprotection, and then sequentially after each time the brain sank in each upwardly graded concentration of sucrose. At the completion of cryoprotection in 30% sucrose there was a reduction of 30% in whole brain volume. Section thickness variation was <3% for wet mounted sections cut at 40 µm, but shrinkage in the z dimension was considerable after air drying (50%), or in coverslipped sections treated to visualize calcium binding proteins (62%) or stained for Nissl (77%). In contrast, there was minimal shrinkage in the x and y dimensions in immunoreacted or Nissl stained sections (1-4%) in comparison with untreated wet mounted sections.
In order to compare densities of neurons and glia treated using several procedures, all measures were made on the basis of wet volume, so that section thickness was considered to be 40 µm with no correction factor for shrinkage. Because of the considerable and variable shrinkage in the z dimension, we did not apply a guard zone for the z-axis, with the caveat that there may be some error in the counts due to cell splitting or cell plucking (Williams and Rakic, 1988) .
Density was initially obtained for each counting box as the number of neurons per unit volume (50 × 50 × 40 µm, or 10 -4 mm 3 ). Laminar density was calculated as the average density of all counting boxes within an individual laminar subgroup. Areal density was then calculated as the sum of laminar densities found within each architectonic area multiplied by the fraction of volume each laminar subgroup occupied in each area, and expressed as neurons/mm 3 . Density values in each area and cortical thickness were used to estimate the number of neurons and glia in a three-dimensional cortical column under 1 mm 2 of cortical surface, and to calculate the ratio of glia/neurons and the proportion of neurons positive for PV, CB and CR.
First and second order descriptive statistics were calculated to verify a sufficiently normal distribution of the measures across cases of individual animals. Data are presented as the mean ± SEM (SD/n 1/2 ) for seven (neurons and glia) and five cases (PV, CB, and CR). Means were first compared using one-way analysis of variance (A NOVA) and then, if significantly different, by Scheffé post-hoc comparisons (STATISTICA, StatSoft, Inc.). Significant differences were set at a probability value of P < 0.05).
Grouping Architectonic Areas According to Cortical Type
Using an approach based on broad structural features of the prefrontal cortex, we combined data into four categories: agranular, dysgranular, eulaminate I and eulaminate II. Categories were constructed on the basis of the number of layers and degree of laminar definition in each area. Agranular areas have three layers (areas OPAll and 24a) and dysgranular cortices have four layers (areas OPro, M25, 13 and 32). Eulaminate categories included granular cortices characterized by six layers. Orbital and medial granular cortices, which have a moderate degree of laminar definition, made up the 'eulaminate I' category (areas M9, M10, 11, O12 and M14). Lateral granular types of cortices that have the best laminar definition were included in the 'eulaminate II' category (areas 46 and 8).
Multi-parameter Analyses
Using a different approach, we employed three distinct means of data analysis to assess global similarities and differences among prefrontal cortical areas, on the basis of the different morphological and cytological measures: (i) discriminant analysis (DA); (ii) nonmetric multidimensional scaling (NMDS); and (iii) hierarchical cluster analysis (HCA). The analyses were performed in SYSTAT V.10 for Windows (SPSS Inc.).
DA identifies those experimental measures that show the smallest overlap and clearest separation of the distributions of individual data points belonging to different entities (here, prefrontal cortices), i.e. those measures that are most informative and characteristic for the identification of all individual areas. DAs were carried out both for the experimental measures summed across all layers and for the same measures separated by lamina.
For the purpose of NMDS and cluster analyses, data were treated as normalized laminar profiles. That is, data were normalized for each cortical area by adding the respective measure (e.g. neuronal density, ND) across all layers and dividing each laminar feature by the sum, e.g.
ND[layer I]/ΣND[I, II-III, IV, V-VI]
This analysis produced indicators for the relative laminar dominance of the different density measures or thickness across the cortical layers. To adjust degrees of freedom for subsequent correlation analyses, one of the relative laminar coordinates resulting from the normalization was omitted. This concerned the layer IV coordinate for the ND, glial density (GD) and cortical thickness (THI) measures and the IV-VI coordinate for the calcium binding protein (CPB) measures PV, CR and CB. Where measures were available for only the whole of an area, the description was assumed to hold for all of the area's subdivisions as well, to make measures available on the most detailed level of description. For instance, the data on cortical thickness distinguished between gyral and sulcal portions of area 13, whereas calcium binding data were only available for the area as a whole. Consequently, the same calcium binding density was assigned to both sub-divisions. As a result of this data conditioning process, each of the 21 areas or area subdivisions could be described with combinations of up to 12 laminar profiles from the different experimental measures [normalization of the original 18 laminar measures and adjustment of degrees of freedom as described above left the 12 measures: ND (I, II-III, V-VI); GD (I, II-III, V-VI); THI (I, II-III, V-VI); PV (I-III); CR (I-III); CB(I-III)], and analyses were based on the complete set, or on selected subsets, of these coordinates. Both NMDS and HCA investigations employed squared area (dis)similarity matrices derived from the normalized laminar profiles by Pearson's correlation.
NMDS (Kruskal, 1964) arranges areas in a chosen low-dimensional (typically two-or three-dimensional) space, based on the pairwise correlation (dis)similarities between the areas. The relative proximity between items in an NMDS diagram represents their relative similarity. The NMDS analyses used SYSTAT default settings with R-metric = 2, and employing Guttman's (Guttman, 1968) coefficient of alienation for assessing the data's goodness of fit in two dimensions.
HCA hierarchically groups areas based on (dis)similarities in their parameter profiles, which are interpreted as spatial distances. The relative similarity of areas is expressed as the distance between two branching points in a cluster tree diagram; the longer the inter-branch distance, the more dissimilar the subgroups. Default settings for HCA were based on an R 2 correlation between the parameters, computing the linkage distance between different clusters either as the average of all pairwise individual distances or as the centroid distance between the clusters' averaged centers.
Results
Distribution of Neurons in Areas and Layers
The pattern of distribution of neurons and glia in the various prefrontal areas was similar among cases. However, for a given prefrontal area there were overall differences in density among cases, which may ref lect individual variation among monkeys. The 21 prefrontal areas investigated varied quantitatively by overall neuronal density, as shown in Figure 1 (the range was 38 569 ± 4078 to 58 708 ± 2327 neurons/mm 3 ). The lowest density was recorded in medial areas 32 and 24a and caudal orbitofrontal areas OPAll and OPro, and the highest was noted in the gyral part of ventral area 8 (Fig. 1) . On the orbital surface there was an increase in density of neurons from caudal orbitofrontal areas (areas OPAll and OPro) to rostral orbital areas (areas 13, O12, 11). Similarly, among medial prefrontal areas the density of neurons was lowest in area 32 and caudal area 24a, and highest in rostral areas M10 and M14. Among lateral prefrontal areas neuronal density was lowest in the sulcal part of dorsal area 8 (D8s) and highest in the gyral part of ventral area 8 (V8g).
Prefrontal areas varied by the distribution of neurons in Figure 1 . Density of neurons in 21 prefrontal areas or subdivisions of areas. Each bar represents the average density and standard error in seven cases. Density values for each area represent overall values measured across all cortical layers. A map of the prefrontal cortex above the bar graphs shows areas on the medial (left), orbital (center) and lateral (right) surfaces, adapted from the map of Walker (Walker, 1940) by Barbas and Pandya (Barbas and Pandya, 1989) . Letters in connection with architectonic areas (designated by numbers) represent: C, caudal; D, dorsal; g, gyral; M, medial; O, orbital; R, rostral; s, sulcal; V, ventral.
different layers. In all areas layer I had the lowest density of neurons, and layer IV, when present, had the highest density (Fig. 2) . In addition to general differences in laminar characteristics, architectonic areas have distinct laminar profiles. Areas 25 and 14, for example, were distinguished from all other prefrontal areas by a high cellular density in layers V and VI (Fig. 2D) . Rostral area 24a differed from its caudal counterpart by having considerably higher cellular density in layers II and III in the latter (Fig. 1) . The gyral part of area 8 stood apart from the sulcal part of area 8, and from other prefrontal areas by a higher overall density of neurons (Fig. 1) .
A quantitative architectonic profile of each area emerged more clearly by combining the cellular density and cortical thickness for each area and layers (Fig. 3) , yielding an estimate of the number of neurons situated below each square millimeter of cortical surface in a three-dimensional column. The lowest numbers of neurons under 1 mm 2 of pial surface were found in the caudal part of area 24a (66 582 ± 3441), area OPAll (70 857 ± 4575) and area 32 (74 284 ± 7854), and the highest were in the gyral part of area 13 (135 863 ± 7387) and the gyral part of ventral area 8 (128 042 ± 5075). Further, this analysis revealed that whereas orbital areas OPro and 13 have overall lower cell density than lateral areas 46 and 8, they have a comparable or higher overall number of neurons under 1 mm 2 of cortical surface on account of their greater thickness from pia to white matter (Fig. 3) . The average number of neurons under 1 mm 2 of cortical surface was comparable for orbital (97 753 ± 5338) and lateral (97 560 ± 4801) areas, and was somewhat lower for medial areas (83 195 ± 5428).
Density of Neurons among Different Types of Prefrontal Cortices
Groups of areas belonging to different architectonic types differed significantly in neuronal density [F(3,17) = 12.59, P < 0.01], and the differences could be traced to a significant divergence between either eulaminate group and agranular and dysgranular areas, respectively (P < 0.05). Neuronal density did not differ significantly between agranular and dysgranular cortices, or between eulaminate I and II cortices. Further analyses revealed that the four types of cortices differed significantly in neuronal density for layers II-III [F(3,17) = 22.63, P < 0.01], and Scheffé post-hoc comparisons indicated that eulaminate I or II areas had significantly higher neuronal density in layers II-III than either agranular or dysgranular cortices (P < 0.05). The four types of prefrontal areas did not vary in neuronal density in layer I, layers V-VI or layer IV between eulaminate I and eulaminate II cortices.
Laminar group profiles that included information on density by layer and laminar thickness indicated that agranular and dysgranular areas were characterized by prominent layers V-VI (Fig. 4A,B, blue) . By contrast, eulaminate cortices were distinguished by a well defined and dense layer IV (Fig. 4C,D, red) . A higher cellular density in the upper layers was seen for the first time in eulaminate II cortices, which also had the highest cell density in layer IV among prefrontal cortices (Fig. 4D, green) .
Distribution of Glia in Prefrontal Areas and Ratio of Glia/Neurons
There were some differences in the areal distribution of glia as well (the range was 43 128 ± 2748 to 56 534 ± 3607 glia/mm 3 ). For example, glia were less densely distributed in medial areas M25, M14 and 32 and the orbitofrontal areas OPro and O12, and were more densely distributed in areas 46(c) and 8(s). Among cortical layers, glia were most prevalent in layer I, followed by layers V-VI and layer IV, and were least prevalent in layers II-III for all prefrontal cortices. Analysis by cortical type showed overall differences [F(3,17) = 9.15, P < 0.01], and post-hoc comparisons showed that glia were significantly more densely distributed in eulaminate II than in either eulaminate I or dysgranular areas (P < 0.05), but not agranular areas.
The above analysis indicated a small variation in the prevalence of glia among prefrontal cortices, but because areas varied considerably in neuronal density, so did the ratio of glia to neurons for areas (Fig. 5A ) and for different types of cortices (Fig. 5B) . In the latter, the average was higher in agranular than in other cortices (Fig. 5B) , though the differences among all types were not statistically significant.
Calcium Binding Proteins: Distribution and Density
In all prefrontal areas the greatest concentration of PV positive neurons appeared in the middle cortical layers, corresponding to the deep part of layer III, layer IV and the upper part of layer V, while fewer positive neurons were found in layers II and VI. The density of PV positive neurons varied substantially in prefrontal cortices (the range was 2497 ± 600 to 8359 ± 1100 neurons/mm 3 ), being lowest in medial areas 24a and M25 and caudal orbitofrontal areas OPAll and OPro, and highest in lateral areas 46, 8, and M9 (Fig. 6A) .
CB positive neurons were found in all layers, but were most prevalent in two horizontal bands: a densely staining superficial band corresponded to layers II-III, which had 2-3 times more positive neurons than a deep band corresponding to layers V-VI. CB positive neurons were seen only sparsely in layer I and in the white matter. Most CB positive neurons were non-pyramidal in shape. Larger, pyramidal CB positive neurons were noted in layers III and V, as reported previously (Condé et al., 1994; Gabbott and Bacon, 1996a) . The density of CB positive neurons ranged from 5769 ± 865 to 15 140 ± 1798 neurons/mm 3 ; it was lowest in medial area 9, caudal area 46 and area 8, and highest in caudal orbitofrontal areas (OPAll, OPro, 13) and area M25 (Fig.  6B) .
CR positive neurons were concentrated in layer II, the deep part of layer I and the upper part of layer III. The deep cortical layers (IV-V I) had substantially fewer CR positive neurons. Overall, the range and average density of CR positive neurons was similar among prefrontal cortices, with the exception of area 24a, where the density was lower (Fig. 6C ).
Density and Proportion of PV, CB and CR Positive Neurons in Different Types of Cortices
There were differences in PV positive neurons among the various types of prefrontal cortices [F(3,14) = 18.35, P < 0.01], as well as for CB [F(3,14) = 4.75, P < 0.05], which could be specifically traced to significant differences between both types of eulaminate cortices and agranular and dysgranular areas, respectively (for PV, P < 0.05), or between dysgranular and eulaminate II areas (for CB, P < 0.05). Agranular and dysgranular cortices had the highest density of CB positive neurons and the lowest for PV, where CB neurons outnumbered the PV by threefold. In contrast, in eulaminate cortices, the density of PV and CB neurons was similar (Fig. 7) . In eulaminate I areas CB positive neurons were still more prevalent than PV positive ones, showing a distribution between that of the agranular/ dysgranular areas, on the one hand, and that of the eulaminate II areas, on the other. CR positive neurons showed a relatively uniform distribution across prefrontal areas (Fig. 7) .
Neurons positive for PV, CB and CR represent largely nonoverlapping populations van Brederode et al., 1990; Kubota et al., 1994; Gonchar and Burkhalter, 1997) , and were considered as separate subpopulations. We expressed the density of PV, CB and CR positive neurons as a proportion of the population of neurons stained for Nissl in a three-dimensional column under 1 mm 2 of cortical surface. This new density analysis showed that neurons positive for the calcium binding proteins accounted for 36-50% of all neurons, and constituted a higher proportion in agranular and dysgranular cortices (44-50%) than in eulaminate cortices (36-37%). Overall, CB positive neurons accounted for ∼13-29% of the population of neurons, and PV and CR positive neurons accounted for 8-13 and 10-12%, respectively. In all areas PV, CB and CR represented a significantly higher proportion of the neuronal population in layers I-III than in layers IV-VI (P < 0.01).
Global Structure of Prefrontal Cortex
Specificity of Experimental Measures
At the outset of the statistical investigations of global prefrontal organization, a DA was performed to assess which of the six available experimental measures would be most specific for characterizing prefrontal cortices. This is equivalent to identifying the measures that showed the least overlap among areas in the individual data points. Considering the experimental measures summed across all layers, a backward DA determined ND, THI and PV as the most informative of the six available variables (Fig. 8) , producing F values (the relative measure of freedom in the case of removing a variable from the set of all measures) of 12.84, 5.85 and 2.49, respectively. The ND measure in particular led to a noticeable separation of the data points belonging to different areas, also resulting in an apparent arrangement of the areas in at least two, and potentially three, clusters.
The DA was repeated taking into account the same measures separated by cortical layers, yielding a total of 18 independent measures (four layer measures each for ND, GD and THI, as well as two measures each for PV, CB and CR). When layer IV information in the ND, GD and THI measures for agranular and dysgranular areas was defined as missing, in order to avoid dominance by this highly distinctive layer, THI of layers V-VI, THI I and PV IV-VI were the most informative measures (producing F values of 14.99, 3.41 and 2.63, respectively). In Figure 8 . DA plot showing the separation of prefrontal areas for the three most informative experimental measures, ND, THI and PV staining. Diagram fields contain normal curves describing the distribution of individual data points for each area for single measures (e.g. ND × ND) and bivariate confidence ellipses for pairwise combinations of measures (e.g. ND × THI). Areas are colored according to their memberships in regional prefrontal groups: green to blue spectrum indicates caudal orbital and caudal medial areas (OPAll, OPro, 13 gyral and sulcal, and 24a rostral and caudal subdivisions, as well as areas 32 and 25); red or orange colors symbolize rostral orbital and medial areas (10, 11, O12, M9, M14); blue to green spectrum indicates lateral areas (all parts of areas 46 and 8). The clear separation particularly of ND measurements belonging to different areas is also borne out by the results of the DA described in Results. accordance with the outcome of the DA, all subsequent statistical analyses made use of the highly informative ND measure, combining it with information from other experimental variables, such as the THI and PV data.
Global Similarity of Areas Based on Different Experimental Measures
The NMDS plot in Figure 9A expresses the relative similarity of all prefrontal cortical areas in terms of their normalized laminar profiles for the combination of all experimental measures (ND, GD and THI for layers I, II-III and V-VI, and PV, CR and CB for layers I-III; layer IV information for ND, GD and THI as well as layer IV-VI information for PV, CR and CB was omitted owing to the normalization process described in Materials and Methods). Clearly apparent was the existence of two main groups, comprising granular areas on the one hand and agranular/dysgranular areas on the other, indicating a larger dissimilarity between the groups than within groups. Also apparent were some outliers, which were dissimilar from most other areas (most notably A25), as well as a sequential similarity structure within both groups of areas. The latter feature may hint on a regional organization along structural gradients. The tree shown in Figure 9B confirmed this global structure from the independent perspective of a hierarchical cluster analysis. It shows again the separation of all areas into two main groups and one very dissimilar outlier, area 25. The composition of the two main clusters once more followed the assignment of areas to an agranular/dysgranular group, on the one hand (at the top of the tree), and to a group of granular areas, on the other. The diagram also indicates a subdivision of the granular area group into gyral areas A8, A9, A10 and A12, and the remaining granular areas. Further, the organization of area 46 seems to follow mainly a ventral-dorsal divide, whereas area 8 appears to be split along sulcal and gyral subcomponents.
More detailed relationships became apparent when the two main groups of areas, that is, the granular and agranular/dysgranular areas, were each analyzed on their own (data not shown). These analyses confirmed the clear divide between the gyral and sulcal portions of A8 and the relative similarity between at least the ventral subcomponents of area 46, and underlined the dissimilarity of area 25 from all other areas.
The initial impressions were confirmed when selected experimental measures, such as ND and THI, were combined for laminar areal profiles. The results (not shown) also suggested a similarity grouping of the gyral components of A8 and A9. The combined analysis of ND and PV variables for the laminar area profiles also validated the main prefrontal subdivisions, but additionally indicated a more gradual change in the areal profiles along these two measures. Such a gradient was borne out most clearly in the analyses of the relative laminar ND profiles on their own. The NMDS (not shown) indicated a striking onedimensional similarity gradient from medial and orbital to rostral lateral and caudal lateral prefrontal cortices, when the areas were compared in the absence of information about layer IV. In this gradual distribution of profiles, however, some areas still appeared closely related (e.g. areas A25 and A14, areas A32 and A13, areas A46VC and A8V).
Discussion
Profiles of Prefrontal Areas Established by Cellular
Density, PV and CB Several findings emerged from this study. First, architectonic areas have distinct profiles that can be described quantitatively. The conventional and multidimensional analyses employed emphasized that among several cellular, laminar and molecular features, neuronal density was highly informative in establishing architectonic profiles, followed by cortical thickness and PV. Glial density, and CB were less informative, and CR not at all, as summarized in Figures 7, 8 and 10 . Graphic representations from multidimensional analyses positioned areas along similaritydissimilarity axes and demonstrated that there are graded architectonic differences in the prefrontal cortex, confirming and extending previous findings (Barbas and Pandya, 1989) . Profiles thus established can be used to determine whether neighboring cortices are distinct or similar. These representations highlighted, for example, area 25 as distinct from its neighboring areas. In addition, area 46 appears to have several subdivisions, as noted in a recent study (Petrides and Pandya, 1999), that may be related to their distinct roles in different aspects of working memory (Goldman-Rakic, 1996; Baddeley, 1996; Koechlin et al., 1999) .
These profiles may also help resolve differences in the maps published by various investigators. For example, the central/ caudal orbitofrontal cortex was considered to be entirely within area 13 in the map of Walker (Walker, 1940) , but was divided into three distinct areas (areas OPAll, OPro and 13) in another study (Barbas and Pandya, 1989) . The present analyses suggest that even though caudal orbitofrontal areas have several features in common, their profiles differ significantly, suggesting that they represent separate architectonic areas. Similarly, Walker named the region anterior to the upper limb of the arcuate sulcus area 8 (Walker, 1940) , and the region anterior to the lower limb of the arcuate sulcus area 45, whereas Brodmann (Brodmann, 1905) considered both regions as part of area 8. The present analyses suggest that the anterior bank of both limbs of the arcuate sulcus has an overall lower density than the adjoining gyral cortex. This interesting deviation in cellular density may be consequent to differential forces exerted by axons establishing corticocortical connections [for discussion see (Scannell, 1997; Van Essen, 1997) ].
Further to establishing the identity of each area, the present analyses demonstrated the relationship of each area to the rest, and suggest that architectonic areas can be grouped by common features. The most striking divide was between agranular/dysgranular (limbic) areas and eulaminate areas, on account of an overall lower cell density in limbic than in eulaminate areas, and a marked predominance in the number of neurons in the deep layers in comparison with the upper layers in limbic, but not in eulaminate, areas. Importantly, the differences appear to be systematic, since the prominence of the deep layers in limbic areas gave way to even distribution of neurons in the upper and deep layers in adjacent eulaminate I areas, and led to higher cell density in the upper layers in the best delineated eulaminate II cortices (Fig. 4) . In this systematic sequence of laminar changes, granular layer IV was densest in eulaminate II areas, less dense in eulaminate I areas, rudimentary in dysgranular areas and absent in agranular areas. These systematic differences were accentuated by correlated differences in neurons positive for PV and CB, whose prevalence was comparable in eulaminate areas but lopsided in limbic cortices, where CB neurons outnumbered the PV by several-fold.
Further, the patterns we observed seem to extend to other cortices where laminar transitions have been identified, including the cingulate cortex of human and non-human primates (Zilles et al., 1986; Vogt et al., 1987 Vogt et al., , 1995 Hof and Nimchinsky, 1992; Nimchinsky et al., 1997 ), entorhinal cortex (Amaral et al., 1987 Tunon et al., 1992; Insausti et al., 1995; Mikkonen et al., 1997) , visual cortices (Leuba and Garey, 1989; Kondo et al., 1999) and some prefrontal areas Gabbott and Bacon, 1996b) . In all cases, the variations were concordant with differences in laminar definition in these areas [for a review see (Pandya et al., 1988) ].
Comparison with Related Studies
Detailed quantitative studies based on neuron counts and calcium binding proteins have previously been conducted for only a few prefrontal areas in a related primate species, Macaca fascicularis (Hendry et al., 1987; Condé et al., 1994; Gabbott and Bacon, 1996b) . Neuronal density estimates for areas 24 and 25 in M. mulatta in this study are comparable to those reported by Gabbott and Bacon (Gabbott and Bacon, 1996b) , who also used quantitative procedures, though our estimate for area 32 is lower. Similarly, our estimates for the density of CR and PV are comparable to their values, though our CB estimate is higher. The present data are also consistent with information provided in another study on the distribution of PV, CB and CR in areas 9, 46 and 11 (Condé et al., 1994) . Density estimates in the two studies appear to be comparable when converted to the same unit volume, at least for CB and PV, though their estimate for CR appears to be higher. Finally, our data are in agreement with differences in the prevalence of each of the calcium binding proteins (CBP) in different layers inside and outside the prefrontal cortex [e.g. (Condé et al., 1994 ; Gabbott and Bacon, 1996b; Glezer et al., 1998) ]. Quantitative variations in different studies may be attributed to several factors, including species differences in the prefrontal cortex of M. fascicularis and M. mulatta, and technical factors, such as differential shrinkage of the brain, antibody penetration, among others. Finally, having sampled either exclusively dysgranular areas (Gabbott and Bacon, 1996b) or exclusively eulaminate areas (Condé et al., 1994) using conventional statistics, no major regional differences were noted in the above studies.
The Cellular and Molecular Features of Different Types of Prefrontal Cortices May Have Their Roots in Development
How do the specific cellular and molecular features arise in different types of prefrontal cortices? The pattern of cellular proliferation, cell cycle duration, migration and neuronal elimination have fundamental roles in shaping the cortex [for reviews see (Sidman and Rakic, 1973; McConnell, 1991; Finlay and Darlington, 1995; Caviness et al., 1995) ] and may account for the distinct laminar profiles of limbic and eulaminate areas seen here. According to the estimates of Caviness et al. (Caviness et al., 1995) , in early cortical development cell cycle duration is longer and fewer cells migrate to the cortex, suggesting that the least densely populated limbic areas may complete their development before eulaminate areas. Our data also indicate that while cellular density was approximately equal in the deep layers in all prefrontal areas, there was a bias in the upper layers across areas, where the limbic areas were impoverished in comparison with the eulaminate ones. This evidence is consistent with a uniform onset of development of the cortex, in general, as suggested by Rakic et al. (Rakic et al., 1986) , and further suggests that the developmental epoch may be prolonged in eulaminate areas. The higher overall density in eulaminate areas can be explained by a higher density in layers IV, III and II, which are formed after the deep layers, according to the inside-out pattern of development of the cortex [for a review see ]. Our data suggest that neuronal migration may be particularly prolonged for lateral areas 46 and 8, affecting the upper layers (II and III), consistent with their formation at a time when more neurons migrate to the cortex (Caviness et al., 1995) . In addition, CB, which is found in abundance in limbic areas, shows a high level of expression in early prenatal development, and is significantly reduced during cortical maturation in primates (Hendrickson et al., 1991; Cao et al., 1996; Yan et al., 1997) . In contrast, the prevalence of PV positive neurons is low during early development and high during postnatal maturation (Hendrickson et al., 1991; Cao et al., 1996; Letinic and Kostovic, 1998) . Differential elimination of neurons during development may be an additional important process in sculpting the cortex [e.g. (Finlay and Slattery, 1983) ].
Functional Implications
The cellular and neurochemical distinction of eulaminate from limbic cortices has several implications for function. While the density of glia was similar among prefrontal cortices, in agreement with other studies (Garey and Leuba, 1986; Leuba and Garey, 1989) , agranular limbic areas had a higher ratio of glia to neurons than the eulaminate areas. A high ratio of glia to neurons has been associated with increased neuronal activity (Diamond et al., 1966; Szeligo and Leblond, 1977) . In fact, agranular limbic areas have widespread connections and may exercise a tonic inf luence on the neuraxis [for a review see (Barbas, 1995) ].
CB and PV May Preferentially Mark Parallel Cortical Systems
The differential distribution of CB and PV in prefrontal cortices is reminiscent of their preferential expression in two functionally distinct thalamic systems [for a review see (Jones, 1998) ]. In sensory relay nuclei of the thalamus, CB positive neurons constitute a distributed thalamocortical system projecting widely to the superficial cortical layers (Jones, 1998) . In contrast, PV positive neurons are prevalent in topographically specific sensory thalamic nuclei that project selectively to the middle layers of the cortex (Jones, 1998) . Unlike the thalamus, however, where CB and PV are expressed in projection neurons, in the cortex they label mostly, though not exclusively, interneurons [for reviews see (Jones, 1993; DeFelipe, 1997) ]. The best delineated eulaminate cortices project predominantly to the middle and deep layers of other cortices, like thalamic neurons that express PV. In contrast, limbic cortices, which are enriched in CB positive neurons, issue widespread projections terminating mostly in the superficial layers of eulaminate cortices (Barbas and Rempel-Clower, 1997) , akin to the thalamic neurons that express CB (Jones, 1998) .
It is generally accepted that CB labels pyramidal neurons in the cortex as well [for reviews see (DeFelipe, 1997; Hof et al., 1999) ]. Moreover, whereas the distribution of non-pyramidal CB positive neurons appears to be uniform among occipitotemporal cortices, the prevalence of CB positive pyramidal neurons varies widely, ranging from 5-10% in sensory association cortices to ∼50% of the total number in anterior temporal limbic cortices (Kondo et al., 1999) . The preponderance of CB positive neurons in prefrontal limbic areas is consistent with the latter study. Further studies are necessary to determine whether some CB positive pyramidal neurons in prefrontal limbic areas are projection neurons.
Prefrontal Architecture and Implications for Neuropathology
While prefrontal limbic and eulaminate cortices are similar in the prevalence of neurons with CBP in the upper layers, they differ markedly in their mode of connection (Barbas, 1986; Barbas and Rempel-Clower, 1997; Rempel-Clower and Barbas, 2000) . In limbic areas the deep layers are the principal sources and targets of corticocortical connections, whereas in eulaminate areas it is the upper layers that primarily issue and receive cortical connections (Barbas and Rempel-Clower, 1997) . This evidence suggests that activity levels and CBP are matched in eulaminate cortices, but are notably mismatched in limbic areas. The functional significance of this finding is based on the putative role of neurons with CBP to sequester, buffer and transport intracellular calcium [for reviews see (Baimbridge et al., 1992; Heizmann, 1992) ], essential processes for balancing excitation through inhibitory control (Sloviter, 1989; Freund et al., 1990; Sloviter et al., 1991) . Neurons positive for PV, CB and CR represent distinct subclasses of GABAergic interneurons in the cortex and may have a powerful inhibitory control on local circuits (Celio et al., 1986; DeFelipe et al., 1989; Hendry et al., 1989; Celio, 1990; Lewis and Lund, 1990; Hof and Nimchinsky, 1992; Williams et al., 1992; Lund and Lewis, 1993; Condé et al., 1994; Gabbott and Bacon, 1996a) . The mismatch in the focus of connections and prevalence of inhibitory neurons that have CBP and the capacity to buffer and sequester calcium may provide a clue as to why limbic areas have a predilection for epileptiform activity (Penfield and Jasper, 1954) .
The role of calcium binding proteins, however, is not restricted to calcium regulation, but extends to a wide variety of cellular activities, including cytoskeletal organization, cell cycle regulation and plasticity [for reviews see (Kater et al., 1988; Heizmann, 1992) ]. CB positive neurons appear to be preferentially affected in several cortical areas in patients with Alzheimer's disease (Ichimiya et al., 1988; Nishiyama et al., 1993) or frontal lobe dementia (Ferrer et al., 1993) . Limbic areas, which have the highest proportion of CB positive neurons, are the most severely affected in Alzheimer's disease (Hooper and Vogel, 1976; Hyman et al., 1984; Van Hoesen and Hyman, 1990; Vogt et al., 1990) . In contrast, neurons positive for CR, which show a more uniform distribution in the prefrontal cortex, are unaffected in Alzheimer's disease (Hof et al., 1993; Fonseca and Soriano, 1995; Leuba et al., 1998) . In addition, in lateral prefrontal areas of schizophrenic patients the density of CB positive neurons is greater than in normal controls (Daviss and Lewis, 1995) , as is the overall neuronal density (Selemon et al., 1998) .
In summary, prefrontal limbic and eulaminate cortices have distinct cellular and molecular features that may contribute to their distinct role in cognition, memory and emotions [for a review see (Barbas, 2000) ]. Further studies are necessary to determine whether different types of prefrontal cortices develop at a different rate, since that would render them vulnerable to insults occurring at different developmental epochs, and may help explain the varied symptomatology in diseases which have their roots in development, including schizophrenia, learning disabilities and some forms of epilepsy.
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