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Abstract
Wireless networks have become increasingly popular
and advances in wireless communications and electronics
have enabled the development of different kind of networks
such as Mobile Ad-hoc Networks (MANETs), Wireless Sen-
sor Networks (WSNs) and Wireless Sensor-Actor Networks
(WSANs). These networks have different kind of character-
istics, therefore new protocols that fit their features should
be developed. We have developed a simulation system to test
MANETs, WSNs and WSANs. In this paper, we consider the
performance behavior of two protocols: AODV and DSR
using TwoRayGround model and Shadowing model for lat-
tice and random topologies. We study the routing efficiency
and compare the performance of two protocols for differ-
ent scenarios. By computer simulations, we found that for
large number of nodes when we used TwoRayGround model
and random topology, the DSR protocol has a better perfor-
mance. However, when the transmission rate is higher, the
routing efficiency parameter is unstable.
1. Introduction
Wireless networks have become increasingly popular
and they can provide mobile users with ubiquitous com-
munication capability and information access regardless of
locations. Conventional wireless networks are often con-
nected to a wired network so that the Internet connections
can be extended to mobile users. This kind of wireless net-
work requires a fixed wireline backbone infrastructure. An-
other type based on radio to radio multi-hopping has nei-
ther fixed base stations nor a wired backbone infrastructure.
This kind of network is called Mobile Ad hoc NETwork
(MANET). A MANET can be seen as an autonomous sys-
tem or a multi-hop wireless extension to the Internet. As
an autonomous system, it has its own routing protocols and
network management mechanisms.
Recent advances in wireless communications and elec-
tronics have enabled the development of low-cost, low-
power, multi-functional sensor nodes that are small in size
and communicate in short distances. A sensor network
is composed of a large number of sensor nodes that are
densely deployed either inside the phenomenon or very
close to it. The position of sensor nodes need not be engi-
neered or predetermined. This allows random deployment
in inaccessible terrains or disaster relief operations. On the
other hand, this also means that sensor network protocols
and algorithms must possess self-organizing capabilities.
Although many protocols and algorithms have been pro-
posed for traditional wireless ad hoc networks, they are not
well suited for the unique features and application require-
ments of sensor networks. The differences between sensor
networks and ad hoc networks are: the number of sensor
nodes in a sensor network can be several orders of mag-
nitude higher than the nodes in an ad hoc network; sensor
nodes are densely deployed; sensor nodes are prone to fail-
ures; the topology of a sensor network changes very fre-
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quently; sensor nodes mainly use broadcast communica-
tion paradigm whereas most ad hoc networks are based on
point-to-point communications; sensor nodes are limited in
power, computational capacities, and memory.
Since large number of sensor nodes are densely de-
ployed, neighbor nodes may be very close to each other.
Hence, multihop communication in sensor networks is ex-
pected to consume less power than the traditional single hop
communication. One of the most important constraints on
sensor nodes is the low power consumption requirement.
Therefore, while traditional networks aim to achieve high
quality of service (QoS) provisions, sensor network proto-
cols must focus primarily on power conservation.
Recently, another class of wireless networks called dis-
tributed Wireless Sensor and Actor Networks (WSANs)
is emerging. WSAN are capable of observing the physi-
cal world, processing the data, making decisions based on
the observations and performing appropriate actions. In
WSANs, the phenomena of sensing and acting are per-
formed by sensor and actor nodes, respectively. However,
in some applications instead of actor nodes, integrated sen-
sor/actor nodes which include both sensing and acting units
can also be used. One of the examples of this kind of ap-
plication is the distributed robot system. In such system,
robots which have both sensing and acting capabilities func-
tion as integrated sensor actor nodes [1, 2].
Different from Wireless Sensor Networks (WSNs) where
the communication takes place between sensors and the
sink, in WSANs, new networking phenomenons called
sensor-actor and actor-actor communications may occur.
Sensor-actor communication provides the transmission of
event features from sensors to actors. After receiving event
information, actors need to communicate with each other in
order to perform the appropriate action on the event area.
Another aspect which should be considered for
MANETSs, WSNs and WSANs is the communication relia-
bility and congestion control. In traditional wired nets, one
reasonably supposes that communication paths are stable
along the transmission instances. This fact permits to use
the end-to-end approach to the design of reliable transport
and application protocols. The TCP works well because
of the stability of links. On the other hand, in MANETs,
WSNs and WSANs paths can change over time, because of
time-varying characteristics of links and nodes reliability.
These problems are important especially in a multi-hop sce-
nario, where nodes accomplish also at the routing of other
nodes’ packets.
In this paper, we study the behavior of two routing pro-
tocols: AODV and DSR using TwoRayGround and Shad-
owing radio models, and lattice and random topologies.
We compare the performance of two protocols based on
the concept of Routing Efficiency (RE). As a technique for
congestion control in our model, we use the packet repeti-
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Figure 1. WSAN architecture.
tion transmission. The repetition rate depends on a number
of other factors, first of all the bound on the signal distor-
tion perceived at the sink node. In our simulation system,
we consider a semi-automated architecture of the WSAN.
In this case, there is no need to develop sophisticated dis-
tributed algorithms to perform communication and coordi-
nation, and the architecture is similar with WSN applica-
tions. So, we concentrate more in the density of the number
of nodes in the network. We are extending now the simula-
tion system for the case of automated architecture.
The paper is organized as follows. In Section 2, we will
present WSAN architecture and the proposed simulation
system. In Section 3, we present routing protocols. In Sec-
tion 4, we discuss the RE concept. In Section 5, we show
the simulation results. Finally, the conclusions are given in
Section 6.
2. WSAN Architecture and Proposed Network
Simulation Model
In WSANs, the roles of sensor and actor nodes are to
collect data from the environment and perform appropriate
actions based on the collected data. As shown in Fig. 1, the
nodes are scattered in the sensor/actor field while the sink
which monitors the overall network is separated from the
sensor/actor field.
After sensors in the sensor/actor field detect a phe-
nomenon, they can transmit their readings to actor nodes
which can process all incoming data and initiate appro-
priate actions, or route data back to the sink which issues
action commands to actors. For this reason, WSAN have
two kind of architectures: automated architecture and semi-
automated architecture. These two architectures are given
in Fig. 2. and Fig. 3. Depending on the types of applica-
tions, one of these architectures may be used.
The advantage of the semi-automated architecture is that
there is no need to develop sophisticated distributed algo-
rithms to perform communication and coordination. More-
over, this is similar to the architecture already used in WSN
applications. While, in automated architecture, the infor-
mation sensed is conveyed quickly from sensors to actors,
since they are close to each other and the latency can be
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ture.
minimized. Also, the automated architecture has low en-
ergy consumption and long network lifetime compared with
semi-automated architecture, but the communication and
coordination mechanisms are needed.
In general, WSAN can be seen as a combination of WSN
and MANETs. Sensor nodes are typically less mobile,
more limited in capabilities, and more densely deployed
than nodes in MANETs. In this paper, we propose and im-
plement a network simulation model as shown in Fig. 4.
We are considering the semi-automated architecture, thus
we are concentrated more on the density of the number of
nodes. The sensor node model is shown in Fig. 5. The chan-
nel 1 is used for neighbor nodes communication and chan-
nel 2 for communication between present node and event
node.
In our simulation model, every node detects the physical
phenomenon and the actor node is more powerful than sen-
sor nodes. This model can be used for remote monitoring
of hazard or inaccessible areas [3]. We analyze the perfor-
mance of the network in a fixed time interval, τ . This can
be considered as the available time for the detection of the
phenomenon and its value is application dependent.
So far two types of topologies has been studied: the ran-
dom and lattice deployments. In the former, nodes are sup-
posed to be uniformly distributed inside, while in the lat-
ter nodes are vertexes of particular geometric shape, e.g. a
square grid. In this case, in order to guarantee the connect-
edness of the network we should set the transmission range
of every node to the step size, d, which is the minimum dis-
tance between two rows (or columns) of the grid. In fact, by
this way the number of links that every node can establish is
4 (the node degree is D = 4). By using Cooper’s theorem
[4] along with some power control techniques, one could
use also D = 21. However, we assume all nodes to be equal
and then the degree is fixed to 4. Nodes at the borders have
D = 2.
1By using the theorem in [4], we can say that a simple 2 regular network
[5] is almost surely strongly 2 connected.
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2.1 Sensor Node and Phenomenon Model
In order to simulate the detection of a natural event, we
used the libraries from Naval Research Laboratory (NRL)
[6]. In this framework, a phenomenon is modeled as a wire-
less mobile node. The phenomenon node broadcasts pack-
ets with a tunable synchrony or pulse rate, which represents
the period of occurrence of a generic event2. These libraries
provide the sensor node with an alarm variable. The alarm
variable is a timer variable. It turns off the sensor if no event
is sensed within an alarm interval. In addition to the sensing
capabilities, every sensor can establish a multi-hop commu-
nication towards the Monitoring Node (MN) by means of a
2As a consequence, this model is for discrete events. By setting a suit-
able value for the pulse rate, it is possible in turn to simulate the continuous
signal detection such as temperature or pressure.
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particular routing protocol. This case is the opposite of the
polling scheme. We used two kind of reactive protocols:
AODV and DSR.
Sensor node is composed of sensor function model and
power model. The sensor function model consists of sensor
channel and wireless channel. In the wireless channel is
included the physical layer, MAC layer and Network layer.
To build the sensor function model, we integrated the sensor
protocol stack with the wireless protocol stack.
We assume that the MAC protocol is the IEEE 802.11
standard. This serves us as a baseline of comparison for
other contention resolution protocols. The receiver of ev-
ery sensor node is supposed to receive correctly data bits if
the received power exceeds the receiver threshold, γ. This
threshold depends on the hardware3. As reference, we se-
lect parameters values according to the features of a com-
mercial device (MICA2 OEM). In particular, for this device,
we found that for a carrier frequency of f = 916MHz and a
data rate of 34KBaud, we have a threshold (or receiver sen-
sitivity) γ|dB = −118dBm [7]. The calculation of the phe-
nomenon range is not yet optimized and the phenomenon
propagation is assumed to follows the propagation laws of
the radio signals.
2.2 Radio Model and Transmission Power
Two main phenomena affect the received power at a cer-
tain distance. The first one is the free space propagation
of electromagnetic waves. These in turn can be reflected
by surrounding objects and terrain as well, and in general
are attenuated with the distance according to a power law
relation. The second one accounts for the fact that sur-
rounding clutters may be different at two different loca-
tions, and then the received power is in general different
even if the transmitter-receiver separation is constant. It is
the so called Shadowing or large-scale path loss, in con-
trast with its counterpart, the small-scale path loss or fad-
ing which accounts for impairments due to time-frequency
variations of the radio channel. Measurements within real
WSN, MANETs and WSANs demonstrate that these varia-
tions are of concern. However, the right model of the radio
randomness strongly depends on the radio environment as
well as the transmitter characteristics.
The Shadowing model assumes that the received node
power is:
Pr(d)|dB = Pt|dB − β0 − 10α log
„
d
d0
«
| {z }
deterministic part
+ SdB|{z}
random part
(1)
where β0 is a constant. The term SdB is a random variable,
which accounts for random variations of the path loss. This
3Other MAC factors affect the reception process, for example the Car-
rier Sensing Threshold (CST) and Capture Threshold (CP) of IEEE.802.11
used in NS-2.
variable is also known as log-normal Shadowing, because it
is supposed to be Gaussian distributed with zero mean and
variance σ2dB, that is SdB ∼ N (0, σ2dB). Given two nodes,
if Pr > γ, where γ is the hardware-dependent threshold,
the link can be established. The case of σ = 0, α = 4,
d > d0 is also called the TwoRayGround model and it is
a deterministic model [8]. In this work, we will use both
Shadowing and TwoRayGround radio models.
2.3 Lattice and Random Networks
2.3.1 Lattice Network
D = 2 guarantees a connected network. It should be
noted this condition does not consider the quality of an in-
dividual link, generally measured by the Signal-to-Noise
Ratio (SNR) and/or the Bit Error Probability (BER). In
other words, from a communication point of view, two
nodes can be inside their radio range, but the BER can
be very low. This means that the BER does not corre-
late with the distance. The reason of this fact is that in
WSNs and WSANs the background noise, the multipath
propagation, the imperfections of hardware and the vari-
ance of battery power cannot be neglected. Here, we as-
sume that the packet losses are caused by the shared ac-
cess to the radio medium by several nodes. Thus, it suf-
fices to guarantee a value of Prob(D ≥ 2) as close as pos-
sible to 1. To this aim, the link between any two nodes
is a Bernoullian random variable with a certain probabil-
ity p. If we consider only the closest neighbors, we have
that Prob(D ≥ 2) ≥ ∑2≤k≤4 (Nk )pk (1− p)N−k. For
p = 0.95, Prob(D ≥ 2) ≈ 0.9995. Thus, based on the grid
step d and Eq. (1), we can set the maximum transmission
range by solving p = Prob {Pr(d)|dB > γ|dB} = 0.95. It
is straightforward to show that:
Pt(d)|dB =
h
10α log10 d + γ|dB − erfc−1(2p)
p
(2)σ
i
+ β0 , (2)
where erfc−1 is the inverse of the standard error function.
This formula provides the transmission power of each node,
given a transmission range and a probability or rate of cov-
erage p. An obvious effect of the Shadowing is the random
coverage of the transmission range of each node. We will
have different received powers in different directions. Con-
sequently, the real coverage radius is not constant as in the
ideal isotropic radiation case.
2.3.2 Random Networks
In the case of random networks, we suppose that the co-
ordinates in the Euclidean plane of every node are random
variables uniformly distributed in the interval [0, L]× [0, L].
To take into account the Shadowing effects, we shall mod-
ify the formula of the transmission range. In particular, by
giving the following definition,
ζ 
(
ln(10)σ
10α
)2
, (3)
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Table 1. Topology settings.
Lattice
Step (m) d = L√
N−1
Service Area Size (m2) L2 = (800x800)
Number of Nodes N ∈ {16, 64, 256}
Transmission Range (m) r0 = d
Random
Density (nodes/m2) ρ ∈ {25 · 10−6,2 · 10−4}
Transmission Range (m) r0 = 180
Table 2. Radio model and system parameters.
Radio Model Parameters
Path Loss Coefficient α = 2.7
Variance σ2dB = 16 dB
Carrier Frequency 916 MHz
Antenna omni
Threshold (Sensitivity) γ = −118 dB
Other Parameters
Reporting Frequency Tr = [0.1, 1000] pps1
Interface Queue Size 50 packets
UDP Packet Size 100 bytes
Detection Interval τ 30 s
1 packet per seconds
we have that the transmission range is:
r0 ≥
√√√√ ln
(
lnP (conn)
−ρA
)
−πρe2ζ , (4)
where P (conn) is the connectivity probability and A is the
physical area of the network. The Eq. (4) makes use of
the fact that the distribution of nodes in the plane is a 2-
dimensional Poisson process with intensity ρA. However,
given the equality of variance and mean in the Poisson pro-
cess, we use this formula also for the uniform distribution
of nodes. Accordingly, the transmission power is set as:
Pt = γβ0rα0 ,
where r0 is computed by Eq. (4). In fact, we compute r0 for
the lowest ρ only. For example, for ρ = 25 · 10−6nodes/m2
and P (1 − conn) = 0.4, we have r0 = 180m, as shown
also in Table 1. Then, we use the same r0 also for ρ > 25 ·
10−6. It is worth noting that P (1− conn) = 0.4 is enough
to guarantee on average a “practically” connected network,
i.e. then number of sensor nodes which are isolated can be
neglected. The radio model parameters are listed in Table
2.
T0r
f()
Tr WSN
Target event−reliability
Event−reliability
Figure 6. Representation of the transport
based on the event-reliability.
2.4 Interference
In general, in every wireless network the electromag-
netic interference of neighboring nodes is always present.
The interference power decreases the SNR at the intended
receiver, which will perceive a lower bit and/or packet er-
ror probability. Given a particular node, the interference
power depends on how many transmitters are transmitting
at the same time of the transmission for the given node. In a
WSN, since the number of concurrent transmissions is low
because of the low duty-cycle of sensors, we can neglect
the interference. In other words, if we define duty-cycle as
the fraction between the total time of all transmissions of
sensor data and the total operational time of the net, we get
always a value less than 0.5. In fact, the load of each sensor
is  1 because sensors transmit data only when an event is
detected [9]. However, it is intuitive that in a more realis-
tic scenario, where many phenomena trigger many events,
the traffic load can be higher, and then the interference will
worsen the performance with respect to that we study here.
Consequently, we can fairly say that the results we get here
should be considered as an upper bound on the system per-
formance with respect to more realistic scenarios.
2.5 Event Detection and Transport
Here, we use the data-centric model similar to [10],
where the end-to-end reliability is transformed into a
bounded signal distortion concept. In this model, after sens-
ing an event, every sensor node sends sensed data towards
the sink node and the sink node communicate with the actor
node to carried out the action. The transport used is a UDP-
like transport, i.e. there is not any guarantee on the delivery
of the data. While this approach reduces the complexity of
the transport protocol and well fit the energy and computa-
tional constraints of nodes, the event-reliability can be guar-
anteed to some extent because of the spatial redundancy.
The node transmits data packets reporting the details of the
detected event at a certain transmission rate4. The setting of
this parameter, Tr, depends on several factors, as the quanti-
zation step of sensors, the type of phenomenon, and the de-
sired level of distortion perceived at the actor node. In [10],
4Note that in the case of discrete event, this scheme is a simple packet
repetition scheme.
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the authors used this Tr as a control parameter of the over-
all system. For example, if we refer to event-reliability as
the minimum number of packets required at sink node in or-
der to reliably detect the event, then whenever the sink node
receives a number of packets less than the event-reliability,
it can instruct sensor nodes or actor nodes to use a higher
Tr. This instruction is piggy-backed in dedicated packets
from the sink node. This system can be considered as a
control system, as shown in Fig. 6, with the target event-
reliability as input variable and the actual event-reliability
as output parameter. The target event-reliability is trans-
formed into an initial T 0r . The control loop has the output
event-reliability as input, and on the basis of a particular
non-linear function f(·), Tr is accordingly changed. We do
not implement the entire control system, but only a simpli-
fied version of it. For instance, we vary Tr and observe the
behavior of the system in terms of the mean number of re-
ceived packets. In other words, we open the control loop
and analyze the forward chain only.
3. Routing Protocols
3.1 Proactive and Reactive Routing Protocols
Reactive routing protocols, such as the Dynamic Source
Routing (DSR) and Ad-hoc On-demand Distance Vector
(AODV) routing protocols, are source-initiated on-demand
routing protocols. These types of routing protocols create
routes only when requested by the source node. When a
node requires a route to a destination, it initiates a route
discovery process within the network. This process is com-
pleted once a route is found or all possible route permuta-
tions have been examined. Once a route is established, it
is maintained by a route maintenance procedure either until
the destination becomes inaccessible along every path from
the source or until the route is no longer needed. This ap-
proach can adjust quickly to route changes and does not in-
troduce overhead for periodic control messages when routes
are cached or when the network is idle. However, discover-
ing a new route from scratch on demand is costly and bad
routes are detected at the cost of packet drops.
Proactive routing protocols, such as the Destination-
Sequenced Distance-Vector (DSDV), the Topology Broad-
cast Based on Reverse-Path Forwarding (TBRPF) routing
protocols, Optimized Link State Routing (OLSR), maintain
up-to-date routing information using periodic control mes-
sages. Therefore, proactive routing protocols are ready to
exchange packets at anytime. Each node using a proac-
tive routing algorithm maintains one or more tables to store
routing information and responds to changes in network
topology by propagating updates throughout the network to
maintain a consistent view of the network. The areas in
which different protocols vary are the number of necessary
routing-related tables and the methods by which nodes dis-
seminate changes in network structure.
3.2 AODV and DSR Routing Protocols
We are aware of many proposals of routing protocols for
ad-hoc networks. Here, we consider reactive protocols such
as AODV and DSR. The AODV and DSR build up a route
only when it is needed, i.e. when a node has data to send
[11]. In AODV and DSR, there are two phases: Route Re-
quest (RREQ) and Route maintenance. The RREQ phase
is accomplished by means of broadcast messages to neigh-
bor nodes. In AODV, the destination node chooses one
among all possible discovered routes. While in DSR, the
source node can learn multiple routes towards the destina-
tion. AODV maintains per destination routing tables, while
DSR contains multiple routes cache entries for each destina-
tion. Moreover, in DSR there is not any mechanism to check
whether a cached routed has become staled. For AODV pro-
tocol, it is expected that the impact of radio link dynamics is
minimal, because of the multi-round mechanism. However,
the performance also depends on the infrastructure.
4. Routing Efficiency
In this section, we introduce the concept of RE, We
consider that after a sensor node detects the physical phe-
nomenon, it sends the packets to the sink node via a rout-
ing protocol. Then the sink node communicate with actor
node to carry out an appropriate action. The ability to trans-
mit packets for different protocols is different. Also, the
RE of a protocol is affected by many network parameters
such as wireless transmission radio model, network topol-
ogy, and transmission frequency. In order to compare the
performance of different protocols, we consider the same
simulation environment. For our system, we used TwoRay-
Ground and Shadowing radio models and lattice and ran-
dom topologies.
We defined the RE parameter as the ratio of sent pack-
ets from sensing node with sent packet by routing protocol.
Thus:
RE(τ) =
Nsent(τ)
Nrouting(τ)
(5)
where Nrouting(τ) is the number of sent packets by rout-
ing protocol, and Nsent(τ) is the number of sent packets
by sensor or actor nodes. These quantities are computed
in a time interval of τ seconds. For the same simulation
time, when RE value is high, the protocol routing efficiency
is better. Considering Eq.(5), when Nsent(τ) value is in-
creased and the Nrouting(τ) value is decreased, the RE is
increased. The number of sent packets by sensor node or ac-
tor nodes is higher than the number of packet sent by routing
protocol. For this reason, the RE function is an increasing
function as shown in Fig. 7. The RE is proportional to the
transmission rate.
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5. Simulation Results
In this section, we present the simulation results. We
simulated the network by means of NS-2 simulator with
the support of NRL libraries. Since the number of sched-
uler events can be very high, we applied a patch against the
scheduler module of NS-2 in order to speed up the simula-
tion time. For each routing protocol, the sample results of
Eq.(5) are computed over 20 simulation runs, and they are
plotted in Fig. 7 to Fig. 12.
In Fig. 7 are shown the results of lattice topology, when
we used AODV protocol and TwoRayGround radio model.
When the number of nodes is increased, the number of
routes is increased, thus the searching time to find a route
for AODV also is increased. When the number of nodes is
256, the RE of AODV is the worst in our simulation. In
Fig. 8, we show the results for the case of Shadowing radio
model. The RE in the case of 12 and 256 nodes compared
with TwoRayGround model is higher. While for 64 and
100 nodes is a little bit lower. This is because the transmis-
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TwoRayGround model in lattice topology.
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Figure 10. Sample averages of RE for DSR
and Shadowing model in lattice topology.
sion range of Shadowing is not regular like TwoRayGround
model.
In the case of the DSR when we used lattice topology and
TwoRayGround model as shown in Fig. 9, with increase of
the number of nodes the RE is also decreased. However,
comparing with AODV in Fig. 7 for the same time interval
and for the same number of nodes, the RE of DSR is bet-
ter. For instance, looking to the simulation results, when the
number of nodes is 12, Tr=10, the RE of AODV is 8, while
for DSR the RE is 11. When there are 256 nodes, the RE of
AODV is 0.1, but the RE of DSR is 0.5. For Tr=100, when
the number of nodes is 12, the RE of AODV is 50, while
the RE of DSR is 100. When the number of nodes is 12 and
256, the RE of DSR is better than AODV. However, for 12
nodes, the RE of DSR shows fluctuations.
In Fig. 10, we show the simulation results for DSR
when we consider the lattice topology and Shadowing ra-
dio model. If we compare these results with AODV for
TwoRayGround model (Fig. 8), in the case of 256 nodes,
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the RE of DSR is better than AODV. However, when num-
ber of nodes is small the RE of AODV is better than DSR.
In Fig. 11 and Fig. 12, we show the simulation results
for random topology and TwoRayGround model consider-
ing AODV and DSR protocols. If we compare Fig. 7 with
Fig. 11 (in this case we compare lattice and random topolo-
gies), the RE of random topology is better that lattice topol-
ogy. If we compare Fig. 11 and Fig. 12 (in this case we
compare AODV and DSR for TwoRayGround model), DSR
has better performance than AODV.
6. Conclusions
In this work, we presented a simulation system for
WSANs. We considered the case of semi-automated archi-
tecture. Our goal is to find the trade-off relations between
different scenarios based on the density of the number of
nodes, topologies, radio models and protocols.
In this paper, we considered the performance behavior of
two protocols: AODV and DSR using TwoRayGround and
Shadowing models for lattice and random topologies. We
study the routing efficiency and compare the performance
of two protocols for different scenarios. By computer sim-
ulations, we found that for large number of nodes when
we used TwoRayGround model and random topology, the
DSR protocol has a better performance. However, when the
transmission rate is higher, the routing efficiency parameter
is unstable.
Using the data from our simulation system, we would
like to build a testbed to test real protocols. Also, we are
working to implement new protocols for WSANs.
In the future, we would like to carry out more extensive
simulations to evaluate the RE also for other protocols. We
are extending now the simulation system for automated ar-
chitecture of WSANs.
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