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1. Introduction
The real line  as well as the Khalimsky line Z [1] are connected topological spaces but the removal of any one of the
points of  or Z leaves the space disconnected. Such points are called cut points.
The study related to cut points may not be interesting in every connected topological space. Connectedness and com-
pactness are powerful tools in topology but they have many dissimilar properties. The concept of Hausdorffness is almost an
integral part of compactness. Investigations into the properties of cut points of topological spaces which are connected, com-
pact and Hausdorff date back to the 1920’s. Connectedness together with compactness with the assumption of Hausdorffness
has been studied by Whyburn [5] from the view point of cut points. H-closedness is a weaker form of compactness. To de-
ﬁne H-closedness a topological space is assumed to be Hausdorff. It is well known that a Hausdorff topological space is
H-closed iff every open cover of X has a ﬁnite subcollection such that the closures of the members of that subcollection
cover X . This characterization of H-closedness has given rise to another concept which is also weaker than compactness but
no separation axiom is assumed (see [4]). A topological space X is H(i) if every open cover of X has a ﬁnite subcollection
such that the closures of the members of that subcollection cover X . Since many connected topological spaces including the
Khalimsky line are not Hausdorff (the Khalimsky line is just T1/2 [2,3]), the concept of H(i) spaces as a generalization of
compactness, should be worth investigating in connected topological spaces from the view point of cut points.
Throughout, all topological spaces are assumed to be non-degenerate i.e., contain at least two points.
In this paper, we investigate the properties of H(i) connected topological spaces from the view point of cut points.
Notation, deﬁnitions and preliminaries are given in the Section 2. The main results of the paper appear in Sections 3 and 4.
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states that a non-degenerate H(i) connected topological space has at least two non-cut points. In an H(i) connected space,
each component of the complement of a cut point contains a non-cut point. Many other properties related to cut points are
obtained for H(i) connected topological spaces.
As mentioned above, every H(i) connected topological space contains at least two non-cut points. In Section 4, there
are two main results about H(i) connected spaces with exactly two non-cut points. Such spaces are shown to be connected
ordered topological spaces (COTS) of [3].
2. Notation, deﬁnitions and preliminaries
For notation and deﬁnitions, we shall mainly follow [1]. For completeness, we have included some of the standard
notation and deﬁnitions. By a space, we shall mean a topological space containing at least two points.
For a subset H of a space X , H− and Ho will denote the closure and interior of H , respectively. For H ⊂ Y ⊂ X , clY H will
denote the closure of H in Y . If x ∈ X is such that {x} is closed, we say that x is a closed point of X . A space is called T1/2 if
every singleton set is either open or closed. A space X is called H(i) if every open cover of X has a ﬁnite subcollection such
that the closures of the members of that subcollection cover X . A point x of a space X is called a cut point if there exists a
separation of X − {x}. If A|B form a separation of a space X , then we say that each one of A and B is a separating set of X .
ct X will be used to denote the set of all cut points of a space X . For x ∈ ct X , a separation A|B of X − {x} will be denoted
by Ax|Bx if the dependence of the separation on x is to be speciﬁed. A∗x will be used for the set Ax ∪ {x}. Further, in this
situation, for a point a ∈ X − {x}, Ax(a) will be used to denote the separating subset of X − {x} containing a. A∗x(a) will be
used for the set Ax(a)∪ {x}. A connected space with X = ct X is called a cut point space. Let a,b ∈ X . A point x ∈ ct X −{a,b},
is said to be a separating point between a and b if for some separation Ax|Bx of X − {x}, we have a ∈ Ax and b ∈ Bx or
conversely. S(a,b) will be used to denote the set of all separating points between a and b. If we adjoin the points a and b
to S(a,b), then the new set will be denoted by S[a,b]. A space X is called a space with endpoints if there exist a and b in
X such that X = S[a,b].
By the deﬁnition of a cut point x of a space X , there exists a separation A|B of X − {x}. But the separation need not be
unique. To obtain a unique separation, a condition on the separating sets of X − {x} needs to be imposed. That gives rise to
a concept stronger than that of a cut point, referred to as strong cut point in [3]. A point x of a space X is called a strong
cut point if the separating sets of X − {x} are connected. A connected ordered space (COTS) is deﬁned in [3] as a connected
space with the property: if Y is a three-point subset of X , then there is a point y in Y such that Y meets two connected
components of X − {y}.
We need to use Lemma 2.2(a) of [3]. It is stated below using our notation.
Lemma 2.1. (See [3].) The following hold in a connected space X.
(i) Let Y be a connected subset of X and H a separating subset of X − Y . Then Y ∪ H is connected, thus in particular
(ii) for x ∈ ct X, A∗x is connected.
3. H(i) connected spaces and cut points
Lemma 3.1. Let x be a cut point of a connected space X. Then {x} is open, in which case Ax is closed, or {x} is closed and Ax is open. In
either case, Ax ⊂ (A∗x)o; that is, each point of A∗x other than x is an interior point of A∗x .
Proof. We ﬁrst follow the proof of Lemma 2.8 of [3] to show that if x is a cut point of X , then {x} is open or closed. If A, B
are a separation of X − {x}, then in X , A− ⊂ X − B = A ∪ {x} and B− ⊂ X − A = B ∪ {x}. Next notice that x ∈ A− ⇒ x ∈ B− ,
for if x ∈ A− − B− , then A− = A ∪ {x} and B− = B , so A ∪ {x}, B are a separation of X , contradicting that X is connected.
Similarly, x ∈ B− ⇒ x ∈ A− , so x ∈ A− ⇔ x ∈ B− .
Thus if x ∈ A− , then {x} ⊂ A− ∩ B− ⊂ {x}, so {x} is closed; also in this case, B− = B ∪ {x} = X − A, so A is open, and
similarly B is open. If x /∈ A− , then x /∈ B− , so X −{x} = A− ∪ B− , is a closed set, thus {x} is open; also in this case, A− = A,
so A is closed, and similarly B is closed.
Now suppose y ∈ A∗x − {x} = Ax . Then letting A = Ax , and B = Bx above, we have that if x /∈ A− then A∗x = X − Bx is
open, so y ∈ (A∗x)o; if x ∈ A− , then y ∈ (Ax)o ⊂ (A∗x)o . This completes the proof. 
Lemma 3.2. For a connected space X, if ς is a chain of members of the form A∗x , x ∈ ct X covering X, then for each A∗x ∈ ς , there exists
A∗y ∈ ς such that y 
= x and x ∈ A∗y .
Proof. Suppose that there is some A∗x ∈ ς such that x /∈ A∗y for all A∗y ∈ ς , y 
= x. Then A∗x 
⊂ A∗y for all A∗y ∈ ς, y 
= x. Since
ς is a chain, A∗y ⊂ A∗x for all A∗y ∈ ς , y 
= x. Thus X = A∗x . This implies that X − {x} = Ax , which is not possible. Hence the
result holds. 
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of ς also cover X.
Proof. Let y ∈ X . Then y ∈ A∗x for some A∗x ∈ ς . If y 
= x, then y ∈ Ax . Now, by Lemma 3.1, y ∈ (A∗x)o . If y = x, then by
Lemma 3.2, there exists A∗z ∈ ς such that z 
= x and x ∈ A∗z . Again by the use of Lemma 3.1, x ∈ (A∗z )o . This shows that the
interiors of members of ς also cover X . 
Theorem 3.4. Every H(i) connected space has at least two non-cut points.
Proof. Let X be an H(i) connected space. Suppose to the contrary. Then X − ct X has at most one element. Therefore there
exists some a ∈ X such that X − {a} ⊂ ct X . The collection ς = {A∗x(a) | x ∈ X − {a}} is a partially ordered set with respect
to the set inclusion. By the Hausdorff Maximal Principle, there exists a maximal chain, say, α in ς . Clearly members of
the chain are proper subsets of X . Also they are connected by Lemma 2.1(ii). Let W be the union of the members of α.
W is a connected subset of X as α is a chain. Suppose there exists y ∈ X − W . Then y 
= a, as a ∈ W . So y is a cut point
of X . Therefore X − {y} = Ay(a) ∪ B y . Since W is connected and a ∈ W , W ⊂ Ay(a). Thus we get a chain α ∪ {A∗y(a)} in ς
containing α properly. This proves that X = W .
Now using Lemma 3.3, the interiors of members of the chain α also cover X . But X is H(i). So the closure of the union
of the interiors of ﬁnitely many members of α equals X . Since α is a chain, we have X = (A∗p(a))o− for some A∗p(a) ∈ α.
This implies that X = ((A∗p)(a))− . {p} is either closed or open by Lemma 3.1.
Case (i): {p} is closed. By Lemma 3.1, Bp is open in X , therefore X − Bp = A∗p(a) is closed. So X = (A∗p)(a) which is not
possible.
Case (ii): {p} is open. Then Ap(a) is closed by Lemma 3.1. Therefore X = (Ap(a) ∪ {p})− = (Ap(a)) ∪ ({p})− . This implies
that there exists t ∈ X − (Ap(a)∪ {p}) such that t is a closure point of {p}. Since t 
= a, t is a cut point of X . Therefore {t} is
either closed or open by Lemma 3.1. If {t} is open, then {t} ∩ {p} = φ implies that t is not a closure point of {p}. Thus {t}
is closed. Also (A∗p)(a) ⊂ X − {t}. So (A∗p)(a) ⊂ At(a) as (A∗p)(a) is connected (by Lemma 2.1(ii)) and a ∈ (A∗p)(a). Therefore
X = (At(a) ∪ {t})− = ((A∗t )(a))− . Since {t} is closed, proceeding as in Case (i), X = (A∗t )(a), which is not possible. 
A contradiction in both cases proves that X has at least two non-cut points.
Corollary 3.5. A cut point space is always non-H(i).
Lemma 3.6. Let X be an H(i) space, x ∈ X and A a subset of X .
(i) If A is H(i), then A ∪ {x} is H(i).
(ii) If A is open in X, then A− is H(i).
(iii) If A is closed and open in X − {x} and {x} is either open or closed in X, then A ∪ {x} is H(i).
Proof. (i) Let Y = A ∪ {x}. Since for an open cover ζ = {Gλ: λ ∈ Υ } of Y in Y , {Hλ = Gλ ∩ A: λ ∈ Υ } is an open cover of A
in A, and A is H(i), therefore there exist λ1, λ2, . . . , λn ∈ Υ such that A =⋃{clA Hλi: i = 1,2, . . . ,n}. For each λ, clA Hλ ⊂
clY Hλ ⊂ clY Gλ . So A ⊂⋃{clY Gλi: i = 1, . . . ,n}. Now choosing Gλ0 ∈ ζ containing x, A ∪ {x} =⋃{clY Gλi: i = 0,1, . . . ,n}.
(ii) To show that A− is H(i), let {Gλ: λ ∈ Υ } be an open cover of A− in A− . Then A− =⋃{Gλ: λ ∈ Υ }. As each Gλ is
open in A− , we can write Gλ = Hλ ∩ A− for some Hλ open in X . Therefore A− ⊂⋃{Hλ: λ ∈ Υ }. Let B = X − A− . Then
B is open in X and X =⋃{Hλ: λ ∈ Υ } ∪ B . Let Ht = B and Υ ′ = {t} ∪Υ . Since X is H(i), X =⋃{(Hλi)−: i = 1,2, . . . ,n} for
some λ1,λ2, . . . , λn ∈ Υ ′ . Therefore A =⋃{(Hλi)− ∩ A: i = 1,2, . . . ,n}. So A ⊂⋃{(Hλi ∩ A)−: i = 1,2, . . . ,n} as A is open
in X . This implies that A ⊂⋃{(Hλi ∩ A−)−: i = 1,2, . . . ,n} and therefore A ⊂⋃{(Gλi)−: i = 1,2, . . . ,n}. Since A ∩ B = φ
and A is open in X , A ∩ B− = φ. Therefore we can suppose that t /∈ {λ1, λ2, . . . , λn}. This implies that A− =⋃{(Gλi)− ∩ A−:
i = 1,2, . . . ,n} and so A− =⋃{cl−A (Gλi): i = 1,2, . . . ,n}. This proves that A− is H(i).
(iii) Case I: {x} is closed. X − A ∪ {x} = (X − {x}) − A being open in X − {x} is open in X , so A ∪ {x} is closed in X . Thus
A ∪ {x} = (A ∪ {x})− = A− ∪ {x}− = A− ∪ {x}. Now using (i) and (ii) A ∪ {x} is H(i).
Case II: {x} is open. Then X − A ∪ {x} = (X − {x}) − A being closed in X − {x} is closed in X , so A ∪ {x} is open in X .
Let ζ = {Gλ: λ ∈ Υ } be an open cover of A ∪ {x} in A ∪ {x}. This implies that A ∪ {x} =⋃{Gλ: λ ∈ Υ } and each Gλ being
open in A ∪ {x} is open in X . Let B = (X − {x}) − A. Then X − B ∪ {x} = (X − {x}) − B = A being closed in X − {x} is closed
in X , so B ∪ {x} is open in X . Now X = (A ∪ {x}) ∪ (B ∪ {x}) =⋃{Gλ: λ ∈ Υ } ∪ (B ∪ {x}). Let Gt = B ∪ {x} and Υ ′ = {t} ∪ Υ .
Now X =⋃{Gλ: λ ∈ Υ ′}. Since X is H(i), X =⋃{(Gλi)−: i = 1,2, . . . ,n} for some λ1, λ2, . . . , λn ∈ Υ ′ . Therefore A ∪ {x} =⋃{(A ∪ {x}) ∩ ((Gλi)−): i = 1,2, . . . ,n}. If t /∈ {λ1, λ2, . . . , λn}, then A ∪ {x} =⋃{(clA∪{x} Gλi): i = 1,2, . . . ,n}. Otherwise we
can suppose that t = λn . Now it can be seen that A ∪ {x} =⋃{(clA∪{x} Gλi): i = 1,2, . . . ,n− 1} ∪ (clA∪{x}{x}). Choose Gλ0 ∈ ζ
containing x. Thus A ∪ {x} =⋃{(clA∪{x} Gλi): i = 0,1, . . . ,n − 1}.
Hence A ∪ {x} is H(i) in both cases. 
Theorem 3.7. Let X be an H(i) connected space and x ∈ ct X. Then A∗x has at least two non-cut points in A∗x .
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least two non-cut points in A∗x . 
Lemma 3.8. Let X be a connected space and x ∈ ct X. Let y be a non-cut point of A∗x in A∗x and y 
= x. Then y is a non-cut point of X .
Proof. Since y is a non-cut points of A∗x in A∗x , A∗x − {y} is connected. By Lemma 2.1(ii), B∗x is connected. Therefore
(A∗x − {y}) ∪ B∗x is connected. But X − {y} = (A∗x − {y}) ∪ B∗x , so X − {y} is connected. Thus y is a non-cut point of X . 
Theorem 3.9. Let X be an H(i) connected space and x ∈ ct X. Then Ax contains a non-cut point of X .
Proof. By Theorem 3.7, A∗x has at least two non-cut points in A∗x . Now, using Lemma 3.8, Ax contains a non-cut point
of X . 
Theorem 3.10. Let X be an H(i) connected space. Then there is no proper connected subset of X containing X − ct X.
Proof. By Theorem 3.4, X − ct X 
= φ. Let Y be a proper connected subset of X containing X − ct X and x ∈ X − Y . Since
X − Y ⊂ ct X , x is a cut point of X . So X − {x} = Ax ∪ Bx . Since Y ⊂ X − {x} is connected, we can suppose that Y ⊂ Ax . By
Theorem 3.9, Bx contains a non-cut point of X . So Bx ∩ (X − ct X) 
= φ. But X − ct X ⊂ Y , therefore Y ∩ Bx 
= φ. This implies
that Ax ∩ Bx 
= φ which is not possible. This completes the proof. 
Remark 3.11. Theorem 3.10 can be stated in the following form: If X is an H(i) connected space and Y is a connected subset
of X with Y ∪ ct X = X , then Y = X .
Theorem 3.12. Let X be an H(i) connected space such that ct X 
= φ . Then there is a two point disconnected subspace {a,b} of X such
that X − {a,b} is connected.
Proof. Let x ∈ ct X . By Theorem 3.7, A∗x has at least two non-cut points in A∗x . Let a be a non-cut point of A∗x other than x.
Then A∗x − {a} is connected and a ∈ Ax . Similarly, there exists b ∈ Bx such that B∗x − {b} is connected. Now (A∗x − {a}) ∪
(B∗x − {b}) is connected. Therefore X − {a,b} is connected. By an application of Lemma 3.1, {a,b} is disconnected. This
completes the proof. 
Corollary 3.13. Let X be an H(i) connected space such that the removal of any two-point disconnected space leaves the space discon-
nected. Then ct X = φ .
Theorem 3.14. Let X be an H(i) connected space with exactly two non-cut points, say, a and b. Then X = S[a,b]; that is, X is a space
with endpoints.
Proof. Let x ∈ X−{a,b}. By Theorem 3.9, each one of Ax and Bx contains a non-cut point of X . These non-cut points have to
be a and b, because X − ct X = {a,b}. So a ∈ Ax and b ∈ Bx or conversely. This implies that x ∈ S(a,b). Hence X = S[a,b]. 
Theorem 3.15. Let X be an H(i) space. Let a,b ∈ X − ct X and that each of {a}, {b}, is open or closed in X such that X − {a,b} is
disconnected. Then there is a proper H(i) connected subset of X containing a and b.
Proof. Let H be a separating subset of X − {a,b}. As a and b are non-cut points of X , both the sets X − {a} and X − {b} are
connected. Since H is a separating subset of (X −{b})−{a} as well as (X −{a})−{b}, by Lemma 2.1(ii), H ∪ {a} and H ∪ {b}
are connected. Therefore H ∪ {a,b} is connected. Further, H being a separating subset of X − {a,b} is open and closed in
X −{a,b}. Since {a} and {b} are closed in X , by induction using Lemma 3.6(iii), H ∪ {a,b} is H(i). Also H ∪ {a,b} is a proper
subset of X . This completes the proof. 
Remark 3.16. We note from the Theorem 3.15 that for two open or closed non-cut points a, b of X where X is H(i), either
X − {a,b} is connected or there exists a proper H(i) connected subset of X containing a and b.
Combining Corollary 3.13 and Theorem 3.15, we have
Theorem3.17. Let X be an H(i) connected space such that the removal of any two-point disconnected set leaves the space disconnected.
Then given any two open or closed points of X , there exists a proper H(i) connected subset of X containing those points.
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Lemma 4.1. Let H be a subset of a connected space X. Let a ∈ H be such that H − {a} ⊂ ct X. If A∗x(a) ⊂ H for every x ∈ H − {a}, then
H is connected.
Proof. Let W =⋃{A∗x(a): x ∈ H −{a}}; W is then connected, as a union of connected sets whose intersection is non-empty.
For each x ∈ H − {a}, x ∈ A∗x(a) ⊂ W , so H ⊂ W . On the other hand, if x ∈ W then x ∈ A∗y(a) for some y ∈ H − {a}, and by
assumption, A∗y(a) ⊂ H , so x ∈ H . Thus H = W , and is therefore connected. 
Lemma 4.2. Let X be a connected space and x ∈ ct X. Let a ∈ Ax and b ∈ Bx.
(i) Let y ∈ ct X − {a}. If y ∈ Ax and Ax − {a} ⊂ S(a,b), then x /∈ Ay(a) and A∗y(a) ⊂ Ax.
(ii) If Ax − {a} ⊂ S(a,b), then Ax is connected.
Proof. (i) If x ∈ Ay(a), then x /∈ B∗y(b) and therefore B∗y(b) ⊂ X − {x} = Ax ∪ Bx . Also B∗y(b) is connected by Lemma 2.1(ii)
and y ∈ Ax , so B∗y(b) ⊂ Ax . This implies that b ∈ Ax , which is not possible. Thus x /∈ Ay(a). Now x /∈ A∗y(a). Proceeding as
above we can prove that A∗y(a) ⊂ Ax .
(ii) By deﬁnition of S(a,b) and the condition that Ax − {a} ⊂ S(a,b), we have Ax − {a} ⊂ ct X . Let y ∈ Ax − {a}. Then
y ∈ ct X − {a}. Using (i), A∗y(a) ⊂ Ax . Now by Lemma 4.1, Ax is connected. 
Theorem 4.3. Let X be an H(i) connected space with exactly two non-cut points. Then every cut point of X is a strong cut point.
Proof. By Theorem 3.14, X = S[a,b] where a and b are the only two non-cut points of X . Let x be a cut point of X . Then
x 
= a, x 
= b. X − {x} = Ax ∪ Bx . Therefore either a ∈ Ax and b ∈ Bx or conversely. We suppose that X − {x} = Ax(a) ∪ Bx(b).
Since Ax(a) − {a} does not contain b, Ax(a) − {a} ⊂ S(a,b). Now by Lemma 4.2(ii), Ax(a) is connected. Similarly Bx(b) is
connected. 
Theorem 4.4. An H(i) connected space X having exactly two non-cut points is a connected ordered space.
Proof. In view of the deﬁnition of a connected ordered space and Theorem 4.3, it is enough to prove that for every three
points of X , one point is a separating point between the other two. Let Y = {x, y, z} be a three-point set of X . If two points
of Y , say, x and y are non-cut points of X , then by Theorem 3.14, z ∈ S(x, y), so the requirement holds. If only one point
of Y is a non-cut point of X , then other points of X are cut points of X . We suppose that x is the non-cut point. If neither
y nor z are separating points between the other two points, then z ∈ Ay(x) and y ∈ Az(x). Also y /∈ Bz . So Bz ⊂ Ay(x) by
Lemma 2.3(a) of [3]. Now using Theorem 3.9, Bz contains a non-cut point of X other than x. Thus Ay(x) contains two
non-cut points which is impossible as B y contains a non-cut point of X (by Theorem 3.9) and the space X has only two
non-cut points. Therefore one of y and z is a separating point between the other two. Finally we suppose that Y contains
no non-cut points of X . If none of x, y and z is a separating point between the other two, then for the two non-cut points
a and b of X the following three implications hold simultaneously:
(i) either y, z ∈ Ax(a) or y, z ∈ Bx(b);
(ii) either z, x ∈ Ay(a) or z, x ∈ B y(b);
(iii) either y, x ∈ Az(a) or y, x ∈ Bz(b).
Theoretically there arise eight cases but it is enough to discuss only one case. In view of the symmetry, we can suppose that
y, z ∈ Ax(a), z, x ∈ Ay(a) and y, x ∈ Bz(b). Now y ∈ Ax(a) and x /∈ B y(b). This implies that B y(b) ⊂ Ax(a) by Lemma 2.3(a)
of [3]. Thus b ∈ Ax(a), which is not possible. Hence one of x, y and z is a separating point between the other two. This
completes the proof. 
Combining Theorem 3.14 and Theorem 4.4, we have
Remark 4.5. An H(i) connected space X having exactly two non-cut points is a COTS with endpoints.
Remark 4.6. By Theorem 2.9 of [3], a COTS with at least three points is T1/2. So by Theorem 4.4, every H(i) connected
space having exactly two non-cut points is either in discrete or a T1/2 space.
It is not necessary that the space should be H(i) in Theorem 4.4. The following example supports this claim.
Example 4.7. Let X = H ∪ K where H = {(x,0): −1 x 0} and K = {(x, sin(1/x)): 0 < x 1}. As a subspace of the plane,
X is regular and Hausdorff. X being not closed in the plane is non-compact, and is therefore non-H(i). Since H and K are
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(−1,0) and (1, sin1). To prove that X is COTS, for a subset Y of three distinct points (x1, y1), (x2, y2), (x3, y3) of X , we
can suppose that x1 < x2 < x3. Now we can write X − {(x2, y2)} = A ∪ B with A and B connected and separated subsets of
X containing (x1, y1) and (x3, y3), respectively. Thus Y meets the two connected components A and B of X − {(x2, y2)}.
Hence X is a non-H(i) COTS with endpoints (−1,0) and (1, sin1).
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