We show that the NP-complete Feedback Vertex Set problem, which asks for the smallest set of vertices to remove from a graph to destroy all cycles, is deterministically solvable in O(c k · m) time. Here, m denotes the number of graph edges, k denotes the size of the feedback vertex set searched for, and c is a constant. We extend this to an algorithm enumerating all solutions in O(d k ·m) time for a (larger) constant d. As a further result, we present a fixed-parameter algorithm with runtime O(2 k · m 2 ) for the NP-complete Edge Bipartization problem, which asks for at most k edges to remove from a graph to make it bipartite.
Introduction
In feedback set problems the task is, given a graph G and a collection C of cycles in G, to find a minimum size set of vertices or edges that meets all cycles in C. We refer to Festa, Pardalos, and Resende [16] for a 1999 survey. In this work we restrict our attention to undirected and unweighted graphs, giving significantly improved exact algorithms for two NP-complete feedback set problems.
• Feedback Vertex Set (FVS): Here, the task is to find a minimum cardinality set of vertices that meets all cycles in the graph.
• Edge Bipartization: Here, the task is to find a minimum cardinality set of edges that meets all odd-length cycles in the graph.
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Concerning the FVS problem, it is known that an optimal solution can be approximated to a factor of 2 in polynomial time [3] . The best known linear -time approximation algorithm has approximation factor 4 [4] . FVS is MaxSNP-hard [23] (hence, there is no hope for polynomial-time approximation schemes). A question of similar importance as approximability is to ask how fast one can find an optimal feedback vertex set. There is a simple and elegant randomized algorithm due to Becker, Bar-Yehuda, and Geiger [5] which solves the FVS problem in O(c · 4 k · kn) time by finding a feedback vertex set of size k with probability at least 1 − (1 − 4 −k ) c4 k for an arbitrary constant c. Note that this means that by choosing an appropriate value c, one can achieve any constant error probability independent of k. As to deterministic algorithms, Bodlaender [6] and Downey and Fellows [11] were the first to show that the problem is fixed-parameter tractable, i.e., that the combinatorial explosion when solving it can be confined to the parameter k. An exact algorithm with runtime O((2k + 1) k · n 2 ) was described by Downey and Fellows [12] . In 2002, Raman, Saurabh, and Subramanian [29] made a significant step forward by proving the upper bound O(max{12 k , (4 log k) k } · n ω ) (where n ω denotes the time to multiply two n × n integer matrices). This bound was slightly improved to O((2 log k + 2 log log k + 18) k · n 2 ) by Kanj, Pelsmajer, and Schaefer [21] using results from extremal graph theory. Finally, Raman, Saurabh, and Subramanian [30] published an algorithm running in O((12 log k/log log k + 6) k · n ω ) time.
The central question left open was whether there is an O(c k · n O(1) ) time algorithm for FVS for some constant c. We settle this by giving an O(c k · mn) time deutschen Volkes. 5 That is, the deletion of those edges would make the graph bipartite. Note that the task of finding a minimum cardinality set of edges that meets all cycles is the well-known Minimum Spanning Tree problem, which can be solved in polynomial time [7] .
algorithm. Independently, this result was also shown for c ≈ 10.6 by Dehne et al. [9] . Surprisingly, although both studies were performed completely independent of each other, the developed algorithms turn out to be quite similar. The advantage of the result by Dehne et al. is a better worst-case upper bound on the constant c, whereas our advantage seems to be a more compact and accessible presentation of the algorithm. Since it seems hard to bring the constant c close to the constant 4 achieved by the randomized algorithm of Becker et al., the described deterministic algorithms for FVS are of more theoretical interest.
Other than the result of Dehne et al. [9] we also show that FVS can be solved deterministically in linear time for constant k, a property which also holds for the randomized algorithm. Hence, with a corresponding O(c k ·m) algorithm, we can conclude that FVS is linear-time fixed-parameter tractable. Very recently, Fiorini et al. [17] showed, by significant technical expenditure, the analogous result concerning the Graph Bipartization problem (which is basically the same problem as Edge Bipartization, only deleting vertices instead of edges) restricted to planar graphs.
The approaches mentioned above address the fixed-parameter tractability of finding one solution of size at most k. Parameterized enumeration, i.e., the question whether it is fixed-parameter tractable to find all minimal solutions of size at most k, has lately attracted some interest [8, 15] . Concerning feedback set problems, Schwikowski and Speckenmeyer studied "classical algorithms" for enumerating minimal solutions [32] . Extending our above algorithm, we show in this work how to enumerate all minimal feedback vertex sets of size at most k in O(c k · m) time.
We also note that, without a change in runtime, both presented FVS algorithms (for finding one minimal solution and enumerating all minimal solutions) can solve a more general problem introduced in [4] where some graph vertices are marked as "blackout" and may not be part of the feedback vertex set.
We now turn our attention to the Edge Bipartization problem, also known as (unweighted) Minimum Uncut. This problem is known to be MaxSNPhard [26] and can be approximated to a factor of O( √ log n) in polynomial time [1] . Another approximation algorithm finds in polynomial time a solution of size O(k log k), where k is the size of an optimal solution [2] . Assuming Khot's Unique Games Conjecture, it is NP-hard to approximate Edge Bipartization within any constant factor [22] . The problem has applications in genome sequence assembly [27] and VLSI chip design [20] .
In a recent breakthrough paper, Reed, Smith, and Vetta [31] proved that the Graph Bipartization problem is solvable in O(4 k · kmn) time, where k denotes the number of vertices to be deleted for making the graph bipartite.
(Actually, it is straightforward to observe that the exponential factor 4 k can be lowered to 3 k by a more careful analysis of the algorithm [19] .) Since there is a "parameter-preserving" reduction from Edge Bipartization to Graph Bipartization [33] , one can use the algorithm by Reed et al. to directly obtain a runtime of O(3 k · k 3 m 2 n) for Edge Bipartization, k denoting the size of the set of edges to be deleted. In this work our main concern is to shrink the combinatorial explosion and the polynomial complexity related to the fixedparameter tractability of Edge Bipartization. We achieve an algorithm running in O(2 k · m 2 ) time. This shows that we can shrink the combinatorial explosion from 3 k to 2 k and additionally save a cubic-time factor k 3 as well as a linear-time factor n.
From a different perspective, our above results are examples for the versatility of a new algorithmic technique called "iterative compression" [31] . It is discussed in more detail in the following sections, and our paper can also be seen as a gentle introduction to this new tool for fixed-parameter algorithm design. A more extensive introduction to iterative compression can be found in [18] .
Preliminaries
This work considers undirected graphs G = (V, E) with n := |V | and m := |E|. Given a set E ⊆ E of edges, V (E ) denotes the set {u,v}∈E {u, v} of their endpoints. We use G[X] to denote the subgraph of G induced by the vertices in X ⊆ V . For a set of edges E ⊆ E, we write G \ E for the graph (V, E \ E ). For u ∈ V , we use N(u) to denote the neighbor set {v ∈ V : {u, v} ∈ E}. The length of a path in a graph is the number of its edges. With a side of a bipartite graph G, we mean one of the two classes of an arbitrary but fixed two-coloring of G. An edge cut between two disjoint vertex sets in a graph is a set of edges whose removal disconnects these two sets in the graph. For a minimization problem, a feasible solution is called minimal if it does not contain another feasible solution as a proper subset and minimum if there is no other feasible solution with better measure.
The two problems we study are formally defined as follows:
Feedback Vertex Set (FVS) Input: An undirected graph G = (V, E) and a nonnegative integer k. Task: Find a subset V ⊆ V of vertices with |V | ≤ k such that each cycle in G contains at least one vertex from V . (The removal of all vertices in V from G results in a forest.)
Edge Bipartization
Input: An undirected graph G = (V, E) and a nonnegative integer k. Task: Find a subset E ⊆ E of edges with |E | ≤ k such that each oddlength cycle in G contains at least one edge from E . (The removal of all edges in E from G results in a bipartite graph.)
We investigate FVS and Edge Bipartization in the context of parameterized complexity [12, 25] (see [14, 24] for surveys). A parameterized problem is fixed-parameter tractable if it can be solved in f (k) · n O(1) time where f is a computable function solely depending on the parameter k and not on the input size n.
To the best of our knowledge, Reed et al. [31] were the first to make the following simple but fruitful observation: To show that a minimization problem is fixed-parameter tractable with respect to the size of the solution k, it often suffices to give a fixed-parameter algorithm that, given a size-(k + 1) solution, either proves that there is no size-k solution or constructs one. Starting with a trivial instance and inductively applying this compression routine a linear number of rounds to larger instances, one obtains the fixedparameter tractability of the problem. This method is called iterative compression. The main challenge of applying it lies in showing that there is a "fixed-parameter compression routine." It is this hard part where Reed et al. achieved a breakthrough concerning Graph Bipartization. The compression routine, however, is highly problem-specific and no universal standard techniques are known.
Algorithm for Feedback Vertex Set
In this section we show that Feedback Vertex Set can be solved in O(c k · m) time for a constant c by presenting an algorithm based on iterative compression. The central part is the compression routine which, given a feedback vertex set (fvs) X, produces a smaller one if it exists. To make this easier, we restrict our search to solutions that are disjoint from the known solution. This restriction can be achieved without loss of generality at the cost of a factor of 2 |X| in the runtime by using a brute-force enumeration of all partitions of X into a part Y to keep and a part S to exchange in the smaller solution; the vertices in Y can then be immediately deleted, and we arrive at the following task.
Task 1 Given a graph G = (V, E) and an fvs S for G, find a minimum fvs S for G with S ∩ S = ∅.
To solve Task 1, we make use of simple data reduction rules mostly known from the literature [5, 29] , and then show that the remaining instance is small PROOF. Reduction Rule 1 is correct because degree-1 vertices are not contained in any cycle. Reduction Rule 2 is correct because deleting any of v 1 and v 2 destroys all cycles that contain v. In the case that a parallel edge is created, exactly one of v 1 and v 2 is in S because S is an fvs of G and G [S] contains no cycle unless there is no solution. Thus, we have to delete the other endpoint since we are not allowed to take vertices from S.
The runtime bound is straightforward to obtain and we omit its proof here. 2
Lemma 2 An instance of Task 1 that is reduced with respect to Reduction Rules 1 and 2 and has a solution S with |S | < |S| contains at most 15|S| vertices.
PROOF. Let G = (V, E) be a reduced instance and V := V \ S. We partition V into three subsets, each of which will have a provable size bound linearly dependant on |S| (the partition is illustrated in Figure 1 ):
To upper-bound the number of vertices in A, consider the bipartite subgraph G A := (A∪ S, E A ) of G with E A := (A × S) ∩ E. Observe that if there are more than |S| − 1 vertices in A, then there is a cycle in G A : If G A is acyclic, then G A is a forest, and, thus, |E A | ≤ |S| + |A| − 1. Moreover, since each vertex in A has at least two incident edges in G A , |E A | ≥ 2|A|, which implies that |A| ≤ |S| − 1 if G A is acyclic. It follows directly that if |A| ≥ 2|S|, it is impossible to delete at most |S| vertices from A such that G [A ∪ S] is acyclic.
To upper-bound the number of vertices in B, observe that G[V ] is a forest. Furthermore, all leaves of the trees in G[V ] are from A since G is reduced with respect to Reduction Rules 1 and 2. By the definition of B, each vertex in B is an internal vertex of degree at least three in the forest induced by V . Thus, there cannot be more vertices in B than in A, and therefore |B| < 2|S|. . Hence, the total number of edges in E(G[C]) must not exceed 6|S|; otherwise, at least 2|S| edges remain after at most |S| vertices from C have been deleted, leaving at least one cycle in the remaining graph.
Altogether, |V | = |A| + |B| + |C| < 2|S| + 2|S| + (4 + 6)|S| = 14|S|. 2
Having established the linear size bound for the vertex set of a reduced instance in Lemma 2, we can now provide the compression routine for our Feedback Vertex Set algorithm.
Lemma 3 Given a graph G and a size-(k + 1) fvs X for G, we can decide in O(c k ·m) time for some constant c whether there exists a size-k fvs X for G and if so provide one. 
and with Stirling's inequality to evaluate the second binomial coefficient,
which gives the lemma's claim with c ≈ 37.7. PROOF. Given as input a graph G with vertex set {v 1 , . . . , v n }, we can solve Feedback Vertex Set for G by iteratively considering the subgraphs
For i = 1, the optimal fvs is empty. For i > 1, assume that an optimal fvs X i for G i is known. Obviously, X i ∪{v i+1 } is an fvs for G i+1 . Using Lemma 3, we can in O(c k · m) time either determine that X i ∪ {v i+1 } is an optimal fvs for G i+1 , or, if not, compute an optimal fvs for G i+1 . For i = n, we thus have computed an optimal fvs for
Theorem 4 shows that FVS is fixed-parameter tractable with the combinatorial explosion bounded from above by c k for some constant c. Next, we show that FVS is also linear-time fixed-parameter tractable (with the combinatorial explosion still bounded by c k , however for a larger constant c). An analogous result for Graph Bipartization restricted to planar graphs was shown by Fiorini et al. [17] , accepting a much worse combinatorial explosion compared to [31] .
Theorem 5
PROOF. We first calculate in O(m) time a factor-4 approximation as described by Bar-Yehuda et al. [4] . This gives us the precondition for Lemma 3 with |X| = 4k instead of |X| = k + 1. Now, we can employ the same techniques as in the proof of Lemma 3 to obtain the desired runtime: we examine 2 4k partitions S∪ Y of X, and-by applying the reduction rules and using Lemma 2-for each partition there is some constant c such that the number of candidate vertices is bounded from above by c · |S|. In summary, there is some constant c such that the runtime of the compression routine is bounded from above by O(c k · m). Since one of the 2 4k partitions must lead to the optimal solution of size k, we need only one call of the compression routine to obtain an optimal solution, which proves the claimed runtime bound. 2
Note that any improvement of the approximation factor of a linear-time approximation algorithm for Feedback Vertex Set below 4 will immediately improve the constant c in the runtime of the exact algorithm described in Theorem 5.
Enumerating Minimal Feedback Vertex Sets
In this section we show that in O(c k · m) time for a constant c we can not only find one feedback vertex set of size k but even enumerate all minimal feedback vertex sets of size at most k. Since, in general, there may be more than O(c k · m) many such vertex sets, we list compact representations of all minimal feedback vertex sets. A compact representation for a set of minimal feedback vertex sets of a graph G = (V, E) is a set C of pairwise disjoint subsets of V such that choosing exactly one vertex from every set in C results in a minimal feedback vertex set for G.
Naturally, a set in C may also contain exactly one vertex; then this vertex is in every minimal feedback vertex set represented by C. This notion of compact representations allows us to easily expand a compact representation to the set of minimal feedback vertex sets it represents and to enumerate the compact representations of all minimal feedback vertex sets within the claimed time bound.
Recall that, in order to compress a size-(k + 1) fvs X to a size-k fvs X , the algorithm in Section 3 first tries all partitions of X into Y and S under the assumption that Y ⊆ X and S ∩ X = ∅. After deleting the vertices in Y , Reduction Rules 1 and 2 are applied to reduce the instance with respect to its degree-1 and degree-2 vertices. These reduction rules are based on the observation that there is always an optimal solution for FVS without degree-1 and degree-2 vertices (assuming the input graph does not contain a connected component that is a cycle of degree-2 vertices). In contrast, to enumerate all minimal feedback vertex sets, the degree-2 vertices cannot be reduced any more because some of these might contain degree-2 vertices. Observe that the number of the vertices with degree higher than two in the graph after deleting the vertices in Y is upper-bounded by 14|S| as follows from Lemma 2. Moreover, since degree-1 vertices cannot contribute to a minimal feedback vertex set we can still eliminate all degree-1 vertices as in Section 3. Then compared to finding one feedback vertex set with at most k vertices, the only problem with enumeration is how to deal with degree-2 vertices. The solution to this problem is to use compact representations as detailed in the proof of the following lemma.
Lemma 6 Given a graph G and an fvs X for G of size k+1, we can enumerate compact representations of all minimal feedback vertex sets for G having size at most k in O(c k · m) time for a constant c.
PROOF. We show this lemma by constructing all compact representations in the claimed time bound.
Consider a minimal fvs X with at most k vertices. In comparison to X, the fvs X retains some vertices Y ⊆ X and replaces the vertices in S := X \ Y by at most |S| − 1 new vertices from V \ X. Therefore, we begin with a branching into 2 k+1 cases corresponding to all such partitions of X.
In each case the compact representation is initialized as C := {{v} : v ∈ Y }. As in the proof of Lemma 3, we delete the vertices in Y and all degree-1 vertices from G. Let G = (V , E ) denote the resulting graph. We partition V into three sets V ≥3 , V =2 , and S, where V ≥3 contains the vertices with degree at least 3 in V \ S and V =2 the degree-2 vertices in V \ S. Since the two reduction rules do not change V ≥3 , |V ≥3 | ≤ 14|S| due to Lemma 2. We then make a further branching into at most
14|S| l cases; in each case, C is extended by l one-element sets {{v} : v ∈ V ≥3 } for 0 ≤ l ≤ |S| − 1. In each of these cases we delete from G those vertices in V ≥3 which are added to C and we successively reduce the degree-1 vertices as they cannot participate in a minimal fvs. Let G = (V , E ) denote the resulting graph and V =2 denote the set of degree-2 vertices in V \ S. If G is empty, then we have a compact representation C. Otherwise, the cycles in G can only be destroyed by deleting degree-2 vertices.
In G , we identify every maximal path of vertices v 1 , v 2 , . . . , v r where v i ∈ V =2 for i = 1, . . . , r, v i is adjacent to v i+1 for i = 1, . . . , r − 1, and both v 1 and v r are adjacent to vertices in V \ V =2 . Clearly, a minimal feedback vertex set may contain at most one vertex from such a path. If it does contain one vertex from a path, then it does not matter which vertex is chosen. Therefore, since we are aiming for a compact representation of a minimal feedback vertex set, we save all these maximal paths in a set P, i.e., P := {{v 1 , v 2 , . . . , v r } :
Having obtained P in this way, we now show that |P| ≤ 16 · |S|. To this end, we define a bipartite graph B which on one side has as vertices the elements of P and on the other side the vertices in V \ V =2 . An element of P has an edge to a vertex v in V \V =2 iff one endpoint of its corresponding maximal path has an edge to v in G . Note that there can be multiple edges between an element of P and a vertex in V \ V =2 . Completing C to a compact representation of minimal feedback vertex sets having size at most k is now equivalent to selecting at most |S| − l − 1 many elements of P to eliminate all cycles in B.
We can now infer that
otherwise, it would not be possible to remove all cycles from B by deleting |S| − l − 1 elements of P. Therefore,
Now, we make the last branching into
cases; each case represents a choice of at most |S| − l − 1 elements from P. For a case where the resulting graph by deleting these chosen elements from B is cycle-free, we extend C by the chosen elements.
Altogether, we have at most 2 k+1 partitions of X, and for each partition at most
cases corresponding to the choices of vertices with degree more than two, and then for each possible choice of vertices in V ≥3 , we have further
16|S| j choices for degree-2 vertices in compact form. In sum-mary, the compact representations can be computed in
time for a constant c. 2
Together with Theorem 5, we have the following result:
Theorem 7 All minimal feedback vertex sets of size at most k can be enumerated in O(c k · m) time for a constant c.
Algorithm for Edge Bipartization
In this section we present a new algorithm for Edge Bipartization which runs in O(2 k · m 2 ) time. The algorithm is structurally similar to the O(3 k ·kmn) time iterative compression algorithm for Graph Bipartization given by Reed et al. [31, 19] . As many other known compression routines (such as the one from Section 3), it starts by enumerating all partitions of the known solution into two parts, one containing vertices to keep in the solution and one containing the vertices to exchange. This is followed by a second step that tries to find a compressed bipartization set under this constraint. By enforcing that the smaller solution is disjoint from the known one, our algorithm for Edge Bipartization does not need the first step, thereby significantly reducing the combinatorial explosion.
We remark that a similar runtime of 2 k · n O(1) for Edge Bipartization can be achieved by first reducing the input instance to Graph Bipartization [33] , and then exploiting a solution disjointness property analogous to the algorithm presented below. This, however, involves several nontrivial modifications to the algorithm of Reed et al. whereas we give a self-contained presentation here. Moreover, our proof reveals details about the structure of Edge Bipartization that might be of independent interest.
The following lemma provides some central insight into the structure of a minimal edge bipartization set. Fig. 2 . A graph (left) with an edge bipartization set X (dashed lines). To be able to assume without loss of generality that a bipartization set smaller than X is disjoint from X, we subdivide each edge in X by two vertices and choose the middle edge from each thus generated path as the new X (right).
Lemma 8 Given a graph G = (V, E) and a minimal edge bipartization set X for G, the following two properties hold:
(1) For every odd-length cycle C in G, |E(C) ∩ X| is odd.
(2) For every even-length cycle C in G, |E(C) ∩ X| is even.
PROOF. For each edge e = {u, v} ∈ X, note that u and v are on the same side of the bipartite graph G \ X since otherwise we do not need e to be in X and X would not be minimal. Consider a cycle C in G. The edges in E(C) \ X are all between the two sides of G\X, while the edges in E(C)∩X are between vertices of the same side as argued above. In order for C to be a cycle, however, this implies that |E(C) \ X| is even. Since |E(C)| = |E(C) \ X| + |E(C) ∩ X|, we conclude that |E(C)| and |E(C) ∩ X| have the same parity. 2
As mentioned above, it is helpful to assume that an edge bipartization set which is smaller than a given edge bipartization set X is disjoint from X. This can be assumed without loss of generality by applying a simple input transformation (see Figure 2 ). Since this transformation preserves the parities of the lengths of all cycles, it is easy to see that the thus transformed graph has an edge bipartization set with i edges iff the original graph has an edge bipartization set with i edges. Moreover, for each edge bipartization set Y for the transformed graph there is an edge bipartization set of the same size that is disjoint from X, which can be obtained by replacing every edge in Y ∩ X by one of its two adjacent edges.
The following simple definition is the only remaining prerequisite for the central lemma of this section.
Definition 9 Let G = (V, E) be a graph and X ⊆ E. A mapping Φ : V (X) → {A, B} is called valid partition of V (X) if for each {u, v} ∈ X, we have Φ(u) = Φ(v).
Lemma 10 Consider a graph G = (V, E) and a minimal edge bipartization set X for G. For a set of edges Y ⊆ E with X ∩ Y = ∅, the following are (1) ⇒ (2): Let C X : V → {A, B} be a two-coloring of the bipartite graph G\X and C Y : V → {A, B} a two-coloring of the bipartite graph G \ Y . Define
We show that Φ| V (X) (that is, Φ with domain restricted to V (X)) is a valid partition with the desired property (see Figure 3 for an example).
First we show that Φ| V (X) is a valid partition. Consider any edge {u, v} ∈ X.
There must be at least one even-length path in G \ X from u to v; otherwise, {u, v} would be redundant as X would not be minimal. Therefore, C X (u) = C X (v). In G \ Y , the vertices u and v are connected by an edge, and therefore C Y (u) = C Y (v). It follows that Φ(u) = Φ(v).
Since both C X and C Y change in value when going from a vertex to its neighbor in G \ (X ∪ Y ), the value of Φ is constant along any path in G \ (X ∪ Y ). Therefore, there can be no path from any u ∈ A Φ to any v ∈ B Φ in G\(X ∪Y ), that is, Y is an edge cut between A Φ and B Φ in G \ X. 2
PROOF. Given as input a graph G with edge set {e 1 , . . . , e m }, we can apply iterative compression to solve Edge Bipartization for G by iteratively considering the graphs G i induced by the edge set {e 1 , . . . , e i } for i = 1, . . . , m.
For i = 1, the optimal edge bipartization set is empty. For i > 1, assume that an optimal edge bipartization set X i−1 with
is not an edge bipartization set for G i , then we consider the set X i−1 ∪ {e i }, which obviously is a minimal edge bipartization set for G i . Using Lemma 10, we can in O(2 k · k i) time (where k := |X i−1 ∪ {e i }| ≤ k + 1) either determine that X i−1 ∪ {e i } is an optimal edge bipartization set for G i or otherwise compute an optimal edge bipartization set X i for G i . This process can be aborted if |X i | > k, since then no solution exists. Summing over all iterations, we have an algorithm that computes an optimal edge bipartization set for
It remains to describe the compression routine that, given a graph and a minimal edge bipartization set X of size k , either computes a smaller edge bipartization set Y in O(2 k · k m) time or proves that no such Y exists. For this, we first apply the input transformation from Figure 2 which allows us to assume the prerequisite of Lemma 10 that Y ∩X = ∅. We then enumerate all 2 k valid partitions Φ of V (X) and determine a minimum edge cut between A Φ and B Φ until we find an edge cut Y of size k − 1. Each of the minimum cut problems can individually be solved in O(k m) time with the Edmonds-Karp algorithm that goes through k rounds, each time finding a flow augmenting path [7] . By Lemma 10, Y is an edge bipartization set. Furthermore, if no such Y is found, we know that k is minimum.
With the same technique as used by Hüffner [19, Section 4 .1] to improve the runtime of the iterative compression algorithm for Graph Bipartization, the runtime can be improved from O(2 k · km 2 ) to O(2 k · m 2 ). For this, one uses a Gray code to enumerate the valid partitions in such a way that consecutive partitions differ in only one element. For each of these (but the first one), one can then solve the flow problem by a constant number of augmentation operations on the previous network flow in O(m) time. 2 
Conclusion
We presented significantly improved results on the fixed-parameter tractability of Feedback Vertex Set and Edge Bipartization. To our belief, the iterative compression strategy due to Reed et al. [31] employed in this work will become an important tool in the design of efficient fixed-parameter algorithms [25] .
We proved that FVS is even solvable in linear time for constant parameter value k. Employing a completely different technique, a similar result could very recently be shown for Graph Bipartization restricted to planar graphs (where the problem remains NP-complete) [17] . For general Graph Bipartization as well as for Edge Bipartization, this remains an open question for future research.
Further, we leave it open to explore the practical performance of the described algorithms. Initial experiments with the closely related Graph Bipartization problem [19] make us believe that our algorithms have potential for applications and experiments. To this end, it would also be useful to develop data reduction rules and kernelizations (see [12] [13] [14] 24, 25] ) for both problems.
It would be interesting to further investigate parameterized enumeration aspects of feedback set problems. Schwikowski and Speckenmeyer [32] study "classical algorithms" for enumerating feedback set problems-it remains to see how our corresponding result for FVS may contribute to additional "parameterized achievements" in this direction. Also, the enumeration of edgeand vertex bipartization sets appears to be an interesting topic for future research.
Finally, it remains a long-standing open problem whether Feedback Vertex Set on directed graphs is fixed-parameter tractable. The answer to this question would mean a significant breakthrough in the field. Currently, we are only aware of fixed-parameter tractability results for the special case of tournament graphs [28, 10] .
