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This paper will provide the general construction of the continuous, orthogonal,
compactly supported multiwavelets associated with a class of continuous, orthogo-
nal, compactly supported scaling functions that contain piecewise linears on a uni-
form triangulation of R2. This class of scaling functions is a generalization of a set
of scaling functions first constructed by Donovan, Geronimo, and Hardin. A specific
set of scaling functions and associated multiwavelets with symmetry properties will
be constructed. Ó 2000 Academic Press
1. INTRODUCTION
Much research has been done in the construction of orthogonal multiresolution analyses
of L2(R) (see [3, 8, 9]) and the associated multiwavelets (see [3, 6, 15]). All of the
multiwavelet constructions have involved the completion of some matrix satisfying certain
conditions.
While these constructions can be extended into R2 using tensor products, nonseparable,
orthogonal scaling functions defined on triangulations, particularly arbitrary triangulations
of R2, are desirable for many applications (finite element methods, adaptive image
compression, etc.). This paper is a step toward that goal. A class of dilation-3 scaling
functions has been constructed in [7] and [3] on uniform triangulations, but the wavelets
had been elusive. Wavelets for a specific dilation-3 example were found in [5], using
a different approach: physically constructing the wavelets with linear combinations of
specially designed functions. This paper generalizes this class of orthogonal scaling
functions on uniform triangulations and the construction of the associated multiwavelets.
The generalization of both onto arbitrary triangulations will appear in a future paper.
1.1. Overview
This section will provide an overview of the basic concepts and definitions needed in
this paper.
Let 0 := (0,0) and let 1 and 2 be two linearly independent vectors. Let T be the
3-directional mesh with directions 1, 2, and 2 − 1. Define 10 ∈ T to be the triangular
146
1063-5203/00 $35.00
Copyright Ó 2000 by Academic Press
All rights of reproduction in any form reserved.
COMPACTLY SUPPORTED MULTIWAVELETS ON R2 147
region with vertices 0, 1, and 2, and ∇0 ∈ T to be the triangular region with vertices 1,
2, and 1 + 2. Define the translation function ti,j (x) := x − i1 − j2 and the dilation
function di,j (x) :=Nx− i1− j2 for some fixed integer dilationN > 1. Define the affine
reflection function r: ∇0→10 that maps the vertices 1, 2, and 1+ 2 to vertices 2, 0,
and 1, respectively. The notation fˇ := f ◦ r is used for any f supported in 10.
DEFINITION. A multiresolution analysis (MRA) of L2(R2) of multiplicity r is a set of
closed linear subspaces such that
1. · · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · ·,
2.
⋂
n∈Z Vn = {0},
3.
⋃
n∈Z Vn = L2(R2),
4. f ∈ Vn⇔ f (N−n·) ∈ V0, n ∈ Z,
5. there exists a set of functions {φ1, φ2, . . . , φr } such that {φk ◦ ti : k = 1, . . . , r,
i ∈ Z2} forms a Riesz basis of V0.
The r-vector 8 := (φ1, φ2, . . . , φr )T is referred to as a scaling vector and the individ-
ual φk as scaling functions. If the φk and their integer translates are both orthogonal and
compactly supported, then we say that 8 is an orthogonal scaling vector.
Conditions 1, 4, and 5 imply that the vector 8 satisfies the dilation equation
8(x)=N
∑
i∈Z2
ci8 ◦ di (1.1)
for some r × r scalar matrices ci .
DEFINITION. A vector 8 of r linearly independent functions on R2 is refinable at
dilation N if it satisfies (1.1) for some sequence of r × r scalar matrices ci .
Define Wn to be the orthogonal complement of Vn in Vn+1, so that
Vn+1 = Vn ⊕Wn for n ∈ Z.
TheWn, referred to as wavelet spaces, are necessarily pairwise orthogonal and are spanned
by the orthogonal dilations and translations of a set of functions {ψ1,ψ2, . . . ,ψt }, referred
to as wavelets, that satisfy the equation
9(x)=N
∑
i∈Z2
bi8 ◦ di
for some bi , where 9 is the t-vector (ψ1,ψ2, . . . ,ψt )T .
Throughout the paper, PK denotes the orthogonal projection onto a subspace K of
L2(R2). If C is a compact set of R2 and U is a space of functions on R2, then define
U(C) := {f ∈U : supp(f )⊆ C}.
For H ⊂ L2(R2), let S(H) := closL2 span {f ◦ ti : i ∈ Z2, f ∈H }.
DEFINITION. Suppose 8˜ = (φ1, . . . , φs)T is refinable. If w = (w1, . . . ,wt )T is such
that 8= (w1, . . . ,wt ,φ1, . . . , φs)T is refinable, then w is said to extend 8˜.
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1.2. Short Scaling Vectors
Recall the Kronecker delta
δi,j =
{1 for i = j ,
0 otherwise.
The construction of orthogonal compactly supported scaling functions on R2 is a
generalization of a construction in [4]. Define hi, i = 0,1,2, to be functions that are linear
on the nondegenerate triangular region 10 satisfying hi(j )= δi,j and hi = 0 elsewhere.
Then the hat function
h := h0 + h1 ◦ t−1,0+ h2 ◦ t0,−1 + hˇ0 ◦ t0,−1 + hˇ1 ◦ t−1,−1 + hˇ2 ◦ t−1,0
will generate an MRA (V˜p) of piecewise linears for any integer dilation N > 1.
Suppose there is a subspaceW of C0(R2) with an orthogonal basis {w1, . . . ,wt } such
that
1. {w1, . . . ,wt , wˇ1, . . . , wˇt } extends {h},
2. suppwi ⊆10, i = 1, . . . , t , and
3. (I − PW )hi ⊥ (I − PW )hj , i 6= j, i, j ∈ {0,1,2}.
Then
8 := (w1, . . . ,wt , wˇ1, . . . , wˇt , (I − PS(W))h)T , (1.2)
where W = span {w1, . . . ,wt , wˇ1, . . . , wˇt } is an orthogonal scaling vector that generates
an MRA (Vp) of multiplicity r = 2t + 1 such that V˜0 ⊂ V0.
Observe that for any refinable vector of functions 8˜ = (φ1, . . . , φs)T , the linearly
independent t-vector w = (w1, . . . ,wt )T will extend 8˜ iff elements of the two vectors
are linearly independent and
w =
∑
i∈Z2
ciw ◦ di +
∑
i∈Z2
αi8˜ ◦ di (1.3)
for some t × s scalar matrices αi and t × t scalar matrices ci . Note that for N = 2,
conditions 1 and 2 require that αi = 0 for all i ∈ Z2, and so, w = 0 is the only solution
to (1.3). Hence, only integer N > 2 will be considered from this point on.
DEFINITION. An orthogonal scaling vector 8 of the form (1.2) is referred to as a short
scaling vector.
The wi will generate three orthogonal “sections”
gi = (I − PW )hi
that will be pieced together to form one large scaling function. However, in this
construction, the interior projections g˜i = PV1(10)gi , i = 0,1,2, are no longer pairwise
orthogonal. The construction of the associated wavelets will hinge on our ability to find an
orthogonal set {σ0, σ1, σ2} with the same span such that σi ⊥ g˜i , i = 0,1,2.
DEFINITION. The short scaling vector 8 constructed above is said to be regular if the
g˜i , i = 0,1,2, are linearly independent.
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1.3. Main Results
Important lemmas and theorems are presented here without proof and are proved in the
following sections.
A set of wavelets were constructed in [5] to scaling functions constructed in [4], but is
generalized here for this entire class of regular short scaling vectors with 2-D domains.
LEMMA 3.1. Define g˜i := PV1(10)gi for i = 0,1,2 and suppose the g˜i are linearly in-
dependent. Then there exists an orthogonal set σ0, σ1, and σ2 such that span {σ0, σ1, σ2} =
span {g˜0, g˜1, g˜2} and σi ⊥ g˜i for i = 0,1,2.
This means that each g˜i is a linear combination of σj and σk where i 6= j 6= k. By
projecting σj out of g˜i , the remainder is orthogonal to both σi and σj . This trick will be
used frequently in the construction of the wavelets.
DEFINITION. Any nonempty intersection of the supports of h ◦ ti and h ◦ tj , i, j ∈ Z2,
is called an overlap domain.
The wavelet space W0, where V1 = V0 ⊕W0, will be constructed in three orthogonal
parts. The subspace Wf will be generated by wavelets supported in 10, the subspace Wg
will be generated by wavelets supported in overlap domains, and the subspace Wh will be
generated by wavelets supported in the hexagonal domain of the large scaling function. An
example of these wavelets will be constructed explicitly in Section 3.
THEOREM 3.2. Let (Vp) be an orthogonal MRA of multiplicity r in R2 with a
dilation-N regular short scaling vector. Then V1 = V0⊕W0 where W0 =Wf ⊕Wg ⊕Wh
and W0 has r(N2 − 1) generators.
It is important to note that the scaling functions and associated multiwavelets in these
constructions may be nondifferentiable functions with a nonintegral box dimension. These
functions defined on R2 are called fractal interpolation surfaces (FIS). The construction of
these functions is described in detail in [1, 13, 7].
2. AN EXAMPLE OF ORTHOGONAL SCALING FUNCTIONS
Set vectors 1 := (1,0) and 2 := (1/2,
√
3/2), and let T be the 3-directional mesh
with directional vectors 1, 2, and 2 − 1. Let h be the generalized hat function
centered at (0,0) and fix N = 3. In order to construct a short scaling vector 8, let
w be a continuous function with (nonempty) support in 10 and let wˇ := w ◦ r . Let
G = {(0,0), (1,0), (2,0), (0,1), (1,1), (0,2)} and let Gˇ = {(0,0), (1,0), (0,1)}. With
Section 1.2 in mind, require that w satisfy the following dilation equation for some α,
si , and sˇi :
w= αh ◦ d1,1 +
∑
i∈G
siw ◦ di +
∑
i∈Gˇ
sˇiwˇ ◦ di. (2.4)
The functionw is an FIS, with interpolation points located uniformly over10 as illustrated
in Fig. 1, provided |si | < 1 and |sˇi | < 1 for all i ∈ Z2 (this is necessary if w is to be
continuous).
In order to construct w (and wˇ) with rotational symmetry about the centroid of their
support triangle, let
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FIG. 1. The domain points and scalings used in the example.
s0,0 = s2,0 = s0,2 := s1,
s1,0 = s0,1 = s1,1 := s2, and
sˇ0,0 = sˇ1,0 = sˇ0,1 := s3,
where |si |< 1 for i = 1,2,3. Then the only free parameters will be the scaling variables si
and α, the value of the function w at the centroid of 10. Set α := 1 for this construction.
Let h0 = hχ10 , h1 = (h ◦ t1,0)χ10 , and h2 = (h ◦ t0,1)χ10 , where χ10 denotes the
characteristic function on10. Due to the rotational invariance of bothw and the set of hi ’s,
the three orthogonality conditions needed to satisfy the requirements forW in Section 1.2
reduce to
(I − PW )h0 ⊥ (I − PW )h1,
whereW is the span of w. Since (I − PW ) is self-adjoint and idempotent, that condition
reduces to
〈h0, (I − PW )h1〉 = 0.
Since
PWh1 = 〈w,h1〉〈w,w〉 w,
the above reduces to
〈h0, h1〉 = 〈h0,w〉〈w,h1〉〈w,w〉 .
This provides the following necessary condition on the si ’s:
54s1 − 25s21 + 18s2 − 6s1s2 − 13s22 + 18s3 − 6s1s3 + 6s2s3 − 13s23 − 33= 0. (2.5)
By letting s = si for i = 1,2,3, (2.5) reduces to
3(1− s)(19s − 11)= 0 (2.6)
with the solution s = 11/19.
Let φ˜1 :=w, φ˜2 := wˇ, and define φ˜3 by
φ˜3 := h−
∑
i∈H
〈h,w ◦ ti〉
〈w,w〉 w ◦ ti −
∑
i∈Hˇ
〈h, wˇ ◦ ti〉
〈w,w〉 wˇ ◦ ti ,
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FIG. 2. Scaling functions φ1 and φ3 for equal si .
where H = {(0,0), (0,−1), (−1,0)} and Hˇ = {(0,−1), (−1,0), (−1,−1)}. Define the
orthonormal basis φi := φ˜i/‖φ˜i‖ for i = 1,2,3. Then8 := (φ1, φ2, φ3)T is a short scaling
vector that generates the MRA (Vp) where Vp = S(8(3p(x, y))). Note that V0 contains
piecewise linears on the triangulation T . This set of scaling functions is illustrated in Fig. 2
for equal si .
Notice that for any nonsingular linear map A, we may define the same set of scaling
functions on the lattice generated by A1 and A2, and the functions will maintain their
orthogonality.
3. CONSTRUCTION OF ASSOCIATED MULTIWAVELETS
Let (Vp) be an MRA of multiplicity r in R2 with a dilation-N regular short scaling
vector and recall that suppφi ⊆ 10 = 1(0, 1, 2) ∈ T for i = 1, . . . , (r − 1)/2 and
that suppφi ⊆ ∇0 = 1(1, 2, 1 + 2) ∈ T for i = (r + 1)/2, . . . , r − 1. First consider
wavelets ψ supported in 1 ∈ T . Define the (N2(r − 1)/2 + (N − 1)(N − 2)/2)-
dimensional space X := PV1(10)V1 (which has (r − 1)/2 dilated scaling functions on each
of the N2 subtriangles and (N − 1)(N − 2)/2 dilated φr ). Orthogonality conditions for
wavelets supported in 10 form a ((r − 1)/2+ 3)-dimensional subspace
XV0 := span {PV1(10)φr ,PV1(10)(φr ◦ t1,0),PV1(10)(φr ◦ t0,1),φi :
i = 1, . . . , (r − 1)/2} ⊂X.
Let91f be an orthogonal basis of dimension (((r−1)/2)(N2−1)+(N−1)(N−2)/2−3)
for the orthogonal complement (I − PXV0 )X. Note that elements of 91f are orthogonal to
V0 by definition, and are orthogonal to their own translates by nature of their support.
Recall the notation fˇ = f ◦ r , where r is the affine transformation from ∇0 to 10 as
defined in Section 2 and f ∈ L2(R2). Define 9∇f := {ψˇ :ψ ∈91f }. Note that elements of
9∇f are orthogonal to V0 by definition and are orthogonal to 91f and their own translates
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by nature of their support. Define Wf := S(91f ∪9∇f )⊂W0. The space Wf has
2
(
r − 1
2
(N2 − 1)+ (N − 1)(N − 2)
2
− 3
)
= r(N2 − 1)− 3N − 3
generators.
Before proceeding, the following lemmas are needed.
LEMMA 3.1. Define g˜i := PV1(10)gi for i = 0,1,2. Then 〈g˜i , g˜i〉< 0, i 6= j .
Proof. Recall that gi = (I − PW )hi, i = 0,1,2, where hi is the linear function
on 10 such that hi(j ) = δi,j and W is a space of functions supported on 10 such that
gi ⊥ gj , i 6= j . Also recall that φr is the only scaling function with support larger than one
1 ∈ T . Notice that the gi are still linear and nonnegative on all edges of 10.
Consider 〈g˜0, g˜1〉. Let α := φr(0,0) and express both g0 and g1 in terms of basis
functions for V1|10 and the g˜i :
g0 = 1
α
φr ◦ d0,0|10 +
1
αN
N−1∑
i=1
(N − i)φr ◦ d0,i|10 +
1
αN
N−1∑
i=1
(N − i)φr ◦ di,0|10 + g˜0,
g1 = 1
α
φr ◦ dN,0|10 +
1
αN
N−1∑
i=1
iφr ◦ di,0|10 +
1
αN
N−1∑
i=1
iφr ◦ di,N−i |10 + g˜1.
Recall that the translates of φr are orthogonal, even when restricted to bounded domains,
so the same will be true for φr ◦ d0,0. Therefore, many of the terms of 〈g0, g1〉 will vanish:
〈g0, g1〉 = 1
α2N2
N−1∑
i=1
i(N − i)〈φr ◦ di,0|10, φr ◦ di,0|10〉 + 〈g˜0, g˜1〉.
Since
〈φr ◦ di,0|10, φr ◦ di,0|10〉 =
1
2
〈φr ◦ di,0, φr ◦ di,0〉
= 1
2N2
〈φr ,φr〉 = 1
2N2
,
then
〈g0, g1〉 = 12α2N4
N−1∑
i=1
i(N − i)+ 〈g˜0, g˜1〉.
Using the identities
n∑
i=1
i = n(n+ 1)
2
and
n∑
i=1
i2 = n(n+ 1)(2n+ 1)
6
,
then
〈g0, g1〉 = N
2 − 1
12α2N3
+ 〈g˜0, g˜1〉. (3.7)
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Let K(N) be the scalar dependent on N on the right side of (3.7) Clearly,K(N) > 0 for
N > 2, so that
〈g˜0, g˜1〉 = −K(N) < 0
since g0 ⊥ g1. It is easily verified that the same result holds for 〈g˜0, g˜2〉 and 〈g˜1, g˜2〉.
LEMMA 3.2. Define g˜i := PV1(10)gi for i = 0,1,2 and suppose the g˜i are linearly in-
dependent. Then there exists an orthogonal set σ0, σ1, and σ2 such that span {σ0, σ1, σ2} =
span {g˜0, g˜1, g˜2} and σi ⊥ g˜i for i = 0,1,2.
Proof. Note that, from Lemma 3.1, 〈g˜i , g˜j 〉< 0, so the g˜i are not pairwise orthogonal.
Define the following orthogonal basis for G= span {g˜0, g˜1, g˜2}:
u˜2 := g˜0,
u˜0 := g˜1 − 〈g˜1, u˜2〉〈u˜2, u˜2〉 u˜2, and
u˜1 := g˜2 − 〈g˜2, u˜2〉〈u˜2, u˜2〉 u˜2 −
〈g˜2, u˜0〉
〈u˜0, u˜0〉 u˜0,
and let ui := u˜i/‖u˜i‖ for i = 0,1,2 (Fig. 3). Then the transformation T : G→R3 defined
by
T (f ) := (〈f,u0〉, 〈f,u1〉, 〈f,u2〉)T
is an isometry. The g˜i can be parametrized into 3-vectors of coefficients for u0, u1, and u2,
respectively, by
T (g˜0)= (0,0, 〈g˜0, u2〉)T ,
T (g˜1)= (〈g˜1, u0〉,0, 〈g˜1, u2〉)T ,
T (g˜2)= (〈g˜2, u0〉, 〈g˜2, u1〉, 〈g˜2, u2〉)T .
Define σ˜0 ∈G by T (σ˜0) := (cosθ, sin θ,0)T so that σ˜0 ⊥ g˜0 for all θ . Then define
T (σ˜1) := T (σ˜0)× T (g˜1)
= (〈g˜1, u2〉 sin θ,−〈g˜1, u2〉 cosθ,−〈g˜1, u0〉 sin θ)T
FIG. 3. Mapping of the g˜i into R3.
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so that σ˜1 ⊥ σ˜0 and σ˜1 ⊥ g˜1. Also, define
T (σ˜2) := T (σ˜0)× T (g˜2)
= (〈g˜2, u2〉 sin θ,−〈g˜2, u2〉 cosθ, 〈g˜2, u1〉 cosθ − 〈g˜2, u0〉 sin θ)T
so that σ˜2 ⊥ σ˜0 and σ˜2 ⊥ g˜2. Then σ˜1 ⊥ σ˜2 provided that there exists some θ such that
〈T (σ˜1), T (σ˜2)〉 = 0; that is,
〈g˜1, u2〉〈g˜2, u2〉 sin2 θ + 〈g˜1, u2〉〈g˜2, u2〉 cos2 θ − 〈g˜1, u0〉〈g˜2, u1〉 sin θ cos θ
+ 〈g˜1, u0〉〈g˜2, u0〉 sin2 θ = 0. (3.8)
Using trigonometric identities, (3.8) reduces to
〈g˜1, u0〉〈g˜2, u1〉 sin 2θ + 〈g˜1, u0〉〈g˜2, u0〉 cos 2θ
= 2〈g˜1, u2〉〈g˜2, u2〉 + 〈g˜1, u0〉〈g˜2, u0〉. (3.9)
The left-hand side of (3.9) is a pi -periodic function that can be rewritten as
〈g˜1, u0〉(〈g˜2, u0〉2 + 〈g˜2, u1〉2)1/2 sin(2θ + b),
where b is some value such that
cosb= 〈g˜2, u1〉
(〈g˜2, u0〉2 + 〈g˜2, u1〉2)1/2 , and
sin b= 〈g˜2, u0〉
(〈g˜2, u0〉2 + 〈g˜2, u1〉2)1/2 .
Then since (〈g˜2, u0〉2 + 〈g˜2, u1〉2)1/2 = ‖g˜2 −Pu2 g˜2‖, (3.9) can be stated as
〈g˜1, u0〉‖g˜2 − Pu2 g˜2‖ sin(2θ + b)= 2〈g˜1, u2〉〈g˜2, u2〉 + 〈g˜1, u0〉〈g˜2, u0〉. (3.10)
To establish that (3.10) has a solution with this construction, let α0 be the angle
in R3 between T (g˜0) and T (g˜1), α1 the angle between T (g˜0) and T (g˜2), and α2 the
angle between T (g˜1) and T (g˜2). The maximum sum of the αi occurs when the T (g˜i )
are coplanar, in which case α0 + α1 + α2 = 2pi . However, for linearly independent g˜i ,
α0 + α1 + α2 < 2pi . Note that since 〈g˜i , g˜j 〉< 0, i 6= j , then
〈T (g˜i ), T (g˜j )〉 = ‖g˜i‖‖g˜j‖ cosαi < 0
and pi/2 < αi < pi for i = 0,1,2. Thus, valid αi are in the open region in R3 where the
closure is bounded by the planes αi = pi/2, i = 0,1,2, and α0 + α1 + α2 = 2pi (Fig. 4).
It can be verified that
〈g˜1, u0〉 = ‖g˜1‖ sinα0,
〈g˜1, u2〉 = ‖g˜1‖ cosα0,
〈g˜2, u2〉 = ‖g˜2‖ cosα1, and
‖g˜2 − Pu2 g˜2‖ = ‖g˜2‖ sinα1.
Also, from (3.8),
〈g˜2, u˜0〉 = 〈g˜1, g˜2〉 − 〈g˜1, u2〉〈g˜2, u2〉 = ‖g˜1‖‖g˜2‖(cosα2 − cosα0 cosα1)
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FIG. 4. Constraint region of possible αi .
and
‖u˜0‖ = (〈g˜1, g˜1〉 − 〈g˜1, u2〉2)1/2 = (‖g˜1‖2 − ‖g˜1‖2 cosα0)1/2 = ‖g˜1‖ sinα0,
so that
〈g˜2, u0〉 = ‖g˜2‖cosα2 − cosα0 cosα1
sinα0
.
Thus, (3.10) reduces to
cosα0 cosα1 + cosα2
sinα0 sinα1
= sin(2θ + b). (3.11)
The existence of a solution to (3.11) is established by showing that the absolute value of
the left-hand side is bounded by 1. Let
f (α0, α1, α2) := cosα0 cosα1 + cosα2
sinα0 sinα1
.
It is easy to verify that f has no critical points in the constraint region; that is, ∇f 6= 0.
Lagrange multiplier analysis on the plane α0 = pi/2 gives extrema when α1 + α2 = 3pi/2,
where f reduces to
f (pi/2, α1,3pi/2)= cos(3pi/2− α1)
sinα1
=−1.
Likewise, on the plane α1 = pi/2, f has extrema for α0 + α2 = 3pi/2 where f = −1.
On the plane α2 = pi/2, extrema are restricted to when α0 = α1 where f = cot2 α0
for pi/2 ≤ α0 ≤ 3pi/4. Then f has the minimum f (pi/2,pi/2,pi/2) = 0 and maximum
f (3pi/4,3pi/4,pi/2)= 1 on the plane α2 = pi/2. No new extrema are found on the plane
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α0 + α1 + α2 = 2pi . Since f is continuous in the constraint region,
|f (α0, α1, α2)|< 1
for valid αi , (3.11) is satisfied for some θ .
Then, find the σ˜i , i = 0,1,2, by the inverse transformation T −1: R3→G defined by
T −1(c0, c1, c2)= c0u0 + c1u1 + c2u2.
As a final step, define the normalized σi := σ˜i/‖σ˜i‖ for i = 0,1,2.
This lemma shows that each g˜i is a linear combination of two of the σj ; that is,
g˜0 = 〈g˜0, σ1〉σ1 + 〈g˜0, σ2〉σ2,
g˜1 = 〈g˜1, σ0〉σ0 + 〈g˜1, σ2〉σ2, and
g˜2 = 〈g˜2, σ0〉σ0 + 〈g˜2, σ1〉σ1.
Consider the space
Y0 := span {σ0, σˇ1, φr ◦ dN−i,i : i = 1, . . . ,N − 1}.
Functions in Y0 will be orthogonal to Wf and all translates of φi, i = 1, . . . , r − 1.
They will also be orthogonal to all translates of φr except φr ◦ t1,0 and φr ◦ t0,1. Define
Y
V0
0 := PY0V0 to be a two-dimensional subspace of Y0. Then functions in the (N − 1)-
dimensional orthogonal complement (I − P
Y
V0
0
)Y0 satisfy all orthogonality conditions
necessary to belong to the wavelet space W0.
The same construction can be used across the other two edges of 10 using the spaces
Y1 := span {σ2, σˇ2 ◦ t0,−1, φr ◦ di,0 : i = 1, . . . ,N − 1}, and
Y2 := span {σ1, σˇ0 ◦ t−1,0, φr ◦ d0,i : i = 1, . . . ,N − 1},
and the subspaces YV01 and Y
V0
2 , respectively. The resulting wavelets and translates will be
orthogonal to the wavelets constructed above and to each other due to the orthogonality
of the σi . Define 9g to be the union of the orthogonal bases to the three orthogonal
complements in the construction and define Wg := S(9g) ⊂ W0. The space Wg has
3(N − 1) generators.
Let D0, . . . ,D5 be the parallelogram-shaped regions of R2 defined in Fig. 5. Define
γ˜i := PV1(Di)φr for i = 0, . . . ,5 and consider for the moment γ˜0. Notice that γ˜0 meets
several orthogonality conditions required of wavelets in W0: γ˜0 ⊥ φj for j = 1, . . . ,
(r − 1)/2, γ˜0 ⊥ (φj ◦ t−1,0) for j = (r + 1)/2, . . . , r − 1, γ˜0 ⊥ (φr ◦ t0,1), and γ˜0 is
perpendicular to Wf . Also, γ˜0 is perpendicular to generators of Wg that are built across
the edges (0, 2), (1, 2), and (2, 2 − 1). Similar results can be found for the other γ˜i .
The goal is to alter the γ˜i in such a way that these orthogonalities are maintained, while
achieving the other necessary orthogonalities.
From Lemma 3.2, there exist orthogonal σ0, σ1, and σ2 such that span {σ0, σ1, σ2} =
span {g˜0, g˜1, g˜2} and σj ⊥ g˜j , where g˜j := P10gj . Let α := φr(0,0) and define
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FIG. 5. Domains used in the construction of 9h.
γ0 := γ˜0 − 〈γ˜0, σ2〉σ2 − 〈γ˜0, σ1 ◦ t−1,0〉σˇ1 ◦ t−1,0 + c0φr ◦ d0,0
= c0φr ◦ d0,0 + α〈g˜0, σ1〉σ1 + α〈g˜2, σ0〉σˇ0 + 1
N
N−1∑
j=1
(N − j)φr ◦ d0,j (3.12)
for the scalar c0 such that 〈γ0, φr 〉 = 0. It can be verified that the equation
〈γ0, φr 〉 = c0〈φr ◦ d0,0, φr ◦ d0,0〉 + α2〈g˜0, σ1〉2 + α2〈g˜2, σ0〉2
+ 1
N2
N−1∑
j=1
(N − j)2〈φr ◦ d0,j , φr ◦ d0,j 〉 = 0
has the solution
c0 =−
(
α2N2[〈g˜0, σ2〉2 + 〈g˜2, σ0〉2] + (N − 1)(2N − 1)6N
)
< 0
for N > 2.
Then γ0 maintains the orthogonalities of γ˜0, plus, by definition, γ0 ⊥ φr . Also, note that
since generators of Wg across the edges (0, 2 − 1) and (0, 1 − 2) are orthogonal to
all terms on the right-hand side of (3.12), then γ0 ⊥Wg . Finally, note that γ0 is orthogonal
to its own translates.
Now define γ1 analogously,
γ1 := γ˜1 − 〈γ˜1, σ1〉σ1 − 〈γ˜1, σ1 ◦ t0,−1〉σˇ1 ◦ t0,−1+ c1φr ◦ d0,0
= c1φr ◦ d0,0+ α〈g˜0, σ2〉σ2 + α〈g˜0, σ2〉σˇ2 ◦ t0,−1 + 1
N
N−1∑
j=1
(N − j)φr ◦ dj,0 (3.13)
for the scalar c1 such that 〈γ1, φr 〉 = 0. Again, it can be verified that c1 < 0 for N > 2.
While γ1 /⊥ γ0, the real issue is whether γ1 is orthogonal to all translates of γ0, since an
orthogonal set can be extracted from the γi ’s.
Using (3.12) and (3.13), calculate the following inner product:
〈γ0 ◦ t1,−1, γ1〉 = α2〈g˜2, σ0〉〈g˜0, σ2〉〈σˇ0, σˇ2〉 = 0.
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Also, it is trivially established that (γ0 ◦ t1,0)⊥ γ1 and (γ0 ◦ t0,1)⊥ γ1.
Define γ2, . . . , γ5 in the same fashion:
γ2 := γ˜2 − 〈γ˜2, σ1〉σ1 ◦ t0,−1 − 〈γ˜2, σ2 ◦ t0,−1〉σˇ2 ◦ t0,−1 + c2φr ◦ d0,0
= c2φr ◦ d0,0+ α〈g˜2, σ0〉σ0 ◦ t0,−1+ α〈g˜0, σ1〉σˇ1 ◦ t0,−1
+ 1
N
N−1∑
j=1
(N − j)φr ◦ dj,−j , (3.14)
γ3 := γ˜3 − 〈γ˜3, σ0〉σ0 ◦ t0,−1 − 〈γ˜3, σ2 ◦ t−1,−1〉σˇ2 ◦ t−1,−1 + c3φr ◦ d0,0
= c3φr ◦ d0,0+ α〈g˜2, σ2〉σ2 ◦ t0,−1+ α〈g˜1, σ0〉σˇ0 ◦ t−1,−1
+ 1
N
N−1∑
j=1
(N − j)φr ◦ d0,−j , (3.15)
γ4 := γ˜4 − 〈γ˜4, σ0〉σ0 ◦ t−1,0 − 〈γ˜4, σ0 ◦ t−1,−1〉σˇ0 ◦ t−1,−1 + c4φr ◦ d0,0
= c4φr ◦ d0,0+ α〈g˜1, σ2〉σ2 ◦ t−1,0+ α〈g˜1, σ2〉σˇ2 ◦ t−1,−1
+ 1
N
N−1∑
j=1
(N − j)φr ◦ d−j,0, and (3.16)
γ5 := γ˜5 − 〈γ˜5, σ2〉σ2 ◦ t−1,0 − 〈γ˜5, σ0 ◦ t−1,0〉σˇ0 ◦ t−1,0 + c5φr ◦ d0,0
= c5φr ◦ d0,0+ α〈g˜1, σ0〉σ0 ◦ t−1,0+ α〈g˜2, σ1〉σˇ1 ◦ t−1,0
+ 1
N
N−1∑
j=1
(N − j)φr ◦ d−j,j . (3.17)
It can be shown that c2, c3, c4, c5 < 0 for N > 2. The γi satisfy the condition γi ⊥
(γj ◦ tm,n) for m,n 6= 0. The linear independence of the γi is easily established due to
the different supports of the γi . Let 9h be an orthogonal basis for the span of the γi and
define Wh := S(9h)⊂W0.
Before establishing that all the wavelets necessary to “build” V1 have been found, a
lemma is needed.
LEMMA 3.3. Define g˜i := PV1(10)gi for i = 0,1,2. Then g˜i ∈ V0 ⊕ Wg ⊕ Wh for
i = 0,1,2.
Proof. By Lemma 3.2, it suffices to show that σi ∈ V0⊕Wg⊕Wh for i = 0,1,2. Recall
the space Y0 is spanned by σ2, σˇ2 ◦ t0,−1, and the functions φr ◦di,0, i = 1, . . . ,N −1, and
recall YV00 is the span of PY0φ
r and PY0(φr ◦ t1,0). By definition, σ2 ∈ Y0 and (I − PYV00 )
Y0 ⊂Wg . It suffices to show that YV00 ⊂ V0⊕Wh.
Let α := φr(0,0). Using Eqs. (3.12)–(3.17), it is tediously verified that
φr − γ0 − γ2 − γ3 − γ4 − γ5 −
(
1− c0 − c2 − c3 − c4 − c5
c1
)
γ1
= α〈g˜0, σ2〉σ2 + α〈g˜0, σ2〉σˇ2 ◦ t0,−1+ 1
N
N−1∑
i=1
(N − i)φr ◦ di,0
+ α
(
c0 + c2 + c3 + c4 + c5 − 1
c1
)
〈g˜0, σ2〉σ2
COMPACTLY SUPPORTED MULTIWAVELETS ON R2 159
+ α
(
c0 + c2 + c3 + c4 + c5 − 1
c1
)
〈g˜0, σ2〉σˇ2 ◦ t0,−1
+
(
c0 + c2 + c3 + c4 + c5 − 1
c1N
)N−1∑
i=1
(N − i)φr ◦ di,0
=
(
c0 + c1 + c2 + c3 + c4 + c5 − 1
c1
)
×
[
α〈g˜0, σ2〉σ2 + α〈g˜0, σ2〉σˇ2 ◦ t0,−1 + 1
N
N−1∑
i=1
(N − i)φr ◦ di,0
]
=
(
c0 + c1 + c2 + c3 + c4 + c5 − 1
c0
)
PY0φ
r.
Likewise,
(φr − γ0 − γ1 − γ2 − γ3 − γ5 −
(
1− c0 − c1 − c2 − c3 − c5
c4
γ4
)
◦ t1,0
=
(
c0 + c1 + c2 + c3 + c4 + c5 − 1
c4
)
PY0(φ
r ◦ t1,0).
Thus, YV00 ⊂ V0⊕Wh and σ2 ∈ V0⊕Wg⊕Wh. Analogous arguments establish σ0, σ1 ∈ V0
⊕Wg ⊕Wh.
THEOREM 3.4. Let (Vp) be an orthogonal MRA of multiplicity r in R2 with a
dilation-N regular short scaling vector. Define Wf ,Wg , and Wh as above. Then V1 =
V0 ⊕W0 where W0 =Wf ⊕Wg ⊕Wh and W0 has r(N2 − 1) generators.
Proof. Define W :=Wf ⊕Wg ⊕Wh and V := PV110V1. Certainly V1 ⊇ V0 ⊕W by
nature of the wavelet constructions. At issue is whether V1 ⊆ V0 ⊕W .
For N > 2, generators φi ◦ d0,0, i = 1, . . . , r − 1 of V1 can be found in the space V .
Notice that
dimV = tN2 + (N − 1)(N − 2)
2
,
where t = (r − 1)/2. The definitions of Wf , Wg , and the scaling functions, along with
Lemma 3.3, provide an orthogonal basis
{φ1, . . . , φt } ∪9f ∪ {σ0, σ1, σ2}
with cardinality
t +
(
tN2 + (N − 1)(N − 2)
2
− t − 3
)
+ 3= tN2 + (N − 1)(N − 2)
2
.
Since the linear system has full rank, each f ∈ V is a linear combination of elements
of V0⊕W . Thus, φi ◦ d0,0 ∈ V0 ⊕W for i = 1, . . . , r − 1.
Also notice that
φr −
5∑
i=0
γi =
(
1−
5∑
i=0
ci
)
φr ◦ d0,0.
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Thus, V1 ⊆ V0 ⊕Wf ⊕Wg ⊕Wh. The number of generators is the sum of the generators
for Wf , Wg , and Wh:
(r(N2 − 1)− 3N − 3)+ (3(N − 1))+ 6= r(N2 − 1).
COROLLARY 3.5. Let (Vp) be an orthogonal MRA of multiplicity r in R2, with a
dilation-N regular short scaling vector, and defineWf , Wg , andWh as above. Then Wh is
generated by any basis of PV1(D)((I − P)V1), where P is the orthogonal projection onto
V0 ⊕Wf ⊕Wg and D is the support of φr .
While the definition of Wh provides an explicit construction of the generators of Wh,
Corollary 3.5 says that after finding the generators of Wf and Wg , the generators of Wh
are whatever is left in V1 with the support of φr .
4. WAVELETS FOR SCALING FUNCTIONS IN SECTION 2
By Theorem 3.4,W0 will have 3(32−1)= 24 generators. LetD0 be the overlap domain
with vertices at (0,0), 1, 2, and 2 − 1 and let Di be a clockwise rotation of D0 about
the origin by (pi/3)i for i = 1, . . . ,5, as in Fig. 5.
4.1. Wavelets in Wf
By its definition, Wf has 12 generators. Define V := PV1(10)V1. A function f ∈ V is a
finite linear combination of ten scaling functions in V1. There are four linearly independent
orthogonality conditions that must be met on both the1 and the∇ triangles. Thus, six basis
functions can be found for the kernel of the resulting system of coefficients on each. While
the closure of any such basis will span Wf , it is desirable to have wavelets with symmetry
properties.
It is easily verified that the ten dimensional space V can be spanned by four rotationally
symmetric functions about the centroid of 10 that are also reflection symmetric about
FIG. 6. Wavelets ψ1 and ψ2.
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FIG. 7. Wavelets ψ3 and ψ4.
a median of 10, three reflection symmetric only functions about the median, and three
antisymmetric functions, and that these spaces, Vr,Vs , and Va , respectively, are orthogonal.
It is also easily verified that PVr V0 is a two dimensional space, while both PVsV0 and PVaV0
are one dimensional spaces, so two functions can be found in V to complete each space.
Let τ be the 2pi/3 clockwise rotation about the centroid of 1. Notice that φ3χ1 ◦ τ =
φ3 ◦ t0,1χ1 and φ1 ◦ τ = φ1. Also, define a counterclockwise rotation function on ∇ by
τˇ := r ◦ τ ◦ r.
Let ρ be the reflection function along a fixed median of 1. The space Wf is invariant
under τ and r , since either applied to the orthogonality conditions produces the same set
of conditions. A rotational symmetric wavelet can be found by finding a nonzero function
FIG. 8. Wavelets ψ5 and ψ6.
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of the form f +f ◦ τ +f ◦ τ ◦ τ , projecting it out of any basis ofWg , and orthogonalizing
the remaining set. Two such normalized wavelets, ψ1 and ψ2, are illustrated in Fig. 6.
A reflection symmetric wavelet can be found by finding a nonzero function of the form
f + f ◦ ρ and following the same steps. Two such normalized wavelets, ψ3 and ψ4,
are illustrated in Fig. 7. The remaining wavelets are necessarily antisymmetric. Two such
normalized wavelets are illustrated in Fig. 8.
The same set of wavelets reflected onto ∇ will span Wfχ∇ . Define
ψi+6 :=ψi ◦ r ◦ t−1,0 for i = 1, . . . ,6.
4.2. Wavelets in Wg
From its definition, Wg has six generators. Then let
g˜i := PV1(1)gi for i = 0,1,2.
Notice that all of the g˜i are orthogonal to φ1 and ψj for j = 1, . . . ,6, since they are linear
combinations of functions which meet these conditions.
Following the construction in Lemma 3.2, an orthogonal set σ0, σ1, and σ2 can be found
such that σi ⊥ g˜i , i = 0,1,2. Parametrize the g˜i using the orthogonal unit vectors u0, u1,
u2 as in Lemma 3.2 and solve (3.9) for θ . Note that, because of the rotational invariance of
the gi under τ , the σi are also rotationally invariant under τ . Define σˇi := σi ◦ r .
Then, following the construction in Section 3, functions in Wg with support on the
parallelogram (0, 1, 2, 2 − 1) will be linear combinations of σ1, σˇ0 ◦ t−1,0, φ3 ◦ d0,1,
and φ3 ◦ d0,2. These functions are orthogonal to all translates of φ1, φ2, and ψi for
i = 1, . . . ,12. Also, σ2 ⊥ φ3 ◦ t1,0 and σˇ0 ◦ t−1,0 ⊥ φ3 ◦ t−1,1. Only two other orthogonality
conditions must be met.
It is possible to construct symmetric–antisymmetric pairs of wavelets that are automati-
cally orthogonal. Define ν1 by
ν1 := σ1 + σˇ0 ◦ t−1,0 + c1φ3 ◦ d0,1 + c2φ3 ◦ d0,2
and solve the system of equations { 〈ν1, φ3〉 = 0
〈ν1, φ3 ◦ t0,1〉 = 0
for c1 and c2. Also, define ν2 by
ν2 := σ1 − σˇ0 ◦ t−1,0.
Then ν1 ⊥ ν2 by nature of their symmetry properties.
The remaining wavelets generatingWg are merely 120◦ rotations of ν1 and ν2 about 0,
denoted τ . Define
ψ˜13 := ν1,
ψ˜14 := ν2,
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FIG. 9. Wavelets ψ13 and ψ14.
ψ˜15 := ν1 ◦ τ,
ψ˜16 := ν2 ◦ τ,
ψ˜17 := ν1 ◦ τ ◦ τ , and
ψ˜18 := ν2 ◦ τ ◦ τ .
Normalize by defining ψi := ψ˜i /‖ψ˜i‖ for i = 13, . . . ,18. Wavelets ψ13 and ψ14 are
illustrated in Fig. 9.
4.3. Wavelets in Wh
By Theorem 3.5, the generators of Wh, containing 73 basis functions from V−1,
can be any basis to the kernel of the homogeneous system of 67 linearly independent
FIG. 10. Wavelets ψ19 and ψ20.
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FIG. 11. Wavelets ψ21 and ψ22.
orthogonality conditions imposed by the scaling functions and other wavelets. To explicitly
construct wavelets with symmetry, first follow the construction in the definition of Wh. It
can be verified that c0 = c2 = c4 and c1 = c3 = c5 due to the rotational invariance of
the gi .
It is possible to construct an orthogonal basis with symmetry properties. Define the
rotational symmetric pair
ψ˜19 :=
5∑
i=0
γ i and
ψ˜20 :=
5∑
i=0
(−1)iγ i .
This set of wavelets is illustrated in Fig. 10. Define the reflection symmetric pair
FIG. 12. Wavelets ψ23 and ψ24.
COMPACTLY SUPPORTED MULTIWAVELETS ON R2 165
ψ˜21 := 2γ 0 − γ 2 − γ 4 and
ψ˜22 := 2γ 3 − γ 1 − γ 5.
This set of wavelets is illustrated in Fiq. 11. Finally, define the reflection antisymmetric
pair
ψ˜23 := γ 2 − γ 4, and
ψ˜24 := γ 1 − γ 5.
Normalize by definingψi := ψ˜i/‖ψ˜i‖ for i = 19, . . . ,24. This set of wavelets is illustrated
in Fig. 12. The set S({ψi : i = 1, . . . ,24}) forms an orthonormal basis for W0.
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