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ON THE INTERNAL APPROACH TO DIFFERENTIAL
EQUATIONS
2. THE CONTROLLABILITY STRUCTURE
VERONIKA CHRASTINOVA´* AND VA´CLAV TRYHUK**
Abstract. The article concerns the geometrical theory of general systems
Ω of partial differential equations in the absolute sense, i.e., without any
additional structure and subject to arbitrary change of variables in the
widest possible meaning. The main result describes the composition se-
ries Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω where Ωk is the maximal system of differential
equations ”induced” by Ω such that the solution of Ωk depends on arbi-
trary functions of k independent variables (on constants if k = 0). This is
a well–known result for the particular case of underdetermined systems of
ordinary differential equations. Then Ω = Ω1 and we have the composition
series Ω0 ⊂ Ω1 = Ω where Ω0 involves all first integrals of Ω, therefore Ω0
is trivial (absent) in the controllable case. The general composition series
Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω may be regarded as a ”multidimensional” controllabil-
ity structure for the partial differential equations.
Though the result is conceptually clear, it cannot be included into the
common jet theory framework of differential equations. Quite other and
genuinely coordinate–free approach is introduced.
1. Preface
The origin of differential geometry rests on the investigation of surfaces firmly
localized in the Euclidean space, this is the external theory by Euler. Subse-
quently the internal theory due to Riemann was investigated where the ambient
Euclidean space disappears. The geometrical theory of differential equations is
actually subject to analogous reconstruction.
Turning to more detail, let us recall the space M(m,n) supplied with (local)
jet coordinates
xi, w
j
I (i = 1, . . . , n; j = 1, . . . ,m; I = i1 · · · ir; r = 0, 1, . . . ) (1.1)
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where xi are independent variables, w
j (empty I = ∅) are dependent variables
and wjI stand for the derivatives
∂i1+···+irwj
∂xi1 · · · ∂xir
(i1, . . . , ir = 1, . . . , n; j = 1, . . . ,m; r = 0, 1, . . . ).
Roughly saying,M(m,n) is (locally) the infinite–order jet space of smooth cross-
sections of the fibered space Rm+n → Rn. Differential equations are traditionally
regarded as a subspace M ⊂M(m,n) locally described by certain conditions
Di1 · · ·Dirf
k = 0 (i1, . . . , ir = 1, . . . , n; r = 0, 1, . . . ; k = 1, . . . ,K) (1.2)
where f1, . . . , fK are given functions of a finite number of coordinates (1.1) and
Di =
∂
∂xi
+
∑
wjIi
∂
∂wjI
(i = 1, . . . , n) (1.3)
the total derivatives. Briefly saying, we deal with the infinite prolongation of
the system f1 = · · · = fK = 0. This is just the external approach, differential
equations are firmly localized in the jet space.
The internal approach should not be affected by the inclusionM ⊂M(m,n).
Within the common jet theory, this goal can be achieved after lengthy proce-
dure [1, 2] which is moreover highly obscured by the unpleasant fact that the
infinite–order jet spaces were not yet characterized in coordinate–free terms and
the totality of all automorphisms is unknown. However differential equations
without any additional structure affected by the ambient space M(m,n) and
considered only on M can be precisely described on a few lines by using some
abstract algebraical properties of the module Ω of contact forms
ωjI = dw
j
I −
∑
wjIidxi (j = 1, . . . ,m; I = i1 · · · ir; r = 0, 1, . . . ) (1.4)
restricted to M. We speak of diffiety Ω. Expressively saying, diffieties repre-
sent the system of differential equations in the absolute sense, i.e., without any
preferred choice of dependent and independent variables. There is only one dis-
advantage of this alternative approach [3, 4]. Though it is quite simple and
brief, already the primary concepts and the more the final achievements cannot
be translated into the common language of jets in full generality.
Our aim is to discuss a far–going generalization of the classical controllability
of the underdetermined systems of ordinary differential equations Ω = Ω1, i.e.,
the existence of the first integrals Ω0 ⊂ Ω. Partial differential equations Ω be-
have much more involved: we obtain even a large sequence Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω
of simplifying equations Ωk (more precisely: of diffieties Ωk) which are induced
by Ω. The upper indice k declares that the (formal) solution of diffiety Ωk de-
pends on the choice of a certain number µ(Ωk) ≥ 1 of arbitrary functions of k
independent variables (on constants if k = 0).
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This fundamental achievement can be informally illustrated as follows.
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Ω1
Ω0


leaves solutions❄
❄
Figure 1a.


Ω

Ωk
❄
❄ ❄
❄
Figure 1b.
solutions
- The left–hand figure describes the classical case of underdetermined sys-
tems of ordinary differential equations Ω1. In the non–controllable case,
the original space is fibered by leaves which consist of solutions and the
projection into the natural factorspace identifies all solutions lying in
a leaf which provide a determined system Ω0.
- The right–hand figure describes the generalization: The original initial
data for the solutions of Ω projected on lower–dimensional data of Ωk
and therefore some solutions are identified after the projections. This is
however a very rough description of the result.
On this occasion, let us mention quite other perspectives of the theory. As
yet we discussed the controllability on the total space M, it is however easy
to introduce the controllability on a subspace of M, in particular along a fixed
solution of Ω. In the particular case of one independent variable, we obtain the
classical Mayer extremals of the calculus of variations [5, Figure 2]. It should
be expected that analogous ”multidimensional Mayer extremals” appear for the
case of several independent variables and the classical calculus of variations will
be reduced to the controllability concepts.
2. Introduction
The present article continues [4, 5, 6] but it is in principle made selfcontained.
No advanced technical tools are needed, we deal with vector fields and differential
forms on C∞–smooth manifolds together with elementary algebra. Though the
main concepts are of the global nature, the article is devoted to the local theory.
The definition domains are not specified, e.g., our notational convention for
a mapping m : M → N between manifolds allows the definition domain of m
to be an open subset of M. We also tacitly postulate the existence of bases in
various modules to appear.
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Besides the occasional use of the finite–dimensional manifolds, we mainly
deal with the smooth manifolds M modelled on R∞ [4, 5, 6]. They are supplied
with (local) coordinates hi : M → R (i = 1, 2, . . . ) together with the structural
ring F = F(M) (the abbreviation, if possible) of functions f : M → R locally
expressible by C∞–smooth formula f = F (h1, . . . , hm(f)). Then the F–module
Φ = Φ(M) of differential forms ϕ =
∑
f idgi (finite sum with f i, gi ∈ F) and
the dual F–module T = T (M) of vector fields Z immediately appear. We recall
that vector fields are regarded as F–linear functionals Z : Φ → F where we
denote
ϕ(Z) = Z⌋ϕ ∈ F , df(Z) = Z⌋df = Zf ∈ F (ϕ ∈ Φ, Z ∈ T , f ∈ F).
The exterior differential d and the Lie derivative LZ satisfying the rules
LZϕ = Z⌋dϕ+ dϕ(Z), LZY = [Z, Y ] (Y, Z ∈ T ; ϕ ∈ Φ)
does not need any comments.
We shall deal with various F–submodules Ω ⊂ Φ. Then H = H(Ω) ⊂ T
denotes the submodule of all vector fields Z such that Ω(Z) = 0. A submod-
ule Ω ⊂ Φ is called flat (or: satisfying the Frobenius condition) if any of the
(equivalent) requirements
dΩ ≡ 0 (mod Ω), LHΩ ⊂ Ω, [H,H] ⊂ H (H = H(Ω))
is satisfied.
Our crucial concept appears if the classical flatness is completed with appro-
priate finiteness requirements as follows.
Definition 2.1. A finite–codimensional submodule Ω ⊂ Φ is called diffiety
if there exists a filtration Ω∗ : Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω = ∪Ωl with the finite–
dimensional submodules Ωl ⊂ Ω (l = 0, 1, . . . ) such that
LHΩl ⊂ Ωl+1 (all l), Ωl + LHΩl = Ωl+1 (l large enough), (2.1)
the so called good filtration.
To the filtration Ω∗ we introduce the graded F–module
GradΩ∗ =M =M0 ⊕M1 ⊕ · · · (Ml = Ωl/Ωl−1, Ω−1 = 0). (2.2)
There are F–linear mappings Z :M→M (Z ∈ H) where
Z[ω] = [LZω] ∈Ml+1 (ω ∈ Ωl, [ω] ∈Ml)
and the square brackets denote the factorization. However
LXLY − LY LX = L[X,Y ] (X,Y, [X,Y ] ∈ H)
and we infer that M becomes a graded A–module where
A = A0 ⊕A1 ⊕ · · · (A0 = F , A1 = H, A2 = H⊙H, . . . )
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is the graded polynomial algebra over H [4, 6]. The multiplication is defined by
Z1 · · ·Zr[ω] = [LZ1 · · · LZrω] ∈Ml+r (Z1, . . . , Zr ∈ H; ω ∈ Ωl; [ω] ∈Ml).
Owing to (2.1), M becomes a Noetherian A–module and the classical commu-
tative algebra can be applied. In particular
dimMl = eν
(
l
ν
)
+ · · ·+ e0
(
l
0
)
( l large enough) (2.3)
is the Hilbert polynomial with integer coefficients. Assuming eν 6= 0, the values
ν = ν(Ω), µ = µ(Ω) = eν do not depend on the choice of the filtration [4] and in
accordance with the theory of exterior differential systems [7, 8] we declare that
the solution of Ω depends on µ(Ω) functions of ν(Ω) + 1 variables. Trivially is
ν(Ω) + 1 ≤ dimH = dimΦ/Ω.
Definition 2.2. Let Ω ⊂ Φ be a diffiety and n = n(Ω) = dimΦ/Ω = dimH.
A certain functions x1, . . . , xn ∈ F are called independent variables for Ω if differ-
entials dx1, . . . , dxn are independent modulo Ω. The vector fields D1, . . . , Dn ∈
H defined by the properties
Dixi = 1, Dixj = Ω(Di) = 0 (i, j = 1, . . . , n; i 6= j)
are called total derivatives with respect to the independent variables x1, . . . , xn.
It follows that D1, . . . , Dn is a basis ofH and every form ϕ ∈ Φ admits unique
decomposition
ϕ = ϕ(D1)dx1 + · · ·+ ϕ(Dn)dxn + ω (ω ∈ Ω).
In particular
ωf = df −D1fdx1 − · · · −Dnfdxn ∈ Ω (f ∈ F) (2.4)
for the choice ϕ = df.
On this occasion, the interrelation between diffieties and the classical theory
can be clarified as follows. Let us recall the subspace M ⊂ M(m,n) given by
requirements (1.2). Vector fields (1.3) are tangent to M and therefore may be
regarded as vector fields onM and then identified with vector fields D1, . . . , Dn
of Definition 2.2. Also the contact forms (1.4) restricted toM are identical with
forms (2.1) where f = wjI . We conclude that the infinite prolongation of the
classical differential equations represented by the Pfaffian system ωf = 0 (f ∈ F)
is a diffiety. Conversely, every diffiety may be identified with such a prolongation
after the (in principle arbitrary) choice of independent and dependent variables,
we refer to [6] for a short proof.
We return to the general theory. Let us recall that diffieties Ω ⊂ Φ are flat
submodules with additional finite–dimensional requirements. Our next aim is to
delete such finiteness assumptions, that is, to prove that certain flat submodules
R ⊂ Φ may be regarded for diffieties after an appropriate adjustements.
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Our crucial lemma is as follows.
Lemma 2.1. Let Ω ⊂ Φ be a diffiety and R ⊂ Ω a flat submodule. There exists
a finite–dimensional submodule Γ ⊂ R such that
R = Γ+ LHΓ + L
2
HΓ + · · · (H = H(Ω)) (2.5)
and
R∗ : R0 ⊂ R1 ⊂ · · · ⊂ R = ∪Rl (Rl = Γ+ · · ·+ L
l
HΓ, H = H(R)) (2.6)
is a good filtration.
Proof. We take a good filtration Ω∗ and put Rl = Ωl ∩ R. Then the graded
module N = N0 ⊕N2 ⊕ · · · where
Nl = Rl/Rl−1 = Ωl ∩R/Ωl−1 ∩R ∼= (Ωl ∩R+Ωl−1)/Ωl−1 ⊂ Ωl/Ωl−1 =Ml
(isomorphism) is in fact a graded A–submodule ofM. The Hilbert basis theorem
from commutative algebra applies. It follows that
HNl = Nl+1 hence Rl + LHRl = Rl+1 (l large enough, H = H(Ω)).
This implies (2.5) if Γ = Rl (l fixed and large enough). Moreover H(Ω) ⊂ H(R)
and obviously (2.6) holds true. 
Theorem 2.1. Let Ω ⊂ Φ be a diffiety and R ⊂ Ω a flat submodule of a finite
codimension. Then R ⊂ Ω is a diffiety too.
Theorem 2.1 is a trivial consequence of Lemma 2.1. Alas, the finite codimen-
sionality assumption is rather restrictive for future needs. We shall soon see that
it is satisfied in certain ”economical underlying space” of the module R.
Remark 1. The finite–dimensional underlying spaces M will also appear in
our reasonings. Then the diffieties Ω ⊂ Φ(M) simplify. We may choose the
trivial filtration Ω∗ : Ω0 = Ω1 = · · · = Ω and put ν = ν(Ω) = −1, µ(Ω) =
dimΩ. One can observe that Ω has a basis consisting of certain total differentials
df1, . . . , dfµ by applying the Frobenius theorem to Ω in the finite–dimensional
spaceM. Even the curious particular subcase Ω = Φ and n(Ω) = 0 makes a good
sense and should not be completely ignored.
3. Morphisms and projections
A morphism m : M → N between manifolds is defined by the property
m∗F(N) ⊂ F(M). In terms of coordinates hi : M → R and ki : N → R
(i = 1, 2, . . . ), certain C∞–smooth formulae
m∗ki = Ki(h1, . . . , hm(i)) (i = 1, 2, . . . )
hold true. Such a morphism is called a projection (or: m is a fibration ofM with
basis N, or: N is a factorspace ofM) if the family of functionsm∗k1,m∗k2, . . . ∈
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F(M) can be completed by appropriate functions of F(M) to provide certain
coordinates on M. (We also recall the common global definition: projection m
is a surjective submersion.)
We shall mainly deal with projections here. Then we occasionally abbreviate
and even identify f =m∗f and ϕ =m∗ϕ which is possible since m∗ is injective
mapping. In more detail, we admit that
F(N) =m∗F(N) ⊂ F(M), Φ(N) =m∗Φ(N) ⊂ Φ(M) (3.1)
may be regarded as F(N)–submodules as well, according to the context. (At this
place, we apologize for such “identifications” and “inclusions”. They are not for-
mally correct. On the other hand, this point of view clarifies some constructions
to appear and simplifies the formulation of the final result, Theorem 3.2.) We
also recall the m–projectable vector fields Z ∈ T (M). They can be identified
with the projections
m∗Z ∈ T (N) ((m∗Z)f = Zm
∗f, f ∈ F(N))
only modulo vertical vector fields V ∈ T (M) defined by the property
m∗V = 0 ∈ T (N) (Vm
∗ki = 0; i = 0, 1, . . . ).
The projections m and m∗ are surjective.
The morphism between the submodules Ω ⊂ Φ(M) and Θ ⊂ Φ(N) is de-
fined by m∗F(N) ⊂ F(M) and m∗Θ ⊂ Ω. Let the morphism m be moreover
a projection. Then Θ = m∗Θ ⊂ Ω may be regarded as F(N)–submodule of
F(M)–module Ω and, assuming this identification,
Θ˜ = F(M)Θ = F(M)m∗Θ ⊂ Ω
denotes the relevant F(M)–submodule of Ω appearing after the extension of the
coefficient ring. Alternatively saying, the F(N)–submodule Θ ⊂ Ω generates
the F(M)–submodule Θ˜ ⊂ Ω.
Let the submodule Θ ⊂ Φ(N) be moreover flat. Then
dΘ˜ = dF(M) ∧Θ + F(M)dΘ ∼= 0 (modΘ) hence (mod Θ˜)
and Θ˜ also is flat. If in particular Ω ⊂ Φ(M) is a diffiety, then Lemma 2.1 can be
applied and we see that submodule Θ˜ ⊂ Φ(M) is a pre–diffiety in the sense that
it satisfies all requirements of Definition 2.1 except for the finite codimension. In
fact this is only a seeming defect. Though both submodules Θ˜ ⊂ Ω ⊂ Φ(M) and
Θ ⊂ Φ(N) need not be diffieties, the module Θ can be “improved” to become
a diffiety.
In more detail. In theory to follow, the module Θ is of a mere subsidiary
nature with respect to Θ˜. So we start with a certain given flat submodule R ⊂ Ω
and our aim is to determine a “good” module Θ ⊂ Φ(N) such that Θ˜ = R.
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Lemma 3.1. Let a flat submodule R ⊂ Φ(M) admit a good filtration (2.6) where
Γ ⊂ Φ(M) is a finite–dimensional submodule. There exists a projection m :
M→ N on certain space N and diffiety Θ ⊂ Φ(N) such that R = F(M)m∗Θ.
Proof. We take a basis γ1, . . . , γK of Γ. Let x1, x2, . . . ∈ F(M) be functions
such that differentials dx1, dx2, . . . provide a basis of Φ(M)/R. Then vector
fields X1, X2, ... ∈ H(R) defined by
Xixi = 1, Xixj = R(Xi) = 0 (i, j = 1, 2, . . . ; i 6= j)
provide a basis of module H(R). (We have the infinite number of ”independent
variables” for the module R here.) The forms
γkI = LXi1 · · · LXir γ
k (k = 1, . . . ,K; i1, . . . , ir = 1, 2, . . . ; r = 0, 1, . . . ) (3.2)
generate R. However forms γ1, . . . , γK can be expressed in terms of a finite
number of coordinates h1, . . . , hR and it follows that only certain functions
hrI = Xi1 · · ·Xirh
r (r = 1, . . . , R; i1, . . . , ir ≤ C) (3.3)
are sufficient to express all forms (3.2). One can even suppose Xih
r = 0 (r =
1, . . . , R) if i > C.
We are passing to the delicate part of the proof. Let g1, g2, . . . ∈ F(M) be
a largest functionally independent subset of the set of all functions (3.3). We
introduce manifold N with coordinates ki : N→ R and projection m :M→ N
defined bym∗ki = gi (i = 1, 2, . . .). There are forms ϑjI ∈ Φ(N) and vector fields
Z1, Z2, . . . ∈ T (N) such that
m∗ϑjI = γ
j
I , m∗Xi = Zi (all j, i, I).
Then
LZiϑ
j
I = ϑ
j
Ii. ϑ
j
I(Zi) = 0 (all j, i, I)
by direct verification. All forms ϑjI ∈ Φ(N) generate a submodule Θ ⊂ Φ(N) and
vector fields Z1, Z2, . . . generate the submodule H(Θ) ⊂ T (N). Clearly Zi = 0
(i > C) and therefore n(Θ) = dimH(Θ) is finite. Identifying ϑjI = m
∗ϑjI = γ
j
I ,
the existence of a good filtration Θ∗ is obvious. It follows that Θ ⊂ Φ(N) is
diffiety satisfying R = F(M)Θ. 
Theorem 3.1. Let Ω ⊂ Φ(M) be a diffiety and R ⊂ Ω a flat submodule. There
exists a projection m : M → N on appropriate space N and diffiety Θ ⊂ Φ(N)
such that R = F(M)m∗Θ.
Proof. Lemma 2.1 ensures that Lemma 3.1 can be applied. 
Remark 2. The proof of Lemma 3.1 is of the independent interest since it
contains explicit construction of the space N and the diffiety Θ ⊂ Φ(N). In
applications to follow, the module R will be a submodule of a diffiety Ω ⊂
Φ(M). Then the functions x1, . . . , xn (n = n(Ω)) appearing in the proof may be
2. THE CONTROLLABILITY STRUCTURE 9
chosen as the independent variables of Ω, however, the vector fields X1, . . . , Xn
differ from the total derivatives D1, . . . , Dn though D1, . . . , Dn ∈ H(R). On this
occasion, we recall (2.5): already the forms
LDi1 · · · LDik γ
k (k = 1, . . . ,K; i1, . . . , ir = 1, . . . , n; r = 0, 1, . . . )
generate R, however, this fact is of a little use for the proof. The crucial family
of functions (3.3) with vector fields X1, X2, . . . cannot be ignored.
The space N and the projection m are not unique but this does not matter
in practice. Roughly saying, the use of the projection m : M → N lies in the
reduction of the (possibly) infinite–dimension of Φ(M)/R to the finite dimension
of Φ(N)/Θ by deleting certain ”parasite variables” of module R lying in F(M)
to obtain the ”economical” space F(N) and the ”economical” module Θ. In fact
there exists a unique ”minimal” space N without any ”parasite variables”, see
Appendix. It is to be noted that all such calculations need a bit of good luck,
see the example of Section [?] below.
Remark 3. In the particular case of finite–dimensional flat module R, much
easier approach is possible. Due to Frobenius theorem, R does admit a ba-
sis df1, . . . , dfµ consisting of total differentials. Functions f1, . . . , fµ can be
expressed in terms of finite number of coordinates h1, . . . , hR and then even
the finite–dimensional space N with coordinates k1, . . . , kR and the projection
m : M → N defined by m∗ki = hi (i = 1, . . . , R) resolve the problem. One
can even choose µ–dimensional space N with coordinates h1, . . . , hµ and the
projectionm∗ki = f i (i = 1, . . . , µ). Then ”the most economical” and ”curious”
diffiety Θ = Φ(N) mentioned in Remark 1 appears.
Definition 3.1. Let Ω ⊂ Φ(M) be a diffiety. Submodule Rk ⊂ Ω of all forms
ω ∈ Ω such that
dim{ω,LHω, . . . ,L
l
H
ω} ≤ ck
(
l
k
)
+ · · ·+ c0
(
l
0
)
(l = 0, 1, . . . ;H = H(Ω))
(3.4)
for appropriate integers c0 = c0(ω), . . . , ck = ck(ω) is called k–th residual sub-
module of Ω.
There are inclusions
R0 ⊂ R1 ⊂ · · · ⊂ Rν+1 = Ω (ν = ν(Ω)), (3.5)
however, we will omit the terms Rk such thatRk = Rk−1 in order to obtain only
the proper inclusions in (3.5). Every module Rk is flat, see below. Therefore
Theorem 3.1 ensures a diffiety Θ = Ωk ⊂ Φ(N) and the projection m(k) :M→
N such that
Rk = F(M)m(k)∗Ωk = F(M)Ωk. (3.6)
We denoteMk = N for the better clarity from now on. The integers c0, . . . , ck in
fact do not depend on the choice of the form ω and it follows that the solutions
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of diffiety Ωk ⊂ Φ(Mk) depend on ck functions of k variables, see below. For the
convenience, we identify even Rk ∼= Ωk and then the final achievement reads:
Theorem 3.2. Every diffiety admits a unique composition series
Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω = Ων+1 (ν = ν(Ω)) (3.7)
(some terms may be absent) where Ωk ⊂ Φ(Mk) is the maximal diffiety induced
by Ω such that solution of Ωk depends on ck > 0 functions of k independent
variables.
Before passing to examples, we return to the general theory of residual mod-
ules Rk since the original Definition 3.1 obscures their position in diffiety Ω and
is useless in practice.
4. On the residual submodules
The submodules Rk ⊂ Ω of diffiety Ω ⊂ Φ (= Φ(M)) deserve systematical
discussion. For the better clarity, we survey the preparatory concepts.
4.1. Orthogonal submodules. Let Θ ⊂ Φ be a submodule. Then H(Θ) ⊂
T (= T (M)) is the submodule of all vector fields X satisfying Θ(X) = 0. Mod-
ules Θ and H(Θ) determine each other. For every vector field Z ∈ T , the inclu-
sions LZΘ ⊂ Θ and LZH(Θ) ⊂ H(Θ) are equivalent. We abbreviate H = H(Ω)
for the fixed diffiety Ω under consideration.
4.2. Adjoint submodules. Let Θ ⊂ Φ be a submodule. Then AdjΘ ⊂ Φ is
the submodule generated by all forms
ϑ,LXϑ = X⌋dϑ (ϑ ∈ Θ, X ∈ H(Θ)).
In alternative definition [4], submodule H(AdjΘ) ⊂ T involves all vector fields
Y satisfying LfYΘ ⊂ Θ for all f ∈ F (= F(M)), see the Appendix. It follows
easily that AdjΘ is flat and for every Z ∈ T , the inclusion LZΘ ⊂ Θ implies
LZAdjΘ ⊂ AdjΘ. Trivially Θ ⊂ AdjΘ.
4.3. Kernel submodules. Let Θ ⊂ Φ be a submodule and X ∈ H(Θ). Then
KerXΘ ⊂ Θ is the submodule of forms ϑ satisfying LXϑ = X⌋dϑ ∈ Θ. If Θ ⊂ Ω
is a submodule of diffiety Ω, the submodules KerXΘ ⊂ Θ (X ∈ H) make a good
sense.
4.4. Hilbert polynomials. Equation (2.3) together with dimΩl = dimM0 +
· · ·+ dimMl implies that
dimΩl = cν+1
(
l
ν + 1
)
+ · · ·+ c0
(
l
0
)
(l large enough, cν+1 = eν).
This is a mere alternative (and intuitively better) transcription of (2.3). We
recall that the solution of Ω depends on cν+1 = µ(Ω) ≥ 1 functions of ν + 1
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variables. We suppose ν = ν(Ω) ≥ 0 here. If M is of a finite dimension then
dimΩl = dimΩ = c0 = µ(Ω) for l large enough.
4.5. Other filtrations. To the primary filtration Ω∗, we introduce filtrations
Ω(Z1)∗ : Ω(Z1)0 ⊂ Ω(Z1)1 ⊂ · · · ⊂ Ω (Ω(Z1)l =
∑
LkZ1Ωl),
Ω(Z1, Z2)∗ : Ω(Z1, Z2)0 ⊂ Ω(Z1, Z2)1 ⊂ · · · ⊂ Ω (Ω(Z1, Z2)l =
∑
LkZ2Ω(Z1)l),
· · ·
of the same diffiety Ω where Z1, Z2, . . . ∈ H are vector fields. The inclusions
LZiΩ(Z1, . . . , Zr)l ⊂ Ω(Z1, . . . , Zr)l (i = 1, . . . , r; l = 0, 1, . . .)
are trivial.
4.6. Not too special vector fields. Such vector fields Z1, . . . , Zn ∈ H (n =
n(Ω)) are defined by the properties
KerZ1Ωl+1 = Ωl,KerZ2Ω(Z1)l+1 = Ω(Z1)l, . . . (l large enough).
Though the existence is nontrivial in full generality [6], particular examples do
not cause any difficulty. The practical rule is as follows: the modules KerZi
should be of the minimal possible dimension and this property survives small
perturbations. One can even employ the total derivatives Zi = Di for “not too
special” choice of the independent variables.
The submodule R0 ⊂ Ω
The existence. For l ≥ 0 and Z1 ∈ H fixed, the series of proper inclusions
Θ ⊃ KerZ1Θ ⊃ Ker
2
Z1
Θ ⊃ · · · (Θ = Ωl) (4.1)
is finite. Indeed, the sequence
dimΘ ≥ dimKerZ1Θ ≥ dimKer
2
Z1
Θ ≥ · · ·
becomes stationary at the finite length. Denoting
R0(l) = KerkZ1Θ = Ker
k
Z1
Ωl (k large enough) (4.2)
for this moment, then R0(l) ⊂ Ωl is the largest submodule satisfying the inclu-
sion LZ1R
0(l) ⊂ R0(l).
The uniqueness. Let Z1 be not too special from now on. Then the module
R0(l) = R0 does not depend on l if this l is large enough. Moreover a form
ω ∈ Ω (hence ω ∈ Ωl with l large enough) lies in R0 if and only if
dim{ω,LZ1ω, . . . ,L
k
Z1
Ω} ≤ C0 (4.3)
(where C0 = dimR0) as follows by direct inspection. Due to criterion (4.3), the
choice of the original filtration Ω∗ is irrelevant.
The universality. If l is large enough, the sequence (4.1) hence the result R0
does not depend on the choice of the vector field Z1. We refer to [6] for a direct
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elementary proof. It follows that LHR0 ⊂ R0. Moreover a form ϕ ∈ Φ is lying
in R0 if and only if
dim{ϕ,LHϕ, . . . ,L
k
Hϕ} ≤ C0. (4.4)
Indeed, condition (4.4) (more precisely: already condition dim{LHϕ} ≤ C0)
implies ϕ = ω ∈ Ω and then (4.3) may be applied. Clearly R0 ⊂ Ω (equiva-
lently: R0 ⊂ Φ) is the largest finite–dimensional module (equivalently: module
contained in Ωl with l large enough) such that LHR0 ⊂ R0.
The Adj module. Let the forms ρ1, . . . , ρR generate module R0. Then the
forms
ρr,LXρ
r = X⌋dρr (r = 1, . . . , R; X ∈ H(R0))
generate AdjR0 which is therefore a finite–dimensional module.
The flatness. We recall the inclusion LHR0 ⊂ R0 which implies LHAdjR0 ⊂
AdjR0 hence AdjR0 ⊂ Ω and therefore AdjR0 ⊂ Ωl if l is large enough.
Due to the maximality property of R0, we conclude that AdjR0 ⊂ R0 hence
AdjR0 = R0 is flat.
The submodule R1 ⊂ Ω
The reasonings will be repeated with the only technical change: instead of
the finite–dimensional modules like Ωl,KerZΩl,R0(l),R0,AdjR0 and estimates
like dim{· · · } ≤ const., we deal with the filtrations estimated by the first–order
Hilbert polynomials. Expressively saying, operator LZ1 was applied to forms
ω ∈ Ω in the case of module R0 and we will apply operator LZ2 to the strings
ω,LZ1Ω,L
2
Z1
Ω, . . . to obtain module R1.
The existence. For l ≥ 0 and Z2 ∈ H fixed, the series of proper inclusions
Θ ⊃ KerZ2Θ ⊃ Ker
2
Z2
Θ ⊃ · · · (Θ = Ω(Z1)l) (4.5)
is finite, see below. Denoting
R1(l) = KerkZ2Θ = Ker
k
Z2
Ω(Z1)l, (4.6)
then R1(l) ⊂ Ω(Z1)l is the largest submodule with LZiR
1(l) ⊂ R1(l) (i = 1, 2).
Let us deal with the stationarity of (4.5). We introduce filtration
Θ∗ : Θ0 ⊂ Θ1 ⊂ · · · ⊂ Θ (Θr = Ωl + LZ1Ωl + · · ·+ L
k
Z1
Ωl)
where
dimΘr = c1
(
r
1
)
+ c0
(
r
0
)
= c1r + c0 (r large enough).
In more generality, we have filtrations
Θk∗ : Θ
k
0 ⊂ Θ
k
1 ⊂ · · · ⊂ Θ
k = KerkZ2Θ (Θ
k
r = Θr ∩Ker
k
Z2
Θ),
where
dimΘkr = c
k
1r + c
k
0 (r large enough), c1 = c
0
1 ≥ c
1
1 ≥ c
2
1 ≥ · · · .
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Then ck1 = c
k+1
1 = · · · for k large enough and this ensures the desired station-
arity.
The uniqueness. Let Z2 be not too special from now on. Then R1(l) = R1
is independent of l if l is large enough. Moreover a form ω ∈ Ω lies in R1 if and
only if
dim{ω, . . . ,LrZ1L
s
Z2
ω, . . . ,LkZ1Ω,L
k
Z2
Ω} ≤ C1k + C0 (r + s ≤ k) (4.7)
for certain integers C1 and C0. (This again follows by a direct inspection. The
integers C1 and C0 are determined by obvious filtration of module R1, in par-
ticular C1 = c
r
1 for r large enough.) It follows that the choice of the original
filtration Ω∗ is irrelevant.
The universality. If l is large enough, the sequence (4.5) hence the result R1
does not depend on the choice of the vector field Z2, see [6]. It follows that
LHR
1 ⊂ R1. Moreover a form ϕ ∈ Φ is lying in R1 if and only if
dim{ϕ,LHϕ, . . . ,L
k
Hϕ} ≤ C1k + C0. (4.8)
ClearlyR1 is the largest module which is contained in Ω(Z1)l with l large enough
and satisfying LHR1 ⊂ R1.
The Adj module. Let the forms
ρr,LZ1ρ
r,L2Z1ρ
r, . . . (r = 1, . . . , R) (4.9)
generate module R1. Then the forms (4.9) together with all forms
X⌋dρr, X⌋dLZ1ρ
r, X⌋dL2Z1ρ
r, (r = 1, . . . , R; X ∈ H(R1))
generate module AdjR1. Assuming
dρr ∼=
∑
arijϕi ∧ ϕj (mod R
1),
dLZ1ρ
r = LZ1dρ
r ∼=
∑
Z1a
r
ij ϕi ∧ ϕj +
∑
arijLZ1(ϕi ∧ ϕj) (mod R
1),
· · ·
(use LZ1R
1 ⊂ R1) we conclude that module AdjR1 is involved in the module
generated by the forms
ϕi, ϕj ,LZ1ϕi,LZ1ϕj ,L
2
Z1
ϕi,L
2
Z1
ϕj , . . . . (4.10)
On the other hand LHR1 ⊂ R1 hence LHAdjR1 ⊂ AdjR1 which implies that
AdjR1 ⊂ Ω. Altogether it follows that AdjR1 is contained in all modules Ω(Z1)l
if l is large enough.
The flatness. The above inclusion LHAdjR1 ⊂ AdjR1 implies AdjR1 ⊂ R1
hence AdjR1 = R1 and this is a flat module.
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Remaining submodules Rk ⊂ Ω
The above reasonings can be again literally repeated with the only change that
the higher–order Hilbert polynomials estimating the filtrations appear. One can
prove that the construction becomes trivial if k ≥ ν(Ω) since
Ω(Z1, . . . , Zν)l = Ω(Z1, . . . , Zν+1)l = · · · = Ω (l large enough, ν = ν(Ω))
for every not too special sequence Z1, Z2, . . . ∈ H and Rν = Rν+1 = · · · = Ω.
5. Example: ordinary differential equations
In the particular case n = n(Ω) = 1 of one independent variable, the con-
trollability of Pfaffian systems in finite–dimensional spaces can be thoroughly
described in terms of the Lie brackets [X,Y ] where X,Y are vector fields satis-
fying the Pfaffian system, see [9] and references therein. Our approach is quite
other.
Let us deal with the system
du
dx
= F (x, u, v, w,
dw
dx
),
dv
dx
= G(x, u, v, w,
dw
dx
) (u = u(x), v = v(x), w = w(x)).
The corresponding diffiety Ω describes the infinite prolongation
du
dx
= F (x, u, v, w0, w1),
dv
dx
= G(x, u, v, w0, w1),
dwr
dx
= wr+1 (r = 0, 1, . . .)
of the system.
We introduce the spaceM with coordinates x, u, v, w0, w1, . . . , the submodule
Ω ⊂ Φ(M) with the basis
α = du− Fdx, β = dv −Gdx, γr = dwr − wr+1dx (r = 0, 1, . . .)
and the vector field
X =
∂
∂x
+ F
∂
∂u
+G
∂
∂v
+
∑
wr+1
∂
∂wr
which is a basis of H(Ω). Clearly
LXα = Fuα+ Fvβ + Fw0γ0 + Fw1γ1, LXβ = Guα+Gvβ +Gw0γ0 +Gw1γ1
and LXγr = γr+1 (r = 0, 1, . . .). If Ωl ⊂ Ω (l = 0, 1, . . .) is the submodule
generated by α, β, γ0, . . . , γl then Ω∗ : Ω0 ⊂ Ω1 ⊂ · · · is a good filtration.
Therefore Ω is a diffiety with n = n(Ω) = dimH(Ω) = 1. Moreover x1 = x is
independent variable and D1 = X the total derivative.
Clearly KerXΩl+1 = Ωl (l ≥ 0) and the forms
ξ = α− Fw1γ0, ζ = β −Gw1γ0
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generate the submodule KerXΩ0 ⊂ Ω0. Passing to the next submodule, we state
the formulae
LXξ = Fuα+ Fvβ + (Fw0 −XFw1)γ0 = Fuξ + Fvζ + Pγ0,
LXζ = Guα+Gvβ + (Gw0 −XGw1)γ0 = Guξ +Gvζ +Qγ0
where
P = FuFw1 + FvGw1 + Fw0 −XFw1 , Q = GuFw1 +GvGw1 +Gw0 −XGw1 .
Three subcases should be distinguished.
If P = Q = 0 identically then R0 = KerXΩ0. The general theory ensures that
R0 is flat hence has a certain alternative basis
dU, dV (U = U(x, u, v, w0), V = V (x, u, v, w0)).
So we have diffiety Ω0 ⊂ Φ(N) in the space N with coordinates x, U, V. It
corresponds to the determined system of differential equations
dU
dx
= 0,
dV
dx
= 0.
Quite explicit formulae for the functions F,G,U, V in this subcase can be ob-
tained but we omit details.
If either P 6= 0 or Q 6= 0, then the form γ = Qξ − Pζ generates module
Ker2XΩ0 since
LXγ = XQξ −XP ζ +Q(Fuξ + Fvζ) − P (Guξ +Gvζ).
In general LXγ is not a multiple of γ and then R0 = Ker
2
XΩ0 = 0 is trivial.
Otherwise we obtain one–dimensional module R0 with the basis γ. Since γ is
a multiple of a differential dU (U = U(x, u, v, w0)), we obtain the diffiety Ω0 ⊂
Φ(N) in the space N with coordinates x, U.
In both above subcases, the space N naturally appears as a factorspace ofM.
It is not the most economical one since variable x may be in fact omitted and
we obtain the “curious diffiety” of Remark 1.
6. Example: partial differential equations
While the residual module R0 is intuitively simple tradicional concept, the
subsequent modules Rk (k > 0) are not so clear. Recall that they determine
certain unique “simplified projections” of the original system of differential equa-
tions and essentially differ from the well–known reductions based on the Lie–
group symmetries [12]–[15]. We intent to clarify the above abstract theory by
means of explicit example of the module R1. A somewhat unusual strain of
reasonings should be expected.
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6.1. The differential equation. We introduce the equation
∂v
∂y
= F (x, y, u, v,
∂u
∂x
,
∂v
∂x
,
∂u
∂y
) (u = u(x, y), v = v(x, y))
together with the prolongation
∂v0
∂y
= F (x1, x2, u00, v0, u10, v1, u01),
∂urs
∂x1
= ur+1,s,
∂vr
∂x1
= vr+1,
∂urs
∂x2
= ur,s+1,
∂vr
∂x2
=
dr
dxr1
F (r, s = 0, 1, . . .)
where the alternative notation is better adapted for the general theory.
6.2. The corresponding diffiety. We introduce the spaceM with coordinates
x1, x2, urs, vr (r, s = 0, 1, . . .),
the submodule Ω ⊂ Φ(M) with the basis
αrs = durs − ur+1,sdx1 − ur,s+1dx2, βr = dvr − vr+1dx1 −D
r
1Fdx2
and the vector fields
D1 =
∂
∂x1
+
∑
ur+1,s
∂
∂urs
+
∑
vr+1
∂
∂vr
, D2 =
∂
∂x2
+
∑
ur,s+1
∂
∂urs
+
∑
Dr1F
∂
∂vr
which provide a basis of module H(Ω). Clearly
LD1αrs = αr+1,s, LD2αrs = αr,s+1, LD1βr = βr+1,
LD2β0 = Fu00α00 + Fv0β0 + Fu10α10 + Fv1β1 + Fu01α01,
LD2βr = LD2L
r
D1
β0 = LrD1LD2β0 = L
r
D1
(Fu00α00 + · · ·+ Fu01α01).
(6.1)
If Ωl ⊂ Ω (l = 0, 1, . . .) is the submodule generated by forms αrs, βr (r + s ≤
l, r ≤ l) then we obtain a good filtration Ω∗ : Ω0 ⊂ Ω1 ⊂ · · · of Ω. It follows that
Ω is a diffiety. Clearly n = n(Ω) = dimH(Ω) = 2, x1 and x2 are independent
variables with D1 and D2 the total derivatives. Moreover ν = ν(Ω) = 1, µ =
µ(Ω) = 1.
6.3. The triviality of R0. Clearly
KerD1Ωl+1 = Ωl (l ≥ 0), KerD1Ω0 = 0.
The sequence (4.1) terminates with the trivial stationarity R0 = 0, there do not
exist first integrals.
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6.4. Towards the module R1. Recalling (4.5), we introduce the submodules
Ω(D1)l ⊂ Ω (l = 0, 1, . . .) with the basis
αrs = L
r
D1
α0s, βr = L
r
D1
β0 (r = 0, 1, . . . ; s ≤ l).
Clearly
KerD2Ω(D1)l+1 = Ω(D1)l (l ≥ 0)
but the case l = 0 is more interesting. Using (6.1), one can infer that
LD2(β0 − Fu01α00) =
(Fu00 −D2Fu01)α00 + Fv0β0 + Fu10α10 + Fv1β1 ∈ Ω(D1)0
(6.2)
therefore
γ = β0 − Fu01α00 ∈ KerD2Ω(D1)0.
Then trivially
LrD1γ ∈ Ω(D1)0, LD2L
r
D1
γ = LrD1LD2γ ∈ L
r
D1
Ω(D1)0 ⊂ Ω(D1)0
and it follows that the forms
γr = L
r
D1
γ (r = 0, 1, . . . ; γ = β0 − Fu01α00) (6.3)
provide a basis of module KerD2Ω(D1)0. In order to determine the subsequent
term Ker2D2Ω(D1)0 of sequence (4.5), we state the formulae
β0 = γ + Fu01α00, β1 = LD1β0 = γ1 + Fu01α10 +D1Fu01α00 (6.4)
whence the equation
LD2γ = Aα00 +Bα10 + Fv0γ + Fv1γ1,
with
A = Fu00 + Fv0Fu01 + Fv1D1Fu01 −D2Fu01 , B = Fu01 + Fv1Fu01
follows by the substitution of (6.4) into (6.2).
Summary 1. If either A 6= 0 or B 6= 0 then R1 = 0. Otherwise
R1 = Ker2D2Ω(D1)0 = KerD2Ω(D1)0
is nontrivial module with the basis (6.3).
6.5. The existence problem. We are interested just in the noncontrollable
case when A = B = 0 from now on. In order to determine such diffieties, let us
alternatively use the traditional notation
x = x1, y = x2, u = u00, ux = u10, . . . , v = v0, vx = v1, vxx = v2, . . .
and then the top–order summands of A are
A = · · ·+ Fvx(Fuyuxuxx + Fuyvxvxx ++Fuyuyuxy)
−Fuyuxuxy − Fuyvx(Fuxuxx + Fvxvxx + Fuyuxy)− Fuyuyuyy.
(6.5)
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It follows that
Fuyuy = 0, F = f(x, y, u, v, ux, vx)uy + g(x, y, u, v, ux, vx)
and (6.4) vanishes if moreover
fuxgvx = fvxgux , fux + ffvx = 0.
Such requirements are satisfied if
g = g¯(x, y, u, v, f), H(x, y, u, v, f) + uxf = vx (6.6)
where g¯, H may be arbitrary functions. Assuming (6.6), identity B = 0 also is
satisfied (direct verification). Finally, the lower–order terms in A provide the
concluding requirements
fvx(g¯u + g¯vf) = 0, g¯f(fu + fvf) = fy + fvg¯ + fvx(g¯x + g¯vH) (6.7)
(direct verification). One can calculate the derivatives fvx , fu, fv, fy by the im-
plicit equation (6.6) and the requirements (6.7) turn into two equations
g¯u + g¯vf = 0, g¯f (Hu +Hvf) = Hy +Hv g¯ − g¯x − g¯vH (6.8)
for two unknown functions G,H.
6.6. A simple controllable problem. We are not interested in complete dis-
cussion of equations (6.7) or (6.8) here. Let us therefore introduce the “brutal
solution” which appears if
fy = fu = fv = 0 hence Hy = Hu = Hv = 0.
Then the requirements (6.7) simplify as
g¯u + g¯vf = 0, g¯x + g¯vH = 0.
Assuming moreover fx = Hx = 0, we obtain the solution g¯ = G(y,Hx+ fu− v)
which is quite sufficient for our modest aim.
Summary 2.We have the noncontrollable case
F = fuy + g, g = G(y,Hx+ fu− v), H + uxf = vx, f = f(ux, vx)
where G = G(y, w) and H = H(f) may be arbitrary functions.
In order to avoid trivialities, we suppose Gw 6= 0 and H ′ 6= 0.
2. THE CONTROLLABILITY STRUCTURE 19
6.7. Preparatory remarks. Let us recall the form
γ = β0 − fα00 = dv − vxdx− (fuy + g)dy − f(du− uxdx− uydy)
= dv − fdu−Hdx−Gdy ∈ R1
and the basis
γr = L
r
D1
γ = dvr − L
r
D1
(fdu)−Dr1Hdx−D
r
1Gdy (r = 0, 1, . . .) (6.9)
of module R1 where
LrD1(fdu) =
(
r
0
)
fdur0 +
(
r
1
)
D1fdur−1,0 + · · ·+
(
r
r
)
Dr1fdu00. (6.10)
The formulae are of the fundamental importance.
6.8. Some complementary remarks. Clearly
dγ ∼= (du+Hdx+Gw(H
′x+ u)dy) ∧ df (mod γ)
and we recall the classical Adj–module for the Pfaffian equation γ = 0. This is
a flat module with the basis
γ, df, du+Hdx+Gw(H
′x+ u)dy
in the space of the variables x, y, u, v, f. Due to the Frobenius theorem, there
exists alternative basis dM, dN, dP such that γ = Q(dM − PdN) for appropri-
ate factor Q. We may suppose N = f without loss of generality. It is worth
mentioning that the congruence
dγ ∼= dQ ∧ dM, dγ ∼= dy ∧Gw(Hdx+ fdu− dv) = −Qwdy ∧ γ (mod df)
imply useful formula
dQ
Q
∼= −Gwdy (mod df), lnQ = −
∫
Gwdy + C(f,Hx+ fu− v)
for the factor Q.
6.9. Toward the space N. Let us literally follow the proof of Lemma 3.1. The
differentials
dx = dx1, dy = dx2, durs (r, s = 0, 1, . . .)
clearly provide a basis of module Φ(M)/R1. We introduce the “dual” basis
X,Y, Urs ∈ R
1 (r, s = 0, 1, . . .)
defined by
Xx = Y y = 1, Xy = Y x = Xurs = Y urs = 0,
Ursurs = 1, Ursx = Ursy = Ursur′s′ = 0 (r 6= r′ or s 6= s′)
and moreover the more interesting formulae
Xvr = D
r
1H,Y vr = D
r
1G,Ur−k,0vr =
(
r
k
)
Dk1f (k = 0, . . . , r)
Ur0vr′ = 0 (r > r
′), Ursvr′ = 0 (s 6= 0)
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follow from (6.9) and (6.10).
6.10. The common continuation. The form γ is expressible in terms of co-
ordinates x, y, u, v, ux, vx. It follows that vector fields
Ur0 (r > 1), Urs (s > 0)
do not affect the space N in the sense that the module R1 is generated by the
forms
LkXL
l
Y L
s
U00
LrU10γ (k, l, r, s = 0, 1, . . .) (6.11)
which are expressible in terms of functions
XkY lUs00U
r
10h (h = x, y, u, v, ux, vx; k, l, r, s = 0, 1, . . .) (6.12)
while the application of other vector fields produces only zero forms and iden-
tically vanishing functions. Briefly saying, functions (6.12) should be taken for
coordinates on N =M1, the forms (6.11) generate the diffiety Θ = Ω1 ⊂ Φ(N)
and the (natural projection) of vector fields X,Y, U00, U10 provide the basis of
module H(Θ) = H(Ω1).
6.11. A slightly better approach. In fact the form γ is expressible in term
of the functions x, y, u, v, f and the module R1 is generated by the forms
LUγ = dU
rv − U rfdu− U rHdx− U rGdy (U = U00; r = 0, 1, . . .) (6.13)
which are expressible in terms of the functions
x, y, u, U rv, U rf (U = U00; r = 0, 1, . . .). (6.14)
(This follows from the inspection of the top–order terms:
Uv = f, U r+1v = U rf = fvxU
rvx = fvxD
r
1f = · · ·+ (fvx)
2vr+1
whence
LrUγ = (fvx)
2dvr + · · · (r = 0, 1, . . .)
and we indeed have a basis of R1.) The functions (6.14) provide coordinates on
N = M1, the forms (6.13) provide a basis of diffiety Θ = Ω1 ⊂ Φ(N) and the
space H(Θ) = H(Ω1) is reduced since
U10x = U10y = U10u = U10v = U10f = fux + fvxf = 0
and the vector field U10 may be omitted.
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6.12. The reduced differential equation. The diffiety Θ ⊂ Φ(N) is a pro-
longation of the Pfaffian equation γ = 0 and therefore corresponds to the system
∂v
∂u
= f,
∂v
∂x
= H(f),
∂v
∂y
= G(y,H(f)x+ fu− v)
which is equivalent to the system
∂v
∂x
= H
(
∂v
∂u
)
,
∂v
∂y
= G
(
y,H
(
∂v
∂u
)
+
∂v
∂u
u− v
)
(v = v(x, y, u)).
(We may also recall the above result: in fact we have a Pfaffian equation
dM − Pdf = 0 in certain “the most economical space N” with the explicit solu-
tion M =M(f), P =M ′(f).)
Appendix
Let us first informally mention the well–known concept of the infinitesimal
symmetry of a ”geometrical object A” on a space M. Such infinitesimal sym-
metry Z ∈ T (M) is defined by the property that the Lie derivative LZ “does
not change A”. As a result, there appear a Lie algebra over R of such vector
fields Z.
A slight change of this idea provides the Adj–module [4]. Let us suppose that
even all Lie derivatives LfZ (f ∈ F(M)) do not change A. Then the geometrical
intuition suggests the idea that the object is “represented by the orbits of Z”.
Alternatively saying, A can be “expressed in terms of functions f ∈ F(M)”
constant along the orbits. In other words, if AdjA ⊂ Φ(M) is the submodule
generated by differentials df then H(AdjA) ⊂ T (M) is generated by vector
fields Z.
Examples. IfA ⊂ Φ(M) is a subset of differential forms, vector fields Z satisfy
LfZϕ = 0 (ϕ ∈ A). If A ⊂ Φ(M) is a submodule, we require LfZA ⊂ A. Instead
of differential forms, we may take tensors as well. For the exterior systems, the
Adj–module describes just the classical Cauchy characteristics.
The Adj–modules frequently appear already in early E. Cartan’s articles, see
especially [7, 9] and we also refer to recent article [10] for quite other approach
and useful review of classical literature. All these authors however deal with
finite–dimensional spaces M. In our infinite–dimensional space M, certain cau-
sion is necessary since the vector fields Z need not generate any group and
therefore “do not produce” any orbits. In order to obtain “economical variables
for A”, it is necessary to introduce the Cauchy submodule C of module Adj. On
this occasion, we refer to the following result [4, VII. 6].
Proposition. Let Ω ⊂ Φ(M) be a diffiety with a good filtration Ω∗. Let C(Ω) ⊂
H(Ω) be the submodule of all vector fields Z such that LkZΩl ⊂ Ωl+c(Z) for all
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(equivalently: for some) l large enough. Then there exists a basis of Ω expressible
in terms of functions f ∈ F(M) such that Zf = 0 (Z ∈ C(Ω)).
Alternatively saying, the orbits of vector fields Z ∈ C(Ω) exist and may be
regarded for the “absolut Cauchy characteristics” of the diffiety Ω. The Propo-
sition remains true for the pre–diffieties [4, VIII. 3]. In this way, the uniquely
determined underlying spaceN of flat submodules R ⊂ Ω without any “parasite
variables” appears.
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