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ABSTRACT
Organic materials are currently being examined for their potential use as active
conducting media in electronic devices. Computational methods were used to
study the transport characteristics across single organic molecules and through
organic molecular crystals as well as the possibility of chemical impurities in
crystals. In particular, the dependence of conductance on the central dihedral
angle of single molecule junctions containing 4,4’-diaminobipenyl derivatives
was probed by combining electronic structure calculations with a tunneling
model and comparing to experimental results from literature. The calculations
and model were adequate in reproducing the trend observed in experiment,
implying that the differences in conductance across this class of molecules can
be attributed mainly to the central dihedral angle. A method for calculating
hole mobilities in organic molecular crystals at room temperature was consid-
ered for crystals of pentacene, tetracene, and anthracene. Computed mobilities
were found to have a sensitive dependence on the calculated parameters and to
insufficiently predict mobility trends across the materials. Impurities of water
molecules in surface vacancy defects of pentacene crystals were studied through
the use of molecular dynamics. Water molecules were found to bind to these de-
fects, which has implications for charge transport through pentacene crystals.
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CHAPTER 1
INTRODUCTION
Over the past two decades, there has been an interest in incorporating or-
ganic materials into the active components of electronic devices, through which
the movement of charge occurs. Though many examples of charge transport
through organic molecules exist in the biological systems seen in nature, organic
materials used in fabricated devices have mainly been limited to supportive ca-
pacities, such as photoreceptors for photocopying [1], photoresists for lithogra-
phy, packing materials for chips, and device insulators. Aviram and Ratner’s
theoretical proposal of a molecular rectifier sparked interest in the possibility of
single-molecule devices [2], but it was Koezuka et al.’s report of an electronic de-
vice based on polythiophene that demonstrated organic materials’ potential in
devices similar to the common field effect transistor [3]. Bulk organic materials
had long been studied for their potential use as active conductingmedia [4] (and
field effect). After decades of speculation and development, functioning organic
devices have been fabricated and are now available commercially in products
such as watches, cell phones, and displays, and active research areas include
passivation of wires by organic monolayers, semiconducting polymers, molec-
ular wires and switches, conducting organic thin films, organic light-emitting
diodes, and organic solar cells.
Organics are being exploited for a variety of reasons: with the extensive
knowledge of organic chemistry and synthesis currently available, there are
myriad possibilities for compounds that can be chosen and chemically tuned
for specific purposes in a device. For example, organic compounds with de-
liberate sizes have already been used in cross-wire contacts [5], and they have
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been the key components of chemical sensors based on field effect transistors
[6]. Organic materials are also attractive for their relative low cost, both in raw
materials and processing. Fabrication steps involving organic materials can be
accomplished at lower energy input than those of inorganic materials. In ad-
dition, their mechanical properties make organics suitable for novel device fea-
tures such as flexibility.
For all their potential, organic materials pose many challenges in research
and device use. Theories of carrier transport are not well-developed, and charge
separation in bulk organic materials is not well-understood. The combination
of theory and computation has so far proven weak in predicting the experimen-
tally observed differentials in conduction among materials. Coupled with dif-
ficulties in manufacturing control, irreproducibility of characterization experi-
ments, and device degradation, practical utilization becomes fraught with even
more obstacles. A pointed effort to fully realize the possibilities of organic de-
vices will involve making quantitative connections between a material’s struc-
ture and its experimentally observed function in a bottom-up manner. This
ideally entails prediction of the material structure and the electronic properties
prior to experiment, but both remain challenging problems to address.
The field of organic electronics is broad, encompassing many different ma-
terial choices (polymers and small molecules) and devices (i.e. organic LED’s,
single molecule wires, and transistors). This thesis primarily focuses on com-
putational study of electronic properties in the following organic mediums:
molecular wires and molecular crystals composed of small molecules. In ad-
dition, structural studies of defects in organic molecular crystals are presented.
The next chapter deals with molecular wires, the most basic system in organic
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electronics, and treats the interesting case of 4,4’-diaminobiphenyl and related
derivatives. Here, an explanation of the connection between molecular struc-
ture and conductance is attempted. The subsequent chapters cover charge
transport in crystals of pentacene and smaller acenes, which have been used as
standards in organic electronic devices, and seek to uncover the mechanisms of
charge transport within bulk materials. Computation provides a link between
theoretical models and experiment, and its appropriateness for these systems
will be considered.
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CHAPTER 2
CHARGE TRANSPORT THROUGHMOLECULARWIRES:
4,4’-DIAMINOBIPHENYL
At its most basic level, molecular electronics involves the passage of charge
through a single molecule between two electrodes. How a molecule’s geometry
and its interface with the electrodes affect charge transport is the fundamen-
tal question, as it is necessary to demonstrate the molecule’s specific contribu-
tion to the device’s resistance and to form guidelines for choosing molecules
for specific applications. Rationalizing the role of the molecular structure in
the functioning of the wire remains challenging because the system is necessar-
ily out of equilibrium during transfer events. In conventional inorganic wires,
conduction occurs at steady-state through a bulk material, and minor lattice
defects negligibly impact average transport characteristics. In contrast, conduc-
tion through molecular wires is the sum of individual charge transfer events
across the electrodes: rates of transfer are sensitive to contact geometry along
with molecular geometry, both of which may shift during the charge transfer
– the transition state. Determining experimentally or theoretically these out-
of-equilibrium geometries is not possible, given available computing resources.
Moreover, since these systems obviously require quantum mechanical consid-
erations at the single-molecule level, theoretical treatments are complicated by
many factors. Nevertheless, even the most basic models can shed light on the
differences in conductance for related molecules.
This chapter focuses on structure and function relationships for a set of
molecular wires based on biphenyl derivatives. In particular, the role of the
pi-system orbitals in determining transport properties across the set is probed.
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Studying particular geometrical features and functional groups allows for pos-
sible application to more complex molecules that incorporate several chemical
groups. A simple model of charge tunneling across wires is considered using
density functional theory and semiempirical calculations. The motivation for
this research is recent experimental work [7] indicating that the the extent of pi-
conjugation across the two phenyl rings in themolecules, described by their cen-
tral dihedral angle, is the primary modulator of conduction through the molec-
ular wire. The computation presented here gives insight that experiments alone
cannot offer. There are two major questions this research seeks to answer: what
is the configuration of the molecules during conductance measurements, and
how does the conductance depend on the twist angle of the diaminobiphenyl
backbone?
2.1 Tunneling in 4,4’-Diaminobiphenyl Derivatives
Transport characteristics of molecular wires are affected by several factors,
including molecular length and configuration, bonding interactions between
molecule and electrode, Coulomb repulsion, and thermal energy [8]. The vari-
ability of processing conditions leads often to irreproducible results, and regard-
less, rationalizing bonding and geometry at molecule-electrode interfaces re-
mains a challenge. Current-voltage curves can show how the electronic states of
the electrodes couple with both the electronic and vibrational states of the bridg-
ing molecule [8], and spectroscopic methods such as inelastic electron tunnel-
ing spectroscopy can reveal the signatures unique to a particular ligand [9]. In
this particular case study, gold break junctions bridged by 4,4’-diaminobiphenyl
derivatives were used to determine the chemical “signature” of a particular
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molecule as related to its twist angle. In contrast to spectroscopic methods that
scan across a range of frequencies or voltages, here the applied voltagewas fixed
to probe the influence of molecular geometry on conductance.
Venkataraman and co-workers [7] chose to study molecular wires based on
the biphenyl molecule (see Figure 2.1(a)) because these wires are a basic system
for measuring structure-function relationships of pi-conjugated systems. When
a weak voltage is applied across the length of a biphenyl molecule between elec-
trodes, conduction is mediated mostly by the molecule’s frontier orbitals, which
lie in the phenyl groups’ conjugated pi-system, because these orbitals have ener-
gies closest to the work function of the metallic electrodes. The dihedral angle
describing the angle between the planes of the two phenyl rings is a measure
of the extent of pi-conjugation in the molecule: a molecule with two coplanar
phenyl rings has the highest measure of pi-conjugation and that with perpendic-
ular phenyl planes has essentially negligible pi-conjugation.
Substituted 4,4’-diaminobiphenyls (see Figure 2.1(b)) were chosen in par-
ticular because their break-junction signals had little noise and were within a
narrower range as compared to molecules with other terminus groups (i.e. thiol
and nitrile groups). Venkataraman et al. propose that the superiority of the
amine group in break-junction experiments is due to the specificity with which
terminus amines bond to under-coordinated Au atoms on the tip surface and
substrate [10]. A thiol group, in contrast, can have a variety of strong bond-
ing configurations with a gold surface, leading to a broad range of comparably
noisier conductance traces.
The set of diaminobiphenyl derivatives incorporated side groups into the
meta and ortho positions of the phenyl groups so that the average twist angles
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for each molecule were held on average at various and unique values from 0◦
to 180◦. Conductances through this set of molecules in solution were shown to
clearly depend on the twist angle: the authors reported that at an applied volt-
age of 0.025 V (across a single molecule of length ≈ 10Å), conductance decreased
as the twist angle increased from coplanar phenyls to out-of-plane phenyls,
evidence for transport mediation through the pi-system of the molecules. A
schematic of their experiment is shown in Figure 2.2.
The low voltage used in the break junction experiment was not high enough
to significantly affect the energy levels within the molecule at the junction, and
consequently, the molecule can be seen to be a tunneling barrier for the con-
ducting charge [8]. Assuming weak electronic coupling between the bridging
ligand and the metal contacts, the conductance across a molecular wire is given
by [11][12]:
g ≈ 8e
2
piΓDΓAF
kD→A (2.1)
where ΓD and ΓA are the inverse lifetimes of an electron residing on the donor
and acceptor electrodes, respectively; F is the thermally averaged, Franck-
Condon weighted density of nuclear states; and kD→A is the classical Marcus
rate equation for an electron transfer event, given by [13][14][15]:
kD→A =
2pi
~
∣∣∣∣〈ψ f |H|ψi〉∣∣∣∣2 ( 14piλkBT
) 1
2
exp
[− (∆G◦ + λ)2
4λkBT
]
(2.2)
where
∣∣∣∣〈ψ f |H|ψi〉∣∣∣∣ is the coupling between the final and initial electronic wave-
functions of the transfer event; T is the temperature; ∆G◦ is the free energy
change of the transfer; and λ is a measure of the nuclear reorganization that oc-
curs in order for a transfer event to occur. The Franck-Condon factor in the rate
equation, (1/4piλkBT )1/2 exp
[
− (∆G◦ + λ)2 /4λkBT
]
, and that of the conductance re-
lationship, F, cancel to reduce the conductance to a relationship that varies with
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(a) biphenyl
NN
(b) 4,4’-diaminobiphenyl
Figure 2.1: Molecules used in molecular wire study
Figure 2.2: Venkataraman et al.’s break junction experiment: Au electrode
tip makes contact with Au substrate, across which a voltage is
applied. When the tip is released from the substrate, amolecule
from solution (4,4’-diaminobiphenyl shown here) sometimes
bridges the gap between the electrode and substrate, allowing
for a conductance measurement. Thousands of conductance
traces were measured to determine an average conductance for
each of the molecules studied. (Figure adapted from Reference
[7].)
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the square of the electronic coupling and the reciprocal of the product of inverse
lifetimes (ΓDΓA).
Venkataraman et al. focus on the electronic coupling,
〈
ψ f |H|ψi
〉
, and assume
that the relative conductances vary with the square of the tunnel coupling be-
tween the donor electrode and the bridge molecule. They neglect an analysis of
the inverse lifetimes, ΓD and ΓA. The tunnel coupling was taken to go as cos θ,
where θ is the twist angle, in reference to the dominant pi-pi interaction between
two Ru(NH3)5 complexes joined by 4,4’-bipyridine [16]. The researchers found
good agreement with the dependence of conductance on cos2 θ. When the twist
angle was 90◦ (corresponding to cos2 θ = 0), the conductance nearly vanished.
The exact configuration of the bridge molecules during a conduction event
could not be determined experimentally, and it remains a challenging question.
Additionally, the linkage between the electrodes and the molecule as well as
any stresses on the molecule that occur during the conduction event are diffi-
cult to describe. Conduction events are akin to the transition state of a chemical
reaction. Since no chemical bonds are made or broken during the transfer, the
combination of geometrical optimization and vibrational analysis using compu-
tation that could propose a transition state geometry is nearly impossible and
would most likely be misleading. Another complication is a molecule’s energy
surface as a function of twist angle: at room temperature, each molecule has a
range of accessible twist angle values.
Thus, the most basic approximation is to take the transition geometries as
the ground state configurations of the particular bridge molecule in isolation.
Venkataraman et al. used such an approximation in their analysis, and their
results fit their initial model and implied a dominance of the pi-conjugation in
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the tunneling events. Here, computational methods similar to that of the ex-
perimenters have been used to rationalize this assumption, to shed light on the
structure of the molecules in the apparatus. Beyond the previous work, rela-
tive rates of electron tunneling across the electrodes with respect to the bridge
molecule’s twist angle were estimated by using classical electron transfer theory
to explain the experimental results.
2.2 Method and Computation
Energy surfaces with respect to the twist angles of 4,4’-diaminobiphenyl and
biphenyl, as a comparison, were calculated using density functional theory
(DFT), as implemented in Gaussian031 [17]. Structures were fully relaxed at
the B3LYP/6-31G(d) theory level and basis set while holding the twist angle
constant. To simulate electrodes, two gold atoms were placed at both ends of a
4,4’-diaminobiphenyl molecule, and a relaxed scan of the twist angle was again
carried out. The LANL2DZ pseudopotential and basis set were used for the Au
atoms. An additional ab initio scan at MP2/6-31G(d)//B3LYP/6-31G(d) was
calculated for biphenyl.2 All calculations were performed on isolated molecules
in vacuum.
Using the resultant energy curve for 4,4’-diaminobiphenyl, a thermal aver-
age of the tunneling probability (assumed to be directly proportional to cos2 θ)
was taken at room temperature (300 K) to find the most probable twist angle at
which tunneling occurs in the experimental conditions. The energy surface was
1Unless otherwise noted, Gaussian03 has been utilized for all density functional theory, ab
initio, and semiempirical calculations mentioned throughout the text.
2The convention used here is [energy calculation method]//[geometry optimization
method] and (computational method)/(basis set) within each bracketed set.
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first fitted to a 5th order polynomial curve. Boltzmann statistics were then used
to obtain thermal averages of the twist angle and tunneling probability.
It follows from the discussion of the conductance relationship that the elec-
tronic coupling is the main determinant of the charge transfer rate among the
twist angles. To obtain more representative tunneling probabilities, the method
outlined by Woitellier, Launay, and Joachim [16] was used to calculate a so-
called “effective coupling parameter” (ECP), equivalent to
〈
ψ f |H|ψi
〉
, as a func-
tion of twist angle. The total molecular orbital of the organic ligand and two Au
atoms can be described by the form:
ψn = cn1φ1 + cn2φ2 +
∑
α
cnαφα (2.3)
where n is the index for the particular system orbital; φ1 and φ2 are basis or-
bitals of the respective Au atoms; and φα is an atomic orbital of the ligand.
Charge transfer can occur through different channels, which here refer to dif-
ferent pairs of molecular orbitals, ψm and ψn, representing the initial and final
electronic states of the transfer. The rate of transfer between the electrodes rep-
resented by single Au atoms is desired, so the ECP is calculated by using total
system initial and final molecular orbitals that have high densities on either ter-
minus metal atom, as evidenced by orbital coefficients, cn1 and cn2. Woitellier
et al. discuss two criteria for choosing the combination of molecular orbitals,
both of which can in some cases lead to different orbital pair choices. The Bloch
criterion selects, for a combination of φ1 and φ2, the two molecular orbitals (ψn)
which have the greatest sum weights on the relevant basis orbitals of the ter-
minus atoms: c2n1 + c
2
n2. The Fourier criterion chooses those orbitals for which
the modulus of the product weights on the terminus atoms’ basis orbitals is the
maximum: |cn1cn2|.
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Considering the distance between the terminus atoms (∼10 Å), the electronic
overlap of their relevant orbitals [〈φ1|φ2〉] can be neglected, and the ECP for the
combination of the nth and mth orbitals can calculated using the following rela-
tionship:
(ECP)nm =
∣∣∣∣∣12 cn1cn2 − cm2cm1cn1cm2 − cn2cm1 (E1 − E2)
∣∣∣∣∣ (2.4)
where ci j is the coefficient of the jth terminus atom’s relevant orbital within the
ith molecular orbital; and Ei is the energy of the ith molecular orbital.
As in Reference [16], semiempirical calculations were used to consider the
criteria and calculate ECP for the system as a function of twist angle. Calcu-
lations were carried out in Gaussian03 [17] and utilized Extended Hu¨ckel The-
ory for structures minimized at B3LYP using the 6-31G(d,p) basis set for the
small atoms and the LANL2DZ basis set and pseudopotential for the Au atoms.
For the present system, it is evident that the Au atoms’ half-full 6s orbitals and
amine groups’ lone pairs dominate the Au-N bonds. The system’s HOMO and
LUMO orbitals were found to satisfy both the Bloch and Fourier criteria for the
Au(6s)→Au(6s) channel, and wavefunction weights on these 6s orbitals far ex-
ceeded those on the Au atoms’ other valence orbitals for any system orbital.
Consequently, only the Au(6s)→Au(6s) channel was considered in calculations
of the ECP.
2.3 Results
According to the calculations at B3LYP/6-31G(d,p), the lowest energy configu-
rations for biphenyl and 4,4’-diaminobiphenyl molecules in the gas phase have
twist angles of approximately 38◦ and 36◦, respectively, showing that the added
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amine groups affect the structure slightly. (See Figure 2.3.) The energy calcula-
tions showed that the presence of the gold atoms shifted the energy minimum
for 4,4’-diaminobiphenyl to 30◦. Calculations for biphenyl at MP2/6-31G(d,p)
revealed an energy minimum around 45◦. Venkataraman et al.’s calculations us-
ing the PBE functional and 6-31G(d,p) basis with the LACVP** basis for Au
yielded angles of 39◦, 34◦, and 29◦ at the energy minima for biphenyl, 4,4’-
diaminobiphenyl, and 4,4’-diaminobiphenyl with two Au atoms, all within 2◦
of the values calculated here [7].
Using biphenyl as a reference, the computedminimum twist angles reported
here bracket the experimental gas phase values of range 40◦–44.4◦ [18][19]. In
a variety of solvents, biphenyl’s twist angle is found to decrease, with angles
ranging from 19◦–37◦ [19][20][21][22]. There is, then, expected error in using
computed twist angle values in the gas-phase for the diaminobiphenyl deriva-
tives in the analysis of the conductance experiment. If the nonpolar solvent used
in experiment has a flattening effect on all the derivatives [23], it is likely that the
DFT computed values in the gas-phase slightly overestimate the experimental
values in solvent. The error could be on order of 10◦. However, the presence of
the electrodes is shown in the computation here and in Reference [7] to flatten
4,4’-diaminobiphenyl; in the laboratory, the electrodes’ effect on the geometry
is uncertain.
Furthermore, thermal fluctuations give rise to a range of twist angle values
for a given molecule since the rotation barrier is roughly 0.1 eV. A thermal av-
erage of 4,4’-diaminobiphenyl was carried out using energy curve results from
the B3LYP/6-31G(d,p) calculations. The curve was first fit to a 5th order poly-
nomial, and the average twist angle based on this fit using Boltzmann statistics
13
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Figure 2.3: Energy curves with respect to twist angle
Figure 2.4: Lowest energy state of 4,4’-diaminobiphenyl and two flanking
Au atoms calculated using the described DFT methods.
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at room temperature was found to be about 4◦ greater or 3.5◦ lower than the
minimum value at 36◦. This is compared to Venkataraman et al.’s average value
at 1.5◦ greater than the minimum. Thermal averaging of the tunneling probabil-
ity showed that the highest probability for charge transfer occurs at 33◦, which
is 3◦ less than the minimum energy configuration for 4,4’-diaminobiphenyl and
3◦ more than the that for 4,4’-diaminobiphenyl with two Au atoms (see Figure
2.5). The energy difference among these configurations is minimal and within
the error of computation. This is similar to the referenced work, in which the
highest probability of tunneling is at a twist angle 2.5◦ than the minimum.
Considering the range of values found experimentally for biphenyl alone
and the broad histograms generated in this experiment, using calculated twist
angles for either diaminobiphenyl derivatives in isolation or with electrodes in
the gas-phase seems sufficient. To be consistent, Venkataraman et al. chose to
use twist angles calculated for 4,4’-diaminobiphenyl in their analysis. Their
choice of the seven substituted diaminobiphenyls samples the range of twist
angles (from 0◦ to 90◦) so that the overall trend is apparent, despite the error.
These results give information about the most likely configurations of the
molecules between the electrodes but tell nothing about whether the majority
of the conductance traces were actually recorded at these configurations. In
other words, though the complex of electrodes and bridge molecules may be in
the energy minimum, a charge transfer may not occur and may be improbable.
Missing from Venkataraman et al.’s research is computational or theoretical in-
sight linking molecular structure to experimental evidence: they have assumed
that the tunneling probability has a particular dependence on the twist angle,
in accordance with a system involving qualitatively different electrode-ligand
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Figure 2.5: Energy surface for 4,4’-diaminobiphenyl (blue) and thermally
averaged probability (green)
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Figure 2.6: Effective coupling parameter for 4,4’-diaminobiphenyl
16
linkages [16]. One way of connection the molecular structures with measure-
ment is explicitly calculating configuration-specific charge transfer rates with
the aid of computational methods.
To measure the relative rates among the different ligand configurations, the
effective coupling parameter (ECP), directly related to the resonance integral of
Equation 2.2, has been calculated by assuming that the other variables of the rate
equation do not measurably vary with twist angle. Examination of the ECP for
the dominant conduction channel [Au(6s)→Au(6s)], which transports charge
from one electrode to the other, reveals a roughly sinusoidal dependence on the
twist angle: data fitted to a general cosine function shows that the ECP goes
approximately as cos θ (see Figure 2.6). As θ increases to 90◦, moving from flat
to twisted, the effective coupling between terminus Au atoms monotonically
decreases, bringing the value to nearly zero at 90◦.
These results show that there is a non-zero probability of charge transfer
when the twist angle is less than 90◦. Since conduction occurs for virtually the
whole range of twist angles and the ground state configuration of the complex
of the electrodes and ligands is the most probable, it is reasonable to assume
that the ligand molecule has a twist angle near that of the ground state when a
conductance trace is recorded. In addition, the results fit appropriately with the
experimental results, provided the assumptions used in the method are valid
and that side groups in the derivatives used in experiment have a much smaller
effect on the molecular energy levels compared to the twisting between phenyl
groups. The results are qualitatively identical to that of Reference [16], which
dealt with Ru(p) orbitals interacting directly with a pi-system through nitrogen
linkages. In that study, the N of the Ru-N bond was a part of the pi-system,
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whereas in this case, the Au(s) orbitals are linked to the diaminobiphenyl pi-
system through an intermediate nitrogen. Despite the added barrier of the nitro-
gen’s lone pair here, the results are still similar to the former system: though the
nitrogen atoms’ lone pairs dominate the ligand’s bonds to gold, it is the HOMO
and LUMO orbitals that are primarily responsible for the observed trends. The
calculations show that the system’s frontier orbitals, which lie in the pi-system of
the ligand, mediate tunneling and that twisting of the ligand between the two
phenyl groups pinches off pi-conjugation and, consequently, charge transport,
as expected.
2.4 Discussion
While these calculations complemented experiment well, analysis of laboratory
methods and bonding interactions between the electrodes and ligands must be
considered carefully before applying them to similar systems. The low voltages
used in Venkataraman et al.’s work placed the molecular wires in a regime for
which the ligands’ energy levels were the primary modulators of charge trans-
port. If higher voltages are used, molecular vibrations may have a large effect in
charge mediation, and different approaches must then be used. The weak bond-
ing between the gold electrodes and amine groups of the 4,4’-diaminobiphenyl
allowed for the approximation of the conductance shown in Equation 2.1. A
greater extent of bonding (for example, a chemisorbed ligand) would call for
other forms of the conductance relationship.
Despite limited knowledge on the exact configuration of the bridging
molecules in the device, the energy and ECP calculations make the case that
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the central dihedral angles of the 4,4’-diaminobiphenyl derivatives lie within a
narrow range of those angles at the energyminima of the relaxed structures dur-
ing the transfer of an electron from one electrode to the other. The calculations
may not go so far as to elucidate the configuration of the ligand at the points
of contact with the electrodes, but evidence that the extent of pi-conjugation in
the molecules is responsible for the differences seen among the set of molecules
supports the findings that twist angles obtained from the relaxed structures are
those found in experiment.
The differences in metal-ligand bonding between Woitellier’s bipyridal sys-
tem and the diaminobiphenyl system here are not reflected in the ECP trends:
it is the aromatic rings that dominate the trends. In the former system, the met-
als are directly complexed to the pi-system, whereas in the latter the gold atoms
bond to nitrogen atoms outside of the pi-system. Thus, it is likely that for similar
ligands, varying the functional groups which make physisorbed contact to the
electrodes has a negligible effect on the conductance trends with twist angle:
these added barriers do not change the aromatic rings’ modulation.
Using electronic structure calculations at the semiempirical level, applied to
computed structure of 4,4’-diaminobiphenyl with constrained twist angles is
sufficient in reproducing experimental conductance trends in molecular wires
of selected derivatives. There is undoubtedly non-negligible error in the magni-
tudes of ECP from calculation. In general, conductance values can be ballparked
through estimation of different parameters [11], and higher-level theory can
provide conductances accurate to an order of magnitude, as has been demon-
strated for similar molecules [24]. Though the method outlined here provides a
useful first look at the effects of configuration for single molecules (or a narrow
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group of similar molecules), contrasting single molecule transport across a wide
range of organic molecules and operating regimes requires more sophisticated
computational, theoretical, and experimental methods [25][26].
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CHAPTER 3
HOLE MOBILITIES OF PENTACENE AND OLIGOACENES
Pentacene is part of a class of molecules, the polyacenes, that has been used
as a standard for electronic devices incorporating organic materials into their
conducting channels. These aromatic molecules are composed of fused ben-
zene rings (see Figure 3.1) and form low-symmetry crystal structures with two
molecules per unit cell. Practical application of these and other organic mate-
rials remains a challenge for several reasons: Fabricating ordered organic thin
films for device use is difficult, as film quality is highly sensitive to environmen-
tal and processing conditions. Mobility measurements have been shown to be
correlated with a material’s disorder, illustrating the importance of manipulat-
ing film growth [30]. Organic thin films also degrade with time [31], decreasing
function of the devices. In general, many hurdles exist in attaining suitable con-
trol over device quality, leading to irreproducible experimental measurements.
The problems encountered in characterizing the mechanisms of transport
theoretically shadow the inconsistencies observed in experiment. While similar
qualitative trends exist across experimental results, the large variance in quan-
tities makes the definitive assessment of theoretically developed models quite
elusive. The challenge can be appreciated by looking deeper into the nature of
these materials: Pentacene molecules in a crystal are held together by weak Van
derWaals interactions in a herringbone structure that leads to highly anisotropic
carrier mobilities. In the operating temperature of interest, room temperature,
the mean free path of electrons in the crystal is estimated to be on order of a
lattice constant [32][33], in contrast to inorganic solids, in which electrons are
rather delocalized. The polarization energy of a charge in the crystal, the en-
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(a) pentacene (b) tetracene (c) anthracene
Figure 3.1: Materials examined in this charge transport study
(a) intralayer dimers (b) interlayer dimer
Figure 3.2: Dimers within the pentacene crystal: crystal structures and
dimers of the other acenes studied look similar to those of pen-
tacene.
Table 3.1: Experimental oligoacene lattice parameters (adapted from Refs.
[27] and [28])
Material Anthracene Tetracene Pentacene
Crystal system Monoclinic Triclinic Triclinic
a (Å) 8.56 7.90 7.90
b (Å) 6.04 6.03 6.06
c (Å) 11.16 13.53 16.01
α (◦) 90.0 100.3 101.9
β (◦) 124.7 113.2 112.6
γ (◦) 90.0 86.3 85.8
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ergy decrease associated with the addition of a charge to the crystal, is much
greater than the electronic coupling between neighboring molecules1.
Thus, there is not a high degree of electron delocalization near room temper-
ature, the temperature range of interest for practical use, and the band models
often used to employed for inorganic materials do not thoroughly describe the
transport characteristics above room temperature for the materials larger than
anthracene. In such a temperature range, we expect transport to be dominated
by thermally-activated hopping events between single molecule sites, pointing
to correlation between local structure and disorder and themovement of charge.
However, this picture still fails to accurately describe the transport mechanisms
since bandmechanismsmay still be a factor in combinationwith hoppingmech-
anisms: after subtracting an extrapolated band contribution to the naphthalene
mobility, Karl observed a residual mobility whose logarithm had a nearly linear
dependence on the negative inverse of temperature, which is to be expected for
pure hopping transport [35]. Some measure of band transport seems to occur in
these systems, and the best way to characterize transport in organic molecular
crystals and thin films may be a combination of models and mechanisms.
This chapter focuses on the use of computational methods in combination
with a classical model to calculate the hole mobilities in crystals of anthracene,
tetracene, and pentacene and discusses possible factors controlling charge trans-
port. A review of methods and models used to describe transport are first out-
lined. The classical mobility model is then introduced, and the result of the
calculations presented. The chapter closes with a discussion of the results and
how they relate to the picture of transport within the crystals.
1The polarization energy for pentacene is calculated to be approximately 1 eV while the
electronic coupling is calculated to be on the order of 0.1 eV or lower. See Reference [34].
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3.1 Characterization of the Transport Mechanism
As indicated in Reference [35], there are several ways to experimentallymeasure
the charge mobilities of organic materials. The method of measuring charge
mobilities most relevant to electronic devices and most commonly used in pen-
tacene mobility studies is field effect transistor experiments. However, diffi-
culties in growing uniform organic layers for transistors and high sensitivity to
environmental conditions lead to inconsistent quantitative results. Since theo-
retical mobility models of organic solids typically make use of idealized static
crystal structures, comparison to transistors may not be entirely pertinent. Mo-
bility of the smaller acenes has been measured for single crystals using methods
such as the time-of-flight method [36][37], and such measurements lend nicely
to interpretation of computational studies and implications of transport behav-
ior in pentacene.
Though low-temperature trends for experimentally determined mobilities
of single-crystal naphthalene and anthracene fit the T−n power-law curves typ-
ical of band transport, trends in the c’-direction show seemingly temperature-
independent electron mobilities for T > 100 K, suggesting polaronic-hopping
transport, for which charges surrounded by polarization clouds “hop” from one
molecular site to another [35][38]. At high temperatures, band transport appar-
ently decreases in prominence as temperature-activated hopping events over-
take band transport in efficiency. Pentacene thin-film transistors have shown
evidence of hopping transport: near room temperature, hole mobilities increase
before reaching a peak and subsequently decreasing [39] above room temper-
ature. An increase in mobility with increasing temperature is consistent with
hopping transport, although it should be cautioned that the measured mobility
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in Ref. [39] was not corrected for contact resistance, which we expect to also
show a strong temperature dependence.
A theoretical understanding of charge transport can be approached by fit-
ting experimental data to proposed models or by developing theoretical models
using such constructs as generalized master equations or rate equations. The
major problems with the former phenomenological models is that information
about the mechanisms of transport is bundled into parameters and that these
models can only describe at best a small range of transport behavior. Theoret-
ical models built up from first principles, on the other hand, propose specific
mechanisms by which charge is transported through a medium. These models
require either estimates or computed values of material properties. Computa-
tional methods, such as Monte Carlo simulations [40] and quantum mechanical
calculations, are often employed.
The extent of accuracy and the limitations of theoretical models restricts the
use of computational methods in the study of charge transport in organic solids.
Relevant computational methods have error at or above the energy scales of
the quantities of interest, and theoretical models prove to be sensitive to these
quantities because of the unique properties of organic materials. Nevertheless,
computation can give insight into pieces of the problem that the phenomenolog-
ical models cannot. There are two main methods of treating the whole crystal
system: the first makes use of band models and the second calculates rates of
charge transfer between individual molecules.
In the former method, a model Hamiltonian, usually expressed in second
quantization formalism, is constructed, and from this, the band structure and
other properties are then calculated [41][42]. Quantum mechanical calcula-
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tions may be used to estimate the parameters in the Hamiltonian. This method
has advantages in that the relative importance of different energy terms in the
Hamiltonian (i.e. charge coupling to librational compared to local phonon
modes) can be assessed; and several different phenomena may be analyzed
through the Hamiltonian, such as temperature dependences and bandwidths.
This method, however, assumes band transport, and as has been discussed,
other transport mechanisms may be also at play within the crystal. Also, er-
rors in estimation of the Hamiltonian’s energy terms invariably lead to error
of unknown magnitude in the mobility calculations. While qualitative trends
and features may be useful products from this treatment, the method cannot
yet provide suitable quantitative estimations.
The second method, in which charge hopping rates between molecules are
calculated, generally makes use of the Marcus rate equation (Equation 2.2) or
a variation of the golden rule. The rates of charge transfer are connected to
the mobility by calculation of a representative diffusion rate, which can be in-
serted into the Einstein relation for mobility. In contrast to the former method,
band transport is ignored. In their assumption of hopping transport and use of
highly idealized crystal systems, researchers imply that their calculations can
either provide trends across a class of materials [43][29] or limiting behavior
[44] with respect to specific properties (e.g. reorganization energies, mobilities).
This view may be misguided, however, as errors in computation may either
overestimate or underestimate material properties leading to a misinterpreta-
tion of trends. The crucial measure of these particular mobility calculations is
how they represent trends across materials and with respect to parameters (i.e.
temperature) as compared to experimental data.
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Here, a study of this approach that combines quantum mechanical calcula-
tions with a hopping transport model is presented to assess the viability of these
methods for understanding charge transport in the room temperature regime.
The model is applied first to three oligoacene materials, from anthracene to pen-
tacene, and then trends in pentacene are examined more thoroughly.
3.2 Mobility Calculations
Following Deng and Goddard’s [29] (DG) method, the hole mobilities for pen-
tacene and smaller acenes have been calculated by treating electrical conduction
as a series of uncorrelated hops from one molecular site to a neighboring site.
The rate of charge transfer between individual molecules is first determined
using Marcus’ rate equation for transfers between adjacent molecules. Subse-
quent calculation of a representative diffusion constant for charge diffusion and
application of the Einstein relation lead to the materials’ carrier mobilities.
The electron transfer reaction can be described the equation, D+A→ D++A−,
where D is the electron donor and A is the electron acceptor, both of which are
molecules within the solid. Equation 2.2, used to calculate charge transfer rates,
contains two parameters that express energy changes across the reaction coor-
dinate: the free energy change, ∆G◦; and the reorganization energy, λ. Here, it
is assumed that the free energy change is negligible. The reorganization energy,
which represents the energy difference of the system in the product’s geometric
configuration with and without charge being transfered, can be partitioned into
intramolecular and solvent2 terms, λi and λo, respectively, so that λ = λi + λo.
2Here, and throughout this section, the term “solvent” refers to the solid state environment
around the donor and acceptor pair.
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The inner-sphere term, λi, is exclusive to the molecules between which charge
is transferred and includes their vibrational changes. The outer-sphere term,
λo, references the changes in solvent polarization that need to take place for a
charge transfer to occur. In the case of organic molecular crystals, the “solvent”
is a solid state medium, and this term implicitly includes the crystal’s librational
modes. λo is neglected, in general, though its magnitude may be on order of λi.
Assuming the outer-sphere reorganization energy and free energy change
are negligible for an electron transfer event, equation 2.2 reduces to
k j =
2pi
~
V2j
(
1
4piλikBT
) 1
2
exp
[
− λi
4kBT
]
(3.1)
for a pair of molecules, j, where V j =
∣∣∣∣〈ψ f , j |H|ψi, j〉∣∣∣∣ = ∣∣∣∣〈ψA, j |H|ψD, j〉∣∣∣∣.
The calculation of the inner-sphere reorganization energy, λi, can be ex-
pressed as the sum of energies relating to the charged and uncharged molecular
species in their respective geometries and in the opposite geometries:
λi =
(
E+D + E
−
A
) − (ED + EA) (3.2)
The subscripts on the energies, E, denote the relaxed geometry of either the
donor D or acceptor A. The energies without superscripts are the electronic en-
ergies of the ions in their respective geometries. E+D is the energy of the donor
with a missing electron; E−A is that of the acceptor with an added electron. Here,
it is assumed that λi is the same for any pair of molecules in the lattice be-
tween which charge is transferred, and all energies are calculated for isolated
molecules. It is not likely that λi would deviate much in the crystal environ-
ment from the gas-phase value because of its rigid structure [45]. The local
electric fields in the crystal are unlikely to distort the C-C bond lengths in pen-
tacene, relevant since the ring breathing vibrational mode is the dominant mode
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in the vibrational reorganization energy calculation. Strong constant, unidirec-
tional electric fields in our DFT calculations shift C-C bond lengths by at most
0.006 Å, 0.4% of the equilibrium bond length with no field. For the strongest
applied fields, calculated hole reorganization energies shift by up to 0.008 eV,
an insignificant amount when considering the error in these calculations.
For a hole transfer reaction, the electronic coupling, V j, is approximated as
half the energy splitting between the HOMO orbital and the orbital directly
below it for the dimer (donor-acceptor complex):
V j =
1
2
(
EHOMO, j − EHOMO−1, j
)
(3.3)
Within the crystals, each molecule has four unique nearest-neighbor pairs (eight
total pairs). V j is calculated for the isolated dimers, out of the crystal environ-
ment. Figure 3.2 shows nearest-neighbor dimers for pentacene, which look sim-
ilar to those in the crystal structures of anthracene and tetracene.
Once all of the rates have been calculated for transfers between each of the
nearest neighbors, the diffusion coefficient is calculated using the following re-
lationship,
D =
1
2n
∑
j
r2jk jP j (3.4)
where j is the index for a dimer pair; r j is the distance between neighboring
dimers; n is the dimensionality; and P j is the probability of transfer between
molecules of the ith dimer pair relative to all nearest-neighbor dimers. P j is
given by,
P j =
k j∑
l kl
(3.5)
Once the diffusion coefficient is determined, the carrier mobility is then calcu-
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lated using the Einstein relation,
µ =
e
kBT
D (3.6)
where e is the charge of an electron.
The reorganization energies, λi, and the electronic coupling, V j, were cal-
culated using density functional theory and ab initio calculations at the B3LYP
and MP2 theory levels, respectively. The configuration of molecules inside the
unit cell have been optimized using lattice parameters from literature [27][28]
(see Table 3.1) and minimizations with the MM3 potential [46] using the Tinker
software package [47]. Mobilities were calculated at T = 300K.
3.3 Results
The inner-sphere reorganization energy, λi, was calculated for hole transfer in
pentacene using various basis sets at the B3LYP and MP2 theory levels. The
range of λi values corresponding to the number of basis sets used at the B3LYP
level is minimal, about 0.02 eV; the shifts in geometry using different optimiza-
tion methods also do not change the energies appreciably (see Table 3.2). There
is an increase of around 0.08 eV from the B3LYP energies to the calculated MP2
energy.
These values are in the range of those published in literature ? both experi-
mentally and computationally determined [29][48]. Gruhn et al. [49] have used
gas-phase photoelectron spectroscopy to calculate the inner-sphere vibrational
reorganization energy of pentacene and have deduced a value of 0.118 eV; their
DFT calculations, which expand λi as a sum of weighted vibrational frequen-
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cies, bracketed their experimental results (ranging from 0.046 eV to 0.178 eV).
Thus, the preceding method which utilizes single point rather than vibrational
calculations is sufficient in quantitatively estimating the inner-sphere reorgani-
zation energy. The low basis set dependence follows Sancho-Garcia’s observa-
tion [48] about DFT calculations of λi for oligoacenes. These results and the lack
of experimental data for the electronic coupling parameter led to the choice of
B3LYP/6-31G(d)//B3LYP/6-31G(d) and MP2/6-31G(d)//B3LYP/6-31G(d) for
the theory levels and basis sets used.3 This allows for a contrast between a
hybrid functional (B3LYP) and Hartree-Fock theory with included electron cor-
relation (MP2).
The inner-sphere reorganization energy is expected to decrease and the elec-
tronic coupling to increase with increasing acene size due to the increased num-
ber of resonance structures. Putting together these arguments, a positive trend
in mobility with chain length is hypothesized. Comparisons of λi and V j for
the different molecules and dimers are presented in Tables 3.3 and 3.4. The
reorganization energy’s downward trend with oligoacene length when using
B3LYP/6-31G(d) is not the same result seen in the MP2/6-31G(d) calculations.
In the latter, λi decreases by about 0.03 eV from anthracene to tetracene and then
increases twofold from tetracene to pentacene. The electronic coupling is seen
to increase with oligoacene length for the dominant dimers (T1 and T2). The L
and P dimers have low coupling values for each material, and a considerable
amount of interlayer conduction is not anticipated.
Considering the sensitive dependence of the electron transfer rate on the
reorganization energy, it is expected that tetracene will have a relatively large
3For the remainder of this section, the theory level and basis set presented will refer to the
energy calculation as opposed to the geometry optimization, which will be understood to refer
to B3LYP/6-31G(d), unless otherwise noted.
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mobility compared to the other two oligoacenes when using MP2/6-31G(d).
This is reflected in the mobility results (see Table 3.5). In addition, the MP2/6-
31G(d)method predicts that pentacene has a lower holemobility than that of an-
thracene. Experimental results on single crystals of these materials show, how-
ever, that anthracene (0.4–1.3 cm2/V-s [50]; 1.0 cm2/V-s [37]) and tetracene (0.5–
0.8 cm2/V-s [36]) have similar hole mobilities and that pentacene has a higher
mobility (3 cm2/V-s [51]; 8 cm2/V-s [52]). The calculated mobilities for tetracene
using both methods and pentacene at the MP2 level are on order of 10 cm2/V-s,
much higher than experiments to date.
Also troubling are these results compared to those of DG, who used different
polymorphs for tetracene and pentacene. Their calculated hole mobilities using
B3LYP/6-311G(d,p) are 1.84, 4.24, and 5.37 cm2/V-s for anthracene, tetracene,
and pentacene, respectively, a narrow range (≈ 4 cm2/V-s). The difference be-
tween their mobilities and those reported here at the B3LYP level is related to
the slightly variant dimer lengths, electronic coupling, and reorganization en-
ergy used, though the bulk of the change is attributed to the electronic coupling,
which depends on the dimer configuration and basis set used. Comparing the
V j values for the T1 and T2 dimers (for which the majority of charge transfer
occurs) using B3LYP, DG’s values are 0.06–0.07 eV less than those reported here
for all of the oligoacenes studied. The sensitivity to coupling values, the error
in DFT calculations, and the lack of experimental evidence to guide these quan-
tities lead to an uncertainty in how well this method can reflect the physical
system.
The mobility trends observed are both quantitatively and qualitatively in-
consistent with experiment, for which a clear trend is not immediately appar-
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ent. These calculations, which only include hopping transport, also fail to reflect
other transport mechanisms, such as band-like transport, and to include other
possibly significant contributions to the rate equation, such as vibrational cou-
pling. In the following discussion, corrections to the rate equation and trends in
the mobility calculations will be considered for pentacene hole transport in an
attempt to gauge the applicability of the method to these crystal systems.
3.4 Discussion
In the mobility calculations, it has been assumed that transport can be described
as a series of charge hopping events using a classical Marcus rate equation. An
inherent assumption in Marcus’ formation of the rate equation is that all rel-
evant vibrational modes are excited. In the context of the crystal systems at
room temperature, this assumption may not readily apply to the intramolecular
vibrations. Additionally, the treatment leaves out the crystal environment and
vibrational effects whichmay have larger effects on transport than they are cred-
ited with. The outer-sphere reorganization energy, one representative quantity
for these effects, has been neglected as is common, though its magnitude may
be substantial.
The outer-sphere reorganization energy, λo, is related to the electronic and
vibrational properties of the crystal environment. In practice, it is challenging
to calculate a value that incorporates molecular-scale details of the solvent, so
a given medium is most often treated as an isotropic dielectric continuum. In
Marcus’ approximation of λo, the acceptor and donor are viewed as spherical
bodies within a dielectric continuum with charges at their centers. The approx-
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imation is given by [14]:
λ◦ = (∆e)2
{
1
2a1
+
1
2a2
− 1
R
}{
1
∞
− 1
◦
}
(3.7)
Here, ∆e is the amount of charge transferred; a1 and a2 are the radii of the two
reactants; R is the distance between the reactants’ centers; and ∞ and ◦ are the
solvent?s optical and zero frequency dielectric constants, respectively.
In the acene crystals, the assumptions used in Marcus’ approximation are
rather liberal since charge is spread across a nonspherical molecule, and the po-
larizability tensor is highly anisotropic [53]. The preceding equation, however,
can allow for ballpark estimations to compare themagnitude of λo with λi. Here,
pentacene’s outer-sphere reorganization energy is calculated. Taking R to be the
center of mass distance between pentacene nearest neighbors in the crystal (as
in Figure 3.2) and equating the radii of reactants (a1 = a2), a1 and the last factor
of the relationship, Q ≡ 1/∞ - 1/◦, are varied. If ∞ is taken to be (1.6)2, approx-
imately the square of the refractive index [54], and ◦ = 3 (Ref. [53]) to be good
estimates of the actual values in pentacene, then a value of Q = 0.06 is obtained.
Letting a1 = R/2 and this approximate value of Q, electron transfers within the
ab plane have λ◦ values on the order of 0.1 eV (0.17 eV for the T1 dimer, 0.16 eV
for the T2 dimer, and 0.14 for the P dimer). Transfers across pentacene layers
have λ◦ values of 0.05 eV (L dimer). Compared to the inner-sphere contribution
of roughly 0.1 eV, the intralayer transfers have significant outer-sphere values.
In the range considered for the reactant radii and dielectric factor (the preceding
estimation of Q was bracketed), λ◦ reached values on order of 1 eV. (See Figures
3.3–3.6.) The range of values is like those estimated for another similar organic
medium, phthalocyanine: 0.2–0.5 eV [55]. Thus, the outer-sphere reorganiza-
tion energy could have a non-negligible effect on the electron transfer rates in
the crystal.
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Since this outer-sphere contribution is simply added to the total reorgani-
zation energy, λ can be treated as an adjustable parameter to study the effect
of an addition or correction to the inner-sphere contribution. Figure 3.7 shows
the dependence of pentacene’s calculated mobility on the total reorganization
energy. Near λ = 0.1 eV, roughly the computed values of λi, the slope of the mo-
bility is steep for both computational methods: the mobility decreases by about
3 cm2/V-s for every 0.01 eV increase in λ. At λ = 0.2 eV, which corresponds to
the sum of estimations for λi and λ◦, µ decreases to 3.36 and 4.56 cm2/V-s for
B3LYP/6-31G(d) and MP2/6-31G(d), respectively, closer to experimental val-
ues. Here, the change in µwith respect to λ is substantial, though not as high as
at λi = 0.1 eV: a decrease of 0.5 and 0.7 cm2/V-s for a 0.01 eV increase in λ for
B3LYP and MP2, respectively.
Despite the fact that more realistic mobility values can be obtained by shift-
ing the value of λ, it should not be forgotten that the electronic coupling is also
a quite sensitive parameter, as seen in the comparison to DG’s results. Also, as
mentioned previously, the assumptions in the classical model for electron trans-
fer may not apply to the system. Equation 2.2 assumes that vibrational energies
for modes coupled to the transfer are much smaller than thermal energy so that
these modes are all excited: hν  kBT . In their analysis of the inner-sphere vi-
brational reorganization energy, Gruhn et al. [49] determined experimentally
that the dominant modes that coupled to the transfer were to be found at 1347
± 33 cm−1 (0.17 eV) and 483 ± 61 cm−1 (0.06 eV), the latter an average of low-
frequency modes. kBT at room temperature is 210 cm−1 (0.03 eV), so the classi-
cal rate equation is not entirely applicable. The following relationship, derived
from the golden rule of quantummechanics, can be used to calculate a rate with
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a single coupled vibrational mode [13]:
kET =
2pi
~
∣∣∣∣〈ψ f |H|ψi〉∣∣∣∣2 ( 14piλ◦kBT
) 1
2
(FC) (3.8)
(FC) =
∑
v′
exp (−S ) S
v′
v′!
exp
{− (λ◦ + v′hν + ∆G◦)2
4λ◦kBT
}
(3.9)
Here, the Franck-Condon factor (FC) relates the probability of tunneling be-
tween the reactant’s v = 0 vibrational level and the product’s v = v′ level for
vibration ν. S is the Huang-Rhys factor related to the shift in normal mode co-
ordinates for which the reaction is coupled and can be derived from the intensity
of photoelectron spectroscopy bands or computed normal modes. Inspection of
the FC reveals that transfers are dominated by transitions in which the outer-
sphere reorganization energy and the free energy change cancel the vibrational
energy. Any other coupled vibrational modes that can be treated classically can
be lumped into λ◦; in this case, a frequency calculated as an average of the low
energy frequencies will be added. The effect of vibrational coupling is estimated
by using values from Gruhn et al.’s work [49]: S = 0.251 for the high frequency
mode (ν = 1347±33 cm−1) and λ1 = 0.017 eV for the low frequency mode (added
to λ◦), as well as a range for outer-sphere reorganization energy and previously
used coupling values (V j =
〈
ψ f |H|ψi
〉
). Downhill reactions will tend to decrease
the numerator in the exponential term of FC, so neglecting free energy changes
will lead to lower mobilities. Once again, ∆G◦ will be taken to be 0 and the
temperature to be 300 K.
Figure 3.8 shows pentacene hole mobilities calculated using the vibrational
correction. λ1 does not appear to have a substantial impact in the dependence of
the mobility, µ, on λ◦, since µ is of such lowmagnitude. Here, µ is less than those
using the classical model by several orders of magnitude. Also, because of the
added vibrational energy term in the exponential term of FC, there is a different
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dependence on λ◦ from the varying dominance of FC and the prefactor (λ−1/2◦ ).
The mobilities increase with λ◦ until 0.1 eV, from which point they decrease.
The classical model is coarse and implicitly takes into account only some
of the many interactions present in the crystal. This semi-classical model, in
comparison, has been used to fine-tune the mobility by explicitly including a
vibrational contribution. However, a nearly nonexistent mobility is calculated.
The vibrational correction could be leading to spurious results because the rate
equation sensitively depends on the vibrational modes deemed to have an im-
portant role in the electron transfer. It is possible that important vibrational
modes were left out, including the environmental low-frequency modes, or that
there are other important intramolecular modes within the crystal environment
that not immediately obvious. (This argument is not likely as per the discussion
of the inner-sphere reorganization energy.) Most of the low-frequency modes
can, at room temperature, be treated classically within the outer-sphere reorga-
nization energy term, but they may also play a role in the electronic coupling
(V j) term [56], which is not reflected in the rate equation. The wide disparities
in mobility measurements between the two forms of the rate equation convey
that calculating mobilities in the preceding manner may be neither accurate nor
consistent.
Though this method may not be able to adequately describe the transport
mechanisms, it may be useful in the prediction of a material’s trends with re-
spect to, for example, temperature and the examination of the relative impor-
tance of separate pieces of the puzzle. The latter has been discussed in the
section and will continue in the next chapter, in relation to electric fields and
impurities affecting transport. A look at the temperature trends implied using
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the mobility calculation method will conclude this chapter.
As illustrated by Karl [35], the hopping contribution to naphthalene mo-
bilities are shown to have a nearly linear relationship with exp (−A/T ) from
about 100 to 300 K, where A is a positive constant. Single crystal mobility
measurements of pentacene using field effect transistors also show similar re-
lationships for the complete hole mobility [57]. Around room temperature,
however, researchers observe either a shallow temperature dependence [58] or
temperature independence [33]. Minari et al. [59] describe a temperature depen-
dence for which the holemobility increases with increasing temperature with an
Arrhenius-like dependence from 45 to 210 K and then slightly decreaseswith in-
creasing temperature. These features are seen in the temperature trends gener-
ated from varying the temperature in the mobility calculations (see Figure 3.9):
below room temperature, the mobilities increase in an approximately exponen-
tial manner with increasing -1/T (corresponding to increasing T) until reach-
ing a maximum at which point the mobilities begin to decrease. This change in
trend at the maximum is the result of the temperature dependences found in the
prefactor and exponential function of the Marcus rate equation (Equation 3.1)
and the Einstein relation (Equation 3.6). Both computational methods (B3LYP
andMP2) differ in the placement of themaximum and in the activation energies,
Ea (the negative slope of the trend line’s linear portion): for B3LYP/6-31G(d),
the maximum occurs around 150 K, and Ea is 0.55 meV; and MP2/6-31G(d) has
a maximum at 300 K and an Ea of 25 meV. These temperatures bracket that of
Reference [59], but the activation energy for B3LYP falls out of the rather large
range of reported experimental values (O[1–10 meV]).
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Table 3.2: Inner-sphere reorganization energy, λi, in eV – Pentacene
Method λi
B3LYP/6-31G(d)//B3LYP/6-31G(d) 0.080
B3LYP/6-31G(d,p)//B3LYP/6-31G(d) 0.093
B3LYP/6-31+G(d)//B3LYP/6-31G(d) 0.092
B3LYP/6-31+G(d,p)//B3LYP/6-31G(d) 0.092
B3LYP/6-311+G(d,p)//B3LYP/6-31G(d) 0.093
B3LYP/6-311+G(2d,p)//B3LYP/6-31G(d) 0.092
B3LYP/6-311+G(2df,2p)//B3LYP/6-31G(d) 0.092
B3LYP/6-311++G(3df,2pd)//B3LYP/6-31G(d) 0.092
B3LYP/6-31G(d,p)//B3LYP/6-31G(d,p) 0.088
B3LYP/6-311G(d,p)//B3LYP/6-311G(d,p) 0.105
MP2/6-31G(d)//B3LYP/6-31G(d) 0.184
Table 3.3: Inner-sphere reorganization energy, λi, in eV – Oligoacenes
Material B3LYP/6-31G(d) MP2/6-31G(d)
Anthracene 0.13 0.12
Tetracene 0.11 0.09
Pentacene 0.08 0.18
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Table 3.4: Electronic coupling in, V j, in eV – Oligoacenes
B3LYP/6-31G(d)
Material VT1 VT2 VP VL
Anthracene 0.16 0.16 3.81 x 10−2 1.36 x 10−4
Tetracene 0.20 0.18 1.41 x 10−2 2.72 x 10−4
Pentacene 0.21 0.19 5.44 x 10−4 2.72 x 10−4
MP2/6-31G(d)
Material VT1 VT2 VP VL
Anthracene 0.17 0.17 2.72 x 10−4 2.72 x 10−4
Tetracene 0.23 0.20 2.72 x 10−4 2.72 x 10−4
Pentacene 0.24 0.22 2.72 x 10−4 2.72 x 10−4
Table 3.5: Hole mobilities, in cm2/V-s – Oligoacenes
Material B3LYP/6-31G(d) MP2/6-31G(d)
Anthracene 4.85 6.87
Tetracene 10.20 16.34
Pentacene 15.56 5.57
40
1 1.5 2 2.5 3 3.5 4 4.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
a1 (Angstrom)
λ o
 
(eV
)
 
 
Q=0.01
Q=0.06
Q=0.1
Figure 3.3: Outer-sphere reorganization energy approximations for T1
dimer of pentacene using Marcus’ relationship. Q = 0.06 repre-
sents an estimation of the actual factor.
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Figure 3.4: Outer-sphere reorganization energy approximations for T2
dimer of pentacene using Marcus’ relationship. Q = 0.06 repre-
sents an estimation of the actual factor.
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Figure 3.5: Outer-sphere reorganization energy approximations for P
dimer of pentacene using Marcus’ relationship. Q = 0.06 repre-
sents an estimation of the actual factor.
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Figure 3.6: Outer-sphere reorganization energy approximations for L
dimer of pentacene using Marcus’ relationship. Q = 0.06 repre-
sents an estimation of the actual factor.
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Figure 3.7: Hole mobility of pentacene as a function of the total reorgani-
zation energy, λ, using DG’s method [29].
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Figure 3.8: Pentacene hole mobility using vibronic form of electron trans-
fer rate (Equation 3.8).
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Figure 3.9: Temperature dependence of pentacene hole mobility
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The general shape of the calculated trend lines and their temperatures at
maximum are promising results (qualitatively) that lend support to the view
of transport as being a collection of hopping events, despite the quantitative
inconsistencies. The rate equation is, however, a simplistic interpretation of
charge transport with multiple factors that depend on temperature. The elec-
tronic coupling, for example, varies with the crystal’s intermolecular vibrations,
which change the relative orientation of the dimers. At room temperature, the
probability that these low-frequency modes are excited is non-negligible. This
problem has been approached computationally without explicit calculation of
librational modes: Troisi and Orlandi use molecular dynamics in combination
with semiempirical calculations to quantify the change in coupling values with
temperature and find that above 100 K, the standard deviation of coupling val-
ues for interlayer dimer pairs is on order of the mean values [60]. In a similar
study on pentacene derivatives, Troisi, Orlandi, and Anthony had concluded
that low-frequency phonon modes coupled to V j cannot be merely treated as a
perturbation [56].
In short, the abstractions of this semi-classical method coupled with the er-
rors of calculation and general experimental irreproducibility can lead to gross
miscalculation of a material’s mobility. The method’s outputs cannot be seen as
suitable estimates for organic molecular crystal mobilities, especially when the
description of charge transport is not yet well-formed. This calls into question
the utility of comparing results across different materials. The study of temper-
ature trends showed some indication that the method can be used as a starting
point in using computational methods to understand specific characteristics of
transport in these systems. Themain contributions that this and similar applica-
tions can provide is a way of studying separate parts of a model’s framework, as
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researchers have done [60][61]. There are several effects at play in a crystal, not
to mention environmental factors, that need to be examined in more detail. Be-
fore computation can provide quantitatively accurate numbers and before more
descriptive theories can be established, computation can offer a means of prob-
ing the complex system and perhaps rules of thumb with regard to selection of
new materials.
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CHAPTER 4
WATER AND PENTACENE VACANCY DEFECTS
It has been commonly observed that pentacene-based devices degrade with
time, and it is posited that the cause of this problem is water and oxygen from
the surroundings [31]. Encapsulation of the organic layer in a pentacene thin
film transistor has been shown to mitigate mobility decreases compared to ex-
posed devices after a number of days [62][63], and coating substrates with hy-
drophobic materials has been demonstrated to yield higher carrier mobilities
[64][65]. Water vapors, in addition, have been proposed as a cause of hysteresis
in organic field effect transistors [66] and lowered saturation currents [67][68].
While the interaction of ambient vapors with pentacene thin films is not well
understood, intercalation of oxygen molecules within pentacene crystals and
placement of water molecules between layers [69] as well as chemical defects re-
sulting from reactions with water and oxygen [70] have been proposed as possi-
ble defects leading to charge trapping states. Kinetics studies of polycrystalline
pentacene using electric force microscopy have implied that chemical reactions
are a source of charge traps within the crystals [71], lending support for the
proposal of traps at chemical defects within the crystal. Experimental reflectiv-
ity measurements have implied that several Angstroms of water exists between
pentacene and an SiO2 substrate [72]. Thus, water may have an important im-
plications for crystal structure and device function.
Preliminary molecular dynamics simulations show that water molecules do
not penetrate into a pentacene crystal free of defects. If ambient water does in-
deed have an effect on device performance, molecules must either enter the sys-
tem through defects and other features (i.e. grain boundaries) or during crystal
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Figure 4.1: Calculated minimumwater dimer structures overlaid: MP2/6-
31+G(d,p) in pink and MM3 potential in green
Table 4.1: Root mean squared displacements for molecules neighboring
vacancy defects in 5×5×2 systems.
(a) Single defect
Number rms Displacement (pm)
1 64.9
41 28.8
8 19.0
18 61.3
11 33.5
10 9.8
(b) Double defect
Number rms Displacement (pm)
2 108.8
9 162.2
10 63.3
12 25.4
19 8.4
39 57.6
40 86.5
42 87.0
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(a) 3×3×2
(b) 4×4×2
(c) 5×5×2
Figure 4.2: Center of mass plots at different system sizes: single vacancy
simulation data (green) overlaid onto baseline simulation data
(blue). Coordinates are in Å.
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(a) 3×3×2
(b) 4×4×2
(c) 5×5×2
Figure 4.3: Center of mass plots at different system sizes: double vacancy
simulation data (green) overlaid onto baseline simulation data
(blue). Coordinates are in Å.
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(a) single defect
(b) double defect
Figure 4.4: Map of molecules neighboring defects using center of mass
plots at the 5×5×2 system size: vacancy simulation data
with no impurities (green) overlaid onto baseline simulation
data (blue). Coordinates are in Å. Only the double defect
systems with argon and two water molecules showed non-
negligible differences compared to the control data, primarily
for molecules #2, #9, and #40.
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Table 4.2: Tilt angles for pentacene molecules neighboring vacancy defects
in 5×5×2 systems.
(a) Single defect
Number Baseline (◦) Single Defect (◦)
1 72.5 71.7
41 71.2 71.4
8 72.5 72.2
18 72.2 71.1
11 71.2 70.6
10 72.1 72.4
(b) Double defect
Number Baseline (◦) Double Defect (◦)
2 71.0 64.2
9 71.2 59.3
10 71.2 68.8
12 71.1 67.4
19 72.3 70.1
39 72.4 69.4
40 71.2 63.5
42 71.2 68.8
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formation. Vacancy defects, in particular, may play a role in the presence of wa-
ter in the systems since these defects may be present in significant numbers. An
estimate derived through molecular dynamics simulations [74] places the equi-
librium concentration of vacancy defects in pentacene crystals to be on order of
1013 cm−3 at room temperature (one defect per 107 unit cells). Experiments on
monolayer pentacene [73] yield much higher concentrations of defects, possibly
due to kinetics during monolayer growth: 1019 cm−3 at room temperature (one
defect per 102 unit cells). Given these magnitudes, chemical impurities which
may insert into the vacancies may be the cause of the interesting behavior seen
in devices.
In this section, the effect of water impurities on vacancy defects in the pen-
tacene surface is considered, and the consequences concerning charge transport
are predicted. The structure of vacancy defects is first studied and followed by
a discussion of chemical impurities in the context of defects. Rationalization of
related device phenomenon concludes.
4.1 Method and Computation
Molecular dynamics (MD) simulations of a double layer of pentacene with and
without vacancy defects and impurities were completed. A double layer was
used to simulate the pentacene surface, as an empty volume above the surface
was included in the system box. Molecular dynamics simulations were carried
out using the molecular mechanics MM3 potential [46] in an NVT ensemble
at T=298 K. Simulations were implemented using the Tinker software package
[47]. The MM3 potential was chosen because of its suitability to organic molec-
ular crystal structure [75]. Applicability to the systemwith water and pentacene
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was determined by comparing the calculated minimum structures for the water
dimer using DFT and the MM3 potential: these two structures are very similar
(see Figure 4.1).
The effect of increasing the system size for the double-layer system (n×n×2,
where n is an integer and numbers represent multiples of unit cells) was ex-
amined. The system size was chosen by considering the convergence in crystal
dynamics of systems with induced vacancies as the layers increased in area:
a system size that adequately screens the image of the defects across the peri-
odic boundary conditions was necessary. Systems with a single vacancy (one
pentacene molecule removed) and a double vacancy (two adjacent molecules
removed) were compared against baseline simulations with the same volume
of molecular space.
To study the effect of system size, the center of mass locations and tilt an-
gles with respect to the horizontal (ab-plane) of the molecules were compared
against corresponding molecules in the baseline measurements. Defect forma-
tion energies calculated using the minimized structures (at T=0 K) did not show
a strong correlation to the system sizes but allowed for rationalization of de-
fect types. Single and double vacancies were created in what will be referred
to as the “upper” layer of the pentacene double layer system. The x and y cen-
ter of mass coordinates for all time points and molecules in the upper layer
were plotted in comparison to the baseline calculation (no defects). A correc-
tion based on the average z-coordinate of the center of mass was added to align
layers across calculations, since added vacuum to the system box could have
shifted the whole block of molecules along the c-direction. These plots pro-
vide a visual representation of the regions in which molecules move. The center
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of mass deviations with respect to average locations of corresponding baseline
molecules were analyzed. In particular, displacements for molecules adjacent
to defects were considered. Tilt angles were studied to find out if the size of the
system made a difference in angle ranges and mean values. Tilt angles of the
molecules neighboring vacancy defects could be important in examining the
effect of chemical impurities (water and noble gases) on structure.
Systems sizes for these preliminary simulations were 3×3×2, 4×4×2, and
5×5×2, with number representing integers of unit cells composed of two pen-
tacene molecules. An additional volume of vacuum three unit cells in length
was placed above the bilayer so that the total size of the system boxwasm×m×5,
with m being an integer. The “top” surface of the double layer, in which vacan-
cies were induced, is equivalent to the (001) surface. Simulations were run for
106 steps with a time step of 0.5 fs, and structural data was collected at 1 ps
intervals.
Plots showing the centers of mass for each top-layer pentacene molecule in
the systems are shown in Figures 4.2–4.3. Positions for every time recorded are
plotted to show the range of molecular movement: each dot represents a cen-
ter of mass at a time point, and each defined region indicates the space of one
molecule. In some cases, a set of regions may represent just one molecule due
to a molecule’s movement. All plots include data from the baseline simulations
to compare against. Well-defined regions are a feature of the baseline simula-
tions (all shown in blue). The 3×3×2 plots with vacancies show marked shifts
in center of mass locations with respect to the baseline. In addition, it is appar-
ent that the defects in the double vacancy system drift during the course of the
simulation. Increasing the system size to 4×4×2 shows more expected results:
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spatial regions for each molecule more closely match the baseline’s regions. In
the single vacancy data, the vacancy for each system size does not appear to
drift. However, the two vacancies in the third simulation appear to wander,
since extra and smaller regions of dots appear.
The 5×5×2 data illustrates an apparent convergence: in the double vacancy
simulation, the vacancies remain stable and centered at one location. The sin-
gle vacancy plot looks similar to that of the 4×4×2 simulation but with centers
of mass areas that even more closely match the baseline. The plot for the dou-
ble vacancy shows that the most stable configuration for the defect is one in
which two parallel, adjacent pentacene molecules are removed (separated by a
b-vector). For the whole of the simulation, neither of the two vacancies moves
to another location. A similar simulation whose minimized configuration began
with a vacancy of one unit cell shifted very soon to and remained in the parallel
configuration through the remainder of the simulation. Thus, only this double
vacancy configuration will be considered.
The average root mean squared (rms) distance of each center of mass with re-
spect to its average value was measured to determine how bound a molecule is
to a particular location. Average rms values shifted from 0.65 to 0.88 Å across all
the simulations; for each system size, the average rms distance increased with
the addition of vacancies. Average rms distances did not vary widely (within
hundredths of an Å) across the system sizes for a given amount of vacancies.
Thus, while the center of mass plots show deviations of the vacancy simulation
data with respect to control data in terms of overall molecular movement across
different system sizes, the rms data show that system size has little effect on the
wandering of a molecule from its average location. Molecules adjacent to the
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vacancy are another matter, and analysis of geometric changes near a vacancy
will be limited to the system size chosen for impurity studies.
Average tilt angles for each molecule were determined using the data from
each simulation. For each system size, the average tilt angles for whole sys-
tems ranged about 3◦ from the baseline calculation to the double defect system:
baseline tilt angles were on average 72◦, and double defect tilt angles were on
average 68◦. An increase in system size led to near convergence of average tilt
angles for the single defect systems, with angles averaging 72◦ for the 5×5×2 sys-
tem size, just as in the baseline calculations. It is apparent that two neighboring
vacancy defects structurally deform the system much more than one vacancy
does.
The 5×5×2 system size was chosen based on visual inspection of the center
of mass plots, described previously, and on the near convergence of tilt angle
values. The average center of mass locations for molecules neighboring the va-
cancies were compared to corresponding molecules in the baseline calculations
to obtain displacements. Results for the single vacancy simulation were com-
pared to results from Seo et al.’s experimental study of pentacene vacancies [73],
which used scanning tunneling microscopy. Displacements for the single va-
cancy simulation range from roughly 10–65 pm, many of which lie within range
of Seo et al.’s results. (See Figures 4.4 and 4.5; and Chart 4.1.) Two out of the
six molecules fall out of range, and the sixth molecule has a displacement that
is an order of magnitude smaller than that of Seo et al.’s study. For the double
vacancy, several displacements are understandably much higher than the range
seen in the single vacancy. Two of the smaller displacements lie in the same row
(along a b-vector) as the vacancies. In general, the molecular dynamics simula-
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tions show that these displacements range from 1–100 pm with most on order
of 10 pm. This agrees well with the experimental results in Seo et al.’s paper.
Tilt angles for molecules neighboring vacancies were also specifically exam-
ined for the 5×5×2 system size. (see Table 4.2.) Angles for the single defect
simulation do not deviate much from those of the baseline simulation. The
double defect simulation shows a different result: molecules neighboring the
vacancies can have average angles that deviate greatly from those of the base-
line. Differentials range from 2◦ to 12◦ degrees. The following calculations that
involve chemical impurities can shed light on whether these impurities increase
structural order in these systems, and tilt angles can be analyzed as part of the
evidence.
The defect formation energy for the surface vacancies was calculated for all
the system sizes following the relationship:
Ev = Ed − n − vn Ep (4.1)
where Ev is the defect formation energy; Ed is the system energy with the defect;
Ep is the system energy of the perfect crystal (no defects); n is the number of
molecules in the perfect crystal; and v is the number of vacancy defects (here, 1
or 2). Single defect formation energies for the three system sizes studiedwere all
within a narrow range: 1.3±0.01 eV. These values are slightly less than Drummy
et al.’s calculated values [74] of 1.7±0.15 eV for interior vacancies using the Drei-
ding force field and a range of system sizes (from 64 to 288 molecules). Double
defect formation energies similarly had little effect from the system size with
values of 2.2±0.01 eV, which is less than twice the formation energy for the sin-
gle surface vacancy. Because a double vacancy represents a smaller formation
energy than two separated, single vacancies, double vacancies, which have not
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been widely observed or studied, are likely to appear in crystals based on ther-
modynamic arguments. More computation and analysis is necessary, however,
to make such an argument more conclusive.
Water molecules and an argon atom were used as chemical impurities in the
chosen 5×5×2 system. Argon, which has a negligible attraction to pentacene,
was used as a control to compare to a water molecule’s effect on the system. In
contrast, one water molecule and a pentacene molecule have a binding energy
of up to 0.25 eV according to the MM3 potential. Attraction between an iso-
lated pentacene molecule and water molecule depends on the orientation of the
molecules. Up to two water molecules were added to a given system: A calcula-
tion of water density for room temperature air saturated with water (T = 298 K,
Psat = 3.2 kPa) yields only 0.04 water molecules for the vacuum volume used in
simulation. Thus, the presence of only one water molecule in the system would
be plausible. As in the system size studies, molecular dynamics simulations
were run using an NVT ensemble and MM3 potential with a time step of 0.5
fs, and structural data was collected every 1 ps. The length of the simulations
varied depending on the length of insertion events, but all simulations were run
for at least 106 steps (0.5 ns). The effect of a chemical impurity on the pentacene
system was determined by measuring the length of time an impurity remained
in a vacancy defect and by studying the same features examined for the system
size studies. An impurity was deemed to be inserted into the vacancy defect by
the qualification that its z-coordinate was between the boundaries of the pen-
tacene layer in which vacancies lie. For water, the coordinates of the oxygen
atom were used to determine the z-coordinate of the molecule.
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Figure 4.5: Root mean squared (rms) displacements of pentacene
molecules neighboring defects: comparison to experimental
data from Ref. [73].
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(a) Single argon atom
(b) Single water molecule
Figure 4.6: Impurity’s z-coordinate as a function of time for control data:
line represents “upper” surface of pentacene crystal. Units are
in Å and ps. By system definition, impurities enter the vacan-
cies from the negative direction.
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(a) Single argon atom
(b) Single water molecule
Figure 4.7: Impurity’s z-coordinate as a function of time for single defect
and single impurity data: line represents “upper” surface of
pentacene crystal. Units are in Å and ps. By system definition,
impurities enter the vacancies from the negative direction.
65
(a) Single argon atom
(b) Single water molecule
Figure 4.8: Impurity’s z-coordinate as a function of time for double defect
and single impurity data: line represents “upper” surface of
pentacene crystal. Units are in Å and ps. By system definition,
impurities enter the vacancies from the negative direction.
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(a) Single defect
(b) Double defect
Figure 4.9: Impurity’s z-coordinate as a function of time for two water
molecule data: line represents “upper” surface of pentacene
crystal. Units are in Å and ps. By system definition, impurities
enter the vacancies from the negative direction.
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Table 4.3: Residence times of impurities in vacancy defects. (“+” indicates
an indefinite length of residency in a vacancy.)
(a) Single defect
Impurity type Time (ps)
Argon –
Water (one) 322
Water (two) 252 (overlap): (i) 358+; (ii) 252
(b) Double defect
Impurity type Time (ps)
Argon 55
Water (one) 378
Water (two) (a) 180 (overlap): (i) 219; (ii) 198
(b) 376+ (overlap); (i) 376+; (ii) 430+
68
4.2 Results
Out of the eight impurity systems studied, only double defect systems showed
apparent changes in defect deformation during insertion events. Substantial
residence times for insertions (on order of picoseconds) have an uncertain cor-
relation with either the number of impurities or the size of the vacancy: more
simulations sampled at longer run times would be needed to make conclusions
about average residence times. Notably, argon atoms did not spend a great
amount of time within vacancies, and only in the double vacancy system did an
insertion actually occur. An argon atom’s Van der Waals diameter is roughly 3.7
Å, compared to a water molecule’s diameter of approximately 3.2 Å. The differ-
ence in behavior between water molecules and argon atoms despite the small
differential in diameters can be attributed to the bonding interactions between
pentacene and the impurities: pentacene has a weak attraction to water but a
negligible interaction with argon. Thus, the crystal vibrations make an argon
atom’s insertion unfavorable.
As expected, the impurities did not penetrate the control system (no defects).
The graphs in Figure 4.6 show that both argon and water molecules bounce off
the pentacene surface. In similar graphs representing defect data, then, it is
apparent that insertions occur at vacancy defect sites. When a single defect is
present, water molecules insert into the crystal, but argon does not. For dou-
ble defects, insertions occurred for both water systems and the argon system.
(See Figures 4.7–4.9.) In most cases, the simulations ran for a window of time
in which an impurity inserted into and then released from a vacancy. How-
ever, due to time constraints, some simulations were not run long enough. The
longest time a water molecule resided in a defect was (at least) 430 ps for one
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out of two water molecules in a double defect system. Chart 4.3 summarizes
residence times for impurity plus defect systems. It is possible, under favor-
able conditions, that impurities could remain in vacancies for an indefinite pe-
riod. While it is obvious that the residence times of water in the defects are
considerably longer than that of argon, firm conclusions about the effect of de-
fect size and the number of water molecule impurities cannot be made. What
can be concluded is that ambient water molecules are likely to enter surface
vacancies and remain for some period of time, here recorded to be at least on
order of hundreds of picoseconds. This may be long enough for yet more atmo-
spheric water molecules to enter the defect. Water molecules already present
in a defect provide additional bonding interactions with which to attract an ex-
tra molecule. Preliminary simulations have shown that the presence of several
water molecules in a single defect is a stable system.
Defect deformation in response to the presence of impurities within the va-
cancies was studied by analyzing center of mass plots, center of mass devia-
tions, and average tilt angles of pentacene molecules. For systems with two wa-
ter impurities, only data for the period of time in which two molecules resided
in the vacancy were used. Compared to control data from like systems with
induced defects but no impurities, only the double defect systems with argon
and two water molecules showed significant changes and only for three par-
ticular molecules adjacent to defects. Pentacene molecule #9 (refer to Figure
4.4(b)) shows substantial movement beyond normal placement in the argon sys-
tem and in one of the insertions for the two water molecule system. Molecules
#2 and #40 shift by 3-5◦ to be, on average, more upright than counterparts in
the control. This shifts them closer to the angles for a system without defects.
Average root mean squared distances for center of mass did not shift greatly,
70
apart from molecule #9 in the argon and one of the water insertions: this pen-
tacene molecule appears to migrate to a neighboring vacancy when an impu-
rity is present, leading to average rms center of mass displacements of 1.93 Å
and 1.77 Å, respectively, compared to the control’s value of 0.93 Å. Thus, the
presence of impurities can cause vacancy defect migration, at least for a double
defect, in what would be an otherwise stable system.
In contrast to Tsetseris et al. [69], the presence of water molecules between
pentacene layers does not appear to be favorable for water entering the system
from atmosphere, as no instances of water migrating between layers occurs in
the simulations presented here. In their study, a binding energy of 0.55 eV for
an intact water molecule between two pentacene layers was calculated using
plane-wave DFT. This calculation does not take into account the kinetics of the
system, however. Even if there theoretically exists such a binding interaction,
its formation from atmospheric water molecules would be unlikely: water does
not appear to bind to either the (001) or the (001) surfaces of pentacene, im-
plying that water would not remain there during crystal growth. Additionally,
Tsetseris et al. found metastable configurations in which water molecules reside
within an otherwise defect-free pentacene layer at the expense of neighboring
pentacene molecules’ rigidity. As discussed, the MD simulations here do not
show insertion of water molecules from the atmosphere into perfect crystals. It
should be mentioned that this study does not cover the possible uptake of wa-
ter molecules from a wetted underlying substrate. Impurities from a layer of
water on a substrate such as SiO2, present before pentacene deposition, could
conceivably migrate during or after crystal formation to develop structures sim-
ilar to those determined by Tsetseris et al. Further studies must be carried out
to understand the dynamics of such a configuration and the relative energies
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between competing structures.
4.3 Discussion
It has been shown that water molecules do enter surface vacancy defects in pen-
tacene and can remain within the defect for periods on order of hundreds of ps.
The change in residence time due to the presence of two molecules as opposed
to a single molecule is unclear from the studies of single and double vacancy de-
fects. Argon atoms, which have Van der Waals radii only tenths of Angstroms
more than that of water molecules, remain in double defect systems for an order
of magnitude less than that of water and, in these studies, were not shown to
enter single defects at all. Thus, water’s insertion into and residence within the
defects must be due to its bonding interaction with pentacene.
These simulations, while demonstrating insertions, cannot fully describe the
average behavior of such systems. Further studies would need to be carried out.
The data collected do suggest that water molecules can reside within defects for
at least hundreds of picoseconds and that the residence time is long enough for
a secondmolecule to insert. Consequently, vacancy defects may fill with several
water molecules. Preliminary simulations suggest that several water molecules
can reside in single and double vacancies for a non-negligible amount of time.
The added impurities did not appear to affect significantly the defect struc-
ture. In addition, none of the impurities migrated throughout the pentacene
crystal – all remained within vacancies. Inert gases such as argon have not been
shown to affect charge transport in pentacene, as expected, but humid air has
a measurable effect on devices [76]. Jurchescu et al. have suggested from ex-
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perimental data that water from the atmosphere can diffuse through pentacene
single crystals, leading to a decrease in saturation current [68]; and Goldmann et
al. report trap formation in pentacene single crystal devices exposed to humid
air on timescales consistent with diffusion of small molecules through organic
molecular crystals [65]. The former reference attributes added trapping due to
absorbed water molecules within the crystal whereas the latter suggests water
layers accumulate at the interface of the substrate, causing discrete trap energy
level.
The simulations here show that water molecules only enter the pentacene
crystal through surface vacancies and do not move throughout the crystal, but
this does not preclude the possibility of water molecules diffusing through crys-
tal defects, grain boundaries, and device interfaces. This research implies that
water molecules can occupy vacancy defects in pentacene, and thus, experi-
mental observations of pentacene field effect devices in humid air may be the
result of water molecules populating such structures or other structural defects
in the crystals as proposed by Zhu et al [76]. Further computational studies to
determine the likelihood of water molecules residing between pentacene and
various substrates and within other disordered structures are needed to com-
pare the significance of such occurrences with the impurities found in vacancy
defects.
If water is present in organic devices exposed to ambient air, the remain-
ing question is how the impurities affect charge transport. Water molecules
within the crystal may affect charge transport by inducing energetic disorder
through charge-dipole interactions and thereby creating trap states [76][77][78].
Gap states related to chemical impurities formed from reactions between wa-
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ter and pentacene have also been proposed [70]. Study of chemical reactions
within the crystal was beyond the scope of this study, but the results presented
here are a starting point for such investigation. Future computational studies
could probe the possibility of chemical reactions of pentacene with water and
the electronic structure changes due to the presence of chemical impurities.
74
CHAPTER 5
CONCLUSION
This report on organic electronic systems has proceeded from a static de-
scription of tunneling in a single molecule system to a dynamic study of chem-
ical impurities in a larger organic molecular crystal. Electronic structure calcu-
lations using density functional theory and semiempirical methods were used
to demonstrate the physical basis of the tunneling’s dependence on the twist
angle of 4,4’-diaminobiphenyl. A method of calculating the hole mobility based
on classical electron transfer theory of pentacene crystals was analyzed using
ab initio and density functional calculations. This method was found to be in-
adequate in predicting mobilities and sensitive to the calculated parameters.
Molecular dynamics simulations were utilized to consider the possible effects
of chemical impurities, specifically water, on pentacene vacancy defects. Water
molecules were found to insert into surface defects and remain for a period of
time that likely allows for additional molecules to enter, which has implications
for charge transport.
These studies illustrate that understanding the physical basis of charge
transport in such devices requires a detailed knowledge of complex electronic
processes within the charge conductingmedium. Each study has shown that the
relevant energy scales for organic materials fall within the error of the particu-
lar computational methods employed herein. In addition, these energy scales
may cause the systems to be sensitive to environmental factors, such as thermal
fluctuations and energetic disorder from impurities or structural imperfections.
Higher level computation may provide more accurate results but may be im-
practical depending on resource and time constraints. Also, while theory of
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single molecule transport may be sufficient to allow for more advanced compu-
tation to predict experimental results, the theory of larger systems, as in organic
molecular crystals, is not well-developed enough due to the systems’ several
non-negligible dynamic processes [79] and the difficulty in connecting theory to
often irreproducible experimental results.
If the purpose of computation is to screen candidate organic materials for
devices, serious challenges hinder its usage. Ideally, efforts would include pre-
diction of a material’s structure and electronic properties solely from simula-
tion, but both of these are complicated problems. Computation, however, can
prove useful in identifying potential factors affecting transport and guiding re-
searchers in the control of devices; computation may reveal effects not able to
be observed through experimental means. In this study, for example, water
molecules were shown to bind to vacancy defects in pentacene crystals through
MD simulations. These results are a step toward rationalizing existence of the
pentacene gap states proposed by Northrup and Chabinyc [70], which require
reaction with impurities such as water and oxygen. In addition, they support
Jaquith, Muller, and Marohn’s hypothesis that trapping in polycrystalline pen-
tacene originates from chemical reactions of pentacene cations at structural de-
fect sites [71]. Though further simulations are needed to show how reactions
leading to trapping states may take place within a crystal, the study presented
here shows how computation can provide a link between theory and experi-
ment. Thus, despite its limits, computation has an important role to play in the
analysis of transport in organic materials.
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