The combination of Petri net (PN) modeling with AI-based heuristic search (HS) algorithms (PNHS) has been successfully applied as an integrated approach to deal with scheduling problems that can be transformed into a search problem in the reachability graph. While several efficient HS algorithms have been proposed albeit using timed PN, the practical application of these algorithms requires an appropriate tool to facilitate its development and analysis. However, there is a lack of tool support for the optimization of timed colored PN (TCPN) models based on the PNHS approach for schedule generation. Because of its complex data structure, TCPN-based scheduling has often been limited to simulation-based performance analysis only. Also, it is quite difficult to evaluate the strength and tractability of algorithms for different scheduling scenarios due to the different computing platforms, programming languages and data structures employed. In this light, this paper presents a new tool called TIMSPAT developed to overcome the shortcomings of existing tools. Some features that distinguish this tool are the collection of different HS algorithms, the event-driven exploration of the timed state space including its condensed variant, localized enabling of transitions, the introduction of a static place, and its easy-to-use syntax statements. The tool is easily extensible and can be integrated as a component into existing PN simulators and software environments. A comparative study is performed on a real-world eyeglass production system to demonstrate the usage of the tool for scheduling purposes.
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Introduction
In the manufacturing industry, companies are consistently faced with the challenge on how to maximize the utilization of limited resources to perform a collection of tasks (jobs) while optimizing a certain performance measure to meet customer due dates given the changing customers demands and tight production requirements. Efficient planning and scheduling policies are critical to the survival of companies in today's globally competitive market. Due to the complexity and level of detail required by real-world systems, optimization of scheduling problems are known to be NP-hard since the computation time to obtain an optimal schedule grows exponentially with the problem size [70] . While most solution approaches are largely dominated by optimization models based on mathematical programming, there has been a consistent rise in the use of formal modeling techniques such as timed Petri nets (TPNs) [7, 63] and timed Automata (TA) [27, 54] for planning and scheduling. Besides their capability to validate and verify the behavior of systems, the simulation capabilities of these formal methods make it more flexible in combining them with solution approaches from Operations Research, Artificial Intelligence (AI), and the Computer Science domains. Specifically, Petri nets (PNs) are a powerful graphical and mathematical modeling tool, which have been extensively used to model, simulate, and analyze discrete-event systems characterized by concurrency, parallelism, causal dependency, resource sharing and synchronization [10, 52] . Since its inception in Carl Adam Petri's PhD dissertation on "Communication with Automata" in 1962, it has gained recognition in the research community in addressing manufacturing and logistic systems including its application in a number of different disciplines like communications, transportation, robotics, engineering, business and air traffic management [80] .
This paper presents a TIMed State space Performance Analysis Tool (TIMSPAT) for the modeling and analysis of scheduling problems described by the timed colored PN (TCPN) formalism based on the integrated PN and heuristic search (PNHS) scheduling methodology. TIMSPAT is a tool developed as part of the PhD thesis in [4] . To the best of our knowledge, this is a first attempt at providing a scheduling tool for the optimization of TCPN models with reachability graph search-based HS methods. Thanks to the common data structure of AI HS methods, the tool is capable of incorporating several search algorithms in a single executable. So far, nine algorithms have been implemented, ranging from the classical A * [60] , hybrid heuristic search [31, 49, 50, 59] to anytime algorithms [6, 9, 47, 74, 75] .
In the PNHS approach, the main idea is to formulate the optimization of a scheduling problem as an AI automated planning problem [14, 26] that takes as input the T(C)PN model, the initial state, and a desired goal state, and then produces a sequence of actions to achieve the goal (complete schedule) using heuristic search. Here, the scheduling problem is transformed into a search-based optimization problem in the reachability graph (or state space) of finding the optimal or near-optimal sequence of transition firings from some initial state to the goal state, which minimizes some performance measure. Reachability graph (RG) analysis is a reliable and efficient method to obtain optimal schedules since it can be used as an automated decision support tool to generate all the possible alternatives of the system configuration. A basic intuition underlying the use of RG is that all the reachable states in the T(C)PN are represented as nodes, and the transformation of these states that triggers a change in the system state, as edges. However, the state explosion problem has limited its practical applicability.
AI HS methods [29, 42, 49, 59, 71, 72] have been proposed to simulate only the best scenarios by generating partial RGs with heuristic functions (to guide the search) that rely on the knowledge of the production plans. From Tuncel & Bayhan [63] 's review, the PNHS methodology has proved to be an efficient method for solving production scheduling problems. However, majority of the works on PNHS have practically used TPN only. Although the focus is on manufacturing systems, the methodology can be applied to a broad class of scheduling problems since PN is not driven by a problem domain [20] . Recent studies have demonstrated the capability of the PNHS approach to deal with realistic industrial engineering applications such as the train rescheduling problem for a Dutch railway network [67] and resource-constrained project scheduling in the animation and videogame industry [48] .
Most model checking tools [35, 36] can be extended to solve the optimal reachability problem for scheduling, where the goal state is the specification of the property to be verified in the model checking problem [17, 44] . However, these tools have not been enabled with optimization capabilities, because verification algorithms are designed to perform an exhaustive exploration of the RG with untimed nets. Although HSF-SPIN [22] is targeted at directed model checking with HS methods. On the other hand, PNHS scheduling requires only a partial exploration of the state space of timed nets to find an optimal or near-optimal solution guided by heuristic functions. The use of HS-RG algorithms appears to be a well-developed method (in tools) for other modeling formalisms like TA and Promela. State-of-the art tools like SPIN [61] , UPAAL-CORA [12, 13] , and TAOpt [55, 62] have been used for scheduling in job shops, process systems engineering and chemical production. However, no attempt has been made for TCPN-based scheduling.
The optimization of stochastic nets is not considered in this paper due to the continuous time domain and memoryless property of exponential time distributions [77] that does not make them amenable to PNHS. An alternative approach that is well suited for stochastic nets is the optimization by means of simulation [40] where tools like TIMENET [15, 77] , GreatSPN [3] , PIPE2 [21] , and CPN Tools [32] can be used. Notwithstanding, deterministic PNs have been proved to be successful for applications in uncertain and dynamic environments [48, 67] both as simulation and optimization models using the reactive scheduling strategy where rescheduling can be used to handle unexpected events or disruptions.
This paper is structured as follows. The remaining parts of Section 1 discusses the motivation and the state-of-the-art review on PN-based tools. Section 2 describes the TIMSPAT architecture and its main components in detail. Section 3 presents the case study of the flexible manufacturing cell and its corresponding CPN model. Section 4 reports the computational and benchmarking results of the HS algorithms implemented on the case study considering several production scenarios, while Section 5 concludes the paper and presents the future plans in place to improve the tool's robustness.
Motivation
In a dynamic manufacturing environment, production managers are usually confronted with constantly changing scheduling scenarios in their day-to-day activities on the shop floor. Different scenarios may arise as a result of changes in the production mix, product types, due dates, part shortages and unanticipated events like machine failure. The availability of a number of solution algorithms can allow production managers make better decisions considered acceptable for each scenario. However, not all existing algorithms can be suited to all kinds of scheduling problems that arise on the shop floor. While it is possible to adapt an algorithm to different production scheduling scenarios, it may turn out to be inefficient for some. Putting different algorithms at the disposal of the production managers given the situations they are best suited for, may go a long way to aid their decision making. Therefore, it is important to provide the decision makers with a platform that supports a neutral representation in which the different solution algorithms could be automatically tested to select the best solution reached or the best algorithm suitable to solve the given problem at hand. However, there is a lack of decision support tools based on PNHS that can afford the aforementioned concept.
One of the advantages presented by the PNHS approach is that different search algorithms can be implemented to evaluate the best schedule of a particular manufacturing scenario. Several heuristic search methods have been developed for PNHS [29-31, 42, 49, 59, 71, 72] . However, it is quite difficult to evaluate and benchmark the efficiency of these algorithms in terms of time and solution quality due to the different computing platforms, programming languages and data structures used.
In spite of the number of readily available software tools for TCPN simulation, not much has been done in its combination with AI HS methods. Simulation is deemed insufficient to evaluate the different alternatives of a system. For decision making purposes, it is only capable of exploring a limited number of scenarios when applied to improve the system performance. Due to the inherent flexibility, using simulation solely for the optimization of scheduling problems with a large number of decision variables would require a large number of runs [66] . One of the issues frequently encountered with TCPN implementation is the handling of the complex data structure for the computation of enabled bindings, transition firing, and storage [33] . This makes the performance analysis of TCPNs quite difficult using state space analysis. Apart from simulation limitations, existing tools have some drawbacks regarding the execution of TCPNs. The time concept defined in the TCPN standard [33] uses the eagerness-to-fire property for transition firings based on the global clock (model time) [25, 57] . This concept imposes synchronization constraints on event occurrence. As a consequence, it limits the level of concurrency exhibited in asynchronous systems like flexible manufacturing systems (FMSs), and thus, precludes the generation of firing sequences that would lead to an optimal schedule. The occurrence of an event should not be restricted by time constraints.
Related PN tools
There are quite a handful of graphical and command line PN tools available for modeling and simulating discrete-event systems. The PN tool database [56] lists most of the existing general and special purpose tools. Owed to the large number, we do not intend to provide a comprehensive evaluation. Our aim is to highlight those tools that closely matches the requirements of the PNHS approach. Four search criteria were used for filtering the tool list using the following keywords from the database search tool: State spaces, Petri nets with time, high level Petri nets, simple performance analysis. Of the 85 tools registered in the database, only 32 implement state space analysis. Among these 32, 13 support timed nets, 6 of which support TCPN, while 4 implement a kind of performance analysis technique. As the requirements get stronger, the list keeps reducing. Most of the developed tools are graphical editors (66) that implements token game animation (46) . Only four tools passed the filter: CPN Tools [32] , INA, JFern, Petruchio. However, none of these tools has directly supported the PNHS approach. Some of these tools are no longer actively maintained. In general, they implement RG analysis but mainly for model checking used in validation and verification [14] . Since 2011, the model checking contest for PNs [35] benchmarks the efficiency of several state-of-the-art tools on verification techniques using RG for different classes of models. Among these tools are GreatSPN, SMART, AlPINA, Cunf, ITS-Tools, LoLA, TAPAAL, MARCIE, Neco, SARA. The details of these tools can be found on the model checking contest website [35] . Most of them have also been integrated in software environments like Cosyverif and CPN-AMI. Our focus is on tools enhanced with RG capability as well supporting TCPN. Here, PN editors do not fit in neither do token game simulators. Table 1 shows examples of tools that support RG analysis and/or simulation, taking into account the type of net supported, search algorithms, analysis, and their applications to planning and scheduling. Nearly all the tools are well developed for simulation in addition to having a GUI editor. TPN-Tools [79] is one of the earliest tools that contains several collection of tools developed for performance analysis of TPNs using RG and structural (invariant) analysis. TPNsim [78] is used for event-driven simulation in case the two previous analysis are not suited to solve some classes of models like stochastic nets. MARIA [46] is a RG analyzer for high level algebraic system nets. Tools like PNetLab [11] and SimQPN [37] have been employed for the control and scheduling of manufacturing systems, and queueing systems respectively. Tools like GPenSIM [18, 19] and PN Toolbox [34] are embedded into third-party commercial software packages like MATLAB. Users are required to learn the MATLAB language to develop models. While PNetLab is standalone, it generates a simulator executable each time a new model needs to be run. The colored nets of some PN simulators (PNetLab, GPenSIM) have lesser expressive power than the CPN standard in CPN Tools [33] for example. CPN Tools stands out as an industrial strength tool that provides both a graphical editing interface and an interactive simulator for constructing and analyzing models. CPN Tools has been used to analyze some scheduling problems [1, 2, 28] . However, the literature reports its usage for simulation-based performance analysis only. Notwithstanding, CPN Tools has a state space analysis plug-in but it has several limitations to support the timed state space exploration of TCPNs [57] . In addition, the absence of efficient search algorithms has limited its applicability. Only basic traversal algorithm like breadth-first search is implemented in the tool, which cannot scale up to industrial-sized problems. Due to the limitations of the state space plug-in, an extensible platform to CPN Tools called ASAP [68] was developed to provide an implementation support for a wide range of advanced state space methods. Yet, the state space methods are primarily aimed at model checking of untimed CPNs. Even with this extension, it is still difficult to integrate one's search algorithm. Both tools (CPN Tools and ASAP) rely heavily on a proprietary functional programming language, the Standard Markup Language (SML). The steep learning curve of SML makes it hard to use the platform to develop algorithms without having gotten a full grasp of the language.
COAST [38] is a closely-related PNHS tool integrated with CPN Tools for specification and scheduling tasks in a course of action to support human planners. However, it employs untimed CPNs that may not be appropriate for scheduling and implements exhaustive search algorithms that can be time-consuming as well as prone to the state space explosion problem.
To overcome these shortcomings, TIMSPAT has the following distinguished features from the existing ones:
• Dedicated standalone tool written in C++ for PNHS approach based on RG analysis.
• Implements an event-driven state space that overcomes the shortcomings of the global clock synchronization for optimization. The state space can be explored either as an earliest timed state space (ESS) or condensed ESS [6] .
• Offers a localized enabling of transitions. Each transition structure is created as an object and only the places required for enabling the transition are specified.
• Easy-to-write syntax expressions without the need to learn a programming language. Complex mathematical expressions are supported in a plain language format. The syntax combines the standard token expression of CPN and the strength of C++ syntax for marking description, mathematical and customized function expressions.
• Implements a new feature called static place to avoid memory clogging and carrying over constant data from one reachable state to the other.
• Collection of heuristic search algorithms (space, time and space-time efficient).
• Offers a portable and standalone modeling syntax specification that can be easily integrated with other applications or used by anyone willing to implement its own search algorithm.
• Allows for interoperability and extensibility with existing PN simulators using an XML model-based integrator.
TIMSPAT architecture
The architecture of TIMSPAT shown in Fig. 1 has three major blocks; the XML model integrator, the simulator, and the search module.The TCPN serves as the input to the tool. Its structure is emulated using text files whose definitions conform to the TIMSPAT syntax specification (TIMSPATLib). The solutions to the TCPN are generated by the search algorithms via the state space storage. The main components are:
• Syntax checker: It validates the specification of the definition files to ensure that it is consistent with the TIMSPATLib syntax instructions. The checker reports errors encountered in files and the files are passed to the simulator only if they have been certified okay. • TIMSPATLib: It is a syntax description language implemented as a C++ library for the specification of TCPNs in a textual format. TIMSPATLib interprets and stores the net structure in memory as specified in the definition files.
• Simulator: It performs the discrete-event simulation of TCPNs and can act both as a simulator and a successor generator. The execution is synchronized with the search algorithm module and interfaced with the TIMSPATLib on a continual basis until termination. It uses the stored TIMSPATLib net information to evaluate the states of the system required by the search algorithm.
• Search algorithm: It is used to construct the state space according to a defined objective function. The search algorithm drives the exploration of the state space toward a near-optimal or optimal solution. Solutions are generated from the state space as a sequence of transition firings when a goal marking is reached. They are generated either continuously (when improved solutions are obtained) or at termination depending on the search algorithm employed.
• XML2TIMSPAT: For interoperability, XML2TIMSPAT serves to support the integration of TCPN representation in XML-based file formats from external PN tools for conversion into TIMSPAT syntax format. It parses XML net files and generates their corresponding TIMSPAT definition files. XML2TIMSPAT currently supports the CPN Tools XML and the Petri Net Markup Language (PNML) standard [58] . The model integrator is a standalone executable since post-processing is still required to include TIMSPAT's specific features not currently supported by other tools, such as goal marking representation, objective functions among others.
TIMSPATLib for TCPN modeling
A CPN is a directed bipartite graph with two node types called places and transitions where the nodes are connected via directed arcs. CPN combines the modeling power of PNs with the strength of programming languages through the definition of data types (color sets) and the manipulation of their data values (colors) [33] . The use of colors allows a concise representation of the system by reducing the graphical complexity of PN models as well as the specification of key characteristics and information flow. A place can contain tokens and is used to describe resources in the system while a token consists of one or more colors describing the entity attributes. Each token can carry a weight called cardinality. A transition describes the event (the start or completion) that may occur (or fire) based on the preconditions of input arc expressions and guards. Graphically, places, transitions, arcs, and guards are represented by circles, boxes, arrows, and square brackets.
Evaluating the performance and investigating different scheduling strategies with ordinary PN or CPN is usually not sufficient. Ordinary PNs/CPNs are extended with time representation where each token carries a time attribute called time stamp and time delays are associated with transitions, places, or arcs. The time stamp describes the earliest time at which a token becomes available. The introduction of time in CPN (TCPN) makes it possible to capture the temporal behavior in addition to describing the logical behavior and structure of discrete-event systems in a concise manner. With TCPN, quantitative measures like delays, durations and deadlines can be explicitly described. Time can be specified as either deterministic, non-deterministic (interval timed), or stochastic [64] . We assume that the reader is familiar with TCPN formulations and theory [33] .
In TIMSPATLib, the TCPN specification for scheduling T CP N SCH is an extension of the TCPN standard [33] with slight modifications on color set definitions and variables in addition to transition delays and goal state.
is a finite set of nonempty types called colored sets that defines the number of token elements (colors) and the operations and functions that can be used in the net inscriptions (i.e. arc and initialization expressions). Each color set is either timed or untimed and an untimed set is either static or otherwise. 5. V is a finite set of variables of numeric data types (integer or real). 6. C : P → is a color set function that assigns a color set to each place. A place p is timed if C(p) is timed; otherwise, p is untimed or untimed static. As in CPN Tools, EXP R denotes the set of expressions provided by the TIMSPAT library, and T ype[e] denote the type of an expression e ∈ EXP R, i.e., the type of the values obtained when evaluating e. The set of free variables in an expression e is denoted V ar[e]. A free variable is a variable which is not bound in the local environment of the expression [33] .
Note that in this definition, variables do not belong to since variable types (integer and real) are handled by default in the library. As a result, variable definitions are not needed. Only the color set description for each place is required.
The current state of the system is defined by the distribution of tokens over the places called marking. An untimed marking M u maps each place into a multiset of tokens M (p) ∈ C(p) M S [33] . TIMSPATLib adopts the functional token expression of CPN Tools. 
The non-negative integer m(s) is the number of appearances of the element s in the multiset m. m(s) is also called the cardinality (weight) of the token s.
An element s is a member of a multiset m if the number of appearances m(s) of s in m is greater than zero, i.e., if m(s) > 0. The size of a multiset |m| is the sum of the number of appearances of the elements in m, the number of tokens in a place p.
The other operations like addition, scalar multiplication, comparison and subtraction are defined in [33] . The set of all multisets over S is denoted as S M S . The empty multiset over a set S, ∅ M S is defined as ∅ M S (s) = 0, ∀s ∈ S.
The multiset of tokens in an untimed place is constructed using the single sum operator + rather than the double ++ in CPN Tools. A timed place attaches a time stamp to each token. For scheduling purposes (see Section 2.3), the time stamps of tokens in a timed place are also constructed as a multiset using the single sum operator + and the @ symbol. Here, the timed multiset of CPN Tools is not used.
The multiset of token time stamps is expressed as:
where tm[s] is the ordered time stamp list of s, tm[s] = [ts 1 , ts 2 , . . . , ts tm(ts) ] and ts i ≤ ts i++ , ∀i ∈ {1, . . . , tm(s)}. It contains the time values ts ∈ T S for which m(s) = 0. The @ symbol is omitted if m(s) = 1 or tm[s] contains unique values.
As a consequence, the description of tokens in a place has two parts: the set of tokens and the set of time stamps. For example, using CPN Tools, the tokens in a timed place represented by 2'(4, 3)@5, 6 + + + 1'(2, 3)@3 + + + 3'(5, 5)@0 are expressed in TIMSPATLib as: 2 (4, 3) + 1 (2, 3) + 3 (5, 5);
5, 6 + 3 + 3@0;
A timed marking M is defined as a triple (M u , T S) which consists of the untimed marking M u , the time set T S, a set of time values called time stamps, T S = R + 0 . The initial timed marking M 0 represents the initial state of the system.
The T CP N SCH definition given in Def. 1 considers timed transitions only, where transitions are associated with a delay D(t) interpreted as the duration of the activity modeled in the event. A transition delay can correspond to machine processing or transportation time in a manufacturing environment. The delay uses the holding duration concept described in [57] for modeling the performance optimization of scheduling problems. In this concept, a timed transition is fired instantaneously but the output tokens will not be available for other transitions until the delay has elapsed. This makes the transition behave as an operation with start and release times.
The T CP N SCH definition introduces an important feature called static place which can be very useful when exploring the state space.
Definition 3.
A static place p f is an untimed place with a static color set that does not change during the evolution of the system. The token colors are never affected by transition firing. For a place to be considered static in a TCPN, it must have two directed arcs (input and output) such that when connected to any transition in the TCPN, the input and output arc expression is the same i.e. ∀A(a 1 ,
The standard CPN formalism allows one to add as many colors as required by the model for simulating a system, be it static or dynamic information. While this is suitable for simulation purposes, it seems impractical for state space construction particularly in the case of static data. These data are commonly found in the problem definition of most manufacturing and transport systems. Examples are: deterministic processing times, transportation times, AGV routing information, etc.
In the state space exploration of CPN models, all the information required to enable or fire the transitions must be kept in the marking. Unfortunately, static data become redundant since they are propagated from one marking to the other in the state space. The place information is carried over in the marking description and repeated in every reachable state in the state space. As a consequence, the state space can get blown up as quickly as possible, leading to a premature explosion. In TIMSPAT, the static place tokens are stored once in a fixed memory location.
The static place offers a kind of flexibility to users if the information is too large to be written as an if-then-else expression. The command if-then-else can be used in some cases, however, it cannot completely replace the static place. For example, it is difficult to model alternative routings with if-then-else when the firing of a transition is expected to generate more than one successor.
TIMSPATLIb TCPN structure
The input definition files used to specify the T CP N SCH structure consist of a main file MDF (main.txt) and a set of N transition files TDF (transition1.txt,...,transitionN.txt). Each transition in the T CP N SCH is written into a separate file. The MDF specifies the initial marking M 0 (M u and TS), the color set, the goal marking definition M g , the time information required for heuristic evaluation (shared with the search algorithm module), constants (optional), and functions (optional) used in the transition files. Each TDF lists the arc expressions of places (both input and output where applicable) acting on a transition, guard expressions and time delay. TIMSPATLib assumes the following for TCPN modeling:
1. Place identifier: Place labels are numeric and sequential. 2. Data types: The domain of the data types are restricted to two numeric types only: integer (including large integer) and real data types. Restrictions are placed on color domains and set to facilitate an efficient exploration of the state space. As such, neither color variable and token type declaration nor initialization is required by the user. The real type is fixed at a precision of 3 decimal places using a built-in function radiusdp() to differentiate an integer computation from a real one. Complex data types like strings, and Boolean among others are not suitable to optimize the marking storage. These variables can be expressed numerically since most models are usually accompanied by an interpretation of the places and transitions including the meaning of the colors and data types. For instance, if a token color must take the string values 'heavy', 'medium', and 'light', the three possible values can be represented as 1, 2, and 3, respectively. Same applies to Boolean colors. 3. Color set: The library uses an n-tuple definition for token description; a product color set of integer and/or real where n ≥ 2 or a simple integer or real where n = 1. It is only necessary to define n, a non-negative integer which describes the number of colors that will reside in a place. List, union and enumeration color sets are not supported for state space analysis. 4. Input arc expressions: The tokens used for input arc expressions are restricted to an explicit definition of free variables only. TIMSPATLib does not allow numeric values, conditional expressions or computations to be specified for input arc expressions. Also, the variables must be unique on all input arcs. Numeric values or equivalent variables intended to be used on input arc expressions can be expressed as guards. This assumption allows quick evaluation of transition bindings [33] . 5. Free variables are local to a transition file and can be reused by other token colors in the other files without prior declaration.
Due to space considerations, we cannot provide a detailed explanation of the syntax description. Interested readers can consult the user guide on the tool's website [5] .
Simulator -TCPN Execution
The execution of T CP N SCH is controlled by the simulator module. It involves the enabling and firing of transitions according to the input arc expressions, preconditions (guards) and estimated duration. Also, TIMSPAT includes the goal marking check in the simulator.
The simulator uses the TIMSPAT's net structure to evaluate markings using an event-driven approach [6, 57] for the generation of successors (See Section 2.3). Each time it receives a marking from the search algorithm, it checks whether or not the transitions of the TCPN can be enabled given the guard conditions and input arc expressions. Once the enabled markings are fired, the simulator determines which marking has reached the goal given the TIMSPATLib M g syntax. It then sends the reachable markings as successors with a goal marking header to the search algorithm for further evaluation. The interaction between the three TIMSPAT components is based on a continuous evaluation of markings until the search algorithm terminates the exploration. The steps of the simulator algorithm are given as follows: The enabling of transitions in a CPN is usually quite expensive [69] . It has been a subject of much research in [23, 24, 33, 45] . The simulator must first compute the set of all possible bindings B for a transition t, denoted as B(t) [33] . A binding b of a transition t, b ∈ B(t) assigns a value b(v) to each variable v of the transition t. It binds the tokens in the input places of transitions to the input arc expressions and guards. The variables of a transition t, denoted as V ar(t) ∈ V , consist of the free variables specified in the guard and in any of the arc expressions of any arcs connected to the transition t. For example, the variables of transition t 1 in Fig. 3 is V ar(t 1 ) = {j, op, m, j1, m1, opp, t}. A transition is enabled if the input places contain the multiset of tokens specified and the guard of the binding G(t) b is true.
For simulation-based performance analysis, only one successor needs to be computed in which an enabled transition and corresponding binding can be chosen based on priority, random or fair selection. To reduce the combinatorial effects of transition bindings in TIMSPATLib, we adopt the following rules: 1. The token multiset of input arc expressions must be limited to two for input places with a large number of tokens, 2. Before evaluating the bindings, the simulator first removes ineligible tokens from the input places with guards having at most two variables. This is done to reduce the number of tokens to use in the combinatorial process, and 3. When a static place is used, there must be sufficient guard conditions to trim down the number of tokens in the place. If this is not possible, an if-then-else operator is recommended.
An enabled transition may fire. Firing means that the tokens are removed from the input places and added to the output places of the firing transitions. In a TCPN, a transition t is time-enabled at time τ k in a marking Lakos & Petrucci [39] identify two different approaches to TSS generation based on their firing rules: the conservative and the optimistic approach. The conservative approach called the reduced earliest time state space (RSS) is the TSS generation method adopted by CPN Tools. It uses the eagerness-to-fire property [25] based on the global clock synchronization such that a transition is only allowed to fire if τ k ≤ r * . As a consequence, the firing of a transition t enabled at τ k > r * for a particular operation is delayed until the global clock r * advances to τ k or to a much later time than τ k depending on the prior firing sequences. When used for the optimization of inherent asynchronous systems which exhibit a high level of concurrency and parallelism [57] , this property may preclude the generation of firing sequences that would lead to an optimal schedule. Since there are activities that can be performed concurrently, delaying the execution of the operation to a later time can have a negative impact on the overall performance of the system. RSS is defined
The optimistic approach called the earliest time state space (ESS) allows the firing of transitions as soon as they are enabled i.e. it includes the transition firings with τ k > r * in addition to those of the RSS without the global clock constraint. As a result, the firing of transitions no longer depends on the behavior of the global clock, hence, leading to an event-driven approach. ESS is a tuple ESS = (N, [57] investigated the use of the two approaches for production scheduling, highlighting the shortcomings of RSS for optimization.
ESS can be explored either in a classical manner, by evaluating both the untimed marking and time stamp together as one set for comparison in duplicate detection [8] or in a compact form, as a condensed state space (CSS) [9, 16] . In the CSS, nodes are represented as state classes using the notion of untimed marking equivalence. TIMSPAT uses the CESS as a reduced size of ESS for detecting duplicate untimed markings. During the search process, it excludes the time stamps from the duplicate detection process to avoid exploring a large state space containing several markings with the same untimed marking but different time stamp set. The CSS was originally proposed by Christensen et al. [16] using the timed equivalence (TE) method. Unlike TE, the absolute values of time stamps are not replaced with relative values. Rather, the time stamps are used for calculating the firing times of transitions and the creation times of new tokens, and to evaluate performance with respect to the objective function. TIMSPAT implements both the ESS and its condensed version (CESS) in the HS algorithms. The CESS justifies the separation of the timed marking into untimed marking and time stamp set in the descriptor used in Section 2.1. For large state space graphs, it is impractical to keep the time stamp set of all equivalent untimed markings in a class. An additional measure is required to select the most promising time stamp set to be used for exploration [6] .
Heuristic search algorithms for TSS
A classical HS algorithm like A * [60] can be used to construct the TSS of a TCPN. A * is a best-first search that searches through the TSS by systematically expanding the most promising marking one at a time in order to find the shortest path from M 0 to M g . It guarantees that the first solution obtained is optimal when all the markings with cost less than the optimal goal marking cost have been expanded. for all enabled transitions t ∈ T : The pseudocode for the A * search combined with TCPN execution is given in Algorithm 1. Here, the algorithm uses both f (M ) and g(M ) for the CSS duplicate detection procedure CSS((f (M stored ), g(M stored )), (f (M ), g(M ))) to provide a more accurate estimate in selecting the most promising time stamp set [7] .
A * offers completeness and optimality guarantee. However, for sizable problems, it might require a large amount of search space and computational time effort before an optimal solution can be reached [9] . Besides A * , eight other algorithms have been implemented: 1. Breadth-first iterative deepening A * search (BFIDA * ) [9, 76] For an algorithm to be considered SE, the reduction of the memory requirements must not affect the optimality of the schedule i.e. the heuristic function must be admissible and no inadmissible pruning technique should be adopted. These algorithms are oriented toward obtaining optimal solutions if given sufficient time, in addition to an efficient use of memory. Upper bounds are used to remove paths whose markings will not lead to a better solution. The SE algorithms do not terminate the search until the optimal solution is found. BFIDA * and BFIDA * -SLDD fall under the SE class. Like A * , these algorithms are oriented towards obtaining optimal solutions. For time efficiency, the only criterion is that the algorithm returns a solution (either optimal or nearoptimal) in a reasonable amount of time irrespective of the type of heuristic function and the pruning technique employed. The TE class includes hybrid HS (HHS) algorithms like BAS, A * -BT, and DWS. These algorithms use predefined pruning rules to limit the memory consumption of the search space and to find feasible solutions in a reasonable amount of time. Basically, they limit the frequent backtracking of the A * search to prevent the search space from degenerating into a breadth search. A controlled deepening search is usually favored to drive the search towards a suboptimal solution quickly. Here, optimality is sacrificed for computation time and memory reduction. The TE algorithms terminate the search as soon as the first solution is obtained. STE algorithms must meet the SE requirements in addition to returning solution at a reasonable amount of time. Basically, they consist of anytime algorithms that report solution at different time intervals and are guaranteed to provide the best solution obtained so far whenever interrupted. STE algorithms can be considered as a special class of HHS methods. Examples are: ALS, ACAS, and DFBnB. They do not stop the search at the first solution. Instead, the solution is continuously improved over time until the search obtains the optimal solution provided the available memory is sufficient to guarantee optimality. The algorithms trade off solution quality and computational time. The incumbent best solution is used as an upper bound to restrict the number of generated successors and to periodically prune markings that will not lead to a better solution. Fig. 2 shows the interaction between the three components and the relationships between the classes used in TIMSPAT. The evaluator class is used to evaluate and compute guard conditions, functions, and other mathematical expressions in the output arc.
Heuristic functions
Three admissible heuristic functions are commonly used in PNHS approach. The first one sets h 1 (M ) = 0 assuming no heuristic information is available. This is suitable for manufacturing systems with routing flexibilities or alternative routings and in cases where the run-time overhead for heuristic computation is quite high. However, the resulting lower bound f (M ) might be too weak to reach an optimal schedule in a reasonable time. On the other hand, it can be very useful in cases where the algorithms are designed to return suboptimal solutions quickly [9] . The second one is called the job heuristic function [41, 43] :
is the sum of operation times on uncompleted processing stages to be undergone by each kth job when the current system marking is represented by M , and N is the total number of jobs. The third is called the machine heuristic function [71] :
is the sum of operation times of those remaining operations for all jobs which are planned to be processed on the ith resource, and R is the total number of resources. These three functions have been used in [6, 8, 9] .
In the formulations of h 2 (M ) and h 3 (M ), the timed marking information is not used in the computation. To this effect, Li et al. [43] propose tighter lower bound estimates for TPN that consider the earliest available time of machines and jobs based on the information from the timed marking. The individual time stamps of tokens are used to calculate the lower bound. The equivalent expression f 2m (M ) for a TCPN (Fig. 3 as an example) proposed in [43] is as follows: Given a token s j of a job J k in place p n of color set JOB containing color variables j(job identifier) and op(operation identifier) to be processed on a list of machine tokens s mi in place p m , where i = {op c , op c + 1, . . . , op f }. m i is the machine list to be used for the job's remaining operations starting from the current operation op c to the final operation op f . Then, the f J k (M ) of a job J k is estimated as:
where max(ts 1 j , ts 1 mop c ) corresponds to g J k (M ), the earliest available time (firing time) of job J k and D i (t, b) is the transition delay for bindings b(j) = k and b(op) = i, the processing time of the job for each operation. This expression assumes a single lot size m(s j ) = 1 for all jobs.
The overall lower bound f 2m (M ) for h 2m (M ) is given as:
Expanded: 5 Generated: 7 heuristic functions. The x and y variables in the marking identifier M x−y represent the order of expansion of the CESS by BFS and A * respectively. As observed in the graphs, the improved heuristic functions proved to be more informed than the previous ones, expanding and storing fewer markings i.e. h 2 (m) ≤ h 2m (M ) and h 3 (m) ≤ h 3m (M ). Also, Fig. 4a shows the importance of a good estimate as the A * search degenerated into a breadth-first. While the job and machine heuristic functions can be used separately, they can also be formulated as [43] to give a more accurate lower bound. The computation may become more time consuming, especially for TCPNs. However, in systems with alternative routings in which more than one machine can be used to process the operation (with different processing times) of some jobs, only the job heuristic function and f 1 (M ) seem applicable. Functions f 2m (M ) and f 3m (M ) are not admissible. Here, we propose a modified job heuristic function for alternative routings by replacing the processing time of each operation and the time stamp of machines with the minimum processing time and the earliest available time, respectively.
where tm[s mi ] is the time stamp list of machines that can be used to process a job at a given operation, and δ i = {D 1 (t, b) , . . . , D l (t, b)} is the list of transition delays for l number of alternative machines that can process J k at operation i.
is the cost of the optimal solution from M Proof. Let g J (M ) = ts 1 j , the current time stamp of the job token, and τ k = max(ts 1 j , ts mop c ) represents the firing time of the enabled transition t, the minimum start time of the job processing, where ts mop c = min sm op c ∈Sm (tm[s mop c ]) is the minimum available time of the set of machines that can be used for processing. The processing will finish at the earliest time τ i = τ k + δ k where δ k is the minimum processing time min i δ i of the job assuming that it undergoes operation at the machine with the least processing time. Then, τ i * ≤ τ k * +D * (t, b), the time stamp of the actual selected machine ts mop c * ≥ ts mop c , and D * (t, b) is the corresponding transition delay D * (t, b) ≥ δ k . The completed time at the next processing stage i + 1 then becomes τ i+1 = max(τ i , ts mop c +1 ) + δ i+1 , which will be less than or equal to τ i+1 * . The job processing is estimated to always start at the earliest available time on one of the machines and finishes with the least processing time, i.e. the minimum completion time at each stage will always be less than or equal to the actual completion time, τ i ≤ τ i * . Therefore, f J k alt (M ) guarantees that f 2m alt (M ) is an admissible lowerbound that will always be less than or equal to f * (M ).
Note that, in this expression, the time stamp of the selected machine is updated at each iteration to avoid reusing the same machine if it were to be available for more than one processing stage. The machine will be considered to have processed an operation in case it is part of another set of alternative machines to be used for subsequent operations. This ensures that the calculation of the lower bound advances without overloading a machine, and resource utilization is spread out to the other machines.
Case study
We consider a case study of a real flexible manufacturing cell (FMC) of an eyeglass production system [53] . The system consists of three computer numerical controlled machines M 1, M 2, and M 3, an automated dual-gripper crane R(G1, G2), and a conveyor. The layout of the cell is shown in Fig. 6 . There are three types of eyeglasses E 1 , E 2 , and E 3 in which each eyeglass is composed of two lenses (left and right). Each lens must be processed separately since the machine processing time of some operations depends on the lens type. Hence, the total number of part types to be processed is six: J 1 and J 2 for E 1 , J 3 and J 4 for E 2 , and J 5 and J 6 for E 3 .
Parts undergo two machining operations in the same sequence as in a flow shop. The first operation is performed on M 1, and the second on either M 2 or M 3. Machine M 1 is used to verify whether the lenses have the correct dimension specification, whereas machines M 2 and M 3 perform the same function and are used to bevel the lenses. All the part types have the same processing time of 4 s in the first operation but the beveling operation varies depending on the part type: 120 s for E 2 , 540 s for E 3 , and 215 s and 220 s for J 1 and J 2 of E 1 respectively. Each machine can process at most one operation at a time.
Parts arrive in buckets of a pair of lens (B 1 (E 1 ), B 2 (E 2 ), and B 3 (E 3 )) on the conveyor to the load/unload (L/U) area. Each bucket contains an eyeglass type, and the L/U area is the working area of the crane operations on the conveyor. The crane is used to transfer the parts (in a horizontal movement) between the conveyor and the machine and back to the L/U area after the part processing is completed. However, the L/U area is constrained to three buckets. This is due to the restricted working area of the crane's gripper to load and unload parts. A slot is freed only when the two parts in a bucket are fully processed and moved out from the working area. The crane can load and unload parts at four pickup/delivery (P/D) points: 1. 0conveyor loading position, 2. 1 -M 1, 3. 2 -M 2/M 3, and 4. 3 -conveyor unloading position. The movement time of the crane from one position to the other, and the loading and unloading of parts takes 4 s each. Both arms of the crane can be used to load and unload parts. The operation of the dual-gripper crane works more like a multi-load AGV that performs empty and loaded trips [7] .
Each job has a total of eight operations (six handling and two machining operations): 1. Unload or pickup from bucket, 2. Transport and delivery or load to M 1, 3. Processing in M 1, 4. Unload from M 1, 5. Transport and delivery to M 2 or M 3, 6. Processing in M 2 or M 3, 7. Unload from M 2 or M 3, and 8. Transport and delivery to bucket. The scheduling problem is formulated as follows: Given the FMC layout and the production mix, determine the starting and completion times of each part on each machine and the movement operations of the crane between machines together with the assignment according to the makespan minimization objective C max . Figure. 7 shows the TCPN model of the manufacturing cell. The TCPN has six places and seven transitions. The meaning of the places together with the color set and variables, and transitions is given in Table 2 and Table 3 respectively. The main file contains the initial marking of the production mix E 1 = 1, E 2 = 1 ,and E 3 = 1 with zero starting times. For dynamic scheduling purposes, the starting times can be changed to reflect the current state of the system. 1 1 (1, 1, 2, 1) + 1 (2, 3, 4, 1) + 1 (3, 5, 6, 1); 2 1 (0); 3 ; 4 1 (0, 0, 0, 0, 0, 0, 0); 5 1 (1, 0, 1, 0, 0, 3) +1 (2, 0, 2, 0, 0, 6) + 1 (3, 0, 2, 0, 0, 6); 6 ; / * initial M u * / 0 + 0 + 0; 0; ; 0; 0 + 0 + 0; ; / * initial time stamp set * / CS W KL; CN T ; BCK; CRN ; M CH; OU T ; / * place color set * / EF #; 1 (0); #; 1 (0, 0, * , 0, 0, 0, 0); 3 ( * , 0, * , 0, 0, * ); 3 ( * , * , * , 9); / * goal marking * / A P/D request involves 5 operational sequence: the prior assignment of the crane to the part, the movement of the crane to the resource location (conveyor or machine) for pickup if its current position is different from the P/D location, the unloading of the part from the resource, the delivery of the part to the destination resource, and the loading of the part to the resource. Transitions T 2 and T 5 execute the first P1   T1   P3   GUAcA<A2   T7   T2   T6   T3   P6   P2  P4   T5   T4 Crane status: Crane at position gpos with grippers g1 and g2 (free = 0, busy > 0), and operation sequence identifiers og1, og2 and bucket identifiers bg1, bg2 for each gripper. og1, og2, bg1, bg2 > 0 if parts (lens) are held in grippers P 5 M CH = 6, timed; m, ms, mpos, j, b, op Machine status: Machine m at position mpos with status ms (0 -available, 1 -busy, 2 -waiting for part to be picked up). j, b, op > 0 if ms > 0 P 6 OU T = 3, timed; b, j1, j2, op Processed buckets moved out from the working area three operations concurrently for conveyor and machine pickup respectively, while T 3 and T 6 perform the last two operations for machine and conveyor delivery respectively. The production flow of a single part in the system gives the sequence of transition firings:
The TCPN model is quite different from the nets proposed by Narciso et al. [53] and Mujica & Piera [51] . In the previous nets, the movement of the crane is not properly controlled as the source or destination of a P/D request is not included in the crane's behavior. The crane can move to either of the potential P/D positions without a prior assignment for P/D request. Since the studied FMC is a bufferless system, the TCPN minimizes blocking using P/D assignment together with the status of the machines as specified in the guards of transitions T 2 and T 5. However, deadlock occurrence is still inevitable if the crane grippers are holding parts whose destination machines have parts that are waiting to be picked up by the crane. The deadlock-free scheduling approach used in this thesis has been treated in [9] .
Performance evaluation and benchmarking
This section evaluates the performance of the nine algorithms on the case study. We consider 15 different production mix scenarios, shown in Table 4 . The instances contain 5 small (BGS1-BGS5), 6 medium (BGM 1-BGM 6), and 4 large (BGL1-BGL4) workload mixes. The first large instance BGL1 (30% E 1 , 60% E 2 , 10% E 3 ) represents a real mix for the manufacturing cell. The experiments were conducted on a 2.60GHz AMD Opteron processor PC with 4GB RAM.
Each algorithm is benchmarked against the others in its category, and the best performing in each class is then compared with those of the other classes. Since each class has its own trade off, CPU time of 3600 s and 4GB RAM limits were set for the TE and STE classes whereas only the maximum memory limit was set for the SE class. A * is not considered for comparison as it was only able to solve the small instances, even with the CESS.
SE class
The SE algorithms use the cost threshold CT as a bound to prune markings with f (M ) > CT in each iteration of the breadth-first branch and bound search. The algorithms start with f (M 0 ) as the initial CT . If no goal marking is found, the search is repeated with a new CT value until a solution is reached. Successive values of CT relies on the minimum f (M ) (f min ) of the unexpanded markings in the previous iteration. However, it comes with an overhead of marking re-expansion each time the search is restarted. If the increments are too small to reach f (M g ) in a reasonable amount of time, it may result in a large number of iterations. To circumvent this problem, [65] propose to double CT after each iteration for the classical IDA * . This measure can degenerate to a breadth-first search. To achieve a good space-number of iteration trade-off, we computed successive CT s as CT = max(f min , ubf * f min ), ∀ubf ∈ {1.0, 2.0} where ubf is a multiplier. We experimented with different values of ubf to determine a good factor for the instances. From the preliminary results obtained, a ubf value of 1.4 achieves a good trade-off. Table 5 shows the scheduling results of the two SE algorithms on the 15 instances. The two are practically the same. They expand the same of number of markings (EM ) and have an almost equal CPU time but differ in the number of stored markings as shown in the Peak column. BFIDA * -SLDD leverages the regular structures found in manufacturing systems to reduce the number of stored markings. The Depth is the total number of operations or fired transitions required to reach the optimal M g from M 0 , where each operation corresponds to a level in the state space.
As observed on the result table, the ubf of 1.4 significantly reduces the number of search iterations across all instances. As a result, the computational times were also reduced for the small and medium instances. For example, the BFIDA * search of BGS1 using the standard increment of ubf = 1 solved the instance in 156 iterations with a CPU time of 3753 s and EM of 9.6 × 10 6 . As the instance size becomes larger, the standard BFIDA * ran out of memory (o.o.m) starting from the BGM 3 instance due to the exponential increase of the state space size. BFIDA * -SLDD solved all the instances with a minimal amount of memory space. It used less than 2GB RAM for the largest instance that would require over 200GB RAM if the entire state space were to be stored in memory. The CPU times can be considered reasonable up to instance BGL1 considering the fact that it is an optimal algorithm. However, it took over 38 h, 64 h, and h to solve BGL2, Movement of crane to the destination machine for delivery including the loading of parts T 4
Processing of parts in machines T 5
Movement of crane to the destination machine for pickup including the unloading of parts T 6
Final delivery of processed parts to bucket in the conveyor's L/U area including unloading of parts T 7
Conveyor moves out processed buckets [53] where some instances coincide, it is a significant improvement in terms of both CPU time and best makespan (C best ) obtained.
TE class
Each algorithm in the TE class has its own input parameter settings, used as a measure to reduce the memory and computational time complexity. However, they share a common parameter that determines a priori the number of markings to be stored. Since increasing the input values do not guarantee a high solution quality, different values must be experimented to achieve a good solution quality-time trade-off.
The A * -BT algorithm requires only one input parameter called threshold, M max which is used to control the maximum number of markings stored in OPEN. It starts exploring the state space in a best-first order using A * . Each time M max is reached, it creates a new search region or level by initiating a backtracking to the previous level where the best marking in OPEN is used as a root node for another A * search until a solution is found.
BAS requires two inputs: 1. beam width bw, and 2. cutoff co. The beam width is used to limit the number of markings expanded at each depth of the state space whereas cutoff limits the size of OPEN to a (30, 50) , (30, 100) , (30, 200) , (30, 500), (30, 1000)}. Since we are not restricting the maximum number of successors to be generated at each marking, the input values must be large enough to reach a goal marking. For the DWS, the proposed initial td = 15 did not generate a feasible solution for most of the instances. Table 6 presents the results obtained by the three algorithms for the 15 instances. For each algorithm, we show the input parameter value that returned the best solution taking into account the CPU time and compare the relative percentage deviation (RPD) from the best solution (RPD C ) and CPU time (RPD CP U ) between the three algorithms. The A * -BT algorithm provided the best solution-time quality trade-off considering the little computation time used to obtain the first solutions. Unlike the other algorithms, the CPU time is somewhat maintained across all instances without exceeding 12 s. In terms of solution quality, BAS is superior using the average deviation, albeit with a higher runtime overhead. Also, BAS proved to be more time-efficient than the others in 8 of the instances.
STE class
Like the TE class, the STE algorithms also define some input parameter settings with the exception of DFBnB. In ACAS, three parameters are needed before exploration: the initial column width ω, the column width increment α, and the maximum column width ω max . ACAS is an adaptive search that focuses on improving the current best solution obtained in a minimal time whenever possible. It increases ω by α if the solution is not improved after a certain number of iterations. The width increment is stopped when ω reaches ω max to avoid unnecessary memory usage if the solution cannot be improved within the time frame. Once the solution is improved, the column width ω is reset to its initial value. On the other hand, ALS does not require an input parameter a priori. However, to return solutions in a good time frame for problems 
with large branching factor (number of successors), it is advised to limit the number of markings expanded at each level called the expansion width eω. We set ω = eω = 5, α = 5, and ω max = 50 [6] . The three algorithms differ in two aspects. The first is the number of markings expanded at each level in an iteration. ACAS and ALS is determined by ω and eω respectively, whereas DFBnB defaults to 1 for all iterations in the search. The second is the way in which backtracking is performed. Backtracking is chronological in ACAS, best-first in ALS, and depth-first in DFBnB. Table 7 shows the scheduling results of the STE algorithms for the 15 instances. While the average deviation across all instances grants the ALS as the best out of the three algorithms, the varying degrees of solution quality per instance class must be taken into account. From this perspective and benchmarking the performance as the problem size increases, the DFBnB worked better for larger instances. It outperformed the others in the medium and large instances obtaining the best solutions at a much reduced computation time in 7 out of 10 instances. Evidently, this makes it more practical than others. ACAS and ALSS only performed better in the small instances. Another reason DFBnB is the best fit for this problem is that the CPU time required to return the first solution is more or less stable (< 1 s) for all the instances, unlike the other two that experienced a sharp increase in time for the last three large instances. Also, all the first solutions obtained by DFBnB are clearly better. STE algorithms are designed to produce feasible solutions quickly, and regularly improve the incumbent best solution C best over time. They are able to guarantee optimality provided that the memory available and time allocated are large enough to reach the optimal solution. The incumbent best solution may have been obtained but cannot be considered optimal until all the markings with f (M ) ≤ C best have been expanded. As such, the time gap between when the incumbent best solution was returned and the convergence time varies depending on the number of markings remaining to be explored. For instance, DFBnB obtained the optimal solution for BGS3 at 1881.3 s but converged at 3213.9 s, while the gap is lower for ACAS and ALS that converged at 1370.3 s and 1364.7 s respectively for BGS4. On the other hand, both ACAS and ALS obtained the optimal solutions for BGS5 and BGM1 but did not converge within the CPU time limit.
Discussion
Each algorithm class has its strengths and weaknesses. The SE algorithms trade space for time. They are the best option when sufficient time is given for producing an optimal schedule. But it seems quite impractical for highly demanding and dynamic environments in which solutions must be returned in a short computation time. On the other hand, the STE algorithms offer an extra advantage in terms of both solution quality and time efficiency such that they can adapt to different memory and time constraints. One of the weaknesses of the STE class is that an additional running time does not necessarily lead to a better solution [73] . The SE class cannot be directly compared with TE (or vice-versa) because each stands at two ends of a continuum. However, the STE class can be benchmarked against SE in terms of the percentage of optimality lost (RPD from optimal solution) and the computation time reduction, and also against TE on solution quality and computation time comparison of the first solution obtained.
The optimality lost is quite low for the best performing algorithm in the STE class, DFBnB. It ranges between 0.3% and 2.1% for the non-converged solutions. The CPU time savings is about 99% for most of the instances excluding the first three. Figure 8 shows the RPD of the first solution returned by the TE and STE classes. The algorithm that produces the best first solution for each instance takes a zero RPD value. Clearly, the STE class outperforms the TE's with the exception of the small instances. The DFBnB performed better in nearly all the instances with the A * -BT signaled as the least performing.
For the TE and STE algorithms, it is quite difficult to predict when the first solution will be returned, as it largely depends on the problem size. Although DFBnB achieved a stable CPU time for all the instances. Notwithstanding, these results are not conclusive and cannot be used as a benchmark for all systems. The performance of each algorithm may be different for another problem set. Each system has its own behavior, and an empirical evaluation may be required to determine the best-performing algorithm. With these results, it is pretty straightforward to draw a conclusion on which algorithm can be adapted to an off-line or on-line scheduling when the system deviates from its original schedule or in the event of a failure or disturbance.
While the overall computation time depends on how each search algorithm explores the RG, it is worth benchmarking the time consumed on each computational task in the search exploration. To identify the main source of bottleneck in TIMSPAT, the distribution of the run time of four algorithms is given in Fig. 9 . Clearly, the simulator dominates a larger proportion of the run time irrespective of the search algorithm employed. More time is spent on tasks like the enabling and firing of transitions for marking generation, and the computation of heuristic functions. This means that the overall efficiency of the tool relies on the simulator, which confirms that it is computationally expensive to simulate CPN models due to the difficulty in manipulating colors. The search part (OPEN and CLOSED) only consumes about 3% of the total time. 
Conclusion
In spite of the capability of RG to perform the automatic analysis of a modeled system, there is a lack of tool that supports the performance evaluation of TCPNs through timed state space analysis via HS methods. This motivated the development of TIMSPAT to deal with the shortcomings of existing tools. Most tools implementing the RG focus on the model checking of untimed nets. Other shortcomings include simulation limitations, timed state space generation with global clock synchronization, absence of efficient search algorithms, and reliance on third-party software applications.
The proposed tool provides a platform for describing CPN models as well as simulating the behavior of the system, and optimizing scheduling problems. One of the benefits presented by TIMSPAT is its ability to implement different heuristic search methods using the same syntax library and data structures. As a result, different scheduling scenarios can be benchmarked to allow for correct conclusions to be drawn. The tool is expected to support flexible decision making process without being over reliant on a particular solution algorithm. Several experiments have been performed on a real system with different algorithms, highlighting both their strengths and weaknesses. For real time scheduling purposes, the simulator can be easily integrated with the shop floor database to collect information on the current state of the system. It is worth mentioning that the tool is not limited to the already implemented algorithms.
Plans are already underway to incorporate metaheuristics such as genetic algorithms, ant colony optimization among others. Other future improvements to make the tool more robust for model development and execution includes:
• For a full-fledged simulator, data collection will be implemented in addition to appropriate selection of enabled transitions via random, priority or fair.
• A simulation-optimization framework to deal with uncertainties.
• The modeling approach allows the definition of new objective functions that can deal with scheduling policies oriented to lean manufacturing in which non-added-value operations would be minimized or a rapid manufacturing in which the total completion time would be minimized. This presents an opportunity to explore multiobjective optimization using the developed methodology.
 We present a reachability graph-based search optimization tool for scheduling.
 Motivated by the lack of tool support for optimization of TCPNs.
 Implements an event-driven timed state space with AI heuristic search algorithms.
 Aimed at supporting flexible decision making process with algorithm portfolio.
 Comparative study of nine search algorithms on real system demonstrates tool efficiency.
