ABSTRACT Recent experimental results show that full-duplex (FD) communication is feasible provided that the residual self-interference after cancellation is close to the noise floor. In this paper, we present a low-complexity active self-interference cancellation technique for FD orthogonal frequency division multiplexing (OFDM) systems, which accounts for the inherent cyclostationarity of the OFDM signal in order to effectively cancel the self-interference. The method here proposed estimates the self-interference cancellation path by using a time-averaged mean-square error criterion, combined with a filtered least mean squares adaptive algorithm. Then, its performance is experimentally validated using a self-developed FD radio testbed implemented with off-the-shelf components. When combined with passive cancellation, applying the proposed technique provides enough self-interference suppression as to reach close (less than 2 dB) to the receiver noise floor.
I. INTRODUCTION A. BACKGROUND AND MOTIVATION
The challenge of ever-growing demand for wireless connectivity requires to create more efficient frequency spectrum utilization methods. Full-Duplex (FD) radio communications stands as a novel paradigm to improve spectral efficiency by opening up the possibility of transmitting and receiving on the same frequency band at the same time [1] . However, the main challenge for FD radio systems relies on the fact that the self-interference originated from the own node's transmitter is several orders of magnitude larger than the desired signal arriving from a distant remote transmitter. Thus, in order to make FD work in practice this self-interference is required to be suppressed to the greatest extent so that the desired signal can be received with suitable precision minimizing the effect of quantization noise.
In the recent years, different techniques and architectures have been proposed for FD radio systems to remove the self-interference from the received signal of interest [1] - [19] . The self-interference cancellation techniques can be categorized into passive suppression (PS) and active suppression (AS). PS techniques [2] - [4] are focused on maximizing the attenuation of the self-interference signal leaked to the receiver through a direct path between antennas. Although such techniques are capable of mitigating the selfinterference up to 70 dB, this is insufficient for recovering the desired signal, which typically is around 100 dB below the self-interference. For this reason, PS techniques are often used in combination with AS techniques that provide the extra attenuation required for a proper system operation.
AS techniques take advantage of the knowledge of the selfinterference signal in order to cancel it. This additional cancellation can be performed either in the digital domain or in the analog domain, thus admitting a further categorization into digital self-interference cancellation (DSC) and analog self-interference cancellation (ASC). When using DSC techniques, the residual self-interference after passive cancellation is suppressed in the digital domain, i.e. after the analogto-digital (A/D) conversion. This alternative [5] - [8] achieves a self-interference suppression close to the receiver thermal noise floor. However, several factors as the local oscillator noise phase [9] and the A/D conversion quantization noise limit their performance.
With the aim of minimizing the level of the selfinterference before A/D conversion, ASC is used in combination with PS techniques [3] , [10] - [17] . The canceller signal required for suppressing the self-interference can be generated either in the analog or the digital domains:
• In the first case, which can be referred to as analog ASC (A-ASC), a canceller signal is created in the analog domain by passing the transmitted signal through analog circuits. These consist of a set of predefined delays with tunable amplitudes and phases. The self-interference and the obtained canceller signal are then combined with the objective of minimizing, or eventually fully suppressing, the self-interference signal [10] , [12] - [15] .
• In the second case, which can be referred to as digital ASC (D-ASC), a copy of the self-interference signal in the digital domain is converted to analog by using an auxiliary transmitter chain. The signal processing required to generate this copy is performed in the digital domain, thus avoiding the use of complicated tunable analog circuitry [3] , [11] , [16] , [17] , [20] .
Besides all these alternatives for implementing the selfinterference cancellation techniques, some schemes require the use of an extra antenna (i.e., two for a single-antenna FD transmitter) compared to the half-duplex case [3] , [6] , [10] , [12] - [17] . However, this approach may be questionable since the potential capacity gain of FD by a factor of two could also be attained by a HD system using spatial multiplexing.
A deep look into the vast FD literature shows that A-ASC techniques are not enough to achieve a complete selfinterference suppression. For this reason, an extra digitaldomain cancellation stage combined with A-ASC is usually employed to suppress the residual self-interference [3] , [12] , [14] , [16] , [18] , [19] , [21] . In [22] , the compensation of the non-ideal effects of the analog cancellation path are carried out in the digital domain. However, the main bottleneck of these approaches is the effect of A/D quantization noise over the desired remote signal, since the effective number of bits is reduced because of the larger dynamic range of the selfinterference.
B. CONTRIBUTIONS
In this work, we present a FD radio scheme for orthogonal frequency division multiplexing (OFDM) transmission and reception. Specifically, we propose a D-ASC technique that allows for reducing the self-interference close to the thermal noise floor, when combined with state-of-the-art PS schemes. In our design, we generate a canceller signal able to emulate the self-interference by means of an adaptive finite-impulse response (FIR) filter for which its coefficients are automatically updated by means of a gradient descendent algorithm [23] . As we will later see, a conventional least mean squares (LMS) approach is not valid for two reasons: first, the canceller signal generated to suppress the selfinterference is affected by the analog circuitry between the D/A conversion and the analog combiner. Thus, a filtered LMS or x-LMS [23] , [24] scheme is required in order to avoid convergence issues of the LMS algorithm. Secondly, because of the cyclostationary nature of the OFDM signal [25] , [26] , the instantaneous mean-square error (MSE) criterion is not suited for this application. Instead, we implement a timeaveraged MSE (TA-MSE) criterion [27] - [29] that effectively allows to suppressing the residual self-interference.
Even though x-LMS and block-LMS approaches are useful for interference cancellation in the context of in-band fullduplex relaying [30] , [31] , such set-up is different from the case of bidirectional in-band full-duplex communication here considered [12] . In general, cancellation requisites for the former are not at strict as in the bidirectional case [32] , and it usually suffices to attenuate the self-interference enough so it does not cause oscillation at the relay. Besides, the selfinterference signal is strongly correlated with the received signal, as opposed to the case for the remote signal in bidirectional relaying. Thus, such self-interference is no longer a scaled and delayed version of the desired signal.
In our system, we do not include cancellation of nonidealities such as phase noise [33] and other non-linear effects [34] . Differently from [20] , on which a digitally generated analog cancellation signal was used for an adaptive cancellation scheme using a transmit power of 35dBm, our goal is determining whether the linear assumption is suitable for reaching a self-interference cancellation close to the noise floor when considering moderate values of transmit power (i.e. around 10dBm). 1 We see that this can be achieved by resorting to the TA-MSE method proposed in [29] , thus providing practical evidence of its suitability for full-duplex cancellation when an analog suppression scheme is used.
The proposed technique is also implemented in a FPGA (Field Programmable Gate Array) testbed using off-theshelf radios, demonstrating that the combination of practical PS with D-ASC achieves self-interference suppression very close to the receiver noise floor. Even though the cancellation signal is generated in the digital domain after adaptive filtering, the cancellation is effectively performed in the analog domain; thus, the receiver quantization noise is no longer 1 We note that Kiayani et al. [20] consider a block-LMS like solution for the implementation of the adaptive filtering part. Because the error floor after cancellation in [20] is well-above the noise floor, the effect caused by the cyclostationary nature of the OFDM signal is masked by other effects (mainly non-linearities). In our experience, using a block-LMS approach alone for cancelling the signal has an important drawback that is only observed when the error signal is very close to the error floor: the error signal is affected by a periodic impulsive noise, with a period equal to the OFDM signal period. This peaky behavior affects the convergence in the long run -this is not observed in short experiments. This effect is removed when including a TA-MSE criterion in the adaptation loop. This not only improves the adaptation time, but also prevents convergence issues in the long run. VOLUME 6, 2018 a limiting factor to recovering the desired remote signal. We experimentally validated that our newly proposed hybrid cancellation technique effectively manages to reduce the level of self-interference within 2 dB of the receiver noise floor, without the need to resort to offline Matlab processing [16] .
The remainder of the paper is structured as follows: Section II describes the proposed technique for selfinterference cancellation and the algorithms used for this purpose. Section III details the proposed implementation architecture of the cancellation technique, the prototype implementation details as well as the experiment testbed are specified in Section IV, Section V evaluates the performance of the implemented design and the final conclusions can be found in Section VI.
II. SYSTEM MODEL A. INTRODUCTION
In this section we describe in detail the system model for the proposed full-duplex transceiver architecture. Fig. 1 shows the block diagram for the single antenna full-duplex system, where the same antenna is used for transmitting and receiving simultaneously. The transceiver comprises the typical transmit and receive chains, plus one auxiliary transmitter chain for self-interference cancellation purposes. The transmitted signal x(t) is generated from complex baseband samples x[n] fed to a transmitter chain consisting of a D/A converter, analog radio-frequency circuitry (Tx Radio) and an amplification stage implemented by an external amplifier, which is located prior the transmit antenna in order to meet the transmission power requirements of the system.
The received signal r(t) is a combination of the desired remote signal s(t), the self-interference signal leaked from the transmitted signal x(t), and additive white Gaussian noise (AWGN) n(t)
Here, h i (t) encompasses the effects of the delay and attenuation over the self-interference due to the analog circuitry. In order to suppress the self-interference, a combination of different cancellation techniques is carried out. Stages of PS and A-ASC are represented by the block PS+AASC, which is in charge of achieving a combined suppression in the range of 60 dB in order to avoid receiver saturation [14] .
We aim to recover s(t) from the received signal r(t), for this purpose, a canceller signal x c [n] is generated by passing x[n] through an self-interference canceller block. This block is in charge of generating x c [n], which is converted to analog and combined with r(t) using a power combiner so that the self-interference term is removed yielding
where e(t) x c (t) * h c (t) + x(t) * h i (t), and h c (t) captures the attenuation (almost negligible) and delay affecting x c (t) in the analog domain. In practice, e(t) represents the residual self-interference term; as we will later see, we will design the self-interference canceller so that the power of e(t) reaches the noise floor. After such cancellation is attained, the signal y(t) is amplified and down-converted by the receiver RF chain (Rx Radio), and baseband complex samples are obtained after A/D conversion.
B. DISCRETE-TIME SYSTEM MODEL
According to the previous subsection, the success of the fullduplex radio system in Fig. 1 boils down to the proper design of the digital-domain generation of the baseband canceller signal so that the residual self-interference term is minimized. For this reason, we introduce a discrete-time model for the system in Fig. 1 , which is depicted in Fig. 2 . We must here highlight that even though we use a discrete-time model to describe the operation of the algorithm, the cancellation is effectively carried out in the analog domain. For the sake of simplicity, and because the self-interference term is dominant before any cancellation is performed, we neglect at this point the remote signal and the noise terms. 
To achieve perfect cancellation, the coefficients of the linear filter of Fig. 2 must satisfy:
The coefficients of this filter can be computed using an adaptive algorithm. However, we must note that such filter is in charge of modeling not only the effects of the selfinterference path h i [n] , but also the effect of the cancellation path h c [n] . Thus, the use of conventional LMS techniques can lead to a potential instability [35] , and hence a filtered LMS technique needs to be used [24] .
With this consideration, the adaptive linear FIR filter with L coefficients (w 0 , w 1 , . ..w L−1 ) used to obtain the canceller signal is:
with
Thus, v[n] can be interpreted as the signal x[n] after being affected by the cancellation path h c [n].
C. ADAPTIVE ALGORITHM
In order to guarantee the convergence of the adaptive algorithm in charge of computing the coefficients w k of the linear filter, the inherent nature of the self-interference signal must be taken into account. In the context of communications systems based on digital modulation schemes, most signals are cyclostationary [25] . This is especially relevant as a linear estimator with time-invariant coefficients based on minimum mean squared error (MMSE) does not always exist for cyclostationary input signal [36] . Therefore, in these cases, timeaveraged MSE (TA-MSE) criteria are preferred over MMSE are required for a proper operation [27] - [29] .
The recently proposed solution in [29] obtains a linear estimator with a finite number of taps. The adaptation of the filter coefficients is performed by using a steepest descent algorithm where the error to be minimized is defined as the time-averaged MSE over N 0 samples corresponding to the period of the cyclostationary input signal:
where · N 0 denote time-averaging over N 0 samples, and using (5) the error signal is
Thus, each of the samples of the error estimate ξ is computed by averaging the expectation in (7) over N 0 samples. The use of a steepest descent algorithm for computing w k requires an estimation of the gradient
As in [23] , an estimate of ξ can be taken aŝ
This way, the derivative of the error with respect to the k th coefficient is estimated by averaging N 0 products of the current error sample by the sample of the signal v[n − k]. Hence, the following expression can be employed to adapt the filter coefficients:
where µ is the step size (adaptation step) in charge of determining the speed and stability of the adaptation process [23] . With all these considerations, the resulting discrete-time model in Fig. 2 can be better described by Fig. 3 . An accurate estimation of the gradient heavily relies on the signal v[n], which can also be estimated by passing the input signal x[n] through a filterĥ c [n] that imitates the cancellation path h c [n]. Thus, two linear filters need to be adaptively designed; this is described in detail in the next Section.
III. CANCELLER DESIGN
The architecture of the self-interference cancellation system is represented in Fig. 4 . Two main components integrate the architecture: a FIR filter with tunable coefficients, and an adaptive algorithm that computes such coefficients based on the TA-MSE criterion. As stated in (11) and (6) 2 , whose coefficients w k are updated according to equation (11) . The computation of a new set of coefficients is performed by the TA-MSE algorithm element once every block of N 0 samples. Because the number of coefficients L 2 for this filter is finite, an extra delay τ is added so that the filter effectively emulates the desired response.
Switches in Fig. 4 are useful to understanding the system operation, similar to that of an echo canceller based on adaptive filtering: 1) First, the signal x[n] is transmitted through the auxiliary transmitter chain. The coefficients p k are then obtained by minimizing the time-averaging MSE of the difference between the received signal
and the output of the filterv[n] over N 0 samples. Thus, the switch in the main transmitter chain allows for deactivating this output while the estimation of the impulse response for the cancellation path is performed. The switch in the auxiliary transmitter chain allows for feeding a signal to this chain for enabling the estimation of the impulse response for the cancellation path. In that sense, it has the complementary role to the switch in the main transmitter chain. 2) Once the TA-MSE algorithm converges, an estimate of the impulse responseĥ c [n] is obtained. Since the cancellation path is a wired channel not affected by random fluctuations of the radio channel, this initial estimation only needs to be performed once, preferably on a calibration stage. We also remark that during this first stage x[n] is not to be transmitted by the main transmitter, so that the effect of self-interference does not affect the estimation of the filter coefficients. The switch in the adaptive scheme allows for deactivating the received signal during the 'estimation of the impulse response for the cancellation path' phase. Once the coefficients for emulating the cancellation path are estimated, the adaptation part for FIR1 can be turned off. 3) After computing p k , the signal x[n] is then transmitted through the main transmitter, and the self-interference is leaked to the receiver. In this stage, the coefficients w k are computed by the adaptive algorithm and the cancellation signal is computed. This cancellation signal c[n] is converted to analog and then combined with the received radio signal, in order to effectively suppress the self-interference according to Fig. 1 . We must also note that the performance of this cancellation scheme is limited in practice by the quantization of the D/A converters. For this reason, the signal x[n] used by the selfinterference cancellation element is quantized with the same number of bits than the D/A converter.
IV. HARDWARE IMPLEMENTATION
The self-interference cancellation algorithm has been implemented on a Xilinx Virtex-7 FPGA (XC7VX485T) [37] , using the hardware description language VHDL and ISE Design Suite 14.6. The AD9361 RF transceiver by Analog Devices [38] is used to build the full-duplex node. The number of taps for each of the FIR filters is L 1 = 32 and L 2 = 128, respectively.
This radio transceiver is equipped with integrated 12-bit D/A and A/D converters, supports channel bandwidths from less than 200 kHz to 56 MHz, a maximum output power of 5 dBm, as well as carrier frequencies from 70 MHz to 6 GHz. Each AD9361 subsystem receiver provides DC offset correction, in-phase/quadrature (IQ) imbalance correction, programmable digital filtering, plus an independent programmable gain control up to 70 dB. An external amplifier of 20dB gain is used to allow for a larger transmit power, as well as to avoiding non-ideal effects of the radio transceiver when operating close to its maximum power.
The maximum gain at the receiver side is attained by a proper configuration of the elements that form the receiver signal path: low noise amplifier (LNA), mixer, transimpedance amplifier, low pass filter and digital gain, as shown in Fig. 5 . The variable gain for these elements can be set up independently according to a pre-programmed gain index map configuration. Because of the much higher power of the self-interference signal compared to the remote signal, the receiver gain cannot be set to its maximum value until the self-interference is cancelled. For this reason, the system operation in the analogdomain part starts with a low receiver gain that avoids the receiver saturation. As the cancellation signal is estimated and used for cancellation, the receiver gain is subsequently increased up to its maximum value (70 dB). At the end of this stage, the self-interference has been cancelled out to the receiver noise floor, and the dynamic range of the A/D converters is efficiently used to recovering the remote signal. Since the full-duplex transmitter and the auxiliary transmitter share a common local oscillator, self-interference level due to phase noise is reduced [33] , [39] .
In our prototype, we generated an OFDM signal with 18 MHz bandwidth and a carrier frequency of 2.4 GHz carrier frequency with 8 dBm output power, in order to minimize the appearance of non-linear effects [34] . To reach this power level, an external amplifier is used. The desired signal coming from a remote transmitter is also generated as an OFDM signal with equal bandwidth, using 1200 out of 2048 available subcarriers and QPSK (Quadrature Phase-Shift Keying) modulation. The experimental testbed for the evaluation of our self-interference cancellation scheme is depicted in Fig. 6 . The antenna is connected to a circulator (PE 8401) [40] , resulting on a 26 dB isolation. We also used a 30 dB RF attenuator before the circulator in order to emulate the effect of additional passive suppression (e.g. directional isolation, absorptive shielding or cross-polarization [2] ), so that a total of 56 dB of passive suppression are attained in order to avoid receiver saturation [14] . The cancellation signal generated by the auxiliary transmitter is wired to a power combiner (Agilent-11636B) [41] , where the self-interference cancellation is performed.
V. PERFORMANCE EVALUATION
We now evaluate the performance of the D-ASC selfinterference cancellation scheme here developed, attending to different parameters. A self-developed signal capture tool is integrated in the design, in order to allow for capturing data at any point for further representation in Matlab.
A. CONVERGENCE ANALYSIS
The proposed scheme for generating the cancellation signal combines two adaptive algorithms, based on a x-LMS approach with a TA-MSE criterion. We will now show that the proposed algorithm effectively converges and the error magnitude tends to reach the receiver noise floor.
The evolution of the residual error term (self-interference plus noise) is represented in Fig. 7 . Before the cancellation process starts operating, the receiver gain is set to the largest value able to avoid saturation. Once the adaptive algorithm converges (i.e. the error magnitude is stabilized), the receiver gain can be increased (potentially up to the maximum gain of 70 dB) in order to maximize the receiver sensitivity and allowing the full cancellation of the self-interference signal. It can be observed in Fig. 7 that the error floor is reached in less than 10 ms.
We also studied the robustness of our technique to channel variations, which can affect the self-interference coupling channel and therefore require an update of the filter coefficients estimated by our algorithm. In Fig. 8 , we represent the evolution of the magnitude of e[n] in three different scenarios: Fig. 8(a) shows the evolution of the error in a static environment, whereas Fig. 8(b) corresponds to a dynamic scenario on which the adaptation algorithm set-up on which a moving scatterer is placed in the proximity of the antenna, emulating a time-variant mobile radio channel of around 100 Hz Doppler frequency. We see that the error magnitude is barely affected by the channel variations.
B. OVERALL CANCELLATION PERFORMANCE
We now show that the proposed scheme is able to suppress the self-interference close to the receiver noise floor, indicating the amount of cancellation performed at each stage. Fig. 9 represents the spectral magnitude of the selfinterference signal through the different cancellation stages of the system, when an OFDM signal at f c = 2.4 GHz, 18 MHz bandwidth and 8 dBm output power is transmitted. We see that the self-interference after passive cancellation (including the attenuator, the circulator and power combiner) is around −47.5dBm, which still requires for an additional 50 dB cancellation in order to reach the receiver noise floor level, measured at −97.5dBm. 2 A residual interference self cancellation of 48dB is attained by our D-ASC technique, achieving 104 dB of self-interference cancellation to recover remote weak signals. We also appreciate a residual DC offset after self-interference cancellation, that the AD9361 is not able to fully eliminate. In our testbed, the limiting factor that prevents a full cancellation is the transmitter D/A noise [42] .
C. THROUGHPUT GAIN
After, it is now time to state whether the proposed full-duplex scheme is able to double the system throughput compared to the half-duplex case. We used a modified version of a self-developed OFDM transceiver based on the architecture proposed in [43] , with a single-antenna configuration. This transceiver is integrated with the full-duplex elements in a Virtex7-XC7VX485T FPGA. The received remote signal is passed through the full-duplex self-interference cancellation stage, and then it is demodulated after frame and symbol synchronization, channel estimation, compensation and symbol detection are performed. 2 All power measurements are carried out over the digital baseband signal after A/D conversion at the receiver.
The desired remote signal is generated in an identical separate board, and transmitted using f c = 2.4 GHz, 18 MHz bandwidth, 31.72 MHz sampling rate, 15KHz subcarrier spacing, 1200 data subcarriers per OFDM symbol and a fixed QPSK modulation, using the 3GPP-LTE structure for the radio frame [44] . The transmitted power of the full-duplex radio system is now set to 5dBm, and the power of the remote transmitter is adjusted in order to obtain a measured effective SINR of γ = 10 dB and γ = 15 dB after cancellation. Once the target SINR γ is set, the full-duplex bitrate R is evaluated by counting the number of correct packets received during 4196 radio frames. Then, the full-duplex transmitter is deactivated thus operating as a half-duplex system, and the bitrate R is evaluated again. The throughput gain is defined as the ratio between the full-duplex and half-duplex spectral efficiencies, as 
Experimental measurements show a throughput gain (10dB) = 1.92 and (15dB) = 1.9984, which are very close to the maximum theoretical gain (γ ) = 2 for a fullduplex system; this value is attained as (20dB) = 2.
D. FPGA RESOURCE OCCUPATION
We finally evaluate the implementation complexity of the proposed self-interference cancellation scheme by using a Virtex7-XC7VX485T FPGA as a target device. The number of taps for each of the FIR filters is L 1 = 32 and L 2 = 128, respectively. We see that the complexity of the overall implementation is reduced, and the required number of memory blocks and DSP slices is very limited.
VI. CONCLUSIONS
We introduced a novel self-interference cancellation scheme, which generates a cancellation signal in a digital domain by means of a combination of filtered-LMS adaptive algorithms and a TA-MSE that effectively considers the inherent cyclostationaty nature of the radio signal. The cancellation is then performed in the analog domain with a simple power combiner, and using an auxiliary transmitter chain.
The proposed scheme was experimentally validated using a testbed platform with off-the-shelf components, showing that the self-interference can be cancelled close to the receiver noise floor when combined with passive suppression techniques. To the best of our knowledge, previous cancellation schemes based on digitally-generated analog cancellation of the signal were unable to experimentally demonstrate that such cancellation of the interference could be attained.
The performance in dynamic environments was also tested, and the measured throughput gain was also shown to be close to the theoretical limit. The implementation complexity is also very limited: the resource occupation for the digital signal processing part is reduced, as no additional cancellation is required in the digital domain. Besides, the analog circuitry required for the system operation is very simple, compared to the fully-analog cancellation schemes.
We also note that the cancellation of non-ideal effects such as phase noise or non-linear behavior has not been carried out and yet, a very good cancellation performance is attained under the linear assumption, although the analog cancellation path and combiner affect the noise figure for the main RX [20] . We believe that the consideration of such non-ideal effects, together with the cyclostationarity of the OFDM signal, may help improving the overall cancellation performance of the system. This is a exciting line for future research activities in this area
