We present a coordinate-independent method for extracting the mass (M ⌬ ) and angular momentum (J ⌬ ) of a black hole in numerical simulations. This method, based on the isolated horizon framework, is applicable both at late times when the black hole has reached equilibrium, and at early times when the black holes are widely separated. Assuming that the spatial hypersurfaces used in a given numerical simulation are such that apparent horizons exist and have been located on these hypersurfaces, we show how J ⌬ and M ⌬ can be determined in terms of only those quantities which are intrinsic to the apparent horizon. We also present a numerical method for finding the rotational symmetry vector field ͑required to calculate J ⌬ ) on the horizon.
I. INTRODUCTION
Given a numerical simulation of a spacetime containing a black hole, one is faced with two immediate questions: Where is the black hole, and what are the values of its parameters, such as the mass and angular momentum?
In analytical considerations, a black hole is often defined via the event horizon, i.e. the future boundary of the causal past of future null infinity. While this notion is mathematically elegant and has led to powerful results in black hole physics, generally it is not directly useful in numerical evolutions of black hole spacetimes. The reason is the teleological nature of the event horizon: it can be constructed only after we have knowledge of the entire spacetime and spacetime is the end product of these simulations. Furthermore, because of practical limitations, generally one cannot evolve all the way to future null infinity. For such reasons, in numerical evolutions, it is more common to use apparent horizons to characterize a black hole. Apparent horizons are closed two-surfaces on a spatial slice of the spacetime and are, therefore, well suited to numerical simulations that evolve data from one spatial slice to another. While it is possible that there exist no apparent horizons on the spatial slices used in a given numerical simulation of a black hole spacetime, 1 in practice, this issue does not arise for most numerical black hole simulations that we are aware of. We shall therefore disregard this issue for the rest of this paper and only deal with partial Cauchy surfaces ͑in black hole spacetimes͒ for which apparent horizons do exist and have been located ͓2-8͔. A natural question we want to ask is: can one unambiguously associate black hole parameters to apparent horizons?
One way to attribute a mass and an angular momentum to a black hole is to calculate the corresponding ArnowittDeser-Misner ͑ADM͒ quantities at infinity. The main difficulty is that the ADM mass and angular momentum refer to the whole spacetime. In a dynamical situation, such a spacetime will contain gravitational radiation and it is not clear how much of the mass or angular momentum should be attributed to the black hole itself and, if there is more than one black hole, to each individual black hole.
It is desirable to have a framework that combines the properties of apparent horizons with the powerful tools available at infinity. In the regime when the black hole is isolated in an otherwise dynamical spacetime, such a framework now exists in the form of isolated horizons ͓9-13͔. In numerical simulations of, say, black hole collisions, the black hole would be isolated at early times when the black holes are well separated, or at late times when the final black hole has settled down, but radiation is still present in the spacetime. Isolated horizons provide a way to identify a black hole quasilocally, and allow for the calculation of mass and angular momentum. It has been shown recently that the formulas for angular momentum and mass arising from the isolated horizon formalism are valid even in dynamical situations ͓14͔. Therefore, the numerical methods presented in this article are relevant even for fully dynamical black holes. The aim of this paper is to introduce the isolated horizon framework in a way that is directly useful in numerical relativity. In particular, we show how to find isolated horizons numerically, and how to implement the isolated horizon formulas for J ⌬ and M ⌬ . A key result of this paper is that, to find the angular momentum of an isolated horizon, one can just use the ADM formula for angular momentum but now applied at the apparent horizon. This is not an assumption, but a rigorous result obtained by calculating the Hamiltonian generating diffeomorphisms which reduce to rotational symmetries on the isolated horizon. This is completely analogous to what is done at infinity to obtain the ADM formulas for mass and angular momentum for asymptotically flat spacetimes. Indeed, the Hamiltonian analysis of isolated horizons is an extension of the ADM formalism to the case where the region of spacetime under consideration has an inner boundary in the form of an isolated horizon. The isolated horizon results for J ⌬ and M ⌬ are also convenient for practical reasons because their expressions only involve data defined on the apparent horizon. An important ingredient in the formula for J ⌬ is an axial symmetry vector on the apparent horizon. Therefore we also present and implement a numerical method for locating Killing vectors on the horizon. This paper is organized as follows. In Sec. II we first review the notion of isolated horizons and explain how they can be located in numerical simulations of black hole spacetimes. We also explain their relation to apparent horizons and give the formulas for their mass and angular momentum. These formulas require that we find a Killing vector on the apparent horizon. A method for doing this is described in Sec. III. Section IV describes the practical numerical implementation of these formulas, and we verify that our method gives the expected results in the simple case of a boosted Kerr black hole. Section V compares the isolated horizon formulas with other approaches used to compute mass and angular momentum, and finally in Sec. VI we give some possible applications and future directions.
II. ISOLATED HORIZONS
Let us first fix our notation. The spacetime metric is taken to have signature (Ϫ,ϩ,ϩ,ϩ), and we use geometrical units where G and c are equal to unity. We will usually use the abstract index notation, but occasionally, especially for differential forms, the index free notation will also be used. The Riemann tensor R abc d will be defined by the equation
where ␣ a is an arbitrary co-vector. We work on a spacetime that is foliated by a spatial three manifold ⌺ which is a partial Cauchy surface. The spacetime is thus of the form ⌺ϫR. The three-metric and extrinsic curvature on a spatial slice ⌺ are respectively denoted by ␥ ab and
where T a is the unit timelike normal to ⌺. The two-metric on the apparent horizon is called q ab . All manifolds and fields will be taken to be smooth. Finally, though it is quite easy to include matter fields, we will be interested in vacuum spacetimes only. This paper is reasonably self-contained, however, for precise and detailed definitions and proofs we refer the reader to ͓9,11-13͔. In this paper we shall focus on the basic physical ideas underlying the isolated horizon framework and its application to numerical relativity.
A. Motivation, definition and basic results
For completeness and to fix notation, let us start by reviewing the definition of apparent horizons. Let T a be the unit timelike vector field orthogonal to a partial Cauchy surface ⌺. Given a closed two-surface Sʚ⌺, we have the unique unit outward-pointing spacelike normal R a which is tangent to ⌺. We are assuming here that one can define what is meant by the inside and outside of S. This can be done, for instance, by imposing certain global conditions on the spacetime and the partial Cauchy surfaces under consideration. These conditions include: asymptotic flatness, strong future asymptotic predictability of the spacetime with the Cauchy surfaces under consideration and certain topological restrictions on ⌺. Since the focus of this paper is not on such global topological properties of spacetimes, we shall not spell out these assumptions precisely and instead refer the reader to ͓15͔. It is worth mentioning that the inside and outside S can also be defined quasi-locally without using global assumptions such as the ones mentioned above. This has been done by Hayward ͓16͔ using the notion of trapping horizons which we discuss in a later section.
Let q ab be the induced Riemannian two-metric on S and ⑀ ab the area two-form on S constructed from q ab . We can construct a convenient basis for performing calculations at points of S in a natural way ͑see Fig. 1͒ . First, define the outgoing and ingoing null vectors
It is worth noting that any spacelike two-surface S determines uniquely, up to rescalings, two null vectors orthogonal to S. Any other choice of ᐉ and n will differ from the one made in Eq. ͑1͒ only by possible rescalings. We tie together the scalings of ᐉ and n by requiring ᐉ•nϭϪ1.
FIG. 1. The figure shows an apparent horizon S embedded in a spatial slice ⌺. T a is the unit timelike normal to ⌺ and R a is the outward pointing unit spatial normal to S in ⌺; ᐉ a and n a are the outgoing and ingoing null vectors, respectively. The vector m a ͑not shown in the figure͒ is tangent to S. H is the world tube of apparent horizons.
Next, given two arbitrarily chosen spacelike orthonormal vectors e 1 and e 2 tangent to S, construct a complex null vector
It satisfies the relations m•mϭ0, m•m ϭ1, ᐉ•mϭ0, and n•mϭ0. Since ᐉ and n satisfy ᐉ•nϭϪ1, we see that (ᐉ,n,m,m ) form a null tetrad at S. This is, of course, only one possible choice of null tetrad, and we must ensure that physical results are independent of this choice.
The expansions of ᐉ a and n a are defined as (ᐉ) ªq ab ٌ a ᐉ b and (n) ªq ab ٌ a n b , respectively. Note that in order to find the expansions, we only need derivatives of ᐉ and n along S, and there is no need to extend the null tetrad into the full spacetime. However, if in some numerical computations it is necessary to extend the null tetrad smoothly into the full spacetime; all calculations will be insensitive to this extension. The surface S is said to be an apparent horizon if it is the outermost outer-marginally-trapped-surface, i.e. it is the outermost surface on ⌺ with (ᐉ) ϭ0 and (n) Ͻ0.
Consider now the world tube of apparent horizons H constructed by stacking together the apparent horizons on different spatial slices. As we shall show later in Sec. II B, smooth segments of this world tube are generically spacelike; it is null when no matter or radiation is falling into the black hole. At late times, one expects the black hole to reach equilibrium when radiation and matter are no longer crossing the horizon. In this regime, the world tube H will be a null surface, and the two-metric q ab on the apparent horizon S may now be viewed as a degenerate three-metric on the null surface H. Furthermore, from experience with numerical simulations and also from general topological censorship results ͑see e.g. ͓17͔͒, we know that at late times, the apparent horizons must have spherical topology. Therefore, at late times, the topology of H is S 2 ϫR. Finally, in this regime, the outward-normal ᐉ constructed in Eq. ͑1͒ is a null normal to the world tube H, and most importantly, from the definition of an apparent horizon, the outward normal ᐉ is always expansion free.
We will now argue that the isolated horizon framework is ideally suited to describe apparent horizons in the regime when the world tube H is null. For our purposes, the straightforward definition of a nonexpanding horizon given below shall suffice. To carry out the Hamiltonian analysis in order to define mass and angular momentum, we actually need to impose further conditions on nonexpanding horizons, which we shall briefly describe towards the end of this section. The formulas for mass and angular momentum make sense even on nonexpanding horizons.
Definition. A three dimensional submanifold ⌬ of a spacetime (M,g ab ) is said to be a nonexpanding horizon ͑NEH͒ if it satisfies the following conditions: ͑i͒ ⌬ is topologically S 2 ϫR and null; ͑ii͒ The expansion (ᐉ) ªq ab ٌ a ᐉ b of ᐉ vanishes on ⌬, where ᐉ is any null normal to ⌬; ͑iii͒ All equations of motion hold at ⌬ and, if any matter field are present with T ab as the stress energy tensor, then we require ϪT b a ᐉ b to be future directed and causal for any future directed null normal ᐉ b . Note that if condition ͑ii͒ holds for one null normal ᐉ, then it holds for all. We will only consider those null normals which are nowhere vanishing and future directed. We are therefore allowed to rescale ᐉ by any positive-definite function. The energy condition in ͑iii͒ is implied e.g. by the null energy condition which is commonly assumed; for the remainder of this paper, we shall usually consider only vacuum spacetimes.
Comparing the properties of the world tube H described earlier with conditions ͑i͒ and ͑ii͒ in the definition, we see that the NEH is precisely what we need to model the physical situation at hand; when the black hole is isolated, the world tube H represents a non-expanding-horizon ⌬. The motivation behind the conditions in the definition are thus rather straightforward from the perspective of apparent horizons.
We have motivated the above definition using the world tube of apparent horizons which in general clearly depends on how we choose to foliate the spacetime with spatial surfaces. It is then natural to ask whether an NEH depends on the choice of this foliation. To avoid unnecessary technicalities, let us consider a possibly dynamical spacetime containing one isolated black hole. As mentioned in the introduction, we can choose spatial hypersurfaces on which there are no apparent horizons so that the world tube of apparent horizons does not exist for this foliation. Let us ignore this possibility and focus on the case when each spatial slice has exactly one marginally trapped surface and hence exactly one apparent horizon; the generalization to multi-black-hole spacetimes is straightforward. It is not difficult to verify that the world tube of apparent horizons is independent of the spacelike hypersurfaces used to construct it. In other words, the null surface ͑the NEH͒ obtained by stacking together all the apparent horizons at different times is independent of how we choose to foliate the spacetime by spacelike hypersurfaces; this is not true in the regime when the horizon is non-isolated and the world tube is spacelike. An NEH, even when viewed as the world tube of apparent horizons, is therefore an invariant notion in the four dimensional spacetime. Every cross section of an NEH is potentially an apparent horizon if it arises as the intersection of the NEH with a spatial slice. Choosing a different spatial slice corresponds to obtaining a different cross section of the NEH. As we shall see later, for calculating physical quantities such as angular momentum and mass, it does not matter which cross section of the NEH we choose to work with.
Even though cross sections of an NEH are very closely related to apparent horizons, there are two differences: ͑i͒ Apparent horizons are required to be the outermost surfaces on a spatial slice with the afore-mentioned properties. This may not be true in general for cross sections of ⌬; ͑ii͒ since they are trapped surfaces, apparent horizons also satisfy the condition (n) Ͻ0. Though this will most likely be true in actual numerical simulations, it turns out that this condition is not required to study the mechanics of isolated horizons.
In fact, there exist exact solutions representing black holes which are isolated horizons but do not satisfy (n) Ͻ0, e.g., the distorted black holes studied by Geroch and Hartle ͓18͔. In these solutions the integral of (n) over a cross section of the horizon is still negative even though (n) is not necessarily negative everywhere. In the remainder of this paper, we shall ignore these caveats and the phrases ''apparent horizon'' and ''cross section of ⌬'' will be used interchangeably.
Consequences of the definition. The simple definition of a NEH leads to a surprisingly large number of consequences. The important results we shall need later are the existence of a one-form a whose definition is given in Eq. ͑3͒, and the fact that the component ⌿ 2 of the Weyl tensor is a physical, i.e. gauge invariant, property of an isolated horizon. Keeping these two results in mind, the rest of this sub-section may be skipped on a first reading.
While stating the results, it is convenient to use a nulltetrad (ᐉ,n,m,m ) which is adapted to the horizon; this means that ᐉ is a ͑future directed͒ null normal to ⌬. An example of such a null-tetrad is the one constructed in Eqs. ͑1͒ and ͑2͒, but there is, of course, an infinity of such tetrads. Physical quantities will be independent of which null-tetrad we choose. These consequences do not require the spacetime to be vacuum; they only assume the energy condition mentioned after the definition above.
Area of apparent horizons is constant. Any null normal ᐉ is always geodetic and is also a symmetry of the degenerate intrinsic metric q ab on ⌬: L ᐉ q ab 0 ͑the symbol '' '' means that the equality holds only at points of ⌬). Furthermore, the area of any cross-section S defined as A ⌬ ª͛ S d 2 V is the same where d 2 V is the natural area measure on S constructed from the two-metric q ab . In particular, the area of the apparent horizons is constant in time.
Definition of a . It will be shown in Sec. II B that the shear of ᐉ defined as (ᐉ) ªm a m b ٌ a ᐉ b is zero. The twist of ᐉ is trivially zero because ᐉ is normal to a smooth surface, and the expansion of ᐉ is zero by definition. Since the null normal ᐉ is expansion, twist and shear free, there must exist a one-form a intrinsic to ⌬ such that
for any vector t a tangent to ⌬. If the null normal ᐉ is rescaled ᐉ→ᐉ ϭ f ᐉ, the one-form a transforms as
where ''d'' is the exterior derivative on ⌬. Gauge invariance of ⌿ 2 . If we choose a null tetrad adapted to ⌬ such as in Eqs. ͑1͒ and ͑2͒, then we get the following restrictions on the Weyl tensor C abcd at ⌬ ͓11͔:
where
and ⑀ is the area two-form on the apparent horizon. This can be used to prove the important result that ⌿ 2 is gauge invariant. The gauge freedom we are concerned with here is the choice of null tetrads adapted to ⌬. The allowed gauge transformations relating different choices are null rotations about ᐉ:
n→nϩcmϩc m ϩcc ᐉ and spin-boost transformations:
Here c, A and are arbitrary smooth functions on ⌬. It turns out that ⌿ 2 is always invariant under spin-boost transformations; under null rotations, it transforms as ͑see e.g. the appendix of ͓19͔͒
Since ⌿ 0 and ⌿ 1 vanish at ⌬, we see that ⌿ 2 is in fact gauge invariant at the horizon: it does not depend on the choice of null tetrad as long as ᐉ is one of the null generators of ⌬. This property is important because it tells us that the value of ⌿ 2 at the horizon does not depend on how we choose to foliate our spacetime. A different spatial slice ⌺ will lead to a different ᐉ , ñ and m . The two null tetrads will be related by a combination of the following transformations: a null-rotation about ᐉ, a spin-boost transformation, or a multiplication of m by a phase. Whichever null-tetrad we use to calculate ⌿ 2 , we will get the same result. As we shall see, it is the imaginary part of ⌿ 2 which is physically interesting for our purposes.
Further definitions. The notion of nonexpanding horizons describes the late time behavior of apparent horizons. In order to define the mass M ⌬ and angular momentum J ⌬ of ⌬, one needs to go beyond this definition and introduce additional structures on the horizon. This is done via the definition of a weakly isolated horizon ͓11,12͔. The Hamiltonian analysis which leads to the definitions of mass and angular momentum requires this extra structure. Fortunately, it turns out that the formulas for M ⌬ and J ⌬ do not depend on this extra structure and hold true for nonexpanding horizons. We could therefore omit these definitions entirely and simply state the results of the calculation. For the sake of complete-ness, we shall give the basic idea behind weakly isolated horizons. The rest of this subsection may be skipped without loss of continuity.
In an NEH, the intrinsic metric q ab is time independent since L ᐉ q ab 0. There is no restriction on the time derivatives of the extrinsic curvature of ⌬ or the intrinsic connection on ⌬ ͑by ''time derivative'' we mean derivative along ᐉ). Since ⌬ is a null surface, there is no natural notion of extrinsic curvature. The closest thing to extrinsic curvature is the tensor K a b defined via t a K a b t a ٌ a ᐉ b for any t a tangent to ⌬. This tensor is known in the mathematics literature as the Weingarten map, and as its definition shows, it is ٌ a ᐉ b with the covariant index pulled back to ⌬. From Eq. ͑3͒ we immediately obtain K a b a ᐉ b . This implies that requiring K a b to be time independent is equivalent to requiring L ᐉ a 0. Unfortunately, due of the transformation property of a ͓see Eq. ͑4͔͒, it is clear that this equation is not meaningful if all rescalings of ᐉ are allowed. Note that if we restrict ourselves to rescalings that are constant on the horizon, then a is invariant. We thus need to restrict ourselves to an equivalence class of null normals ͓ᐉ͔, the members of which are related to each other by a constant, positive nonzero rescaling. We can then associate a unique a with ͓ᐉ͔. The equation L ᐉ a 0 is now perfectly meaningful if ᐉ is a member of ͓ᐉ͔. A weakly isolated horizon is then defined as an NEH ⌬ equipped with such a preferred equivalence class of null normals ͓ᐉ͔. Furthermore, the a associated with ͓ᐉ͔ must be time independent: L ᐉ a 0. Given an NEH, we can always find such a preferred equivalence class ͑but this equivalence class is not unique͒. Thus every NEH can be turned into a weakly isolated horizon. The Hamiltonian analysis of weakly isolated horizons leads to formulas for mass and angular momentum, and as we shall see in Sec. II C, these formulas are insensitive to arbitrary rescalings of ᐉ and thus they make sense even for nonexpanding horizons. We can introduce an even stronger definition. A weakly isolated horizon requires that a be time independent. It can be seen from Eq. ͑3͒ that a is also a component of the intrinsic connection D a induced on ⌬ by the four dimensional connection ٌ a compatible with the four-metric. However, a is just one component of D a . In an isolated horizon, we require that all components of D a are time independent. It turns out that generically, this condition gives us a preferred unique equivalence class ͓ᐉ͔ ͓13͔.
B. Finding nonexpanding horizons
Our strategy to find nonexpanding horizons is to locate apparent horizons on each spatial slice and then to check whether the world tube H obtained by stacking these horizons together is a NEH. What remains to be checked is whether the tube is a null surface. By definition, a surface is null if the metric h ab induced on this surface has a degenerate direction, i.e. if there exists a vector X a tangent to H such that h ab X b ϭ0; therefore, one possible method to check whether H is isolated is to construct the induced metric h ab on H and see if it has a zero eigenvalue. To construct h ab numerically, we have to know the two-metric q ab on at least two different time slices. Furthermore, in a numerical simulation, H will never be exactly isolated because of numerical errors, and it is not clear how this method can quantify how close the horizon is to being exactly isolated. Fortunately, there is a much simpler method which only requires the twometric on a single time slice and can also provide a quantitative measure of how close H is to being perfectly isolated. This method is based on the shear ab (ᐉ) of ᐉ, which is the symmetric trace-free part of the projection of ٌ a ᐉ b onto the apparent horizon S. The tensor ab (ᐉ) has two independent components, and is conveniently written in terms of a single complex number (ᐉ) 
where m is defined in Eq. ͑2͒. To calculate (ᐉ) conveniently, we simply decompose ᐉ using Eq. ͑1͒:
͑13͒
In the above equation, we have extended the notation '' '' to also mean that the equality holds only at points of H. The first term is just a component of the extrinsic curvature K ab , while the second term can be calculated on the spatial slice by calculating the connection associated with the threemetric ␥ ab . We shall now prove the following important result concerning (ᐉ) :
The world tube of apparent horizons is a NEH if and only if
Readers not interested in the proof of this statement can skip forward to Eq. ͑20͒. To prove this statement, we need to consider the general case when H is not null. This has been studied in great detail by Hayward ͓16͔. In Hayward's terminology, the surface H is essentially a future outer trapping horizon. This means that H is foliated by a family of marginally trapped surfaces ͑which in our case are the apparent horizons͒ satisfying the relations (ᐉ) 0, (n) Ͻ0 and L n (ᐉ) Ͻ0. These are physically very reasonable conditions, and all black holes found in simulations are expected to satisfy them. Incidentally, note that the condition L n (ᐉ) 0 can be used to define, in a quasilocal manner, what we mean by the inside and outside of the horizon.
The proof of this statement, adapted from ͓16͔, is then quite simple: let z a be a vector tangent to H and orthogonal to the foliation whose leaves are the apparent horizons. Such a vector field may be considered to define time evolution at the horizon. It is easy to see that, up to a rescaling, z a can be expressed as a linear combination of ᐉ a and n
where ␣ is a smooth function on H. The rescaling freedom in z will be inconsequential for our purposes. The surface H is null, spacelike, or timelike if and only if ␣ is zero, positive, or negative respectively. We will now show that ␣у0. From the definition of apparent horizons we know that the expansion (ᐉ) vanishes everywhere on the horizon, therefore L z (ᐉ) 0. This in turn gives
Even though (ᐉ) and (n) are so far defined only on H, in Eq. ͑15͒ ͑and also in the very definition of a trapping horizon͒ we are taking the derivatives of these quantities along ᐉ and n which are not necessarily tangent to H. To make sense of this equation we need to extend ᐉ and n in a neighborhood of the surface S. This can easily be done by using the unique geodesics determined by these vectors. The Raychaudhuri equation for ᐉ then leads to
If we assume that the spacetime is vacuum, then ⌽ 00 ϭ0, and therefore L ᐉ (ᐉ) qϪ͉ (ᐉ) ͉ 2 , which along with Eq. ͑15͒ gives
This immediately implies that ␣ 0 ͑which is equivalent to H being null͒ if and only if (ᐉ) 0. This is what we wanted to show. More generally, since L n (ᐉ) Ͻ0, this shows that ␣у0, which means that ⌬ is spacelike when the shear is nonzero.
As a side remark we also show that H is null if and only if the area element on the apparent horizons ⑀ ab is preserved in time. To show this we need the equations
, which is what we wanted to prove. This implies that if ␣ 0, then the area of cross sections of ⌬ is constant. However, the converse is not necessarily true, because ⑀ ab could be changing in such a way that its integral is constant; the area can be constant globally without being constant locally. Thus, in principle, we can have situations in which the area is constant without the horizon being isolated. However, constancy of area is still a very useful first check to see when the horizon reaches equilibrium. Finally, as a side remark we note that since ␣ у0 and (n) Ͻ0, we get L z A ⌬ у0, which is the area increase law.
In this paper we are interested in the case when (ᐉ) vanishes ͑up to numerical errors͒. In order for the horizon to be isolated we should have
where d 2 V is the natural area measure on S constructed from q ab . The quantity s is dimensionless since (ᐉ) has dimensions of inverse length. For the horizon to be numerically isolated, we require that s converge to zero appropriately when the numerical resolution is increased.
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C. Mass and angular momentum
Now let us define angular momentum. The details and proofs of the results below can be found in ͓12͔. In order to define the angular momentum, we need to assume that S is axisymmetric, i.e. there is a vector field a tangent to S such that it preserves q ab , 3 L q ab 0. ͑21͒
The next section describes a simple method for finding a . Note that a is not a Killing vector of the full spacetime metric. It is completely intrinsic to ⌬, and in fact we only need data on the apparent horizon to find it.
Given a and a ͓defined in Eq. ͑3͔͒, the isolated horizon angular momentum J ⌬ is defined as the surface term at ⌬ in the Hamiltonian which generates diffeomorphisms along a rotational vector field which is equal to a at the horizon ͓13͔. The expression for J ⌬ is
where S is the apparent horizon and the function f is related to a by ‫ץ‬ a f ϭ⑀ ba b . In the second equality, we have used Eq. ͑5͒ and an integration by parts. Since ⌿ 2 is gauge invariant, so is the angular momentum, and in particular, it does not depend on the scaling of ᐉ and it thus makes sense even on a NEH. If, in a neighborhood of ⌬, there were a spacetime rotational Killing vector a that approached a at ⌬, then the above formula for J ⌬ would be equal to the Komar integral calculated for a ͓12͔. However, the formula in Eq. ͑22͒ is more general. As a practical matter, even if 2 We want to point out that, as it stands, the quantity s cannot be used as a general measure of how isolated a given horizon is, since it is not gauge invariant. If s is not exactly zero to begin with, a simple rescaling of ᐉ changes (ᐉ) and thus s. However, if we are only concerned with given apparent horizons embedded in given spatial slices, and if we agree to use Eq. ͑1͒ for defining ᐉ thereby removing the boost freedom, then the horizon will be close to being isolated if the condition sӶ1 is satisfied. While this is not a satisfactory solution for identifying the small parameter describing a horizon which is ''almost isolated,'' it might nevertheless be useful in practice. The complete solution to this problem will require using results from ͓14͔ where the world tube of apparent horizons is analyzed for the spacelike case.
3 This is actually an oversimplification: in addition to preserving q ab , the vector field a must also preserve the additional structure introduced to define weakly isolated horizons ͑discussed briefly at the end of Sec. II A͒, namely the preferred equivalence class ͓ᐉ͔ and the one-form a associated with ͓ᐉ͔: L a 0 and L ᐉ cᐉ where c is a positive-definite constant. However, these additional conditions are easy to verify in practice, and the nontrivial condition is Eq. ͑21͒. We shall not concern ourselves with these extra conditions in the remainder of this paper.
there were a Killing vector in the neighborhood of ⌬, it is easier to use Eq. ͑22͒ rather than the Komar integral, since the Komar integral requires finding the Killing vector in the full four-dimensional spacetime. It is also worth mentioning that, if the vector field a is not a symmetry of ⌬ but is an arbitrary vector field tangent to S, then J ⌬ is still the surface term at ⌬ in the Hamiltonian generating diffeomorphisms along vector fields which are equal to a at the horizon. But in this case, there would be no reason to identify J ⌬ with the angular momentum, since conserved quantities such as mass and angular momentum are always associated with symmetries. However, the existence of the axial symmetry is the least that must be true if the horizon is to be close to Kerr in any sense. Note that angular momentum is a coordinate independent quantity; even if we use corotating coordinates to describe the black hole, the black hole still has the same angular momentum.
We now describe a form of Eq. ͑22͒ which is much better suited for calculating J ⌬ numerically. From Eq. ͑3͒, which is the defining equation for a , we get
where, as before, t a is any vector tangent to ⌬. Assume that we have found the symmetry vector field a on the horizon ͑the method we use for finding a is described below͒. From Eq. ͑22͒, we are eventually interested in calculating a a ; since a is tangent to ⌬, setting t a ϭ a we get a a a ᐉ b ٌ a n b
where we have used Eq. ͑1͒ along with the fact that N a and R a are orthonormal. In the last step, the definition of extrin-
has been used where ␥ ab ϭg ab ϩT a T b is the three-metric on the spatial slice ⌺. We have thus reduced the calculation of a a to finding a single component of the extrinsic curvature. The integration of this scalar over the apparent horizon yields the angular momentum:
where a is a rotational Killing vector of the flat metric at infinity. This is our final formula for the angular momentum. This formula is remarkably similar to the formula for the ADM angular momentum computed at spatial infinity:
The ␥ ab K term does not contribute, because a is tangent to S ϱ , which is the sphere at spatial infinity. Since the metric on S ϱ is just the standard two-sphere metric, we have no difficulty in choosing a a , and we can calculate J ADM about any axis. In contrast, since the metric on the apparent horizon S is distorted, finding a is more complicated. Finally, as mentioned earlier, the similarity between Eqs. ͑25͒ and ͑26͒ is not surprising, because both quantities are defined to be surface terms in Hamiltonians generating diffeomorphisms along the appropriate rotational symmetry vector fields; J ⌬ is the surface term at ⌬ while J ADM is the surface term at infinity.
Given J ⌬ , the horizon mass M ⌬ is given by ͓11,12͔
where R ⌬ is the area radius of the horizon:
. This formula depends on R ⌬ and J ⌬ in the same way as in the Kerr solution. However, this is a result of the calculation and not an assumption. The formulas for J ⌬ and M ⌬ are on the same footing as the formulas for the ADM mass and angular momentum, because both are derived by Hamiltonian methods. Furthermore, under some physically reasonable assumptions on fields near future time-like infinity (i ϩ ), one can show that M ⌬ ϪM ADM is equal to the energy radiated across future null-infinity if the isolated horizon extends all the way to i ϩ . Thus, M ⌬ is the mass left over after all the gravitational radiation has left the system. This lends further support for identifying M ⌬ with the mass of the black hole. Further remarks regarding Eq. ͑27͒ appear towards the beginning of Sec. V.
To summarize, in order to calculate the mass and angular momentum of an isolated horizon, we need the following ingredients:
͑1͒ We must find the apparent horizon and check if the shear of the outward null normal vanishes within numerical errors. If it does, then the isolated horizon formulas are applicable. ͑2͒ We need to find the quantity K ab R b on S and the symmetry vector a ͑assuming it exists͒. ͑3͒ The angular momentum is then a simple integral over the apparent horizon given by Eq. ͑25͒, and the mass is a purely algebraic function given by Eq. ͑27͒.
The first and last steps are rather straightforward if we know the location of the apparent horizon. The only nontrivial step is the calculation of a . In the next section, we show how it is numerically calculated using the two-metric on S.
III. FINDING THE KILLING VECTOR
First of all, we should point out that in some numerical simulations ͑especially simulations with built-in axisymmetry͒ the axial symmetry vector is already known. In that case, one can go ahead and find the angular momentum using Eq. ͑25͒. However, we are also interested in the more general case, when there is an axial symmetry, but the coordinates used in the simulation are not adapted to it. In this section, we describe a general numerical method for finding a . Our method of finding Killing vectors on the apparent horizons is based on the Killing transport equation, which we now describe. This method does not depend on the fact that we are on an apparent horizon, and it is possible that this procedure could find Killing vectors efficiently in more general situations. We first describe the general method.
Let a be a Killing vector on (S,q ab ), and define the two-form L ab ϭٌ a b . This is a two-form because of the Killing equation ٌ (a b) ϭL (ab) ϭ0. It is then not difficult to prove the following ͑see e.g. ͓20͔͒:
The reason for inserting an arbitrary vector v a will soon become clear. Instead of viewing these as equations for a Killing vector, let us instead think of them as equations for an arbitrary vector a ͑or a one-form a ) and an arbitrary two-form L ab . If we start with a one-form a (p) and a twoform L ab (p) at a point p on the manifold, then the above equations can be solved along any curve ␥(t) ͑with v a as its tangent͒ starting at p to give a unique one-form a and a unique two-form ␣ ab at any other point on the curve. This procedure is analogous to parallel transport, but the differential equation used in the transport is not the geodesic equation, but instead Eq. ͑28͒ above, and instead of transporting a vector, these equations transport a one-form and a two-form. Viewed this way, Eq. ͑28͒ are often referred to as the Killing transport equations ͓21͔. We are thus led to consider the vector space V p consisting of all pairs ( a (p) ,L ab (p) ) for an arbitrary one-form a (p) and an arbitrary two-form L ab (p) at a point p. For any curve ␥(t) which starts at p and ends at q, the equations in ͑28͒, being linear, give us a linear mapping between V p and V q . If ( a (p) ,L ab (p) )V p actually comes from a Killing vector and its derivative, then it will be mapped to ( a (q) ,L ab (q) )V q , which comes from the same Killing vector. If we consider closed curves starting and ending at the point p, then the Killing transport for a curve ␥(t) gives us a linear mapping M p (␥):V p →V p . A Killing vector corresponds to an eigenvector of M p (␥) with eigenvalue equal to unity for any closed curve ␥. Note that an eigenvector Z of M p (␥) with unit eigenvalue need not necessarily correspond to a Killing vector; this will be true only if Z is an eigenvector of M p (␥) with unit eigenvalue for every sufficiently smooth curve ␥ beginning and ending at p. However, if there exists only one eigenvector with eigenvalue 1, it is the only possible candidate for a Killing vector and it is easy to check explicitly ͑by calculating the appropriate Lie derivative of q ab ) whether this candidate is indeed a Killing vector. If there exists no such eigenvector, then it tells us that q ab does not have any Killing vectors at p.
In our case, S is a topological two-sphere which means that V p is a three dimensional vector space and, if we choose a basis, M p (␥) can be represented as a 3ϫ3 matrix ͓if S is an n dimensional manifold, then M p (␥) is a 1 2 n(nϩ1) dimensional matrix͔. Finding the Killing vector at p then reduces to an eigenvalue problem for a 3ϫ3 matrix. For a constant curvature two-sphere, as in the Schwarzschild horizon, this matrix will just be the identity matrix for any point p. For an axially symmetric sphere, such as the one in a Kerr spacetime, there will be precisely one such eigenvector. Having found a and L ab at one point, we can again use Eq. ͑28͒ to find it everywhere on the sphere, using various other curves. Finally, the Killing vector is normalized by requiring its integral curves to have affine length 2 ͑it can be shown that the integral curves must in fact be closed͒. Since we are only free to rescale the Killing vector by an overall constant, we only have to perform the normalization on one integral curve. This normalization is valid for rotational Killing vectors. If we were dealing with, say, translational or stationary Killing vectors, the appropriate normalization condition would be to require the vector to have unit norm at infinity.
To make this procedure concrete, let us write down the equations explicitly in spherical coordinates. Let (,) be arbitrary spherical coordinates on S with ͓0,͔ being the azimuthal angle and ͓0,2͔ being the polar angle. In these coordinates, the Riemannian two-metric q ab on S is
The horizon may be arbitrarily distorted; q ab does not have to be the standard two-sphere metric. Note that on a sphere, any two-form L ab can be written uniquely as L ab ϭL⑀ ab , where L is a function on S, and ⑀ ab is the area two-form on S; ⑀ϭͱdet q dٙd where det qϭϪq 2 is the determinant of q ab . Any one-form a can be expanded as ϭ dϩ d. The covariant derivative of a one-form a is expressed in terms of the Christoffel symbols ⌫ ab c as
The Riemann tensor of q ab has only one independent component
Now we must choose a closed curve in order to find the Killing vector at a single point. The equator (ϭ/2) is a convenient choice for the curve since it avoids the coordinate singularity at the poles. ͑In these formulas we do not sum over repeated indices.͒ These are three coupled, linear, first-order differential equations in ( , ,L). The same equation holds for any line of latitude (ϭconst). The second-order Runge-Kutta method was used to solve these equations. The initial data required for this equation are the values of ( , ,L) at, say, ϭ0. The solution of the equation will be ( , ,L) at ϭ2. We are eventually interested only in ( , ), but the function L is necessary to transport the data. The solution to these equations can be written in terms of a matrix M:
.
͑33͒
To find the matrix M, we start with the initial data sets (1,0,0), (0,1,0) and (0,0,1). The solutions will give the first, second and third columns respectively of M. Next we find the eigenvalues and eigenvectors of M. The eigenvector with unit eigenvalue is what we want. 4 Numerically, no eigenvalue is exactly equal to unity; therefore, in practice, we choose the eigenvalue closest to unity ͑see the next section͒. For the horizon to be axisymmetric or close to Kerr in any sense, this eigenvalue should be very close to unity. If this is not the case, then this proves that the horizon is not close to Kerr in any sense. All eigenvalues will be unity in the spherically symmetric case.
Having found the eigenvector at the point ϭ0, we then transport it to every grid point on the sphere. The curves used to transport the eigenvector are the lines of latitude and longitude. Transport along constant curves is done by Eqs. ͑32͒, while for the constant curves we use
͑Again, no summation over repeated indices.͒ Finally, having found ( , ,L) at each grid point, we now need to normalize the Killing vector ϭ( , ) so that its integral curves have affine length 2. To do this, we need to follow the integral curves of a :
and normalize the affine parameter t so that its range is ͓0,2͔. Numerically, we only have to make sure that a does not vanish at the starting point. While solving Eq. ͑35͒ numerically, we will need the value of a at points not included in the grid. We use a second order interpolation method for this purpose. This finally gives us the normalized symmetry vector a , which is used to calculate J ⌬ from Eq. ͑25͒.
IV. COMPUTATION OF J ⌬ AND TESTS OF THE NUMERICAL CODE
In this section, we apply our approach to finding the Killing vector and our ability to identify an isolated horizon. In order to validate our approach for identifying Killing vectors on S, we first test our method using analytic data (␥ i j ,K i j ) in a simple case for which the location of S and its Killing vectors are also known; we consider the boosted Kerr-Schild solution ͓22͔ with the basic parameters of mass M ϭ1, spin aϭ1/2, and a boost in the z direction. The four-metric has the form g ab ϭ ab ϩ2Hk a k b where ab is a flat Lorentzian metric, H is a smooth function and k a is null ͑see e.g. ͓23͔ for a detailed discussion of such metrics͒. The notion of a boost is well defined for metrics in the Kerr-Schild form because of the presence of the flat background metric ab .
By boosting the black hole, we impose a coordinate distortion on the horizon, while retaining its physical properties. For these test cases, we know that the horizon is isolated; and we take advantage of only needing to compute quantities intrinsic to a two-sphere and use spherical coordinates. The following steps were used to test the numerical code maintaining second order accuracy at each step:
͑1͒ From the Kerr-Schild data, calculate analytically the apparent horizon two-metric q ab , the normal R a , and the components of the extrinsic curvature K ab at the location of the apparent horizon. Discretize these quantities using a spherical grid on the apparent horizon.
͑2͒ Using the discretized data, find the unnormalized Killing vector, a , at a single point ͓in our case we choose this point to be (ϭ/2,ϭ0)] through the procedure described in the previous section, applying the Runge-Kutta method.
͑3͒ Solve both Eqs. ͑32͒ and ͑34͒ to find a everywhere on the apparent horizon.
͑4͒ Normalize the Killing vector, a , using interpolation and a Runge-Kutta method for Eqs. ͑35͒.
͑5͒ Calculate J ⌬ via equation ͑25͒, using R a given by the apparent horizon and a determined by steps 1-4. The first step is easy if we have the analytic expressions for the relevant quantities. In the second step, we have to find the matrix M described in Eq. ͑33͒ and find its eigenvector with eigenvalue closest to unity. One can ask whether there is any ambiguity in choosing the right eigenvalue; is it possible that more than one eigenvalue is close to unity? In the spherically symmetric case (aϭ0), all eigenvalues are equal to unity and it is immaterial which one we choose; the angular momentum will be zero. When a is sufficiently large, one eigenvalue is much closer to unity in magnitude as compared to the other two. In our case, it turns out that the matrix M has one real eigenvalue and two complex eigenvalues Re Ϯi Im . Figure 2 , a plot of the real and imaginary parts of the eigenvalues as a function of a ͑for the unboosted KerrSchild hole͒, demonstrates the unambiguous nature of the eigenvalue for large values of a. The ambiguity may arise when a is very small. In Fig. 3 , we plot both functions for a smaller range of a. Both plots were generated for a resolution of dϭ/80. The figures show that the correct eigenvalue is typically easy to identify, because the other eigenvalues diverge from unity rather rapidly and also, at least in this case, the ''wrong'' eigenvalues are complex while the correct eigenvalue is real.
Having found the correct eigenvector and therefore the Killing vector at a single point, we then find it at every other grid point and use it to calculate J ⌬ . Figure 4 plots the values of the angular momentum of the black hole found using Eq. ͑25͒ versus different values of the boost parameter for the Kerr-Schild data. Three different resolutions are plotted, showing a second-order convergence rate towards the known analytical value of J ⌬ ϭ0.5 as expected. Although there is a slight loss in accuracy as the boost approaches the speed of light, the angular momentum loses only 1% in accuracy for the least resolved case (dϭ/20) in Fig. 4 when the boost parameter is increased from 0 to 0.8. This loss in accuracy is purely due to numerical effects and is smaller for the higher resolution cases. We also obtained similar results for boosts in other directions. A more realistic situation is to compute J ⌬ and M ⌬ during a numerical simulation of a black-hole spacetime, in which the spacetime data will be given on a spatial grid. To test our method in this case, we again use boosted Kerr-Schild data, but this time we start with numerical data discretized on a Cartesian mesh on a spatial slice; this mesh will not coincide with the spherical mesh on the apparent horizon. We use an apparent horizon finder to locate the apparent horizon S and its unit spacelike normal R a , and construct a spherical grid on the apparent horizon. Let dx and d be the grid spacing of the Cartesian and spherical grid respectively. We want the two grids to be of similar spacing, i.e. we choose d such that dϷdx/R where R is the coordinate radius of the apparent horizon. The data are then interpolated onto the spherical grid, an additional source of error. We extract the two-metric q ab numerically from the data, use it to find the Killing vector field a , and apply our formula for angular momentum. We present a series of test cases involving the black hole in boosted Kerr-Schild data. One is static, and three others have a spin of 1/2 about the z axis, with one of the spinning holes boosted perpendicular to the spin along the x axis, another parallel to the spin along the z axis. Table  I lists the different scenarios. Due to the additional complexity of having the data in a mesh that is not the one on S where the calculation is done, we have to deal with two different numerical grids. We refined both the Cartesian grid and the spherical grid intrinsic to the apparent horizon to perform convergence tests. All runs were performed with three resolutions: ͑1͒ dxϭ1 /4, dϭ10°; ͑2͒ dxϭ1/8, dϭ5°; ͑3͒ dxϭ1/16, dϭ2.5° . Table I .
In addition to J ⌬ and M ⌬ , we also monitor how well we converge to a truly isolated horizon, one in which the shear is zero. Figure 7 plots the value of versus resolution and demonstrates second-order convergence toward zero. As expected due to additional errors in the apparent horizon tracker, the convergence factors are not as good as in the case of analytic data; but are still acceptable for second order convergence.
V. DISCUSSION
In this section we want to compare our method of finding the mass and angular momentum of a black hole in a numerical simulation with other methods that are commonly used.
Note that the method proposed in this paper has three advantages: ͑i͒ it is not tied to a particular geometry ͑like the Kerr geometry͒, ͑ii͒ it is completely coordinate independent, and ͑iii͒ it only requires data that is intrinsic to the apparent horizon. The commonly used alternatives for calculating mass and angular momentum do not share all three of these features.
The reader might object to ͑i͒ on the grounds that our formula for M ⌬ ͓Eq. ͑27͔͒ is also motivated by the corresponding Kerr formula. In this regard, the following remarks are worth mentioning. Even though our formula for M ⌬ is based on the corresponding Kerr equation, much less use is made of the specific properties of a Kerr black hole than in most conventional methods such as the great circle method described below. In particular, while deriving Eq. ͑27͒, we do not make any assumption regarding the near horizon geometry. All that is required is that the members of the Kerr family are elements of the phase space under consideration ͑see ͓11,12͔ for a detailed specification of the phase space͒. The Kerr solutions are used only to provide a reference point for values of the black hole energy; this is somewhat analogous to choosing the zero of a potential in classical particle mechanics. In principle, we could also have chosen a different two parameter family of solutions but we choose the Kerr family due to its well known importance in black hole theory.
Owing to the uniqueness theorems of classical general relativity, it is commonly believed that a black hole that has been created in a violent event will radiate away all its higher multipole moments and settle down to form a Kerr black hole near the horizon. One strategy for assigning a mass and an angular momentum to a black hole is then to identify the member of the Kerr family one is dealing with and to read off the corresponding mass and angular momentum parameters.
While this strategy is physically well motivated, and one does expect the final black hole to be close to Kerr in some sense, we can refine this strategy considerably. The main difficulty with this method is that there are many subtleties and open questions regarding the issue of uniqueness of the final black hole. To briefly illustrate this point, let us consider the isolated horizon describing the final black hole. The intrinsic geometry of the horizon is, by definition, time independent. However, it is not necessary that four dimensional Table I. FIG. 7. This graph shows the L 2 norm of (ᐉ) . We see that it converges to zero, indicating that the horizon is isolated. The scenarios II-IV are explained in Table I. quantities evaluated at the horizon must also be time independent. For instance, using the Einstein equations at the isolated horizon, it turns out that the expansion and shear of the inward pointing normal n a ͓see Eq. ͑1͔͒ may not be time independent; these quantities decay exponentially ͓13͔. This means that the four-geometry in the vicinity of a NEH is generically not time independent, and hence may not be isometric to a Kerr solution. It is also not clear whether the four geometry tends to the Kerr geometry as we approach future time like infinity. Clearly, we need to prove a statement which says: ''sufficiently far'' into the future, the spacetime metric in a ''sufficiently small'' neighborhood of the horizon, is ''close to the Kerr metric.'' In this statement, each phrase within quotes is ill defined. To prove or disprove such statements, it is imperative, at the very least, that one does not start with the assumption that the final black hole is Kerr. In particular, it is desirable that we not use geometrical properties of the Kerr horizon to calculate angular momentum and mass.
If one nevertheless makes the assumption that the final black hole is described by a Kerr geometry, one has to find a way to identify the particular member in the Kerr family. The method that is most commonly used is the great circle method which is based on properties of the Kerr horizon found by Smarr ͓24͔. It can be described as follows.
In the usual coordinates, let L e be the proper length of the equator of the Kerr apparent horizon and L p the proper length of a polar meridian. Here the equator is the great circle of maximum length and a polar meridian is a great circle of minimum length. The distortion parameter ␦ is then defined to be (L e ϪL p )/L e . Smarr then showed that the knowledge of ␦, together with one other quantity like area, L e , or L p , is sufficient to find the parameters m and a of the Kerr geometry.
The difficulty with this method, apart from relying overly on properties of the Kerr spacetime, is that notions such as great circles, equator or polar meridian etc. are all highly coordinate dependent. If we represent the familiar two-metric on the Kerr horizon in different coordinates, the great circles in one coordinate system will not agree with great circles in the other system. The two coordinate systems will therefore give different answers for M and a as calculated by this method. In certain specific situations where one has a good intuition about the coordinate system being used and the physical situation being modelled, this method might be useful as a quick way of calculating angular momentum, but it is inadequate as a general method.
The problem of coordinate dependence can be dealt with in axisymmetric situations without assuming that the coordinate system used in the numerical code is adapted to the axial symmetry. The idea is to use the orbits of the Killing vector as analogs of the lines of latitude on a metric twosphere. The analogue of the equator is then the orbit of the Killing vector which has maximum proper length. This defines L e in an invariant way. The north and south poles are the points where the Killing vector vanishes, and the analog of L p is the length of a geodesic joining these two points ͑because of axial symmetry, all geodesics joining the poles will have the same length͒. Since this geodesic is necessarily perpendicular to the Killing vector, we just need to find the length of a curve which joins the north and south poles and is everywhere perpendicular to the Killing orbits. With L e and L p defined in this coordinate invariant way, we can follow the same procedure as in the great circle method to calculate the mass and angular momentum. This method can be called the generalized great circle method.
How does the generalized great circle method compare to our method? From a purely practical point of view, note that this method requires us to find the Killing vector, to determine the orbit of the Killing vector with maximum length, and to calculate the length of a curve joining the poles which is orthogonal to the Killing orbits. The first step is the same as in the isolated horizon method presented in this paper. While the next step in the isolated horizon method is simply to integrate a component of the extrinsic curvature on the horizon, this method requires more work, and furthermore, the numerical errors involved are at least as high as in the isolated horizon method. Thus the simplicity of the great circle method is lost when we try to make it coordinate invariant, and it retains the disadvantage of relying heavily on the properties of the Kerr geometry.
It should also be mentioned here that there exist exact solutions to Einstein's equations representing static, nonrotating and axisymmetric black holes. Examples of such solutions are the distorted black hole solutions found by Geroch and Hartle ͓18͔ or the solutions representing black holes immersed in electromagnetic fields ͓25͔. The apparent horizons in all these solutions are distorted, and the generalized great circle method will give a non-zero value for the angular momentum. Our method based on Eqs. ͑25͒ and ͑22͒ will give J ⌬ ϭ0 because the imaginary part of ⌿ 2 vanishes at the horizon for these solutions. While these solutions are probably not relevant for numerical simulations of binary black hole collisions, they represent physically interesting situations in which a black hole is surrounded by different kinds of external matter fields which distort the black hole; these black holes may have some relevance astrophysically. These solutions show that the generalized great circle method cannot be correct in general. They also illustrate that the great circle method will in general give results that are different from the ones obtained using Komar integrals.
A completely different approach to finding the mass and angular momentum of a black hole in a numerical solution is to use the concept of a Killing horizon. Since in a numerical simulation one is interested in highly dynamical situations, one cannot assume the existence of Killing vectors in the whole spacetime. Instead one assumes that stationary and axial Killing vectors exist in a neighborhood of the horizon, and then uses appropriate Komar integrals to find the mass and angular momentum.
While this method is coordinate independent and does not rely on a specific metric, it has two disadvantages when compared with the isolated horizon approach. First, it is not a priori clear how the stationary Killing vector is to be normalized if it is only known in a neighborhood of the horizon. Second, this method requires the Killing vectors to be known in a whole neighborhood of the horizon. Computationally this is more expensive than finding a Killing vector just on the horizon. Conceptually it is also unclear how big this neighborhood of the horizon should be. Furthermore, at present there is no Hamiltonian framework available in which the boundary condition involves the existence of Killing vectors in a finite neighborhood of the horizon. In a sense, the isolated horizon framework extracts just the minimum amount of information from a Killing horizon in order to carry out the Hamiltonian analysis and define conserved quantities.
VI. APPLICATIONS AND FUTURE DIRECTIONS
One situation where the calculation of M ⌬ and J ⌬ might be useful is in studying properties of initial data. Consider, for example, an initial data representing a binary black hole system. If the black holes are far apart, then we may consider them to be isolated ͓this can be verified, for example, by calculating the shear of the inward null normal as in Eq. ͑20͔͒. Then the difference EϭM ⌬ 1 ϩM ⌬ 2 ϪM ADM represents the binding energy between the holes plus the energy due to radiation and possibly also the kinetic energy of the black holes. In order to find the individual black hole masses M ⌬ 1 and M ⌬ 2 Eqs. ͑25͒ and ͑27͒ will be useful for this purpose. It is also interesting to compare different initial data sets which represent roughly the same physical situation by calculating the quantity E. A lot of work in this direction has recently been carried out by Pfeiffer et al. ͓26͔ . The isolated horizon framework may provide some further insights.
The isolated horizon framework may also be used to construct initial data representing two ͑or more͒ black holes far away from each other. We want to specify the individual black hole spins, velocities and masses in the initial data when the two black holes are very far apart. For this purpose, the formulas for J ⌬ and M ⌬ would be relevant, and we may assume that the black holes will be isolated at least for a short time and will form an isolated horizon. The isolated horizon conditions will then yield boundary conditions at the apparent horizon which can be used to solve the constraint equations on the spatial slice. In fact, pioneering work in this direction has already been carried out by Cook ͓27͔; the quasi-equilibrium boundary conditions developed by Cook are identical to the isolated horizon boundary conditions in many ways.
Let us also briefly discuss one more important future application: extracting radiation waveforms. We expect that information about gravitational radiation will be encoded in a component of the Weyl tensor such as ⌿ 4 ϭC abcd n a m b n c m d where n a and m a are members of a null tetrad. In certain situations where we have a background metric or if we have Killing vectors, there may be a natural choice of the null tetrad used to calculate ⌿ 4 . However, in general situations, it is not clear how to construct this preferred null tetrad. Without a well defined way of calculating radiation waveforms, it is very hard to even compare the results of different simulations which model similar physical situations but in different coordinates. It turns out that the isolated horizon framework could be used to provide a preferred coordinate system in the vicinity of an isolated horizon. For this purpose, we need more structure on the horizon than provided by a NEH; we need the notion of an isolated horizon as discussed briefly at the end of Sec. II A. It can be shown that, generically, an isolated horizon has a preferred foliation which may be said to define its rest frame. In general, this preferred foliation will not agree with the foliation given by the apparent horizons in a particular choice of Cauchy surfaces in spacetime. However, this preferred foliation can be constructed in a completely coordinate independent manner. Given this preferred foliation, we can construct a coordinate system analogous to the Bondi coordinates constructed near null infinity ͓10,13͔. This preferred coordinate provides an invariant way of calculating radiation waveforms and comparing the results of different simulations.
