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Abstract
We apply tools from the classical statistical learning theory to analyze the-
oretical properties of modern machine learning problems that are typically
phrased in the context of generative models. By combining standard methods
based on the theory of empirical processes with ideas from optimal transport
and signal recovery, we formally address the generalization and robustness
guarantees for the existing and newly suggested algorithms. More specifi-
cally, we consider the following three problems: First, we tackle the problem
of domain adaptation, where the training data and the test data are drawn
from two distributions that are related but not identical. We devise an empir-
ical risk minimization algorithm based on local worst-case risks, and provide
generalization and excess risk guarantees of the learned hypothesis, that are
robust to drifts in generative models. Second, we consider the learning of
coding schemes, where the goal is to minimize the reconstruction risk of the
original signal. It turns out that the task can be viewed as approximating the
signal-generating distributions by pushforwards of arbitrary distributions via
reconstruction maps. We provide learning guarantees based on the notions of
optimal transport and classic statistical learning, using reconstruction errors
as hypotheses. Third, we propose a framework of assessing representation
learning algorithms by evaluating their estimation capabilities of the repre-
sentation generating the signal. Using polyhedral estimates from the signal
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The classic framework of statistical learning theory was first formalized by
Vapnik and Chervonenkis in the late 1960s [1] as a theoretical tool to ana-
lyze the problem of function estimation from a given collection of data, which
encompasses the problem of pattern recognition, regression estimation, and
density estimation. Since its introduction, the setting has been studied, com-
plemented, and extended by numerous researchers from diverse backgrounds
including beautiful mathematical theories of empirical processes [2, 3]. The
ideas have been adopted widely to solve the problems of supervised learn-
ing, where the theory has gained its algorithmic aspects by the invention of
support vector machines (SVM) [4].
A modern perspective on machine learning, on the other hand, has shifted
toward understanding generative models of data, with huge success of learn-
ing models based on deep neural networks [5]. Under such frameworks, data
instances are treated as noisy, indirect observations of some latent represen-
tation (or feature) conveying a form of information the learner intends to
infer [6]. For example, images of handwritten digits could be considered a
noisy observation of the latent representation, which is the digit itself (e.g.
1, 2, . . .). This change of perspective, however, does not render the statisti-
cal learning theory approach obsolete; core machineries stemming from the
phenomenon of uniform convergence of empirical means [7] remain intact.
Instead, the new point of view opens up opportunities and challenges to sta-
tistical learning theorists (as pointed out by Shawe-Taylor and Rivasplata in
their conference session [8]). Indeed, Vapnik, one of the founding fathers of
the statistical learning theory, has recently suggested a new framework of sta-
tistical learning (together with Izmailov) [9] that takes into account problem-
specific statistical invariants, which can be used to analyze “teacher–student
interactions” deeply related to modern studies on knowledge transfer (see,
e.g. [10]).
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In this dissertation, we aim to bring statistical learning theory tools to ana-
lyze the robustness and generalization properties of several machine learning
problems under the generative model framework. In particular, we address
the following problems.
• One of the benefits of viewing learning through the lens of generative
modeling is that the perspective leads to a natural notion of closeness
between machine learning tasks; two different learning tasks can be
considered similar when their data-generating distributions are mapped
by a single generative model with different distributions of latent rep-
resentations (see, e.g., [11]), or by different generative models with a
common latent representation (see, e.g., [12]). This idea enables us to
transfer the knowledge gained from the data from one problem domain
to another domain, which becomes more useful as the dimensionality of
individual data used for machine learning tasks grow explosively while
the number of (presumably) independent data points cannot catch up
to the speed due to the cost of data collection. For instance, the prob-
lem of domain adaptation [13, 14] arises when the learner is asked to
learn a hypothesis which works well for the test data collected from one
distribution (called target domain), based on the training data collected
from a different but related distribution (called source domain). This
problem can be phrased as finding a hypothesis that is robust against
drifts in the generative model; we address this question in Chapter 3
using statistical learning theory tools to provide generalization guar-
antees of finding a minimax-optimal robust hypothesis.
• Another key aspect of the generative model viewpoint is that one as-
sumes that there exists a low-dimensional representation of the high-
dimensional data, which contains sufficient information about the data
that is relevant for the subsequent tasks of interest; the low dimension-
ality of the representations may enhance the computational efficiency
or implementability of the subsequent tasks. In this sense, one may
be interested in learning a coding scheme from the training samples,
i.e., learning a pair of encoder and decoder such that the original data
can be reconstructed from the encoded representations. The class of
autoencoders [15, 16], which is one of the most popular generative mod-
eling techniques in deep learning [5], is constructed on this philosophy.
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The problem of learning a coding scheme has received wide attention
under the setting where the representation space (or codebook) is finite,
e.g., vector quantization [17]. However, there is only a limited number
of works considering a continuous representation space (e.g. [18]), most
without consideration of nonlinear decoders, such as neural networks.
In Chapter 4, we study the problem of learning coding schemes with
nonlinear reconstruction maps, and provide generalization guarantees.
• In the problem of representation learning, one adopts the generative
model framework and attempts to estimate the hidden representation
that has generated the signal, where we assume a sufficient knowledge
of the underlying generative model. An accurate estimation of the
representations is tied to the subsequent tasks based on the represen-
tations, once the notion of distance on the space of representations is
designed in a task-based manner. In Chapter 5, we approach this prob-
lem using the notion of validity of the encoding process in a probably
approximately correct sense, resembling the notion of learnability in
the statistical learning theory. We then introduce the ideas from the
signal recovery literature, where we bring a class of polyhedral estimates
[19] to the standard representation learning task, and exemplify it in




In this chapter, we introduce elementary concepts and results from statis-
tical learning theory and optimal transport theory to familiarize the readers
with central ideas in the literature and to help them understand the results
presented in the following chapters; advanced readers may skip this chapter.
Before we begin, we provide some notational remarks:
Norms For a vector in normed spaces, ∥·∥ will be used to denote any norm
in general. For vectors lying in Euclidean spaces, however, ∥ · ∥ will denote
ℓ2-norm unless specified otherwise. For an operator A : U → V between
Banach spaces U ,V , i.e. complete normed spaces, ∥A∥ will be used to denote
the operator norm, defined as
∥A∥ := inf{c ≥ 0 | ∥Au∥ ≤ c∥u∥, ∀u ∈ U}.
For a matrix A ∈ Rd×k, i.e. linear operators between Euclidean spaces,
∥A∥ would denote the operator norm for ℓ2-norm on both input and output
spaces, which coincides with the spectral norm in this case (unless specified
otherwise).
For p ≥ 1, the norm ∥ · ∥p refers to the ℓp-norms for both vectors in
Euclidean spaces and entrywise ℓp-norms for matrices. The norm ∥ · ∥∞
denotes the maximum absolute value of the entries, for the case of vectors in
Euclidean spaces and matrices. For the mappings f, f ′ : U → V between the
normed spaces (U , ∥ · ∥U) and (V , ∥ · ∥V), the norm denotes the maximal gap




Basic notions on metric space For a set U in a metric space (U , dU),





Given two metric spaces (U , dU) and (V , dV), a function f : U → V is said to
be L-Lipschitz if
dV (f(u), f(u
′)) ≤ L · dU(u, u′), ∀u, u′ ∈ U ,
for some constant L ≥ 0. We simply write Lipschitz if this constant is 1.
Miscellaneous Z+ denotes non-negative integers, and R+ denotes non-
negative real numbers. The base of log is e. We use standard big-O notations
with O(·), where the Õ(·) is used to hide logarithmic factors.
2.1 Agnostic framework of statistical learning theory
In this section, we briefly introduce (without proof) the classic paradigm
of statistical learning theory originally due to Vapnik [4]. The materials
appearing in this section (loosely) follow the formalisms of statistical decision
theory formulation for agnostic learning by Haussler [21].
Under the formulation, we assume that the learner has access to train-
ing samples (or training data) Z1, . . . , Zn lying in some measurable space
Z called the instance space. The training data are assumed to be in-
dependently drawn from some data-generating distribution P which is
unknown to the learner, but is known to belong to some class P of probability
measures on Z.
The learner has a class F of measurable functions f : Z → R+ called
hypothesis space. Furthermore, we assume that the functions formed by
taking suprema over the hypothesis space are also measurable, which is au-
tomatically satisfied under the permissibility assumptions on F ; we refer the
readers to [22, 23] for detailed explanations on this subject.
Each hypothesis f ∈ F quantifies the loss incurred by some decision rule
or a predictor applied on the instances z ∈ Z. It is straightforward to see
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that the problem of supervised learning falls under this framework; we can
take Z to be a product space X ×Y of the feature space X and the label
space Y , and define the hypothesis via
f(Z) = f(X,Y ) = l(h(X), Y ),
for some predictor h : X → Y and some loss function l : Y × Y →
R+. Note that the predictors could also be defined to map the features to
some abstract decisions A instead of the labels under a decision-theoretic
framework. For more examples, see [4].
The risk of a hypothesis f with respect to the data-generating distribution
P is defined as




which denotes the expected loss incurred by the hypothesis f for the data
instance drawn from the data-generating distribution.
The goal of learning can be summarized as follows: Given an n-tuple
Z1, . . . , Zn of training samples independently drawn from the unknown dis-
tribution P ∈ P , the learner wants to find a hypothesis f̂ ∈ F whose risk




In other words, one is interested in finding a learning algorithm An : Zn → F
such that
R(P,A(Zn))−R∗(P,F)
is small, or even close to zero.
Note that as the training samples Z1, . . . , Zn are randomly drawn from the
data-generating distribution, the output of the learning algorithm is also ran-
dom (except for trivial cases). To address this issue, typical theoretical guar-
antees of the statistical learning are provided as “high-probability bounds”
or “bounds in expectation.” We focus on the former type of guarantees in
this dissertation, which we will introduce with more detail in Section 2.1.1.
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2.1.1 Generalization and learnability
Performance guarantees of a learning algorithm from the statistical learning
theory literature can be divided roughly into two different categories: gener-
alization bounds and excess risk bounds. Generalization bounds for learning
algorithms are concerned with the generalization error, defined as follows:
letting f̂ denote the output of the learning algorithm,∣∣∣R(P, f̂)−R(Pn, f̂)∣∣∣ , (2.2)




i=1 1{Zi ∈ A} for any measurable subset A of Z. In other words, the
generalization error measures how accurately the risk of the learned hypoth-
esis can be approximated by the empirical risk of the hypothesis, i.e., the
risk evaluated with respect to the empirical distribution of the training data.




|R(P, f)−R(Pn, f)| , (2.3)
which bounds from above the quantity Eq. (2.2) for any learning algorithm.
The generalization bounds appearing in this dissertation will provide a bound
on Eq. (2.3), thereby bounding Eq. (2.2) for an arbitrary algorithm.
Excess risk bounds denote theoretical guarantees on the excess risk of
the algorithm, given as:
R(P, f̂)−R∗(P,F), (2.4)
which evaluates optimality of the learned hypothesis compared to the hy-
pothesis (closely) achieving the minimum risk possible. Note that the excess
risk of the empirical risk minimization algorithm is deeply related to the
uniform deviation (Eq. (2.3)), as will be explained in Section 2.1.2.
Due to the stochastic nature of the generalization error (Eq. (2.2)) and
excess risk (Eq. (2.4)), the bounds on the quantities are typically provided
as “high-probability bounds,” such as∣∣∣R(P, f̂)−R(Pn, f̂)∣∣∣ ≤ C(δ) w.p.1− δ
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for some excess probability δ ∈ (0, 1) and the term C(δ) that depends on the
excess probability. One may be interested in looking at asymptotic properties
of a sequence of algorithms indexed by sample size; a sequence of algorithms





P n (Zn ∈ Zn : |R(P,An(Zn))−R(Pn,An(Zn))| ≤ ε) = 0.
For a learning task characterized by the set of probabilities P and the hy-
potheses F , we say that the learning problem is PAC-learnable1 if there





P n (Zn ∈ Zn : R(P,An(Zn))−R∗(P,F) ≤ ε) = 0.
2.1.2 Empirical risk minimization
Under suitable regularity assumptions, the learnability of a learning prob-
lem can be verified by studying the hypothesis learned by empirical risk






f(Zi) −→ min, f ∈ F .
More formally, the excess risk of an empirical risk minimizer is typically
bounded above by a multiple of the uniform deviation of the risk of hy-
potheses in F as follows: letting f ∗ denote the hypothesis (approximately)





+R(Pn, f̂)−R(Pn, f ∗)︸ ︷︷ ︸
≤0
+ [R(Pn, f ∗)−R(P, f ∗)]
≤ 2 · sup
f∈F
|R(P, f)−R(Pn, f)|︸ ︷︷ ︸
=:∆n(F)
.
The uniform deviation ∆n(F) is a random variable, as it depends on the
training data (Z1, . . . , Zn) ∼ P⊗n. Hence, in order to provide a nontrivial
1PAC stands for probably approximately correct.
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guarantee on the excess risk, one must resort to a probabilistic approach.
A typical strategy is to decompose the uniform deviation term into a de-
terministic term and a stochastic term with zero-mean,
∆n(F) = E∆n(F) + (∆n(F)− E∆n(F)) .
Then, the first term is the expected supremum of a (scaled) zero-mean em-
pirical process







which can be handled using ideas from empirical processes theory [2]; we will
introduce some elementary results in the following subsection. The second
term can be controlled via concentration-of-measure inequalities, such as
McDiarmid’s inequality.
2.1.3 Complexity measures and elementary results
It turns out that the expected value of uniform deviation can be controlled
by appropriate notions of complexity measures of the hypothesis space. Here,
we introduce two such complexity measures: Rademacher averages, and the
entropy integral.
Definition 1. Given a bounded set A ⊂ Rn, the Rademacher average
[25] of A is defined as










where ai is the ith coordinate of the vector a ∈ A and ε1, . . . , εn are indepen-
dent Rademacher random variables, i.e. P[εi = −1] = P[εi = +1] = 1/2.






logN (A, dA, u)du, (2.6)
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where N (A, dA, ·) denotes the covering number of A in dA (we simply write
C(A) when the choice of metric dA is clear from the context).
In the following two propositions, we provide (without proof) two elemen-
tary results in statistical learning theory, which connect the expected value
of uniform deviation to the complexity measures.
Proposition 1. [Symmetrization [26]] Let F(Zn) denote the random set
{ (f(Z1), . . . , f(Zn)) : f ∈ F}.
Then, for a uniformly bounded2 hypothesis class F , we have
E∆n(F) ≤ 4 · EZn∼P⊗nRn(F(Zn)).
Proposition 2. [Dudley’s entropy integral [7]] Let {Xa}a∈A be a separable3
process on the metric space (A, dA). In addition, suppose that {Xa}a∈A is
subgaussian, i.e., E[Xa] = 0 for all a ∈ A and






holds for all t, s ∈ A, λ ≥ 0. Then, we have
E sup
a∈A
Xa ≤ 12 · C(A, dA).
Note that while Proposition 1 directly provides an upper bound on the
expected value of the uniform deviation, Proposition 2 provides an upper
bound on the expected supremum of any separable subgaussian process. By
using the fact that the process 1
n
∑n
i=1 εif(zi) is indeed a subgaussian process
(after proper scaling), the Proposition 2 can be used to upper-bound the
mean of uniform deviation via Proposition 2.
Following this line of work, it is possible to get an upper bound on the
2That is, supf∈F supz∈Z f(z) < +∞.
3That is, there exists a countable set A0 ⊆ A such that for any t ∈ A there exists a
sequence {si} in A0 such that si → t and Xsi → Xt almost surely.
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excess risk of the hypothesis f̂ learned by the ERM algorithm.
R(P, f̂)−R∗(P,F) ≤ O
(








, w.p. 1− δ,
with respect to a proper metric ∥ · ∥, where the first term on the right-hand
side is due to an analysis of E∆n(F) and the second term on the right-hand
side is due to an analysis of ∆n(F)− E∆n(F). This automatically leads to
the learnability of the learning problem, under the finiteness of the entropy
integral.
2.2 Optimal transport and Wasserstein distances
In this section, we briefly introduce the notions from the theory of optimal
transport, originating from the studies of Monge and Kantorovich, based on
the manuscript of Villani [27].
We now assume that the instance space Z is a (measurable) Polish space
(i.e., a complete separable metric space) with metric dZ . Note that this
definition of instance space is general enough to cover the framework of su-
pervised learning by defining Z as a product space X × Y , where X is the
feature space and Y is the label space. In this case, if both X and Y are
Polish spaces, then Z is also Polish (see Kechris [28] for details).
We denote by P(Z) the space of all Borel probability measures on Z; that
is, all probability measures defined on the smallest σ-algebra that contains
all the open sets in Z. Also, we denote by Pp(Z) with p ≥ 1 the space of all
P ∈ P(Z) with finite pth moments, i.e., there exists some z0 ∈ Z satisfying∫
Z d
p
Z(z, z0)P (dz) < ∞. The metric structure of Z can be used to define a
family of metrics on the spaces Pp(Z).











where the infimum is taken over all couplings of P and Q, i.e. probability
measures π on the product space Z × Z with the given marginals P and Q.
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Wasserstein distances arise naturally in the problem of optimal transport:
for any coupling π of P and Q, the conditional distribution πZ′|Z can be
viewed as a randomized policy for “transporting” a unit quantity of some
material from a random location Z ∼ P to another location Z ′, while satis-
fying the marginal constraint Z ′ ∼ Q. If the cost of transporting a unit of
material from z ∈ Z to z′ ∈ Z is given by dpZ(z, z′), then W pp (P,Q) is the
minimum expected transport cost. We also note (without proof) that the
Wasserstein distances, defined with respect to a metric dZ of the underlying
space, qualifies as a metric itself; we refer interested readers to [27].
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Chapter 3
Minimax Statistical Learning with Wasserstein
Distances
In this chapter, we develop a theory of minimax statistical learning, an al-
ternative perspective of statistical learning inspired by the ideas from robust
statistics [29] and robust stochastic optimization [30]. The minimax approach
employs the framework of distributionally robust optimization [31], in order
to learn a hypothesis that is robust against the uncertainties arising from
the inherent nature of practical machine learning applications; for instance,
one may consider an external influence (either by the nature or an adver-
sary) incurring a discrepancy between the generative models for the training
samples and test samples.
To hedge such uncertainties, minimax statistical learning aims to learn a
hypothesis that incurs minimum worst-case risk over a set of data-generating
distributions, instead of a single distribution. This set of distributions, called
an ambiguity set, should be designed to take all possible drifts of the gener-
ative model into account, while not being excessively rich, so that the learn-
ing algorithm effectively disregards information extractible from the training
data. Here, we focus on the ambiguity sets taking the form of Wasserstein
distance balls originating from optimal transport theory [27], which can be in-
terpreted as an energy constraint of the drift, admitting natural connections
to several modern machine learning applications including domain adapta-
tion [13] and adversarial attacks [32].
In the following, we aim to provide learnability and generalization guar-
antees in this minimax statistical learning framework with Wasserstein dis-
tance balls as an underlying ambiguity set. The remainder of this chapter
is organized as follows: We start by formally introducing the framework of
minimax statistical learning with Wasserstein distances in Section 3.1 based
on the notions of local worst-case risk and local minimax risk; related works
will also be described. The relationship of ordinary statistical risks to the lo-
cal worst-case risk will be discussed in Section 3.2. In Section 3.3, we provide
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a data-dependent generalization bound for local worst-case risks by studying
its dual formulation. We take a step further in Section 3.4 to focus on the
empirical risk minimization procedure and provide excess risk bounds under
varying assumptions. Finally, we apply the minimax learning framework to
the problem of domain adaptation in Section 3.5. The materials presented
here are based on [33].
3.1 The framework of minimax statistical learning
We begin by introducing the metric structure to the classic statistical learning
framework, on which Wasserstein distance balls can be constructed. We
assume that the instance space Z is a Borel subset of a Polish space equipped
with metric dZ . With the metric structure, we can now consider a learning
problem (P ,F) with P = Pp(Z) for some p ≥ 1.
Following [34, 35], we let the ambiguity set A(P ) be the (closed) p-
Wasserstein ball of radius ϱ ≥ 0 centered at the data-generating distribution
P , i.e.
A(P ) = BWϱ,p(P ) := {Q ∈ Pp(Z) : Wp(P,Q) ≤ ϱ} ,
where the ambiguity radius ϱ > 0 is a tunable parameter.
We then define the local worst-case risk of a hypothesis f ∈ F for the
distribution P ,
Rϱ,p(P, f) := sup
Q∈BWϱ,p(P )
R(Q, f), (3.1)




Following the transport cost interpretation of the Wasserstein distances (see
Section 2.2), the local worst-case risk can be viewed as a maximum risk of the
hypothesis possible, under the presence of an unknown source of a (possibly
random) drift T : Z → Z (either by nature or an adversary) with an energy
constraint of ϱ > 0. Note however that this interpretation does not imply
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the optimality of such transport maps.
As a complexity measure of the hypothesis space F , we use the entropy
integral (see Section 2.1.3) defined using the uniform norm:




logN (F , ∥ · ∥∞, ε)dε,
(we would write C(F) for simplicity). The benefits of using the entropy inte-
gral instead of usual complexity measures such as Rademacher or Gaussian
complexity [25] are twofold: (1) the entropy integral takes into account the
behavior of hypotheses outside the support of the data-generating distribu-
tion, and thus can be applied for the assessment of the local worst-case risk;
(2) Rademacher complexity of the dual functions can be upper-bounded natu-
rally via the entropy integral, plus the covering number of a suitable bounded
subset of [0,+∞) (as will be explained in later sections).
Local worst-case risks has been studied extensively in the distribution-
ally robust optimization literature, including the case of ambiguity sets con-
structed via moment constraints [36, 37], f -divergence balls [38, 39], and also
Wasserstein balls [34, 35]. However, with the exception of the recent work by
Farnia and Tse [37], the minimizer of the local worst-case risk with respect
to the training samples is still evaluated under the standard statistical risk
minimization paradigm, instead of the comparison with the local minimax
risk achievable for P .
3.2 Risk inequalities
Before we introduce the generalization bounds and excess risk bounds for
local minimax ERM (to be introduced in later sections), we first give a few
inequalities relating the local worst-case risk of a hypothesis to its usual
statistical risks for the distributions lying inside the Wasserstein ambiguity
set. Via the inequalities, one may be able to compare the “excess local worst-
case risk” of a hypothesis to the domain-specific excess statistical risks. To
see this, consider the following addition-and-subtraction of the gap between
the local worst-case risks of two hypotheses: For any distributionQ ∈ BWϱ,p(P )
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and hypotheses f1, f2 ∈ F ,
Rϱ,p(P, f1)−Rϱ,p(P, f2) = [Rϱ,p(P, f1)−R(Q, f1)] + [R(Q, f2)−Rϱ,p(P, f2)]
+ [R(Q, f1)−R(Q, f2)] ,
where the first two terms are gaps between the local worst-case risks and
the statistical risks of the hypotheses and the last term is the gap between
statistical risks of the hypotheses. This decomposition, together with another
addition-and-subtraction trick introduced in Section 2.1.2 will be useful in
providing excess risk bounds for domain adaptation problems in Section 3.5.
Now we present the risk inequalities; the first one is a simple consequence
of the Kantorovich duality theorem [27].
Proposition 3. Suppose that f is L-Lipschitz. Then, for any Q ∈ BWϱ,p(P ),
R(Q, f) ≤ Rϱ,p(P, f) ≤ R(Q, f) + 2Lϱ.
Proof. For p = 1, the result follows immediately from the Kantorovich dual
representation of W1(·, ·) [27]:
W1(Q,Q
′) = sup
|EQF − EQ′F | : supz,z′∈Z
z ̸=z′




and from the fact that, for Q,Q′ ∈ BWϱ,1(P ), W1(Q,Q′) ≤ 2ϱ by the triangle
inequality.
For p > 1, the result follows from the fact that W1(Q,Q′) ≤ Wp(Q,Q′) for
all Q,Q′ ∈ Pp(Z).
As an example of the setup where the Lipschitz assumption in Proposi-
tion 3 is satisfied, consider the problem of binary classification with hinge
loss: We let Z = X × Y , where X is an arbitrary feature space with some
metric dX and Y = {−1,+1}. We also assume that the hypothesis space F
consists of all functions of the form
f(z) = f(x, y) = max{0, 1− yf0(x)},
where f0 : X → R is a candidate predictor. Then, since the function u 7→
max{0, 1− u} is Lipschitz-continuous with constant 1, we can write for any
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pairs (x, y), (x′, y′) ∈ Z,
|f(x, y)− f(x′, y′)| ≤ |yf0(x)− y′f0(x′)|
≤ 2∥f0∥X1{y ̸= y′}+ |f0(x)− f0(x′)|,
where ∥f0∥X := supx∈X |f0(x)|. If ∥f0∥X < ∞ and if f0 is L0-Lipschitz with
respect to some metric dX on X , then it follows that f is Lipschitz with
constant max{2∥f0∥X , L0} with respect to the product metric
dZ(z, z
′) = dZ((x, y), (x
′, y′)) := dX (x, x
′) + 1{y ̸= y′}.
Next, we consider the case when the hypothesis f is smooth but not
Lipschitz-continuous. Since we are working with general metric spaces that
may lack an obvious differentiable structure, we need to first introduce some
concepts from metric geometry [40].
Definition 4. A metric space (Z, dZ) is a geodesic space if for every two
points z, z′ ∈ Z there exists a path γ : [0, 1] → Z, such that γ(0) = z,
γ(1) = z′, and
dZ(γ(s), γ(t)) = (t− s) · dZ(γ(0), γ(1))
for all 0 ≤ s ≤ t ≤ 1 (such a path is called a constant-speed geodesic).
Definition 5. A functional F : Z → R is geodesically convex if for any
pair of points z, z′ ∈ Z there is a constant-speed geodesic γ, so that
F (γ(t)) ≤ (1− t)F (γ(0)) + tF (γ(1)),
for all t ∈ [0, 1].
Definition 6. An upper gradient of a Borel function f : Z → R is a
functional Gf : Z → R+, such that for any pair of points z, z′ ∈ Z there




Gf (γ(t))dt · dZ(z, z′). (3.3)
With these definitions at hand, we have the following proposition.
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Proposition 4. Suppose that f has a geodesically convex upper gradient Gf .
Then, for any Q ∈ BWϱ,p(P ),
R(Q, f) ≤ Rϱ,p(P, f) ≤ R(Q, f) + 2ϱ sup
Q∈BWϱ,p(P )
∥Gf (Z)∥Lq(Q),
where q is the Hölder conjugate1 of p, and ∥ · ∥Lq(Q) := (EQ| · |q)1/q.
Proof. Fix some Q,Q′ ∈ BWϱ,p(P ) and let π∗ ∈ P(Z×Z) be the joint distribu-
tion with marginals Q,Q′ (respectively) achieving the p-Wasserstein distance
Wp(Q,Q
′). Then for (Z,Z ′) ∼ π∗ we have
f(Z ′)− f(Z) ≤
∫ 1
0
Gf (γ(t))dt · dZ(Z,Z ′) ≤




where the first inequality is from (3.3) and the second one is by the assumed
geodesic convexity of Gf . Taking expectations of both sides with respect to
π∗ and using Hölder’s inequality, we obtain
R(Q′, f)−R(Q, f) ≤ 1
2
(










∥Gf (Z) +Gf (Z ′)∥Lq(π∗)Wp(Q,Q
′),
where we have used the p-Wasserstein optimality of π∗ for Q and Q′. By the
triangle inequality, and since Z ∼ Q and Z ′ ∼ Q′,




Interchanging the roles of Q and Q′ and proceeding with the same argument,
we obtain the estimate
sup
Q,Q′∈BWϱ,p(P )
|R(Q, f)−R(Q′, f)| ≤ 2ϱ sup
Q∈BWϱ,p(P )
∥Gf (Z)∥Lq(Q),
1Satisfying 1/p+ 1/q = 1.
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from which it follows that
R(Q, f) ≤ Rϱ,p(P, f) = sup
Q′∈BWϱ,p(P )
[R(Q′, f)−R(Q, f) +R(Q, f)]
≤ R(Q, f) + 2ϱ sup
Q∈BWϱ,p(P )
∥Gf (Z)∥Lq(Q).
As an example, consider the setting of regression with quadratic loss: let
X be a convex subset of Rd, let Y = [−B,B] for some 0 < B < ∞, and




∥x− x′∥22 + |y − y′|2, z = (x, y), z′ = (x′, y′). (3.4)
Suppose that the functions f ∈ F are of the form
f(z) = f(x, y) = (y − h(x))2,
with h ∈ C1(Rd,R), such that ∥h∥X ≤ M < ∞ and ∥∇h(x)∥2 ≤ L∥x∥2 for
some 0 < L <∞. Then Proposition 4 leads to the following proposition.
Proposition 5. Under the above setup, we have for any Q ∈ BWϱ,p(P ),
R(Q, f) ≤ Rϱ,2(P, f) ≤ R(Q, f) + 4ϱ(B +M)
(





where σQ,X := EQ∥X∥2 for Z = (X,Y ) ∼ Q.
Proof. As a subset of Rd+1, Z is a geodesic space; for any pair z, z′ ∈ Z
there is a unique constant-speed geodesic γ(t) = (1 − t)z + tz′. We claim
that Gf (z) = Gf (x, y) = 2(B +M)(1 +L∥∇h(x)∥2) is a geodesically convex
upper gradient for f(z) = f(x, y) = (y − h(x))2.
In this flat Euclidean setting, geodesic convexity coincides with the usual
definition of convexity, and the map z 7→ Gf (z) is evidently convex:
Gf ((1− t)z + tz′) ≤ (1− t)Gf (z) + tGf (z′).
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∥∇f((1− t)z + tz′)∥2 dt · dZ(z, z′),
and a simple calculation shows that




≤ 4(B +M)2(1 + L2∥x∥22).
Therefore, ∥∇f(z)∥2 ≤ Gf (z) for z = (x, y), as claimed. Thus, by Proposi-
tion 4,
R(Q, f) ≤ Rϱ,2(P, f) ≤ R(Q, f) + 2 sup
Q∈BWϱ,2(P )
∥Gf (Z)∥L2(Q)ϱ
= R(Q, f) + 4(B +M)
(





= R(Q, f) + 4(B +M)
(





3.3 Data-dependent generalization bound
We now investigate the relationship between the local worst-case risks for the
data-generating distribution and its empirical counterpart. In particular, we
let Z1, . . . , Zn be an n-tuple of i.i.d. training examples drawn from P (and
denote its empirical distribution with Pn), and we aim to provide an upper
and lower bound on the deviation
Rϱ,p(P, f)−Rϱ,p(Pn, f), (3.5)
which holds uniformly over a class of hypotheses. As was the case in the clas-
sic statistical learning (Section 2.1), these uniform deviation guarantees, or
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generalization bounds, play a fundamental role in studying the performance
guarantees of the learning algorithms.
A naïve method of achieving this goal would be to apply the tricks learned
in Section 3.2. For instance, Eq. (3.5) admits a decomposition as
Rϱ,p(P, f)−Rϱ,p(Pn, f) = [Rϱ,p(P, f)−R(P, f)] + [R(Pn, f)−Rϱ,p(Pn, f)]
+ [R(P, f)−R(Pn, f)] ,
where the first two terms can be upper bounded risk inequalities under
smoothness assumptions, and the last term is simply a deviation of the usual
statistical risks whose uniform upper and lower bounds have long been stud-
ied by classic statistical learning theorists. For example, by assuming that
all f ∈ F are L-Lipschitz, one may get
sup
f∈F
|Rϱ,p(P, f)−Rϱ,p(Pn, f)| ≤ sup
f∈F
|R(P, f)−R(Pn, f)|+ 4Lρ, (3.6)
as a consequence of Proposition 3. However, it is easy to see that the power
of such bounds is limited, as it requires smoothness of every hypothesis in
F , which is not a trivially satisfied assumption for many modern algorithms
searching over a huge class of hypotheses based on “deep” architectures.
In search for a more generally applicable bound, we explore an alternative
path via the dual formulation of the local worst-case risk. We begin by
imposing standard regularity assumptions (see, e.g. [41]) which allow us to
invoke concentration-of-measure results for empirical processes.
Assumption 1. The instance space Z is bounded: diam(Z) <∞, where the
diameter of the instance space is defined as diam(Z) := supz,z′∈Z dZ(z, z′).
Assumption 2. The functions in F are upper semicontinuous and uniformly
bounded: 0 ≤ f(z) ≤M <∞ for all f ∈ F and z ∈ Z.
Note that these boundedness assumptions are imposed for the simplicity
of analysis, and can be relaxed by the sophisticated methods that apply for
a general class of statistical learning problems, which will not be discussed
in this dissertation; interested readers are refered to [42].
The following strong duality result, due to Gao and Kleywegt [35], will be
instrumental in our analysis.
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Proposition 6. For any upper semicontinuous function f : Z → R and for
any Q ∈ Pp(Z),
Rϱ,p(Q, f) = min
λ≥0
{λϱp + EQ[φλ,f (Z)]} , (3.7)




The dual representation allows us to preserve “local smoothness” charac-
teristics of the hypothesis without hastily considering a uniform bound on
the local properties (such as explicit Lipschitz-type assumptions). Still, we
need to go through a “uniformization” procedure over the class of hypotheses
to arrive at a generalization bound, carefully handling the minimization over
λ. To achieve the goal, we use a modification of the techniques of Koltchinskii
and Panchenko [43], which leads to the following data-dependent generaliza-
tion bound.
Theorem 1. For any F , P satisfying Assumptions 1–2 and for any t > 0,
P
(
∃f ∈ F : Rϱ,p(P, f) >min
λ≥0
{

















∃f ∈ F : Rϱ,p(Pn, f) >min
λ≥0
{














Proof. From the definition of the local minimax risk, we have, for any f ∈ F
Rϱ,p(P, f) = min
λ≥0
{λϱp + EP [φλ,f ]}
≤ min
λ≥0












(Eφλ,f (Z)− φλ,f (Zi))
]
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is a supremum of a (scaled) zero-mean empirical process for each λ ≥ 0.
Since φλ,f (Zi) ∈ [0,M ], we know from McDiarmid’s inequality that, for any
fixed λ ≥ 0,
P
(





Furthermore, using a standard symmetrization argument, we have







where ε1, . . . , εn are mutually independent Rademacher random variables,
independent of the training data Z1, . . . , Zn. The F -indexed process Y =





is clearly zero-mean, and is also subgaussian with respect to the metric
d(f, f ′) = ∥f − f ′∥∞, as we have













































where the second equality is by mutual independence and last line is by






for any λ ≥ 0. Summing up, we have, for any fixed λ ≥ 0,
P
(







Now, pick the sequences λk = k and tk = t+
√
log k for k = 1, 2, 3, . . .. Then,
by the union bound,
P
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where the last line holds since, for any λ ≥ 0, there exists k ∈ {1, 2, . . .} such
that λ ≤ k ≤ λ + 1, and φλ1,f ≤ φλ2,f holds whenever λ1 ≥ λ2 (from the
definition of φλ,f ).
For the other direction, notice that
Rϱ,p(Pn, f) ≤ min
λ≥0
{
λϱp + EP [φλ,f ] + sup
f∈F
(EPn [φλ,f ]− EP [φλ,f ])
}
,
where the random variable supf∈F(EPn [φλ,f ]−EP [φλ,f ]) can be analyzed in
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the same way as above. This leads to
P
(
∃f ∈ F : Rϱ,p(Pn, f) >min
λ≥0
{














for any t > 0.
When ϱ = 0, we recover the behavior of the usual statistical risk R(P, f).
Specifically, it is not hard to show from the definition of φλ,f that EPn [φλ,f ] =
EPn [f ] holds for all








In that case, when ϱ = 0, the generalization error converges to zero at the
rate of 1/
√
n with usual coefficients from the Dudley’s entropy integral [3]






We also note that Theorem 1 is in the style of data-dependent generaliza-
tion bounds for margin cost function class [43], often used for the analysis of
voting methods or support vector machines [44].
3.4 Performance of empirical risk minimizers
Similarly to the classic statistical learning setup, the generalization bounds
with respect to the local-worst case risk can be used to provide an excess
risk bound over the hypothesis generated by empirical local worst-case risk
minimization procedure: Given the i.i.d. training data Z1, . . . , Zn, the corre-
sponding minimax ERM hypothesis is given as
f̂ := argmin
f∈F





If we confine our discussion to this minimax ERM hypothesis, however, the
excess risk bound guaranteeable via Theorem 1 can be considered pessimistic;
roughly speaking, we are disregarding the fact that the f̂ should have rea-
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sonably small statistical risks over a continuous ball of distribution. More
specifically, a hypothesis with an extremely high value at some z ∈ Z close
to any one of {Zi}ni=1 may not be a satisfactory candidate output of the em-
pirical local worst-case risk minimization algorithm, and thus the properties
of such hypotheses can be ignored in the analysis of excess risk bounds of f̂ .
In this section, we build on this idea to provide an excess risk bound on the
minimax ERM hypothesis under two different assumptions on the hypothesis
space: uniform smoothness and existence of a single sufficiently smooth hy-
pothesis. Under both assumptions, the above intuition is formalized by the
following generic procedure: (1) invoke the dual formulation (Proposition 6)
to view minimax ERM as a joint minimization of the dual function over all
possible pairs of (λ, f), which admits a classic statistical learning interpreta-
tion, (2) utilize the assumptions on F to constrain the set of possible λ, and
(3) investigate the complexity of the constrained space of dual functions to
provide an excess risk bound. Note that the proof of a technical lemma de-
scribing the last step will be defered until Section 3.4.5 to avoid unnecessary
technicalities appearing in the proofs of main theorems (Theorems 2 and 3).
3.4.1 An illustrative example: ϱ as an exploratory budget
Before providing formal theoretical guarantees for ERM based on the local
worst-case risk, we give a stylized yet insightful example to illustrate the
key difference between the ordinary ERM and the local minimax ERM. In
a nutshell, the local minimax ERM utilizes the Wasserstein radius ϱ as an
exploratory budget to reject hypotheses overly sensitive to domain drift.
Consider Z ∼ Unif[0, 1] =: P on data space Z = [0, 2], along with the
hypothesis class F with only two hypotheses:
f0(z) = 1, f1(z) =
0, z ∈ [0, 1)α, z ∈ [1, 2]
for some α ≫ 1. Also, let dZ(z, z′) = |z − z′|.
Now we start looking at the local minimax ERM procedure, by calculating
the local worst-case risk of the hypotheses with respect to the empirical and
population measures. The local worst-case risk of f0 for both measures is
1, by definition. For f1, it is easy to see that the worst-case distribution for
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both P and Pn can be specified explicitly: For P , it is optimal to transport
the mass to the point z = 1 from the interval [β, 1), with β ∈ [0, 1) specified
according to the ambiguity radius ϱ > 0. For P , the optimal β can be









p+1 , leading to the local worst-case risk




p+1 . For Pn, it is optimal to transport mass
from the largest value among the training data {Zi}ni=1 to z = 1, where the
amount of mass γ to be transported is given as a solution to(






which gives γ = ϱp
(1−maxZi)p leading to the local worst-case risk of Rϱ,p(Pn, f1) =
αϱp
(1−maxZi)p . Note that we are assuming that ϱ ≤ (1 −maxZi) · n
−1/p; other-
wise, the local minimax risk of f1 can be smaller, which leads to even higher
probability of choosing nonrobust hypothesis by local minimax ERM.
The outcome of the local minimax ERM procedure is the hypothesis min-
imizing the local worst-case risk. In other words, the local minimax hypoth-
esis is f0 whenever 1 ≤ αϱ
p
(1−maxZi)p holds, which is true whenever 1− α
1/pϱ <










for any ϱ ≤ α−1/p. On the other hand, the minimizer of the local minimax
risk with respect to P is given by
f ∗ =











Now if we calculate the excess risk of the local minimax ERM hypothesis,
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we get













for any ϱ ∈ [(p+1)−1/pα−1−1/p, α−1/p], which is a nonempty interval as α > 1.
Now, if we look at the quantity
ε∗δ(ϱ) := inf
{
ε ≥ 0 : P
[


















Now observe that for some fixed ϱ and δ, we can select α = (1 − δ1/n)pϱ−p
to incur a nontrivial excess risk of order ϱ−
p2
p+1 . Moreover, this selection of
worst α can be done without changing the value of the Rademacher average
of F , as f1 does not change on the support of P .
Notice that, if the training data are drawn from Z, the ordinary ERM
will always return f1, the hypothesis that is not robust against small domain
drifts, while we are looking for a structured procedure that will return f0,
a hypothesis that works well for probability distributions close to the data-
generating distribution Unif[0, 1].
The success of minimax learning depends solely on the ability to transport
some weight from a nearby training sample to 1, the region where nonrobust
f1 starts to perform poorly. Specifically, the minimax learning is “successful”
when Rϱ,p(Pn, f0) = 1 is smaller than Rϱ,p(Pn, f1) ≈ αϱp/(1−maxZi)p, which
happens with probability 1− (1− ϱα1/p)n.
We make following key observations.
• While smaller ϱ leads to the smaller nontrivial excess risk Rϱ,p(P, f1)−
Rϱ,p(P, f0), it also leads to a slower decay of error probability. As a
result, for a given ϱ, we can come up with a hypothesis class maxi-
mizing the excess risk at target ϱ with excess risk behaving roughly as
ϱ−p
2/(p+1) without affecting the Rademacher average of the class.
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• It is possible to guarantee smooth behavior of the ERM hypothesis
without having uniform smoothness assumptions on F ; if there exists
a single smooth hypothesis f0, it can be used as a baseline comparison
to reject nonsmooth hypotheses.
3.4.2 Excess risk bounds with uniform smoothness
As evident from the illustrative example and the remarks following The-
orem 1, if we have a priori knowledge that the hypothesis selected by the
minimax ERM procedure (3.8) is smooth with respect to the underlying met-
ric, then we can restrict the feasible values of λ to provide data-independent
guarantees on generalization error, which vanishes to 0 as n→ ∞.
Let us start by imposing the uniform smoothness assumption on F .
Assumption 3. The functions in F are L-Lipschitz.
The following lemma enables the control of infimum-achieving dual pa-
rameter λ with respect to the true and empirical distribution.
Lemma 1. Fix some Q ∈ Pp(Z), and define f̃ ∈ F and λ̃ ≥ 0 via
f̃ := argmin
f∈F
Rϱ,p(Q, f) and λ̃ := argmin
λ≥0
{
λϱp + EQ[φλ,f̃ (Z)]
}
.
Then under Assumptions 1–3, we have λ̃ ≤ Lϱ−(p−1).
Proof. First note that we have








as the left-hand side corresponds to the choice z′ = Z. Now, by the optimality
of λ̃ with respect to f̃ , the right-hand side can be further upper-bounded as
follows for any λ ≥ 0




{f̃(z′)− f̃(Z)− λ · dpZ(Z, z
′)}
]




{L · dZ(Z, z′)− λ · dpZ(Z, z
′)}
]
≤ λ · ϱp + sup
t≥0
{L · t− λ · tp} ,
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where for the second line we used the Lipschitz property (Assumption 3) and
the third line holds by parametrizing t = dZ(Z, z′). If p = 1, we can simply
take λ = L to get the inequality
λ̃ · ϱ ≤ L · ϱ+ sup
t≥0
{L · t− L · t} = L · ϱ,
which gives λ̃ ≤ L. If p > 1, we can use the optimal value of t = (L/pλ)1/(p−1)
to get







Minimizing the right-hand side over λ ≥ 0 with the choice of λ = L/pϱp−1,
we get
λ̃ · ϱp ≤ Lϱ,
which yields the stated bound on λ̃.
Then, we can use the Dudley entropy integral arguments [3] on the joint
search space of λ and f to get the following theorem.














Proof. Let f ∗ ∈ F be any achiever of the local minimax risk R∗ϱ,p(P,F). We
start by decomposing the excess risk as follows:
Rϱ,p(P, f̂)−R∗ϱ,p(P,F)
= Rϱ,p(P, f̂)−Rϱ,p(P, f ∗)
≤ Rϱ,p(P, f̂)−Rϱ,p(Pn, f̂) +Rϱ,p(Pn, f ∗)−Rϱ,p(P, f ∗),




λϱp + EPn [φλ,f̂ (Z)]
}
, λ∗ := argmin
λ≥0
{λϱp + EP [φλ,f∗(Z)]} .
30




















φλ̂,f̂ (z)(P − Pn)(dz)
and, following similar logic,
Rϱ,p(Pn, f ∗)−Rϱ,p(P, f ∗) ≤
∫
Z
φλ∗,f∗(z)(Pn − P )(dz). (3.10)
By Lemma 1, λ̂ ∈ Λ := [0, Lϱ−(p−1)]. Hence, defining the function class
Φ := {φλ,f : λ ∈ Λ, f ∈ F}, we have




φ d(P − Pn)
]
. (3.11)
Since all f ∈ F take values in [0,M ], the same holds for all φ ∈ Φ. Therefore,
by a standard symmetrization argument,
















is the expected Rademacher average of Φ, with i.i.d. Rademacher random
variables ε1, . . . , εn independent of Z1, . . . , Zn. Moreover, from Eq. (3.10)
and from Hoeffding’s inequality it follows that





with probability at least 1− δ/2. Combining Eq. (3.12) and Eq. (3.13), and
applying Lemma 4 from Section 3.4.5, we obtain the theorem.
When p = 1, we get a ϱ-free bound of order 1/
√
n, recovering the correct
rate of ordinary ERM as ϱ = 0. However, Theorem 2 cannot be used to
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recover the rate of ordinary ERM for p > 1. This phenomenon, technically,
is due to the fact that we are using the Lipschitz assumption on F , which is a
data-independent constraint on the scale of the trade-off between f(z′)−f(z)








However, this holds only if f is constant, even in the simplest case Z ⊆ R.
On the other hand, the inverse-proportionality (with respect to ϱ) of the
excess risk bound in Theorem 2 complements the excess risk bound guar-
anteeable via previously presented naïve generalization bound (Eq. (3.6)).
Indeed, we would get










which does not vanish to 0 as n→ ∞.
Why can we expect, from the first place, such inverse-proportional behavior
of excess risk with respect to the ambiguity radius? To get an intuition,
consider an extreme case where ϱ is as large as the diameter of the underlying
instance space Z; in such case, the Wasserstein ball surrounding Pn is equal
to the Wasserstein ball surrounding P , making both empirical local worst-






i.e. the excess risk is always guaranteed to be zero. One may also find a (re-
mote) link from this inverse phenomenon to the case where the training data
are less informative about the true minimax-optimal hypothesis; information-
theoretic analyses [45] on the learning algorithms with constrained mutual
information between the input (training data) and the output (hypothesis)
unveiled that the smaller mutual information leads to a smaller generalization
error.
A final remark is that the adversarial training procedure appearing in a
recent work of Sinha et al. [46] can be interpreted as a relaxed version of
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local minimax ERM, where we consider λ to be fixed (to enhance imple-
mentability), rather than explicitly searching for an optimal λ. In such case,
Lemma 1 may provide a guideline for the selection of parameter λ; for ex-
ample, one might run the fixed-λ algorithm over a sufficiently fine grid of λ
on the interval [0, Lϱ−(p−1)] to approximate the local minimax ERM.
3.4.3 Excess risk bounds with a minimal assumption
We now consider a weaker alternative to Assumption 3.
Assumption 4. There exists a hypothesis f0 ∈ F , such that, for all z ∈ Z,
f0(z) ≤ C0dpZ(z, z0) for some C0 ≥ 0 and z0 ∈ Z.
Assumption 4 guarantees the existence of a hypothesis with smooth behav-
ior with respect to the underlying metric dZ ; on the other hand, smoothness
is not required for every f ∈ F , and thus Assumption 4 is particularly useful
when paired with a rich class F .
It is not difficult to see that Assumption 4 holds for most common hy-
pothesis classes. As an example, consider again the setting of regression
with quadratic loss as in Proposition 5; the functions f ∈ F are of the form
f(z) = f(x, y) = (y − h(x))2, where h runs over some given class of candi-
date predictors that contains constants. Then, we can take h0(x) ≡ 0, in
which case f0(z) = (h0(x) − y)2 = |y|2 ≤ d2Z(z, z0) for all z0 of the form
(x, 0) ∈ X × Y .
Under Assumption 4, we can prove the following counterpart of Lemma 1.
Lemma 2. Fix some Q ∈ Pp(Z). Define f̃ ∈ F and λ̃ ≥ 0 via
f̃ := argmin
f∈F
Rϱ,p(Q, f) and λ̃ := argmin
λ≥0
{
λϱp + EQ[φλ,f̃ (Z)]
}
.
Then, under Assumptions 1,2,4, λ̃ ≤ C02p−1 (1 + (diam(Z)/ϱ)p).



























































p−1dpZ(z, z0) + (C02














≤ C02p−1 (ϱp + (diam(Z))p) .
Substituting this estimate into (3.14), we obtain what we want.
An intuition behind Lemma 2 is to interpret the Wasserstein perturbation
ϱ as a regularization parameter to thin out hypotheses with non-smooth be-
havior around Q by comparing it to f0. As ϱ grows, a smaller dual parameter
λ is sufficient to control the adversarial behavior.
We can now give a performance guarantee for the minimax ERM (3.8).
Theorem 3. Under Assumptions 1,2,4, the following holds with probability




















Proof. The proof is same as the proof of Theorem 3 given above, except
that we use Lemma 2 instead of Lemma 1. Then, the expected Rademacher














(see Section 3.4.5), and the result follows.
Similarly to Theorem 2, the second term decreases as ϱ grows. Also note
that the excess risk bound of [37] shows the same behavior as Theorem 3,
where in that case ϱ is the slack in the moment constraints defining the ambi-
guity set. While larger ambiguity can be helpful for learnability in this sense,
note that the risk inequalities of Section 3.2 imply that Rϱ,p(P, f)−R(P, f)
can be bigger with larger ϱ. Using these two elements, one can provide
domain-specific excess risk bounds which explicitly describe the interplay of
both elements with ambiguity (see Section 3.5).
3.4.4 Example bounds
In this subsection, we illustrate the use of Theorem 2 when (upper bounds
on) the covering numbers for the hypothesis class F are available. Through-
out this subsection, we continue to work in the setting of regression with
quadratic loss as in Proposition 5; we let X = {x ∈ Rd : ∥x∥2 ≤ r0} be a ball
of radius r0 in Rd centered at the origin, let Y = [−B,B] for some B > 0,
and equip Z with the Euclidean metric Eq. (3.4). Also, we take p = 1.
We first consider a simple neural network class F consisting of functions
of the form f(z) = f(x, y) = (y − s(fT0 x))2, where s : R → R is a bounded
smooth nonlinearity with s(0) = 0 and with bounded first derivative, and
where f0 takes values in the unit ball in Rd.











where C1 is a constant dependent only on d, r0, s, B:










Proof. We first verify the regularity assumptions. Assumption 1 is evidently
satisfied since diam(Z) =
√
diam(X )2 + diam(Y)2 ≤ 2
√
r20 +B
2. Each f ∈
F is continuous, and Assumption 2 holds with M = (∥s∥∞ +B)2. To verify
Assumption 3, we proceed as
|f(x, y)− f(x′, y′)|
=
∣∣(y − s(fT0 x))2 − (y′ − s(fT0 x′))2∣∣
≤
∣∣y + y′ − s(fT0 x)− s(fT0 x′)∣∣ · ∣∣y − y′ + s(fT0 x′)− s(fT0 x)∣∣
≤ (2B + 2∥s∥∞) ·
(
|y − y′|+
∣∣s(fT0 x′)− s(fT0 x)∣∣)
≤ (2B + 2∥s∥∞) · (1 + ∥s′∥∞) (|y − y′|+ ∥x′ − x∥)
≤ 2
√
2(B + ∥s∥∞) · (1 + ∥s′∥∞)
√
|y − y′|2 + ∥x− x′∥2,
where the last line follows from Jensen’s inequality. Hence, Assumption 3
holds with L = 2
√
2(B + ∥s∥∞)(1 + ∥s′∥∞).
To evaluate the Dudley entropy integral in Theorem 3, we need to estimate
the covering numbers N (F , ∥·∥∞, ·). First observe that, for any two f, g ∈ F










∣∣∣(y − s(fT0 x))2 − (y − s(gT0 x))2∣∣∣
≤ 2B sup
x∈X
|s(fT0 x)− s(gT0 x)|+ sup
x∈X
|s2(fT0 x)− s2(gT0 x)|
≤ 2r0 (B + ∥s∥∞) ∥s′∥∞︸ ︷︷ ︸
:=D
∥f0 − g0∥2.
Since f0, g0 belong to the unit ball in Rd,






for 0 < u < D, and N (F , ∥ · ∥∞, u/2) = 1 for u ≥ 2D, which gives∫ ∞
0
√















Substituting this into the bound (3.9), we get the desired estimate.
We also consider the case of a massive nonparametric class. Let (HK , ∥·∥K)
be the Gaussian reproducing kernel Hilbert space (RKHS) with the ker-
nel K(x1, x2) = exp {−∥x1 − x2∥22/σ2} for some σ > 0, and let Br :=
{h ∈ HK : ∥h∥K ≤ r} be the radius-r ball in HK . Let F be the class of
all functions of the form f(z) = f(x, y) = (y − f0(x))2, where the predictors
f0 : X → R belong to IK(Br), an embedding of Br into the space C(X ) of
continuous real-valued functions on X equipped with the supremum norm
∥f∥X := supx∈X |f(x)|.
Using the covering number estimates due to Cucker and Zhou [41], we can
prove the following generalization bounds for Gaussian RKHS.










































(here, Γ(s, v) :=
∫∞
v
us−1e−udu is the incomplete gamma function).
Proof. We will denote by ⟨·, ·⟩K the inner product in HK , and by ∥ · ∥K the
induced norm. For completeness, we state the covering number estimates by
Cucker and Zhou [41, Thm 5.1].
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Proposition 7. For compact X ⊂ Rd, the following holds for all u ∈ (0, r/2].











We would also need the following technical lemma.
Lemma 3. For any f, g ∈ F induced by f0, g0 ∈ IK(Br) (respectively),
∥f∥∞ ≤ 2(r2 +B2)
∥f − g∥∞ ≤ 2(r +B)∥f0 − g0∥X .
Proof of Lemma 3. First note that
√
K(x, x) = 1 holds for any x ∈ X by
the definition of Gaussian kernel. This leads immediately to the first claim:
for any x ∈ X , y ∈ [−B,B],
(f0(x)− y)2 ≤ 2f 20 (x) + 2y2 ≤ 2(⟨f0, Kx⟩K)2 + 2B2 ≤ 2(⟨f0, f0⟩K) + 2B2,
where the first inequality is by Jensen’s inequality, the second is due to the
reproducing kernel property of K, and the third is Cauchy-Schwarz inequality
in HK (Kx denotes the kernel centered at x, i.e. x′ 7→ K(x, x′)). The second
claim can be established similarly: for any x ∈ X , y ∈ [−B,B],







≤ 2(r +B)∥f0 − g0∥X ,
where the last inequality is due to Cauchy-Schwarz inequality again.
Before proceeding, we first observe that the Gaussian kernel is (
√
2/σ)-
Lipschitz, i.e. ∥Kx − Kx′∥K ≤
√
2/σ · ∥x − x′∥2. Indeed, we can proceed
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as
∥Kx −Kx′∥2K = ⟨Kx −Kx′ , Kx −Kx′⟩K
= 2− 2K(x, x′)









where we used the fact that the function u 7→ 2u/σ2 − 2 + 2e−u/σ2 is non-
negative for u ≥ 0.
We now check the validity of Assumptions 1–3. Assumption 1 holds as
diam(Z) =
√
diam(X )2 + diam(Y)2 ≤ 2
√
r20 +B
2. The functions in F are
continuous, and Assumption 2 holds with M = 2(r2 + B2) by virtue of the
first estimate of Lemma 3. To verify Assumption 3, we proceed as
|f(x, y)− f(x′, y′)| =
∣∣(y − f0(x))2 − (y′ − f0(x′))2∣∣
≤ |y + y′ − f0(x)− f0(x′)| · |y − y′ + f0(x′)− f0(x)|
≤ 2(r +B) · (|y − y′|+ |⟨f0, Kx′ −Kx⟩K |)
≤ 2(r +B) · (|y − y′|+ r · ∥Kx′ −Kx∥K)
≤ 2(r +B) ·
(





















|y − y′|2 + ∥x− x′∥22,
where the fourth inequality holds by the Lipschitz continuity of the Gaussian
reproducing kernel, and the last inequality is Jensen’s inequality. Hence,










Now we proceed to upper-bound the Dudley entropy integral for F .∫ ∞
0
√




































where we used the second claim of Lemma 3 for the first inequality and the
monotonicity of covering numbers for the second inequality. Plugging in the




























and hence T1 + T2 ≤ C148 (r





















3.4.5 Rademacher complexity of Φ
Here, we provide a technical lemma that provides an upper bound on the
Rademacher complexity of the dual function class
Φ = {φλ,f | λ ∈ Λ, f ∈ F} .
for a compact real interval Λ.2
2Recall that Lemmas 1 and 2 enable us to constrain the set Λ.
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which is clearly zero-mean: E[Xφ] = 0 for all φ ∈ Φ. To upper-bound the
Rademacher average Rn(Φ), we first show that X is a subgaussian process
with respect to a suitable pseudometric. For φ = φλ,f and φ′ = φλ′,f ′ , define
dΦ(φ, φ
′) := ∥f − f ′∥∞ + (diam(Z))p|λ− λ′|,
and it is not hard to show that ∥φ− φ′∥∞ ≤ dΦ(φ, φ′). Then, for any t ∈ R,
using Hoeffding’s lemma and the fact that (εi, Zi) are i.i.d., we arrive at



























Hence, X is subgaussian with respect to dΦ, and therefore the Rademacher







logN (Φ, dΦ, u)du,
where N (Φ, dΦ, ·) are the covering numbers of (Φ, dΦ). From the definition
of dΦ, it follows that
















logN (Λ, | · |, u/2(diam(Z))p)du.


























logN (F , ∥ · ∥∞, u/2)du+ 2|Λ|(diam(Z))p
)
.
3.5 Application to domain adaptation
Ambiguity sets based on Wasserstein distances have two attractive features.
First, the metric geometry of the instance space provides a natural mech-
anism for handling uncertainty due to transformations on the problem in-
stances. For example, a recent work by Sinha et al. [46] interprets the un-
derlying metric as a perturbation cost of an adversary in the context of ad-
versarial examples [32]. Second, Wasserstein distances can be approximated
efficiently from the samples; Fournier and Guillin [47] provide nonasymp-
totic convergence results in terms of both moments and probability for gen-
eral p. This allows us to approximate the Wasserstein distance between two
distributions Wp(P,Q) by the Wasserstein distance between their empirical
distributions Wp(Pn, Qn), which makes it possible to specify a suitable level
of ambiguity ϱ.
One interesting area of application, where we benefit from both of these
aspects is the problem of domain adaptation, arising when we want to transfer
the data/knowledge from a source domain P ∈ P(Z) to a different but related
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target domain Q ∈ P(Z) [13]. While the domain adaptation problem is
often stated in a broader context, we confine our discussion to adaptation in
supervised learning, assuming Z = X × Y where X is the feature space and
Y is the label space. From now on, we disintegrate the source distribution
as P = µ⊗ PY |X and target distribution as Q = ν ⊗QY |X .
Existing theoretical results on domain adaptation are phrased in terms of
the “discrepancy metric” [14]: given a loss function l : Y × Y → R and a
family of predictors H of form h : X → Y , the discrepancy metric is defined
as
discH(µ, ν) := max
h,h′∈H
|Eµ [l(h(X), h′(X))]− Eν [l(h(X), h′(X))]| .
Typical theoretical guarantees involving the discrepancy metric take the form
of generalization bounds: for any h ∈ H,








where h∗P and h∗Q are minimizers of R(P, h) = EP [l(h(X), Y )] and R(Q, h) =
EQ[l(h(X), Y )]. While these generalization bounds provide a uniform guar-
antee for all predictors in a class, they can be considered pessimistic in the
sense that we compare the excess risk to R(P, h), which is the performance
of some selected predictor at the source domain.
Our work, on the other hand, aims to provide an excess risk bound for a
specific target hypothesis f̂ given by the solution of a minimax ERM. Suppose
that it is possible to estimate the Wasserstein distance Wp(P,Q) between the
two domain distributions. Then, as we show below, we can provide a gener-
alization bound for the target domain by combining estimation guarantees
for Wp(P,Q) with risk inequalities of Section 3.2.
We work in the setting considered by Courty et al. [48]: Let X ,Y be
metric spaces with metric dX and dY . We then endow Z with the ℓp product
metric
dZ(z, z








We assume that domain drift is due to an unknown (possibly nonlinear)
transformation T : X → X of the feature space that preserves the conditional
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distribution of the labels given the features, e.g. acquisition condition, sensor
drift, thermal noise, etc. That is, ν = T#µ, the pushforward of µ by T , and
for any x ∈ X and any measurable set B ⊆ Y
PY |X(B|x) = QY |X(B|T (x)). (3.17)
This assumption leads to Lemma 5, which enables us to estimate Wp(P,Q)
only from unlabeled source domain data and unlabeled target domain data.
Lemma 5. Suppose there exists a deterministic and invertible optimal trans-




Wp(P,Q) = Wp(µ, ν). (3.18)
Proof. First we prove the direction Wp(P,Q) ≤ Wp(µ, ν).
Define the mapping T̃ : Z → Z by
T̃ := T ⊗ idY ,
i.e., T̃ (z) = T̃ (x, y) = (T (x), y), and let Q̃ = T̃#P , the pushforward of P
by T̃ . We claim that Q̃ ≡ Q. Indeed, for any measurable sets A ⊆ X and
B ⊆ Y ,














where we have used the relation Eq. (3.17) and the invertibility of T . Thus,
W pp (P,Q) ≤ EP [d
p
Z(Z, T̃ (Z)))] = EP [d
p
X (X,T (X))] = W
p
p (µ, ν).
For the reverse inequality, let M ∈ P(Z × Z) be the optimal coupling of
P and Q. Then, for Z = (X,Y ) and Z ′ = (X ′, Y ′) with (Z,Z ′) ∼ M ,
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the marginal MXX′ is evidently a coupling of the marginals µ and ν, and
therefore











≥ EM [dpX (X,X
′)]
≥ W pp (µ, ν).
If X is a convex subset of Rd endowed with the ℓp metric dX (x, x′) =
∥x − x′∥p for p ≥ 2, then, under the assumption that µ and ν have positive
densities with respect to the Lebesgue measure, the (unique) optimal trans-
port map from µ to ν is deterministic and a.e. invertible – in fact, its inverse
is equal to the optimal transport map from ν to µ [27].
Now suppose that we have n labeled examples (X1, Y1), . . . , (Xn, Yn) from













Notice that, by the triangle inequality, we have
Wp(µ, ν) ≤ Wp(µ, µn) +Wp(µn, νm) +Wp(ν, νm). (3.19)
Here, Wp(µn, νm) can be computed from unlabeled data by solving a finite-
dimensional linear program [27], and the following convergence result of
Fournier and Guillin [47] implies that, with high probability, both Wp(µ, µn)
and Wp(ν, νm) rapidly converge to zero as n,m→ ∞:
Proposition 8. Let µ be a probability distribution on a bounded set X ⊂ Rd,
where d > 2p. Let µn denote the empirical distribution of X1, . . . , Xn
i.i.d.∼ µ.
Then, for any r ∈ (0,∞),
P(Wp(µn, µ) ≥ r) ≤ Ca exp(−Cbnrd/p), (3.20)
where Ca, Cb are constants depending on p, d, diam(X ) only.
Note that d > 2p is not a necessary constraint, and the bound still holds
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in the case d ≤ 2p with different speed of convergence. In particular, Propo-
sition 8 is a constrained version of [47, Thm. 2] under finite Eα,γ(µ) for
α = d > p.
Based on these considerations, we propose the following domain adaptation
scheme:
1. Compute the p-Wasserstein distance Wp(µn, νm) between the empirical
distributions of the features in the labeled training set from the source
domain P and the unlabeled training set from the target domain Q.
2. Set the desired confidence parameter δ ∈ (0, 1) and the radius















where Pn is the empirical distribution of the n labeled samples from P .
We can give the following target domain generalization bound for the hy-
pothesis generated by Eq. (3.22):
Theorem 4. Suppose that the feature space X is a bounded subset of Rd with
d > 2p, take dX (x, x′) = ∥x− x′∥p, and let F be a family of hypotheses with
Lipschitz constant at most L. Then, the empirical risk minimizer f̂ from
Eq. (3.22) satisfies











with probability at least 1− δ.
Proof. For simplicity, we assume that there exists a hypothesis f ∗ ∈ F that
achieves R∗(Q,F). Then, for any ϱ > 0 such that Wp(P,Q) ≤ ϱ, Proposi-
tion 3 implies that
R(Q, f̂)−R(Q, f ∗) ≤ Rϱ,p(P, f̂)−Rϱ,p(P, f ∗) + 2Lϱ
≤ Rϱ,p(P, f̂)−R∗ϱ,p(P,F) + 2Lϱ.
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holds with probability at least 1− δ/2. Thus, it remains to find the right ϱ,
such that thatWp(P,Q) ≤ ϱ holds with high probability. From Proposition 8,













Since Wp(P,Q) = Wp(µ, ν) by Lemma 5, we see that Wp(P,Q) ≤ ϱ̂(δ) with
probability at least 1− δ/2, where ϱ̂(δ) is given by Eq. (3.21). The claim of
the theorem follows from the union bound.
Comparing the bound of Theorem 4 with the discrepancy-based bound
Eq. (3.16), we note that the former does not contain any terms related
to R(P, f̂) or the closeness of the optimal predictors for P and Q. The
only contributions to the excess risk are the empirical Wasserstein distance
Wp(µn, νm) (which captures the discrepancy between the source and the tar-
get domains in a data-driven manner) and an empirical process fluctuation
term. In this sense, the bound of Theorem 4 is closer in spirit to the usual
excess risk bounds one obtains in the absence of domain drift.
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Chapter 4
Learning Finite-Dimensional Coding Schemes
with Nonlinear Reconstructions
In this chapter, we study the problem of learning finite-dimensional coding
schemes from a statistical learning perspective. A code is a succinct repre-
sentation of a high-dimensional random vector (called data or signal) that
retains the features of the data that are relevant for the subsequent tasks.
For example, traditional schemes of data compression are designed for a
high-fidelity reconstruction of the original signal [49], while modern signal
representation schemes are often optimized toward enhancing the effective-
ness of subsequent statistical inferences based on the extracted features [50],
such as classification or regression.
Admittedly, a large number of studies regarding the the design of an op-
timal coding scheme, i.e. a pair of encoders and decoders, falls within the
purview of rate-distortion theory [51] and the theory of vector quantization
[52]. Under such lossy source coding frameworks, one aims to compress
the high-dimensional data into a finite number of representations, with con-
straints imposed by the limitations on the speed of digital transmission or
on the available storage space.
On the other hand, modern coding schemes are not constrained to code-
books of finite cardinality. Instead, given recent advances in machine learn-
ing using deep neural nets [5], it is of interest to consider analog schemes
for lossy compression that map the original high-dimensional data into a
continuous representation of lower dimensionality [50], and where the recon-
struction operations that send the compressed representation back to the
original high-dimensional space are implemented by nonlinear maps with a
given structure. A popular example is the case of autoencoders [15], where
a high-dimensional data is coded into a low-dimensional representations via
neural net, and reconstructed back to the original dimension to produce a
close approximation of the original data; if an accurate reconstruction is pos-
sible, the low-dimensional representations are presumed to contain enough
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information about the original data, which would then be used for subsequent
learning tasks.
Even if one can show the existence of an optimal analog coding scheme
matched to a given data-generating distribution, this distribution is often
unknown, and one has to resort to empirical design (or learning) of coding
schemes on the basis of training samples. In that case, it is of interest to
obtain theoretical bounds on the optimality gap (or generalization error) of
the learned coding scheme. Recently, Maurer and Pontil [18] studied the
problem of learning finite-dimensional coding schemes with compact low-
dimensional representation spaces and linear reconstruction maps, and used
empirical process techniques to derive the bounds on the generalization error.
Follow-up work by Vainsencher et al. [53] extended this result to the setting
of dictionary learning, but the reconstruction maps were still assumed to be
linear.
In this chapter, we aim to extend the Maurer-Pontil framework to the
class of nonlinear reconstruction maps including the case of deep neural net-
works. Moreover, it turns out that the utility of finite-dimensional coding
schemes is not limited to compression — one can also view them as approxi-
mate generative models for a given signal class subject to suitable structural
constraints.
The remainder of this chapter is organized as follows. In Section 4.1, we
present a comprehensive theoretical framework for finite-dimensional coding
schemes, focused on the notion of reconstruction error. In Section 4.2, we
study some of the properties of the expected reconstruction error via its
relationship to the optimal transport theory and rate-distortion theory. In
Section 4.3, we formulate the problem of empirical design or learning of
a coding scheme and provide two bounds on the generalization error, one
based on the optimal transport theory and another based on exploiting the
geometric complexity of the class of reconstruction maps. In Section 4.4, we
exemplify the use of the latter generalization bound in the context of finite-
dimensional coding schemes with reconstruction maps implemented by deep
neural nets. The materials presented here are based on [54].
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4.1 The framework of k-dimensional coding schemes
We consider a class of coding schemes for a random vector Z (called data)
taking values in a subset Z of Rd. A k-dimensional coding scheme (with k ≤
d) consists of a compact set H ⊂ Rk (called codebook) and a measurable
map f : H → Z (called reconstruction map) which is an element of a given
class F of admissible reconstruction maps. The reconstruction error of
h ∈ H for Z is defined as
ef (Z, h) := ∥Z − f(h)∥2, (4.1)
and we consider the minimal reconstruction error
ef (Z) := min
h∈H
ef (Z, h) = min
h∈H
∥Z − f(h)∥2. (4.2)
In other words, given a fixed reconstruction map f , the reconstruction error
ef (Z, h) is the squared error incurred by encoding a data Z to a codeword h
and the minimal reconstruction error is the error incurred by encoding the
signal to an optimal code.
We assume enough regularity for the elements of F to guarantee the ex-
istence of the minimum in Eq. (4.2) — since H is compact, it suffices to
ensure that all functionals of the form h 7→ ef (z, h) (z ∈ Z, f ∈ F) are lower
semicontinuous. Let P denote the probability of Z (called data-generating
distribution). Then the expected reconstruction error of f ∈ F is given
by







Given the class F , an optimal coding scheme for P is any element f ∈ F
that attainst the minimum expected reconstruction error R∗r(P,F) :=
inff∈F Rr(P, f).
This framework is closely related to the notion of k-dimensional coding
schemes introduced by Maurer and Pontil [18]. In that work, Z is a random
element of a unit ball of a (possibly infinite-dimensional) Hilbert space H,
the codebook H is a compact subset of Rk, and F is taken to consist of linear
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Here, we restrict the data space H to be finite-dimensional, but allow non-
linear reconstruction maps. This extension enables us to treat modern vari-
ants of representation learning, such as autoencoders [55], under the same
framework as vector quantization, principal component analysis (PCA), non-
negative matrix factorization, and sparse coding, by carefully selecting the
codebook H and reconstruction maps F . Two simple illustrative examples
follow.
Vector quantization A k-point vector quantizer on Rd is specified by a
codebook C = {u1, . . . , uk} ⊂ Rd and the (nearest-neighbor) encoding map
Z 7→ argmin
j∈{1,...,k}
∥Z − uj∥2, (4.4)
with a fixed but arbitrary tie-breaking rule. The minimal reconstruction
error is given by eC(z) = minj∈{1,...,k} ∥z − uj∥2. As shown by Maurer and
Pontil [18], vector quantization is an instance of a linear k-dimensional coding
scheme with H = {e1, . . . , ek} (the canonical orthonormal basis of Rk) and
the linear reconstruction map f : Rk → Rd defined by f(ej) := uj (j ∈
{1, . . . , k}) and extended to all of Rk by linearity. Indeed, by construction of
f ,
ef (z) = min
h∈H
∥z − f(h)∥2 = min
j∈{1,...,k}
∥z − f(ej)∥2 = min
j∈{1,...,k}
∥z − uj∥2 = eC(z).
(4.5)
□
Neural nets Let σ : Rd → Rd be a fixed nonlinearity (or activation func-






where m ∈ N, ci are are arbitrary real coefficients, Ai ∈ Rd×k are arbitrary
weight matrices of the neural connections, and bi ∈ Rd are arbitrary vectors
of biases. We can take H to be, for example, the ℓ2 unit ball in Rk, in which
case the coding problem consists in finding a vector h ∈ Rk with ∥h∥ ≤ 1 such
that Z can be best approximated in L2(P ) by passing h through a nonlinear
map of the form Eq. (4.6). The class Fnn corresponds to neural nets with
one hidden layer; we will consider multilayer neural nets in the sequel.
□
We note that the above extension of Maurer–Pontil framework to nonlinear
reconstruction maps can be further generalized into the framework of general-
ized maximum likelihood encoders. More specifically, suppose that the recon-
struction maps are now mappings from the representation space H to some
set of model parameters M, which index the model space P = {pµ | µ ∈ M}
of probability densities on Z with respect to some common dominating mea-
sure m. Given a reconstruction map f , the maximum pseudo-likelihood en-







which minimizes the expected description length of the original signal (see,
e.g. [56, 55]). As a quick example, one may consider using standard Gaussian
distributions centered at f(h) as the model space; in this case, the maximum
















This selection of encoder recovers the minimal reconstruction error (Eq. (4.2))
when paired with the reconstruction map f as a decoder. Even more gener-
ally, one may consider a pseudo-MAP (maximum a posteriori) encoder with







In this case, the presence of the prior distribution would lead to a form of
regularization in the optimization of h. For example, consider the case of
sparse coding with atomic norm regularization: Let the atomic norm of any
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vector h in any basis A can be defined as
∥h∥A := inf{t ≥ 0 | h ∈ t · conv(A)},
where conv(A) denotes the convex hull of A. For instance, if A is the set of
all 1-sparse unit vectors in Z, then the atomic norm is an ℓ1-norm; if A is the
set of all m ×m symmetric, unit norm, rank-1 real matrices in Z = Rm×m,
then the atomic norm is the nuclear norm of f ; etc. We take the conic hull
of A to be our codebook:




∣∣∣ ca ≥ 0, ∀a ∈ A} .
Again, let our model space be Gaussian with pµ(z) ∝ exp(−∥µ− z∥2/2), and
introduce the prior λ(h) = exp(−γ · ∥h∥A/2) for some constant γ > 0. Then,




∥z − f(h)∥2 + γ · ∥h∥A
}
.
By considering the family of linear reconstruction maps, we recover the frame-
work of sparse coding with atomic norm regularization.
4.2 Some results on the expected reconstruction error
The expected reconstruction error Eq. (4.3) can be connected to the theory of
optimal transport [27] and to rate-distortion theory [51]. While the primary
objective of this chapter is to study the learning of coding schemes, not the
(minimum) expected reconstruction error itself, we briefly discuss the ideas
and implications next.
4.2.1 Connection to optimal transport
Using ideas from the theory of optimal transport [27], we can characterize the
expected reconstruction error of a given reconstruction map, as the minimum
approximation error of the data-generating distribution by probability distri-
butions on Rd that can be realized as pushforwards of probability measures
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supported on the codebook by the reconstruction map.
Consider the following recipe for generating a random element of Rd: Fix
a probability distribution π on the codebook H and select a measurable map
f : H → Rd. Then, draw a random element H ∼ π and pass it through f .
The probability law of f(H) is called the pushforward of π by f and denoted
by f♯π: for any Borel set A ⊆ Rd,
f♯π(A) := π(f
−1[A]),
where f−1[A] is the preimage of A under f . Then, we have the following
proposition.
Proposition 9. Suppose that Z is a compact subset of Rd. Then, for any
Borel reconstruction map f : H → Z,
Rr(P, f) = inf
π∈P(H)
W 22 (P, f♯π).




where F♯P(H) is the set of all Borel probability measures on Rd that can be
implemented as a pushforward f♯π of some π ∈ P(H) by some f ∈ F .
Proof. First note that as Z is compact, we automatically have P, f♯π ∈
P2(Rd) for any π ∈ P(H) and any measurable f : Rk → Z.
Now by the measurable selection theorem [57], for any ε > 0 there exists
a measurable map ϕε : Z → H such that
∥z − f(ϕε(z))∥2 ≤ min
h∈H
∥z − f(h)∥2 + ε, ∀z ∈ Z.
Denote by πε the pushforward (ϕε)♯P . Evidently, πε ∈ P(H). Then, since
the joint law of Z and f(ϕε(Z)) is a coupling of P and f♯πε, we have
EP min
h∈H
∥Z − f(h)∥2 + ε ≥ inf
M(·×H)=P
M(Z×·)=πε
EM∥Z − f(H)∥2 ≥ inf
π
W 22 (P, f♯π),
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by the definition of πε. Taking ε→ 0, we get
Rr(P, f) ≥ inf
Q∈F♯P(H)
W 22 (P,Q).
The other direction is straightforward, as for any distribution π̃ ∈ P(H) and
any z ∈ Z, we have minh∈H ∥z − f(h)∥2 ≤ Eπ̃∥z − f(h)∥2.
Note from the proof, that the assumption that Z is compact has been
introduced mainly for the sake of simplicity; more specifically, the assumption
was required for 2-Wasserstein distance to be defined. The Proposition 9 may
thus be easily extended to arbitrary Borel sets Z, under appropriate moment
conditions on P and f♯π.
It is useful to campare Proposition 9 to the following classic result of
Pollard [58]: Given a Borel probability measure P ∈ P2(Rd), let ek(P ) denote
the minimum expected reconstruction error for Z ∼ P over all k-point vector
quantizers:









Now let P(k) ⊂ P2(Rd) denote the collection of all probability measures
supported by (at most) k points in Rd. Then, [58] shows that we have
ek(P ) = inf
Q∈P(k)
W 22 (P,Q). (4.9)
Recalling the example of vector quantization from Section 4.1, take H =
{e1, . . . , ek} (the canonical orthonormal basis in Rd) and let F be the collec-
tion of all linear maps f : Rk → Rd. Then, any Q ∈ P (k) supported on the
set {u1, . . . , uk} can evidently be realized as f♯π with π({ej}) = Q({uj}) and
f(ej) = uj, for all j ∈ {1, . . . , k}. Since we can now rewrite Eq. (4.9) as
ek(P ) = inf
Q∈F♯P(H)
W 22 (P,Q) ≡ Rr(P,F), (4.10)
we can view Pollard’s result Eq. (4.9) as a special case of Proposition 9, which
allows infinite and continuous codebooks and nonlinear reconstruction maps.
This Wasserstein distance characterization of the expected reconstruction
error enables an alternative approach to study the generalization error in
learning coding schemes. More specifically, we can show that the expected
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reconstruction error with respect to the empirical distribution Pn converges
to the expected reconstruction error, with respect to the data-generating
distribution P using the convergence properties of the empirical measure in
Wasserstein distance. This idea will be formalized in Section 4.3.1.
4.2.2 Connection to rate-distortion theory
For a codebook H with finite cardinality, the minimum expected reconstruc-
tion error R∗r(P,F) can be lower-bounded in terms of information-theoretic
quantities originating in rate-distortion theory [51].
We begin by introducing the necessary information-theoretic notions [59]:
For any two probability measures µ, ν ∈ P(Rd), the Kullback-Leibler diver-







if µ is absolutely continuous with respect to ν, in which case dµ
dν
is the Radon-
Nikodym derivative; otherwise, we let D(µ∥ν) = ∞. The (Shannon) mutual
information between two random vectors Z1, Z2 is defined as
I(Z1;Z2) := D (PZ1Z2∥PZ1 ⊗ PZ2) ,
where the distributions PZ1 , PZ2 , PZ1Z2 denote the marginal distributions and
joint distribution of Z1 and Z2, respectively.
Now, the (information) distortion-rate function [49], with respect to the
squared error, is defined as
D(R,P ) := inf
P
Ẑ|Z :I(Z;Ẑ)≤R
E∥Z − Ẑ∥2. (4.11)
The quantity Eq. (4.11) arises as a minimum achievable average squared
error among any possible lossy source coding schemes, i.e. compression and
decompression of an analog data (or signal) distributed as P using R nats
(unit of information corresponding to the nautral logarithm).
We can now bound the minimum expected reconstruction error by the
distortion-rate function.
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Proposition 10. Suppose that the codebook H has finite cardinality k. Then,
for any class of reconstruction maps F and any data-generating distribution
P , we have
R∗r(P,F) ≥ D(log k, P ).
Proof. Consider the following Markov chain:
Z
g∈G−→ H f∈F−→ Ẑ,
where Z is distributed as P , and G is a family of all measurable maps H → Z.
Then, we have
I(Z; Ẑ) ≤ I(Z;H) ≤ log k,
where the first inequality is due to the data-processing inequality and the
















EP∥Z − Ẑ∥2︸ ︷︷ ︸
=D(log k,P )
.
Expressing the minimum expected reconstruction error in terms of the
distortion-rate function has several advantages. First, the optimization prob-
lem Eq. (4.11) specifying the lower bound is a convex program, and thus
can be efficiently approximated (see, e.g., [60]). Second, we can estimate
D(log k, P ) from below using the Shannon lower bound [61] and get the lower
bound R∗r(P,F) ⪰ O(k−2/d), while the results from high-resolution vector
quantization theory [52] provide a matching upper bound as k → ∞.
Also note that Proposition 10 can be extended to the case of continuous
codebooks via a simple covering number argument, to provide a (possibly
loose yet simple) lower bound on the minimum expected reconstruction error.
For example, suppose that the reconstruction maps in F are L-Lipschitz. Let
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∥h− c∥ ≤ ε. (4.12)
Then, for any z ∈ Z, h ∈ H, c ∈ Cε and any λ ∈ (0, 1), we have
∥z − f(c)∥2 ≤ 1
λ





∥z − f(h)∥2 + 1
1− λ
L2∥c− h∥2,
where we have used Jensen’s inequality and the Lipschitz continuity of f .
Minimizing both sides over c ∈ Cε and h ∈ H and using Eq. (4.12), we obtain
min
c∈Cε




∥z − f(h)∥2 + 1
1− λ
L2ε2.











4.3 Learning coding schemes with nonlinear
reconstruction maps
We now consider the problem of learning a coding scheme in the situation
when the data-generating distribution P is unknown, but we have an access to
training samples Z1, . . . , Zn drawn independently from P . In particular, we




|Rr(P, f)−Rr(Pn, f)| (4.13)
= sup
f∈F







where Pn is the empirical distribution of the samples, i.e. for any Borel
set A ⊆ Rd we have Pn(A) = 1n
∑n
i=1 1{Zi ∈ A}. In other words, the
generalization error measures how accurately the empirical reconstruction
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error (i.e. average reconstruction error for training samples) approximates
the true expected reconstruction error for the data-generating distribution P .
For simplicity, we drop P and simply write gen(F) when the data-generating
distribution is clear from the context.
We remind the reader that any upper bound on the generalization error
gen(P,F), e.g., one that holds in expectation or with high probability, pro-
vides a theoretical performance guarantee for learning using the empirical
risk minimization (ERM) algorithm [4]
f̂ := argmin
f∈F







as we have briefly described in Section 2.1. Suppose, for simplicity, that
a minimizing f̂ exists (otherwise, we can consider ε-minimizers and then
take ε → 0). Likewise, assume that there exists some f ∗ ∈ F that achieves
R∗r(P,F). Then, using the fact that Rr(Pn, f̂) ≤ Rr(Pn, f ∗) by the construc-
tion of f̂ , we have







Rr(Pn, f̂)−Rr(Pn, f ∗)
]




In the setting when the codebook H is finite, the problem of learning a cod-
ing scheme from data and the corresponding generalization error Eq. (4.13)
have been studied extensively in the literature on vector quantization and
k-means clustering [58, 62, 63]. The problem of learning a coding scheme
with H as a compact subset of Rk was addressed first by Maurer and Pontil
[18], with a subsequent work of Vainsencher et al. [53] on dictionary learning,
where H was the unit sphere in Rk and various sparsity constraints were im-
posed on the admissible linear reconstruction maps. Related work by Mehta
and Gray [64] analyzed the generalization error in the context of predictive
sparse coding. In all these works, linearity of the reconstruction maps re-
mained the central assumption. One notable exception is the recent work
of Mazumdar and Rawar [65], where the reconstruction maps are taken to
be single-layer neural nets with rectified linear unit (ReLU) activation func-
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tions. In that work, however, the focus is on approximate recovery (in the
Frobenius norm) of the matrix product AH, where A is a d × k matrix of
neural network weights and H is the k×n “representation matrix” for the n
observations Z1, . . . , Zn, i.e., the ith column of H is the element of H corre-
sponding to Zi. However, the problem formulation in [65] does not assume
a data-generating distribution P and cannot be interpreted in the form of
Eq. (4.13).
4.3.1 A generalization bound in terms of Wasserstein
convergence
An interesting aspect of learning coding schemes is that the generalization
error vanishes to 0 as the number of samples increases, for any class F of ad-
missible reconstruction maps; in most supervised learning problems, one may
rely on the finiteness of the Vapnik-Chervonenkis dimension [4] or stability
of the learning algorithm [66] to show this zero-vanishing property. More
specifically, we have the following result.
Theorem 5. Let P be a probability measure supported on a bounded set
Z ⊂ Rd for d ≥ 3. Then for any q > 2 there exists a constant Cq,d, such
that, for any class F of admissible reconstruction maps f : H → Z and any
δ ∈ (0, 1),












with probability at least 1 − δ (the constant Cq,d is related to the so-called
Pierce constant [67] that appears in the context of high-resolution vector
quantization, and is given explicitly in the proof).
Proof. Let Π(Pn, P ) be a set of all couplings of Pn and P , i.e., all joint
distributions M ∈ P(Z ×Z), such that M(· × Z) = Pn and M(Z × ·) = P .

























M(dz, dz′)∥z − z′∥,
where the third inequality uses the identity ∥u∥2 − ∥v∥2 = ⟨u + v, u − v⟩
and Cauchy–Schwarz. Taking the infimum of both sides over all M ∈
Π(Pn, P ), f ∈ F , we have
sup
f∈F
|Rr(Pn, f)−Rr(P, f)| ≤ 2 diam(Z) ·W1(Pn, P ).
Since both the true distribution P and the empirical distribution Pn are
supported on Z, the value of the function (Z1, . . . , Zn) 7→ W1(Pn, P ) changes
by at most 1
n













Combining Eq. (4.14) with Wasserstein convergence results of Dereich et al.
[67, Theorems 1–3] (with p = 1), we get the claimed result with the constant







− 2− d−1d q








(note that we have used 1 + 1
2−22−d/2 ≤ 2 + 1/
√
2 ≤ 3 for d ≥ 3).
This “umbrella” generalization bound, which holds regardless of the com-
plexity of the class F of reconstruction maps, has already been partially
foreshadowed by the characterization of the expected reconstruction error
in terms of the Wasserstein distance (Proposition 9). Indeed, for any Borel
reconstruction map f : H → Z, it is easy to see that the generalization error
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can be upper bounded as
sup
π
|W 22 (P, f♯π)−W 22 (Pn, f♯π)| ≤ 2 diam(Z) · sup
π
|W2(P, f♯π)−W2(Pn, f♯π)|
≤ 2 diam(Z) ·W2(P, Pn),
where the first inequality uses the identity a2 − b2 = (a − b)(a + b), while
the second inequality is by the triangle inequality. Thus the generalization
error can be controlled by the 2-Wasserstein distance between the empirical
distribution Pn and the data-generating distribution P . The actual proof
of Theorem 5, however, goes through the 1-Wasserstein distance for a more
refined bound.
As Theorem 5 relies on the W1 convergence of Pn to P , the rate of n−1/d
can be improved if we impose additional restrictions on the data-generating
distribution P . For example, if the upper Wasserstein dimension d∗1(P ) [68]
is strictly smaller than d (e.g., if P is supported on a lower-dimensional
submanifold of Rd), then the asymptotic dependency of the bound can be
improved to n−1/d∗1(P ). Also note that the convergence in Wasserstein dis-
tance (and the generalization bound) can also take place when Z is a subset
of an infinite-dimensional Hilbert space under suitable assumptions on the
moments of P ; see, e.g., [69, 70].
4.3.2 Generalization error for reconstruction maps with
additional structure
Theorem 5 shows that empirical risk minimization is asymptotically con-
sistent under minimal regularity assumptions on the class of reconstruction
maps F . However, the bound requires an exponential growth in the number
of training samples as the dimensionality of the data space Z grows; in fact,
the constant Cq,d also grows exponentially in d.
On the other hand, if the complexity of F is constrained in some way,
it is possible to use the techniques from empirical process theory to show
that the generalization error converges to zero at the rate of n−1/2 with high
probability [4, 24]. Indeed, existing generalization guarantees for the problem
Eq. (4.13) are of order n−1/2. For example, Maurer and Pontil [18] show
that, when F is a family of norm-constrained linear maps and H is a unit
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(depending on the type of norm constraints) can be attained. While the
expressive capabilities of linear reconstruction maps are limited, the bound
is scalable, as it is completely independent of the dimensionality of the data
space Z.
In light of this, we are now going to develop theoretical upper bounds on
the generalization error (with polynomial dependence on the dimensionality
of Z) for a class of structured reconstruction maps that are richer than the
class of linear decoders. More specifically, we provide a generalization bound
proportional to a suitable complexity measure of space F and with rate n−1/2.
The complexity measure adopted in this chapter is a slight modification of the
entropy integral (see Section 2.1.3) from the theory of empirical processes, to
make it applicable to the case with finer guarantees on the covering number,
e.g. from the Jones-Barron-Maurey sparsification (see [71]).
Before presenting it, we need to introduce and recall some definitions first.
Let A be a subset of a pseudometric space (T, d); a pseudometric on a set
T is a map d : T × T → R+ that satisfies the triangle inequality, d(s, t) ≤
d(s, t′) + d(t′, t) for all s, t, t′ ∈ T , but d(s, t) = 0 does not necessarily imply





d(s, t) ≤ ε.
The ε-covering number of A is then defined as
N (A, d, ε) := min {|S| : S is an ε-net of A} .













logN (F , ∥ · ∥H, u) du
}
, (4.15)
where N (F , ∥ · ∥H, ·) is the covering number of F in the pseudometric
∥f − f ′∥H := sup
h∈H
∥f(h)− f ′(h)∥.
The entropy integral Eq. (4.15) can be linked to other complexity measures
used in empirical process theory, such as Rademacher and Gaussian com-
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plexities, via Dudley’s entropy integral methods [72] and Sudakov minora-
tion [73]. By using the entropy integral as a complexity measure, we can
prove the following general result, which will be applied to specific examples
of reconstruction maps in Section 4.4.
Theorem 6. Let Z ⊂ Rd be a bounded set. Then, for class F of admissible
reconstruction maps and any δ ∈ (0, 1),






, w.p. 1− δ.
Proof. The proof uses a standard chaining argument [2, 74], except ad-
ditional care must be taken to relate the properties of the induced class
EF := {ef : f ∈ F} to those of F .





εi · ef (Zi),
where {εi}ni=1 are i.i.d. Rademacher random variables, i.e., P[εi = ±1] = 1/2,
independent of Z1, . . . , Zn.
By the symmetrization inequality, we have
EZn sup
f∈F






Now, for all t ∈ Z+, let Nt be a minimal (diam(Z) · 2−t)-net of F in ∥ · ∥H
and πt : F → Nt be the corresponding nearest neighbor matching, i.e.,
πt(f) := argminf ′∈Nt ∥f − f ′∥H. Then, we can telescope E supf∈F Xf as
E sup
f∈F
Xf ≤ E sup
f∈F














for some T ∈ N (to be tuned later).
We have |N0| = 1, as we can take any singleton {f} ⊆ F to be a minimal
diam(Z)-net of F . Thus, the first term of Eq. (4.17) is zero.
To handle the remaining two terms, we will need the following estimate:
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for any z ∈ Z and f, f ′ ∈ F ,
|ef (z)− ef ′(z)| ≤ 2 diam(Z) · ∥f − f ′∥H. (4.18)
To prove this inequality, we write
|ef (z)− ef ′(z)| =




∣∣∥z − f(h)∥2 − ∥z − f ′(h)∥2∣∣
= max
h∈H
|⟨(z − f(h)) + (z − f ′(h)), f ′(h)− f(h)⟩|
≤ 2 diam(Z) · ∥f − f ′∥H.
Now we can estimate the second term in (4.17) as follows:
Eεn sup
f∈F


























n · diam2(Z)2−T ,
where the first inequality is by Cauchy–Schwarz, while the second inequality
follows from (4.18) applied to f ′ = πT (f).
For the third term of Eq. (4.17), we have for any t ∈ N
∣∣eπt(f) − eπt−1(f)∣∣ ≤ 2 diam(Z) · ∥πt(f)− πt−1(f)∥H
≤ 2 diam(Z) · (∥πt(f)− f∥H + ∥f − πt−1(f)∥H)
≤ 6 diam2(Z) · 2−t.
It follows that each Xπt(f) − Xπt−1(f) is a 36 diam4(Z)2−2t-subgaussian ran-
dom variable, by Hoeffding’s lemma. By using the maximal inequality for













logN (F , ∥ · ∥H, diam(Z)2−t).










logN (F , ∥ · ∥H, u)du.
Selecting T = ⌈log2 (diam(Z)/2α)⌉, and plugging into Eq. (4.16), we get
EZn sup
f∈F




By combining with McDiarmid’s inequality (see Eq. (4.14)), and handling
the other direction supf∈F Rr(Pn, f) − Rr(P, f) similarly, we get what we
want.
Theorem 6 extends and refines the bound of Vainsencher et al. [53, Lemma
21] based on covering numbers. More specifically, Theorem 6 could be used
to provide generalization guarantees for a family of nonlinear reconstruction
maps, and the proof incorporates the chaining of successively finer covers
[3] instead of a single covering step, as in [53]. This chaining-based bound is
particularly useful when one considers the classes F more general than linear
maps with a given upper bound on the operator norm. For example, consider
the following set-up: Let F be a family of d× k matrices with entrywise ℓ1-
norm at most M , and let H be a unit ball in Rk. Also, assume that we are
using ℓ2 norms on both input and output spaces. Then, using the empirical
method of Maurey (see Section 4.4.4 or [71] and references therein), one can
show that the logarithm of the covering number can be bounded as












where the first inequality holds by the relationship between ℓ2-induced op-
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erator norm and the entrywise ℓ2-norm (which in this case coincides with
the Frobenius norm), which we denote by ∥ · ∥2. Combined with Theorem 6,
this leads to a generalization bound of order O(M
√
log dk log n/
√
n). On
the other hand, the method based on single-step covering does not provide
a bound of the same order for any possible covering radius ε.
As another simple example, consider the following setup. Let Flin be a
set of linear reconstruction maps f : Rk → Rd whose operator norm (with
respect to an arbitrary norm on H and Z) is bounded above by M . Then,
the covering number of Flin in ∥ · ∥H can be upper bounded as





for any ε ≤ ∥H∥∞M , by the covering number result of Euclidean space (see,
e.g. [76]). For ε > ∥H∥∞M , we know that a single radius-ε ball in Flin
centered at zero matrix can cover the whole set Flin, and thus the covering
number is 1. Evaluating the entropy integral with integration by substitution










, w.p. 1− δ,
(4.20)






As Eq. (4.20) is of order O(
√
kd/n), we note that the bound is similar in
order to the results of Vainsencher et al. [53] of order O(
√
kd log n/n) but
with smaller multiplied constant. The results are also comparable to the
results of Maurer and Pontil [18], when k ≈ d, while being suboptimal when
k3 ≪ d. On the other hand, the method based on the entropy integral
(Theorem 6) is easily applicable to the cases of nonlinear decoders as we will
see in Section 4.4.
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4.4 Deep neural nets as reconstruction maps
We now consider a family of nonlinear reconstruction maps constructed by
composing multiple layers of nonlinear transformations with a given struc-
ture. Such multilayer generative models are commonly used in the domain
of autoencoders [15, 55] or generative adversarial networks [77].
Formally, we consider a family of nonlinear maps of the form









where ℓ ∈ N is the depth, or the number of layers. Here A1:ℓ = {A1, . . . , Aℓ}
is the collection of the layerwise parameters, and, for each j ∈ {1, . . . , ℓ},
Fj(·;Aj) : Rwj−1 → Rwj is a nonlinear map parametrized by Aj. Here, wj is
the width of the jth layer, and we take w0 = k (the input dimension) and
wℓ = d (the output dimension). The family of all depth-ℓ reconstruction
maps is then defined as
Fℓ :=
{
πZ ◦ fℓ (·;A1:ℓ)
∣∣∣ Aj ∈ Aj, ∀j ∈ {1, . . . , ℓ} } , (4.22)
where A1, . . . ,Aℓ are a fixed family of layerwise parameter sets, and
πZ(ξ) := argmin
z∈Z
∥ξ − z∥ (4.23)
is the projection onto Z.
Generalization bounds involving such “deep” neural networks have been
studied extensively in the context of supervised learning, where one is given
n i.i.d. samples (X1, Y1), . . . , (Xn, Yn), and the objective is to learn the pa-
rameters Â1:ℓ of a neural net f̂ , such that Ŷ = f̂(X) is an accurate prediction






∥Yi − fℓ(Xi;A1:ℓ)∥2 − E∥Y − fℓ(X;A1:ℓ)∥2
∣∣∣∣∣ . (4.24)
One of the classical results in this direction is the work of Anthony and
Bartlett [78], which provides upper bounds on the Rademacher averages of
neural network predictors via the VC dimension. More recent works focus
on providing scalable generalization bounds with weaker dependencies on the
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depth and width (dimensionality of layerwise outputs) of neural nets as an
attempt to explain the empirically observed ability of neural nets to gener-
alize well. In these works, Rademacher averages of neural nets are bounded
via the contraction principle [79, 80], covering number arguments [74, 81],
or approximations by simpler classes of functions [80, 82]. By contrast, the
problem of learning a k-dimensional coding scheme with neural nets as re-





















Most of the ideas used in the analysis of Eq. (4.24), with the exception of
covering number results via Theorem 6, cannot be employed directly for the
analysis of Eq. (4.25), as the terms of the form minh∈H ∥Zi − πZ ◦ f(h)∥2
preclude the efficient “peeling off” [79] of neural network layers.
4.4.1 Fully connected neural nets
We first consider the simplest scenario of fully connected (or dense) neural
nets, which is one of the elementary building blocks of deep neural archi-
tectures. In layer j, each neuron calculates a weighted sum of the outputs
from all the neurons in layer j − 1 and passes it through a nonlinearity
σj : Rwj → Rwj (referred to as the activation function). The layerwise oper-
ation of fully connected neural networks can be described as
Fj(ξ;A) = σj(Aξ), (4.26)
where the parameter of Fj is the weight matrix A ∈ Rwj×wj−1 , with Aik
denoting the connection weight from the kth neuron in the (j− 1)th layer to
the ith neuron in the jth layer. We assume that the weight matrix A lies in
the parameter space Aj with entrywise ℓ1-norm constraints, i.e.
Aj ⊆
{
A | A ∈ Rwj×wj−1 , ∥A∥1 ≤Mj
}
, j = 1, . . . , ℓ
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for some M1, . . . ,Mℓ > 0. Note that we are ignoring any bias terms here for
the simplicity of an analysis.
Each activation function σj(·) is assumed to be Lj-Lipschitz (with respect
to ℓ2-norm on both the input and the output) and to have the zero-in-zero-
out (ZIZO) property, i.e.,
σj(0) = 0.
Examples of such activation functions include the rectified linear unit (ReLU),
which applies the map u 7→ u1{u≥0} componentwise, the leaky ReLU, which
applies the map u 7→ u1{u≥0} + δu1{u<0} for some small δ > 0, and the
hyperbolic tangent activation function that applies the map u 7→ tanhu
componentwise.
An example of an activation function that does not have the ZIZO prop-
erty is the sigmoid activation function, that applies the map u 7→ 1
1+e−u
componentwise; we will discuss the generalization bounds for neural net re-
construction maps with such activation functions in Section 4.4.3.
We now present the following generalization bound, which can be thought
of as a representation-learning counterpart of [74].
Theorem 7 (wide net). Let Z be a compact convex subset of Rd containing






















with probability at least 1− δ.
Proof. Let fℓ(·) = f(·;A1:ℓ) ∈ Fℓ be a neural net with weight matrices A1:ℓ.
For each j ∈ {1, . . . , ℓ}, we will use the shorthand notation Fj for the layer-
wise transformation Fj(·;Aj), so that πZ ◦ fℓ = πZ ◦ Fℓ ◦ Fℓ−1 ◦ . . . ◦ F1(h).
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Then, using the fact that Z ∋ 0, we can write











where we have used the fact that the projection map πZ onto a closed convex
set Z is nonexpansive, i.e., ∥πZ(u)−πZ(v)∥ ≤ ∥u−v∥ for all u, v, and where
the last inequality follows from the relationship ∥A∥ ≤ ∥A∥2 ≤ ∥A∥1 and
from applying the same argument recursively. Also note that ∥πZ(fℓ(h))∥ ≤
diam(Z), since πZ projects fℓ(h) onto Z. Then it follows that the diameter
of the class Fℓ in ∥ · ∥H, i.e., supf,f ′∈Fℓ ∥f − f
′∥H, is bounded from above by
2(
∏ℓ
j=1 LjMj)∥H∥∞ =: 2D.
Now let f̃ℓ be another neural net with matrices Ã1:ℓ, such that πZ ◦ f̃ℓ =
πZ ◦ F̃ℓ ◦ F̃ℓ−1 ◦ . . . ◦ F̃1. Then, using the nonexpansiveness of the projection
πZ and Lipschitz continuity again, we can proceed as
∥πZ(fℓ(h))− πZ(f̃ℓ(h))∥ (4.28)
≤ ∥σℓ(AℓFℓ−1(h))− σℓ(ÃℓF̃ℓ−1(h))∥
≤ Lℓ∥AℓFℓ−1(h)− ÃℓFℓ−1(h)∥+ Lℓ∥ÃℓFℓ−1(h)− ÃℓF̃ℓ−1(h)∥







where the last inequality follows by Eq. (4.27) and recursion, and where
Aj/Mj := {Aj/Mj : Aj ∈ Aj}. From Eq. (4.29), we see that the covering
number of F in ∥ · ∥H can be estimated as






















for any choice of positive weights ω1, . . . , ωℓ summing up to 1.
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Then, for any α > 0 and weights ω1, . . . , ωℓ > 0, the entropy integral C(F)















































































where for the second inequality we used the Maurey-type bounds on the
covering numbers (see, e.g., [71] or Section 4.4.4 for a short derivation) and
for the last inequality we used the substitution u = ℓD · ε and the fact that
⌈x⌉ ≤ 2x for x ≥ 1.
Evaluating the integral with the choice α = diam(Z)/2
√
n, we get the
claimed bound.
If LjMj ≤ 1 for each j, this bound is of order Õ(
√
ℓ3/n), and is only
logarithmically dependent on the width of the neural network, as are the
state-of-the-art bounds [74, 82] on the generalization error for supervised
learning using neural nets.
On the other hand, there are two scenarios where Theorem 7 falls short
of being optimal, as we will see in Theorem 8. First, this depth depen-
dence of ℓ3/2 is not optimal in general, if one is willing to sacrifice in terms of
width-dependency. Indeed, the number of parameters in the whole network is∑ℓ
i=1wi−1wi, which implies that the optimal dependence on depth may be of
order ℓ1/2 for small width. Second, the multiplicative term ∥H∥∞(
∏ℓ
j=1 LjMj),
which is a Lipschitz constant for the composite reconstruction map fℓ, is ex-
cessively large in the case where the diameter of data space diam(Z) is small
in comparison. In the case of supervised learning with neural nets, Barron
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and Klusowski [82] recently showed that one can replace the product-of-norm
constant with norm-of-product, via sparsification methods combined with a
technique specifically developed for the ReLU activation functions. For the
problem of learning a coding scheme, however, it turns out that one can
easily replace the constant ∥H∥∞(
∏ℓ
j=1 LjMi) with diam(Z).
The following generalization bound, based on the volumetric estimate for
the covering numbers and the one-step approximation argument of Vainsencher
et al. [53], complements Theorem 7 in the above two aspects.
Theorem 8 (deep net). Suppose that Aj is a family of matrices with spectral
norms at most Mj, instead of ℓ1-norm, for each j ∈ {1, . . . , ℓ}. Then, for


















, w.p. 1− δ.
Proof. First, note that for any f = πZ ◦ fℓ ∈ Fℓ, ef (z) ∈ [0, diam2(Z)] for
any z ∈ Z, as ∥z − πZ(fℓ(h))∥2 ≤ diam2(Z) holds for any z ∈ Z and h ∈ H.
Moreover, the estimate Eq. (4.29) from the proof of Theorem 7 still holds
(again, let D := ∥H∥∞(
∏ℓ
j=1 LjMj)).
Now, we use the volumetric covering number estimates for balls in finite-
dimensional Banach spaces [76] to proceed as


















With the (suboptimal) choice of weights ωj = 1/ℓ, we get
N (Fℓ, ∥ · ∥H, ε) ≤ (3ℓD/ε)
∑ℓ
j=1 wj−1wj .
Combining this with Lemma 21 of [53], we get the claimed result.
Note that the ℓ1-norm constraints on the weight matrices automatically
implies that the spectral norm of the weight matrices are bounded from above
by the same constant.
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4.4.2 Convolutional neural nets
As Theorem 8 implies, the generalization error can be upper bounded by the
term proportional to the square root of the number of parameters, even when
the neurons are not fully connected and the effective number of parameters
is strictly smaller than
∑ℓ
j=1wj−1wj.
One important example of this is the case of convolutional neural networks
(also referred to as CNNs or ConvNets) [83, 5], which are widely used in the
context of image data. Rather than calculating the full inner product of
the inputs and the weights, each neuron in a convolutional layer takes the
inner product of a limited number of outputs from the spatially close neurons
in the previous layer and the filter weights of the convolution filter, which
are shared among all neurons. Often, more than one channel of convolution
filters is used; the outputs of such a layer will be equipped with an internal













for some convolution operator conv (specified below), input ξ, convolution
filters A(1:vj), and an activation function σ. For simplicity, we assume that all
the σ are 1-Lipschitz with respect to ℓ2-norm and have the ZIZO property.
First, we consider the simplest case of one-dimensional convolutions, where
the input ξ to the jth layer is a wj−1 × vj−1 matrix, and each of the vj
convolution filters A(1), . . . , A(vj) is a uj × vj−1 matrix for some filter width























i = 1, . . . , wj; k = 1, . . . , vj
for some stride s denoting the scale of the convolution filter shift for each
output entry. Note that we are using the convention ξi,k = 0 when i /∈
{1, . . . , wj−1} or k /∈ {1, . . . , vj−1}. We also assume that the convolution
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filters have constrained ℓ1-norms in the following sense:
Aj ⊆





for some constants M1, . . . ,Mℓ > 0. Then, we can prove the following result.
Theorem 9 (Spatial dimension 1). Under the above assumptions, for any


















, w.p. 1− δ.
Before the proof of this theorem, notice that the generalization bound in
Theorem 9 is now proportional to the square root of
∑ℓ
j=1 ujvj−1vj, which
is the number of parameters in the filter matrices of all layers, and which
is strictly smaller than the total number
∑ℓ
j=1wj−1vj−1wjvj of all possible
neural connections.





∥A(k)∥21 · ∥ξ∥2. (4.32)
The inequality Eq. (4.32) enables the use of the usual “peeling-off” machinery
used for the analysis of fully connected neural networks (see the proof for the
details, and for the proof of Eq. (4.32)).
Proof of Theorem 9. First, notice that the convolution operation is linear
in both ξ and A, so that, for pairs of inputs ξ, ξ̃ and convolution filters
A(1:v), Ã(1:v), we have
∥conv(ξ;A(1:v))− conv(ξ̃; Ã(1:v))∥2 ≤ ∥conv(ξ;A(1:v) − Ã(1:v))∥2
+ ∥conv(ξ − ξ̃; Ã(1:v))∥2. (4.33)
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Now, we show that the convolution inequality Eq. (4.32) holds: for an input
ξ ∈ Rw0×v0 a mapping conv(·;A(1:v)) : Rw0×v0 → Rw×v with v channels of


























































where we have used the Cauchy–Schwarz inequality in the second step and
Hölder’s inequality in the third step. Taking the square root of each side, we
get Eq. (4.32).
Now, analogously to Eq. (4.29), we can proceed by combining Eq. (4.33)
and Eq. (4.32). First, define the norm ∥A(1:v)∥1,2 :=
√∑v
k=1 ∥A(k)∥21 for v
channels of convolution matrices. Then, for any fℓ, f̃ℓ indexed by the filter
weights {A(1:vj)j }ℓj=1, {Ã
(1:vj)









∥∥∥A(1:vj)j − Ã(1:vj)j ∥∥∥
1,2
Mj
where D = ∥H∥∞ ·
∏ℓ
j=1Mj.
The remaining steps are identical to those in the proof of Theorem 8;
we invoke the upper bound on the covering numbers in the normed spaces
(Rujvj−1vj , ∥ · ∥1,2).
Comparing with the generalization error bounds for supervised learning in
the recent work of Li et al. [81] that analyzes convolutional neural nets for
prediction, we emphasize two key differences. First, our method does not
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require orthogonality of the convolutional filters, and can be applied to an
arbitrary collection of norm-constrained matrices. Second, as the convolu-
tion inequality Eq. (4.32) can be extended naturally to higher-order tensors,
the generalization bound can be provided for the cases of higher spatial di-
mensions, e.g., images (spatial dim. 2) or videos (spatial dim. 3).
To formalize the second point, consider the following setup: For the jth
layer, the input ξ takes the form of a tensor of order m+ 1 for some spatial
dimension m, i.e., ξ ∈ Rwj−1,1×···×wj−1,m×vj−1 . The parameter space Aj is
composed of vj channels of weight tensors A(k) of dimension uj,1 × · · · ×



































Then, we can prove the following result.
Theorem 10 (Spatial dimension l). Under the above assumptions, for any




















, w.p. 1− δ.
Proof. The proof is same as the proof of Theorem 9, except that we need a
higher-order version of Young’s convolution inequality.
For an input ξ ∈ Rw0,1×···×w0,m×v0 , v channels of convolution weight tensors
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analogously to the procedure in the proof of Theorem 9. Then by the covering
number arguments in the Banach space [76], we can proceed as in the proof
of Theorem 8.
Note that along with proper shifts, the formula Eq. (4.34) is general enough
to cover the case of fractional strides (also called transposed convolution
or deconvolutional networks) [84] which is a building block of generative
adversarial networks [77], with a convention βi,j = 0 for non-integer values
i.j. Similarly, the case of dilated convolutions can also be covered.
Max-pooling layers, which are commonly inserted between convolutional
layers to reduce the dimensionality of the representation [5, Ch. 9], are 1-
Lipschitz mappings with the ZIZO property. Hence, their presence does not
affect the generalization bound.
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4.4.3 Nonlinearities without the ZIZO property
In Sections 4.4.1 and 4.4.2, it was assumed that the activation functions
had the zero-in/zero-out (ZIZO) property, i.e., σ(0) = 0; in the proof of
Theorem 7, this assumption enables a recursive breakdown of suph∈H ∥fℓ(h)−
f̃ℓ(h)∥ for any two ℓ-layer neural nets fℓ and f̃ℓ into ℓ terms, each proportional
to the ℓ1 distance between the weight matrices. The ZIZO property provides
a ready way to upper-bound the magnitude of the outputs from each layer.
However, there are several commonly used activation functions, e.g., the
sigmoid (u 7→ 1
1+e−u
applied entrywise), which do not satisfy this assump-
tion. On the other hand, the outputs from such activation functions are
often uniformly bounded, which opens up an alternative path to control the
pseudometric suph∈H ∥fℓ(h)− f̃ℓ(h)∥.
To formalize the idea, let us revisit the setting of fully connected neural
nets as reconstruction maps: we assume that the layerwise operation is given
as Fj(ξ;A) = σj(Aξ), where the weight matrix A ∈ Rwj×wj−1 has ℓ1-norm
no greater than Mj. In addition, we assume that the activation functions σj
for each layer are Lj-Lipschitz (with respect to the ℓ2-norm), and that their
outputs are bounded in norm by Bj, i.e. ∥σj(x)∥ ≤ Bj for any x ∈ Rwj .
Then we can prove the following generalization bound.
























, w.p. 1− δ.
Proof. Similar to Eq. (4.29), we proceed as follows: for any fℓ, f̃ℓ indexed by
A1:ℓ, Ã1:ℓ, we have
∥πZ(fℓ(h))− πZ(f̃ℓ(h))∥
≤ Lℓ · ∥Aℓ − Ãℓ∥ · ∥Fℓ−1(h)∥+ Lℓ∥Ãℓ∥∥Fℓ−1(h)− F̃ℓ−1(h)∥














where the last inequality is by recursion, with B0 := ∥H∥∞. We now use
the shorthand notation Di := Bi−1(
∏ℓ
j=i LjMj). For any choice of weights
ω1, . . . , ωℓ > 0, we can upper-bound the covering number as






















using the relationship of the operator norm and the entrywise ℓ2-norm.
Now, we choose ωi = Di/
∑ℓ
j=1Dj and invoke Maurey’s empirical method
(Section 4.4.4) to proceed as
























j=1Dj (otherwise, the covering number is 1).
Evaluating the entropy integral with the choice α = diam(Z)/2
√
n and
plugging the estimate into the Theorem 6, we get the claimed bound.
Unlike Theorem 7, which was independent of the width of the neural net up
to logarithmic factors, the above generalization bound may grow as the width
of the neural net gets larger; for example, the ℓ2-norm of the w-dimensional
vector processed by sigmoid activations can be as large as
√
w, which gives
the generalization bound roughly of order Õ(
√
ℓ2w/n).
4.4.4 Covering number bounds based on Maurey’s empirical
method
Here, we provide a short proof of an upper bound on the covering number of
ℓ1 ball by smaller ℓ2 balls with radius ε Eq. (4.19). The proof goes through
the standard sparsification steps (see [71], and references therein), and is
included only for completeness.
First note that we can assume that the radius of ℓ1 ball (denoted as B1) to
be 1 without loss of generality, as we can rescale the ℓ2 balls to have radius
ε/M . Given a dimensionality d ∈ N, let {e1, . . . , ed} be a standard basis of




sign(vi)ei · · ·w.p.vi,∀i ∈ {1, . . . , d}0 · · ·w.p.1− ∥v∥1 ,
satisfying EU = v. Now let U(1), . . . , U(k) be i.i.d. copies of U for some fixed




E∥Ū − v∥2 =
d∑
i=1









where the last inequality holds as E(Ui − vi)2 = |1− vi| · |vi| ≤ |vi|. Now we
choose k = ⌈1/ε2⌉, then we have E∥Ū − v∥2 ≤ ε2 which implies that there
is at least one realization of Ū such that ∥Ū − v∥ ≤ ε. As the number of
distinct values that Ū can take is upper bounded by (2d + 1)k (irrespective
of the choice of v), we get what we want.
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Chapter 5
Learning Representations with Polyhedral
Estimates
In Chapter 4, we considered the problem of learning a coding scheme, where
the goal was to find an encoder-decoder pair which compresses and decom-
presses a high-dimensional data to and from the low-dimensional represen-
tation with minimum reconstruction error. From this coding perspective
on representation learning, the representation is treated as a code in an
information-theoretic sense, i.e. a symbol on which the relevant information
can be stored, but conveying no clear physical interpretation without the
selection of a reconstruction map.
An alternative perspective on representation learning is to view the repre-
sentation as a hidden parameter which is used to generate high-dimensional
data via some generative model. Under such framework, the goal of repre-
sentation learning is to find a map (called encoder) which accurately esti-
mates the original representation from the data generated by the considered
generative model. Representations gain physical meanings via the (fixed)
generative process, and thus are presumed to be useful for the subsequent
machine learning tasks based on the learned represenations.
The advantage of considering this dual paradigm of representation learn-
ing is clear; any prior knowledge regarding the generative process of the data
can be incorporated in the study of representation learning in a more nat-
ural manner. From the “coding” perspective, it is not clear how to utilize
such knowledge to refine theoretical guarantees, unless we can infer from the
information that the data-generating distribution lies in a low-dimensional
submanifold of the original data space. On the other hand, the knowl-
edge of generative model often leads to a construction of an encoder, e.g.
mean/median for Gaussian location models, which can play a role of a base-
line comparison. Moreover, this change of perspective enables a systematic
evaluation of the performances of different representation learning methods.
Indeed, it was pointed out in a recent work by Arora and Risteski [85] that
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one can infer the regime under which one representation learning algorithm
performs provably better than the other by exploiting the structure of the
generative models.
On the other hand, the existing results on this “estimation” framework
for provable benefits fall short in at least two aspects. First, there exists no
concrete method to gauge the optimality of a learning algorithm, among all
possible mappings that can be used to estimate the representation. Second,
a generic method of providing an efficient algorithm, based on the generative
model under consideration, has not been suggested.
In this chapter, we describe our work in progress, to fill this gap by explor-
ing the capabilities of polyhedral estimates that have been recently suggested
by Juditsky and Nemirovski [19] for the tasks of signal recovery under linear
measurements. Polyhedral estimates have some attractive characteristics:
(tight upper bounds on) the estimation errors can be efficiently computed,
while the errors are provably near-optimal (under suitable regularity assump-
tions) for a wide spectrum of problems under the linear measurement model,
even to some problems where the linear estimates fail to be near-optimal.
The remainder of this chapter is organized as follows. In Section 5.1 we
formally introduce the “estimation” framework of representation learning,
with a slightly modified notion of valid encoder from that of [85], intended to
capture the worst-case estimation error in the absolute scale. In Section 5.2,
we bring our attention to the polyhedral estimates, outlining important de-
sign issues for the computational efficiency and near-optimality results. In
Section 5.3, we illustrate the problem of topic models [20] from the represen-
tation learning literature with an algorithm based on polyhedral estimates,
where the objective is to provide a near-optimality guarantee in terms of the
validity. In Section 5.4, we discuss a direction toward which this ongoing
work can be extended.
5.1 The framework of representation learning
We begin by introducing necessary ingredients of the representation learn-
ing framework. We assume that the (random) data Z lies in a subset of
d-dimensional Euclidean space Z ⊂ Rd, called an instance space. The
data is generated by some representation h lying in a compact subset of
83
k-dimensional Euclidean space H ⊂ Rk, called a representation space.
The relationship between the representation and tha data is formalized by a
deterministic mapping g called a generative model, via
Z = g(h, ζ), (5.1)
where ζ ∈ Rℓ is a random seed that is drawn from some known distribution
ν.
Equipped with this generative model, an output of any representation
learning algorithm can be viewed as an encoder ϕ : Z → H, which approx-
imately inverts the generative model to recover the representation that have
generated the observed data. Due to the uncertainties introduced by the
random seed and the (possible) non-injectivity of the generative model, the
“true” inverse of the generative model may not exist. Instead, one may aim
to approximately recover the unknown representation in the following sense.
Definition 7 (valid encoder). An encoder ϕ : Z → H is an (ε, ρ)-valid





∥ĥ(z)− h∥ > ρ
]
≤ ε,
(the norm can be chosen arbitrarily).
The valid encoder can be thought of as an estimation task analogue of the
probably approximately correct learning appearing in the statistical learning
theory [4].
We also note that the notion of validity in Definition 7 is distinct from
that of Arora and Risteski [85]. In [85], a mapping ϕ : Z → H is called
(1− ε, γ)-valid encoder for the generative model when
P
[
∥ĥ(z)− h∥ > (1− γ)∥h∥
]
≤ ε.
In particular, the newly suggested notion of validity measures the estimation
error of the representation in an absolute scale instead of its relative scale to
the norm of the representation. In addition, the Definition 7 is defined on
the basis of worst-case error instead of assuming a prior distribution on the
representation space H. These differences prevent exchangeability between
two notions of validity without imposing extra assumptions. For example,
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it is easy to see that for H = {h | ∥h∥ = 1}, an (ε, ρ)-valid encoder with
ρ ∈ [0, 1] is also (1− ε, 1− ρ)-valid encoder in Arora-Risteski sense, but not
vice versa.
We can now define various notions of optimality. First, we define a ε-
optimal risk R(ε, ϕ) of an encoder ϕ as a minimum value of ρ such that ϕ
is (ε, ρ)-valid for the considered generative model. The ε-optimal risk for a
class of encoders Φ can then be defined as R(ε,Φ) := infϕ∈Φ R(ε, ϕ). Finally,
letting ΦB denote the family of all Borel maps from Z to H, the ε-optimal
Borel risk is simply defined as R(ε,ΦB).
Equipped with the definitions, we can (roughly) state the following re-
search questions surrounding representation learning:
Q1 Given a generative model g and a reliability tolerance ε ∈ (0, 1), what
is the ε-optimal Borel risk?
Q2 Given a set of encoders Φ (specified as a set of possible outcomes of a
representation learning algorithm), how can we compute the ε-optimal
risk, and how big is the approximation error R(ε,Φ)−R(ε,ΦB)?
Q3 Given an incomplete knowledge about g, how well can we learn the
optimal encoder among Φ, from the (possibly unsupervised) training
data?
In this chapter, we attempt to provide preliminary answers to Q1. A general
strategy is as follows: we study the class of polyhedral estimates Φpoly [19],
which is known to have a small approximation error R(ε,Φpoly) −R(ε,ΦB)
for simple generative models g, and the value R(ε,Φpoly) can be computed
efficiently. From these results, one can then estimate the value of R(ε,ΦB).
This idea will be explained with more detail in Section 5.2.
5.1.1 Some properties of valid encoders and ε-optimal risks
Before we proceed to the study of polyhedral estimates, we illustrate two
simple properties of valid encoders and ε-optimal risks.
It is not difficult to see that the notion of validity can be linked to the
performance metrics of the subsequent learning tasks, given an appropriate
choice of norm on the representation space. For instance, suppose that we
plan to do a regression of a random variable Y ∈ [0, 1] (which we will call
85
label) on the basis of the estimated representations. In other words, we at-
tempt to utilize the training data of form {(ϕ(Zi), Yi)}ni=1 to learn a regression
function η : H → [0, 1] that best approximates the relationship between the
true representation H and the label Y . For simplicity, we assume that the
true representation H and the label Y are jointly distributed with respect to
some measure PHY . Then, we can prove the following proposition.
Proposition 11. Suppose that η : H → [0, 1] is L-Lipschitz. Then, we have
for any ε ∈ (0, 1) and encoder ϕ,
∣∣E(η(H)− Y )2 − E(η(ϕ(Z))− Y )2∣∣ ≤ ε+ 2L · R(ε, ϕ).
Proof. Suppose that ϕ is an (ε, ρ)-valid encoder for some ε and ρ. Now,
define the random variable U := (η(H) − Y )2 − (η(ϕ(Z) − Y ))2. Then, we
can proceed using the tower rule:
E[U ] = E [U | ∥ϕ(Z)−H∥ > ρ]P[|ϕ(Z)−H∥ > ρ]
+ E [U | ∥ϕ(Z)−H∥ ≤ ρ]P[|ϕ(Z)−H∥ ≤ ρ]
≤ 1 · ε+ E [U | ∥ϕ(Z)−H∥ ≤ ρ] ,
where the last line holds by the (ε, ρ)-validity of ϕ and by noticing that U is
a random variable of value at most 1. Now, by the Lipschitz property of η,
(η(H)− Y )2 − (η(ϕ(Z)− Y ))2 = (η(H) + η(ϕ(Z))− 2Y )(η(H)− η(ϕ(Z)))
≤ 2L · ∥H − ϕ(Z)∥.
Thus, we know that E[U ] ≤ ε+2Lρ, and we can handle E[−U ] similarly.
This simple result implies that the risk incurred by the regression function
η for the “true” data pair (H, Y ) can be approximated by that of the encoded
data pair (ϕ(Z), Y ) closely, once we have a sufficiently valid encoder. In other
words, learning a valid encoder enhances the performance of the subsequent
learning task based on the learned representations.
Another simple property of the validity is that the ε-optimal risk can
be strictly greater than 0 even for an optimal encoder among all possible
Borel maps, due to the randomness incurred by the random seed and the
(possibly) non-injective generative model. For instance, we can prove the
following proposition.
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{∥h− h′∥ | min{Ph[Z = z0],Ph′ [Z = z0]} ≥ 1− ε} .
Proof. Suppose that there exists h, h′, z0 such that the supremum of the right-
hand side is acheived. Also, suppose that there exists an encoder ϕ∗ such that
R(ε, ϕ∗) < ∥h − h′∥/2. Then, we know that ∥ϕ∗(z0) − h∥ < ∥h − h′∥/2 and
∥ϕ∗(z0)−h′∥ < ∥h−h′∥/2, by the definition of the ε-optimal risk. Summing
the two, we get ∥ϕ∗(z0)− h∥+ ∥ϕ∗(z0)− h′∥ < ∥h− h′∥. At the same time,
however, we have ∥ϕ∗(z0) − h∥ + ∥ϕ∗(z0) − h′∥ ≥ ∥h − h′∥ by the triangle
inequality. By contradiction, we conclude that there is no such ϕ∗.
This property distinguishes the “estimation” perspective of representation
learning from the “coding” perspective; indeed, the non-injective property of
the reconstruction map is not a serious issue in the coding perspective, as
encoding z0 to either h or h′ may incur a small reconstruction.
5.2 Signal recovery via polyhedral estimates
We now introduce a class of estimates called polyhedral estimates that were
first introduced by Juditsky and Nemirovski [19] in their recent work on the
problem of signal recovery under noisy linear measurement model, which can
be thought of as a special case of generative models. In their framework of
signal recovery via indirect observations, the goal is to estimate a represen-
tation h lying in a convex compact subset of k-dimensional Euclidean space
from its noisy linear measurements. In particular, one assumes that the data
is generated via the following scheme:
Z = Ah+ ξh, (5.2)
where A ∈ Rd×k is a (known) sensing matrix (also called measurement
matrix) and ξh ∈ Rd is an observation noise with a known distribution
µh, distinct for each representation h ∈ H. It is further assumed that the
observation noise is zero-mean, i.e. Eξh = 0 for all h ∈ H.
Given a full knowledge of the sensing matrix A, a polyhedral estimate
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parametrized by the choice of some contrast matrix Ψ ∈ Rd×J . In other
words, a polyhedral estimate is a vector h which minimizes the distortion
between the expected data Ah and the observed data z, where this distortion
is measured as a maximum value among the dot products of Ah − z with
each of J column vectors {ψj}Jj=1 of the contrast matrix.
Obviously, the quality of a polyhedral estimate depends heavily on the
choice of the contrast matrix. To understand desirable properties of the
contrast matrix, let us fix the representation h∗ and the observation noise
ξh∗ . Then, the polyhedral estimate parametrized by the contrast matrix Ψ




From this form, we can immediately observe that there are two conditions to
be satisfied, in order to have the polyhedral estimate close to h∗. First, we
want the matrix product Ψ⊤A to be informative enough, in the sense that
the discrepancy h − h∗ can be captured well via the contrasts. Ideally, we
would hope Ψ⊤A to be of rank at least the dimensionality of H, while we may
also ignore the directions to which the set H is considered sufficiently ‘thin,’
i.e. suph,h′∈H ∥v⊤(h− h′)∥ ≈ 0. Second, we want the contrast matrices to be
robust with respect to the observation noise ξh, in the sense that ∥Ψ⊤ξh∗∥∞
is small in magnitude. Notice that this condition is stochastic in nature as
we are assuming a random observation noise, unlike the first condition. In
order to decouple the stochastic set of assumptions from the deterministic
assumptions, we define the following notion of noise-resiliency for contrast
matrices.










By narrowing down the discussion to the set of robust contrast matrices,
we can now focus on the deterministic issue of whether the contrast matrix is
informative enough or not. Indeed, we can prove the following result, which
is due to Juditsky and Nemirovski [19].
Proposition 13. If Ψ is (ε, ρ)-robust, then




∣∣∣ ∥Ψ⊤Ah∥∞ ≤ 2ρ } =: R,
where Hs = 12 (H−H) is a symmetrization of H.
We can easily notice that the upper bound R is a fully deterministic objec-
tive. Stepping even further, the authors of [19] show the following properties
of R:
1. Under compatibility assumptions, the term R can be upper-bounded,
via semidefinite relaxation, by some term Opt(Ψ, ρ) that can be effi-
ciently computed by convex optimization.
2. Under some simple scenarios where one can characterize the set of
(ε, ρ)-robust contrast matrices easily, one can find a contrast matrix
Ψ∗ minimizing the upper bound Opt(Ψ, ρ) among the set in a compu-
tationally efficient manner.
3. The polyhedral estimate ϕΨ∗ for such optimal contrast matrix is prov-
ably near-optimal.
In other words, we can (efficiently) approximate the ε-optimal risk for the
class of encoders generated by the polyhedral estimate which closely achieves
the ε-optimal Borel risk, once the generative model can be phrased as a linear
measurement model (Eq. (5.2)) and the set of robust contrast matrices takes
a simple structure. We illustrate these conditions for a simple case of topic
model [20] in Section 5.3.
5.3 Example: Polyhedral estimates for topic model
We now verify that the problem of inference in topic models (see, e.g. [20, 86])
can be viewed as a linear measurement model and the set of noise-resilient
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matrices takes a simple form, so that the polyhedral estimates are provably
near-optimal by the arguments of [19].
The generative structure underlying the topic model can be specified as
follows. A writer composes a document, which is a sequence of n indepen-
dently drawn words X⃗ = (X1, . . . , Xn). Each word Xi in the document is an
element of a finite dictionary of d distinct usable words W = {w1, . . . , wd}.
The word-generating distribution for the document (over W) is determined
according to its theme, which is a mixture of k different topics with an
unknown weight vector h ∈ ∆k−1, i.e., h ∈ Rk,
∑k
i=1 = 1, hi ≥ 0. Each
topic corresponds to a known probability distribution Pi over W denoting
the word frequencies for the topic. Then, the word-generating distribution is
given as a mixture P (w) =
∑k
i=1 hiPi(w).
The main objective of topic model inference is to estimate the theme
h ∈ ∆k−1 from the document X⃗ ∈ Wn. To reiterate, we assume that
the topic-wise word frequencies Pi(w) are known for all i ∈ {1, . . . , k} and
w ∈ {w1, . . . , wd}.
5.3.1 Topic model as a linear measurement model
We first verify that the above generative model takes the form of a lin-
ear measurement model (Eq. (5.2)). While the document itself cannot be
described in such form, we can think of a normalized bag-of-words represen-






1{Xj = wi}, ∀i ∈ {1, . . . , d}. (5.4)
That is, the ith element Zi denotes the fraction of the word wi inside the
document. Then, given a fixed weight vector h ∈ ∆k−1 (which is a convex













This allows us to write the generative model of Z as a noisy linear measure-
ment model. Let us construct a d × k matrix A with entries aij = 1nPj(wi).
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Then, we have
Z = Ah+ ξh,
where the observation noise ξh = Z − EZ is a multinomial random vector,
shifted to have mean zero and multiplied by 1/n. Having specified the sensing





Note that the above estimate is quite different in shape from the linear es-
timate with thresholds appearing in the work of Arora et al. [87], where the
authors suggest using the encoder







where B is a low-variance pseudo-inverse matrix of the sensing matrix A,
i.e. k × d matrix satisfying BA = I (whose existence is presumed), and
ςτ : Rk → Rk is an entrywise threshold function for some τ > 0.
5.3.2 Robustness of a contrast matrix
Having verified that the topic model can be phrased as a linear measurement
model, we now examine the set of robust contrast matrices. Indeed, one can
prove the following proposition, whose proof idea has already been sketched
in [19, Sec. 6].
Proposition 14. Given a contrast matrix Ψ ∈ Rd×J , the polyhedral estimate









Proof. For notational convenience, define a shorthand αi :=
∑l
j=1 hjPj(wi)





each U (i) is an i.i.d. d-dimensional vector with exactly one entry equal to 1
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and the rest equal to 0, with the probability of jth entry being 1 is equal to
αj.
For this random vector U (i), we know that ∥U (i)−α∥1 ≤ 2 with probability
1, as we can proceed as
∥U (i) − α∥1 ≤ ∥U (i)∥1 + ∥α∥1 ≤ 1 + 1 = 2,
(we know that U (i), α ∈ ∆d−1). Also, we have
E∥U (i) − α∥2 ≤ 1,
since α is an MMSE estimator of U (i), while a trivial (suboptimal) choice of
an estimator û = (1
d
, . . . , 1
d
) incurs a risk of (d−1)
d
< 1.






⟨ψ,U (i) − α⟩︸ ︷︷ ︸
:=Vi
,
where each Vi is a zero-mean random variable with |Vi| ≤ 2n∥ψ∥∞ with prob-
ability 1 and EV 2i ≤ 1n2∥ψ∥
2



































Having Proposition 14 at hand, we may now specify an appropriate search
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space Φ of the contrast matrices Ψ for a given value of (ε, ρ) as
Φ =
Ψ






over which a minimization of Opt(Ψ, ρ) (the semidefinite relaxation of R) can
be performed. Here, the symmetric search space of representations 2Hs may
correspond to a convex hull of the difference of two points, among a set of
extreme points e1, . . . , ek spanning the simplex ∆k−1, e.g. a line segment con-
necting [−1, 1] and [1,−1] for k = 2, and a hexagon-shaped two-dimensional
plane for k = 3, etc.
5.4 Summary and extension to nonlinear measurement
models
In this chapter, we have introduced a framework of representation learning on
which the performance of representation learning algorithms can be evaluated
in a probably approximately correct sense, based on the presumed knowledge
of the generative model. Also, we outlined how the notion of polyhedral
estimates can be used to evaluate the ε-optimal Borel risk for a representation
learning framework, in the case where the generative model takes a form of
a noisy linear measurement model. Using the topic model as an example,
we illustrated a general procedure of constructing a polyhedral estimate and
gauging the robustness of the contrast matrices.
While the near-optimal performance of polyhedral estimates has been ad-
dressed for the generative models taking a form of a linear measurement
model (Eq. (5.2)), there are several other important classes of generative
models that cannot be expressed as a linear form. One of such problems is
the case of log-linear models, e.g., restricted Boltzmann machines [88], where
the log probability of each word to be generated is proportional to Ah. An-
other important case where the described model cannot be applied is the case
where the space H consists of s-sparse vectors, which is a popular assumption
in topic models. As the convexity assumption of H is violated, a theoretical
circumvention is necessary for the application of polyhedral estimates.
We note that it is possible to extend Proposition 13 to the case of nonlinear
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sensing maps f : H → Z, where the measurement model is given as
Z = f(h) + ξh.
In particular, we can prove the following proposition.
Proposition 15. If Ψ is (ε, ρ)-robust, then we have




∣∣∣∣ ∥∥Ψ⊤(f(h)− f(h′))∥∥∞ ≤ 2ρ} =: Rnl.
Proof. For a fixed h ∈ H, let Eh be the set of all ξh such that ∥Ψ⊤ξh∥∞ ≤
ρ. Then, by the (ε, ρ)-robustness of the contrast matrix Ψ, we know that
P[ξh ∈ Eh] ≥ 1 − ε. Now, let us also fix the realization of the noise ξ ∈ Eh,
so that z = f(h) + ξ and
ϕΨ(z) = argmin
h′∈H
∥∥Ψ⊤ (f(h′)− f(h))−Ψ⊤ξ∥∥∞ .








∥∥Ψ⊤ (f(ϕΨ(z))− z)∥∥∞ ,
where we used the definition of robustness and the linearity of Ψ for the
first inequality, triangle inequality for the second, and the definition of the
polyhedral estimate for the third inequality. By using the definition of the




∥∥Ψ⊤ (f(ϕΨ(z))− f(h))∥∥∞ − ∥∥Ψ⊤ξ∥∥∞
≥
∥∥Ψ⊤ (f(ϕΨ(z))− f(h))∥∥∞ − ρ,
where each inequality holds by (1) realization z = f(h) + ξ, (2) reverse
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triangle inequality, and (3) (ε, ρ)-robustness. In other words, we know that
h ∈ H, ξ ∈ Eh ⇒
∥∥∥Ψ⊤ (f(hΨ)− f(h))∥∥∥
∞
≤ 2ρ⇒ ∥h− hΨ∥ ≤ R.
Thus, P
[
∥h− hΨ∥ > Rnl
]
≤ ε for any h ∈ H, and we have the claim.
Notice that the object Rnl, however, cannot be relaxed in general due to
the nonlinearity of the sensing map.
Consider the case where the sensing map f : H → Z can be approximated
by a neural network, which has a tremendous expressive capability but still
can be viewed as a stack of simple linear operations combined with nonlinear
activation functions. Suppose further that the activation functions are ap-
plied entrywise, and are homogeneous, i.e., σ(ax) = aσ(x) for non-negative
a. In this case, as pointed out in a recent work of Barron and Klusowski [82],
the weights of a neural network can be pushed inside the activation functions
toward the original input vector (accumulating multiplicatively) using a sim-
ple doubling technique. From the perspective, one may consider a space of
“doubled contrast matrices,” each with dimension R2d×J to circumvent the
nonlinearity barriers appearing in Proposition 15.
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