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Abstract
This work is an exploration of certain questions pertaining to the sequence 1, 2, 3, 4, 5,
. . .. It is divided into three parts. The first part stems from a project conducted in 2007,
headed by K. Ramachandra (Professor at the National Institute of Advanced Studies).
We will give the details of the project here.
Godfrey Harold Hardy remarked, in his lectures on Srinivasa Ramanujan’s life that
Ramanujan, when he was a child in school, discovered that eiθ = cos(θ) + i sin(θ)
(from which the relation eiπ + 1 = 0 comes as a consequence). He did this entirely
on his own. The exact age at which he made this discovery is not known, but Hardy
places his age between 7 and 16. In the book, The Music of the Primes, Marcus du
Sautoy says that, after this discovery, Ramanujan “found out a few days later that
Euler had beaten him to this great discovery by some hundred and fifty years. Humbled
and dispirited, Ramanujan hid his calculations in the roof of his house.” Ramanujan’s
original proof and method are unknown. Ramanujan had no access to any material of
modern mathematics save one, Sidney Luxton Loney’s Trigonometry. It is a mystery
how Ramanujan was able to make use of any ideas of complex numbers with the nuances
necessary to reach Euler’s equation. What resulted from this project was an introductory
pamphlet on Trigonometry, where we begin the simple equations (a+ b)2 = a2+2ab+ b2
or (a− b)2 = a2 − 2ab+ b2 (one can start from either), and reach Euler’s formula. This
is the probable proof of Ramanujan. This has been published in Mathematics Student.
The second part of the thesis is a simplification of many important problems in the
analytic theory of numbers. Here, we provide a discussion of many of the current aspects
of the theory, such as the Riemann zeta function and the Lindelöf hypothesis. and explain
iii
them in elementary terms. We will also discuss a paper of ours published in the Hardy
Ramanujan Journal and relate it to these problems.
The third part, which is new, is a generalization of a problem posed by Paul Erdős in
1993 in American Mathematical Monthly. Consider the equation
n! = a!b!
where n > b > a > 1. This equation has an infinite number of solutions. A trivial
solution can be constructed as follows: For any arbitrary natural number a, n = a!, and
b = a! − 1. Nontrivial solutions exist, for example, 10! = 6!7!. Is there a finite number
of non-trivial solutions? In a paper by Florian Luca it was proven conditionally using a
weaker form of the famous “ABC conjecture,” that there is a finite number of nontrivial
solutions: but the “ABC conjecture” – being a relative of the Riemann hypothesis –
may be a long way off from proving. The question reduces to finding a bound on the
distance between n and b. A trivial solution would be of the form n − b = 1. Erdős
was able to obtain an upper bound of the difference to 5 log log n. We improve the
absolute constant to 1+ε
log 2
and generalize this result, with the same constant, to the
equation n! = a1!a2! . . . ak!, for finite k. This result has been accepted for publication in
the Russian journal Matematicheskie Zametki. We proceed with a modification of this
theorem where we obtain comparable bound when we substitute the factorial function
with the product of terms in a class of arithmetic progressions, that is d(2d)(3d)(md) in
the place of m!: The bound we obtain is 1+ε
log p
, where p is the greatest prime factor of the
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The theory of numbers is a grand expanse of problems that one can get lost in the
various questions one can seek the answer. Over the course of my years as a doctoral
candidate, I have been fortunate to have worked in such an area. The title of this
thesis was originally intended to be (samkhyagal.a
tot.adalli naanu aad. uttee, English: In the garden of numbers, I will play). It is important
to note here, that tot.a is a wide expanse where many things grow. The tot.a, which means
either garden, grove or plantation, has a special cultural connotation, where many things
grow along side each other and are taken from the tree to be appreciated. The tot.a of
numbers also is rich with ideas, challenges and applications.
(samkhyagal.a huutot.adalli naanu aad. uttee,
English: In the flower garden of numbers, I will play) was another considered title for
this thesis. As Professor Ramachandra would often tell me, the theorems of mathematics
should not be thought of as jewels to be seen in the sky, but rather should be seen as
plants that are cultivated in a garden. Mathematical truths must be found growing and
carefully cultivated over time. Mathematics is not done however to feed our mouths or to
build our houses. Mathematics stands as a intellectual exercise, where our minds stand
to a challenge.
Before we begin with section 1, let us take a few minutes to visit our garden. I want
1
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to begin by showing what this visit could be like and how this visit can prepare us for
the outline of this thesis. This is because the garden is a garden of numbers. Numbers
and their properties to most can be quite prosaic. So, let us begin our journey of this
garden. Before you are making up your mind whether to spend time in this garden, let
me show you what attracted me and many others to this garden. This attraction would
be obvious to anyone who enters this garden because soon after you enter the garden,
you see a magnificent tree. Gazing at beautiful trees is only half of the fun.
Why is this important? Just seeing is not enough. A tree can be an illusion. With
the rivers, the waterfalls and the myriad of Sun’s rays glistening into the rising mist, we
cannot always trust what we see. We have to find a path to the tree and to touch it.
Only then we would know that that the tree is for real.
The explorers have spent lifetimes preparing detailed maps that explain how to reach
the tree and touch it and verify it for themselves, provided, of course, they are willing
to take the time to train themselves to follow their maps. There were a lot of explorers
and there are a lot of these maps. You have to have a large set of them with you before
you read a new map. Because, the maps will usually begin by saying, follow such and
such’s map to reach this particular tree and from there to reach my tree, turn left...
Before we finally begin, I have to tell you about Ramanujan. He was such a child at
heart. Just like children often do, he never walked, only danced. He touched so many
magnificent trees but at times we do not know what paths he took to reach them. It
must be clear to you that it helps to carry a lot of maps as you enter this garden. Our
prince had just one or two tiny maps. Other visitors would often lose sight of him, and
yet, all of a sudden he would appear atop some mound, touching a beautiful tree. “How
did he get there? And with only such old maps!” I have been looking at his maps, gazing
at what he could achieve with them. All I have succeeded in doing was to look at one
pretty tree. We know now that he was not the first one to see it. That credit goes to
Euler. But, he was blissfully unaware of Euler and most other explorers and most of the
standard maps!
One thing that my advisor and I tried to do is to play this game. We only used the
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maps that the prince had. Can we reach this tree? We found a path. This is nothing
new. Euler had another path a long long time ago. Our hope was that once we found a
path that the prince could have taken, using his limed maps, maybe we would someday
find his other secret paths. Our thesis begins with a journey to get any insight, any
insight at all in the search of the prince’s pathway.
We present these three distinct chapters which can be treated as self-contained works
or as interrelated parts of a bigger whole. The beginning starts at the fundamentals, and
builds up to the third chapter where all of the results are completely new.
1.1 Trigonometry
The first chapter is an attempted reconstruction of the proof by S. Ramanujan on the
theorem of Euler. It stems from a project conducted in 2007, headed by K. Ramachan-
dra. The project was inspired by a remark by G. H. Hardy in his lectures on Srinivasa
Ramanujan’s life [22]. He states in the introduction that Ramanujan, when he was a
child in school, discovered that eiθ = cos(θ) + i sin(θ). He did this entirely on his own.
Ramanujan had no access to any material of modern mathematics save one, Sidney
Luxton Loney’s Trigonometry, so Ramanujan’s original proof and method is unknown.
From the biographical account provided by P.V. Seshu Aiyar and R. Ramachandra
Rao[20], we have the following observations of Ramanujan’s life:
“While he was in the second form he had, it appears, a great curiosity to
know the “highest truth” in Mathematics, and asked some of his friends in
the higher classes about it. It seems that some mentioned the Theorem of
Pythagoras as the highest truth, and that some others gave the highest place
to “Stocks and Shares”... While in the third form, when his teacher was ex-
plaining to the class that any quantity divided by itself was equal to unity, he
is said to have stood up and asked if zero divided by zero was also equal to
unity. It was about this time he mastered the properties of the three progres-
sions... While in the fourth form, he took to the study of Trigonometry. He
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borrowed a copy of the second part of Loney’s Trigonometry from a student of
the B.A. class, who was his neighbour. This student was struck with wonder
to learn that this young lad of the fourth form had not only finished reading
the book but could do ’every problem in it without any aid whatever; and
not infrequently this B.A. student used to go to Ramanujan for the solution
of difficult problems. While in the fifth form, he obtained unaided Euler’s
Theorems for the sine and the cosine and, when he found out later that the
theorems had been already proved, he kept the paper containing the results
secreted in the roofing of his house.”
This indicates that Ramanujan, at this age, was familiar with the Pythagorus’ the-
orem. His knowledge of a proof could have been based on diagram, but that does not
explain any of his further interest in trigonometry. He had learnt about arithmetic,
geometric and harmonic progression and some basic theorems regarding them. It is at
this time, that Ramanujan, mostly likely, had developed at least the precursors to the
method that he was to use later in his life. A few years after this, he obtained a copy of
Carr’s Synopsis, and the rest is history.
Given what knowledge he possessed, it remains as an interesting exercise to restrict
one’s knowledge to the information that was available to him and try to reconstruct his
probable proof. Ramanujan’s proof came as inspired by beginning of Loney’s Trigonom-
etry, so one has to take Loney’s Trigonometry as a point of reference. Assuming that
Ramanujan could develop basic ideas of these series (eg: logarithmic, exponential, and
trigonometric) from Loney’s book, and had a method of manipulating series that was
highly intuitive, we developed the presentation of the first chapter as a proposed recon-
struction of his original book. Though it is not intended to be original research in the
sense of producing new results, the presentation shows how many results can come as
applications of ideas seen in the first few sections. This could shed some light on the
early methods of Ramanujan. The presentation, though covering many basic topics is
unconventional, starting with basic diagrams and leading up to a theory of series, which
could be refined as a student matures. While speculative, the presentation is consistent
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with the biographical details of Ramanujan’s life and could very easily have been his
method.
As a prerequisite, Loney assumes that the reader knows the theory of similar triangles
and Pythagorean theorem. While a conventional curriculum usually starts with the
former and then proves the later, we give a presentation that takes the opposite direction,
in effect showing that the two statements are equivalent, and grounding the theory in
geometric intuition rather then algebraic formalism.
As the motivation of Ramanujan’s subsequent work was in number theory, not ge-
ometry, rest of the chapter shows a development from basic geometric intuitions and
proceeds to a theory of series.
The result was an introductory pamphlet to trigonometry which is published as the
first chapter of this thesis. While not every step in this pamphlet can be obviously
justified as being Ramanujan’s, we do see some early aspects in this work. First is the
connection of geometry to gain insight into number theory. This can be seen in “Squar-
ing the circle” (published in 1913) and in “Modular equations and approximations to
π” (published in 1914). Second is the development of a theory of series, which was a
speciality of his, which eventually led him to do work in Analysis. Third is a connection
with the order presented in Loney’s Trigonometry, which eventually leads to the theorem
in question. As Ramanujan was pursuing the theorem independently, he would have had
to been slightly unconventional, but not fully deviating from the text. Otherwise the
rediscovery would not have come as such surprise. Fourth is the anticipation of certain
ideas that would appear later in his life. We ignore certain aspects of his work that
were clearly derived from later sources. For example, his paper on “Some properties of
Bernoulli’s numbers,” relies on material that he picked up from Edwards’ Differential
Calculus, a book he only saw after this period. We consider that he would have antici-
pated certain ideas of calculus (those that could be derived using basic understandings of
limits and algebra), but do not proceed far enough so that an understanding of calculus
of complex variables is obvious.
To compliment the material presented, as well as link it to further sections of the
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thesis, sections have been placed in the appendix making the presentation complete and
self-contained. In principle, the entire thesis should be accessible to an undergraduate
student of mathematics, and quite possibly to a motivated school student, as Ramanujan
was.
1.2 On Prime Numbers
The second part is a simplification of many important problems in analytic theory of
numbers. Here, we provide a discussion of many of the current aspects of the theory, such
as the Riemann zeta function, Lindelöf hypothesis, etc. and explain them in elementary
terms. To keep in the rhythm of the first chapter, many basic theorems of analysis are
mentioned explicitly, and their proofs are pushed to the appendix. The appendix of this
thesis acts in a way to complete the thesis to keep it self-contained. We have ensured
that even the most basic theorems are proven so as to make the piece self contained.
Theorems mentioned throughout the thesis are proven at length with the exception of
those in section 3.5, where appropriate referencing has been made. By bringing up these
topics, we motivate material for the final section section of this chapter. The theory of
the Riemann-zeta function has implications on prime number theory. In this chapter we
discuss a theorem of Ingham which implies that for all N large enough the inequality:
N3 < p ≤ (N + 1)3
is solvable for some prime p. (It should be noted that the corresponding theorem for
squares is an open question, even if we assume the Riemann Hypothesis.) Ingham’s
result was that:
π(x+ h)− π(x) ∼ xc
log x
where π(x) is the number of prime numbers less then x and c is any constant greater
then 5
8
. Ingham’s theorem requires an explicit formula for
∑
p≤x
log p. This explicit formula
uses the functional equation, but an alternative approach is due to by the introduction
of Hooley-Huxley contour.
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The main work in the present section is to sketch a proof of this without using the
functional equation of ζ(s).
1.3 Factorials
The third part is a generalization of a problem posed by Paul Erdős in 1993 in American
Mathematical Monthly. Consider the equation
n! = a!b!
where n > b > a > 1. Solutions can be constructed as follows: For arbitrary natural
numbers, take such numbers as a, define n as the factorial of a and define b! as one less
of n. By inspection one can see that this is a solution to the above equation. These
solutions are considered to be trivial [18]. Till now only one nontrivial solutions has
been found (ie: 10! = 6!7!). It has been shown that for n < 410 that this is the only
example[18]. It is an open question as to whether this is the only counter example. One
way to approach this is to find a bound on the distance between n and b. A trivial
solution would be of the form n − b = 1. Erdős was able to obtain an upper bound of
the difference to 5 log log n. We improve the absolute constant to 1+ε
log 2
and generalize this
result, with the same constant, to a more general equation of the form n! = a1!a2! . . . ak!,
for finite k. We do this by developing a function that counts the number of factors of 2
in each term. From that we will develop upper and lower bounds for the function and
conclude that n− b < (log2 b) log((n−b) logn)
log b−log((n−b) logn) .
We proceed with a modification of this theorem where we obtain comparable bound
when we substitute the factorial function with the product of terms in a class of arith-
metic progressions, that is d(2d)(3d)(md) in the place of m!. To attack this problem,
we develop an analogous proof using a function that counts the factors of d. The bound
we obtain is 1+ε
log p





We will assume or define (in this case it is the same) that the area of a square with side
equal to 1 has an area equal to 1, and if two rectangles have the same dimensions (that is
height and width), then the area covered by one rectangle is equal to the area covered by
the other. We prove three lemmas and we will conclude with a lemma that a rectangle
with sides of length a and b will have area ab.
LEMMA 1: Given two rectangles, R1 and R2, such that the heights of R1 and R2
are the same, and the width of R1 is a non-negative integral multiple, say ρ times, of
R2, then the area of R1 is ρ times the area of R2.
LEMMA 2: Given two rectangles, R1 and R2, such that the height of R1 and R2
are the same, and the width of R1 is a non-negative rational multiple, say ρ times, of
R2, then the area of R1 is ρ times the area of R2.
LEMMA 3: Given two rectangles, R1 and R2, such that the height of R1 and R2
are the same, and the width of R1 is any non-negative real multiple, say ρ times, of R2,
8
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then the area of R1 is ρ times the area of R2.
LEMMA 4: Given two rectangles, R1 and R2, such that the height of R1 is a non-
negative real multiple, say ρ1 times, of R2, and the width of R1 is a non-negative real
multiple, say ρ2 times, of R2, then the area of R1 is ρ1ρ2 times the area of R2.
Figure 2.1: Lemma 4
Lemma 4 follows from Lemmas 1, 2 and 3,
by appropriate interchanging of height and width.
Lemma 3 follows from Lemma 2, as for any
given non-negative real number, say ρ, there is
a sequence of rational numbers ρj that will ap-
proximate it, and consequently the area of R1
will be approximated by a sequence of rectan-
gles R1j such that the area of R1j is ρj times
the area of R2. Since ρj approximates to ρ,
then the area of R1j = ρjR2 approximates
R2.
Figure 2.2: Lemma 3
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Figure 2.4: The algebraic equations follow from these figures.
Figure 2.3: Lemma 2
Lemma 2 follows from Lemma 1. If the rational
number ρ is a unit fraction, then by interchanging R1
and R2 we can apply Lemma 1. If ρ is an integral
multiple of a unit fraction, then we can apply Lemma
1 on the result we just got and get Lemma 2. To prove
Lemma 1, we simply arrange ρ copies of R2 along the
base. The area of the copies will overlap R1 exactly,
and the area of the copies, and hence the area of R2 will be ρR1.
Figure 1.4 can be taken as proofs that (a+b)2 = a2+2ab+b2 and (a−b)2 = a2−2ab+b2.
2.2 Pythagoras’ Theorem
Pythagoras’ Theorem states that given a triangle ΔQBC(Q̂ = a right angle), the area
of the square subtended from side BC is equal to the sum of the areas of the squares
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Figure 2.5: First Proof
subtended from the other two sides. In this section, we give two proofs of this Theorem,
one based on (a + b)2 = a2 + 2ab + b2 and the other on (a − b)2 = a2 − 2ab + b2 (both
these identities are valid for any two numbers a, b).
First Proof (using (a+ b)2 = a2 +2ab+ b2). Consider the triangle Δ SRC, where Ĉ
is a right angle. Draw the square PQRS. Draw Δ QBR in such a way that CR = QB
and SC = RB. Similarly draw the triangles Δ PAQ and ΔPDS. All the four triangles
are equal in area (since three sides of one equal three sides of the other). Each of these
triangles is equal in area to that of Δ SCR, which is plainly equal to 1
2
CR.SC. The
four triangles together make up 41
2
CR × SC = 2CR × SC. Also they are equal to
(CD)2 − (SR)2. Thus (since CD = DS + SC = (CR + SC)),
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Figure 2.6: Second Proof
2CR× SC = (CR + SC)2 − (SR)2.
Hence
(SR)2 = (CR)2 + 2CR× SC + (SC)2 − 2CR× SC
= (CR)2 + (SC)2.
Second Proof(using (a − b)2 = a2 − 2ab + b2). Consider the triangle ΔABP right
angled at P̂ . Construct a triangle ΔQBC(Q̂ = a right angle) such that BQ = AP and
CQ = BP . Plainly PQ = BP − AP (since ΔABP is congruent to ΔQBC). Certainly
AB = BC. Do the same thing for triangle ΔRDC and ΔADS. The four small triangles
make up an area of 4.1
2
AP × BP = 2AP ×BP. Hence
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(AB)2 = (BP − AP )2 + 2AP ×BP
= (BP )2 + (AP )2,
using (a− b)2 = a2 − 2ab+ b2.
REMARK We have used the fact that the area of a right angled triangle is equal to
half the product of the sides containing the right angle. We will amplify this remark
again in section 1.3.
2.3 Similar Triangles
In this section we prove that Pythagoras’ theorem implies that if two triangles are similar
then their corresponding sides are proportional. By similar we mean that the three angles
of one are equal to the three angles of the other. In order to prove this we can not do
any thing better than reproducing from the reference [38]. We deduce the general case
from the following theorem as a corollary.
Theorem 1 If two right angled triangles are similar then their corresponding sides are
proportional.
Figure 2.7: Two Similar Triangles
To prove the corollary, divide each of the similar tri-
angles ΔPQR and ΔXY Z into right angled triangles
as shown in figure 1.7 and apply theorem 1 twice
While, there is a well-known method of proving
Pythagoras’ Theorem using theorem 1, but it is less
well known that deduction can be made in the oppo-
site direction namely: we can prove theorem 1 using
Pythagoras’ theorem. The following proof may be
new.
Let ΔABC and ΔDEF be similar right angled
triangles. If they are congruent then there is nothing
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to prove, so assume without loss of generality that the length of DE is less than the
length of AB. Superimpose ΔDEF on ΔABC in such a way that the point D coincides
with the point A and DE,DF fall respectively on AB,AC as in figure 1.8. Draw EG
perpendicular to BC.
Figure 2.8: Similar Triangle Theorem
Proof
Write AB = c, BC = a, CA = b, AE =
λc,AF = μb, where 0 < λ < 1 and μ is posi-
tive. It suffices to show that λ = μ since E lies
between A and B,F cannot lie outside AC, for
otherwise the parallel lines EF and BC would
intersect. Hence 0 < μ < 1.
Also write BG = x,GC = EF = y. Apply-
ing Pythagoras’ theorem we have
x2 = (c− λc)2 − (b− μb)2
y2 = λ2c2 − μ2b2
and a2 = c2 − b2 . (2.1)
Now x = a−y, so x2 = a2+y2−2ay. Hence
2ay = a2 + y2 − x2. Substituting from (1.1) we
obtain
2ay = 2aλc2 − 2μb2
Hence
a2y2 = (λc2 − μb2)2.
Substituting again for a2 and y2 from (1.1) we obtain after simplification (λ−μ)2b2c2 = 0
and hence λ = μ as required.
REMARK The proof of the theorem on similar triangles reproduced here is a simplified
version (due to the referee) of the paper by K.Ramachandra [38].
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2.4 Addition formula for sine and cosine functions




and cos θ =
adjacent side
hypotenuse





, cot θ = (tan θ)−1
and other ratios cosec θ = (sin θ)−1, sec θ = (cos θ)−1.
It is very surprising that these ratios have an addition theorem.
ADDITION THEOREM We have
sin(α + β) = sinα cos β + cosα sin β
and
cos(α + β) = cosα cos β − sinα sin β
where α, β and α + β are positive angles (all less than a right angle).
COROLLARY 1. Let i =
√−1. Then
cos(α + β) + i sin(α + β)
= cos β(cosα + i sinα) + sin β(i cosα− sinα)
= cos β(cosα + i sinα) + i sin β(cosα + i sinα)
= (cosα + i sinα) (cos β + i sin β)
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COROLLARY 2. Let θ be any angle. Then for all positive integers n







(Note: RH makes sense whatever θ (positive angle) provided n is large). Also if we
take cos2θ + sin2 θ = 1 to be valid for negative θ and interpret cos(−θ) = cos θ and
sin(−θ) = − sin θ we will have cos2 θ+ sin2 θ = 1 = (cos θ+ i sin θ)(cos(−θ) + i sin(−θ)).
Hence we can uphold corollary 2 to negative integers n also.
PROOF OF THE MAIN THEOREM (Proof of addition theorem for sin θ due to
I.M.Gelfand [17])
We begin with
LEMMA 1. Area of any triangle is equal to half the product of any two sides multiplied
by the sine of the included angle.
PROOF Suppose the triangle is ΔABC. Draw AD perpendicular to BC. Area of ΔABC
is equal to the sum of the areas of ΔABD and ΔADC.














But AD = AB× sine of the angle AB̂D.
Hence area of ΔABC = 1
2
AB × BC× sine of
the angle AB̂D and this proves the lemma.
REMARK. We have used the fact that the area of a right-angled triangle (say ΔACD)
is 1
2
DC × AD which is half of the area of the rectangle ABCD (see the figure 1.10)
Consider the figure 1.11, where angle BÂD = α and DÂC = β, and AD is perpen-
dicular to BC. Select B such that angle BÂD = α and C such that DÂC = β. Plain
by BÂD = α+ β. Area of ΔBAC = 1
2
AB ×AC sin(α+ β). Also area of ΔBAC = the
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sum of the areas ΔBAD and ΔDAC.




AD ×BD + 1
2
AD ×DC.
Hence AB × AC sin(α + β) = AD × BD +
AD × DC. But AD = AC cos β = AB cosα
and BD = AB sinα and also DC = AC sin β.
There follows AB × AC sin(α + β) =
AC cos β × AB sinα + AB cosα × AC sin β.
Canceling AB × AC throughout we obtain







which follows from a
consideration of right angled isosceles triangle)

















































cos θ + cos
π
4












































(cos θ − sin θ).
From this we obtain (by using cos θ = sin(π
2
− θ) and sin θ = cos(π
2
− θ)
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(sin θ cosφ− sin θ sinφ+ cos θ cosφ− cos θ sinφ)
= cos θ cosφ− sin θ sinφ
Figure 2.11: ΔBAC = 1
2
.AB.AC. sin(α+β).
which is the addition theorem for
cos θ namely cos(θ + φ) = cos θ cosφ −
sinφ sinφ. i.e. cos(α + β) = cosα cos β −
sinα sin β with a change of notation. This
proves our addition theorem completely.
It must be remembered that 0 ≤ α ≤ π
2
and 0 ≤ β ≤ π
2
0 ≤ α + β ≤ π
2
. But we
extend it to other (real) values of α and β
by using









valid for all integers n = 0.
2.5 Radian Measures and Calculation of Trigono-
metric Ratios
Although we start with sexagesimal measure such as 30o, 45o, 180o and so on, we find
it convenient to designate by 2π the circumference of a circle of unit radius. We call
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the angle around a point 2π radians. We divide the circumference into very small equal
parts say k parts – and each part is of length 2π
k
. The angle subtended at the center by
each part is 2π
k
radians. By choosing k large, we can define (by rule of three) the angle
θ(0 < θ ≤ 2π) subtended at the center by arc of length θ will be θ radians. Of course we
can calculate π by using






− . . .
and putting x = 1 and tan−1 1 = π
4
(radian measure). These things will be worked out
in section 1.7. For the calculation of trigonometric ratios we start with
LEMMA1. For 0 < θ ≤ π
2
, we have
cos θ = 1 +O(θ2 )
NOTE From now on we employ the notation O(. . .) to mean “less than a constant times
. . . ”. Thus stated in other words the lemma reads
| cos θ − 1| ≤ Cθ2
where C > 0 is an absolute constant. From now on, all angles will be in radian measure.
PROOF. | cos θ−1| = 1− cos θ = 1−cos2 θ
1+cos θ
≤ (sin θ)2 ≤ θ2 and we prove a more precise
result regarding (sin θ) in the next lemma.
LEMMA 2. | sin θ − θ| = O(θ3),
PROOF. In the figure 1.12, AB = AC = AF = 1, BÂC = θ = arc BFC, and AGF is
perpendicular to BC. DFE is tangent to arc BFC touching it at F. Also F is the middle
point of arc BFC. We recall that the area of any triangle is half the product of any two
sides multiplied by the sine of the included angle. Hence by dividing the arc θ into small
bits area of sector ABFC=θ. Area of ΔABC is 1
2
sin θ.
Again BD = GF = AF − AG = 1− cos θ
2
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Figure 2.12: | sin θ − θ| = O(θ3)



















Thus 0 < θ − sin θ ≤ 1
2
θ3. This proves the lemma. Our next step is
THEOREM If θ is in radian measure then







PROOF. We begin with the identity
An − Bn
= (A−B)(An−1 + An−2B + An−3B2 + . . .+Bn−1)
≤ |A−B|(nJn)
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where J = max(|A|, |B|). We observe

























where A = cos
θ
n
+ i sin =
θ
n










|, |1 + iθ
n
|) ≤ 1 + Co
n
(where Co is positive and constant, and so nJ
n ≤ n(1 + Co
n
)n ≤ Dn, where D is a
positive constant. The inequality (1+ Co
n
)n ≤ D for all large n will be proved in the next
section).
|A−B| = | cos θ
n





≤ | cos θ
n















), by using lemmas 1 and 2.
Thus






















and this proves the theorem.
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where C is any positive constant.
PROOF Put K = 100C3 (without loss of generality we can assume that C is a












C.C . . . , C to n terms
100C3.100C3 . . . to n terms
≤ ∑
n≥K+1
C2.C2. . . . C2 to[n
2
] + 1 terms
100C3.100C3 . . . to[n
2




100C.100C . . . [n
2




2.2−n = 4. since 100C ≥ 4 and
4.4. . . . to [
n
2
] + 1 terms ≥ 2.2−n.







exists and is equal to cos θ + i sin θ, θ being in radian
measure.
REMARK. The notion of a limit(and consequently the concept of convergence of
a sequence (such as infinite series, infinite products and infinite continued fractions))
depends on the notion of a distance of a real or a complex number from the origin. This
necessitates the notion of the real line or the complex plane as the case may be. The
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log(x+ iy) = log
√
x2 + y2 + itan−1
y
x
+ 2πk k = 0,±1,±2, . . .
These are in some ways a natural way of introducing the distance function (also called
Archimedean valuation). There are other ways (called non-Archimedean valuations).
For example
|2n|2 = 2−n and |6n|2 = 2−n.
You will surely raise your eyebrows if I say that the distance of 2n from the origin is 2−n
and so 2n tends to zero as n → ∞. But you need not. There is a rich subject called
“p-adic analysis”. Every rational number has a p-adic distance called “p-adic valuation”
associated with every prime p. For example if (p, 6) = 1 then |6|p = 1. Also we can
do differentiation, integration theory of analytic functions and so on. In this theory, the





is not infinity but p−δ, δ = 1
p−1 , !!!
This is certainly not perverted intelligence. The extra-ordinary results of A.Baker
have been extended to p-adic valuations [45]. These give very rich dividends to ordinary
Diophantine equations and more general diophantine problems. The best Indian expert
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on p-adic analysis is Professor T.N. Shorey. He has worked on p-adic transcendence and
application of Baker’s work to diophantine questions. From now on we use only the
ordinary distances of real and complex numbers from the origin.




)n as an infinite power series in powers
of iθ. Separating real and imaginary parts we obtain series for the sin θ and cos θ in
powers of θ.
2.6 Exponential Series
The object of this section is to prove the following theorem.

















+ . . . .






















)3 + . . . to n+1 terms, where
n is a positive integer (this could have been proved by Ramanujan).
MOTIVATION We can start with
(1− x)−1 = 1 + x+ x2 + . . . .
differentiate both sides with respect to x n times. We get successively (for LHS)
1!(1− x)−2, 2!(1− x)−3, 3!(1− x)−4, . . . to n terms
RHS will be
1.x0 + 2.x1 + 3x2 + 4x3 + . . .
2.1.x0 + 2.3x1 + 3.4x2 + . . .
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We can guess what happens at the rth stage and we get an expansion for
(1− x)−r.
Here we can replace r by −n and x by −x and thus we can get a formula for
(1 + x)n.
From this we can get the expansion for (1 + z
n
)n, (which is the well known Binomial
theorem for a positive integral index) stated earlier.




− 1| ≤ 2
2
n
, |n(n− 1)(n− 2)
n3




|n(n− 1)(n− 2)(n− 3)
n4
− 1| ≤ 2
4
n
, . . .
PROOF We have for 0 < r < n
|n(n− 1)(n− 2) . . . (n− r)
nr+1
− 1| ≤ |(n− 1)(n− 2) . . . (n− r)
nr
− 1|
(Note that the first term is positive and less than 1 and so the quantity in question is)
|n(n− 1)(n− 2) . . . (n− r)
nr
− 1| ≤ |(n− r
n
)r − 1|
= n−r(nr − (n− r)r)
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= P +Q say.



























being a binomial coefficient in (1+ x)n+r




























valid for n ≥ 100C2.























for |z| ≤ C
It is not hard to prove that the last infinite sum is bounded by a constant depending on
C (see the remark before section 1.6).
Hence P → 0, Q → 0 as n → ∞, and this proves the theorem.
REMARK. We do not go in detail to the theory of infinite series. For our pur-
poses an infinite series of complex terms
∞∑
n=1
an represents a complex number if it is






























= e(z1 + z2)
and so










)}n. Hence e(z ) = e(1 )z , e(1 )
is usually denoted by e.
Thus we have the following theorem.










+ . . .
whereby









−+ . . .
and






−+ . . .
REMARK. If a and z are complex numbers we have to interpret az as exp{z log a}.
Since log a1 = log a2 will happen with a1 = a2e
2πik for any integer k, we have to specify
the logarithm. In case a is a positive real number log a is in uniquely defined (in practice)
as the unique real solution of eb = a. But even in this case log a is in general any of the
numbers b+ 2kiπ(k = 0,±1,±2, . . . , ). If a( = 0) is complex we write a|a| = eiθ (note the
LHS has absolute value 1.) If A+ iB is of absolute value 1 so is its square A2 +B2 = 1,
where A and B are real.
2.7 Logarithmic Series














+ . . . = ez.
Let 1−x (|x| < 1) be the series on the RHS. It is possible to invert and find an expression
for z in terms of x. Put (1 + z
n




n − 1) = z.
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∣∣∣∣∣(1 + 11.n)(1 +
1
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) . . . (1 +
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(log r +O(1)) +
1
n2












is over those r with n > (10 log r + O(1))2 i.e. (log r + O(1)) ≤ 5√n and ∑
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Thus we have proved the following
THEOREM. Let |x| < 1 and




















where n ≥ 100 and N = e n10+O(1).









An alternative approach is to assume an expansion of the following type (in this
approach binomial theorem for a non-integral positive index is not necessary. We need










+ . . . =
1
1− x (|x| < 1)
ez =
1
1− x = 1 + x+ x
2 + . . . |x| < 1
Assume that z = a0 + a1x+ a2x
2 + . . . . There follows
1
1− x = 1 +
(a0 + a1x+ a2x








+ . . . .
Equating constant terms we get 1 = ea0 and so a0 = 0. Equating coefficients of x we
have 1 = a1. Equating coefficients of x








and so on. By
induction we may complete the proof that
log(
1






+ . . .
But we will not pursue this proof and do error estimations.
2.8 Trigonometric Functions and their Inverses
We start with the diagram of triangle ΔABC (See figure 1.14) where angle B (denoted
by B̂) = π
2









1−x2 = Ĉ + Â =
π
2
and so on. These
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require the condition 0 < x < 1 (but relaxable by “Analytic continuation”, a term which
we do not explain).
From






+ . . .
Follows (on equating real and imaginary points),






−+ . . . and






−+ . . .
The usual (nice) series for tan−1x can be obtained as follows.
We have






Put z = x+ iy and we get






Specializing this to x = 0 we obtain






Here LHS = − log |1− iy| − i tan−1(−y) = − log |1− iy |+ i tan−1y Thus





= − log |1− iy|+ i tan−1y
Equating imaginary points in the last two formulae we get






−+ . . . ,where|y | < 1.
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+− . . . .
by justifying the limit operation y → 1.





















−+ . . .
Again d
dy
sin−1 y = 1√














































+ . . . .
Also cos−1y = π
2
− sin−1y = π
2








+ . . .).
Figure 2.14: Triangle ABC
We end this chapter by proposing
a new method for a nice expansion of
(F (x))k where k is any positive integer
constant. We limit ourselves to (tan−1x)2
and (sin−1x)2. [Before proceeding further
we note (p.203 of part II of the excellent


































+ . . .
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We hope that we can obtain this by our method.
We now proceed with our method.
Let
(tan−1x)2 = a0 + a1x+ a2x2 + . . . . (2.2)
Differentiating both sides with respect to x and multiplying both sides by 1 + x2 we get







−+ . . .)
Equating coefficients of like powers of x, we can obtain a0, a1, a2, . . .. Certainly a0 = 0.








−+ . . .
)2
.
We now turn to
(sin−1x)2 = a0 + a1x+ a2x2 + . . . (1)
differentiating we get
2sin−1x√
1− x2 = a1 + 2a2x+ 3a3x
2 + . . . (2)
One more differentiation gives
2
1− x2 + 2(sin
−1x)(−1
2
(1− x2)− 32 (−2x)) = 2.1.a2 + 3.2.a3x+ 4.3.a4x2 + . . . (3)
Multiplying throughout by 1− x2, we obtain
2 +
2(sin−1x)√
1− x2 = (1− x
2)(2.1.a2 + 3.2.a3x+ 4.3.a4x
2 + . . .
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Here we substitute for LHS (using (2))
2 + a1 + 2a2x+ 3a3x
2 + . . .
= (1− x2)(2.1.a2 + 3.2.a3x+ 4.3.a4x2 + . . .). (4)
In (4) we equate coefficients of like powers of x and we get a1, a2, a3, . . . (trivially a0 = 0
and a1 = 0).
We leave it as an exercise for the reader to complete the expansion of (sin−1x)2.
ONE FINAL REMARK: JONATHAN M BORWEIN and MARC CHAMBER-
LAND have proved the following surprising result.






































































the convention is that the sum is zero if the starting index exceeds the finishing index.









= π2 log 2− 7
8
ζ(3)




Imagine you are a teacher at a school, and you want to keep your students busy. To do
so you come up with the arduous task of adding up the numbers from 1 to 100. Today
any student with a mobile phone can do the task mechanically and produce the answer
within minutes. We all know the story of Karl F. Gauss, who was able to devise a method
of adding up numbers in a series of this form by developing a theory of addressing the
sum of consecutive integers, but in mathematics one finds that there are still interesting
series that need to be added.
Take the following series as an example. For each number, count the number of prime
factors. If the number of factors is odd, then mark the number as plus. Else mark the
number as minus. Start with the number 1. In this case, there are no prime factors,
so the number of prime factors is 0. We mark this number as minus. Now take the
next number, 2. Again count the prime factors. We get 1. 3 has one prime factor, so
we mark these numbers as plus. 4 has two prime factors (2 and 2). So we mark 4 as
minus. Continue this procedure until 100. What is the difference between the pluses and
minuses?
37
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In the case of 100, we get the number 6 at the end. What of the end of 1,000? 10,000?
Calculating this value would be taxing even with the aid of sophisticated computational
techniques. An even more basic topic of inquiry is the order of magnitude of this value in
terms of the final integer. That is, if we continue this procedure for large numbers, will
we find a point where the value we obtain would be consistently overtaken by a function
of the number we end with? What is the smallest such function? It is hypothesized
that such a function would be f(n) =
√
n log n. This hypothesis is called the Riemann
Hypothesis.
A trivial upper bound is the function f(n) = n. Developing a nontrivial upper bound
is a very difficult problem. Establishing that the function is even f(n) = n.999999 is out of
reach, but establishing this would have deep implications for the theory of prime num-
bers. The current bound is f(n) = n
1− 1
(logn)2/5(log logn)1/5 [50] [36] [49] . Progressing from
this has proven to be a very difficult project.
Very powerful tools have been developed in the analytic theory of numbers. Using
these tools, we can see how to convert this problem into a problem of the location of
zeros of the an analytic function. We shall present a proof that the above mentioned
statement is equivalent to the following statement:
Statement: If the Riemann-zeta function defined by ζ(s) =
∞∑
n=0
n−s where s is com-
plex, equals 0, then the real part of s is 1
2
or an even negative integer.
We make use of the following statements. The proofs are provided in the appendix.
Cauchy’s Integral Theorem If a function f(z) is analytic and one-valued inside and
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Cauchy’s Residue Theorem Given a function F (z) that can be approximated by




n, within a circle of unit radius, the value of
∫
C
F (z)dz = 0 if
the function is bounded in C. If the function goes to infinity at a single point, z0 in C,
the value of F (z) =
∞∑
n=−∞
bn(z − z0)n = ∫
C
F (z)dz = b−1.











0 if y < 1
1
2
if y = 1
1 if y > 1
Note: A function is called analytic if it can be approximated by a polynomial. A
function is called one-valued if its output is always a complex number.
We now proceed to show:
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The contributions from n > 2X, and n < x
10
and |n− x| ≤ 3 to the Right Hand Side






























and hence the lemma is proved.




















(which does not exceed 2yc.)
We do not have to use the error term, but to be very rigorous we can use the error
term. One should note that T = O(X) and X = O(T ). From this lemma, we get the
following lemma as a consequence.
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We introduce the following functions.
For a given integer n =
ω∏
pa, ω = ω(n) is the number of distinct prime factors of n, and
Ω(n) =
∑
a represents the total number of primes. Consider the number 12 = 22.31.
ω(12) = 2 and Ω(12) = 3.









(−1)ω(n) if Ω(n) = ω(n))
0 otherwise
Note: μ(n) is called the Möbius function. A variation of μ(n), call the Liouville
function λ(n) = (−1)Ω(n) can be substituted in, as one can prove that certain inequalities
relating to one series carry over to the other very easily. An explanation and justification
is given in the appendix.
3.3 Riemann Hypothesis





























































Note: Our assumption that ζ−1(s) = O(tε) can be justified by the fact that the
Lindelöf hypothesis is a consequence of the Riemann hypothesis. A proof is enclosed in
the appendix.
3.4 Consequences on Theory of Primes
We know that pn+1 − pn < pθ+ε with some specific θ = 12 + 140 [2]. In the case of the
Lindelöf hypothesis this implies that pn+1−pn < p 12+ε, or alternatively, for any given ε, the
number of exceptions to the statement, “Between n2+ε and (n+1)2+ε, there is a prime.”
is finite. In the final section of this chapter we present the Van der Corput version of the
proof ζ(1
2
+ it) = O(t
1
6
+ε), and apply the technique to prove that ζ(1
2




where ζ(s, α) =
∞∑
n=0
(n + α)−s, with 0 < α ≤ 1 is the Hurwitz Zeta function. The proof
is not self-contained, and we refer to Titchmarch’s book [49] to fill in any gaps.
Chapter 3. On Prime numbers 43
3.5 A remark on a statement of Ingham
3.5.1 Introduction:
The three main ingredients in the proof of Ingham’s Theorems are:
A) I. M. Vinogradov’s deep result:
ζ(s) = 0(s− σ + it), σ ≥ 1−K1(logt)−23 (loglogt) 13 ,
t ≥ 100, where K1 > 0 is an absolute constant.











≤ σ ≤ 1, T ≥ 1000. The precise power of logT is unimportant. Any constant
in place of 100 will do. N(σ, T ) denotes the number of zeros β + iγ of ζ(s) with β ≥ σ
and |γ| ≤ T .
1) The toughest part is (A). It follows from a deep result (due to Vinogradov)
ζ(σ + it) ≤ (t(1−σ)3/2logt)K2 (1
2
≤ σ ≤ 1, t ≥ 100)
where K2 > 0 is an absolute constant and Vinogradov’s zero-free result follows from this
in a relatively simple way by a method due to Landau [36]. For a proof of Vinogradov’s
upper bound for |ζ(σ + it)| without using the functional equation see [37].
2) Explicit formula uses the functional equation, but an alternative approach is due to
[35] by the introduction of Hooley-Huxley contour.
3) The proof of the zero-density bound, stated above, uses
ζ(1
2
+ it) = O(t
1
6 logt), t ≥ 100,
where the O−constant is absolute. The main work in the present section is to sketch a
proof of this without using the functional equation of ζ(s).
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3.5.2 Some Remarks:




(n+ α)−s(0 < α ≤ 1, s = α + it, σ > 1),
and next if X is any positive integer we have














Since the last term is
(X+1+α)1−s
s−1
and the rest is analytic in σ > 0, we get the analytic continuation in σ > 0 of ζ(s, α).




+ it, α)− α− 12−it = O(t 16 logt), (t ≥ 10)
uniformly in the real parameter α. (Note that ζ(s, 1) = ζ(s)).
Proof of the theorem We use Van-der Corput’s theorems (Theorems 5.9 and 5.11
of [49]) and after the proof of the theorem we make some comments about the Weyl-
Hardy-Littlewood method of proof of our theorem.
Theorem 1 (Theorem 5.9 of [49]) If f(x) is real and twice continuously differentiable
and
0 < λ2 ≤ f ′′(x) ≤ hλ2(or0 < λ2 ≤ −f ′′(x) ≤ hλ2)
throughout the interval (a, b) and b ≥ a+ 1, then
∑
a<n≤b
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Theorem 2 (Theorem 5.11 of [49]) If f(x) is real and thrice continuously differentiable
and
0 < λ3 ≤ f ′′′(x) ≤ hλ3(or0 < λ3 ≤ −f ′′′(x) ≤ hλ3)
throughout the interval (a,b) and b ≥ a+ 1, then
∑
a<n≤b
e2πif(n) = O(h1/2(b− a)λ
1
6








(n+ α)−it with a ≥ 10.
Here f(x) = − t
2π
log(x+ α). We have
f ′(x) = − t
2π(x+α)
f ′′(x) = t
2π(x+α)2
and
f ′′′(x) = − 2t
2π(x+α)3
Thus
C1 ≤ f ′′(x)a2t−1 ≤ C2
and C3 ≤ f ′′′(x)a3t−1 ≤ C4
where C1, C2, C3, andC4 are absolute positive constants. Thus we have
∑
a<n≤b(≤2a)



























































which follows from our estimate of
∑
a<n≤b(≤2a)









































































(n+ υ + α)−s−1dυ)du














2 )) = O(t−
1
6 ).
This proves our main theorem.
Remark 1 Let X be an arbitrary positive integer ≥ 20(|t| + 20)(K + 1). Then by
iteration of the method by which we continue ζ(s, α) in σ > 0 (incidentily the method is
due to E. Landau (Handbuch der primzahlen) [30] we can get the analytic continuation
in |σ| ≤ (K + 1) (K being arbitrary constant) and also the expression
ζ(s, α)− α−s + ∑
n≤X




where s = σ + it (σ arbitrary). (O constant depends on K). For this see [36]
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Remark 2 A remark on Weyl-Hardy-Littlewood method is necessary here. The proof








6L) except for trivial com-
plications arising from presence of the real parameter α. This uses the integer parameter











whatever the constant C ≥ 10 be. Here L is some fixed power of logt. These consid-
erations prove the main theorem in view of Remark 1 above. We stress once again that
functional equations for ζ(s) or ζ(s, α) are not necessary in the proof of Ingham’s theo-




4.1 A problem of Erdős
In a paper published in 1993 in American Mathematical Monthly, Erdős proved that if
n! = a!b! with n > b > a > 1 then n − b < 5 log log n for large enough n, where log x
denotes the natural logarithm of x. We generalize the theorem from two factorials to
many. The trivial solutions to this equation are when n = b + 1 = a!. So far the only
known non-trivial solution to this is 10! = 6!7!. It is an open problem as to whether the
number of non-trivial solutions is finite or not.
4.2 Generalization
The corresponding conjecture can be generalized to more then 2 factorials. That is to
say that if n! = (
k∏
j=1
aj!)b! with 1 < a1 ≤ a2 ≤ ... ≤ ak ≤ b < n, a trivial solution is
n = b+ 1 =
k∏
j=1
aj!. The only known trivial solution to this, barring the one mentioned,
is 16! = 14!5!2!. A good treatment of this problem has been made by Luca. [32]
THEOREM: For arbitrary ε > 0, there is nε depending on ε such that for all n > nε,
we have n! = (
k∏
j=1
aj!)b! with 1 < a1 ≤ a2 ≤ ... ≤ ak ≤ b < n then n− b < 1+εlog 2(log log n).
48
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Proof outline: We will first develop a function that counts the number of factors of
2 in each term. From that we will develop upper and lower bounds for the function and
conclude that
n− b < (log2 b) log((n− b) log n)
log b− log((n− b) log n) .
From this, we will use the inequalities that we derived to obtain the desired result.










 denotes the largest integer less
than or equal to x.
A reader should note three things about the function α(n):
1 : α(n) < n
2 : α(n) shows how many factors of 2 are in the term n!.














≥ n− log n
log 2
− 1
By Statement 2, n! = (
k∏
j=1
aj!)b! implies that α(n) =
k∑
j=1
α(aj) +α(b), as n! must have as




We also have another useful fact following from these three statements. (n−b) log n >
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aj for all 0 ≤ j ≤ k. If aj is small, then the statement follows for large enough n. If
n− b > 1, this follows as
n− b > α(n)− α(b)− log2 n
≥ α(aj)− log2 n
> aj − log2 aj − log2 n− 1
> aj(1− log 2)− log2 n
and hence, aj < 3(n− b)+ log n < (n− b) log n for large enough n and assuming that
the solution is non-trivial. Otherwise, the equation would satisfy the trivial solution,
which implies that n ≥ aj! and hence log n > aj assuming n is large enough.
We shall also make use of the fact that α(aj) >
log aj!
log((n− b) log n) . We will show that
this is true:
First, it seen to be true for 1 < aj < 18 just by assuming n to be large enough and
n− b ≥ 1, otherwise:
α(aj) ≥ aj − log aj
log 2
− 1











aj− log ajlog 2 −1
j )
log((n− b) log n)
The last step follows as (n− b) log n > aj. What is left is to show that
a
aj− log ajlog 2 −1
j > aj!
a































when a ≥ 18 > 2π by Stirling’s approximation.







log((n− b) log n)
=
log n!− log b!
log((n− b) log n)
>
n log b− b log b
log((n− b) log n)
>
(n− b) log b
log((n− b) log n)
We remark that if b ≥ ai for all i ≤ k, then the largest prime factor of n! must be the
largest prime factor of b!. Therefore, there cannot be a prime factor between b and n.
A theorem of Baker et al.[2] states: If pn is the nth prime number, then pn+1 − pn <
(pn)
0.525+ε for large pn. It follows that for large enough n, the gap n − b < b0.525+ε.





























Chapter 4. Factorials 52






< n− b+ log2 b
we have α(n)− α(b) < n− b+ log2 b
And we get




(n− b) log b
log((n− b) log n)
and thus
n− b < (log2 b) log((n− b) log n)
log b− log((n− b) log n)
<
(log b) log(b.9 log n)
log 2(log b− 2 log log n)
<
(log b)(2 log(b.9))
log 2(log b− log log n)
<
2(log b)2




< 5 log b
We again substitute into the equation :
n− b < (log2 b)(log((n− b) log n)
log b− log((n− b) log n)
<
(log2 b) log(15 log b log n)
log b− log(15 log b log n)
<
(log2 b)(15 log log n)
log b− 3 log log b
<
15(1 + ε) log2 b(log log n)
(1− ε) log b
< 22 log log n
We repeat this technique :
n− b < (log2 b)(log((n− b) log n)
log b− log((n− b) log n)
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<
(log2 b) log((22 log log n) log n)
log b− log(22(log log n) log n)
<
(log2 b)((1 + ε) log log n)
log b− 2 log log b
<
(1 + ε) log2 b(log log n)





So we get our desired result
n− b < (1 + εlog 2 ) log log n
4.3 Arithmetic Progressions




THEOREM: For arbitrary ε > 0, there is nε depending on ε such that for all n > nε,
we have P (m, d) =
∏N
k=0 P (mk, d) where dm > dmN ≥ dmk, for all k such that 1 ≤ k ≤
N . For sake of simplicity, we will define P = P (m, d) and Pk = P (mk, d)
Proof outline: We will define the number c as the greatest prime factor of d. We will
first develop a function that counts the number of factors of c in each term. From that
we will develop upper and lower bounds for the function and conclude that:
d(m−mN) < (logc(dmN)) log(d(m−mN) log(dmN))
log(dmN)− log(d(m−mN) log(dm))
From this, we will use the inequalities that we derived to obtain the desired result.
When c > 1 an integer, we write logc M to mean
logM
log c
and use these terms interchange-
ably.
Proof:





 denotes the largest integer less
than or equal to x and β(n) = (c−1)α(n)
c log c
.
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A reader should note four things about these functions:
1: When c approaches 1, c−1
log c
approaches 1, so β(n) → α(n) when c → 1+
2: β(n) < n












(c−jn− 1) ≥ c
c−1n− lognlog c − 1
By Statement 3, P = (
N∏
k=1
Pk) implies that α(dm) =
N∑
k=1
α(dmk), as P must have as




We also have another useful fact following from these three statements:
3d(m −mN) log(dm) > dmk for all 0 ≤ k ≤ N . If dmk < log(dm), then the statement
follows trivially. If dmk > log(dm), this follows as d(m − mN) > β(dm) − β(dmN) −
(c−1)
c
logc(dm) ≥ β(dmk)− (c−1)c logc(dm) > dm− (c−1)c logc(dm)− (c−1)c logc(dmk)− 1 >
dm − 2(c−1)
c
logc(md). Hence, dmk < d(m − mN) + 2(c−1)c logc(md) < 3d(c−1)c (m −
mN) log(dm).
We shall also make use of the fact that β(dmk) >
log (dmk)!
log((dm−dmN ) log dm) . We will show
that this is true:









2 − log dmj
log dmj
≥ log((dmj)
dmj− (c−1)c log c log dmj−1)
log dmj
≥ log((dmj)
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The last step follows as d(m−mN) log dm > dmj. What is left is to show that
(dmj)
dmj− log(dmj)log c −1 > (dmj)!
(dmk)


























when dmk ≥ 7 by Stirling’s approximation. For 1 < dmk < 7, this can be confirmed by
calculation.

















We remark that the largest prime factor P
PN




Pk. This should imply that if (m − k) is prime for any k ranging from 0 to mN ,
then (m− k)|d. If there is no prime number in this range, we can conclude, as we did in
the previous section that m −mN < m.7 or else we can conclude that m −mN < d, so
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Since we have β(dm)−β(dmN) < d(m−mN)+ (c−1) logc dmNc < d(m−mN)+logc(dmN)
We get







d(m−mN) < (logc(dmN)) log(d(m−mN) log(dm))
log(dmN)− log(d(m−mN) log(dm))
From the above inequality we have already delivered (namely m − mN < dmN.82 logm <
dmN), we have got that


















We again substitute into the equation :








log(dmN)− log(2(log(dmN ))2log c log(dm))
<
(logc(dmN))(6 log log(dm))
log(dmN)− 6 log log(dm)
<
(logc(dmN))(6 log log(dm))











Note: From the above equation, we can also derive the inequality dm < dmN +
60 log log(dmN )
log c
< 6dmN If we assume that dm > 600, we can also derive that dmN > 100,
and we can repeat the this technique.




60 log log(dmN )
log c
log(6dmN)))
log(dmN)− log(60 log log(dmN )log c log(6dmN))
<
(logc(dmN))(log(
















< 9 log log(dmN)
< 9 log log(dm)
Note: From the above equation, we can also derive the inequality dm < dmN +
9 log log dmN
log c
< 2dmN . On the assumption that m is “large enough,” that is the ε’s will
depend on the size of m, we can repeat the technique, and:
d(m−mN) < (logc(dmN))(log(d(m−mN) log(dm))
log(dmN)− log(d(m−mN) log(dm))
<
(logc(dmN)) log((9 log log(dm)) log(dm))
log(dmN)− log(9(log log(dm)) log(dm))
<
(logc(dmN))((1 + ε) log log(dm))
log(dmN)− 2 log log(dmN)
<
(1 + ε) logc(dmN)(log log(dm))
(1− ε) log(dmN)





So we get our desired result:
d(m−mN) < (1 + ε
log c
) log log dm
for large enough d or large enough m.
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Appendix
A.1 A Note on Calculus:
Introduction In this section, we give an introduction to the basic tools of analysis
that have been omitted from the main part of the thesis for various reasons. We start by
presenting an introduction to calculus. Keeping in line with the first section we present
a treatment that is loosely based on Edwards’ books on calculus [10] [11]. In his early
papers, Ramanujan makes reference to Edwards’ Differential Calculus for Beginners [20]
[3], so we have reason to believe that this treatment would resemble his understanding
of those tools.







hf(nh). This function, bluntly, gives the area under the curve f(z)
from 0 to z. We define the derivative of a function F (z) with respect to another function





G(z+h)−G(z) . This function measures the local rate of change
of the function F (z) with respect to G(z) at z.
First we prove that F (Z) =
Z∫
0










F (z + h)− F (z)
z + h− z
= lim
h→0
F (z + h)− F (z)
h



















hf(nh) = F (z)− F (0)
z∫
0
f(z)dz = F (z)− F (0)
z∫
0
f(z)dz + F (0) = F (z)
Manipulation of equations We will now prove some basic theorems that make the
above definitions useful.


















f(s+ h) + g(s+ h)− f(s)− g(s)
(s+ h)− s






































































(f(g(s+ h))− f(g(s)))(g(s+ h)− g(s))
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f(s+ h)g(s+ h)− f(s+ h)g(s)




















Theorem 5 : dx
n
dx
= nxn−1 for all integers n = 0.
Proof: We prove this by induction:






































For negative n < −1, assume that dxn
dx
= nxn−1













.xn−1 + xn(−x−2) = (n− 1)xn−2




j that converges to f(s), then





, where f (k)(s) refers to the ′k′th derivative (the derivative
operator applied ’k’ times) of f(s).
(Note: A function of this form shall be referred to as an analytic function)




k, where Ak = Ak(s). Consider
dnf(s+ h)
dhn





















Making use of this, and by setting h = 0, we get Ak =
f (k)(s)
k!
, and thus we have proven
the required result.







, where f (k)(s) refers to the ′k′th derivative of f(s).
Proof: This follows from Maclaurin’s theorem, by setting h = 0.
A.2 Calculus involving Complex numbers
A reader should note that by invoking the Scaling and Addition theorems of calculus, our
proof requirements for any theorems involving differentiation and integration on analytic
functions reduce to the cases of f(z) = zn for any n ≥ 0.
Theorem 1: Path Independence of Complex Integrals :
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Given an analytic function f(z), the value of
a∫
b
f(z)dz is independent of the path
from a to b on which the integration takes place.
We can conclude that for any {zk} such that zk are points that lie on a path that











By constructing equations of the above form using points along a given path such that
the points are arbitrarily close together, and using the fact that the right hand side is
























irrespective of the path taken.
Theorem 2: Cauchy’s Integral Theorem : If a function f(z) is analytic and one-





Proof: We reproduce the proofs given by Titchmarsh [48].
We break C into a small parts connected by lines parallel to the real axis and the
imaginary axis. We shall divide the shapes constructed into two classes: Rectangular
(to be refereed to as Rj) and Irregular (to be referred to as Dj). Then:










where each section is integrated in the counter-clockwise direction.
Consider, for example, two sections WXY Z and ZY TS with a common side Y Z. The
side Y Z is described from Y to Z in the first square, and from Z to Y in the second.
Hence the two integrals along Y Z cancel. So all the integrals cancel, except those which
form part of C itself, since these are described
We now use the fact that f(s) is analytic at every point. By an application of Taylor’s
theorem, we get, provided that 0 < |z − z0| < δ = δ(z0),:
|f(z)− f(z0)
z − z0 − f
′(z0)| < ε
|f(z)− f(z0)− (z − z0)f ′(z0)| ≤ ε|z − z0|
In any particular section, Rk or Dj, we can choose its sides so small that |f(z) −
f(z0)− (z − z0)f ′(z0)| ≤ ε|z − z0| if 0 < |z − z0| < δ = δ(z0), where the circle of radius δ
and center z0 span that section. We shall show that, from here, we can bound the area
of the whole region.
Having given ε, we can choose the network in such a way that, in every section, Rk
or Dj, there is a point z0 such that |f(z)− f(z0)− (z − z0)f ′(z0)| ≤ ε|z − z0| for all z in
this section.
Consider one of the rectangles Rk, of perimeter pk. We have that:
f(z) = f(z0) + (z − z0)f ′(z0) + φ(z)
where |φ(z)| ≤ ε|z − z0|











The first integral, on the right is zero (by application of the Path Independence
of Complex Integrals, Theorem One of this section). Also, | ∫
Rk
φ(z)dz| < εp2k since
|z − z0| < pk, and the perimeter of Rk is pk.
In the case of one of the irregular regions Dj the length is not greater than sj + dj,





φ(z)dz| < εsj.(sj + dj)











s2j) is the area of a region which just includes C, and is therefore if






s2j) < (b− a)(β−α).
∑
sn is the





where K(C) = the perimeter of C + the area of a rectangle enclosing C is a constant,
and ε > 0 is arbitrary. Therefore | ∫
C
f(z)dz| must be zero.
Theorem 4: Cauchy’s Residue Theorem : Given a function F (z), that can be




n, within a circle, C of radius r, the value




F (z)dz = 0 if the function is bounded. If the function goes to infinity at a single
point, 0, the value of
∫
C
F (z)dz = a−1. (Note: A function of this form shall be referred
to as a regular function)
Proof: The following proof is a standard proof of this theorem, and we do not attribute














































































n+1(e0 − e0) + a−1
2π∫
0








Note if there is a pole (a single isolated point where |F (z)| goes to ∞) at z = z0 then
one can replace z with |z − z0|. The value for a−1 is called the residue.
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0 if y < 1
1
2
if y = 1
1 if y > 1
Proof: This proof is the one presented in [39]. For an interesting discussion please see
[24].
First we will consider the case of y > 1. Consider a rectangle with corners at c± iR






















= I1 + I2 + I3
The -1 term comes from the fact that y
s
s
has a pole at 0 with residue 1. We also get a
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and hence the case of y > 1 is proven.
In the case of y < 1, we use a similar argument.
























= I1 + I2 + I3
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and hence the case of y > 1 is proven.



























































and hence the case of y = 1 is proven, and the proof is completed.
A.3 A remark on the Möbius function
Claim: If μ(n) is as defined in Chapter 2 as the Möbius function and λ(n) is the function
described as the Liouville function, then any bound of
∑
0<n<x




λ(n) and vice versa.
Proof:
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∑
n<x



































This concludes the proof. Below is a table with values computed for both functions.
Table A.1





0 0 0 1 1 1 1
1 0 0 1 2 1 2
2 1 1 -1 1 -1 1
3 1 1 -1 0 -1 0
4 1 0 -1 -1 0 0
5 1 1 -1 -2 -1 -1
6 2 2 1 -1 1 0
7 1 1 -1 -2 -1 -1
8 1 0 -1 -3 0 -1
9 1 0 -1 -4 0 -1
10 2 2 1 -3 1 0
11 1 1 -1 -4 -1 -1
12 2 1 1 -3 -1 -2
13 1 1 -1 -4 -1 -3
14 2 2 1 -3 1 -2
15 2 2 1 -2 1 -1
16 1 0 -1 -3 0 -1
17 1 1 -1 -4 -1 -2
18 2 1 1 -3 -1 -3
19 1 1 -1 -4 -1 -4
20 2 1 1 -3 -1 -5
21 2 2 1 -2 1 -4
22 2 2 1 -1 1 -3
23 1 1 -1 -2 -1 -4
24 2 1 1 -1 -1 -5
25 1 0 -1 -2 0 -5
26 2 2 1 -1 1 -4
27 1 0 -1 -2 0 -4
28 2 1 1 -1 -1 -5
29 1 1 -1 -2 -1 -6
30 3 3 -1 -3 -1 -7
31 1 1 -1 -4 -1 -8
32 1 0 -1 -5 0 -8
33 2 2 1 -4 1 -7
34 2 2 1 -3 1 -6
35 2 2 1 -2 1 -5
36 2 0 1 -1 0 -5
37 1 1 -1 -2 -1 -6
38 2 2 1 -1 1 -5
39 2 2 1 0 1 -4
40 2 1 1 1 -1 -5
41 1 1 -1 0 -1 -6
42 3 3 -1 -1 -1 -7
43 1 1 -1 -2 -1 -8
44 2 1 1 -1 -1 -9
45 2 1 1 0 -1 -10
Continued on Next Page. . .
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Table A.1





46 2 2 1 1 1 -9
47 1 1 -1 0 -1 -10
48 2 1 1 1 -1 -11
49 1 0 -1 0 0 -11
50 2 1 1 1 -1 -12
51 2 2 1 2 1 -11
52 2 1 1 3 -1 -12
53 1 1 -1 2 -1 -13
54 2 1 1 3 -1 -14
55 2 2 1 4 1 -13
56 2 1 1 5 -1 -14
57 2 2 1 6 1 -13
58 2 2 1 7 1 -12
59 1 1 -1 6 -1 -13
60 3 2 -1 5 1 -12
61 1 1 -1 4 -1 -13
62 2 2 1 5 1 -12
63 2 1 1 6 -1 -13
64 1 0 -1 5 0 -13
65 2 2 1 6 1 -12
66 3 3 -1 5 -1 -13
67 1 1 -1 4 -1 -14
68 2 1 1 5 -1 -15
69 2 2 1 6 1 -14
70 3 3 -1 5 -1 -15
71 1 1 -1 4 -1 -16
72 2 0 1 5 0 -16
73 1 1 -1 4 -1 -17
74 2 2 1 5 1 -16
75 2 1 1 6 -1 -17
76 2 1 1 7 -1 -18
77 2 2 1 8 1 -17
78 3 3 -1 7 -1 -18
79 1 1 -1 6 -1 -19
80 2 1 1 7 -1 -20
81 1 0 -1 6 0 -20
82 2 2 1 7 1 -19
83 1 1 -1 6 -1 -20
84 3 2 -1 5 1 -19
85 2 2 1 6 1 -18
86 2 2 1 7 1 -17
87 2 2 1 8 1 -16
88 2 1 1 9 -1 -17
89 1 1 -1 8 -1 -18
90 3 2 -1 7 1 -17
91 2 2 1 8 1 -16
92 2 1 1 9 -1 -17
93 2 2 1 10 1 -16
94 2 2 1 11 1 -15
95 2 2 1 12 1 -14
96 2 1 1 13 -1 -15
97 1 1 -1 12 -1 -16
98 2 1 1 13 -1 -17
99 2 1 1 14 -1 -18
100 2 0 1 15 0 -18
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A.4 Three Theorems of Analytic number theory and
an application
The following three theorems will be used to prove that Lindelöf hypothesis is a con-
sequence of the Riemann hypothesis. We reproduce the proofs given by Titchmarsh
[49].
Theorem 1: Maximum Modulus Principle : Given that f(z) is an analytic com-
plex function, if |f(z)| ≤ M on the boundary of a region C then |f(z)| < M at all
interior points of C, unless f(z) is a constant function.
Proof: We present the proof given in [48]:










|an|2r2n ≤ |f(0)|2 ≤ |a0|2.
This implies that f(z) = a0 is a constant function.
Theorem 2: Hadamard’s three circle theorem : Let f(s) be an one-valued com-
plex analytic function (i.e.: an analytic function that takes complex numbers as an input
and gives a complex number as an output) in a region C. Let 0 < r1 < r2 < r3, and
choose z0 such that the circle with center z0 and radius r3 is completely contained in C.
Let M1,M2, and M3 be the maximum of value of f(s) on the circles with center z0 and
radii r1, r2, and r3. Then:
M log r3−log r12 ≤ M log r3−log r21 M log r2−log r13
Proof: Consider the function F (s) = scf(s), where c is a constant, not yet defined. We
can say that F (s) is analytic in the circle with center z0 and radius r3. In the ring that
is bounded by the radii r1 and r3, by the Maximum Modulus Principle, the maximum






)cM3). c is unspecified, so by choosing c = − log(M3)− log(M1)
log(r3)− log(r1) , we
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≤ M log r3−log r21 M log r2−log r13
Theorem 3: Borel-Carathéodory Theorem : Let f(z) be an analytic function
regular for |z| ≤ R, and let M(r) and A(r) denote the maxima of |f(z)| and Re{f(z)}





Proof: The result is obvious if f(z) is a constant. If f(z) is not constant, suppose first
that f(0) = 0. Then A(R) > A(0) = 0.
We define φ(z) = f(z)
2A(R)−f(z) . φ(z) is regular for |z| ≤ R, since the real part of the
denominator does not vanish; φ(0) = 0; and, if f(z) = u+ iv,
|φ(z)|2 = u
2 + v2
(2A(R)− u)2 + v2 ≤ 1
since −2A(R) + u ≤ u ≤ A(R) ≤ 2A(R)− u.
By Maximum Modulus Principle, for all z such that |z − z0| < R, |φ(z)z | < MR , where
M is the maximum of φ(z) on the circle with radius R since |z| = R on that circle. Since












R−r . We apply the result already obtained to f(z)− f(0):
|f(z)− f(0)| ≤ 2r
R−r maxRe(f(z)− f(0)) ≤ 2rR−r (A(R) + |f(0)|)
and the result again follows. If A(R) ≥ 0, we deduce
M(r) ≤ R+r
R−r (A(R) + |f(0)|).
We can obtain similar results with −f(z), or with ±if(z), by replacing A(r) with
minRe(f(z)), max Im(f(z)), or min Imf(z) respectively.
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A.5 Lindelöf hypothesis: A consequence of the Rie-
mann hypothesis
Theorem : The condition ζ(s) = ζ(σ+ it) = 0 only if σ ≤ 1
2




+ ε < σ ≤ 1 and t > 10.
Proof: We reproduce the proof given by Titchmarsh [49]. We shall consider the theorem
for any complex number s = σ + it. Apply the Borel-Carathéodory theorem to log ζ(s)






−δ, where δ = δ(σ) = 1−σ. The
circles will be denoted C1 and C2 respectively. On C2, Re(log(ζ(s))) = log |ζ(s)| < k log t,
where k is a constant, and t = Im(s).
Hence, on C1,















where A is a constant.
Consider the circles of common center log log(t + it), and radii log log(t − 1 − ν),
log log(t− σ) and log log t− 1
2
− δ. The radii will be denoted r1, r2, and r3 respectively.
The circles will be called C1, C2 and C3 and their maximum value will be referred to as
M1, M2, and M3. By Hadamard’s three circle theorem, we have M2 ≤ M1−a1 Ma3 , where
a =
log r2 − log r1
log r3 − log r1
= log(1 +
1 + ν − σ
log log t− 1− ν )/ log(1 +
1
2
+ ν − δ
log log t− 1− ν )
=
1 + ν − σ
1
2




= 2− 2σ +O(δ) +O(ν) +O( 1
log log t
)




, and since log ζ(s) < ζ(s), we have that M1 < max
s≥1+ν
|ζ(1 + ν)| < A
ν
.
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and we conclude that






A(log t)2−2σ+O(δ)+O(nu)+O(1/ log log t)
ν1−aδa




= log log t. This would make the right hand side k0
A
(log t)2−2σ, where
k0 = (log t)
O(1/ log log t) = a constant.




≤ σ ≤ 1, and we
have our desired result, namely, for all σ > 1
2
,







Publications based on this Thesis
1. K. G. Bhat and K. Ramachandra, A remark on factorials that are products of
factorials, Matematicheskie Zametki, Karatsuba memorial edition, 88 Numbers
3-4, (2010), p. 317-320, DOI: 10.1134/S0001434610090038.
2. K. G. Bhat, K. Ramachandra, and P.G. Vaidya, An Introduction to Trigonometry
(A new outlook), The Mathematics Student, 78 Numbers -14, (2009), p. 187-207.
3. K. G. Bhat and K. Ramachandra, A remark on a theorem of A.E.Ingham, Hardy-
Ramanujan Journal. 29, (2006) p.37-43.
77
References
[1] M. Aigner and G. Ziegler, Proofs from THE BOOK, Springer-Verlag, Berlin, New
York (2004).
[2] R. C. Baker, G. Harman and J. Pintz, The difference between consecutive primes
II, Proceedings of the London Mathematical Society 83, 532-562(2001).
[3] B. C. Berndt and R. A. Rankin, The Books Studied by Ramanujan in India, Amer-
ican Mathematical Monthly, Vol. 107, No. 7 (Aug. - Sep., 2000), pp. 595-601.
[4] J.M. Borwein and M. Chamberland, Integer Powers of arc sin, International Journal
of Mathematics and Mathematical Sciences, volume 2007, Article ID 19381, 10
pages, doi: 10.1155/2007/19381.
[5] G. S. Carr, Formulas and Theorems in Pure Mathematics, Chelsea Publishing Com-
pany, New York, New York, (1970).
[6] A. Choudhry, On the diophantine equation A4 + B4 = C4 + D4 Indian Journal of
Pure and Applied Mathematics 22 (1991), 9-11.
[7] A. Choudhry, On equal sum of cubes, Rocky Mountain Journal of Mathematics. 28
(1998), 1251-1257.
[8] A. Choudhry, On the diophantine equation A4 +4B4 = C4 +4D4 Indian Journal of
Pure and Applied Mathematics 29 (1998), 1127-1128.
[9] A. Choudhry, On the quartic diophantine equation f(x; y) = f(u; v) Journal of
Number Theory 75 (1999), 34-40.
78
REFERENCES 79
[10] J. Edwards, Differential Calculus for Beginners, Maxford Books, Delhi (2003).
[11] J. Edwards, Integral Calculus for Beginners, Maxford Books, Delhi (2003).
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[16] P. Erdős, A Consequence of a Factorial Equation, American Mathematical Monthly
No. 4(Apr., 1993), pp. 407-408.
[17] I. M. Gelfand and M. Saul, Trigonometry, Birkhauser, Boston, First edition (June
8, 2001).
[18] R. K. Guy, Unsolved Problems in Number Theory, Springer-Verlag, Berlin, (1994).
(B19 describes the ABC conjecture and B23 describes questions dealing with facto-
rials.)
[19] G. H. Hardy and J. E. Littlewood, Contributions to the Theory of the Riemann
Zeta-Function and the Theory of the Distribution of Primes, Acta Mathematica 41
(1916), 119196.
[20] G. H. Hardy, P. V. Seshu Aiyar and B. M. Wilson, Collected papers of Srinivasa
Ramanujan, Cambridge University Press, 1927, reprint by Chelsea Publishing Com-
pany, 1962.
[21] G. H. Hardy and E. M. Wright, An Introduction to the Theory of Numbers, Fifth
edition, Oxford Univsity. Press, Oxford, (1989).
REFERENCES 80
[22] G. H. Hardy, Ramanujan: Twelve lectures on subjects suggested by his life and work,
AMS Chelsea Publishing (1999).
[23] G. H. Hardy, A Course of Pure Mathematics, Tenth edition, Cambridge University
Press, (2004).
[24] G. H. Hardy and M. Riesz, The General Theory of Dirichlet’s Series, Dover, New
York (2005).
[25] P. Hoffman, The Man Who Loved Only Numbers, Hyperion, (1998).
[26] M. N. Huxley, On the difference between consecutive primes, Inventiones Mathemat-
icae 15 (1972), 164-170.
[27] A. E. Ingham,On the difference between consecutive primes, Quarterly Journal of
Mathematics (1937), 255-266.
[28] A. E. Ingham, The distribution of prime numbers, Stechert-Hafner Service Agency,
New York and London, (1964).
[29] J. E. Littlewood, The Riemann hypothesis, The scientist speculates: an anthology
of partly baked idea, Edited by I. J. Good, Basic books, New York, (1962).
[30] E. Landau, Handbuch der Lehre von der verteilung der primzahlen, Chelsea Pub-
lishing Company, New York - (1909).
[31] S.L. Loney, Plane Trigonometry Vol. I and II, Essential books 4393/4, 1st floor,
Tulsidas Street, Ansari Road, Daryaganj, New Delhi - 110 002 (2002).
[32] F. Luca. On factorials which are products of factorials, Mathematical Proceedings
of the Cambridge Philosophical Society 143(2007), 533-542.
[33] K. Prachar, Primzahlverteilung, Springer-Verlag, (1957).
[34] K. Ramachandra, A note on numbers with a large prime factor, Journal of the
Indian Mathematical Society 34 (1970), 39-48.
REFERENCES 81
[35] K. Ramachandra, Some problems of Analytic Number Theory, Acta Arithmetica,
Vol.31 (1976), 313-324.
[36] K. Ramachandra, Riemann zeta-function, Ramanujan Institute, Madras University,
Madras (1979).
[37] K. Ramachandra, and A. Sankaranarayanan, A remark on Vinogradov’s Mean Value
Theorem, The Journal of Analysis, 3 (1995), 111- 129.
[38] K. Ramachandra, Pythagoras’ theorem and similar triangles, Mathematical Gazette,
Vol. 86, 506, (July 2002), p.324.
[39] K. Ramachandra, Theory of Numbers: A Textbook, Narosa (Indian Edition)(2007).
[40] A. Rampal, R. Ramanujam, and L. Saraswati, Numeracy Counts National Literacy
Resource Council, LBS National Academy of Administration, Mussoorie, (1998).
[41] S. Ramanujan, Notebooks, Vol. I- V, Tata Institute of Fundamental Research, Bom-
bay, 1957, reprint by Springer-Verlag, 1984.
[42] S. Ramanujan, The Lost Notebook and Other Unpublished Papers, Narosa Publishing
House, New Delhi, (1988).
[43] B. Riemann, Ueber die Anzahl der Primzahlen unter einer gegebenen Grösse (En-
glish Title: On the Number of Primes Less Than a Given Magnitude)” Ges. Math.
Werke und Wissenschaftlicher NachlaB, (1859).
[44] M. du Sautoy, The Music of the Primes: Searching to Solve the Greatest Mystery
in Mathematics, pg. 133 HarperCollins, (2004).
[45] T. N. Shorey, Algebraic independence of certain numbers in the p-adic domain,
Indagationes Mathematicae (Proceedings), Elsevier, (1972).
[46] T. N. Shorey, p-adic analogue of a theorem of Tijdeman and its application, Inda-
gationes Mathematicae (Proceedings), Elsevier, (1972).
REFERENCES 82
[47] E. C . Titchmarsh, A divisor problem, Rendiconti del Circolo Matematico di Palermo
54 (1930), 414-419.
[48] E. C. Titchmarsh, The Theory of Functions Oxford University Press (1952).
[49] E. C. Titchmarsh, The Theory of the Riemann Zeta Function, Second revised
(Heath-Brown) edition. Oxford University Press (1986).
[50] I. M. Vinogradov, A new estimate of the function ζ(1+it), Izvestiya Akademii Nauk,
Seriya Matematicheskaya, 22:2 (1958), 161164.
