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Базовыми математическими моделями процессов, наблюда­
емых в природе и обществе, являются динамические системы, 
задаваемые дискретными (разностными) или дифференциаль­
ными уравнениями. Связи между элементами исследуемых си­
стем, как правило, существенно нелинейны, что приводит к по­
явлению разного рода нелинейностей в соответствующих мате­
матических моделях.
Анализ нелинейных динамических моделей связан с пре­
одолением следующих проблем.
Во-первых, нелинейные системы отличаются от линейных 
наличием несравненно большего разнообразия возможных ре­
жимов функционирования.
Во-вторых, аналитические методы анализа, широко исполь­
зуемые при исследовании линейных систем, имеют для нели­
нейных задач весьма ограниченную область применения. Ос­
новным инструментом изучения нелинейных динамических си­
стем являются численные методы и компьютерное моделиро­
вание.
Исследования последних лет показали, что разнообразие 
динамики, наблюдаемое в нелинейных системах, можно све­
сти к достаточно простым режимам, связанным с некоторыми 
повторяющимися для самых различных систем характерными 
типами решений. Эти характерные решения обладают важным 
свойством инвариантности. Более того, к ним притягиваются 
многие другие решения исследуемой системы. Знание таких ре­
шений -  аттракторов -  позволяет получить представление об 
общей качественной картине динамики исследуемой напиней- 
ной системы.
Изменение параметров системы меняет расположение ат­
тракторов. В ряде случаев форма аттрактора изменяется ка-
чественным образом. В этом случае говорят, что в системе про­
изошла бифуркация.
Каждая бифуркация -  это радикальное изменение в дина­
мике системы, сопровождающееся исчезновением одних и по­
явлением других, принципиально новых режимов функциони­
рования. Одним из классических сценариев подобных преоб­
разований служит цепочка бифуркаций: равновесие (точка по­
коя) -  периодический режим (предельный цикл) -  хаотический 
режим (странный аттрактор).
Каждый переход в этой цепи сопровождается потерей устой­
чивости простого аттрактора и появлением нового, более слож­
ного. Таким образом, решение задачи отыскания у исследуемой 
системы аттракторов и последующий анализ их устойчивости 
является важнейшим шагом в понимании тонких механизмов 
ее динамики.
В бесконечном многообразии явлений окружающего ми­
ра человек всегда выделял простое и сложное, упорядоченное 
и непредсказуемое, однозначно определенное и случайное. Яв­
ления первого типа составляют мир порядка, а все остальное 
относилось к зоне хаоса. Развитие наук, выявляя неизвестные 
ранее закономерности явлений, относящихся к зоне хаоса, поз­
воляло переводить эти закономерности в зону порядка.
Классическими математическими моделями для процессов, 
наблюдаемых в природе, стали дифференциальные и разност­
ные уравнения. Закон, выраженный таким уравнением, поз­
волял по известному начальному состоянию исследуемой си­
стемы однозначно определять ее состояние в любой последу­
ющий момент времени. Успехи механики и электродинамики, 
опирающиеся на уравнения Ньютона-Максвелла, в решении 
задач описания движения материальных тел и электромагнит­
ных процессов позволяли надеяться сделать предсказуемыми 
явления не только в этих классических разделах естествозна-
ния, но и в таких важных областях, как экономика, химия и 
биология.
Казалось, дело за немногим: выявить закономерности, ле­
жащие в основе этих, еще мало изученных процессов, записать 
найденные законы в виде дифференциальных или разностных 
уравнений и «...будущее предстанет перед нами с полной опре­
деленностью». Эти слова Лапласа, основоположника идеи де­
терминизма, рисовали счастливое будущее, когда наконец во­
царится желанный порядок, а хаос останется лишь как воспо­
минание о далеком прошлом, когда цивилизация делала свои 
первые шаги.
Лапласовские мечты о детерминизме столкнулись с новой 
реальностью. В 60-х годах прошлого века были обнаружены 
весьма простые по форме записи динамические модели, имею­
щие чрезвычайно сложное поведение. Хаос появлялся там, где 
его никак не ждали.
Оказалось, что дифференциальные (модель Лоренца кон­
вективных потоков) и разностные (модель Ферхюльста изо­
лированной популяции) уравнения, задаваемые простейшими 
квадратичными функциями, при сколь угодно малых измене­
ниях их параметров могут резко менять характер своих ре­
шений и от упорядоченных регулярных движений (положение 
равновесия или периодические колебания) переходить к хао­
тическим с непредсказуемой динамикой. Таким образом, бы­
ло установлено, что существуют динамические системы, по­
ведение которых фактически нельзя проследить на достаточ­
но широком промежутке времени ввиду чрезвычайно сильной 
неустойчивости основных характеристик системы.
К концу прошлого века возникла теория динамического ха­
оса, которая позволяет в некоторых ситуациях описать уни­
версальные сценарии перехода от упорядоченного поведения 
системы к хаосу и наоборот.
Было установлено, что хаотическое поведение присуще мно­
гим развивающимся системам с нелинейной динамикой и что 
хаос -  достаточно глубокая характеристика природных явле­
ний. Характерным примером проявления этого феномена явля­
ется упомянутый выше переход от регулярных режимов (устой­
чивые равновесия или циклы) к нерегулярным -  хаотическим.
Значительный всплеск интереса исследователей к хаотиче­
ским динамическим системам возник после выхода серии работ 
М. Фейгенбаума в конце 70-х годов прошлого столетия, кото­
рый, исследуя простейший итерационный процесс с квадратич­
ной нелинейностью, обнаружил хаотическое поведение итера­
ций и нашел две универсальные константы, характеризующие 
поведение целого класса динамических систем, включая систе­
му Лоренца.
Было обнаружено, что аттракторы (предельные точки квад­
ратичного итерационного процесса, моделирующего изменение 
численности отдельной популяции) в бесконечной цепи бифур­
каций удвоения периода образуют самоподобные структуры с 
величиной скейлинга, равной второй универсальной константе 
Фейгенбаума.
Знакомство с отмеченным кругом недавно обнаруженных 
явлений нелинейной динамики, освоение методов их матема­
тического моделирования и компьютерного анализа представ­
ляется важной обязательной компонентой современного уни­
верситетского образования студентов естественно-научных на­
правлений -  математиков, физиков, экономистов, биологов и 
психологов.
В пособии на примерах классических математических мо­
делей излагаются основные явления и элементы анализа нели­
нейных динамических систем, качественная теория решений, 
бифуркаций и хаоса.
Учебное пособие организовано следующим образом.
В п. 1 на примере простейшей нелинейной модели разбира­
ются характерные типы поведения, связанные с равновесиями 
и циклами. Демонстрируются разнообразие возможных режи­
мов динамики, переход от порядка к хаосу, неустойчивость и 
перемешивание.
В п. 2 вводятся базовые формальные конструкции и излага­
ются общие методы анализа. Случай линейных систем деталь­
но исследуется в п. 3.
В п. 4 на примере квадратичной модели иллюстрируются 
основные режимы динамики нелинейных дискретных систем. 
В центре внимания -  переход к хаосу через цепочку бифурка­
ций удвоения периода. Исследуется устойчивость равновесий и 
циклов, обсуждаются механизмы удвоения периода и перехо­
дов от регулярных аттракторов к хаотическим.
В п. 5 дается краткий обзор исследований стохастических 
систем, п. 6 посвящен исследованию стохастических равнове­
сий нелинейных систем, находящихся под воздействием слу­
чайных возмущений. Здесь в центре внимания -  стохастиче­
ская чувствительность и ее анализ.
В п. 7 рассматривается стохастическая чувствительность 
циклов. В п. 8 на примере нелинейной модели Ферхюльста 
исследуется чувствительность аттракторов системы к случай­
ным возмущениям. Анализ стохастической чувствительности 
осуществляется с использованием систем первого приближе­
ния. Демонстрируется соответствие теоретических результатов 
данным численного эксперимента. Выявлена закономерность 
роста чувствительности циклов системы Ферхюльста при пе­
реходе через каскады бифуркаций удвоения периода.
Пособие может быть адресовано студентам математических 
и экономических специальностей университета для первона­
чального знакомства с регулярной, хаотической и стохастиче­
ской динамикой.
1. Простая модель -  сложная динамика
Многие считают, что сложное поведение динамической си­
стемы определяется большим количеством переменных, свя­
занных громоздкими формулами. Однако существуют приме­
ры очень простых систем, демонстрирующих достаточно слож­
ную динамику. Одним из таких примеров является рассматри­
ваемая ниже система, в поведении которой присутствуют ос­
новные черты таких важных явлений нелинейной динамики, 
как циклы различной кратности, перемешивание, хаос.
Рассмотрим динамику простой системы, заданной итераци­
онным процессом:
х*+1 =  {10х<}, * =  0, 1, . . . .  (1.1)
Функция шага <р{х) =  {10х}, где {у} означает дробную 
часть числа у , по заданному начальному значению хо однознач­
но определяет последовательность х\ =  <р(хо), х<і =  <р(хі),... . 
Отображение <р(х) переводит полуинтервал [0,1) в себя. Это 
означает, что начиная с произвольной точки хо 6 [0, 1) все по­
следующие элементы хі,Х2, ... будут также лежать в полуин­
тервале [0 , 1).
Примеры последовательностей
хо = 0.27, хі = 0.7, Х2 =  0, хп = 0, ... ;
хо = 0.51(3), х і =  0.1(3), Х2 =  0.(3), хп = 0.(3), ...
показывают, что для некоторых начальных значений хо состоя­
ние системы уже через несколько шагов перестает изменяться, 
т. е. последовательность {х*} становится стационарной. При 
этом
& = 0 , h  =  0.(1) , ... , & =  0.(8)
9
Взяв другие начальные значения, можно получить после­
довательности
xq =  0.27(35), хі =  0.7(35), х2 =  0.(35),
хз = 0.(53), Х4 =  0.(35), Х5 =  0.(53), ..
х0 =  0.8(307), хі =  0.(307), х2 =  0.(073),
х3 =  0.(730), Х4 =  0.(307), х5 =  0.(073),
(1.2)
(1.3)
элементы которых через некоторое число шагов начинают по­
вторяться, образуя цикл. Для последовательности (1.2) цикл 
состоит из двух элементов (2-цикл) £і = 0.(35), £2 =  0.(53). 
Для последовательности (1.3) наблюдается 3-цикл =  0.(307), 
& = 0.(073), & =  0.(730).
С какого бы рационального числа хо =  0.ai...an(6i...bm) мы 
ни стартовали, итерационный процесс (1.1) через конечное чис­
ло шагов становится периодическим:
Х \  0.О-2•••Лп(Ьі**-Ь?п)) ••• ? # n 0.(&i...bfn),
#п+1 =  0 .(б2**‘ЬшЬі), ... , #n+m = 0.(Ьі...Ьщ)? ••• •
При этом длина переходного процесса равна п, а длина цикла 
определяется количеством знаков тп в повторяющейся части 
десятичного позиционного представления начального состоя­
ния хо- Как видим, поведение системы является вполне упо­
рядоченным и предсказуемым. В этом случае говорят, что в 
системе наблюдается порядок.
Гораздо сложнее ведет себя последовательность, стартую­
щая с иррационального числа. Например, взяв хо = {7г} = 
=  0.14159265..., получим последовательность, которая беско­
нечное число раз попадает в сколь угодно малую окрестность
каждой точки полуинтервала [0,1). Поведение последователь­
ности выглядит как случайное или хаотическое. Тогда говорят, 
что в системе наблюдается хаос.
Рассмотрим задачу приближенного описания динамики си­
стемы (1.1), выходящей из точки хо =  {тг}- Десятичная дробь, 
представляющая хо, содержит бесконечную последовательно­
сти цифр после запятой. В качестве приближения для хо возь­
мем Xq = 0.14159265. Найденные по формуле х*+1 =  <£>{х£} 
последующие элементы xJ,X2, ... являются соответствующими 
приближениями для Хі, Х2, ....
При этом ошибка Д* =  х* — х* меняется следующим обра- 
зом: 10-7 < До < Ю"8, 10~6 < Д і < 10~7, 10" 1 <  Д8 < 1. 
Десятикратный рост ошибки на каждом шаге приводит к то­
му, что уже через восемь шагов мы ничего не можем сказать 
о поведении полученного решения. Действительно, элементы 
приближения х | =  0 =  Хд =  х*0— уже не несут никакой ин­
формации об истинных значениях хв,хд,хю ,....
Отображение промежутка [0,1) в себя, задаваемое функ­
цией (р(х) =  {Юх}, можно разделить на этапы. Разобьем весь 
промежуток [0, 1) на 10 частей:
h  =  [0,0.1),/2  =  [0.1,0.2),..., Ію  =  [0.9,1.0).
Сначала функция ¥>і(х) = Юх растягивает каждый из полуин­
тервалов Іп в десять раз:
А = ЫЛ] = [о, 1 )Х = ЫЬ] = [і,2), 4  = ы /ю] = [9, ю).
Затем функция <р2(х) =  {#} переводит каждый из этих рас­
тянутых полуинтервалов в один исходный полуинтервал [0, 1), 
отождествляя (склеивая) соответствующие точки. В результа­
те функция
<р{х) =  чъ[ч>\{х)]
есть суперпозиция двух функций — растяжения у>\ (я) и склеи­
вания <^2(я)- Последовательные итерации растяжения и склеи­
вания, удаляя друг от друга близкие точки и сближая далекие, 
хорошо перемешивают точки полуинтервала [0 , 1).
З а м е ч а н и е .  Если считать хо случайной величиной, рас­
пределенной на интервале [0 , 1) с плотностью ро(х), то рі(х) -  
плотность распределения х\ — <р(хо) -  получается из ро(х) 
усреднением
2. Анализ одномерной системы
2.1. Основные понятия
Рассмотрим одномерную систему, определяемую итераци­
онным процессом
где х — скалярная переменная, X  -  область определения, а 
У =  <р(Х) -  область значений функции (р(х). Предполагается, 
что У С X . Тогда для любого хо G X  процесс (2.1) задает по­
следовательность xt (t =  0 , 1,...), которая называется орбитой
Т О Ч К И  Хо.
О п р е д е л е н и е  2.1. Множество М  С X  называется 
инвариантом системы (2.1), если <р(М) С М.
Если хо 6 М, то и все последующие элементы х* Е М. Про­
стейшим примером инвариантного множества является точка 
покоя, т. е. неподвижная точка отображения (р.
О п р е д е л е н и е  2.2. Точка £ Е X  называется точкой 
покоя системы (2.1), если £ = <£>(£).
ю
Xt_|_і — ^(#t)> (2.1)
Если Xq =  £, TO Xq = X\ =  X2 =  ••• =  Xt =  ££+1 =  ..., 
все последующие элементы не меняются. Важным примером 
инвариантного множества является цикл.
О п р е д е л е н и е  2.3. Множество М  =  {£1, 62, •••,&} на­
зывается k -циклом системы (2.1), если между его элементами 
имеется следующая связь:
6  =  ¥>(6 )> 6  =  ¥>(&)> ••• , & =  <p(Zk-1)> £1 =  <?(&)•
О п р е д е л е н и е  2.4. Точка £ называется к-перио- 
дической, если £ =  ¥>*(£) =  ^(^(•••(¥>(0 ))- Здесь функция ір 
применяется к раз.
Пусть у системы (2.1) имеется 2-цикл М  =  {£і,£2}- Тогда 
для xq =  £і получим последовательность х\ =  £2, х<і =  £і, ..., 
X2t — £1, ^2t+i =  £2,-.*, а для xo =  £2 — последовательность 
яі =  £i,X2 =  £2»•••>%2t = &,X2t+i =  £1, — . Оба этих решения 
являются 2-периодическими: Xt+2 =  %t-
В общем случае каждая последовательность, стартующая 
из произвольного элемента fc-цикла xq =  £*, является /аперио­
дической:
%t+k ~~
2.2. Отыскание точек покоя и циклов
Точка покоя £ дискретной системы (2.1) удовлетворяет ра­
венству £ =  </?(£) • Таким образом, для отыскания всех точек 
покоя системы (2.1) требуется найти все решения уравнения
х = <р(х).
Поиск цикла также сводится к решению некоторого урав­
нения. Действительно, рассмотрим fc-кратную суперпозицию 
функций (р(х)
ірк(х) = ір(ір(...ір(х)))
и связанную с <рк(х) динамическую систему
yt+i =  <pk(yt)- (2.2)
При одинаковых начальных значениях уо =  элементы ор­
бит для систем (2.1) и (2.2) связаны соотношением у% =  х^ . 
Как видим, {ух} является подпоследовательностью для после­
довательности х*. При этом элементы yt получаются выделени­
ем (сечением) в последовательности {xt} элементов, отстоящих 
друг от друга на к шагов.
Каждый элемент & fc-цикла {£і, ..,£*}> удовлетворяя со­
отношению & =  ¥?fc(£i)} является точкой покоя системы (2.2). 
При этом все элементы £ і являются корнями уравнения 
х  =  ірк(х). Среди корней этого уравнения могут быть не толь­
ко элементы А;-цикла. Действительно, очевидным корнем этого 
уравнения является точка покоя £ системы (2.1). Если система
(2 .1) имеет более короткий /-цикл, где / кратно к и I < к, то все 
элементы этого /-цикла также являются корнями уравнения 
х  =  ірк(х).
2.3. Устойчивость инвариантных подмножеств
Пусть р(хо,М) =  inf |хо — х\ -  расстояние от точки хо ДО хем
подмножества М.
О п р е д е л е н и е  2.5. Инвариантное подмножество М  в 
системе (2.1) называется устойчивым по Ляпунову, если в 
некоторой его окрестности U (М  С U) справедливо следующее:
Ѵе > 0 36 > 0 : Ѵхо £ U Ѵ£ р(хо, М) < 6 => р(х*, М) < г.
В противном случае подмножество М  называется неустойчи­
вым.
О п р е д е л е н и е  2.6. Устойчивое по Ляпунову под­
множество М  называется асимптотически устойчивым, ес­
ли Ѵжо € U lim p(xt,M ) =  0, где U -  некоторая окрестностьt—* ОО
множества М.
Для простейшего инвариантного множества, состоящего из 
одной точки покоя £, достаточное условие асимптотической 
устойчивости дается следующей теоремой.
Т е о р е м а  2.1. Пусть ѳ некоторой окрестности 
UE — (£ — в,£ +  е) точки покоя £ системы (2.1) существует 
непрерывная производная <р (х) и выполняется неравенство 
I ¥? (£)| < 1. Тогда точка покоя £ является асимптотически 
устойчивой.
Д о к а з а т е л ь с т в о .  Благодаря непрерывности <р (х), в 
некоторой окрестности Us =  (£ — S, £ +  S) выполняется неравен­
ство \<р (х)\ < q < 1. При этом, используя формулу Лагранжа, 
получим I(р(х) — £| =  \(р (0)||х — £| < q\x — £|. Данное нера­
венство означает, что при любом хо £ Us справедлива оцен­
ка Ixt — £| < ^ |хо  — £| < S, гарантирующая асимптотическую 
устойчивость точки покоя £.
Т е о р е м а  2.2. Пусть | <//(£)( >  1- Тогда £ — неустойчивая 
точка покоя.
Отметим, что величина q =  \(р (01 является количествен­
ной характеристикой степени устойчивости точки покоя £. Дей­
ствительно, вблизи £ справедливо приближенное равенство
Величина q показывает, во сколько раз решение системы (2.1) 
приближается к точке покоя £ за один шаг. При q =  1 (критиче­
ский случай) точка может быть как устойчивой, так и неустой­
чивой.
Исследование устойчивости цикла {£і, ...,£&} системы (2.1), 
как следует из приведенных выше рассуждений, сводится к 
анализу устойчивости его элементов £і,...,£* как точек покоя
системы (2.2). В соответствии с теоремами 2.1, 2.2 все решает 
производная ((рк(х))' в этих точках.
Т е о р е м а  2.3. Пусть хо,хі, ...,х^_і -  последователь­
ные итерационные точки в процессе (2.1). Тогда справедлива 
формула
fc-i
( ^ W  = n * > W  (2.3)
t=О
Д о к а з а т е л ь с т в о .  Применим индукцию по к. Для 
к =  0 формула очевидна. Предположим, что она справедлива 
для fc—1, и докажем, что она имеет место для к. Действительно, 
имеем
(/(хо))' = И / - 1 (хо)))' = ѵ>Ѵ -‘Ы )  • < / - W  =
к- 2 к- 1
=  у \ х к- \ )  • П  <p(xt) =  П  v>'(®t).
t=о t=0
С л е д с т в и е  2.1. Пусть {£ь -  Ar-цикл. Тогда
производная (рк(х))’ во всех точках & (г =  1, 2, ...,fc) имеет 
одно и то же значение
к
9 = ( / № ) ) '  =  П »>'({!)•
t=О
Т е о р е м а  2.4. Пусть в некоторой окрестности к-цикла 
системы (2.1) существует непрерывная производная (ж) и 
выполняется неравенство
к
І П ^ К 1- (2-4)
г= 1
Тогда к-цикл является асимптотически устойчивым.
Д о к а з а т е л ь с т в о .  Из выражений (2.3), (2.4) вытекают 
неравенства |(<r>fc(f i) / | < 1 (г =  1,..., к), из которых по теореме 
2.1 следует асимптотическая устойчивость всех точек покоя £* 
для системы (2.2).
Рассмотрим точку £ь Ее асимптотическая устойчивость озна­
чают существование окрестности U =  (£і — S, £і+£), для которой 
соответствующие решения системы (2.2) обладают следую­
щими свойствами:
Ѵуо Ѵ< уо € U => yt € U, 
lim 2/t =  6 -t—>oo
Свяжем с последовательностью yt последовательность х^, 
порождаемую системой (2 .1) с начальным условием хо =  уо- 
Отметим, что yt =  х ^ . Для каждого і Е { 1 , к} в последова­
тельности Xj выделим подпоследовательность у\ =  Xkt+%-1 - От­
метим, что последовательность у\ есть решение системы (2 .2) 
с начальным условием yjj =  # і-ъ  ПРИ этом
у\ -  6  =  v '~ 4 v t)  -  ¥>*-1(Ы- (2-5)
Из непрерывности <р' (х ) следует существование константы 
К  > 0, для которой справедлива оценка
Ѵг € {1,..., к}Ѵу €.U  (2-6)
Из (2.5), (2.6) следует неравенство
І2/« - f i l  < К \т ~ € і\-
Теперь сходимость yt к влечет для каждого і сходимость у\ к
при t —► эс. Таким образом, последовательность Xj сходится 
к циклу (fr, ...,ffc}.
Асимптотическая устойчивость цикла доказана.
2.1. Для системы х*+\ =  х$ + 0.1
а) доказать существование трех точек покоя < £2 < £з;
б) найти непересекающиеся интервалы, содержащие эти точ­
ки покоя;
в) доказать, что из этих трех точек только £2 является 
устойчивой;
г) найти максимальный инвариантный интерват, содержа­
щий £2;
д) доказать, что, начиная с любой точки этого интервала, 
последовательность xt стремится к £2-
2.2. Доказать теорему 2.2.
2.3. Для критического случая, когда в точке покоя £ выпол­
няется равенство |</>(£)І =  1> привести примеры устойчивости 
и неустойчивости.
2.4. Указать условия, при которых последовательность xt 
системы (2.1) стремится к устойчивой точке покоя £ монотонно.
2.5. Для системы х*+і — № t + 7  указать значения парамет­
ров, при которых система имеет 2-цикл. Будет ли этот цикл 
устойчивым (асимптотически устойчивым)?
3. М одели динам ики
Сообщество животных одного вида, населяющих опреде­
ленную территорию, биологи называют популяцией. Это может 
быть и колония птиц на каком-то далеком острове, и зайцы, 
обитающие в вашем регионе, и бактерии, живущие в неболь­
шой пробирке.
Изучать жизнь отдельной популяции можно с самых раз­
личных точек зрения -  разнообразие природы бесконечно. Здесь
нас будет интересовать лишь численность популяции и ее ди­
намика -  закон изменения численности с течением времени.
Чтобы избежать излишних подробностей, будем считать, 
что учет численности вида производится в дискретные момен­
ты времени (один раз в год для зайцев или один раз в день 
для бактерий -  не принципиально). Пусть Nt -  численность 
популяций в момент времени t. Тогда серия из п наблюдений 
дает последовательность ЛГі, N 2, Nn, которую удобно пред­
ставить в виде таблицы:
і 1 2 ... п
N Ni N 2 Nn
Данная таблица, по сути дела, является в рассматривае­
мой задаче первичной математической моделью. Эта модель -  
скупой отпечаток истории реальной жизни популяции. Лишен­
ная каких-либо подробностей поведения отдельных особей, она 
представляет собой математическую абстракцию.
С увеличением количества данных п таблица разрастается: 
хранение и поиск нужных данных затрудняется, модель ста­
новится громоздкой. Главным ее недостатком, заложенным в 
само устройство, является неспособность предсказывать буду­
щее. Таблица позволяет отвечать на вопросы, касающиеся про­
шлого, да и то лишь относящиеся к определенному историче­
скому интервалу, заключенному между первым и последним 
моментами наблюдений. В рамках данной модели недоступна 
как предыстория популяции, так и ее грядущее поведение.
3.1. Линейная модель
Для построения новой модели нам требуется учесть основ­
ные факторы, влияющие на изменение численности популяции. 
Таковыми являются рождаемость и смертность. Будем пред-
полагать, что за время, прошедшее между соседними момен­
тами наблюдений t и t + 1, появилось на свет aNt и умерло 
/3Nt особей. Данное предположение кажется достаточно есте­
ственным: количество родившихся, как и количество умерших 
особей, должно быть пропорционально общему числу Nt осо­
бей в популяции. Соответствующие пропорции задаются пара­
метрами: а -  коэффициент рождаемости и /3 -  коэффициент 
смертности. Отметим, что 0 < а, /? < 1.
В результате учета этих факторов получаем уравнение
Nt+i  =  Nt +  aN t -  0Nt
или
NM  = uNt- (3.1)
Уравнение (3.1) задает линейную модель динамики популяции. 
Эта модель в действительности зависит только от одного па­
раметра /і =  1 +  а  — /?, коэффициента естественного прироста
О* > 0).
Используя уравнение (3.1), легко продолжить таблицу, пред­
сказывая тем самым значения iVt+i, Л^+2, . . . .
Действительно, уравнение (3.1) означает, что последователь­
ность іѴо, ІѴі, N2, ... есть геометрическая прогрессия со знаме­
нателем /х, каждый элемент которой Nt может быть выражен 
через начальный Nq соотношением
Nt =  t/No.
Что же ждет популяцию в будущем?
В рамках модели (3.1) в зависимости от величины /і для 
данной популяции возможны три варианта изменения числен­
ности:
а) при 0 < /і < 1 численность популяции монотонно убывает 
к нулю. В условиях превышения смертности над рождаемостью 
(а < /3) популяция вымирает;
б) при /х =  1 численность популяции не изменяется:
Nt = N0.
Популяция, благодаря балансу между рождаемостью и смерт­
ностью (а =  /9), находится в состоянии равновесия;
в) при /х > 1 численность популяции монотонно возрастает 
к бесконечности. Превышение рождаемости над смертностью 
(а > /?) ведет к демографическому взрыву.
Наглядное сравнение динамики численности популяции для 
этих трех случаев дано на рис. 1.
Для первого и третьего случаев на рис. 2 и рис. 3 с помо­
щью графиков функции у =  <р(х) =  fix иллюстрируется гео­
метрический метод получения по начальному значению No по­
следующих элементов ІѴЬ N 2, ... . Для этого следует из точки 
No на оси ОХ сначала провести вертикаль до графика <р(х), 
а затем -  горизонталь до графика у =  х. Абсцисса найденной 
точки и есть N i . Далее вертикаль проводим уже из точки N\ и 
т. д. В результате проделанных построений последовательность 
Nt изображается в виде «лестницы Ламерея». Направленное 
перемещение по этой «лестнице» дает возможность наглядно 
судить о характере поведения последовательности Nt.
Как видим, величина ІѴо численности популяции в началь­
ный момент времени влияет лишь на количественную сторону 
дела. Качественная картина динамики определяется исключи­
тельно параметром fi.
Значение параметра fi =  /х* называют критическим, или 
бифуркационным (от лат. bifurcus — раздвоенный), если при 
переходе fi через /х* характер динамики системы качественно 
изменяется.
В данной модели критическим значением, отделяющим один 
вариант от другого, является /х+ =  1.
Рис. 1. Линейная модель. Три варианта динамики
Рис. 2. Динамика при 0 < р < 1 
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Представленная здесь модель, изначально ориентирован­
ная на исследование процессов изменения численности попу­
ляций, может быть использована практически без изменений 
для описания динамики важнейших показателей простейших 
экономических систем. Действительно, то же самое уравнение
(3.1) определяет закон изменения капитала JV*, где параметр а  
задает коэффициент доходности, а (3 характеризует величину 
налога. При этом параметр /л =  1 + а —/? есть коэффициент при­
роста капитала за единицу времени. Тогда разобранные выше 
три варианта динамики популяции уже здесь, применительно к 
задаче прогнозирования динамики капитала, получают новую 
экономическую интерпретацию.
В условиях, когда доходы ниже налогов (а  < /?), капитал, 
естественно, стремится к нулю -  наблюдается разорение. При 
равенстве доходов и налогов (а = /3) капитал не меняется -  си­
стема находится в равновесии. В условиях, когда доходы выше 
налогов (а > /?), капитал будет неограниченно возрастать.
3.2. Линейная модель с притоком
Желание сохранить от вымирания (случай /х < 1) популя­
цию какого-то редкого вида, обитающего, например, в заказни­
ке или национальном парке, потребует регулярного пополнения 
численности извне, например, из зоопарков или других тер­
риторий. Соответствующая математическая модель (модель с 
притоком) будет выглядеть следующим образом:
NM  = fiNt +  7 , 0 < /х < 1, 7 > 0 , (3.2)
где 7 -  количество особей, добавляемых в систему в каждый 
момент времени t.
Решая уравнение N  =  fiN  + 7 , находим стационарное зна­
чение
к которому будет стремиться численность данной биологиче­
ской системы независимо от ее исходной численности ІѴо- 
Можно доказать, что
jVt =  M*.jV0 +  i z i £  .7
i - м
и lim Nt = N . Состояние N  есть устойчивое положение равно-t—>oo
весия системы (3.2). Если под воздействием случайных обстоя­
тельств произойдет внезапное разовое уменьшение (голодный 
год, болезнь) или увеличение (миграция) численности, то в си­
стеме через определенное время снова установится равновесие 
с численностью N  (рис. 4).
Этот факт доказывается следующим образом. Для величи­
ны Zt = Nt — N  -  отклонения численности Nt от равновесного 
значения N  -  справедливо однородное уравнение Zt+i = iiZt, 
откуда Zt =  ц % .
Условие 0 < /і < 1 гарантирует стремление Zt к нулю.
Как видим, наличие математической модели позволяет по­
лучать путем формального анализа ответы на различные во­
просы, касающиеся данной популяции. При этом удается обой­
тись без дорогостоящих и, возможно, опасных экспериментов 
на живой природе. Так, например, для достижения устойчиво­
го уровня численности популяции, равного ІѴ, при известном 
коэффициенте естественного прироста /х требуется обеспечить 
регулярный приток 7 =  (1 — fi)N.
Рис. 4. Линейная модель с притоком
Соответствующая экономическая интерпретация этой мо­
дели -  постоянный приток капитала (дотации) в размере
7  =  (1 - n ) N
позволяет обеспечить устойчивое функционирование системы 
с желаемым равновесием на уровне N.
3.3. Линейная модель с оттоком
Попытаемся в случае демографического взрыва (/х > 1) из­
бежать перенаселения за счет регулярного уменьшения числен-
ности (например, отлова). Соответствующая математическая 
модель (модель с постоянным оттоком) будет выглядеть сле­
дующим образом:
Nt+1= f iN t -  7 , (3.3)
где 7 -  количество отлавливаемых особей.
Для этой модели, так же как и для предыдущей, существует 
стационарное значение численности
отклонение от которого
Zt+i — N t+1 -  N  = /z% .
Рис. 5. Линейная модель с оттоком
Однако условие ц > 1 означает здесь, что сколь угодно ма­
лое отклонение Zq ф 0, допущенное в начальный момент вре­
мени, неизбежно приведет к увеличению отклонения состояния 
Nt от N  в дальнейшем (рис. 5).
Состояние N  есть неустойчивое положение равновесия. Вся­
кое отклонение в область N  < N  ведет к вымиранию, а откло­
нение в область N >  N  -  к неограниченному росту численно­
сти.
Такая неудача в попытке регулирования численности попу­
ляции связана с очень грубым способом управления. Заложен­
ный в системе (3.3) жесткий «командно-административный» 
закон -  отлавливать, невзирая на реальное состояние системы, 
строго фиксированное количество особей 7 -  не позволяет ре­
шить задачу стабилизации.
Соответствующую экономическую интерпретацию этой мо­
дели предлагается сделать читателю.
3.4. Модель с регулируемым оттоком
Рассмотрим более тонкий механизм управления -  управле­
ние с обратной связью, когда 7  есть функция от N:
7 (ІѴ) =  7о +  k(N  — N).
Здесь наряду с 70, постоянной составляющей отлова, присут­
ствует k(N  — N) -  переменная составляющая, позволяющая 
изменять уровень отлова 7 в зависимости от отклонения ре­
альной численности N  от желаемого (экологически обоснован­
ного) уровня N. При этом к есть коэффициент обратной связи.
Соответствующая математическая модель (модель с регу­
лируемым оттоком) имеет вид
Nt+г = pNt -  7 0  -  k(Nt -  N).  (3.4)
Стационарным здесь является значение
7о — k N
f i  — 1 — к
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Для того чтобы желаемый уровень N  стал для данной системы 
положением равновесия (N =  ІѴ), следует выбрать
70 =  (ц -  1 )N.
При этом уравнение (3.4) приобретает вид
Лі+і =  (М -  k)(Nt -  N) + N  = (// -  k)Nt + (1 -  /і +  k)N,  (3.5)
откуда для отклонений Z* получаем
Zt+1 =  (/х — fc)Zt
или Zt = (ц — kyZo •
Неравенство
|/і -  fc| < 1 (3.6)
является необходимым и достаточным условием устойчивости 
положения равновесия N.
Рис. 6. Модель с регулируемым оттоком 
при 0 < /х — к  <  1
Как видим, достижение желаемого порядка требует одно­
значного выбора параметра 70. При этом требование (3.6) на к 
сохраняет некоторую свободу.
Рис. 7. Модель с регулируемым оттоком
при -1  < /х — к < О
Рис. 8. Модель с регулируемым оттоком 
при fi — к = — 1
При выборе k : 0 < f j ,  — к < 1  модель (3.5) имеет вид
(3.2). Последовательность N t монотонно сходится к устойчи­
вому равновесию N  (рис. 6).
При выборе к : — 1 < до — к < 0 знаки отклонений Zt че­
редуются, последовательность Nt стремится к Лг, поочередно 
оказываясь то слева, то справа от Лг (рис. 7).
При /і — к = — 1 модель (3.5) имеет вид ІѴ<+1 =  —N t + 2N  и 
задает периодическую последовательность N 2t =  No, ІѴ^+і = 
=  2N  — ІѴо, принимающую лишь два значения (рис. 8).
При fjL — к < — 1 неустойчивость проявляется в том, что 
элементы 7V*, как бы ни было близко No к Лг, удаляются от N,  
отклоняясь поочередно в разные стороны (рис. 9).
Рис. 9. Модель с регулируемым оттоком 
при / і — к  <  — 1
Подводя итог анализу рассмотренных линейных динамиче­
ских моделей, можно отметить следующие общие черты. Важ­
ную роль в описании динамики играют точки покоя (положе­
ния равновесия). Система, оказавшись в такой точке, остается 
в ней все дальнейшее время. Точка покоя есть инвариант дина­
мической системы. Оказавшись вне точки покоя, система при­
ходит в движение. Движение может происходить различным 
образом.
Среди возможного разнообразия можно выделить два каче­
ственно различных варианта. Один, когда с течением времени 
система стремится к точке покоя, другой -  когда удаляется от 
этой точки. В первом случае точка покоя называется устойчи­
вой, во втором -  неустойчивой. Между этими двумя варианта­
ми есть пограничные, когда отклонение системы от точки по­
коя не изменяется. Примеры таких систем даются уравнениями 
N t+1 =  Nt (все значения N  есть точки покоя) и Nt+i =  — ІѴ*+27 
(одно решение есть точка покоя N  =  7 , другие -  периодические 
последовательности N& — No? JNfo+i =  2N  — No).
Изменение параметров системы всегда ведет к изменению 
в ее динамике. В модели (3.1) бифуркационным значением яв­
ляется /х* =  1, в модели (3.4) -  все сочетания параметров /х и 
к, при которых /х — к = ± 1.
3.5. Нелинейная модель
Неограниченный рост численности популяции, следуемый 
из модели (3.1) при \і > 1 (см. вариант 3), в реальности не на­
блюдается. Ограниченность жизненного пространства и преж­
де всего недостаток продуктов питания приведут к неизбеж­
ному замедлению роста численности. Территория, на которой 
обитает данная популяция, в состоянии прокормить лишь опре­
деленное количество особей. По мере заполнения экологиче­
ской ниши внутри популяции нарастает напряженность: жиз­
ненных ресурсов на всех не хватает. На динамику численности 
все сильнее начинает воздействовать новый фактор -  голод.
Для учета этого фактора П. Ф. Ферхюльст еще в 1845 го­
ду предложил добавить в уравнение (3.1) нелинейный член.
Новая модель, называемая в биологии логистическим уравне­
нием, имеет вид
Nt+i =  iiNt -  7N?. (3.7)
Здесь 7 -  коэффициент смертности, связанной с ограниченно­
стью ресурса. Выбор квадратичной зависимости в (3.7) можно 
пояснить следующим образом.
Недостаток ресурсов порождает внутривидовую борьбу, ин­
тенсивность которой пропорциональна количеству возможных 
контактов между отдельными особями. В популяции из N  осо­
бей количество возможных парных (другие учитывать не бу­
дем) контактов пропорционально N 2. Не все контакты закан­
чиваются летальным исходом. Соответствующий процент и за­
дается коэффициентом 7 .




перейдя от (3.7) к системе, зависящей уже только от одного 
параметра:
Xt+1 =  <p(xt), <р(х) = цх(1 -  X). (3.8)
Как видим, именно /х -  коэффициент естественного прироста -  
является тем параметром, который определяет качественную 
картину динамики данной модели. При этом параметр 7 играет 
роль масштабирующего множителя.
Модель (3.8) Сохраняе? биологический смысл (численность 
популяции не может быть отрицательным числом) лишь при 
/х > 0 и xt € [0,1]. Причем условие xt Е [0,1] гарантируется 
лишь при /х < 4, поскольку максимум функции <р(х) на этом 
отрезке равен /х/4. В строгой математической формулировке 
это выглядит так: при любом /х Е [0,4] функция ір(х) задает 
отображение отрезка [0, 1] в себя.
Таким образом, при 0 < /л < 4, стартуя из любой точ­
ки хо, лежащей на отрезке [0, 1], все последующие элементы 
хі,Х2, формируемые системой (3.8), будут принадле­
жать этому же отрезку. Отрезок [0,1] есть инвариантное мно­
жество отображения <р(х).
Упражнения
3.1. Для модели Риккера
Nt+i = fiNt exp( -Nt)
найти точки покоя и исследовать их устойчивость в зависимо­
сти от параметра ц  > 0.
3.2. Для модели
м Nt
найти точки покоя и исследовать их устойчивость в зависимо­
сти от параметра // > 0 .
4. Порядок и хаос в нелинейной системе 
Xt+ 1  =  ц х г(1 -  x t )
Рассмотрим динамику системы (3.8) при различных значе­
ниях параметра /і, двигаясь по отрезку [0,4] от левого конца к 
правому.
Найдем точки покоя. Корнями уравнения х = <р(х) являют­
ся =  0, £2 = 1 “  Отметим, что в интересующий нас отрезок 
[0 , 1] точка £2 попадает лишь при fi > 1.
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4.1. Случай 0 <  /х <  1
В данном диапазоне изменения параметра /х система имеет 
единственную точку покоя £і =  0. Анализ устойчивости свя­
зан (см. теорему 1) с величиной q = |<//(£і)| =  /і. При 0 < /х < 1 
точка покоя является асимптотически устойчивой.
Для любого хо из [0,1] последовательность х*, монотонно 
убывая, сходится к £і как геометрическая прогрессия со зна­
менателем, близким к д. Для /х, близких к нулю, скорость схо­
димости высокая. При приближении /х к единице скорость схо­
димости падает. Случай /х =  1 не охватывается теоремой 1 и 
является критическим. Однако и здесь последовательность х* 
монотонно сходится к точке £і =  0 (рис. 10).
При \і > 1 точка покоя £і =  0 становится (см. теорему 
2.2) неустойчивой. Для исследования устойчивости точки по­
коя £2 =  1 “  £ рассмотрим производную <р (£2) =  2 — /х. Нера­
венство q =  |2 — /х| < 1 имеет решение 1 < /х < 3, что приводит 
к следующему случаю.
4.2. Случай 1 <  /х <  3
В этом случае у исследуемой системы (3.8) имеется две точ­
ки покоя: -  неустойчивая, £2 -  устойчивая. Для любого хо
из (0,1) последовательность х* сходится к £2. Скорость сходи­
мости определяется величиной q =  |2 — /х| < 1.
В окрестности точки £2 при 1 < /х < 2 последовательность 
сходится монотонно (рис. 11), а при 2 < /х < 3 монотонность 
нарушается (рис. 12).
При переходе /х через значение /хі = 3 точка покоя £2 ста­
новится неустойчивой.





4.3. Случай /х >  3. Бифуркация рождения цикла
Рассмотрим отображение xt —► х*+2 за два шага, задаваемое 
функцией
</?2(х) =  <р(<р(х)) = ц2х{\ -  х)(1 -  цх{\ -  х)),
Xt+2 =  V2(xt)- (4.1)
Анализ системы (4.1) начнем, как обычно, с отыскания то­
чек покоя. Уравнение х  =  <р2(х) -  алгебраическое уравнение 
четвертой степени -  имеет своими корнями ранее найденные 
£і и £2. Это и понятно: точки покоя £ь£2 системы (3.3) оста­
ются точками покоя также и системы (4.1). Понижая степень 
на две единицы, получим квадратное уравнение
fix2 -  (/і +  1)х +  (1 + - )  =  О 
М
с корнями
м +  і ± ѵѴ  + і )(а* - з )
=  %  -
В интересующем нас здесь случае ц > 3 корни £з,& ве­
щественны и различны. Каков же смысл у этой пары с точки 
зрения исходной модели (3.8)?
Пусть хо =  £з- Найдем далее х\ =  у>(£з)- Из равенств
<р2{хі) = <р(<р(х і)) = У?М<Жз))) =  ¥>(&) =  *1
следует, что х\ является точкой покоя системы (4.1).
Поскольку х\ не совпадает ни с одной из точек £і,£2?£з> т0 
Х\ =  £4. Далее находим х2 =  <р(хі) =  <^>2(£з) = £з> хз = 
Формируемая здесь последовательность получается периоди­
ческой: X2t = €з,х 2ь+1 = Ее элементы составляют цикл 
5 2 =  { 6 > Ы  (рис. і з ) .
аб
аб
Рис. 14. Цикл S4: а  -  лестница Ламерея; 
б  -  решение
Таким образом, при переходе параметра \і через критиче­
ское значение fi\ =  3 в системе (3.8) происходит бифуркация: 
одновременно с потерей устойчивости точкой покоя £2 рожда­
ется цикл S 2 периода 2. Эта бифуркация сопровождается рож­
дением двух новых точек покоя £з,£4 системы (4.1). При этом 
устойчивость этих точек покоя в системе (4.1) эквивалентна 
устойчивости цикла S 2 в системе (3.8).
4.4. Каскады бифуркаций, удвоение периода 
и переход к хаосу
При дальнейшем увеличении /х точки покоя £3 и £4 сохраня­
ют устойчивость лишь до некоторого следующего бифуркаци­
онного значения /Х2- Переход /л через //2 ведет к одновременной 
потере устойчивости у точек £з  и £4 . При этом у отображения
<р4(х) = ір2(<р2(X)) =  tp(<p{ip(ip(x)))),
многочлена 8-й степени, рождаются четыре новые устойчивые 
точки покоя -  £5, f6, f 7, ве­
данная бифуркация с точки зрения исходной системы озна- 
чает рождение устойчивого цикла
S4 =  {& ,& ,& ,& }:
& = <?(&),& = ‘Ж б ) ,^  — ¥>(&)> £5 =  <р(£а)-
В этом случае численность популяции повторяется через четы­
ре шага (рис. 14).
Дальнейшее увеличение /і обнаруживает аналогичные би­
фуркационные значения ;хз, ^ 4, /Х5..., связанные с рождением 
циклов 5 8, 5 16, 5 32... . При этом каждый раз, проходя очеред­
ное бифуркационное значение, соответствующий цикл S 2k те­
ряет устойчивость, происходит бифуркация удвоения периода 
и рождается устойчивый цикл S 4k.
Как видим, появление достаточно разнообразных циклов 
(ритмов) [8] в жизни популяции можно объяснить сугубо внут­
ренними факторами, не изобретая в качестве первопричины 
какие-то периодические внешние воздействия.
Общая картина усложнения циклов, появляющихся в це­
пи бифуркаций удвоения периода, представлена на рис. 15. 
Здесь при каждом (і  указано устойчивое инвариантное пре­
дельное множество (множество предельных точек) -  аттрак­
тор (attract -  притягивать) системы (3.8).
Рис. 15. Бифуркационная диаграмма
По мере прохождения бифуркационных значений 
картина усложняется. На интервале [0, ро] аттрактором явля­
ется устойчивая точка покоя £і(р) =  0. На интервале (/хо,Мі], 
где теряет устойчивость и далее не изображается, располо­
жен график £2(а0* На следующем интервале (р \,р 2І, где £2 те­
ряет устойчивость, появляются графики £з(аО и £і(м) ~ точки 
аттрактора S 2. Далее, на (р3,^ 4] представлены графики &(д) 
для г = 5,6,7,8 -  точки аттрактора S 4 и т. д.
Отметим своеобразие нелинейных систем. В линейном слу­
чае появление неустойчивой точки всегда сопровождается ухо­
дом решений в бесконечность (система разрушается). В нели­
нейном -  потеря устойчивости ведет к появлению новых ка­
чественных особенностей в ее поведении, рождению новых ат­
тракторов.
Последовательность рп при п —> оо имеет предел (обозна­
чим его /іоо)• Система (3.8) при р =  poo =  3.5699456... фор­
мирует сложную непериодическую последовательность (хаос). 
Соответствующие предельные множества получили название 
странных аттракторов.
Общее представление о характере поведения системы (3.8) в 
зоне (/Хоо, 4] можно получить из рис. 16. Его левая часть повто^ 
ряет бифуркационную схему рис. 15 и отражает зону парамет­
ров, для которых система ведет себя периодически ((0, ^оо) -  
зона «порядка»). Здесь аттракторы состоят из конечного набо­
ра точек.
При переходе параметра р через р ^  «порядок» сменяется 
«хаосом». Аттракторы начинают выглядеть как множества, со­
стоящие из сплошных (зачерненных) интервалов. В этой зоне 
выделяются и просветы -  окна, в которых снова виден «по­
рядок». В этих окнах расположены аттракторы, отвечающие 
периодическим циклам вида S p* , P  =  3 ,5 ,7 ,.... Наиболее от- 
четливо в самом широком окне виден цикл 5 3.

Рис. 16. Самоподобие (окончание) 
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В зоне (/хоо,4] содержится бесконечное количество бифур­
каций «хаос» —> «порядок» и «порядок» —► «хаос». Следует 
подчеркнуть, что в режиме «хаоса» при больших п практиче­
ски невозможно предсказать значение хп.
Как же так, может спросить читатель, ведь состояние х* 
однозначно определяется из (3.8) по t и хо? Дело в том, что 
неизбежные, пусть даже очень малые ошибки в определении 
начального значения хо приведут к тому, что вместо последо­
вательности хо,хі,Х2, ...,х*,... вы будете получать другую по­
следовательность — Xq,х*, х<2, ...х?,....
В режиме «хаоса», стартуя с практически неотличимых зна­
чений хо и Xq, уже через несколько итераций элементы х* по­
теряют всякую связь с истинными значениями х*.
В «хаотическом» режиме элементы последовательности хп 
начинают вести себя как случайные величины. Для описания 
таких последовательностей используют приемы, принятые в 
теории вероятности и математической статистике.
В бифуркационной картине на рис. 16 выделена последова­
тельность кадров а, бу в, вложенных один в другой. При этом 
каждый последующий кадр представляет собой увеличенный 
фрагмент предыдущего. Как видим, все эти кадры удивитель­
ным образом воспроизводят практически одну и ту же картину. 
Здесь повторяются не только бифуркации удвоения периода, но 
и цепочки «хаос» —* «порядок», «порядок» —► «хаос». Отмечен­
ная регулярность и повторяемость этих структур (самопо­
добие) позволяют надеяться на получение простого описания 
форм хаотического поведения, обнаруженных при исследова­
нии различных нелинейных моделей.
Подводя итог приведенному анализу разнообразных явле­
ний, порожденных нелинейной моделью динамики популяции, 
можно сказать следующее. Одна группа явлений связана с су­
ществованием регулярных и весьма упорядоченных процессов
типа предельных точек покоя или циклов. В таких системах ца­
рит порядок, позволяющий по данным о прошлом и настоящем 
предсказывать будущее. Другую группу составляют хаотиче­
ские процессы, возможности предсказания которых являются 
весьма ограниченными. Как правило, в анализе таких систем 
используется статистический подход, позволяющий получить 
лишь некоторые усредненные характеристики.
При этом между хаосом и порядком существует глубокая 
внутренняя связь. Хаотическое поведение возникает как пре­
дел усложняющейся последовательности периодических дви­
жений. Рассмотренная нами простейшая одномерная модель с 
квадратичной нелинейностью наглядно это демонстрирует.
Дополнительный материал по обсуждаемым здесь вопро­
сам, включая другие сценарии перехода к хаосу, можно найти, 
например, в работах [4, 10, 13, 18, 19].
4.1. Из условия |(ѵэ2(£з,4)УІ =  1 найти бифуркационное зна­
чение /і2, при котором теряет устойчивость 2-цикл.
4.2. Из условия |(^2(£з,4))'| =  0 найти значение /і, соответ­
ствующее наиболее устойчивому 2-циклу.
4.3. Для системы
а) указать интервал значений д, при которых элементы по­
следовательности xt не выходят из отрезка [0,1];
б) найти точки покоя и исследовать их устойчивость в за­
висимости от д ;
в) построить бифуркационную диаграмму.
Упражнения
2х, 0 < х <
2 — 2х, \  < х < 1
4.4. Для системы ір(х) =  fix(l — х2) найти точки покоя и 
исследовать их устойчивость.
5. Стохастическая динамика
В литературе часто встречается утверждение об аналогии 
между переходами динамических систем от движений одного 
типа к движениям другого типа (например, от состояния рав­
новесия к периодическому движению) и известными в стати­
стической физике фазовыми переходами второго рода [14, 16]. 
Идея такой аналогии ведет свое начало от работы Г. Хакена [21] 
и в дальнейшем развита Ю. J1. Климонтовичем [9]. Эта анало­
гия оказалась весьма полезной, так как позволяет использовать 
методы теории фазовых переходов, например методы скэйлин- 
га и ренормализационной группы [6, 15].
Регулярные аттракторы (равновесия и циклы) динамиче­
ских систем, задаваемых детерминированными дискретными 
отображениями, являются классическими и наиболее изучен­
ными объектами современной теории устойчивости. Прежде 
всего следует отметить переходы от порядка к хаосу через по­
следовательность бифуркаций удвоения периода в соответствии 
с законом Фейгенбаума [19].
В настоящее время внимание исследователей привлекают 
изучение реакций таких систем на внешние аддитивные и внут­
ренние параметрические случайные возмущения.
Полное вероятностное описание случайных состояний си­
стемы требует построения функции плотности распределения. 
Изменение вероятностного распределения во времени задается 
соответствующим дискретным функциональным уравнением, 
решение которого даже в одномерном случае связано с боль­
шими сложностями. Здесь, наряду с известными проблемами
численного решения, возникает необходимость в знании зако­
на распределения действующих случайных возмущений. Такая 
подробная вероятностная информация, как правило, недоступ­
на. Типичной является ситуация, когда известными являют­
ся лишь оценки для первых двух моментов. В этих обстоя­
тельствах представляет интерес задача получения асимптоти­
ческих характеристик первых двух моментов случайных состо­
яний динамической системы для возмущений малой интенсив­
ности. Действительно, для случая малых шумов, когда слу­
чайные состояния стохастических аттракторов локализуются 
вблизи соответствующих детерминированных, отклонения слу­
чайно возмущенных траекторий от невозмущенных детерми­
нированных решений можно описать линейными приближени­
ями. Для систем с непрерывным временем, задаваемых стоха­
стическими дифференциальными уравнениями, такой подход 
реализован на основе теории квазипотенциала с последующей 
аппроксимацией с помощью функции стохастической чувстви­
тельности [20].
где f(x )  -  достаточно гладкая функция. Предполагается, что 
равновесие xt = x  является экспоненциально устойчивым. 




X q =  X  +  £ , (6.2)
где Е задает малое начальное отклонение от равновесия х. Рас­
смотрим отклонения z\ — х\ — х  состояний х\ системы (6.1) от
равновесия х  в последующие моменты времени и отношение
- z f x f — хvf =  — =  —------ .
£ £
При малых £ чувствительность равновесия х  системы (6.1) к 
возмущению начальных данных (6.2) определяется величиной
щ = limwf =  £ ^ U = o - 
Для vt справедлива линейная система (уравнение в вариациях)
vt+i =  avt, а =  — (х).
Неравенство |а| <  1 является необходимым и достаточным 
условием экспоненциальной устойчивости равновесия х. Для 
экспоненциально устойчивого равновесия х  при любом ѵо име­
ем
lim vt = 0.t—KX
Рассмотрим стохастическую систему
Xt+1 =  f ( x t) + £cr{xt)iu  (6.3)
полученную добавлением в (6.1) малых случайных возмуще- 
ний. Здесь £t ~ некоррелированный случайный процесс с пара­
метрами
Е 6 =  0, =  1, Efc& =  0
функция а(х) позволяет учесть зависимость интенсивности по­
мех от состояния системы. Пусть x f -  решение (6.3) с началь­
ным условием (6.2).
Здесь переменная vt характеризует чувствительность рав­
новесия х  к возмущению как начальных условий (6.2), так и 
правых частей системы (6.3). Для vt справедлива система
vt+\ =  avt +  ст(х)&. 
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Динамика первых двух моментов тщ =  Еvt, Vt =  Еѵ2 решения 
vt системы (6.4) задается уравнениями
т <+1 =  amt, (6.5)
Vt+i =  a2Vt + q, q = <x2(x). (6.6)
Рассмотрим наряду с (6.4) уравнение
w = a2w +  q. (6.7)
Т е о р е м а  6.1. Пусть \a\ < 1. Тогда
а) уравнение (6.7) имеет единственное решение
б) при любых то и Ѵо решения m t и Vt систем (6.5), (6.6) 
стабилизируются:
lim mt =  0 , lim Vt = w ; (6.8)
£—►00 t —ю о
в) система (6.4) имеет стационарно распределенное реше­
ние vt:
Е vt =  0, ѣѵ2 — W] (6.9)
г) любое решение vt системы (6.4) сходится к щ в среднем 
квадратичном:
І іт  Е (щ -  vt)2 = 0. (6.10)
t —* ОО
Д о к а з а т е л ь с т в о .  Для доказательства б) представим 
решения уравнений (6.5) и (6.6) в виде
m t =  а1 т 0, Vt+\ -  w =  a2t(Vo -  w). 
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Перейдя к пределу при t —* ос, получаем необходимые соотно­
шения.
Для доказательства в) рассмотрим некоррелированную с & 
случайную величину щ с параметрами
Еі>о =  0, Еѵ% =  w.
Тогда из (6.5)-(6.8) для решения щ уравнения (6.4) с началь­
ным значением щ  следуют требуемые соотношения (6.9).
Для доказательства г) рассмотрим yt = vt — vt, где vt -  про­
извольное решение системы (6.4). Для Yt =  Еу2 справедлива 
система Yt+\ =  а2У*. В условиях |а| < 1 имеем lim^oo Yt =  О, 
откуда, с учетом Е(г;^  — vt)2 = Yt, следует (6.10). Теорема дока­
зана.
Величина w характеризует реакцию системы (6.3) на малые 
случайные возмущения. При малом е в системе (6.3) вокруг 
устойчивого равновесия х  формируется устойчивое стационар­
ное распределение состояний х \ . При этом
w — lim w€, we = ^  D(xt). (6-11)
В силу (6.11) при малых е для оценки разброса состояний 
хі вокруг х можно использовать приближенное равенство
D(xt) ~  e2w.
Величина e2w является первым приближением D{x\ ).
Связывая в исследуемой системе (6.3) величину входа (е2) 
и выхода (jD{x\) «  e2w), w играет роль коэффициента стоха­
стической чувствительности равновесия х.
Таким образом коэффициент стохастической чувствитель­
ности имеет вид
При f { x )  =  0 стохастическая чувствительность равновесия 
X является минимально возможной: w = q. При приближении 
\f'(x)\ к единице величина w неограниченно возрастает.
7. Стохастический цикл
Будем рассматривать случай, когда система (6.1) имеет к- 
цикл Г -  множество точек Г = { х і,... ,х*}, связанных соотно­
шениями
f (X i )= X i+1 ( i = l , . . . , f c - l ) ,  f ( x k) = x  1.
Считаем, что последовательность xt определена при всех t с 
условием периодичности xt+k =  Предполагается, что цикл 
Г является экспоненциально устойчивым.
О п р е д е л е н и е  1. Цикл Г называется экспоненциально 
устойчивым в окрестности U (Э-устойчивым), если при неко­
торых К  > О, I > 0 для всех х\ Е U при любых t выполняется 
неравенство
\A(xt)\ < Ke~lt |д(жі)|.
Здесь
д(х) — х — 7 (х), 7 (х) =  argmin(x — у)2,
у е г
7 (х) -  ближайшая к х точка цикла Г, а д(х) -  отклонение х 
от Г. Предполагается, что для системы (6.1) окрестность U 
инвариантна.
Пусть х\ -  решение (6.1) с начальным условием х\ =  х\ +£, 
где е задает малое отклонение состояния х\ от точки х\ цикла 
Г. Рассмотрим отклонения zf = х \ — x t состояний х\ системы
(6.1) от цикла Г в последующие моменты времени.
Пусть
z\ х\ - x t
При малых е чувствительность цикла к возмущению началь­
ных данных определяется величиной
Для щ справедлива система
где at является fc-периодической функцией: at+k = at-
Величина а =  а* •... • аг • аі задает подпоследовательность 
ѵі,Ѵк+і, ..., ѵік+1 , ... уравнением
Ѵ(і+і)к+і = avik+i.
При этом vik+1 =  a!vi.
Необходимым и достаточным условием Э-устойчивости цик­
ла является неравенство |о| < 1. При этом
независимо от выбора ѵ\. Величина |а| показывает, во сколько 
раз приближается решение х \ к циклу Г за один оборот.
Рассмотрим динамику vt в присутствии случайных возму­
щений, когда состояние х\ формируется стохастической систе­
мой (6.3).
В этом случае имеем
Динамика первых двух моментов гщ =  Evt, Vt =  Еѵ2 решения 
vt системы (7.1) задается уравнениями
I—>00lim ѵік+і = О
(7.1)
m t+1 =  atm t, (7.2)
Vt+i =  a2t Vt +  qt, qt = o2(xt). 
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Последовательные к итераций систем (7.2)-(7.3) с учетом пе­




mik+к+і =  акттцк+к,
Ц к + 2  =  a .lV ik + i +  q i ,
Ѵік+з =  о^Ѵік+2 +  92, ( j  ^
Ѵ ік+ k + i  =  a -lV ik+ k  +  Як-
Из формул (7.4), (7.5) следуют явные соотношения, связываю­
щие my+1)fc+1 с mik+i и V(/+1)jfc+1 с Ѵік+і :
™(/+і)*+і =  (7.6)
Ѵ(/+і)*+і =  a2Vfo+i + g, (7.7)
где
а =  • ... • а2 • а \ , q = q k  + а&ОД-і +  — + (а* * ••• * а2)29і-
Т е о р е м а  7. 1. Пусть \а\ < 1. Тогда 
а,) уравнение (7.3) имеет единственное к-периодическое ре­
шение wt: wt+k — wty где W\ -  единственное решение уравне­
ния
w =  a2w + <7, (7.8)
a W2 , гоз ,..., го* находятся рекуррентно:
wt+i =  afwt +  Яи t =  1,... , f c -  1; (7.9)
при любых m i и Ѵ\ решения mt и Vt систем (7.2), (7.3)
стабилизируются:
в) система (7.1) имеет к-периодическое решение щ:
Е щ =  0, Ей2 = wt; (7.11)
г) любое решение vt системы (7.1) сходится в к щ в сред­
нем квадратичном:
lim Е (vt — vt)2 =  0. (7-12)
£—►00
Д о к а з а т е л ь с т в о .  Докажем а). При |о| < 1 уравне­
ние (7.8) имеет единственное решение. Обозначим его через w\. 
Из (7.9) найдем W2 , ,..., ги*. и продолжим по периодичности:
Щ+к =  Щ-
Пусть Vt -  решение уравнения (7.3) с начальным условием 
Ѵ\ = w\. Из (7.9) и (7.5) следует Ѵ<і =  u?2, ..., Vk =  ги*. Из (7.7) 
(при I =  0) и (7.8) следует, что
Vk+\ = a2Vi + q = a2w\ + q = w\.
Справедливость равенства Vt =  wt для t  =  fc+2, A;+3,... следует 
из (7.9) и (7.5).
Единственность fc-периодического решения wt системы (7.3) 
вытекает из того, что соответствующая однородная система 
имеет лишь тривиальное решение.
Докажем б). При |а| < 1 из (7.4) и (7.6) следует, что
lim 7Щ =  0.
£—►00
Рассмотрим At =  Vt -  wt- Из (7.5) и (7.7) следует, что
Д(і+1)*+1 = a2Aife+i> Aifc+t+1 =  « іA/fe+t- (7.13)
В условиях |а| < 1 из (7.13) следует, что lim*—,*, Д< = 0. Таким 
образом, соотношения (7.10) доказаны.
Докажем в). Пусть щ -  некоррелированная с £* случайная 
величина с характеристиками Е-щ = 0, Еѵ2 =  w\. Рассмот­
рим последовательность щ , элементы которой для t = 2,3,... 
формируются системой (7.1). Из (7.2), (7.5) и (7.7) следует, что 
Еvt =  0, Еѵ* = wt. Таким образом, соотношения (7.11) доказа­
ны.
Докажем г). Рассмотрим zt =  щ — щ. Для zt и Zt =  Е(г2) 
справедливы рекуррентные соотношения
zt+1 = atzt, Zt+i =  a2Z*.
При |a| < 1 имеем Іііщ-юо Zt = 0 и Е(ѵ* — vt)2 =  Е(г*)2 = Zt . 
Следовательно, справедливо (7.12). Теорема 7.1 доказана.
Условие \а\ < 1 гарантирует у системы (6.3) при малых 
шумах существование стационарно распределенного решения. 
Величины €2wu где wt определены в пункте а) теоремы 7.1, 
являются первым приближением дисперсии этого стационарно 
распределенного решения в окрестности точки xt цикла Г.
Значения іщ ,... ^-периодичной функции Wt характери­
зует реакцию точек х і , ..., х .^ цикла Г на малые случайные воз­
действия системы (6.3). Функцию wt будем называть функцией 
стохастической чувствительности цикла.
Явные формулы для значений функции стохастиче­
ской чувствительности
Случай 2-цикла
Для цикла, состоящего из двух точек имеем
<72 +  Яі <7і +  a iQ2Wl =   4-0 , =   T-y.
1 -  1 -
Случай k-цикла
Пусть цикл Г состоит из точек х \ ) ..., х*. Тогда для каждой 
точки Хі функция стохастической чувствительности находится
по формуле
Щ = (7.14)
где a,j = dj+k для любого j .
Величины т  =  т іп і=ік.^  wi> М  =  тах*=іѵ..^ Wi характе­
ризуют диапазон изменения стохастической чувствительности 
состояний Л-цикла. Их отношение ^  может служить показате­
лем неравномерности стохастической чувствительности цикла. 
Величину М  удобно использовать в качестве характеристики 
стохастической чувствительности аттрактора в целом. Будем 
называть ее показателем стохастической чувствительности.
8. Стохастический анализ системы Ферхюльста
Рассмотрим стохастическую систему Ферхюльста
где & -  независимые случайные величины; Е& =  0; — 1;
е -  интенсивность шумов.
При отсутствии случайных возмущений (е =  0) детермини­
рованная модель (8.1) имеет на интервале 0 < (л < 4 различ­
ные типы динамики. Зоны порядка чередуются с зонами хаоса 
(рис. 17). На интервале I  =  (1,/Zqq), где наблюдаются бифур­
кации удвоения периода, можно выделить зоны структурной 
устойчивости с постоянной кратностью циклов, разделенные 
точками бифуркаций, -  интервалы /о, / і , . . .  . На интервале Іп 
наблюдаются 2п-циклы с состояниями яп,г(м) =  1 , . . . ,  2П).
Точки аттрактора удобно упорядочить так, чтобы первой 
была точка цикла хпд, являющаяся ближайшей к значению
0.5 : 1 =  argmini=1 2п \хПіі {/а) — 0.5|. Для системы (8.1) имеем
x t+ l =  — Xt) + £ & , (8.1)
/о =  (1,3), I\  «  (3,3.45), /2 « «  (3.45,3.54) и т. д. При этом на 
/о имеем одну устойчивую точку покоя Ход(/х) =  1 — А, на І\ 
имеем 2-цикл с состояниями
_і М  =  ,  +  1 - у ) 0 . - д
_  м  =  +
С ростом параметра /х точки бифуркации сходятся к значению 
//оо = 3.5699... .
Рассмотрим бифуркационную диаграмму системы (8.1) при 
е =  0.001 (рис. 18). Под воздействием случайных возмущений 
траектории покидают аттрактор детерминированной системы
(8.1), формируя вокруг него стохастический аттрактор с соот­
ветствующим стационарным вероятностным распределением. 
В присутствии шума тонкая структура детерминированного 
аттрактора размывается.
Как видно из рис. 18, разброс случайных состояний неод­
нороден. При изменении параметра /х на интервале структур­
ной устойчивости дисперсия заметно меняется, резко возрастая 
вблизи точек бифуркации.
На интервале І\  наблюдается различие в разбросе случай­
ных состояний вокруг точек яід(/х), соответствующих
детерминированному 2-циклу: нижняя ветка размывается силь­
нее верхней.
Детальную картину указанных особенностей зависимости 
разброса траекторий для различных точек аттрактора от па­
раметра /х дает функция стохастической чувствительности. На 
каждом интервале структурной устойчивости Іп определен на­
бор функций (г =  1 , . . . ,  271), где гі^Д/х) задает стоха­
стическую чувствительность хП)і -  г-ro состояния 2п-цикла при 
/х £ Іп. Значения функции стохастической чувствительности на
Рис. 17. Бифуркационная диаграмма детерминированной 
модели Ферхюльста
Рис. 18. Бифуркационная диаграмма в присутствии 
шума интенсивности 0.001
интервале І п  находятся по рекуррентным формулам (7.14) 
^п.і(аО = 2 ’ ап ~  * ’ %а>пМ^ ^ =1 ап 
ап,і = / (^1 “  2хП)і (/і )),
9п =  1 +  On,fe +  ап,кап ,к -X +  • • • +  ®n,fe ‘ • °п,2>
«ЧН-1 Ы = а п,ітп,і(^) + 1- (8-2)
Н а интервалах Iq  и  і \  д л я  функции стохастической чувстви­
тельности соответствующих аттракторов -  равновесия іёо,і(м) 
и 2-цикла с состояниями х і іі ( ^ ) ,х і і2(д) -  можно получить яв­
ное представление:
. . 2  +  2 V D  +  D  . . 2 - 2 л / Я  +  І>
гУ ідЫ  -  d ( 2 - D )  ’ W l ’2 ^ ~  D ( 2 - D )  ’
Г> =  (/х-3)(м +  1).
По данным прямого численного моделирования решений сто­
хастической системы (8.1) для выборки случайных состояний 
разбросанных в окрестности точки хп,і(/і) можно найти эм­
пирическую дисперсию D n>i(/i). Величины Шп>і(^ ) =  
характеризую т стохастическую чувствительность аттракторов 
системы (8.1) при фиксированной интенсивности €  действую­
щих шумов.
На рис. 19-21 сплошными линиями изображены ветви ф унк­
ции стохастической чувствительности и;п,і(ц )  на интервалах
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l o i h i h i h  и значения (показаны звездочками) гуп>і(/і), полу­
ченные прямым численным моделированием решений системы
(8.1) при шумах различной интенсивности. Как видим, при ма­
лых возмущениях теоретические кривые хорошо совпадают с 
эмпирическими данными. С ростом кратности цикла и увели­
чением интенсивности возмущений эмпирические и теоретиче­
ские результаты начинают расходиться.
В поведении ветвей функции стохастической чувствитель­
ности наблюдаются следующие общие закономерности. На ин­
тервале структурной устойчивости стохастическая чувствитель­
ность ведет себя достаточно регулярно: при приближении к 
концам интервала (точкам бифуркации) неограниченно воз­
растает, выпукла вниз, имеет минимум в центральной части 
интервала. Стохастическая чувствительность элементов цикла 
существенно отличается. При этом чем выше кратность, тем 
больше перепад (рис. 19, 21).
Рассмотрим функции т(ц) и М(/х), задаваемые на каждом 
отдельном интервале Іп соотношениями
т(ц) =  m i n юп,і(ѵ) > М(м) =  maxWn,t(M)-t—lt...,2 t—lv.-,2
Рассмотрим зависимость функций m(/i), M(/x) и показателя 
стохастической чувствительности K(fj) = от паРаметРа А4* 
На каждом интервале Іп существует значение дп, при котором 
показатель М(/і) принимает наименьшее значение:
Ип = а гд т іп ^  іпМ(ц), Мп =  min М{ц).
цеіп
Рассмотрим величины
M(fln)m n = К п =
т{цп)
Рис. 19. Функции стохастической чувствительности для е =  0.001
Рис. 20. Функции стохастической чувствительности состояний 
8-цикла для е =  0.0001
е = 0.005 \l
Рис. 21. Функции стохастической чувствительности для е = 0.005
Среди всех стохастических 2Л-циклов, наблюдаемых на ин­
тервале / п, цикл, отвечающий значению /х =  /хп, является наи­
менее чувствительным. Будем называть его стохастическим 
суперциклом. Следует отметить, что уже в случае 2-цикла сто­
хастический суперцикл отличается от детерминированного су­
перцикла:
Udet =  1 + Ѵб «  3.236; Ustoch ~  3.185.
Наиболее чувствительным в 2п-цикле является состояние 
хпд, а наименее чувствительным -  следующее за ним хПі2-
Из формулы (8.2) следует, что при всех /і Е J  выполняется 
неравенство m ^  1. На каждом интервале Іп имеем
min т(и) =  1, 
ме in
причем минимум достигается в точках детерминированного су­
перцикла. Значения m(/z) в центральной части каждого интер­
вала Іп мало отличаются от 1.
Следовательно, т п «  1 , к п Мп.
Значения цп, Мп для интервалов Іп структурной устойчи­
вости системы (8.1) представлены в таблице.
п Мп Мп З3 II нг
0 2 1 4,7775
1 3,1855 4,7775 6,7042
2 3,4876 32,0296 6,9088
3 3,5522 221,2874 6,9777
4 3,56615 1544,0766 6,9899
5 3,56911 10793,038 6,9928
6 3,56977 75474,078 6,9934
7 3,56990 527822,22 6,9935
Как видим, в цепи бифуркаций удвоения периода стоха­
стическая чувствительность циклов неограниченно возрастает. 
Для больших п последовательность Мп ведет себя как геомет­
рическая прогрессия со знаменателем г/:
Т] =  lim 7in =  6 .99 . . . .
п—>оо
При увеличении п растет неравномерность стохастической чув­
ствительности циклов. Если у 2-цикла чувствительность состо­
яний различается в 5 раз, то уже для 32-цикла это различие 
достигает 104.
В работах [4, 5] рассматривалось влияние внешнего шума 
на свойство самоподобия участков бифуркационной диаграм­
мы. Показано, что если уменьшать интенсивность воздействия 
в fip — 6.61903... раз при переходе через точки бифуркации, то 
для некоторых участков бифуркационной диаграммы наблю­
дается самоподобие. Используя метод функций стохастической 
чувствительности, значение можно связать с показателем
роста чувствительности щ  следующей формулой:
/ 4  =  т 2,
где а  =  —2.5029... -  вторая константа Фейгенбаума.
Здесь были рассмотрены детерминированные и стохастиче­
ские циклы системы Ферхюльста в зоне бифуркаций удвоения 
периода при переходе к хаосу.
Для исследования отклика циклов на малые случайные воз­
мущения предлагается использовать функцию стохастической 
чувствительности. Получена явная формула вычисления функ­
ции чувствительности в каждой точке цикла детерминирован­
ной системы.
Для системы Ферхюльста со случайными возмущениями 
представлена стохастическая бифуркационная диаграмма, да­
ющая общую картину чувствительности циклов системы к слу­
чайным возмущениям. Показано общее повышение чувстви­
тельности при переходе к хаосу.
Точную количественную оценку влияния шума на предель­
ные циклы детерминированной системы дает функция стоха­
стической чувствительности. Данная функция позволяет срав­
нить между собой восприимчивость всех состояний цикла к 
случайным воздействиям и проследить изменения чувствитель­
ности как на интервале структурной устойчивости, так и при 
переходе к циклам большей кратности. Для построения функ­
ции чувствительности использовался эмпирический подход, а 
также метод систем первого приближения.
Показано явное увеличение чувствительности системы Фер­
хюльста к случайным возмущениям в цепи бифуркаций удво­
ения периода. Установлен показатель геометрического роста 
чувствительности стохастических суперциклов. Следует также 
отметить хорошее соответствие эмпирических данных и теоре­
тических результатов.
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