In this paper, the distributed state estimation problem is investigated for a class of sensor networks described by uncertain discrete-time dynamical systems with Markovian jumping parameters and distributed time-delays. The sensor network consists of sensor nodes characterized by a directed graph with a nonnegative adjacency matrix that specifies the interconnection topology (or the distribution in the space) of the network. Both the parameters of the target plant and the sensor measurements are subject to the switches from one mode to another at different times according to a Markov chain. The parameter uncertainties are norm-bounded that enter into both the plant system as well as the network outputs. Furthermore, the distributed time-delays are considered which are also dependent on the Markovian jumping mode. Through the measurements from a small fraction of the sensors, this paper aims to design state estimators that allow the nodes of the sensor network to track the states of the plant in a distributed way. It is verified that such state estimators do exist if a set of matrix inequalities are solvable. A numerical example is provided to demonstrate the effectiveness of the designed distributed state estimators.
measurements according to the given topology. Fundamentally different from the traditional central filtering techniques [9, 12, 21, 24, 26, 29] , the difficulty in designing distributed estimation algorithms stems from 1) the complicated coupling between the sensor nodes according to a given topology; and 2) the network-induced phenomena such as distributed communication delays and Markov-type mode switches.
Owing to its importance in collaborative signal processing to efficiently process distributed information gathered, the distributed estimation problem has gained particular research interests in recent years. For example, in [18, 19] , a distributed Kalman filtering algorithm has been developed with different sensing models and different consensus strategies. In [22] , a distributed estimation algorithm has been proposed to adaptively update the weights for minimizing the estimation error variance. An alternative multiscale approach has been put forward in [11] to accelerate the convergence of the decentralized consensus problem for networks with poor connectivity. In [28] , a new type of distributed consensus filter is designed, where each sensor can communicate with the neighboring sensors and filtering can be performed in a distributed way. More recently, in [5, 6] , the distributed diffusion filtering algorithm has been designed with the information diffused across the network through a sequence of Kalman iterations and data-aggregation. Despite the popularity of the investigation on various distributed estimation algorithms, the network-induced phenomena that are directly associated with sensor networks have been largely overlooked due probably to the mathematical complexity, which motivates our present research.
For wireless sensor networks, the network size, the communication constraints as well as the stringent energy limit give rise to great challenges to classical estimation techniques that demand enormous storage space and centralized computation. As such, it is not surprising that distributed estimation algorithms have recently stirred considerable research attention. Nevertheless, there remain some open issues outlined as follows that deserve further investigation. 1) A sensor network is often subject to the mode switch according to a Markov chain. In [8] , a sensor network has been shown to have jumping behavior due to the network's working environment (normal or hazardous) and the mobility of the sensor node. In [10] , it has been concluded that the shuffle-exchange networks can model practical interconnection systems due to their size of switching (jumping) elements and uncomplicated configuration. 2) The distributed delays occur naturally in sensor networks since the wireless information transmission has a spatial nature due to the presence of an amount of parallel pathways of a variety of node sizes and lengths. Note that, for sensor networks, the distributed delay typically takes place in a digital (discrete) way, see [16] for more details about the discrete distributed time-delays. 3) In practice, the actual spatial positions of sensor nodes at the experimentation stage may be uncertain to some extent and randomly fluctuate around some locations specified at the configuration stage [20] , and the parameters of the modeled sensor networks are inevitably subject to uncertainties. Unfortunately, up to now, the unavoidable issues of mode switching, distributed delays as well as parameter uncertainties have not yet been investigated for the distributed state estimation problem of sensor networks. It is, therefore, the main aim of this paper to shorten such a gap by launching an initial study on the distributed state estimation for uncertain Markov-type sensor networks with mode-dependent distributed delays.
In this paper, attention is focused on the distributed state estimation problem for a class of sensor networks described by uncertain discrete-time stochastic systems with Markovian jumping parameters and modedependent distributed delays. Through available output measurements from each individual sensor, we wish to design distributed state estimators to approximate the states of the networked dynamic system based on the sensor's and its neighboring sensors' measurements according to certain topology. Sufficient conditions are presented to guarantee the convergence of the estimation error systems for all admissible parameter un-certainties and distributed delays for each mode. The explicit expression of individual estimator is derived to facilitate the distributed computing of state estimation from each sensor. Finally, numerical example is given to verify the theoretical results.
The remaining part of the paper is organized as follows. In Section II, the distributed sate estimation problem is formulated for the sensor network with Markov-type uncertain parameters and distributed delays, and some preliminaries are briefly outlined. In Section III, by resorting to the inequality techniques combining with a novel Lyapunov-Krasovskii functional constructed to reflect the mode-dependent time delays, we conduct the analysis to obtain several sufficient criteria which not only ensure the estimation error systems to be globally asymptotically stable in the mean square sense but also characterize the explicit expression of the estimator gains. In Section IV, a numerical example is given to show the applicability of the acquired conditions. Finally, conclusions are drawn in Section V.
Notations. The notation used throughout this paper is fairly standard. R n and R m×n denote the ndimensional Euclidean space and the set of all m × n real matrices, respectively. N is used to be the set {1, 2, . . .}. I and 0 represent, respectively, the identity matrix and the zero matrix of appropriate dimensions.
The Kronecker product of matrices A ∈ R m×n and B ∈ R p×q is a matrix in R mp×nq and denoted as A ⊗ B. The notation X > 0 for X ∈ R n×n means that matrix X is real, symmetric and positive definite. diag(· · · ) and col(· · · ) stand for, respectively, the block-diagonal matrix and the matrix column with blocks given by the matrices in (· · · ). · refers to the Euclidean vector norm and the asterisk ' * ' in a symmetric matrix is used to denote the term that is induced by symmetry. For notation (Ω, F, P), Ω represents the sample space, F is the σ-algebra of subsets of the sample space and P is the probability measure on F. E{α 1 }, E{α 1 |α 2 } mean, respectively, the mathematical expectation of the stochastic variable α 1 and the expectation of α 1 conditional on α 2 . Matrices, if not stated, are assumed to be compatible for algebraic operations.
II. Problem formulation and some preliminaries
Let the complete probability space (Ω, F, P) be fixed. Consider the Markov-type uncertain dynamic system (target plant) with n modes described by the following discrete-time model:
with N sensors characterized by:
where k ∈ N; x(k) ∈ R nx is the state of the target; y i (k) ∈ R ny is the measurement output from sensor i of the target plant; v is the time-delay; {r(k) : k ∈ N} is a discrete-time homogeneous Markov chain which governs the switches among the different system modes and takes values in a finite mode set S {1, 2, . . . , n} with mode transition probability matrix Π {π lm } n×n given by
where π lm ≥ 0 (l, m ∈ S) is the transition rate from mode l to mode m and, for every l ∈ S, n m=1 π lm = 1. τ (r(k)) characterizes the distributed time-delay dependent on the system mode r(k); f (·) and g(·) are nonlinear functions; D(k, r(k)), B(k, r(k)), W (k, r(k)) and C i (k, r(k)) (i = 1, 2, . . . , N ) are time-varying matrices defined on the Markov chain of the form
in which the constant matrices D(r(k)), B(r(k)), W (r(k)) and C i (r(k)) are known, while ∆D(k, r(k)), ∆B(k, r(k)), ∆W (k, r(k)) and ∆C i (k, r(k)) are unknown matrices representing the time-varying parameter uncertainties satisfying the following conditions:
where E 1 (r(k)), E 2i (r(k)) and M l (r(k)) (l = 1, 2, 3, 4) are known real constant matrices and
are unknown time-varying matrix-valued functions subject to the following conditions:
Remark 1: In practice, the sensor networks often exhibit the special characteristic of Markov mode switching, that is, the sensor networks sometimes have finite modes that switch from one to another at different times, and such a switching (or jumping) can be governed by a Markovian chain. For example, the bufferless packet switching of trees and leveled networks has been illustrated in [4] to be achievable with certain network topologies. In model (1), the switching signal {r(k) : k ∈ N} in the target plant could be obtained through statistical experiments. Note that the Markovian jumping system has been well studied for H ∞ control and filtering problems, see e.g. [1] and [21] for discrete-and continuous-time linear systems with mode-dependent delays. For more information about the mode-dependent time-delay systems, we refer to [13] [14] [15] .
In this paper, consider the sensor network consisting of N sensor nodes characterized by a directed graph G = (V, E) with a nonnegative adjacency matrix A = (a ij ) N ×N that specifies the interconnection topology (or the distribution in the space) of the sensor network. Here, V = {1, 2, . . . , N } denotes the set of sensor nodes and E ⊆ V × V is the set of edges. Edge (i, j) ∈ E means that there is information transmission from sensor j to sensor i which is represented equivalently by a ij > 0. Moreover, it is also assumed in this paper that the sensors are self-connected, i.e., a ii = 1 for all i ∈ V. Node j is called one of the neighbors of node i if (i, j) ∈ E. According to the given network topology, in the sensor network, node i ∈ V can receive information from its neighboring nodes j ∈ N i , where
It should be noted that, in practice, there are a huge amount of sensors that can measure the target state x(k) from measurement outputs y i (k) (i = 1, 2, . . . , N ). However, it is usually impossible to have only one centralized processor to collect the measurements from all the sensors, especially in a remote area. Therefore, it is more appropriate to use local information achieved from neighbors in a distributed way. The objective of this paper, accordingly, is to design a distributed state estimator to track the state x(k) of the target plant with an acceptable accuracy.
Construct the following state estimator on sensor node i:
wherex i (k) ∈ R nx is the estimate for the plant state x(k) on the node i, and K ij (r(k)) ∈ R nx×ny is the estimator gain matrix to be determined. Lettingx i (k) = x(k) −x i (k) be the state estimation error, it follows from (1), (2) and (6) that
wheref (
. By using the notation of Kronecker product, the estimation error dynamics governed by (7) can be rewritten in a compact form as follows:
. . .
) N ×N is a sparse matrix satisfyingK(r(k)) ∈ W nx×ny , where W nx×ny is defined as
Throughout this paper, the following assumptions are made on the nonlinear functions f (·) and g(·) in the target system (1).
Assumption 2: There exist matrices Σ 1 and Σ 2 such that
According to Assumption 2, one can easily obtain that the nonlinear functions F (·) and G(·) defined in (8) satisfy the following conditions
The initial condition associated with (8) is given as
whereτ = max{τ (1), τ (2), . . . , τ (n)}. Let {x(k; ϕ); k ∈ N} denote the corresponding state trajectory of the uncertain error system (8).
Definition 1: The system (6) is said to be a robustly distributed state estimator of the Markov-type dynamic system (1) with measurement outputs (2) if the estimation error system (8) is robustly asymptotically stable in the mean square sense, i.e., for any initial condition ϕ(·) and for all parameter uncertainties satisfying (4)-(5), the following equality
holds for the corresponding solution {x(k; ϕ); k ∈ N} of the error system (8).
Our main aim in this paper is to choose suitable estimator gain matrices K ij (r(k)) such that the estimation error system (8) is robustly asymptotically stable in the mean square sense. Before deriving the main results, two useful lemmas are given as follows.
Lemma 1: Let X, Y and F be real matrices of appropriate dimensions with F satisfying F T F ≤ I. Then, for any scalar ε > 0,
Lemma 2:
[16] Let Q ∈ R n×n be a positive semi-definite matrix, x i ∈ R n and scalar constant b i ≥ 0 (i = 1, 2, . . .). If the series concerned is convergent, then the following inequality holds:
III. Main results
In this section, by utilizing the Lyapunov stability theory and the matrix inequality technique, sufficient conditions are to be derived which not only ensure the estimation error system (8) to be robustly asymptotically stable in the mean square sense but also characterize the explicit expression of the estimator gains.
Taking the augmented state vector as e(k) = col(x(k),x(k)), the combination of (1) and (8) leads to the following augmented system:
where
In terms of Assumptions 1-2 and the properties of nonlinear functions F (·), G(·) characterized in (10), it can be easily concluded that the following inequalities
hold, where
as defined in (10).
We are now ready to state the main results of this paper as follows.
Theorem 1: Under Assumptions 1-2, for the givenK(l) (l ∈ S), the estimation error system (8) is robustly asymptotically stable in the mean square sense if there exist matrices P(l) > 0 (l ∈ S), Q > 0 and positive scalars ε 1 , ε 2 , δ 1 , δ 2 such that the following matrix inequalities hold:
, . . . , τ (n)}, π = min{π 11 , π 22 , . . . , π nn }. Proof: The Schur complement lemma [2] ensures that condition (15) is equivalent to the following inequality:
where ℵ 2 (l) = col(0, 0, 0, 0, P (l) E 1 (l)) and ℵ 4 (l) = col(0, 0, 0, 0, P (l) E 2 (l)). From the special structure of matrices ℵ 1 (l) and ℵ 3 (l), it is known that (16) is also equivalent to the following condition
In order to ensure that (6) is a desired distributed state estimator of (1), we just need to show that the augmented error system (13) is robustly asymptotically stable in the mean square sense. To do so, let
{e(k), e(k − 1), . . . , e(k −τ )} and choose the following Lyapunov-Krasovskii functional for system (13) :
For l ∈ S, we have
.
and
From Lemma 2, it is not difficult to verify that
At the same time, for any positive scalars ε 1 and ε 2 , condition (14) ensures that the following two inequalities hold:
With the relationships from (18) to (23), we have
From the Lyapunov stability theory, one knows that if the matrix inequality Ξ(l) + Z T (k, l)P(l)Z(k, l) < 0 holds uniformly in k, we could immediately draw our conclusion. Again, from the Schur complement lemma [2] , we know that
By simple computation, it can be obtained that
Combining the above three equalities together, we can conclude that for any scalars δ 1 > 0 and δ 2 > 0,
where, in the last step, Lemma 1 has been utilized to derive the inequality. Substituting (29) into the right side of the inequality in (25), we have from condition (17) that the inequality Ξ(l) + Z T (k, l)P(l)Z(k, l) < 0 does hold uniformly in k, which means that there exists a constant λ < 0 such that
The remaining part of the proof is similar as that in [13] and therefore omitted here. This completes the proof of the theorem. After conducting the analysis for system (13) to be robustly asymptotically stable in the mean square sense, we are now in a position to design the estimator gains. Note that matricesK(l) (l ∈ S) contain all the information of the desired estimator parameters, to carry on, we still need the following lemma.
Lemma 3: Let S = diag(S 11 , S 22 , . . . , S NN ) with S ii ∈ R nx×nx (i = 1, 2, . . . , N ) being invertible matrices. If X = SŪ forŪ ∈ R nxN ×nyN , then we haveŪ ∈ W nx×ny ⇔ X ∈ W nx×ny .
Theorem 2: Under Assumptions 1-2, the system (6) is a robustly distributed state estimator of the Markovtype dynamic system (1) with measurement outputs (2) if there exist matrices P i (l) > 0 (i = 1, 2, . . . , N +1; l ∈ S), Q 11 > 0, Q 22 > 0, Q 12 , X (l) ∈ W nx×ny (l ∈ S) and positive scalars ε 1 , ε 2 , δ 1 , δ 2 such that the following matrix inequalities hold:
and Φ 55 (l) = diag(−P 1 (l), −P 2 (l)), P 2 (l) = diag(P 2 (l), P 3 (l), . . . , P N +1 (l)),P i (l) = n m=1 π lm P i (m) (i = 1, 2, . . . , N + 1; l ∈ S),P 2 (l) = diag(P 2 (l),P 3 (l), . . . ,P N +1 (l)) (l ∈ S), the other symbols are the same as defined in Theorem 1. Furthermore,K
accordingly, the state estimator gains K ij (l) (i = 1, 2, . . . , N, j ∈ N i , l ∈ S) can be derived from (9).
Proof: With the special structure ofP 2 (l) and the restriction on matrix X (l) ∈ W nx×ny , it follows from Lemma 3 thatP −1 2 (l)X (l) ∈ W nx×ny . By taking P(l) = diag(P 1 (l), P 2 (l)), P(l) = diag(P 1 (l),P 2 (l)) in Theorem 1 and noticing the conditionP 2 (l)K(l) = X (l), after some computation it can be shown that
And the corresponding result is derived easily from Theorem 1, the proof is then completed.
Remark 2: Our main results are based on the linear matrix inequality (LMI) conditions. The LMI Control Toolbox implements state-of-the-art interior-point LMI solvers. While these solvers are significantly faster than classical convex optimization algorithms, it should be kept in mind that the complexity of LMI computations remains higher than that of solving, say, a Riccati equation. For instance, problems with a thousand design variables typically take over an hour on today's workstations. However, research on LMI optimization is a very active area in the applied math, optimization and the operations research community, and substantial speed-ups can be expected in the future.
IV. Numerical Examples
Consider a Markov-type system plant with 3 modes described by the discrete-time model (1) 
