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distributed in space. There exist some means 
of influencing the behaviour of such systems, 
either by mechanisms acting throughout the 
spatial domain, over which the physical 
system of interest is distributed 
(distributed control), or at the boundary of 
the domain (boundary control), or both. There 
is given some functional (called the 
performance index) dependent on the state of 
the system or its boundary conditions or on 
its control, or some combination of these, 
defined with an integral over the spatial 
domain,(i.e., distributed observation), or 
over part of the domain boundary (i.e., 
boundary observation). In an open-loop 
control, the question to be asked is this: 
What should the available controls be to 
minimize the given functional? 
The state of the physical system to be 
controlled may be governed by partial 
differential equations of various types 
(Lions', 1971). If the state equation is 
elliptic the problem becomes a steady-state 
control problem. In this investigation, the 
necessary conditions for optimality for such 
a problem will first be derived by using 
calculus of variations. Then, two model 
problems from continuum mechanics, one from 
heat systems and the other from fluid 
mechanics, will be analyzed in detail by 
numerical methods. In particular, the space 
discretizations will be achieved via the 
boundary integral equation methods (BIEM). 
INTRODUCTION A CONTROL PROBLEM 
In engineering and scientific applications it Consider a steady-state optimal control 
is often necessary to device optimal control problem governed by the following elliptic 
of distributed parameter systems (DPS) which partial differential equation: 
are characterized bv one or several parameters 
xi~D ; v*#$=u (1) 
where x.(i=1,2,3) are the space coordinates; 
D is thi fixed, closed and bounded physical 
domain; $=$(xi) is the state function, 
representing the system and u is a control 
parameter distributed uniformly over D (see, 
Fig.1). The appropriate boundary conditions 
for the control problem are given as follows 
XiESl ; 
xies2 ; 
XiEsg ; 
where Sl. S2 
surface S of 
of position; 
9=00 (2) 
+‘=n , (3) 
$'=a+$) (4) 
and Sg are parts of the boundary 
D; $o,q and a are given functions 
v is the boundary control 
function acting on S5 ,and (.)' denotes 
differentiation of (.) in the outward 
normal direction on S. 
The objective of the control problem is to 
achieve a distribution of the state function 
0 as close as possible to $,, a desired 
distribution of 0, in D in an average sense. 
While achieving this, it is desired to spend 
a minimum amount of "energy" as characterized 
by the controls u and v. Thus, by choosing a 
suitable norm (or measure) for functions, a 
performance index .J may be defined in terms 
of an integral functional as 
.J= + / (O_bd)*dD++ I v2dS+ 2 u2 (5) 
S3 
where r1 and r2 are some weighting 
parameters. The steady-state optimal control 
problem may now be stated as follows: Bind 
the optimal distributed controi parameter u 
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and boundary control function v such that the 
performance index J is minimieed while the 
state equation (1) and the boundary 
conditions (Z)-(4) are satisfied. 
.- 
NECESSARY CONDITIONS FOR OPTIMALITY 
In this section the necessary conditions for 
optimality, i.e., the conditions for which 
the given performance index is rendered 
minimum subject to the state equation and 
boundary constraints, will be derived by 
using calculus of variations. These conditions 
are a set of partial differential equations 
and some transversality conditions. 
It is possible to adjoin the system equation 
(1) with the performance index J by a 
Lagrange multiplier )\=A(Xi) (which is also 
called the adjoint or co-state function). 
Hence, a modified functional J* may be 
obtained given as 
J* =J+ j X(8'+-u)dII (6) 
D 
For ghe stationary of J*, the first variation 
of J must be equal to zero subject to the 
relevant boundary constraints (2)-(4),i.e., 
6J*=O (7) 
Taking the first variation of the modified 
functional J* it may be obtained that 
6J*= I~(~-~d)6~+6h(V2~-u)+~V2(~~)-hsuldD 
D 
+r 1 L3v 6v dS+r2uGu (8) 
One of the domain integral terms may be 
written in a different form by using the 
Green's second identity as 
: 
hV2(&$)dD=_/ V2h S$ dD+((X6&A'G$)dS (9) 
D S 
At this point the boundary constraints (2)- 
(4) may be introduced into the boundary 
integral on S resulting in 
f (AQ'-X'&#)dS=j AQ'dS-I X'G$dS 
S s1 S2 
+ j [aX(6~-6$)-h'6$]dS (10) 
S3 
Combining equations (7)-(10) it may be shown 
that the following necessary conditions for 
optimality-must be satisfied by the optimal 
solutions of the control problem: 
The state equation: 
xicD ; V2$=U 
The co-state equation: 
xi'D ; v2x+g-$d=o 
The transversality conditions: 
XiESli +$o and A=0 
xies2; $'=q and A'=0 
(11) 
(12) 
(13) 
(14) 
X;ES, ; $'=a(~-$), )i'+aX=O and 
g1= rlv+aA=O 
(15) 
and 
g2=r2u-1 X dD=O (16) 
D 
where gl and g2 are the gradients with 
respect to the controls v and u, respectively, 
of the Lagrangian density of J*. 
A HEAT SYSTEM CONTROL PROBLEM 
The previously described steady-state control 
problem may be cast into a control problem 
for a heat system by appropriately defining 
the physical quantities. For an optimal 
boundary heating of a square plate by heat 
convection the physical space domain D will 
be defined as D=I(xl,x2): x1,x2c[0,1]). 
Figure 2 indicates the corresponding state 
equation and the boundary conditions, where 
u=$o=q=O has been taken. The state equation 
for this control problem is the steady-state 
heat conduction equation. The desired 
distribution $d will be taken uniformly as 1 
in D, while $J represents the temperature of 
the square plate. The boundary control v 
represents the ambient temperature and a is 
the dimensionless Biot number. The necessary 
conditions for optimality in this control 
problem may be deduced easily from equations 
(ll)-(15), while equation (16) is discarded 
for there is no distributed control in this 
problem. 
A FLOW CONTROL PROBLEM 
A viscous flow in a uniform channel may be 
controlled (or optimized) by properly 
adjusting the pressure gradient along the 
channel. This control,problem may be 
described by the same set of equations given 
earlier. The channel cross-sectionmay again 
be taken as a square domain as in the heat 
system control problem. The lower three sides 
of the channel may be stationary while the 
top boundary may be moving with a velocity 
of 1 in the x3-direction normal to the 
cross-section. Since the channel is uniform, 
the flow will be fully-developed in the 
x3-direction. 
The state function $ now represents the fluid 
velocity component along the channel, while 
the pressure gradient along the channel acts 
as the distributed control parameter u. The 
problem domain along with the state equation 
(i.e., the xB-momentum equation for a viscous 
fluid with no body forces) and the 
no-velocity-slip boundary conditions are 
shown in Fig.3. In the optimal control 
problem it is desired to have a volumetric 
downstream flowrate as close to zero as 
possible (i.e., $&=o) by applying an optimum 
adverse pressure gradient u. The necesssary 
conditions for optimality can be deduced 
easily from equations (ll)-(16), while 
noticing the fact that there are no Sp- or 
S3-type of boundary conditions involved in 
this control problem. 6.Repeat the procedure until convergence. 
BOUNDARY INTEGRAL EQUATION METHODS. 
The steady-state optimal control problem 
requires the minimization of the performance 
index .I subject to the state and co-state 
partial differential equations and the 
relevant transversality conditions. The 
stated control problem may be formulated as 
a standard mathematical programming problem 
if the infinitely large number of variables 
inherent in the continuous-space optimal 
control problem are reduced to a finite 
number through any kind of space 
discretization, for example, by finite 
differences, finite elements (Merit, 1978, 
1979) or by the boundary integral equation 
methods (BIEM). In the present study the 
BIEM is chosen to discretize the continuous 
space variables since the method offers some 
advantages over other "domain" type of 
methods (Brebbia, 1978). 
NUMERICAL RESULTS AND CONCLUSION 
For the heat system control problem, the 
optimum ambient temperature v is p1otte.d in 
Fig.4 for various values of the Biot number 
a when rI-0.1. On the otherhand, for the 
flow control problem the optimum pressure 
gradient u and also the net downstream 
flowrate Q, defined as the integral of the 
fluid velocity over the cross-sectional area, 
are plotted against r2 in FiF.5. As expected, 
the adverse pressure gradient u increases 
while the net volumetric flowrate Q decreases 
for smaller values of r2. 
By the $-problem we vi11 refer to the 
potential problem in terms of the state 
function $, as defined by equation (11) and 
the first set of boundary conditions givenin 
equations (13)-(15). On the otherhand, the 
X-problem will refer to the potential problem 
in terms of the co-state function A, as 
defined by equation (12) and the second set 
of boundary conditions given in equations 
(13)-(15). 
In this investigation, two model problems from 
continuum mechanics have been analyzed as 
steady-state optimal control problems. A 
numerical method of solution is proposed for 
such problems. The iterational method of 
solution involves space discretizations by 
the boundary integral equation methods, while 
the minimization of the performance indices 
are done by the conjugate gradient methods. 
Finally, it may be said that comparisons of 
the numerical results with the closed form 
exact solutions, obtained simply by the 
eigenfunction expansion method, have yielded 
excellent agreements. 
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The iterational numerical method of solution 
for the optimal control problem can be 
summarized as follows: 
l.Guess the initial control vector 
(u or v) 
2.Solve the $-problem by the BIEM, 
3.Solve the h-problem by the BIEM, 
4.Update the control vector by the CGM, 
5.Go back to the second step. 
Fig.1. General geometry for the 
control problem 
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Fig.2. Heat system equations 
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Fig.3. Flow control equations 
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Fig.5.0ptimum pressure gradient u 
and net volumetric flowrate Q 
Fig.4. Optimum ambient temperature v 
when rl=O.l 
