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a b s t r a c t
Newton-like methods are often used for solving nonlinear equa-
tions. In the present paper, we introduce very general majoriz-
ing sequences for Newton-like methods. Then, we provide semi-
local convergence results for these methods. The new convergence
results can be weaker than in earlier studies. These new results
are illustrated by several numerical examples and special cases of
Newton-like methods, for which the older convergence conditions
do not hold but for which our weaker convergence conditions are
satisfied.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this study, we are concerned with the problem of approximating a locally unique solution x⋆ of
equation
F(x)+ G(x) = 0, (1)
where F is a Fréchet-differentiable operator defined on an open subset D of a Banach spaceX with
values in a Banach space Y and G : D −→ Y is a continuous operator.
Many problems from Engineering Sciences, Mathematical Economics, Statistics, Biology,
Programming, Optimization and other areas can be brought in the form of Eq. (1) using Mathematical
Modeling (cf. [4,6,10]). For example, the unknowns of engineering equations can be functions
(difference, differential and integral equations), vectors (systems of linear or nonlinear algebraic
equations), or real or complex numbers (single algebraic equations with single unknowns). The
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solutions of these equations can rarely be found in closed form. That is whymost solutionmethods for
these equations are iterative. Note that in Computational Sciences, the practice of Numerical Analysis
for finding such solutions is essentially connected to iterative procedures that are variants of Newton’s
methods (cf. [4,6,20]).
Newton-like methods are defined by
x0 ∈ D
xn+1 = xn − A(xn)−1 (F(xn)+ G(xn)) for each n = 0, 1, 2, . . . ,
(2)
where x0 is an initial guess. LetL(X,Y) stand for the space of bounded linear operators fromX into
Y. In (2), operator A(x) ∈ L(X,Y) for each x ∈ D is an approximation of the Fréchet-derivative F ′ of
F at x (cf. [4]). The most popular choice for operators A and G is A(x) = F ′(x) and G(x) = 0 for each
x ∈ D . Then, we obtain Newton’s method
x0 ∈ D
xn+1 = xn − F ′(xn)−1 F(xn) for each n = 0, 1, 2, . . . .
(3)
Another interesting choice of operator A is
A(x) := H(x) = I− 1
2
F ′(x)−1 F ′′(x) F ′(x)−1 F(x).
Then, if G(x) = 0 for each x ∈ D , (2) becomes Halley’s method defined by
x0 ∈ D
xn+1 = xn −H(xn)−1 F(xn) for each n = 0, 1, 2, . . . .
(4)
Many other choices for A and G are possible (cf. [1,4,6,12,17,28,27]). A local as well as a semi-local
convergence analysis for (2) has been given by many authors under various Lipschitz-type conditions
(cf. [1–3,11–23,25,26,24,31,28,27,29,32,30,33–35]). A survey of recent such results can be found in
[3,6] and the references therein. The study on convergence matter of Newton-like methods is usually
centered on two types: semi-local and local convergence analysis. In the present paper, we are
interested in the semi-local convergence analysis issue which is, based on the information around
an initial guess, to give conditions ensuring the convergence of Newton-like methods.
In this paper, we unify the semi-local study of Newton-likemethods undermore general Lipschitz-
type conditions and majorizing sequences than in earlier studies such as (cf. [13–23,25,26,24,31,28,
27,29,32,30,33–35]). In particular, we show that it is possible to expand the applicability of Newton-
like methods. Majorizing sequences play an important role in the study of iterative methods. We
define very generalmajorizing sequences. Then,weprovide sufficient convergence conditions for such
sequences. Finally, we show these sequences to be majorizing for Newton-like methods.
The paper is organized as follows. Section 2 contains convergence results formajorizing sequences.
The semi-local convergence result for (2) is given in Section 3. Some choices for parameters and
functions introduced in Sections 2 and 3 are given in Sections 2–4. Finally, applications, numerical
examples and special cases are provided in Section 4.
2. Convergence of majorizing sequences
In this section, we shall first present the motivation for introducing scalar sequences of a certain
type appearing in Lemma 2.1.
Case 1. Newton’s method under Lipschitz continuity conditions.
Let A(x) = F ′(x) and G(x) = 0 for each x ∈ D . The following Kantorovich conditions have been
used (cf. [1,4,10,20,30])
∥F ′(x0)−1 F(x0)∥ ≤ η, (5)
∥F ′(x0)−1 (F ′(x)− F ′(y))∥ ≤ L ∥x− y∥ for each x, y ∈ D (6)
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together with the majorizing sequence
t0 = 0, t1 = η
tn+2 = tn+1 + L (tn+1 − tn)
2
2 (1− L tn+1) for each n = 0, 1, . . .
(7)
to show the semi-local convergence of Newton’s method. We have used (cf. [4,9,10]), (5), (6),
∥F ′(x0)−1 (F ′(x)− F ′(x0))∥ ≤ L0 ∥x− x0∥ for each x ∈ D
together with majorizing sequences
t0 = 0, t1 = η
tn+2 = tn+1 +
L
2 t
2
n+1 − tn+1 + η
1− L0 tn+1 for each n = 0, 1, . . .
(8)
or
t0 = 0, t1 = η
tn+2 = tn+1 + L (tn+1 − tn)
2
2 (1− L0 tn+1) for each n = 0, 1, . . . .
(9)
Iterations (8) and (9) are tighter than (7) since L0 ≤ L holds in general and L/L0 can be arbitrarily large;
cf. [2–8,10]; see also Section 4.
Case 2. Newton’s method under Hölder continuity conditions.
Let A(x) = F ′(x) and G(x) = 0 for each x ∈ D . Suppose that (5) holds. The following Hölder-type
conditions have been used (cf. [1,4,10,16,19,33–35])
∥F ′(x0)−1 (F ′(x)− F ′(y))∥ ≤ H ∥x− y∥κ for each x, y ∈ D and some κ ∈ [0, 1] (10)
together with the majorizing sequences
t0 = 0, t1 = η
tn+2 = tn+1 + H (tn+1 − tn)
1+κ
(1+ κ) (1− H tκn+1)
for each n = 0, 1, . . . (11)
or
t0 = 0, t1 = η
tn+2 = tn+1 +
H t1+κn+1 +

H ηκ
1+κ − 1

tn+1 − H tκn+1 + η
1− H tκn+1
for each n = 0, 1, . . .
to show the semilocal convergence of Newton’s method. We have used (cf. [3,4,10]), (5), (10),
∥F ′(x0)−1 (F ′(x)− F ′(x0))∥ ≤ H0 ∥x− x0∥κ for each x ∈ D
together with majorizing sequences
t0 = 0, t1 = η
tn+2 = tn+1 +
H t1+κn+1 +

H ηκ
1+κ − 1

tn+1 − H tκn+1 + η
1− H0 tκn+1
for each n = 0, 1, . . .
(12)
or
t0 = 0, t1 = η
tn+2 = tn+1 + H (tn+1 − tn)
1+κ
(1+ κ) (1− H0 tκn+1)
for each n = 0, 1, . . . (13)
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in our convergence analysis. We have H0 ≤ H and (13) is tighter than (12) which in turn is tighter
than (11). Note also that if κ = 1 we obtain the Lipschitz case 1.
Case 3. Newton-like method.
The following conditions have been used for all x, y ∈ D and some M ≥ 0,m ≥ 0, ℓ ≥ 0 and
N ≥ 0
∥A(x0)−1 (F(x0)+ G(x0))∥ ≤ η,
∥A(x0)−1 (F ′(x)− F ′(y))∥ ≤ L ∥x− y∥
∥A(x0)−1 (F ′(x)− A(x))∥ ≤ M ∥x− x0∥ +m,
∥A(x0)−1 (A(x)− A(x0))∥ ≤ L0 ∥x− x0∥ + ℓ,
∥A(x0)−1 (G(x)− G(y))∥ ≤ N ∥x− y∥
together with the majorizing sequence for σ0 = max(L,M + L0) defined by
t0 = 0, t1 = η
tn+2 = tn+1 +
σ0
2 (tn+1 − tn)+ (M tn +m+ N)
1− ℓ− L0 tn+1 (tn+1 − tn) for each n = 0, 1, . . .
(14)
or
t0 = 0, t1 = η
tn+2 = tn+1 + f (tn+1)g(tn+1) for each n = 0, 1, . . . ,
(15)
where for b = m+ ℓ+ N , functions f , g are defined by
f (s) = σ0
2
s2 − (1− b) s+ η and g(s) = 1− L0 s− ℓ.
We have used the above conditions together with the majorizing sequence
t0 = 0, t1 = η
tn+2 = tn+1 +
L
2 (tn+1 − tn)+ (M tn +m+ N)
1− ℓ− L0 tn+1 (tn+1 − tn) for each n = 0, 1, . . . .
(16)
We have that sequence (16) is tighter than (14) which in turn is tighter than (15). If A(x) = F ′(x)
and G(x) = 0 for each x ∈ D , then, conditions and sequences of case 3 reduce to the ones of case 1,
since M = m = N = ℓ = 0. Other cases involving Secant-type and inexact iterative procedures
can be found in [2,4,6,10]. It follows from cases 1–3 (see, in particular (7), (9), (11), (13), (14), (15)
and Section 3) that the majorizing sequences introduced in the rest of this section are suitable
generalizations of majorizing sequences for Newton-like methods. Note also that the majorizing
sequences given in cases 1–3 are connected to Eq. (1) through the Newton-like method (2), the
Lipschitz condition and the Ostrowski-type approximation
F(xn+1)+ G(xn+1) = (F(xn+1)− F(xn)− F ′(xn) (xn+1 − xn))
+ (F ′(xn)− A(xn)) (xn+1 − xn)+ (G(xn+1)− G(xn))
for each n = 0, 1, . . .
(cf. (67)–(70)).
We need the following results on majorizing sequences for the Newton-like method given by (2).
Lemma 2.1. Let ψ : [0,∞)2 −→ [0,∞) be continuous and non-decreasing. Let η > 0 and β ≥ 1.
Define the scalar sequence {tn} by
t0 = 0, t1 = η
tn+2 = tn+1 + ψ(tn+1, tn) (tn+1 − tn)β for each n = 0, 1, . . . .
(17)
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Define functions λ,µ, t⋆⋆β on interval (0,+∞) by
λ(s) = s1/(1−β) if β ≠ 1, µ(s) = η
λ(s)
(18)
and
t⋆⋆β (s) =
η +
λ(s) µ(s)β
1− µ(s)β if β ≠ 1
η
1− s if β = 1 and s ≠ 1
(19)
for each s > 0.
Let ψ(s) = ψ(s, s) for each s ∈ (0,+∞). Suppose that one of the following sets of conditions is
satisfied:
(a) there exists α > 0 such that
µ(α) < 1 (20)
and
ψ(t⋆⋆β (α)) ≤ α for β ≠ 1; (21)
(b) there exists α ∈ (0, 1) such that
ψ(t⋆⋆1 (α)) ≤ α.
Then, sequence {tn} is non-decreasing, bounded from above by t⋆⋆β (α) and converges to its unique least
upper bound t⋆β(α) such that t
⋆
β(α) ∈ [0, t⋆⋆β (α)]. Moreover, the following estimates hold for each
n = 0, 1, . . .
tn+1 − tn ≤

λ(α)µ(α)β
n ≤ λ(α)µ(α)nβ if β ≠ 1
αn η if β = 1 (22)
and
t⋆β(α)− tn ≤

λ(α)
1− µ(α) µ(α)
βn ≤ λ(α)µ(α)
nβ
1− µ(α) if β ≠ 1
αn
1− α η if β = 1.
(23)
Proof. We use mathematical induction to prove that
ψ(tk+1, tk) ≤ α for each k = 0, 1, . . . . (24)
Case β ≠ 1. Estimate (24) holds for k = 0 by (17)–(21). Then, we have by (17) and (24) that
t2 − t1 ≤ α (t1 − t0)β .
That is (22) holds for n = 0 and n = 1. Assume (24) holds for all natural integers k ≤ n+ 1. Then, we
have that tk+1 − tk ≤ α (tk − tk−1)β . Hence, we deduce that (22) holds. We also get for β ≠ 1 that
tk+1 − tk ≤ α (tk − tk−1)β
≤ α (α (tk−1 − tk−2)β)β
= α1+β (tk−1 − tk−2)β2 ≤ α(1−βk)/(1−β) (t1 − t0)βk .
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Hence, we proved the first part in (22). Moreover, we obtain that
tk+1 ≤ tk + α (tk − tk−1)β
≤ t1 + ((t1 − t0)β + (t2 − t1)β + · · · + (tk − tk−1)β)
≤ η + λ(α) (µ(α)β + µ(α)2β + · · · + µ(α)kβ)
= η + λ(α)µ(α)β (µ(α)β + · · · + µ(α)(k−1) β)
= η + λ(α)µ(α)β 1− µ(α)
kβ
1− µ(α)β ≤ η +
λ(α)µ(α)β
1− µ(α)β = t
⋆⋆
β (α). (25)
That is, we deduce
ψ(tk+1, tk) ≤ ψ(t⋆⋆β (α)) ≤ α,
by (20) and (21) since, ψ is non-decreasing. That completes the induction for (24) in the case β ≠ 1.
Case β = 1. Similarly, we obtain
tk+1 − tk ≤ α (tk − tk−1)
≤ α (α (tk−1 − tk−2))
= α2 (tk−1 − tk−2) ≤ αk (t1 − t0).
That shows the second part in (22). Moreover, we have that
tk+1 ≤ tk + α (tk − tk−1)
≤ t1 + α η + α2 η + · · · + αk η = 1− α
k+1
1− α ≤ t
⋆⋆
1 (α).
Hence, we get that
ψ(tk+1, tk) ≤ ψ(t⋆⋆1 (α)) ≤ α.
It follows from (18) and (22) that sequence {tn} is non-decreasing, bounded from above by t⋆⋆β (α) and
as such it converges to t⋆β(α). Finally, estimate (23) follows from (22) by using standard majorization
techniques (cf. [4,6,20]). The proof of Lemma 2.1 is complete. 
Next, we provide convergence conditions for Newton’s majorizing sequence given by (9) using
Lemma 2.1, when β = 2 and β = 1, respectively.
Lemma 2.2. Let η > 0, L0 > 0, L > 0 and β = 2. Define polynomial p on [0,∞) by
p(s) = L0 η3 s3 −

L
2
− L0

η2 s2 − (1− L0 η) s− L2 . (26)
Denote by α the minimal root of polynomial p on [0,∞). Suppose that
0 <
L
2 (1− L0 η) ≤ α < min

1
η
, 1

.
Then, the assertions (22) and (23) hold for sequence {tn} defined by (9) for λ = 1α andµ = α η. Moreover,
the bound t⋆⋆2 (α) is defined by
t⋆⋆2 (α) = η +
α η2
1− (α η)2 + (α0 − α) η
2, (27)
where
α0 = L2 (1− L0 η) . (28)
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Proof. According to Lemma 2.1, we must prove that
0 < ψ(tk+1, tk) ≤ α, (29)
where function ψ is given by
ψ(t, s) = L (t − s)
2 (1− L0 t) .
Estimate (29) holds for k = 1, since
0 <
L
2 (1− L0 η) ≤ α.
We can prove instead of (29) that
L
2 (1− L0 tk+1) ≤ α,
or
L
2
+ α L0 tk+1 − α ≤ 0,
or
L
2
+ α L0

η + 1
α
(1+ (α η)2 + · · · + (α η)2 (k−1)) (α η)2

− α ≤ 0. (30)
Estimate (30) motivates us to define recurrent functions fk for each k = 0, 1, . . . given by
fk(s) = L2 + (L0 η − 1) s+ L0 (s η)
2 (1+ (s η)2 + · · · + (s η)2 (k−1)). (31)
We need a relationship between two consecutive functions fk. Notice that
fk+1(s) = L2 + (L0 η − 1) s+ L0 (s η)
2 (1+ (s η)2 + · · · + (s η)2 (k−1) + (s η)k)
= fk(s)+ L0 (s η)2 (k+1) ≥ fk(s) for each k = 0, 1, . . . . (32)
Define function f∞ on [0,∞) by
f∞(s) = lim
k−→∞ fk(s). (33)
Using (31)–(33), we have that (30) certainly holds, if
f∞(α) ≤ 0,
or
L
2
+ α L0 η + α
2 η2
1− α2 η2 L0 − α ≤ 0,
since
f∞(α) = L2 + α L0 η +
α2 η2
1− α2 η2 L0 − α,
or (by (26))
p(α) ≤ 0. (34)
But (34) is true as equality by the choice of α. The rest follows from the proof of Lemma 2.1. Note that
(27) follows from (23), (25), (28) and the estimate
t2 − t1 ≤ α0 (t1 − t0)2 = α η2 − α η2 + α0 η2 = α η2 + (α0 − α) η2.
I.K. Argyros, S. Hilout / Journal of Complexity 28 (2012) 562–581 569
The proof of Lemma 2.2 is complete. 
Lemma 2.3. Let η > 0, L0 > 0, L > 0 and β = 1. Suppose that
h0 = L η ≤ 12 , (35)
where
L = 1
8

L+ 4 L0 +

L2 + 8 L0 L

.
Then, the assertions (22) and (23) hold for sequence {tn} defined by (9), where
α0 = L η2 (1− L0 η) , α =
2 L
L+L2 + 8 L0 L and t⋆⋆1 (α) = η1− α .
Proof. Let us define function ψ on interval [0, 1/L0) by
ψ(t, s) = L (t − s)
2 (1− L0 t) .
Then, we have for each k = 1, 2, . . . that
fk(s) =

L
2
+ L0 (1+ s+ · · · + sk)

η − 1
fk+1(s) = fk(s)+ 12 (2 L0 s
2 + L s− L)
and
f∞(s) = L0 η1− s − 1.
In particular, we get that
fk(α) = f∞(α) ≤ 0 for each k = 1, 2, . . .
and
α0 ≤ α
by the choice of α0, α, t⋆⋆1 (α) and (35). According to Lemma 2.1, the proof of Lemma 2.3 is
complete. 
Remark 2.4. If L0 = L, (35) reduces to the famous for its simplicity and clarity Kantorovich
convergence condition (cf. [4,20]) given by
h⋆ = L η ≤ 12 . (36)
However, if L0 < Lwe have that
h⋆ ≤ 12 H⇒ h0 ≤
1
2
but not vice versa and
h0
h⋆
−→ 1
4
as
L0
L
−→ 0.
Hence, the applicability of Newton’s method is expanded by at most four times, if L0 < L.
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Next, we provide more convergence conditions for majorizing sequence {tn}.
Lemma 2.5. Let ψ, η, β, λ, µ be as in Lemma 2.1. Let γ > 0 and set δ = γ − β . Suppose there exists
α ∈ (0, 1) such that
µ(α) < 1 (37)
and
for ψn := ψ(tn+1, tn) (tn+1 − tn)δ, ψn ≤ α for each n = 0, 1, . . . . (38)
Then, the conclusions of Lemma 2.1 hold for sequence {tn} defined by
t0 = 0, t1 = η
tn+2 = tn+1 + ψ(tn+1, tn) (tn+1 − tn)γ for each n = 0, 1, . . . . (39)
Proof. We use mathematical induction to prove that
ψ(tk+1, tk) (tk+1 − tk)δ ≤ α for each k = 0, 1, . . . . (40)
Estimate (40) holds for k = 0 by (37) and for k ≥ 1 by (38). Then, we have that
tk+2 − tk+1 = ψ(tk+1, tk) (tk+1 − tk)γ ≤ α (tk+1 − tk)β .
The rest follows from the proof of Lemma 2.1. The proof of Lemma 2.5 is complete. 
Remark 2.6. If δ ≥ 0 (i.e. if γ ≥ β), then, (38) can be replaced by
ψ(t⋆⋆β (α)) η
β ≤ α,
where t⋆⋆β (α) is given in closed form by (19).
We complete this section with a very general result for majorizing sequences {tn} given by (9).
Lemma 2.7. Let ψ : [0,∞)2 −→ [0,∞) be continuous and non-decreasing. Let η > 0, β ≥ 0 and
β ≠ 1. Define the functions for each s > 0 by
λ(s) = s1/(1−β), µ(s) = η
λ(s)
,
t⋆⋆(s) = η + λ(s) µ(s)β 1
1− µ(s)β , sn = sn(s) = λ(s) µ(s)
βn ,
tn+1 = tn+1(s) = η + s (sβ0 + sβ1 + · · · + sβn−1),
t⋆⋆n+1 := t⋆⋆n+1(s) = η + λ(s) µ(s)β
1− µ(s)nβ
1− µ(s)β and t
⋆(s) = lim
n−→∞ tn+1(s).
Suppose there exists α > 0 such that
µ(α) < 1 (41)
and one of the following sets of conditions is satisfied:
I. there exist δ ∈ [0, α] and α0 > α such that
ψ(η, 0) ≤ α ≤ α0,
ψ(tn+1(s), tn(s)) ≤ ψ(tn+2(s), tn+1(s)) for each s ∈ [δ, α], (42)
ψ(t⋆(α)) ≤ α0, (43)
or
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II. there exists δ ≥ α such that
ψ(η) ≤ α,
ψ(tn+2(s), tn+1(s)) ≤ ψ(tn+1(s), tn(s)) for each s ∈ [α, δ], (44)
ψ(t1(α)) ≤ α. (45)
Then, the conclusions of Lemma 2.1 hold for sequence {tn}, where {tn} is defined by (17) for β ≠ 1.
Proof. Case I. We use mathematical induction to prove that
ψ(tk+1, tk) ≤ α for each k = 0, 1, . . . . (46)
Estimate (46) holds for k = 0 by (41). Assume (46) holds for all k ≤ n. Then, as in Lemma 2.1, we have
that tk+1 − tk ≤ sk(α) and tk+1 ≤ tk+1(α). Evidently, estimate (46) is true if
ψ(tk+1(α), tk(α)) ≤ α for each k = 0, 1, . . . . (47)
Estimate (47) motivates us to define recurrent functions fk on [0,∞) by
fk(s) = ψ(tk+1(s), tk(s))− s.
We need a relationship between two consecutive functions fk. Notice that
fk+1(s) = ψ(tk+2(s), tk+1(s))− s+ fk(s)− ψ(tk+1(s), tk(s))+ s.
Hence, we obtain that
fk+1(s) = fk(s)+ (ψ(tk+2(s), tk+1(s))− ψ(tk+1(s), tk(s))). (48)
Estimate (47) can be written as
fk(α) ≤ 0. (49)
In view of (42), we have that
fk+1(α) ≥ fk(α). (50)
Define function f∞ on [0,∞) by
f∞(s) = lim
k−→∞ fk(s).
Then, we have by (49) and (50) that (48) certainly holds, if
f∞(α0) ≤ 0,
which is true by (43). The rest of the proof follows as in Lemma 2.1.
Case II. We proceed as in part I but this time we have by (44) that
fk+1(α) ≤ fk(α) ≤ · · · ≤ f1(α).
Evidently, (49) holds, if
f1(α) ≤ 0. (51)
But (51) is true by (45).
The proof of Lemma 2.7 is complete. 
Remark 2.8. In general, sequence {tn} given by (17) certainly converges to t⋆ if it is bounded above
by some positive numbers (which is greater than or equal to η). In particular, for the case of Newton’s
majorizing sequence (9), let us assume that there exists σ such that
L0 tn ≤ σ < 1 for each n = 0, 1, . . . . (52)
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Sequence {tn} is then non-decreasing, bounded above by σ/L0 and as such it converges to some t⋆
such that
t⋆ ≤ σ
L0
. (53)
Note that we can directly check if (52) holds (see Example 4.2). Another possibility is given by the
following scheme: let us define
L0 η = σ0, b = 11− σ , b0 =
1
1− σ0 ,
c0 = L0 b0, c = L b, γ 2 = c0c , d = c γ η, p = d
2
en = c (tn+1 − tn),
and
sn+2 = η + c0 η2 + c c20 η4 +
1
c
(d2
3 + · · · + d2k+1).
Then, we have the following result.
Lemma 2.9. Suppose that
η ≤ 2
L0 +

L20 + 4 L0 L
, (54)
0 < σ < 1− L0 L η
2
1− L0 η (55)
and
L0 q(σ ) ≤ σ , (56)
where
q(t) = η + L0 η
2
1− L0 η +
L20
(1− L0 η)2
L
1− t η
4 +
L2 L30 η
6
(1−t)2 (1−L0 η)3
1− L L0 η2
(1−t) (1−L0 η)
.
Then, sequence {tn} given by (9) is non-decreasing, bounded from above by σ/L0 and converges to its
unique upper bound t⋆ satisfying (53).
Proof. We use mathematical induction to prove (52) for each k = 0, 1, . . . . Estimate (52) holds for
k = 0, 1 by (17) and (54). Note that d ∈ (0, 1) by (54) and (55). We have in turn that
t2 − t1 ≤ L0 b0 (t1 − t0)2 ≤ (c0 (t1 − t0))2,
t2 ≤ t1 + c0 η2,
t3 − t2 ≤ c (t2 − t1)2,
e2 = c (t3 − t2) ≤ (c (t2 − t1))2,
t3 ≤ t2 + c c20 η4,
e3 = c (t4 − t3) ≤ (c (t3 − t2))2 = e22,
e4 = c (t5 − t4) ≤ e23 ≤ (e22)2 = e2
2
2 ,
Hence, we get for k = 2, 3, . . . that
ek+1 ≤ e2k−12 ≤ ((c (t2 − t1))2)2
k−1 = (c (t2 − t1))2k ,
ek+1 ≤ d2k+1
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and
tk+2 ≤ tk+1 + 1c d
2k+1 ≤ tk + 1c (d
2k + d2k+1) ≤ t3 + 1c (d
23 + · · · + d2k+1)
≤ t2 + c c20 η4 +
1
c
(d2
3 + · · · + d2k+1)
≤ η + c0 η2 + c c20 η4 +
1
c
(d2
3 + · · · + d2k+1) = sk+2
≤ η + c0 η2 + c c20 η4 +
1
c
(d2×3 + · · · + d2 (k+1))
≤ η + c0 η2 + c c20 η4 +
1
c
(p3 + · · · + pk+1)
= η + c0 η2 + c c20 η4 +
1
c
p3 (1+ · · · + pk−2)
= η + c0 η2 + c c20 η4 +
1
c
p3
1− pk−1
1− p
≤ η + c0 η2 + c c20 η4 +
p3
c (1− p) = q(σ ).
Then, (52) certainly holds, if L0 q(σ ) ≤ σ . But this estimate is true by (56). According to the discussion
in Lemma 2.7, the proof of Lemma 2.9 is complete. 
3. Semi-local convergence analysis
Let U(x, R) and U(x, R) stand, respectively, for the open and closed ball in X with center x and
radius R > 0. We provide the main semi-local convergence result for the Newton-like method.
Theorem 3.1. Let F : D ⊆ X −→ Y be Fréchet-differentiable. Let G : D −→ Y be continuous and
let A(x) ∈ L(X,Y) be an approximation of F ′(x) for each x ∈ D . Suppose there exist x0 ∈ D, η > 0,
β ≥ 1, a bounded inverse A(x0)−1 of A(x0), functionals v : D2 −→ [0,∞), w : D −→ [0, 1), z :
D −→ [0,∞) and p : D2 −→ [0,∞) such that for all x, y ∈ D , we have the following
∥A(x0)−1 (F(y)− F(x)− F ′(x) (y− x))∥ ≤ v(x, y) ∥y− x∥β , (57)
∥A(x0)−1 (A(x)− A(x0))∥ ≤ w(x), (58)
∥A(x0)−1 (F ′(x)− A(x))(y− x)∥ ≤ z(x) ∥y− x∥β , (59)
∥A(x0)−1 (G(x)− G(y))∥ ≤ p(x, y) ∥x− y∥β , (60)
η ≥ ∥A(x0)−1 (F(x0)+ G(x0))∥; (61)
ψ : [0,∞)2 −→ [0,∞) continuous and non-decreasing such that if
ψn+1 = ψ(tn+1, tn) = qn1− rn for each n = 0, 1, . . .
hypotheses of Lemma 2.1 hold
and
U(x0, t⋆β(α)) ⊆ D,
where
rn = w(xn+1) and qn = v(xn, xn+1)+ p(xn, xn+1)+ z(xn).
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Then, sequence {xn}(n ≥ 0) generated by the Newton-like method is well defined, remains in U(x0, t⋆β(α))
for each n = 0, 1, . . . and converges to a solution x⋆ ∈ U(x0, t⋆β(α)) of Eq. (1). Moreover, the following
estimates hold for each n = 0, 1, . . .
∥xn+1 − xn∥ ≤ tn+1 − tn
and
∥xn − x⋆∥ ≤ t⋆β(α)− tn. (62)
Furthermore, suppose that
ψ⋆n+1 =
q⋆n
1− rn −→ 0 as n −→∞.
Then, the limit point x⋆ is the unique solution of Eq. (1) in U(x0, t⋆β(α)), where
q⋆n = v(xn, x⋆)+ p(xn, x⋆)+ z(xn).
Proof. We use mathematical induction to prove that sequence {xk} is well defined,
∥xk+1 − xk∥ ≤ tk+1 − tk for all k = 0, 1, . . . (63)
and
U(xk+1, t⋆β(α)− tk+1) ⊆ U(xk, t⋆β(α)− tk) for all k = 0, 1, . . . . (64)
Let x ∈ U(x1, t⋆β(α)− t1). Then, estimate
∥x− x0∥ ≤ ∥x− x1∥ + ∥x1 − x0∥ ≤ t⋆β(α)− t1 + t1 − t0 = t⋆β(α)− t0, (65)
implies that x ∈ U(x0, t⋆β(α)− t0). We also have that
∥x1 − x0∥ = ∥A(x0)−1 (F(x0)+ G(x0))∥ ≤ η = t1 − t0. (66)
Then, (66) together with (65) show (63) and (64) for k = 0. Let us assume that {xk} is well defined for
all k ≤ n. We get
∥xk − x0∥ ≤
k
i=1
∥xi − xi−1∥ ≤
k
i=1
(ti − ti−1) = tk − t0 = tk < t⋆β(α).
That is, xk ∈ U(x0, t⋆β(α)). Using (2), we obtain the approximation
F(xk+1)+ G(xk+1) = F(xk+1)+ G(xk+1)− F(xk)− G(xk)− A(xk) (xk+1 − xk)
= (F(xk+1)− F(xk)− F ′(xk) (xk+1 − xk))
+ (F ′(xk)− A(xk)) (xk+1 − xk)+ (G(xk+1)− G(xk)). (67)
Then, it follows from (57), (59), (60) and (67), the definition of qk and the induction hypotheses that
∥A(x0)−1 (F(xk+1)+ G(xk+1))∥ ≤ (v(xk, xk+1)+ p(xk, xk+1)+ z(xk+1)) ∥xk+1 − xk∥
≤ qk (tk+1 − tk)β . (68)
Using (58) for x = xk+1 and the Banach lemma on invertible operators (cf. [4,20]), we obtain that
A(xk+1)−1 ∈ L(Y,X). Then, we get in turn that
∥A(xk+1)−1 A(x0)∥ ≤ 11− w(xk+1) =
1
1− rk . (69)
I.K. Argyros, S. Hilout / Journal of Complexity 28 (2012) 562–581 575
Then, by (2), (17), (68) and (69), we have that
∥xk+2 − xk+1∥ ≤ ∥A(xk+1)−1 A(x0)∥ ∥A(x0)−1 (F(xk+1)+ G(xk+1))∥
≤ qk (tk+1 − tk)
β
1− rk = ψk+1 (tk+1 − tk)
β = tk+2 − tk+1. (70)
The induction for (63) is complete. Let x ∈ U(xk+1, t⋆β(α)− tk+1). Then, we obtain that
∥x− xk∥ ≤ ∥x− xk+1∥ + ∥xk+1 − xk∥ ≤ t⋆β(α)− tk+1 + tk+1 − tk = t⋆β(α)− tk.
Hence, (64) is true for all k. The induction for (63) and (64) is now complete. In view of (63) and (64),
sequence {xk} (k ≥ 0) is Cauchy (since {tn} is Cauchy) in a Banach spaceX and as such it converges
to some x⋆ ∈ U(x0, t⋆β(α)) (since U(x0, t⋆β(α)) is a closed set). By letting k −→ ∞ in (68), we get
F(x⋆)+ G(x⋆) = 0 (since A(x0)−1, qk are bounded and {tk} is a Cauchy sequence). Moreover, estimate
(62) follows from (63) by using standard majorization techniques (cf. [4,20]). Finally, to show the
uniqueness part, let y⋆ be a solution of Eq. (1) in U(x0, t⋆β(α)). Using (2), we get the approximation
xk+1 − y⋆ = A(x0)−1 (F(y⋆)− F(xk)− F ′(xk) (y⋆ − xk))
+ A(x0)−1 (F ′(xk)− A(xk)) (y⋆ − xk)+ A(x0)−1 (G(y⋆)− G(xk)). (71)
It follows from (4), (57)–(60), (69) and (71) that
∥xk+1 − y⋆∥ ≤ q
⋆
n
1− rn ∥xk − y
⋆∥
= ψ⋆n+1 ∥xk − y⋆∥ −→ 0 as k −→∞.
Hence, we deduce x⋆ = y⋆. The proof of Theorem 3.1 is complete. 
Remark 3.2. (a) Note that t⋆⋆β (α) given in closed form by (19) can replace t
⋆
β(α) in Theorem 3.1.
(b) Hypotheses of Lemma 2.1 are needed in Theorem 3.1, to ensure the convergence of themajorizing
sequence {tn} given by (17). Clearly, these hypotheses can be replaced in Theorem 3.1 by the
corresponding ones given in the results following Lemma 2.1 in Section 2.
4. Special cases and applications
In this section,we showhow to choose sequences and functions introduced in the previous sections
for some interesting cases.
Application 4.1. Returning back to case 1 of Section 3, we see that we can choose
qn = L, rn = L0 for each n = 0, 1, . . . ,
v(x, y) =
 1
0
(F ′(x+ t (y− x))− F ′(x)) dt
 , z(x) = 0, β = 1,
w(x) = L0 ∥x− x0∥ and p(x, y) = 0,
for each x and y inD . Then,we obtain iteration (9). Note that in earlier results L = L0 (cf. [13,20]). However,
L0 may be smaller than L as the following examples demonstrate. Hence, our Lipschitz-type conditions and
majorizing sequences are more general than in earlier cases such as [13–23,25,26,24,31,28,27,29,32,30,
33–35].
Example 4.2 (cf. [4,6]). Let X = Y = R2, equipped with the max-norm, x0 = (1, 1)T , U0 = U(x0,
1− ϱ), where ϱ ∈ [0, .5). Define function F on U0 by
F(x) = (ξ 31 − ϱ, ξ 32 − ϱ)T , x = (ξ1, ξ2)T . (72)
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Then, the Fréchet-derivative of operator F is given by
F ′(x) =

3 ξ 21 0
0 3 ξ 22

.
Using Application 4.1 and hypotheses of Theorem 3.1, we get that
η = 1
3
(1− ϱ), L0 = 3− ϱ and L = 2 (2− ϱ).
The Kantorovich convergence condition given by (36) is not satisfied, since
2 h⋆ = 43 (1− ϱ) (2− ϱ) > 1 for all ϱ ∈ [0, .5).
Note that (36) is also the convergence condition for the majorizing sequence (7). Hence, there is no
guarantee that Newton’s method (3) starting at x0 converges to x⋆ =

3
√
ϱ, 3
√
ϱ
T .
Next, we consider two more cases, where our results apply to solve F(x) = 0.
Case 1. β = 1. Then, we have that our convergence condition (35) is true for all ϱ ∈ I =
[.450339002, .5). Hence, the conclusions of our Theorem 3.1 can apply to solve Eq. (72) for all ϱ ∈ I .
Case 2. β = 2.
I. Choose ϱ = .49. Using (72) and (9), we obtain that
η = .17, L0 = 2.51, L = 3.02,
t2 = .2461189604, t3 = .2690078598, t4 = .2714435596,
t5 = .2714716705 and t6 = t7 = · · · = t⋆ = .2714716742.
We can choose
1 > σ ≥ L0 t⋆ = .6813939022.
Lemma 2.9 cannot apply since (55) does not hold:
1− L0 L η
2
1− L0 η = .6178828188 < σ.
II. Choose ϱ = .45. We have
η = .1833333333, L0 = 2.55, L = 3.1,
t2 = .2811684924, t3 = .3335893298, t4 = .3621088685,
t5 = .3785624719, t6 = .3906671659, t7 = .4504534064
and
L0 t7 = 1.148656186 > 1.
III. Consider now Eq. (1), where F is defined by (72) and G is given by
G(x) = (ϵ |ξ1 − 1|, ϵ |ξ2 − 1|), x = (ξ1, ξ2)T . (73)
Using hypotheses of Theorem 3.1, choose ϵ = .01 and ϱ = .49, we get that
α = .531112045, η = .17, L = 3.2 and L0 = 2.51.
That is Theorem 3.1 applies to solve Eq. (1). Moreover, condition (36) is not satisfied.
Next, we provide more examples, where L0 < L.
Example 4.3. Define the scalar function F by F(x) = d0 x+ d1 + d2 sin ed3 x, x0 = 0, where di, i = 0,
1, 2, 3 are given parameters. Then, it can easily be seen that for d3 large and d2 sufficiently small, L/L0
can be arbitrarily large.
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Example 4.4. Let X = Y = C[0, 1] be equipped with the max-norm. Consider the following
nonlinear boundary value problem (cf. [4])
u′′ = −u3 − ζ u2
u(0) = 0, u(1) = 1.
It is well known that this problem can be formulated as the integral equation
u(s) = s+
 1
0
Q(s, t) (u3(t)+ ζ u2(t)) dt, (74)
whereQ is Green’s function given by
Q(s, t) =

t (1− s), t ≤ s
s (1− t), s < t.
Then, problem (74) is in the form (1), where F : D −→ Y is defined by
[F(x)] (s) = x(s)− s−
 1
0
Q(s, t) (x3(t)+ ζ x2(t)) dt for each s ∈ [0, 1]
and G : D −→ Y is defined by
[G(x)] (s) = 0 for each s ∈ [0, 1].
Let u0(s) = s andD = U(u0, R0). The Fréchet derivative of F is given by (cf. [4,6])
[F ′(x)v] (s) = v(s)−
 1
0
Q(s, t) (3 x2(t)+ 2 ζ x(t)) v(t) dt.
It is easy to verify that U(u0, R0) ⊂ U(0, R0 + 1) for ∥u0∥ = 1. If 2 ζ < 5, the operator F ′ satisfies
conditions of Theorem 3.1, with
η = 1+ ζ
5− 2 ζ , L =
ζ + 6 R0 + 3
4
and L0 = 2 ζ + 3 R0 + 68 .
Note also that L0 < L (see also Fig. 1).
Example 4.5. LetX = Y = C[0, 1], as in Example 4.4. Let θ ∈ [0, 1] be a given parameter. Consider
the ‘‘Cubic’’ integral equation
u(s) = u3(s)+ λ u(s)
 1
0
K(s, t) u(t) dt + y(s)− θ. (75)
Nonlinear integral equations of the form (75) are considered Chandrasekhar-type equations (cf.
[4,6,10]) and they arise in the theories of radiative transfer, neutron transport, and in the kinetic theory
of gasses. Here, the kernel K(s, t) is a continuous function of two variables (s, t) ∈ [0, 1] × [0, 1]
satisfying
(i) 0 < K(s, t) < 1,
(ii) K(s, t)+K(t, s) = 1.
The parameter λ is a real number called the ‘‘albedo’’ for scattering; y(s) is a given continuous function
defined on [0, 1] and x(s) is the unknown function sought in C[0, 1]. For simplicity, we choose
u0(s) = y(s) = 1
and
K(s, t) = s
s+ t for all (s, t) ∈ [0, 1] × [0, 1] (s+ t ≠ 0). (76)
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Fig. 1. Functions L0 and L in 3d with respect to (ζ , R0) in (0, 2.5)× (0, 10). L is above L0 .
LetD = U(u0, 1− θ) and define the operators F : D −→ Y and G : D −→ Y by
[F(x)] (s) = x3(s)− x(s)+ λ x(s)
 1
0
K(s, t) x(t) dt + y(s)− θ for each s ∈ [0, 1] (77)
and
[G(x)] (s) = 0 for each s ∈ [0, 1].
Then, every zero of F + G satisfies Eq. (75). We obtain using (76) and (77) and [1,4,6] that
[F ′(x) v] (s) = λ x(s)
 1
0
K(s, t) v(t) dt + λ v(s)
 1
0
K(s, t) x(t) dt
+ 3 x2(s) v(s)− I(v(s)).
Therefore, the operator F ′ satisfies conditions of Theorem 3.1, with
η = |λ| ln 2+ 1− θ
2 (1+ |λ| ln 2) ,
L = |λ| ln 2+ 3 (2− θ)
1+ |λ| ln 2 and L0 =
2 |λ| ln 2+ 3 (3− θ)
2 (1+ |λ| ln 2) .
Note also that L0 < L for all θ ∈ [0, 1] (see Fig. 2).
Remark 4.6. In a future study, we shall extend our results to include high-order iterative methods
along the lines of the present paper. We are motivated by Traub’s theorem for scalar equations
f (t) = 0 which states [30].
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Fig. 2. Functions L0 and L in 3d with respect to (λ, θ) in (0, 1)× (0, 1). L is above L0 .
Theorem 4.7. The iterative procedure given by
sn = J(tn)
tn+1 = sn − (1+ Lf (tn)+ Lf (tn)2 gf (tn)) f (sn)f ′(tn) for each n = 0, 2, . . .
(78)
has order of convergencemin{i+ 2, 2 i} for sufficiently smooth function gf (t), where
Lf (s) = f ′(s)−1 f ′′(s) f ′(s)−1 f (s)
and i is the order of J(s).
In the interesting case of Newton’s method J(s) = s− f ′(s)−1 f (s), and the convergence order of {tn}
is four, since i = 2. Iteration {tn} can also be written as
tn+1 = mf (tn), (79)
where
mf (t) = t − 1f ′(t)

f (t)+ (1+ Lf (t))+ Lf (t)2 gf (t) f

t − f (t)
f ′(t)

.
Corresponding to (79), the iterative procedure for solving Eq. (1) is given by
xn+1 = MF (xn), (80)
whereMF : D ⊆ X −→ L(X,X) is a linear operator depending on the operator F and its derivatives.
Iterative procedure (80) unifies the study of many popular high order iterative procedures such as
I Halley’s method given by (4);
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I Super-Halley’s method
xn+1 = xn −

I+ 1
2
(I− LF (xn))−1 LF (xn)
−1
F ′(xn)−1 F(xn);
I Chebyshev’s method
xn+1 = xn −

I+ 1
2
LF (xn)

F ′(xn)−1 F(xn);
I Chebyshev-like methods for 0 ≤ ω0 ≤ 2
xn+1 = xn −

I+ 1
2
LF (xn)+ ω0 LF (xn)2

F ′(xn)−1 F(xn);
I Two-step method I (convergence order three)
yn = xn − F ′(xn)−1 F(xn)
xn+1 = yn − F ′(xn)−1 F(xn);
I Two-step method II (convergence order four)
yn = xn − F ′(xn)−1 F(xn)
xn+1 = yn − (I+ LF (xn)) F ′(xn)−1 F(yn);
I Two-step method III (convergence order five)
yn = xn − F ′(xn)−1 F(xn)
xn+1 = yn −

I+ LF (xn)+ 12

5
2
I− LF ′(xn)

LF (xn)2

F ′(xn)−1 F(yn);
I Two-step method IV (convergence order six)
yn = xn −

I+ 1
2
LF (xn)

F ′(xn)−1 F(xn)
xn+1 = yn −

I+ LF (xn)+ 12 (3 I− LF ′(xn)) LF (xn)
2

F ′(xn)−1 F(yn).
Conclusion
We provided very general majorizing sequences for Newton-like methods using our new concept
of recurrent functions. We obtained new semi-local convergence results of the Newton-like method
usingmore general Lipschitz and center-Lipschitz conditions on the Fréchet-derivative of the involved
operator. Our results extend the applicability of the Newton-like method studied in [13–23,25,26,24,
31,28,27,29,32,30,33–35]. Numerical examples and applications are also provided in this study.
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