Abstract. We propose a reliable direct imaging method based on the reverse time migration for finding extended obstacles with phaseless total field data. We prove that the imaging resolution of the method is essentially the same as the imaging results using the scattering data with full phase information. The imaginary part of the cross-correlation imaging functional always peaks on the boundary of the obstacle. Numerical experiments are included to illustrate the powerful imaging quality.
1. Introduction. We consider in this paper inverse scattering problems with phaseless data which aim to find the support of unknown obstacles embedded in a known background medium from the knowledge of the amplitude of the total field measured on a given surface far away from the obstacles. Let the sound soft obstacle occupy a bounded Lipschitz domain D ⊂ R 2 with ν the unit outer normal to its boundary Γ D . Let u i be the incident wave and the total field is u = u i + u s with u s being the solution of the following acoustic scattering problem:
1) where k > 0 is the wave number. The condition (1.3) is the outgoing Sommerfeld radiation condition which guarentees the uniqueness of the solution. In this paper, by the radiation or scattering solution we always mean the solution satisfies the Sommerfeld radiation condition (1.3) . For the sake of the simplicity, we mainly consider the imaging of sound soft obstacles in this paper. Our algorithm does not require any a priori information of the physical properties of the obstacles such as penetrable or non-penetrable, and for non-penetrable obstacles, the type of boundary conditions on the boundary of the obstacle. The extension of our theoretical results for imaging other types of obstacles will be briefly considered in section 4. In the diffractive optics imaging and radar imaging systems, it is much easier to measure the intensity of the total field than the phase information of the field [9, 10, 26] . It is thus very desirable to develop reliable numerical methods for reconstructing obstacles with only phaseless data, that is, the amplitude information of the total field |u|. In recent years, there have been considerable efforts in the literature to solve the inverse scattering problems with phaseless data. One approach is to image the object with the phaseless data directly in the inversion algorithm, see e.g. [10, 19] . The other approach is first to apply the phase retrieval algorithm to extract the phase information of the scattering field from the measurement of the intensity and then use the retrieved full field data in the classical imaging algorithms, see e.g. [11] . We also refer to [1] for the continuation method and [17, 13, 14] for inverse scattering problems with the data of the amplitude of the far field pattern. In [15] some uniqueness results for phaseless inverse scattering problems have been obtained.
The reverse time migration (RTM) method, which consists of back-propagating the complex conjugated scattering field into the background medium and computing the cross-correlation between the incident wave field and the backpropagated field to output the final imaging profile, is nowadays a standard imaging technique widely used in seismic imaging [2] . In [3, 4, 5] , the RTM method for reconstructing extended targets using acoustic, electromagnetic and elastic waves at a fixed frequency is proposed and studied. The resolution analysis in [3, 4, 5] is achieved without using the small inclusion or geometrical optics assumption previously made in the literature.
In this paper we propose a direct imaging algorithm based on reverse time migration for imaging obstacles with only intensity measurement |u| with point source excitations. We prove that the imaging resolution of the new algorithm is essentially the same as the imaging results using the scattering data with the full phase information, that is, our imaging function always peaks on the boundary of the obstacles. To the best knowledge of the authors, our method seems to be the first attempt in applying non-iterative method for reconstructing obstacles with phaseless data except [9] in which a direct method is considered for imaging a penetrable obstacle under Born approximation using plane wave incidences. We will extend the RTM method studied in this paper for electromagnetic probe waves in a future paper.
The rest of this paper is organized as follows. In section 2 we introduce our RTM algorithm for imaging the obstacle with phaseless data. In section 3 we consider the resolution of our algorithm for imaging sound soft obstacles. In section 4 we extend our theoretical results to non-penetrable obstacles with the impedance boundary condition and penetrable obstacles. In section 5 we report several numerical experiments to show the competitive performance of our phaseless RTM algorithm.
2. Reverse time migration method. In this section we introduce the RTM method for inverse scattering problems with phaseless data. Assume that there are N s emitters and N r receivers uniformly distributed respectively on Γ s = ∂B s and Γ r = ∂B r , where B s , B r are the disks of radius R s , R r respectively. We denote by Ω the sampling domain in which the obstacle is sought. We assume the obstacle D ⊂ Ω and Ω is inside B s , B r .
Let
0 (k|x − x s |) is the fundamental solution of the Helmholtz equation with the source at x s ∈ Γ s , be the incident wave and |u(x r , x s )| = |u s (x r , x s ) + u i (x r , x s )| be the phaseless data received at x r ∈ Γ r , where u s (x, x s ) is the solution to the problem (1.1)-(1.3) with u i (x, x s ) = Φ(x, x s ). We additionally assume that x s = x r for all s = 1, 2, ..., N s , r = 1, 2, ..., N r , to avoid the singularity of the incident field u i (x, x s ) at x = x r . This assumption can be easily satisfied in practical applications. In the following, without loss of generality, we assume R r = τ R s , τ ≥ 1.
Our RTM algorithm consists of back-propagating the corrected data:
into the domain using the fundamental solution Φ(x r , z) and then computing the imaginary part of the cross-correlation between u i (z, x s ) and the back-propagated field. 
It is easy to see that
This is the formula used in our numerical experiments in section 5. By letting N s , N r → ∞, we know that (2.4) can be viewed as an approximation of the following continuous integral:
We remark that the above RTM imaging algorithm is the same as the RTM method in [3] except that the input data now is ∆(x r , x s ) instead of u s (x r , x s ). Hence, the code of the RTM algorithm for imaging the obstacle with phaseless data requires only one line change from the code of the RTM method for imaging the obstacle with full phase information.
3. The resolution analysis. In this section we study the resolution of the Algorithm 2.1. We first introduce some notation. For any bounded domain U ⊂ R 2 with Lipschitz boundary Γ, let u
By scaling argument and trace theorem we know that there exists a constant
The following stability estimate of the forward acoustic scattering problem is wellknown [8, 20] .
, then the scattering problem:
The far field pattern w ∞ (x), wherex = x/|x| ∈ S 1 = {x ∈ R 2 : |x| = 1}, of the solution of the scattering problem (3.2)-(3.3) is defined as (cf. e.g. [8, P. 67]):
It is well-known that for the scattering solution of (3.2)-(3.3) (cf. e.g. [3, Lemma
Now we turn to the analysis of the imaging functionÎ(z) in (2.5). We first observe that
This yieldŝ
The first term is the RTM imaging function with full phase information in [3] and thus can be analyzed by the argument there. Our goal now is to show the last two terms at the right hand side of (3.7) are small. We start with the following lemma.
Proof. We first recall the following estimates for Hankel functions [6, (1.22)-(1.23)]:
By the integral representation formula, we have
By (3.1) we have
The lemma follows now from Lemma 3.1 and the fact that u i (y,
Proof. We use the following integral formula [22, 6] 
where Re (r − 2i) 1/2 > 0 for r > 0. By the change of variable
where in the last inequality we have used |s − 2it| ≤ 5s for s ≥ t. This completes the proof by noticing that
The following lemma gives an estimate of the second term at the right hand side of (3.7).
Lemma 3.4. We have
by Cauchy-Schwarz inequality. Now for (x r , x s ) ∈ Ω k , we have then either
By (3.10) we have
where we have used integration by parts in obtaining the last inequality. Substituting the above estimate into (3.11) we obtain
Next we estimate the integral in Γ r ×Γ s \Ω k . Since t|H
, and thus
which implies by using Lemma 3.2 and (3.8) again that
(3.13) This completes the proof by combining the above estimate with (3.12).
Now we turn to the estimation of the third term at the right hand side of (3.7).
Lemma 3.5. We have
Proof. The proof follows easily from Lemma 3.2 and (3.8) and the fact that
To estimate the integral in Γ r × Γ s \Q δ , we recall first the following useful mixed reciprocity relation [16] , [23, P.40] . 
where
. Proof. First we have the following integral representation formula
By the asymptotic formulae of Hankel functions [24, P.197 ], for n = 1, 2, 
√ 8πk where
for some constant C independent of k and D. The proof completes by inserting (3.16)-(3.17) into (3.14) and using Lemma 3.1 and (3.1). Here we omit the details.
We also need the following slight generalization of Van der Corput lemma for the oscillatory integral [12, P.152] .
Lemma 3.9. For any −∞ < a < b < ∞, for every real-valued C 2 function u that satisfies |u
Proof. By integration by parts we have
Since u ′ is monotone in each interval (x i−1 , x i ), i = 1, · · · , N , and |u
For the general case, we denote F (t) = t a e iλu(s) ds and use integration by parts to obtain
This completes the proof by using |F (t)| ≤ (2N + 2)λ −1 . Lemma 3.10. We have
Proof. We first observe that for (x r , x s ) ∈ Γ r × Γ s \Q δ , we have
where we have used the fact that sin t ≥ t/2 for t ∈ (0, π/2). Thus by (3.15) we obtain
where |ρ 0 (x r , x s )| ≤ C(kR s ) −1/2 . Similar to (3.16) we have 20) where
Next by Lemma 3.8, the mixed reciprocity in Lemma 3.6, and (3.1) we have 
Combining (3.18)-(3.21) we have
where φ(θ r , θ s ) = u ∞ pl (x s , −x r )e −ik(xs+xr)·z and by Lemma 3.2
where the second inequality follows from the fact that we are interested in the situation when kR s is sufficiently large such that 
, we obtain by Lemma 3.9 and Lemma 3.7 that for θ r ∈ (δ, π − δ),
The other integrals in I 2 and I 4 can be estimated similarly to obtain
This completes the proof by (3.22) . The following theorem is the main result of this section. Theorem 3.1. For any z ∈ Ω, let ψ(x, z) be the scattering solution to the problem: By (3.7) , Lemma 3.5 and Lemma 3.10 we are left to show that
. This can be done by a similar argument as that in [3, Theorem 3.2] . For the sake of completeness, we include a sketch of the proof here.
By the corollary of Helmholtz-Kirchhoff identity in [3, Lemma 3.2], for any z, y ∈ Ω, k Γr Φ(x r , z)Φ(x r , y)ds(x r ) = Im Φ(z, y) + w r (z, y), (3.25) where |w r (z, y)| + k −1 |w r (z, y)| ≤ C(1 + k|y| + k|z|) 2 (kR r ) −1 . Now by the integral representation formula
we have
where by (3.1)
By the definition of the imaging functionÎ(z), we have then
where v s (y, z) = k Γs Φ(x s , z)u s (y, x s )ds(x s ) and
Taking the complex conjugate we get
Therefore, v s (y, z) can be viewed as the weighted superposition of u s (y, x s ). Then v s (y, z) satisfies the Helmholtz equation
On the boundary of the obstacle Γ D , we have
where, similar to (3.25), |w s (z, y)
. By the definition of ψ we havê
where we have used the boundary condition of ψ on Γ D in the second inequality and
Here φ(y, z) is the solution of scattering problem (3.2)-(3.3) with the boundary condition g = w s (z, y). Now by (3.1) and (3.27) we then obtain
Now the theorem is proved by using (3.5).
We remark that ψ(x, z) is the scattering solution of the Helmholtz equation with the incoming field J 0 (k|x − z|). It is well-known that J 0 (t) peaks at t = 0 and decays like t −1/2 away from the origin. The source of the problem (3.24) will peak at the boundary of the scatterer D and becomes small when z moves away from ∂D. Thus we expect that the imaging functionÎ(z) will have a large contrast at the boundary of the scatterer D and decay outside the boundary ∂D. This is indeed observed in our numerical experiments.
Extensions.
In this section we consider briefly the imaging of the penetrable and impedance non-penetrable obstacles with phaseless data. We first consider the imaging of impedance non-penetrable obstacles with the phaseless data, in which case, the measured phaseless total field |u(x r , x s )| = |u s (x r , x s ) + u i (x r , x s )|, where u s (x, x s ) is the radiation solution of the following problem:
Here η(x) > 0 is the impedance function. The well-posedness of the problem (4.1)-(4.2) is well-known [7, 18] . By modifying the argument in section 3 and [3, Theorem 3.2] we can show the following theorem whose proof is omitted. Theorem 4.1. For any z ∈ Ω, let ψ(x, z) be the radiation solution of the problem
Then if the measured field |u(x r , x s )| = |u s (x r , x s ) + u i (x r , x s )| with u s (x, x s ) satisfying (4.1)-(4.2), we have, for any z ∈ Ω,
For penetrable obstacles, the measured total field |u(x r , x s )| = |u s (x r , x s ) + u i (x r , x s )|, where u s (x, x s ) is the radiation solution of the following problem
with n(x) ∈ L ∞ (R 2 ) being a positive function which is equal to 1 outside the scatterer D. The well-posedness of the problem under some condition on n(x) is known [25] . By modifying the argument in section 3 and in [3, Theorem 3.1], the following theorem can be proved. Here we omit the details.
Theorem 4.2. For any z ∈ Ω, let ψ(x, z) be the radiation solution of the problem
. We remark that for the penetrable scatterers, ψ(x, z) is again the scattering solution with the incoming field Im Φ(x, z). Therefore we again expect the imaging functionÎ(z) will have contrast on the boundary of the scatterer and decay outside the scatterer.
Numerical examples.
In this section, we show several numerical experiments to illustrate the effectiveness of our RTM algorithm with phaseless data in this paper. To synthesize the scattering data we compute the solution u(x, x s ) of the scattering problem (1.1)-(1.3) by standard Nyström's methods [8] . The imaging results are depicted in Figure 5 .1 which show clearly that our imaging algorithm can find the shape and the location of the obstacles using phaseless data regardless of the shapes of the obstacles. Figure 5 .2 shows the imaging results which demonstrate clearly that our imaging algorithm works for different types of obstacles without using any a prior information of the physical properties of the obstacles.
Example 5.3. We consider the stability of the imaging function with respect to the additive Gaussian random noises using the phaseless data. We introduce the additive Gaussian noise as follows (see e.g. [3] ):
where |u| is the synthesized phaseless total field and ν noise is the Gaussian noise with mean zero and standard deviation µ times the maximum of the data |u|, i.e. ν noise = µ max |u|ε, and ε ∼ N (0, 1).
For the fixed probe wavenumber k = 4π, we choose one kite and one 5-leaf in our test. The search domain is Ω = (−5, 5) × (−2, 4) with a sampling 201 × 201 mesh. We set R s = 10, R r = 20, and N s = N r = 256. Figure 5 .3 shows the imaging results for the noise level µ = 10%, 20%, 30%, 40% in the single frequency data, respectively. The imaging results can be improved by superposing the multifrequency imaging result as shown in Figure 5 .4. The left table in Table 5.1 shows the noise level, where σ = µ max xr ,xs |u(x s , x r )|, u 
