Nonlinear approximation of functions in two dimensions by sums of exponential functions  by Andersson, Fredrik et al.
Appl. Comput. Harmon. Anal. 29 (2010) 156–181Contents lists available at ScienceDirect
Applied and Computational Harmonic Analysis
www.elsevier.com/locate/acha
Nonlinear approximation of functions in two dimensions by sums of
exponential functions✩
Fredrik Andersson a,b, Marcus Carlsson a,b, Maarten V. de Hoop b,∗
a Centre for Mathematical Sciences, Lund University, Box 118, SE-22100, Lund, Sweden
b Center for Computational and Applied Mathematics, Purdue University, 150 N. University Street, West Lafayette, IN 47907, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 10 July 2008
Revised 18 May 2009
Accepted 27 August 2009
Available online 1 September 2009
Communicated by Gregory Beylkin
Keywords:
Nonlinear approximation
Frequency estimation
Prony’s method in several variables
AAK theory in several variables
Hankel operators
Systems of polynomial equations
Sparse representations
We consider the problem of approximating a given function in two dimensions by a
sum of exponential functions, with complex-valued exponents and coeﬃcients. In contrast
to Fourier representations where the exponentials are ﬁxed, we consider the nonlinear
problem of choosing both the exponents and coeﬃcients. In this way we obtain accurate
approximations with only few terms. Our approach is built on recent work done by
G. Beylkin and L. Monzón in the one-dimensional case. We provide constructive methods
for how to ﬁnd the exponents and the coeﬃcients, and provide error estimates. We
also provide numerical simulations where the method produces sparse approximations
with substantially fewer terms than what a Fourier representation produces for the same
accuracy.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
This paper is devoted to the following problem: Given a function F : [0,1]2 → C and a desired accuracy  > 0, ﬁnd a
small N ∈ N, nodes ζ1, . . . , ζN ∈ C2, and associated coeﬃcients a1, . . . ,aN ∈ C, such that
∥∥∥∥∥F (x1, x2)−
N∑
k=1
ake
ζk;1x1+ζk;2x2
∥∥∥∥∥
L2
 . (1)
In practice, the function F will be sampled on a grid, so we will instead work with the matrix
f (n1,n2) = F
(
n1
2m1
,
n2
2m2
)
, 0 n1  2m1,0 n2  2m2, (2)
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the paper m1 and m2 will be ﬁxed numbers. We write m= (m1,m2) and let Mm denote the space of (m1 + 1)× (m2 + 1)-
matrices with the Frobenius norm. Given z = (z1, z2) ∈ C2 we introduce the notation z ∈ M2m for the following matrix:
z = 1
ρ
1/2
z
⎛⎜⎜⎜⎜⎜⎝
1 z2 . . . z
2m2
2
z1 z1z2 . . . z1z
2m2
2
...
...
. . .
...
z2m11 z
2m1
1 z2 . . . z
2m1
1 z
2m2
2
⎞⎟⎟⎟⎟⎟⎠ (3)
where ρz is determined by the normalization ‖ z ‖ = 1. Given an exponential eζ 1x1+ζ 2x2 the corresponding sampled matrix
then becomes ρ1/2z z with z = (eζ 1/2m1 ,eζ 2/2m2 ). The discrete counterpart of (1) thus attains the form: Given a matrix
f ∈ M2m and a desired accuracy  > 0, ﬁnd a small number N ∈ N, nodes z1, . . . , zN ∈ C2, and coeﬃcients a1, . . . ,aN ∈ C,
such that∥∥∥∥∥ f −
N∑
k=1
ak zk
∥∥∥∥∥ . (4)
Our approach has its roots in the methodology developed by G. Beylkin and L. Monzón [5] concerning the related
problem of approximating of functions F on the interval [0,1] by sums of few exponential functions, which will be outlined
in detail in Section 2. This method in turn is related to a deep result in complex analysis, known as the AAK theorem [1].
To approximate a function F on an interval according to [5], the function is sampled f ( j) = F ( j/(2m)) at 2m + 1 points
and the sampling values f are used to construct a Hankel matrix H f ∈ Mm . Letting σN denote the Nth singular value of
H f , the corresponding singular vector is then used to obtain the set of nodes {z1, . . . , zm} by ﬁnding the roots of a certain
polynomial. It then turns out that the majority of these nodes can be omitted without signiﬁcantly affecting the accuracy of
the approximation, so that roughly N terms remains in an approximation similar to (4), while the error  is controlled by
the singular value σN . The result that only N terms are needed is conﬁrmed in several numerical examples, but it has not
been proven under which conditions it works. It is also possible to produce examples where the approach does not work.
The case of two variables offers many new diﬃculties, in particular of algebraic nature. With f as in (2) we deﬁne a
multivariable Hankel operator H f :Mm → Mm via
(H f u)(i) =
∑
0≤j≤m
f (i+ j)u(j),
where 0 denotes (0,0) and i≤m mean that i= (i1, i2), m= (m1,m2), i1 m1 and i2 m2. We develop a theory analogous
to the work by Beylkin and Monzón [5] in Section 3. The polynomial corresponding to the one used [5] then becomes
PuN (z) =
∑
0≤j≤m
uN(j)z
j,
where uN is the Nth singular vector of H f and zj = z j11 z j22 . In the one-dimensional case, the nodes {z1, . . . , zm} arise as
roots to the polynomial corresponding to PuN , which bares the major complication of the two-dimensional situation; the
zeroes of PuN deﬁne an algebraic variety V (PuN ) and not a ﬁnite set. Apart from this the theory developed in [5] extends
to the two-dimensional case.
A natural approach to obtaining a ﬁnite set from V (PuN ) is to look at the intersection of two algebraic varieties. For
example, one can take V (PuN ) and V (PuN+1), although we do not limit our theory to this choice. We provide theory for
this approach in Section 5.
In Section 4 we ﬁrst investigate natural related questions, such as how many common zeroes PuN and PuN+1 have.
Unfortunately, there is no general answer to this question, but by Bernstein’s theorem [3] we know that for “almost all”
pairs of polynomials Pu and Pv (with u, v ∈ Mm), we have #V (Pu, Pv) = 2m1m2, i.e., the number of common zeroes is
2m1m2. We introduce the class of “proper pairs” (u, v) ∈ M2m for which Bernstein’s theorem, as well as some other nice
properties, hold. This then leads to the question of whether for a generic f , we can expect that (uN ,uN+1) is a proper pair.
We introduce the notion of “holds generically” and prove that the answer to the above question is yes. In particular, we
generically have
#V (PuN , PuN+1) = 2m1m2.
In practice we have never encountered an f where this was not the case. The proofs that certain statements “hold generi-
cally” are quite technical, and are presented in Appendix B.
Given an f ∈ M2m and singular vectors uN and uN+1 we set V (PuN , PuN+1 ) = {z j}2m1m2j=1 . In Section 5 we develop a the-
ory for approximating f by a linear combination of { z j }2m1m2 , and provide estimates for the error in terms of the singularj=1
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tion method,” where PuN+1 is replaced by Pu˜N , where u˜N is the Nth singular vector of the Hankel operator for a certain
perturbation f˜ of f .
In Section 6 we provide numerical examples. We observe that, in analogy with [5], there seems to be a rough linear
relationship between the number of “signiﬁcant” nodes and the index N . More precisely, for the functions presented therein,
we obtain approximations
f ≈
N˜∑
k=1
ak z j
(for each N), such that the error is approximately equal to σN and N˜ is roughly αN with 1  α  2. We do not notice a
signiﬁcant difference between the adjacent con-eigenvectors method and the perturbation method. We make no attempt to
characterize for which class of functions the phenomena observed in Section 6 hold. In Appendix A we constructed an f
for which the adjacent con-eigenvectors method fails.
2. Sparse decompositions of functions in one variable
In the case of functions in one variable, a method to obtain approximations of the form (4) has been developed by
Beylkin and Monzón [5], which we now describe. After sampling, a function deﬁnes a vector f in C2m+1, if 2m+ 1 is the
number of sample points. We will consider both column and row vectors as elements of C2m+1 and matrices as operators
on this space in the usual way. One begins by forming the Hankel matrix,
H f =
⎛⎜⎜⎜⎜⎝
f (0) f (1) . . . f (m)
f (1) f (2) . . . f (m+ 1)
...
...
. . .
...
f (m) f (m+ 1) . . . f (2m)
⎞⎟⎟⎟⎟⎠ .
By the Takagi factorization [10], H f has m+ 1 con-eigenvectors u1,u2, . . . ,um+1 ∈ Cm+1 associated with con-eigenvalues
σ1  · · · σm+1  0. That is, u1,u2, . . . ,um+1 is an orthonormal basis and
H f un = σnun, n = 1, . . . ,m+ 1, (5)
where the bar denotes complex conjugation of the entries in un . Alternatively, this can be expressed as
H f = UΣU∗, (6)
where U = (u1, . . . ,um+1) is unitary and
Σ =
⎛⎜⎜⎜⎜⎝
σ1 0 . . . 0
0 σ2 . . . 0
...
...
. . .
...
0 . . . 0 σm+1
⎞⎟⎟⎟⎟⎠ .
From this representation it is clear that the con-eigenvalues are precisely the singular values and that the con-eigenvectors
are the singular vectors chosen with a speciﬁc direction in Cm+1. If Dun ∈ Mm,2m denotes the “difference” operator given by
Dun =
⎛⎜⎜⎜⎜⎝
un(0) un(1) . . . un(m) 0 . . . 0
0 un(0) un(1) . . . un(m) . . . 0
...
...
...
...
0 . . . 0 un(0) un(1) . . . un(m)
⎞⎟⎟⎟⎟⎠ ,
then Eq. (5) can be rewritten in the form
Dun f = σnun, n = 1, . . . ,m+ 1. (7)
We let u˙n ∈ C2m+1 be the ﬁrst row in Dun , and let S denote the “shift” operator on C2m+1, deﬁned as
S
(
a(0),a(1), . . . ,a(2m)
)= (0,a(0), . . . ,a(2m− 1)) for a ∈ C2m+1.
It is easy to see that the vectors u˙n, Su˙n, . . . , Smu˙n are linearly independent and that Ran D∗un = span{Sku˙n}mk=0. Furthermore,
we form the polynomial
Pun (z) =
m∑
un(p)z
p .p=0
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form vectors, z j ∈ C2m+1, according to
z j =
(
1, z j, . . . , z
2m
j
)
.
It follows that 〈 z j , Sku˙n〉 = zkj Pun (z j) = 0 (using the standard scalar product) and, hence, the complex conjugates of Sku˙n are
orthogonal to span{ z j }mj=1. Moreover, it is not hard to see that the z j ’s are linearly independent, so arguing by dimension
we obtain
C
2m+1 = span{ z j }mj=1 ⊕ span{Sku˙n}mk=0, (8)
which implies that
Ker Dun = span{ z j }mj=1.
We write Zun = span{ z j }mj=1. The equation (cf. (7))
Dun y = σnun (9)
clearly has many solutions. Let yp denote the solution of this equation with minimal norm, that is, yp is the (unique)
solution that is orthogonal to Ker Dun . By extending Dun to a circular matrix D˙un and subjecting the equation, D˙un y = σnu˙n ,
corresponding with (9), to the ﬁnite Fourier transform, it is straightforward to show 1 that there exists a solution y′ to (9)
such that ‖y′‖ = ‖σnun‖ = σn . Hence,
‖yp‖ σn. (10)
By (7) and (8) it follows that yp is the orthogonal projection of f onto span{Sku˙n}mk=0. With (10) it follows that the distance
from f to the subspace Zun is less than or equal to σn . This is essentially a reformulation of [5, Theorem 2]. By solving the
corresponding Vandermonde equation for the a j ’s one obtains the approximation∥∥∥∥∥ f −
m∑
j=1
a j z j
∥∥∥∥∥ σn. (11)
Given the number of sample points, 2m+ 1, the best approximation is obtained by letting n =m+ 1, because σm+1 is the
smallest con-eigenvalue of H f . However, this yields an approximation with m terms, which is not a small number (recall
that 2m+ 1 is the number of sampling points), so we have so far not obtained sparse approximations. In fact, up to this
point, the development is essentially a slight improvement of Prony’s method, which prescribes that one should ﬁrst append
two numbers to the vector f such that H f becomes singular (then σm+2 = 0), which then by the above arguments implies
that f ∈ Zum+2 ; thus, an exact representation of f in the form (11) with m replaced by m+ 1 can be obtained. However,
Prony’s method is known to be unstable and therefore of limited use in practice [5, Section 2.3].
The key observation made by Beylkin and Monzón lies in discovering that the number of signiﬁcant terms in approxi-
mation (11) is approximately equal to the index n (if we assume that f comes from sampling some “nice” function). It was
also observed in [5] that for many functions the con-eigenvalues of H f decays rapidly. Thus, we can choose an n m+ 1
such that σn is small and obtain an approximation
f ≈
n∑
j=1
a j z j , (12)
with (cf. (4)) N = n and error bounded by σn:∥∥∥∥∥ f −
n∑
j=1
a j z j
∥∥∥∥∥ σn.
3. Nodes on varieties
In this section, we begin to analyze the two-dimensional situation. Let f ∈ M2m be as in (2), where m ∈ N2 is ﬁxed. We
develop the necessary preparation for an explicit construction of nonlinear approximations, given in the next section, while
making use of a single con-eigenvector as in the previous section. We arrive at a description of approximations in terms of
nodes that are constrained to lie in a speciﬁc algebraic variety in C2. The explicit construction of suitable nodes, however,
requires additional steps and is addressed in Section 5.
1 See Lemma 3.7 for a proof in two dimensions.
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Let ei be the standard basis in Mm , that is, ei(j) = 1 if i= j and zero otherwise.
Below we will deﬁne the notion of “holds generically,” but postpone all proofs that our results indeed hold generically
to Appendix B.
Deﬁnition 3.1. A statement S concerning elements in a normed ﬁnite-dimensional vector space V is said to hold generically
if the closure of the set where it fails has zero Haar measure. (Where the Haar measure is deﬁned such that the unit ball
has measure one, say.)
To develop a theory in analogy with Section 2, we ﬁrst deﬁne the multivariable Hankel operator H f :Mm → Mm given
by
(H f u)(i) =
∑
0≤j≤m
f (i+ j)u(j).
We note that H f can be treated as a ﬁnite-dimensional version of the so-called small Hankel operators on the Hardy space
of the bidisc, but we will not pursue this matter here. More important here is that H f is symmetric, as the following
calculation demonstrates:
〈H f ei, ej〉 = f (i+ j) = 〈ei, H f ej〉.
By the Takagi factorization it then follows that H f has con-eigenvalues σ1  · · ·  σ(m1+1)(m2+1)  0 and corresponding
con-eigenvectors un ∈ Mm . That is,
H f un = σnun, n = 1, . . . , (m1 + 1)(m2 + 1) (13)
and u1, . . . ,u(m1+1)(m2+1) is an orthonormal basis for Mm . Again, the con-eigenvalues are simply the singular values and
the con-eigenvectors are speciﬁc singular vectors.
Proposition 3.2. Generically, the con-eigenvalues to a given f ∈ M2m are non-zero and distinct, i.e. σn = σn+1 for all n. In this case,
the con-eigenvectors are unique except for the sign, i.e. if un is a con-eigenvector then so is −un but no other element of Mm .
Proof. The proof that the con-eigenvalues are distinct and non-zero is given in Appendix B, Proposition B.6. The uniqueness
is easy to prove, so we omit it. 
We set 1= (1,1) and deﬁne
[i− j]2m+1 =
(
(i1 − j1) mod(2m1 + 1), (i2 − j2) mod(2m2 + 1)
)
.
For 0≤ j≤m let S j denote the cyclic shift operator with index j in M2m , that is, for a ∈ M2m we have
S ja(i) = a[i− j]2m+1.
Loosely speaking, the operator S j takes a matrix a, moves it j1 times downwards, j2 times to the right and ﬁlls up the
empty spaces by the elements that have been “pushed out.”
Let u˙n be the element in M2m formed by adding zeros to the right and below the matrix un ∈ Mm , and let Run ⊂ M2m
be the subspace given by
Run = span{S iu˙n: 0≤ i≤m}. (14)
Let Pun be the polynomial given by
Pun (z) =
∑
0≤i≤m
un(i)z
i,
where z = (z1, z2) ∈ C2 and zi = zi11 zi22 . Let V (Pun ) denote the algebraic variety {z ∈ C2: Pun (z) = 0}, and set
Zun = span
{
z : z ∈ V (Pun )
}
(cf. (3) for the deﬁnition of z ). We form the “partial difference” operator Dun : M2m → Mm according to
(Dun y)(i) =
∑
0≤j≤m
y(i+ j)un(j). (15)
We note the identity
(Dun y)(i) = 〈y, S iu˙n〉, (16)
and that
Dun f = H f un = σnun. (17)
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PD∗un v = Pun P v ,
where D∗un denotes the adjoint of Dun . In particular, Run = Ran D∗un .
Proof. By direct evaluation using (15), we ﬁnd that
PD∗un v(z) =
〈
D∗un v, z
〉= 〈v, Dun z 〉 = ∑
0≤i≤m
v(i)z¯iPun (z¯) = Pv(z)Pun (z).
The second statement is an immediate consequence. 
We recall some basic algebraic geometry. Let C[z1, z2] denote the algebra of polynomials of two complex variables and,
given such polynomials p1, . . . , pk , let 〈p1, . . . , pk〉 denote the ideal they generate. V (p1, . . . , pk) ⊂ C2 denotes the common
zeroes and for any subset V ⊂ C2, I(V ) ⊂ C[z1, z2] denotes the ideal of polynomials that vanish on V . The radical of an
ideal I is denoted
√
I and is deﬁned by
√
I = { f : ∃m ∈ N such that f m ∈ I}.
Hilbert’s Nullstellensatz implies that
I
(
V (p1, . . . , pk)
)=√〈p1, . . . , pk〉. (18)
A polynomial p ∈ C[z1, z2] is called reduced if all of its factors are distinct, and in this case we have
〈p〉 =√〈p〉 (19)
(see e.g. Proposition 9, Chapter 4.2, in [8]). Analogously to Eq. (8) we have:
Proposition 3.4. Assume that Pun is reduced and that un(m) = 0.2 Then
M2m = Run ⊕ Zun ,
and Zun = Ker Dun .
Proof. Given any z ∈ C2 we have
(Dun z )(k) = 〈 z , Sku˙n〉 = zkPun (z);
hence, Run ⊥ Zun , and Zun ⊂ Ker Dun . Let y ∈ Mm  (Run ⊕ Zun ). As 〈 z , y〉 = P y(z) we infer that V (P y) ⊃ V (Pun ). By (18)
and (19) we deduce that
P y = Pun P v
for some v ∈ Mm . But then
y =
∑
0≤k≤m
v(k)Sku˙n,
whence y ∈ Run , which is a contradiction. This concludes the proof that M2m = Run ⊕ Zun . To argue that Zun = Ker Dun ,
we recall that Ker Dun = M2m  Ran D∗un = M2m  Run where the second equality follows by Lemma 3.3. 
Remark 3.5. In Appendix B, Lemma B.7, we show that for a generic f ∈ M2m the above lemma can be applied to all
con-eigenvectors (Lemma B.7).
As the vectors Sku˙n , 0≤ k≤m, are linearly independent, we obtain the following corollary:
Corollary 3.6. Under the assumptions of Proposition 3.4, we have
dimRun = (m1 + 1)(m2 + 1)
and
dimZun = 3m1m2 +m1 +m2.
2 This corresponds to the assumption that Pun has m distinct roots in the one-dimensional case.
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Dun y = σnun,
then yp is the orthogonal projection of f onto Run . Thus ‖yp‖ is the distance from f to Zun . We now show that
‖yp‖ σn,
in analogy with (10). We set C = 1/√(2m1 + 1)(2m2 + 1) and deﬁne the discrete Fourier transform in two variables, F :
M2m → M2m , as
ŷ(k) = (F y)(k) = C P y
(
e
−2π ik1
2m1+1 , e
−2π ik2
2m2+1
)
.
We recall that this is a unitary operator with inverse transform given by (F−1 y)(k) = C P y(e
2π ik1
2m1+1 , e
2π ik2
2m2+1 ).
Using that (Dun y)(k) = 〈y, Sku˙n〉, we extend Dun to an operator D˙un : M2m → M2m by letting 0≤ k≤ 2m:
(D˙un y)(k) = 〈y, Sku˙n〉.
Given a,b ∈ M2m , we deﬁne the matrix a b by componentwise multiplication. By explicit calculation, if follows that
F−1 D˙un Fa = C−1̂˙un  a, for all a ∈ M2m. (20)
Lemma 3.7. The equation
Dun y = σnun (21)
has a solution, y′ , with ‖y′‖ = σn.
Proof. We consider the extended equation σnu˙n = D˙un y. Any solution y is clearly also a solution to the original Eq. (21).
Using (20), we transform the equation to
σn̂˙un = σnF u˙n = F−1(σnu˙n) = F−1 D˙unF F−1 y = C−1̂˙un  F−1 y.
This equation is easily seen to have the solution
F−1 y′(i) = σnC
̂˙un(i)̂˙un(i) , (22)
and
‖y′‖ = ∥∥F−1 y′∥∥= σnC√ ∑
0≤i≤2m
1= σnC 1
C
= σn,
as desired. 
Let ‖H f ‖ denote the operator norm of H f , i.e.
‖H f ‖ = sup
{‖H f a‖
‖a‖ : a ∈ Mm,a = 0
}
.
The following corollary provides a counterpart of Theorems 1 and 2 in [5].
Corollary 3.8. Generically, we have ‖ f −ProjZun f ‖ σn, where ProjZun denotes the orthogonal projection onto Zun . Moreover, with
y′ as in the previous lemma, ‖Hy′ ‖ = σn.
Proof. By Remark 3.5 it follows that Proposition 3.4 applies to un for a generic f , and thus the ﬁrst part of the corollary
follows immediately from Lemma 3.7 and the fact that f − y′ ∈ Ker Dun . For the second part, note that for all a ∈ Mm we
have
‖Hy′a‖ = ‖Da y′‖ ‖D˙a y′‖ =
∥∥F−1 D˙aF F−1 y′∥∥= ∥∥C−1F(a˙) F−1 y′∥∥
= σn
∥∥∥∥F(a˙)(d(i)d(i)
)
0≤i≤2m
∥∥∥∥= σn∥∥F(a˙)∥∥= σn‖a˙‖ = σn‖a‖,
where we have used Eqs. (20), (22) as well as the fact that F is unitary. 
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the generic case, dimZun = 3m1m2 +m1 +m2. Moreover, Corollary 3.8 states that
‖ f − ProjZun f ‖ σn.
Hence, if we choose points {z j}3m1m2+m1+m2j=1 ∈ C2 in V (Pun ) such that { z j } is a basis for Zun , we can ﬁnd an approximation
of f of the type (4) with N = 3m1m2 +m1 +m2 and accuracy  = σn . In order to achieve the goal of a sparse approximation
of f as in (4), we need to provide a method to compute suitable points {z j}3m1m2+m1+m2j=1 ∈ V (Pun ) that yield a basis for Zun
and, more importantly, deal with the fact that 3m1m2 +m1 +m2 is not a small number. We will return to these questions
in Sections 5 and 6.
Another crucial issue is clearly the dependence of σn on n as well as the sampling parameter m. As noted in [5], we
note that for many functions (with suﬃcient structure), for instance those studied in [2], σn decays rapidly as a function
of n. For an arbitrary function we can not expect this to be true, but we will make no attempt to identify function classes
for which rapid decay occurs. To discuss the dependence on m, let us write σn(m) and H f (m). It can be shown that the
operators 14m1m2 H f (m) converge to the following integral operator on L
2([0,1/2]2):
L2
([0,1/2]2)  G → ∫
([0,1/2]2)
F (x+ y)G(y)dy1 dy2,
where the right-hand side is interpreted as a function of x ∈ [0,1/2]2. We omit a proof of this, but note that it can be done
in a similar fashion as in [2], where we do an extensive study of the interplay between the results observed numerically
in [5] and AAK theory for real line Hankel operators (i.e. integral operators similar to the one above). We have chosen to
omit such a study in this paper, mainly because the theory in several variables has not yet reached the maturity for such
an investigation to bear fruit. However, we note that as a consequence of the above convergence, it follows that
σn(m) ∼m1m2 (23)
as min(m1,m2) → ∞. A similar limiting behavior is also present in the one-dimensional situation, and does not pose a
problem for the applications we have in mind as m1 and m2 necessarily are fairly small numbers in order for the polynomial
solver to work properly.
Proposition 3.9. Let J min (m1,m2) and f =∑ Jj=1 a j z j for some distinct z j ’s in C2 and non-zero a j ’s in C. For all n > J we
then have σn = 0 and
z j ∈ V (Pu), j = 1, . . . , J ,
for all u ∈ Ker H f .
Proof. It is easy to see that rank H z = 1 for all z ∈ C2, and thus rank H f  J . This means that σn = 0 for all n > J and
hence by Corollary 3.8 we have f ∈ Zu for all u ∈ Ker H f . We argue by contradiction; if the proposition is false then, at
least after reordering the z j ’s, we have z1 /∈ V (Pu). However, as f ∈ Zu and a1 = 0 we then get
z1 ∈ span
(Zu ∪ { z j } Jj=2). (24)
Note that g ∈ M2m is orthogonal to the right-hand side of (24) if and only if
0= P g(z2) = P g(z3) = · · · = P g(z J ) = P g(ζ ), ∀ζ ∈ V (Pu). (25)
If (24) holds then we would automatically have P g(z1) = 0 for all such g ’s, and we shall show that this is not the case. Pick
γ ∈ C such that (1, γ ) is not parallel with any differences z j − z1, 1 < j  J . As J min(m1,m2) there exists an h ∈ Mm
such that
Ph(z) =
J∏
j=2
(
γ z1 − z2 − (γ z j;1 − z j;2)
)
.
Deﬁning g ∈ M2m via the equation P g = Ph Pu then clearly gives a g such that (25) holds but P g(z J ) = 0. Done. 
In Fig. 1, we show the nodes and corresponding coeﬃcients using the intersection of two algebraic varieties V (Pu) for
two u’s in Ker H f , where f is a function that consists of a linear combination of randomly chosen 50 exponentials, and
that is sampled using m1 =m2 = 16. In the left plot the imaginary part of the logarithm of the nodes is plotted. The black
points illustrate the computed nodes, and the red circles show the original nodes. In the right plot, the log10-amplitude
of the coeﬃcients a j associated with the computed nodes are shown in gray. The coeﬃcients are found by solving the
least squares problem that remains in (4), once the nodes are determined. The blue dots highlight the 50 largest obtained
164 F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 156–181Fig. 1. Detection of the nodes of a function that is a sum of 50 exponentials. To the left, the true nodes in red circles and the computed nodes in black
dots. The right plot show the modulus of the coeﬃcients a j in log10-scale, sorted in decreasing order. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
coeﬃcients. From this ﬁgure it is clear that we get an almost perfect approximation if we discard the remainder of the
terms. The 
2 error of this approximation is less than 10−12‖ f ‖.
We observe that the method is capable of ﬁnding all the nodes of interest, even though J > min (m1,m2). There have
been several suggestions for how to extend Prony’s method to several variables. Most of them are based on reformulating
the two-dimensional problem as one-dimensional problems, cf. [12,13,15,16] and the references therein. For such methods
to work, it is crucial that the function to be approximated is really composed of a ﬁnite number of exponentials, and that
the number of exponentials in principle is less than the side length of the data (2min (m1,m2)+ 1). Just as Prony’s method,
such approaches become instable if the conditions are not satisﬁed.
4. Nodes from the intersection of polynomials
Let f ∈ M2m as before be a function we wish to approximate, and suppose we have found v1, v2 ∈ Mm such that
‖ f − ProjZv j f ‖  j, j = 1,2,
for some small numbers 1, 2 > 0. A natural approach to ﬁnd explicit points {z j} ⊂ C2 to approximate f with is to look at
the intersection of Zv1 and Zv2 , because it seems reasonable to expect that V (Pv1 , Pv2 ) is a ﬁnite set and that
Zv1 ∩ Zv2 = span
{
z : z ∈ V (Pv1 , Pv2)
}
. (26)
Moreover, one may hope that ‖ f − ProjZv1∩Zv2 ‖ C max(1, 2) for some constant C .
In this section we introduce the notion of “proper pairs” (v1, v2) for which (26) holds, and in the next sections we shall
discuss various natural choices of such pairs.
We will use the notation
(
Dv1
Dv2
)
for the operator from M2m into Mm ⊕Mm = M2m given by(
Dv1
Dv2
)
(g) =
(
Dv1 g
Dv2 g
)
, g ∈ M2m.
We will use both 2× 1-matrices and 1× 2-matrices to denote the elements in M2m . We note that
(
Dv1
Dv2
)∗ : M2m → M2m is
given by(
Dv1
Dv2
)∗(h1
h2
)
= D∗v1(h1)+ D∗v2(h2), h1,h2 ∈ Mm. (27)
Given any polynomial p(z) =∑i aizi on C2, we let deg p denote the smallest multi-index such that i ≤ deg p for all i
with ai = 0.
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Let di ∈ Mm be such that P vi = Pdi q for i = 1,2. Then (x1, x2) ∈ Ran
( Dv1
Dv2
)
if and only if
〈x1, S id2〉 − 〈x2, S id1〉 = 0
for all 0≤ i≤ degq.
Proof. By Lemma 3.3 an element (w1,w2) ∈ M2m lies in Ker
( Dv1
Dv2
)∗
if and only if
Pv1 Pw1 + Pv2 Pw2 = q(Pd1 Pw1 + Pd2 Pw2) = 0.
But two polynomials are equal if and only if they have the same factors, which implies that (w1,w2) ∈ Ker
( Dv1
Dv2
)∗
if and
only if{
Pw1 = Pd2 Pr,
Pw2 = −Pd1 Pr
(28)
for some r ∈ Mdegq . Thus (x1, x2) ∈ Ran
( Dv1
Dv2
)
if and only if
0= 〈(x1, x2), (w1,w2)〉= ∑
0≤i≤degq
r(i)
(〈x1, S id2〉 − 〈x2, S id1〉) (29)
for all r ∈ Mdegq , which yields the desired conclusion. 
In Appendix B (Proposition B.1) we shall prove that given (v1, v2) ∈ Mm we generically have q = 1. We thus in particular
get:
Corollary 4.2. In the generic case we have q = 1. Then
Ran
(
Dv1
Dv2
)
=
{(−v2
v1
)}⊥
.
We also note that Proposition 4.1 answers the question of which pairs v1, v2 ∈ Mm are con-eigenvectors to some operator
H f (Corollary 4.3), because(
Dv1
Dv2
)
( f ) =
(
H f (v1)
H f (v2)
)
.
Thus, if we also assume that 〈v1, v2〉 = 0, then the equation(
Dv1
Dv2
)
( f ) =
(
σ1v1
σ2v2
)
has a solution f if and only if v1 and v2 are con-eigenvectors with respective con-eigenvalues σ1 and σ2.
Corollary 4.3. Given (v1, v2) ∈ (Mm)2 , let q and d1,d2 be as in Proposition 4.1, and form the matrices A1, A2 ∈ Mdegq by
A1(i) = 〈v1, S id2〉 and A2(i) = 〈v2, S id1〉.
Then v1 and v2 are con-eigenvectors with respective con-eigenvalues σ1 and σ2 to some f ∈ M2m if and only if σ1A1 −σ2A2 = 0. In
particular, if 〈v1, v2〉 = 0 and q = 1 then such an f can be found for all σ1, σ2 .
It is not diﬃcult to construct examples of v1, v2 ∈ Mm for which 〈v1, v2〉 = 0 and q = 1 such that one of the following
holds: (1) A1 = A2 = 0, or (2) A1, A2 are non-zero but linearly dependent, or (3) A1, A2 are linearly independent.
Lemma 4.4. Let v1, v2 ∈ Mm be such that
(i) v1(m) = 0 and v2(m) = 0,
(ii) the polynomials c1(z1) =∑m1k1=0 v1(k1,m2)zk11 and c2(z1) =∑m1k1=0 v2(k1,m2)zk11 have no common roots,
(iii) the polynomials d1(z2) =∑m2k2=0 v1(m1,k2)zk22 and d2(z2) =∑m2k2=0 v2(m1,k2)zk22 have no common roots.
3 This assumption simpliﬁes the statement of the proposition but can easily be removed.
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Proof. The “if” part is immediate by Lemma 3.3. Conversely, let w ∈ M2m be such that Pw ∈ 〈Pv1 , Pv2 〉. Then
Pw = Pv1 g1 − Pv2 g2 (30)
for some g1, g2 ∈ C[z1, z2]. First assume that g1(z1, z2) =∑ak=0 h1k (z2)zk1 with a >m1 and h1a = 0. By (i) it then follows that
g2 also can be written as g2(z1, z2) =∑ak=0 h2k (z2)zk1 and that
h1ad1 = h2ad2.
By (iii) it follows that there is some p ∈ C[z2] such that h1a = pd2 and h2a = pd1. By setting
g′1(z1, z2) = g1(z1, z2)− za−m11 p(z2)Pv2(z1, z2)(
=
a−1∑
k=0
h1k(z2)z
k
1 + p(z2)d2(z2)za1 − za−m11 p(z2)
(
d2(z2)z
m1
1 + lower powers of z1
))
and
g′2(z1, z2) = g2(z1, z2)− za−m11 p(z2)Pv1(z1, z2),
we obtain a new pair such that f = Pv1 g′1 − Pv2 g′2 with the property that g′j can be written as g′j(z1, z2) =
∑a−1
k=0 h
j
k
′(z2)zk1,
j = 1,2. By induction we arrive at some new functions g1, g2 ∈ C[z1, z2] such that g j(z1, z2) =∑m1k=0 h jk(z2)zk1 and (30)
holds.
We now repeat the argument with the variables interchanged. It becomes important to note that the corresponding h jk ’s
have degree m1 and that this property is preserved in the inductive process. We omit the details. At the end we conclude
that we can assume that g1 and g2 are such that there are w1,w2 ∈ Mm with g j = Pw j , which proves that w ∈ Rv1 + Rv2 ,
as desired. 
Recall that a polynomial p is called irreducible if its only factors are 1 and p. We are now in a position to deﬁne the
“proper pairs.”
Deﬁnition 4.5. A pair (v1, v2) ∈ M2m is said to be proper if #V (Pv1 , Pv2 ) = 2m1m2, Pv1 , Pv2 are irreducible, 〈Pv1 , Pv2 〉 is a
radical ideal, and Lemma 4.4 applies.
Theorem 4.6. A given pair (v1, v2) ∈ M2m is generically proper. Moreover, when this is the case then dimZv1 ∩ Zv2 = 2m1m2 ,
Ker
(
Dv1
Dv2
)
= Zv1 ∩ Zv2 ,
and Zv1 ∩ Zv2 = span{ z : z ∈ V (Pv1 , Pv2 )}.
Proof. We will prove that a given pair (v1, v2) ∈ M2m generically is proper in Appendix B. (See the comments be-
fore Lemma B.2.) We now assume that (v1, v2) is proper. Then Proposition 3.4 applies, which immediately implies that
Ker
( Dv1
Dv2
)= Zv1 ∩ Zv2 . By Corollary 4.2 we have that
dimRan
(
Dv1
Dv2
)
= 2(m1 + 1)(m2 + 1)− 1,
which implies that
dimKer
(
Dv1
Dv2
)
= dimM2m − dimRan
(
Dv1
Dv2
)
= 2m1m2.
It remains to prove the last statement. Clearly, we have
span
{
z : z ∈ V (Pv1 , Pv2)
}⊂ Zv1 ∩ Zv2 .
To conclude the proof, it suﬃces to show that
span
{
z : z ∈ V (Pv1 , Pv2)
}⊥ ⊂ (Zv1 ∩ Zv2)⊥. (31)
We note that
(Zv1 ∩ Zv2)⊥ =
(
Ker
(
Dv1
))⊥
= Ran
(
Dv1
)∗
= Rv1 + Rv2 ,Dv2 Dv2
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Pw(z) = 0 for all z ∈ V (Pv1 , Pv2 ) which in turn, via Hilbert’s Nullstellensatz, implies that Pw ∈
√〈Pv1 , Pv2 〉 = 〈Pv1 , Pv2 〉,
where the last equality follows as 〈Pv1 , Pv2 〉 is assumed to be radical. By Lemma 4.4 this implies that w ∈ Rv1 + Rv2 , as
desired. 
There are many ways to solve systems of polynomial equations. In principle, there are three main approaches: Gröbner
basis methods, homotopy methods and resultant methods, cf. [14]. In the numerical part of this paper, we have chosen
to implement a solver based on a resultant method. Our solver is similar to the one constructed in [11], but modiﬁed for
the speciﬁc polynomials that we are working with. The difference between the polynomials considered here and the ones
discussed in [11] is that in contrast to the standard case the non-zero coeﬃcients are limited by the order in z1 and z2
respectively, instead of by the total order. As a result, the number of roots is half the number of the standard case. To
describe the numerical adjustments required to work with these non-standard polynomials would require a summary of
algebraic geometry that falls out of the scope of the paper.
Remark 4.7. Beylkin and Monzón also have been working on a multidimensional extension using the intersection of algebraic
varieties. This has been presented in [4,6], but without any further details about the method used beyond the usage of the
intersection of algebraic varieties.
5. Explicit constructions of nodes
We recall that the overall goal is to, given the matrix f : M2m and a desired accuracy  > 0, ﬁnd a small number N ∈ N,
nodes z1, . . . , zN ∈ C2, and coeﬃcients a1, . . . ,aN ∈ C, such that∥∥∥∥∥ f −
N∑
k=1
ak zk
∥∥∥∥∥ . (32)
We provide two methods to ﬁnd suitable nodes. Both methods rely on computing the nodes {z j}2m1m2j=1 for (32) by ﬁnding
V (Pv1 ∩ Pv2 ) for certain elements v1, v2 ∈ Mm . Once the nodes are found, we can compute the coeﬃcients by solving the
normal equations to the linear system
f ≈
2m1m2∑
j=1
a j z j
and then omit terms a j z j that do not contribute signiﬁcantly. Alternatively, if we have prior information about where the
nodes should be located, we can use this to omit terms. Our hypothesis is that for certain functions, the majority of the
terms can be omitted, which would yield sparse representations. In what follows we will verify the hypothesis by numerical
observations.
We propose two methods for the explicit construction of nodes: the “adjacent con-eigenvectors method” and the “per-
turbation method.” In the method of adjacent con-eigenvectors, we choose v1 = un and v2 = un′ for some n,n′ ∈ N, where
uk are the con-eigenvectors to H f . (n and n′ are usually taken adjacent, i.e. n′ = n+ 1, but this is not necessary.) In the per-
turbation method, we use f and a small perturbation of f˜ of f to construct two Hankel matrices. We can then choose the
same index n for the respective con-eigenvectors, i.e., take v1 = un , where un is the nth con-eigenvector to H f and take
v2 = u˜n where u˜n is the nth con-eigenvector to H f˜ . We introduce the theory for this method in Section 5.2. In Section 6
we compare the two methods in numerical experiments.
5.1. The adjacent con-eigenvectors method
We will prove in Appendix B (Theorem B.9) the following result:
Theorem 5.1. Given a generic f ∈ M2m , the pair (un,un′ ) is proper for all n = n′ .
Then Theorem 4.6 implies that generically V (Pun , Pu′n ) = {z j}2m1m2j=1 for some z j ’s in C2, and that Zun ∩Zun′ = span{ z j }2m1m2j=1 .
Thus, if we choose adjacent indices n and n′ such that σn, σn′   , we know by Corollary 3.8 that ‖ f − ProjZuk f ‖ σk for
k = n,n′ , and hence one might hope that
‖ f − ProjZun∩Zn′ f ‖ < C (33)
for some absolute constant C .
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Theorem 5.1 applies, ‖ f ‖ = 1 and
√
σ 28 + σ 29  0.01 but
ProjZu8∩Zu9 f = 0.
However, in this particular example we also obtain
‖ f − ProjZu7∩Zu9 f ‖ ≈ 0.03.
Still, our numerical experiments indicate that the above method is a good guiding principle. The most computationally
demanding part of the algorithm is the calculation of {z j}2m1m2j=1 = V (Pun , Pun′ ). We will therefore provide an upper bound
for the right-hand side of (33) that is easy to compute.
Let s1  s2  · · ·  sdimM2m and w1,w2, . . . ,wdimM2m ∈ M2m be the singular values/singular vectors of the operator( Dun
Dun′
)
.
Proposition 5.2. Set a = dimM2m − 2m1m2 . Given f ∈ M2m such that Theorem 5.1 applies, we have sa > 0 and
‖ f − ProjZun∩Zun′ f ‖ =
√√√√ a∑
i=1
∣∣〈 f ,wi〉∣∣2 
√
σ 2n + σ 2n′
sa
.
Proof. By Theorem 4.6 we have dimKer
( Dun
Dun′
)= dimZun ∩ Zu2 = 2m1m2, which implies that sa is the last non-zero singular
value and that wa+1, . . . ,wdimM2m span Ker
( Dun
Dun′
)
. Thus f − ProjZun∩Zun′ f =
∑a
i=1〈 f ,wi〉wi and moreover,(
σnun
σn′un′
)
=
(
Dun
Dun′
)
f =
(
Dun
Dun′
)
( f − ProjZun∩Zun′ f ) =
a∑
i=1
〈 f ,wi〉
(
Dun
Dun′
)
wi .
Taking the norm of both sides yields
√
σ 2n + σ 2n′ =
√∑a
i=1 |〈 f ,wi〉|2s2i  sa
√∑a
i=1 |〈 f ,wi〉|2. 
5.2. The perturbation method
We ﬁx n, let un be the nth con-eigenvector of H f , let f˜ be a perturbation of f and let u˜n be the nth con-eigenvector of
H f˜ . We will in this section provide theory for using V (Pun , Pu˜n ) as nodes in (32). As the closure of the set of proper pairs
(v1, v2) has zero Haar measure, it seems likely to expect that this method also generically generates proper pairs (un, u˜n).
However, we leave this as a numerical observation and conjecture.
For this method to work it is important that u˜n is a perturbation of un . More precisely, if we set f (t) = (1 − t) f˜ +
t f (0  t  1) and denote the corresponding con-eigenvalues/con-eigenvectors by σn(t)/un(t), we want to guarantee that
σn−1(t) = σn(t) = σn+1(t) for all t because then un(t) is can be taken as a continuous function, as is easily seen by the Riesz
functional calculus (see e.g. [7]). One way of forming f˜ for a given un , is to use f˜ = f +ασn zn , where α is a small number,
and where zn is a node that is preferably far away from the nodes that we want to detect.
Proposition 5.3.With the notation as above, assume that n is ﬁxed and that σn /∈ {σk}k =n. If
‖H f˜− f ‖ <
min (σ 2n − σ 2n+1,σ 2n−1 − σ 2n )
6‖H f ‖ ,
then σn−1(t) = σn(t) = σn+1(t) for all t ∈ [0,1].
Proof. Set s1 =
√
(σ 2n + σ 2n+1)/2 and s2 =
√
(σ 2n−1 + σ 2n )/2. By the spectral theorem it is easy to see that∥∥(H∗f H f − s2j I)−1∥∥ 2min (σ 2n − σ 2n+1,σ 2n−1 − σ 2n )
for j = 1,2. By standard operator theory we then have that
H∗f (t)H f (t) − s2j I =
(
H∗f H f − s2j I
)+ (tH ∗˜
f− f H f + tH f H f˜− f + t2H ∗˜f− f H f˜− f
)
is invertible whenever ‖(tH ∗˜
f− f H f + tH f H f˜− f + t2H ∗˜f− f H f˜− f )(H∗f H f − s2j I)−1‖ < 1. Put C =
min (σ 2n −σ 2n+1,σ 2n−1−σ 2n )
6‖H f ‖ and
assume that ‖H˜ ‖ < C . It is easy to see that C < ‖H f ‖, hencef− f
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f− f H f + tH f H f˜− f + t2H ∗˜f− f H f˜− f
)(
H∗f H f − s2j I
)−1∥∥ (2‖H f ‖C + C2) 2
min (σ 2n − σ 2n+1,σ 2n−1 − σ 2n )
<
(
3‖H f ‖C
) 2
min (σ 2n − σ 2n+1,σ 2n−1 − σ 2n )
= 1.
As σ j(t) are continuous for all j we conclude that σn−1(t) > s2 > σn(t) > s1 > σn+1(t) for all t ∈ [0,1]. 
Assume that f˜ has been chosen in accordance with Proposition 5.3. Let un and u˜n be as before and assume that they
form a proper pair. A direct analogue of Proposition 5.2 does then hold, but is useless due to the fact that the ath con-
eigenvalue of
( Dun
Du˜n
)
becomes very small as un ≈ u˜n . We provide a more accurate estimate below. Set C = σn/‖(Du˜n −Dun ) f ‖
and let s1  s2  · · ·  sdimM2m and w1,w2, . . . ,wdimM2m ∈ M2m be the singular values/singular vectors of the operator( Dun
C(Du˜n−Dun )
)
.
Proposition 5.4. Set a = dimM2m − 2m1m2 and let f , f˜ , etc. be as above. Then
‖ f − ProjZun∩Zu˜n f ‖ =
√√√√ a∑
i=1
∣∣〈 f ,wi〉∣∣2  √2σ 2n
sa
.
Proof. Clearly Ker
( Dun
Du˜n
) = Ker( DunC(Du˜n−Dun )), and by the assumption that (un, u˜n) is a proper pair we have dimKer( DunDu˜n ) =
2m1m2. The remainder of the proof is very similar to that of Proposition 5.2, and is therefore omitted. 
6. Numerical experiments
We carry out some numerical experiments. To facilitate these, we recapitulate the results obtained so far. Given f ∈ M2m
we seek approximations of the form
f ≈
N∑
j=1
a j z j (34)
with N  (2m1 + 1)(2m2 + 1) ≈ 4m1m2. In the generic case, given any n,n′ , we may assume that the con-eigenvectors
un,un′ to H f are proper. We ﬁrst note that(
Dun
Dun′
)
( f ) =
(
σnun
σn′un′
)
(35)
and decompose f as
f = ProjK f + ProjK⊥ f , (36)
with K = Ker( DunDun′ ). As (un,un′ ) are proper we have that K = Zun ∩ Zun′ , which is spanned by
{ z j }2m1m2j=1 =
{
z : z ∈ V (Pun , Pun′ )
}
,
while ProjK⊥ f = yp where yp is the smallest solution to (35) considered as an equation with f as unknown. Thus (36) can
be written
f = ProjZun∩Zun′ f + yp
where the error
‖ f − ProjZun∩Zun′ f ‖ = ‖yp‖
is estimated in Section 5.1. We can hence obtain an approximation of f by computing V (Pun , Pun′ ) and then solving the nor-
mal equations assicuated with (34). Our numerical experiments indicate that when this scheme is carried out for matrixes
originating from oversampling “nice” functions, the majority of coeﬃcients a j are insigniﬁcant and can be omitted from the
sum without changing the magnitude of the error, thus yielding a sparse approximation. More precisely, with n′ = n+1, we
have found that roughly αn with 1 α  2 terms need to be kept in order to achieve an accuracy of magnitude σn .
As an illustrating example for performing numerical simulations we choose to work with the Fourier transform of a
characteristic function. We deﬁne χstar as the characteristic function associated with the area enclosed by the curve(
r(t) sin(t), r(t) cos(t)
)
, r(t) = 2cos(5πt)
2 + 1
, 0 t < 1. (37)32
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Fig. 3. The amplitude of the reconstruction coeﬃcients in log10-scale.
When then sample a region of χ̂star as our F in (1), and obtain samples f with size parameters m1 =m2 = 16. The real and
imaginary parts of the f is depicted in the left and middle panels of Fig. 2. In the right panel of Fig. 2 we show the error of
an approximation of f using N = 54 nodes out of the nodes obtained from V (Pu36 , Pu37 ). The corresponding singular value
is σ36 = 1.2e − 4, with ‖ f ‖2 = 7.8 and ‖ f − f35‖2 = 3.5e − 4.
The total number of nodes of V (Pu36 , Pu37) is generically 2m1m2 = 512. Before we motivate how we select the 54
nodes, let us ﬁrst consider Fig. 3. Similarly to Fig. 1, we plot the coeﬃcients obtained by solving the least squares problem
associated with (4) for all the nodes found. The (sorted) absolute values of the coeﬃcients are plotted in gray. We observe
a jump in the magnitude of the coeﬃcients beyond N = 50. The magnitude of the coeﬃcients beyond the jump seem to be
similar to the singular values (σ36, σ37) that are being used. We have seen a similar behavior in general. Hence, one way to
decide about which nodes and coeﬃcients to keep, is by comparing their magnitudes of them with the magnitude of the
associated singular values, in a similar fashion to the proposed technique of [5].
A diﬃculty with such an approach is how to determine which coeﬃcients to keep when there is no clear jump in
the absolute value of the coeﬃcients. In order to get a fair comparison scheme, we base our selection criteria on another
observed property; for suﬃciently oversampled functions it seems to be the case that one can decide from the location of a
node whether or not it is signiﬁcant. To this end, let us consider Fig. 5. The black dots show the space location of the nodes
(i.e., (2m1Im log(z1),2m2Im log(z1))). In gray we plotted χstar. Moreover, χstar is inscribed by a circle of radius 1.5 times the
largest radius of (37). There is a clear tendency of clustering, on the one hand of points close or inside the curve (37), and
on the other hand of points that are far away from the curve (37). We illustrate the dependency of the number of points
inside the circle on the singular value n in Fig. 4. We observe a linear dependency of N on n.
In Section 5 we developed two methods for computing the nodes associated with the con-eigenvectors. The two ap-
proaches produce results that are often similar in as much as how well they approximate a function using N terms. In
Figs. 4 and 5, we illustrate the results for the two methods. In Fig. 5, the nodes from the adjacent con-eigenvector method
are illustrated by black dots, whereas the nodes from the perturbation method are illustrated by blue plus signs. Similarly,
the dependence of N on n is illustrated in Fig. 4 by a black line for the adjacent con-eigenvector method, and with a blue
line for the perturbation method. We observe that they often overlap, although the actual point conﬁgurations are different,
cf. Fig. 5.
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Fig. 5. The reconstruction nodes in space (the imaginary part of the logarithm) for n = 36. The black dots are the result from the adjacent con-eigenvectors
method, and the blue plus signs are the result from the perturbation method. The characteristic function χstar in gray. Only the points inside the gray circle
is used in the approximation. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
The dependence of N on n depicted in Fig. 4 is not very useful without an illustration of the corresponding approximation
errors. In Fig. 6 the approximation error when working with the con-eigenvector un for the perturbation method is plotted
in blue. In this case, we have included all the nodes – the situation for which Propositions 5.2 and 5.4 are valid. In gold
we observe the decay of the error that is obtained by doing a discrete cosine transform of f , and keeping the n largest
coeﬃcients when making a reconstruction. We observe that the error for our approach decays substantially faster then for
the method of discrete cosine transform truncation. However, in the blue plot the complete set of nodes are being used.
We will brieﬂy show what happens when only the subset obtained from the circle discussed above is used, see Fig. 7. The
singular values of H f are shown in silver and the error using all nodes by the blue lines. It seems like the approximation
error agrees well with the singular values, despite the fact that we need to divide by the number sa in the estimates of
Propositions 5.2 and 5.4 to bound the error (the black lines).
We now consider the error obtained after discarding the nodes outside the region of interest (the circle in Fig. 5). This
error is given by the red lines. We have gathered all of this information in Fig. 7. All of the plots are in log10 scale. Here, we
show the results obtained using the perturbation method by solid lines, and using the adjacent con-eigenvectors method by
the dashed lines. The error bounds of Propositions 5.2 and 5.4 are shown in black; the approximation errors from using all
nodes in blue; and the approximation errors by only including the nodes inside the circle of Fig. 5 in red. As in Fig. 6, the
error by thresholding a discrete cosine transform is shown in gold and the singular values are shown in silver.
172 F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 156–181Fig. 6. The error by thresholding discrete cosine transform to include n terms is shown in gold. The error from the perturbation method using the singular
vector un+1 in blue. The singular values are plotted in silver. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to
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Fig. 7. The results from the perturbation method is shown in solid lines, and the adjacent con-eigenvectors method in dashed ones. The error bounds
(Propositions 5.2 and 5.4) is shown in black; the approximation error by using all terms in blue; and the approximation error by including only the points
close to the χstar (inside the circle of Fig. 5) in red. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
Fig. 8. The singular values in silver. The value of sa for the perturbation method is shown in solid black, and the value of sa for the adjacent con-eigenvectors
method in dashed black. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
From this simulation, we conﬁrm the error bounds for the two methods. However, the bounds for the adjacent con-
eigenvector seems more unstable than for the perturbation method. A possible reason for this could be the symmetry of
χstar. The dependence of sa on n for the two methods is shown in Fig. 8.
To strengthen the numerical indications from the previous simulation, we repeat the experiments for a different kind
of function. Namely, a sum of random exponentials which are concentrated to a small region f is shown in Fig. 9, and is
composed of 128 randomly generated exponentials, centered around the vicinity of the zero frequency. As in the previous
case, we inscribe the randomly generated nodes in a circle, and when sparsifying the approximation, we only keep the
F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 156–181 173Fig. 9. Real and imaginary parts of f generated by random exponentials.
Fig. 10. The number of signiﬁcant nodes N used plotted as a function of the index n.
Fig. 11. The error by thresholding discrete cosine transform to include n terms is shown in gold. The error from the perturbation method using the singular
vector un+1 in blue. The singular values are plotted in silver. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to
the web version of this article.)
number of terms that are inside that circle. An implication of the fact that the nodes are clustered is that the singular
vales σn decay rapidly. The singular values are shown in Fig. 11. We ﬁnd much of the same behavior as when studying
the Fourier transform of χstar in Figs. 2–8. From Fig. 10 we see a linear dependence of N on n, and in Fig. 11 we observe
that the approximation error agrees well with the singular values. These properties seems to hold true roughly for n < 70,
where the results breaks down. As the singular values have covered a range of 1012, we explain these effects by reaching
the machine precision limits.
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Fig. 13. The singular values in silver. The value of sa for the perturbation method is shown in solid black, and the value of sa for the adjacent con-
eigenvectors method in dashed black. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
In Fig. 12 we observe that for n < 70 the errors when including all nodes behave according to the estimates. Again, the
red lines indicate the errors when keeping only the nodes that lie inside the prescribed circle. We observe that these are
larger than if we include all terms, but that they decay in accordance with the decay of the error upon including all nodes.
The crucial issue of how to choose n in order to obtain a certain accuracy  is admittedly not so clear. The above
examples indicate that the estimates for the error given by Propositions 5.2 and 5.4 are too pessimistic, although they
clearly can be used to give some guidance. On the other hand, the previous plots indicate that a more accurate estimate
is given by taking n so that σn ≈ , in accordance with the one-dimensional situation [5]. However, if we let m1,m2 → ∞
then by (23) we have σn(m) ∼ m1m2, whereas one can prove that the error grows as √m1m2 (see the methods in [2]).
Therefore, picking n such that σn ≈  is necessarily a pessimistic estimate as well, at least for large values of m1 and m2.
Summing up, one is forced to make an initial guess at n using either of the above strategies. We note that the curves in
Figs. 7 and 11 closely follow each other except for the magnitude. If the computed error for the initial guess is off, one can
thus make a good second guess by simply looking at the plot of the singular values.
Appendix A. An example of failure of convergence
In this section we set n = dimMm and n′ = dimMm − 1. We construct a matrix f ∈ Mm such that Theorem 5.1 applies,
‖ f ‖ = 1 and
√
σ 2n + σ 2n′  0.01 but
ProjZun∩Zun′ f = 0.
We recall that, given v ∈ Mm , v˙ ∈ M2m is the matrix with v in the upper left corner and zeroes everywhere else. Also
recall that v1 and v2 are con-eigenvectors to Hy with con-eigenvalues σ1 and σ2 respectively if and only if y ∈ M2m solves{
σ1v1 = Dv1 y,
σ2v2 = Dv2 y.
(A.1)
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the quadratic linear system⎧⎪⎪⎨⎪⎪⎩
σ1v1(i) =
〈
yp, S i v˙1
〉
, 0≤ i≤m,
σ2v2(i) =
〈
yp, S i v˙2
〉
, 0≤ i≤m, i =m,
0=〈yp, zi 〉, i = 1,2, . . . ,2m1m2
(A.2)
has a unique solution yp , which is the smallest solution to (A.1).
Proof. Corollary 4.2 implies that the system of equations⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ1v1 = Dv1 yp,
σ2v2 = Dv2 yp,
Ker
(
Dv1
Dv2
)
⊥ yp
(A.3)
has a unique solution, and by Theorem 4.6 we have that yp ⊥ Ker
( Dv1
Dv2
)
is equivalent with the third set of equations in
(A.2). Moreover, the ﬁrst set of equations in (A.2) is equivalent with σ1v1 = Dv1 yp by the deﬁnition of Dv1 . The system
(A.3) consists of (2m1 + 1)(2m2 + 1)+ 1 equations. The fact that
−Pv2 Pv1 + Pv1 Pv2 = 0
together with the assumption that v1(m) = 0 shows that Sm v˙2 is linearly dependent on the set{
S i v˙1: 0≤ i≤m
}∪ {S i v˙2: 0≤ i≤m but i =m},
and therefore the “mth” equation of σ2v2 = Dv2 yp can be removed from the system (A.3) without changing the set of
solutions. 
We note that the number of equations in (A.3) is equal to the number of unknowns in (elements of) yp , and thus we
conclude that given a proper orthogonal pair (v1, v2) and any (σ1, σ2), we can calculate the smallest solution yp to (A.1)
by inverting a matrix representing this system of equations.
We observe that the ratio
‖yp‖
‖(σ1v1,σ2v2)‖ (A.4)
in Lemma A.1 can get arbitrarily large even for proper orthogonal pairs (v1, v2). To see this, select v1, v2 ∈ Mm such that
(A.1), for σ1 = 1 and σ2 = 2 say, has no solution. Corollary 4.3 guarantees that this is possible. By Theorem 4.6, we can
take a sequence (vi1, v
i
2) of proper orthogonal pairs that converge to (v1, v2) and let (y
i
p) be the corresponding sequence
of smallest solutions to the system(
vi1
2vi2
)
=
(
Dvi1
Dvi2
)(
yip
)
.
If the sequence (‖yip‖) were to be bounded, then we could take a convergent subsequence with limit y∞p , and by continuity
this would solve the equation(
v1
2v2
)
=
(
Dv1
Dv2
)(
y∞p
)
,
which contradicts the choice of (v1, v2).
We now have the necessary ingredients to generate the aforementioned existence of an f ∈ Mm such that
ProjZun∩Zun′ f = 0.
By the construction (1, vi1/‖vi1‖) and (2, vi2/‖vi2‖) are con-eigenpairs to Hyip . As limi→∞ ‖Hyip‖ = ∞ one might hope that 1
and 2 are the smallest con-eigenvalues to Hyip for some large index i. If so, setting f = yip/‖yip‖ yields the desired example.
Below we explicitly construct such an f in M4,4. We get n′ = 8, n = 9, σ7 = 0.013, σ8 = 0.0098 and σ9 = 0.0049. In this
particular example we also ﬁnd that
‖ f − ProjZu7∩Zu9 f ‖ ≈ 0.03.
The ratio
√
σ 2n +σ 2n′ (cf. Proposition 5.2) is 8.8 for n = 8 and n′ = 9, whereas for n = 7 and n′ = 9 we get 0.36.sa
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Pv1(x, y) = (x− 1)
(
x
(
y2 + 2y − 8)+ (y2 + 3))/n1
and
Pv1(x, y) = (x− 1)
(
x
(
2y2 − 3y − 1)+ (5y2 − 1))/n2
where n1 = 14.2 and n2 = 6.29 are constants so that ‖v1‖ = ‖v2‖ = 1. Recall Proposition 4.1. Setting q(x, y) = (x − 1) we
easily obtain that A1, A2 ∈ M(1,0) are given by
A1 =
(−7
−7
)
, A2 =
(
7
7
)
.
Thus 1A1 − 2A2 = 0 so the equation(
Dv1
Dv2
)
(y) =
(
σ1v1
σ2v2
)
,
has no solution. We now look for v ′1, v ′2 of the form
v ′1
 =
⎛⎝−3 0 −111 −2 0
−8 2 1+ 
⎞⎠/n1,
v ′2
 =
⎛⎝ 1 0 −50 3+  3
−1 −3 2
⎞⎠/n2
where n1 and n2 are normalizing constants. Note that v ′1
 ⊥ v ′2 and that v ′10 = v1, v ′20 = v2. It turns out that the value
 = 0.02 yields a proper pair and that the corresponding solution yp to the equation system (A.2) is such that the singular
values of the operator Hyp are
σ9 = 1, σ8 = 2, σ7 = 2.70, . . . , σ1 = 289.
Thus setting
f = yp‖yp‖ =
yp
205.1246
= 10−2
⎛⎜⎜⎜⎜⎜⎝
−5.5668 2.8370 19.0690 25.6642 −27.0982
2.1828 −16.3718 16.5152 19.8989 −31.3176
2.5835 −25.0445 14.6169 17.3588 −29.4419
0.5870 −29.1487 12.6590 15.7098 −37.2436
0.2135 −29.9358 14.9921 19.2971 −11.3530
⎞⎟⎟⎟⎟⎟⎠
we obtain an f ∈ M44 with lowest con-eigenvalues σ9 = 1/205.1246 ≈ 0.0049, σ8 = 2/205.1246 ≈ 0.0098 and correspond-
ing con-eigenvectors u9 = v ′10.02, u8 = v ′20.02. In particular, by the construction we get
f ⊥ span{ z : z ∈ V (Pu8 , Pu9)},
so ‖ f ‖ = ‖ f − ProjZu7∩Zu9 f ‖ = 1. It is interesting to note that if we instead use n = 7 and n′ = 9, we get ‖ f −
ProjZu7∩Zu9 f ‖ ≈ 0.031. The ratio
√
σ 2n +σ 2n′
sa
(cf. Proposition 5.2) is 8.8 for n = 8 and n′ = 9, whereas for n = 7 and n′ = 9 we
get 0.36.
Appendix B. The notion of “holds generically”
In algebraic geometry, a statement S is often said to hold generically if the set where it fails is contained in a proper
algebraic variety. More precisely, if S concerns u for u ∈ Mm , say, then S holds generically if there are non-zero polynomials
q1, . . . ,qn ∈ C[Mm] such that S is true whenever u /∈ V (q1, . . . ,qn). (C[Mm] denotes all polynomials with the entries in Mm
as variables.)
In this paper we use the deﬁnition that a statement S holds generically if the closure of the set where it fails has zero
Haar measure. It is not hard to see that this is a weaker deﬁnition, i.e. all proper algebraic varieties are closed and have
Haar measure zero. On any normed ﬁnite-dimensional linear space we will denote the Haar measure by L (taken such that
the unit ball has measure 1, say).
The following proposition shows that Proposition 3.4, Corollaries 3.6, and 4.2 hold generically. Set (Mm)ir =
{u ∈ Mm: Pu is irreducible and u(m) = 0}. Also let (Mm)c denote the complement.ir
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Proof. Given u ∈ (Mm)cir there clearly exists a 0< k<m and u1 ∈ Mk , u2 ∈ Mm−k such that Pu = Pu1 Pu2 . If we hold k ﬁxed
and consider the entries in u1,u2 as variables, the above equation deﬁnes a Mm-valued polynomial on CdimMk+dimMm−k .
As dimMk + dimMm−k < dimMm , it follows by Theorem 1, Section 3.3 [8] that such a set is contained in a proper al-
gebraic variety. From this and basic algebraic geometry it follows that there is some proper algebraic variety V such that
(Mm)
c
ir ⊂ V . The fact that (Mm)ir is open also follows easily from the above calculations. 
We now turn to the proof of Theorem 4.6. Consider (u1,u2) ∈ (Mm)2. It has been proved by Bernstein [3] that
#V (Pu1 , Pu2) = 2m1m2 holds generically. It follows from Proposition B.1 that Pu1 and Pu2 generically are irreducible. It
is simple to show (using resultants, see [8]) that Lemma 4.4 holds generically, we omit the argument. It remains to prove
that in the generic case, 〈Pu1 , Pu2 〉 is a radical ideal. This is the content of Proposition B.4, but ﬁrst we need a few lemmas.
For w ∈ C2 let Ew : C[z1, z2] → C denote the functional of evaluation at w .
Lemma B.2. Let I ⊂ C[z1, z2] be an ideal such that
√
I = E0 . Then I is radical if and only if it contains elements p1, p2 of the form
p1(z1, z2) = z1 + {monomials with degree  2},
p2(z1, z2) = z2 + {monomials with degree  2}.
Proof. The “only if” direction is obvious, so we will only prove the “if” part. By Hilbert’s Nullstellensatz there is an n ∈ N
such that zn1 ∈ I and zn2 ∈ I , and hence E2n0 ⊂ I . Given any p ∈ E0 , it is easy to see that we can ﬁnd a q ∈ E0 such that
p − q(p1(z), p2(z)) ∈ E2n0 ⊂ I , which completes the proof. 
Lemma B.3. There exist u1,u2 ∈ Mm such that V (Pu1 , Pu2) is ﬁnite and contain a set {(z j,1, z j,2)}2m1m2j=1 such that the points z j,1 are
distinct ( j = 1, . . . ,2m1m2).
Proof. Take one variable polynomials ai , i = 1,2, such that
(1) degai =m1 and each ai has distinct roots {αi,k}m1k=1.
(2) {α1,k}m1k=1 ∩ {α2,k}m1k=1 = ∅.
(3) The values a1(α2,k), k = 1, . . . ,m1, are distinct.
(4) The values a2(α1,k), k = 1, . . . ,m1, are distinct.
Also take b1,b2 subject to the same criteria except degbi =m2 and denote the corresponding roots by {βi,k}m2k=1. Consider
the polynomial p : C3 → C2 given by
p(z1, z2, t) =
(
a1(z1)b1(z2)+ t
a2(z1)b2(z2)+ t
)
. (B.1)
p(z1, z2,0) has the 2m1m2 roots {(α1,k1 , β2,k2 )}1≤k≤m and {(α2,k1 , β1,k2 )}1≤k≤m . The (complex) derivative of p at the ﬁrst
set of roots is
dp|(α1,k1 ,β2,k2 ,0) =
(
a′1(α1,k1)b1(β2,k2) 0 1
0 a2(α1,k1)b
′
2(β2,k2) 1
)
, (B.2)
and a similar formula holds for the second set of roots. The implicit function theorem (for analytic functions) then implies
that there are analytic functions α1,k and β2,k , deﬁned in a neighborhood U of zero in C, such that
(1) α1,k(0) = α1,k1 and β2,k(0) = β2,k2 ,
(2) p(α1,k(t), β2,k(t), t) = 0 for all t ∈ U ,
(3) dα1,k|0 = −(a′1(α1,k1 )b1(β2,k2 ))−1,
(4) dβ2,k|0 = −(a′2(α1,k1 )b2(β2,k2 ))−1.
Analogously we deﬁne functions α2,k and β1,k related to the second set of roots to p(z1, z2,0).
Now, consider the set S of all possible differences of functions in the set {α1,k}1≤k≤m ∪ {α2,k}1≤k≤m . It is easy to see
that each function in S is either non-zero at t = 0 or has a non-zero derivative there. By the fact that zeroes to analytic
functions are discrete, it follows that all functions in S are non-zero for values of t in some punctured disc U1 ⊂ U . We are
done if we show that there is some t ∈ U1 such that V (a1(z1)b1(z2) + t,a2(z1)b2(z2) + t) is ﬁnite. However, if this is not
the case, then, by Bezout’s theorem, a1(z1)b1(z2)+ t and a2(z1)b2(z2)+ t have a common divisor for all t ∈ U1, and it is an
easy corollary of Proposition 1, Chapter 3, Section 6, of [8] that the set of (u1,u2)′s in M2m such that Pu1 and Pu2 have a
common divisor is closed. As a1(z1)b1(z2) and a2(z1)b2(z2) have no common divisor, the desired conclusion follows. 
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Proof. By Proposition B.1 we may assume that Pu1 and Pu2 have no common factor. By the Lasker–Noether theorem we
can then write
〈Pu1 , Pu2〉 =
N⋂
j=1
I j
where
√
I j = Ew j for some w j ∈ C2. Set
ru1,u2(z2) = Res(Pu1 , Pu2 , z1)
where Res(Pu1 , Pu2 , z1) denotes the resultant of Pu1 and Pu2 considered as polynomials in the variable z1 with coeﬃcients
in C[z2] (see [8]). Recall that ru1,u2 ∈ 〈Pu1 , Pu2 〉 and that ru1,u2 ≡ 0 if and only if Pu1 , Pu2 have a common divisor (Propo-
sition 1, Section 3.6 [8]). Note that by construction of the resultant we have deg ru1,u2 ≤ 2m1m2, and therefore Lemma B.3
implies that there exist u1,u2 ∈ Mm such that ru1,u2 does not have multiple zeros. Moreover, ru1,u2 has a multiple zero if
and only if
Res
(
ru1,u2 ,
d
dz2
ru1,u2 , z2
)
= 0,
and moreover Res(ru1,u2 ,
d
dz2
ru1,u2 , z2) ∈ C[M2m]. By the previous remarks it follows that Res(ru1,u2 , ddz2 ru1,u2 , z2) ≡ 0. Thus
it generically holds that ru1,u2 has no multiple zero. Switching positions of z1 and z2 and applying Lemma B.2 we deduce
that, in the generic case, I j = Ew j for each j. Then 〈Pu1 , Pu2 〉 =
⋂N
j=1 Ew j which yields the desired result. 
Next comes the proof of Proposition 3.2, but let us ﬁrst begin with a lemma. Throughout the paper we have used the
notation z to denote the matrix (zk11 z
k2
2 )0≤k≤2m . We will write in the remainder z n to denote the matrix (z
k1
1 z
k2
2 )0≤k≤n for
any n ∈ N2.
Lemma B.5. Let x0, . . . , xm1 ∈ C and y0, . . . , ym2 ∈ C be distinct and set zk = (xk1 , yk2). Then { zk m}0≤k≤m is linearly independent.
Proof. Note that for any a, v ∈ Mm we have〈 ∑
0≤k≤m
ak zk m, v
〉
=
∑
0≤k≤m
akPv(zk),
so the adjoint of the operator a →∑k ak zk m is v → (Pv(zk))k . It suﬃces to show that the latter operator is injective. Let
v ∈ Mm be such that Pv(zk) = 0 for all 0≤ k≤m. Then Pv((·, yk2 )), for each 0 k2 m2, is a polynomial in one variable
of degree m1 with m1 + 1 roots, and hence it is identically zero. If Pv(x, y) = 0 for some (x, y) ∈ C2 then Pv(x, ·) is thus
a polynomial of degree m2 with m2 + 1 roots, a contradiction. 
Proposition B.6. Given a generic f ∈ M2m , the operator H f has distinct positive con-eigenvalues.
Proof. The con-eigenvalues are nothing but the singular values, and hence they are all positive if and only if H f is invertible.
The determinant of the operator H f , expressed as a matrix with respect to some basis in Mm , is clearly an element of
C[M2m]. It remains to show that this is not the zero polynomial, i.e. that H f is invertible for at least one f . This follows by
considering f (j) = 1 if j=m and f (j) = 0 otherwise.
We now show that the con-eigenvalues generically are distinct. Set p f (λ) = det(H∗f H f − λI) and set r( f ) =
Res(p f , p′f , λ). Clearly r( f ) = 0 if and only if H f has a multiple con-eigenvalue and moreover r is a polynomial in the
real variables Re f and Im f . The zero-set of such a polynomial is easily seen to be closed with zero Haar measure, unless
r ≡ 0. (Use Fubini’s theorem to integrate over the characteristic function of the zero-set and use the fact that zeroes of a
polynomial are discrete.)
It remains to show that r ≡ 0. Given z ∈ C2 note that
H z 2m(v) = Pv(z) z m.
In particular, H z 2m is a rank 1 operator. Set M = (m1 + 1)(m2 + 1) and let z1, . . . , zM be an enumeration of the points in
Lemma B.5. Also let a ∈ CM be such that a j = 0 for all j and consider
fk =
k∑
a j z j 2m
j=1
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H fM (v) =
M∑
k=1
a j P v(z j) z j m
so, by Lemma B.5 and its proof, we conclude that H fM is injective. Thus rank H fM = M and by standard linear algebra we
have that rank H fm m, rank H fM− fm  M −m and
rank H fM  rank H fm + rank H fM− fm
for all 1m M . These observations combine to show that rank H fm =m for all m. From the fact that the singular values
depend continuously on the operator, it is easy to see that we can choose non-zero values of a j inductively such that each
H fm (1  m  M) has exactly m non-zero distinct singular values (con-eigenvalues). With m = M this gives the desired
result. 
Finally, we shall prove Theorem 5.1, and hence also Corollary 3.8. First, let us begin with two lemmas.
Lemma B.7. Given a generic f ∈ M2m , all con-eigenvectors un are such that un ∈ (Mm)ir .4
Proof. Note that u is a con-eigenvector to f ∈ M2m with con-eigenvalue ‖u‖ if and only if
u = Du/‖u‖ f . (B.3)
By Lemma 3.3 we have that D∗u is injective so Du/‖u‖ is surjective and
dimKer Du = dimM2m − dimMm.
Let u0 ∈ Mm \ {0} be arbitrary and let PKer Du0 : M2m → Ker Du0 denote the orthogonal projection onto Ker Du0 . We also
deﬁne Λu0 : (Mm \ {0})×M2m → Mm × Ker Du0 via
Λu0(u, f ) = (Du/‖u‖ f , PKer Du0 f ). (B.4)
Λu0(u0, ·) is clearly a linear bijection and hence, by continuity, there exists an open neighborhood Ou0 of u0 such that
Λu0(u, ·) is a linear bijection for all u ∈ Ou0 . We denote the inverse of this bijection by Λ−1u0,u . If f satisﬁes (B.3) with
u ∈ Ou0 , then clearly f = Λ−1u0,u(u,a) for some a ∈ Ker Du0 . Deﬁne Πu0 : Ou0 × Ker Du0 → M2m via Πu0(u,a) = Λ−1u0,u(u,a).
By a compactness argument, we can choose a sequence (u j)∞j=1 such that the corresponding sets Ou j cover Mm \ {0}. If
f is such that it has a con-eigenvector u with positive con-eigenvalue, then f ∈ Πu j (Ou j × Ker Du j ) for some j. As Πu j is
a continuously differentiable function from spaces with equal dimensions, and as
L
((
cl
((
(Mm)ir
)c)∩ Ou j )× Ker Du j )= 0
(Proposition B.1, recall that L denotes the Haar measure), it follows by standard real analysis that
L
(
Πu j
((
cl
((
(Mm)ir
)c)∩ Ou j )× Ker Du j ))= 0. (B.5)
A short argument shows that
∞⋃
j=0
β j
((
cl
((
(Mm)ir
)c)∩ O j)× Ker Du j )∪ { f ∈ M2m: H f is not invertible}
is a closed set. Moreover, it clearly contains the set of all f ∈ M2m that has a con-eigenvector in ((Mm)ir)c. The desired
conclusion now follows by Proposition B.6 and Lemma (B.5). 
Let B ⊂ (Mm)2 denote the set of orthogonal pairs, i.e.
B = {(u1,u2) ∈ (Mm)2: u1 ⊥ u2}.
Let Bir be the subset of pairs such that u1,u2 ∈ (Mm)ir and let Bp be the set of pairs that are proper. For each 0 ≤ l ≤ m,
let J l : {1, . . . , (m1 + 1)(m2 + 1)} → {0, . . . ,m1} × {0, . . . ,m2} be any bijection such that J l((m1 + 1)(m2 + 1)) = l. B can be
considered as a differentiable manifold with (complex) dimension 2dimMm −1 under the atlas {T l: 0≤ l≤m}, where each
chart T l : C2dimMm−1 → B is deﬁned via
T l(a) =
dimMm∑
j=1
a( j)(e J l( j),0)+
dimMm−1∑
j=1
a(dimMm + j)(0, e J l( j))−
∑dimMm−1
k=1 a(k)a(dimMm + k)
a(dimMm)
(0, el).
4 See Proposition B.1 for the deﬁnition of (Mm)ir .
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Proof. Using the proof of Propositions B.1 and B.4, Bernstein’s theorem and basic algebraic geometry it is clear that there
exists a non-zero polynomial q on (Mm)2 such that V (q) contains the set of non-proper pairs. We will ﬁrst show that
Im T l ⊂ V (q). For this purpose, it is convenient to identify (Mm)2 with C2dimMm via some linear bijection U and treat q as
an element of C[z1, . . . , z2dimMm ] in the obvious way.
Assume that Im T l ⊂ V (q) (where we now consider T l as a function into C2dimMm ). By standard algebraic geometry (see
e.g. [9]), it follows that the set of singular points of V (q) (i.e. the variety V (q, ∂z1q, . . . , ∂z2dimMm q)), can be written as a ﬁnite
union of differentiable manifolds with dimension strictly less than 2dimMm − 1. It follows by basic differential geometry
that there exists a point a ∈ (C \ {0})2dimMm−1 such that T l(a) is not a singular point of V (q). By assumption we have
0= q ◦ T l . Differentiating this we get that the tangent space TT l(a)(B) to the manifold B at T l(a) is orthogonal to the vector
(∂z1q, . . . , ∂z2dimMm q) (evaluated at T l(a)). In particular TT l(a)(B) is closed under multiplication with complex numbers. This
is a contradiction, because it is not hard to see that the complex span of the set of vectors {∂a1 T l, . . . , ∂a2dimMm−1 T l} ∪
{∂a1 T l, . . . , ∂a2dimMm−1 T l} equals C2dimMm .
It follows that Im T l ⊂ V (q). If we consider C2dimMm−1 as a linear space over R (with dimension 2(2dimMm − 1)), then
q ◦ T l is a non-vanishing rational function. It is not hard to see that the zero-set of such a function is closed and has zero
Haar measure. Thus L(cl(T−1l ((Bp)c))) = 0, as desired. 
Theorem B.9. Given a generic f ∈ M2m , all pairs of con-eigenvectors un, un′ are proper.
Proof. The proof is similar to that of Lemma B.7. Let A be the set of f ’s in M2m with the property that all con-eigenvectors
lie in (Mm)ir and have positive con-eigenvalues. Let Ap be the subset of f ’s in A such that all pairs of con-eigenvectors are
proper.
Let {T l} be the atlas for B deﬁned earlier and let l be ﬁxed. Let u1 and u2 be functions on C2dimMm−1 deﬁned by
(u1(a),u2(a)) = T l(a). For a ∈ T−1l (Bir) we have (using the same arguments as in Proposition 4.1) that
dimKer
(
Du1(a)
Du2(a)
)∗
= 1 (B.6)
which implies that
dimRan
(
Du1(a)
Du2(a)
)
= 2dimMm − 1. (B.7)
Set dran = 2dimMm − 1 and dker = dimM2m − dran.
Let a0 ∈ C2dimMm−1 such that T l(a0) ∈ Bir be ﬁxed but arbitrary. Choose a basis e1, . . . , edker for Ker
( Du1(a0)
Du2(a0)
)
and another
basis e′1, . . . , e′dran for Ran
( Du1(a0)
Du2(a0)
)
. Let Ω l0 ⊂ C2dimMm−1 be a bounded neighborhood of a0 such that for all a ∈ Ω l0 the
following conditions hold:
{e1, . . . , edker}⊥ ∩ Ker
(
Du1(a)
Du2(a)
)
= {0},
{e′1, . . . , e′dran}⊥ ∩ Ran
(
Du1(a)
Du2(a)
)
= {0}.
By (B.6), (B.7) and the fact that Bir is open, it easily follows that such a neighborhood always can be found. Given a ∈ Ω l0
and b ∈ Cdker consider the following equation-system with f ∈ M2m as unknown:⎧⎨⎩
〈(∥∥u1(a)∥∥u1(a)∥∥u2(a)∥∥u2(a)
)
, e′k
〉
=
〈(
Du1(a),
Du2(a)
)
f , e′k
〉
, k = 1, . . . ,dran,
b(k) = 〈 f , ek〉, k = 1, . . . ,dker.
(B.8)
The equation-system consists of dran + dker = dimM2m equations. If we order them then the left-hand side deﬁnes a vector
in CdimM2m in a natural way, which we will consider as a function of (a,b) ∈ Ω l0 × Cdker and denote by α. If we let
U : M2m → CdimM2m denote any ﬁxed unitary operator, then the equation-system (B.8) can be written as
α = ΛU f ,
where Λ is an dimM2m × dimM2m-matrix that we consider as a function of a ∈ Ω l0. Note that Λ(a) always is invertible, by
the choice of Ω l0. Deﬁne the function β
l
0 : Ω l0 ×Cdker → M2m via
β l (a,b) = U−1(Λ(a))−1α(a,b).0
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point a1 with the same properties we will associate to it the function β l1 and the set Ω
l
1 deﬁned analogously. A standard
argument shows that we may choose a sequence of points a0,a1, . . . ∈ C2dimMm−1 such that
∞⋃
j=0
Ω lj ⊃ T−1l (Bir). (B.9)
Now, given any f ∈ A then by deﬁnition there exists a pair of con-eigenvectors (v1, v2) ∈ Bir. Let (σ1, σ2) be the corre-
sponding (positive) con-eigenvalues and let l be such that (σ1v1, σ2v2) ∈ Im T l . By (B.9) we may pick a j such that there
exists an a ∈ Ω lj such that vi = ui(a)/‖ui(a)‖ and σi = ‖ui(a)‖ for i = 1,2. It is not hard to see that f = β lj(a,b) for some
choice of b ∈ Cdker . Hence
(Ap)c ⊂
⋃
0≤l≤m
∞⋃
j=1
β lj
((
Ω lj ∩ T−1l
(
(Bp)c
))×Cdker)∪ Ac.
Moreover, a short argument yields
cl
(
(Ap)c
)⊂ ⋃
0≤l≤m
∞⋃
j=1
β lj
((
Ω lj ∩ cl
(
T−1l
(
(Bp)c
)))×Cdker)∪ cl(Ac).
By Proposition B.6 and Lemma B.7 it follows that L(cl(Ac)) = 0, so to conclude the proof we thus have to show that
L
(
β lj
((
Ω lj ∩ cl
(
T−1l
(
(Bp)c
)))×Cdker))= 0 (B.10)
for each ﬁxed value of l and j. By Lemma B.8 it follows that
L
((
Ω lj ∩ cl
(
T−1l
(
(Bp)c
)))×Cdker)= 0 (B.11)
and moreover β j is a continuously differentiable function between spaces of equal dimensions. The identity (B.10) now
follows by (B.11) and the fact that such a function maps sets of Haar measure zero to sets of Haar measure zero. 
Remark B.10. Throughout we have assumed that f is a matrix with complex entries. If one wishes to apply our approxima-
tion algorithm directly to real values images then it is necessary to have a version of Theorem B.9 for real-valued f ’s. Such
a theorem is indeed true, and its proof only deviates slightly from the one given above. We omit the details.
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