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0. INTRODUCTION 
The purpose of this paper is twofold. The first is to demonstrate the 
existence, under certain assumptions to be detailed later, of periodic 
solutions to the second-order Hamiltonian system of equations with m 
degrees of freedom, 
.t= -DW(x), x E R”‘, (O-1) 
where DW(x) denotes the gradient at x of the potential function W(x). The 
second is to generahze certain results in [2] concerning the bifurcation and 
persistence of unstable periodic orbits of (0.1) from unstable critical points 
of w. 
The Hamiltonian nature of Eqs. (0.1) implies that the total energy 
(kinetic plus potential) of solutions x(t) remains constant. We will be 
interested in obtaining periodic solutions of (0.1) of specified energy E. 
Recently this problem has received a great deal of interest; see, for example, 
the survey [ 11) for a bibliography and the more recent papers [6,7]. 
Let H-‘(E) be a regular energy surface. Associated with H-‘(E) is the 
manifold N with boundary 
N= (x E R” 1 W(x) < E}. 
Under the assumption (loosely stated) that the boundary of N is discon- 
nected while N itself is connected but possibly not compact, we assert the 
existence of a periodic solution of (0.1) of fixed energy E. Moreover, this 
periodic orbit will arise as a brake orbit within N, a trajectory oscillating 
between separated points of 8N but which otherwise runs through the 
interior of N. 
We obtain periodic orbits of (0.1) by a direct variational argument, 
minimizing the energy integral (see (1.2)) of the Jacobi metric (cI&)~ =
2(E- W)(c~p)~, where (dp)’ is the usual Euclidean metric. The Jacobi metric 
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has been used extensively as a geometrical tool in the analysis of classical 
mechanical systems (see [ 1, 7, 16, 181). Thus our functional J is not new, 
only the manner in which it is used. 
We believe that this result is of interest for two reasons. First, the restric- 
tions placed on H-‘(E) to guarantee existence are different from those 
recently put forward in the literature and prevent the application of known 
results [4, 14, 18, 91. For example, since our energy surface need be neither 
convex nor compact [4] and [18] do not apply. The results of [14] also 
pertain to compact energy surfaces while those of [9], while admitting a 
noncompact energy surface, are formulated for a special class of indefinite 
Hamiltonians. There are, however, results along the same lines as those we 
obtain in Section 3, namely periodic orbits near a saddle point of the 
potential W (see, for example, [lo] or [S]). Second, and more impor- 
tantly, is the fact that the stability type of the periodic orbits obtained 
through our result will be hyperbolic, barring a degenerate parabolic case. 
This fact is related to a conjecture of G. D. Birkhoff [ 1 ] concerning the 
hyperbolicity of periodic orbits, in systems of more than two degrees of 
freedom, having minimal Jacobi arclength. The demonstration of the 
stability type of these orbits will be the subject of a forthcoming paper. 
In the remainder of the paper we present some applications of our main 
result in the context of systems with two degrees of freedom, such as those 
studied in [2, 33. We obtain results concerning bifurcation, and per- 
sistence, of brake orbits with minimal Jacobi arclength from nondegenerate 
saddles. Our method is to relax the hypotheses of [2] which guarantee this 
behavior and show how this relates to the problem at hand. The case of 
degenerate saddles was tackled in [ 151. 
1. THE MAIN RESULT 
Unless otherwise indicated W(x) will be a C3 function on R” without 
singularities. Let @’ denote the flow in R 2m of the Hamiltonian vector field 
xH~ 
H(x,y)=+l A*+ W(x) (1.1) 
and let 4’ denote the projection of @’ into position or x-space. Thus 
#‘(x, y) is the trajectory x(t) of (0.1) which satisfies the initial conditions 
x(0) = x, R(0) = y. Let B, denote the open ball in R” with radius r > 0, cen- 
tered at the origin, and let A, be the closed annulus in R” which is the set 
theoretic complement of B,. The following geometric assumptions on 
HP l(E) will remain in force unless otherwise indicated. 
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(W 1) The manifold N with boundary 
N= (xl W(x)<E) 
is connected and has nonempty interior NC’. 
(W2) There exists 6* > 0 with the properties 
(a) for 0 Q 6 d 6*, the equipotential surface 
W ,?-*= {xl W(x)=E-Gj 
is the union of two connected components WOE- 6and Wk_ 6, 
(b) for 0<668*, if X~E WOEPa, X~E WfEPb, and either (or both) 
Ix:1 + cc or 1~x1 + co, then 1 xf, - x,” 1 + co, as n -+ co. This condition holds 
vacuously if W, = { W= E} is compact. 
(W3) Let Rg= {xl,!-6< W(x)<E} for 6>0. Ifeither WOEor Wiis 
not compact, there is a number q > 0 with the following property: if r,, > q 
thenthereexistsr,~r,,andO<6<6*suchthatxEA,,nRd,and(x,y)E 
H-‘(E) implies that &(x, y) E A, for all t B 0 where defined. 
(W4) inf,.,, lDW(x)l >O. 
THEOREM 1.1. On any energy surface H- ‘(E) such that conditions 
( Wl j( W4) hold, the second-order Hamiltonian equations (0.1) admit a 
periodic solution (n(t), It(t)). Moreover, this 2T-periodic solution arises as a 
brake orbit within N, i.e., a to and fro motion between points z(O), n(T) on 
the boundary of N which otherwise runs through the interior of N. 
Remark. The hypothesis (W3) holds, for example, if there is an r > 0 
with ( -D W(x), x/l x I ) > 0, for x E A, n N. Since this remark is fundamen- 
tal to our analysis of the examples of Section 3, we present a sketch of the 
verification. 
This proceeds in two parts, the first showing that if (x, y) E HP l(E), and 
x E A,, n Rs for 6 sulIiciently small and r, > r0 > r, then eventually the tra- 
jectory x(t) = #(x, y) must belong to A, and be directed outwards from 
B,. The second part shows that this condition must persist since the 
acceleration vector - DW(x) is directed outwards from B,,, as well. We 
argue as follows. 
Let (x, y)(t) = &(x, y), and define a > 0, a = inf { ( -D W(x), 
x/lx I )I x E A,,}. If rl > r0 > rl there is a smallest ime, say, t*, which elap- 
ses before any trajectory x(t) with energy E originating in A,, reaches B,,. 
Moreover, when x(t) E AFo, 
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Restricting (x, v) E H-‘(E) and x E R,, we may conclude by virtue of this 
last inequality that 
(- > I& 
y (t*)> -@+at*>O (6 sufficiently small) 
and Ix(t*)l >rO. These last two conditions together with (d/dt)(x/lxl, 
y) > a, x(t) E Ar,, imply that 1x( t)l or,, for all t> t* which is the statement 
of the hypothesis (W3). 
The brake orbit whose existence is asserted in Theorem 1.1 will 
correspond, in a way to be made precise below, with a solution of the 
following variational problem. By an arc c we will mean an absolutely con- 
tinuous mapping of the unit interval [0, l] into the manifold N with 
c’(s) = d/ds c(s) E L*[O, 11. We denote the set of such arcs by H’. Consider 
the functional J with domain H’, 
J(c)=j; (E- W(c))lc’l*ds, (1.2) 
and the variational problem 
min J(c): c E H’, c(0) E W’& c( 1) E Wk. (52) 
In the remainder of this section, we will demonstrate the existence of a 
solution to (a), and show how such a solution corresponds to a brake 
orbit within N to obtain Theorem 1.1. 
We will at various times use the norms )I c I(, , 11 c 11 2, II c II m of the respec- 
tive spaces L’[O, 11, L2[0, 11, and L”[O, 11. Our first lemma is obtained 
from a straightforward calculation. 
LEMMA 1.2. Let 0 < s0 < s1 6 1, and g(s) = s0 + s(sI -so). If c E H’, then 
C= c(g): [0, l] + N also belongs to H’, and J(Z) < (sl -s,,) J(c). 
We will produce a solution of (Q) as the limiting solution of the follow- 
ing family of subproblems: for 6, JO, and 0 < 6, < 6* (see (W2)), 
minJ(c):cEH’,c(O)o IV--Gn, c(1)~ WkP6,,, PJ 
and 
W(c(s)) < E- 6,. 
We will denote by F,, the subset of H’ whose elements c satisfy the above 
restrictions. 
PROPOSITION 1.3. The variational subproblem (52,) has a smooth solution 
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cn. Moreover cn is orthogonal at its endpoints to the level surfaces 
wo E-h, W;‘-6n. 
Before we prove Proposition 1.3 we will need the following lemma. 
LEMMA 1.4. Assume that hypotheses ( Wl ), ( W2) hold. Let (ck }F= I be a 
sequence of elements of H’ which belong to the subset F,, and such that J(ck) 
is bounded in k. Then II ck II oc and I/ c; II 2 are bounded. 
Proof: From the inequality 11 c’ 11, < /I c’ 11 2 we deduce, for c E HI, 
Icb)l Q lc(O)l + lIc’ll2< a. (1.3) 
Assume that 11 ckllaa + + 00 as k--f + co. We will show that in this case 
11 c; II2 -+ + co and that this yields a contradiction. Indeed from (1.3), if 
I ck(O)l is bounded and 11 ck II o. + co then jl CL II 2 + co. On the other hand if 
I ck(0)l is unbounded, since I ck( 1) - ck(O)l 6 II c; /I 1 < II cK Ij 2, condition 
(W2)(b) guarantees that 11 CL I/ 2 + co. 
The inequality 6, II CL II z < J(ck) holds since ck E F, implies that 0 < 6, < 
(E- W(C,)). If J(C,) is bounded, therefore, then I( c; II z is bounded which 
in turn implies that (/ ck I/ co is bounded. i 
Proof of Proposition 1.3. We summarize the standard direct proof of the 
calculus of variations. The Euclidean minimum distance lines joining 
wo E-&I to Wk-6n, which exist by virtue of (W2)(b), when properly 
parameterized are members of the subsets F,. Thus -F, is not empty and we 
construct a minimizing sequence ck for (a,,) uniformly bounded by virtue 
of Lemma 1.4. Moreover this sequence is equicontinuous due to the fact 
that c; is bounded in L’[O, 11. Thus ck converges uniformly on [0, l] to 
c”, and c; converges weakly in L’[O, 1) to cn’, for some are c”. Lower 
semicontinuity of the functional J on ck is easily verified using the con- 
vexity in v of the integrand 
f(4 v)=(E- Wx))lu12. (1.4) 
Thus cn solves the variational problem (Q,). 
We must show that cn satisfies the Euler-Lagrange equations for the 
Lagrangian f (see (1.4)), and the first-order transversality conditions at the 
endpoints c”(O), c”( 1). This will follow from the observation that cn inter- 
sects W, ~ 6n only at the points c”(O), c”(l), and thus the restriction 
W(c”) < E - 6, does not bear upon the first-order necessary conditions. 
To see that the curve s + (s, c”(s)) E R x R” intersects R x W,- 6n only at 
(0, c”(O)), (1, c”(l)), assume for the moment (so, ?(s,,)) E R x W,- dn, with 
o<s,< 1. 
For the sake of argument, suppose that cn(sO)~ wEesn. Let 
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c(s) = c”(g(s)), g(s) = s,, + s( 1 -s,,), for s E [0, 11. Then c E F,, and, by vir- 
tue of Lemma 1.2, J(c) < J(P). This contradicts the fact that cn affords a 
global minimum for J with respect to F,. 
Hence the usual first-order necessary conditions (see [8, p. 881) are in 
force for cn. In particular C” is a C3[0, l] solution without corners of the 
Euler-Lagrange equations and the first-order transversality conditions 
hold: c”(O) is orthogonal to IV- bn, and c”‘( 1) is orthogonal to Wi- sn. 
Before invoking for cn the necessary conditions of the calculus of 
variations as the next step in the analysis of (Q), it is necessary that we first 
discuss the translation between solutions of ji= -D W(x) with energy E 
and solutions of the Euler-Lagrange equations for the Lagrangian f (see 
(1.4)). Rather than the Euler-Lagrange equations, we prefer to use instead 
the equivalent Hamiltonian equations which makes this translation more 
explicit. These latter equations are 
Y(S) 
‘l(s)= 2(E- W(c(s)))’ 
- IY(s)~* DWc(s)) 
“(‘)= [2(E- W(c(s))]* ’ (1.5) 
where y(s) is the usual canonical momenta obtained via the Legendre 
transform, (x, y) = (x,fU). The solutions c(s) within N” (see (Wl)) of the 
Euler-Lagrange equations are in one to one correspondence with solutions 
c(s) of (1.5). 
LEMMA 1.5. An arbitrary nontrivial solution c(s) through s=O of the 
Euler-Lagrange equations for f (see (1.4)) corresponds to a unique solution 
x(t) with energy E of (O.l), through the relation 
c(s(t)) = 4th s(t)=L-‘[‘2(E- W(x(t’)))dt’, (1.6) 
0 
where L is a nonzero positive constant determined by 
L = [2(E- W(c(s)))]“’ ( c’(s)l, independent of s. (1.7) 
Proof An arbitrary solution c(s) through s = 0 of the Euler-Lagrange 
equations for f is a geodesic is the Jacobi metric parameterized propor- 
tional to (Jacobi) arclength (see [ 11, pp. 69-721). Since c(s) has constant 
speed L > 0 (in the Jacobi metric), 
L= [2f(c,c’)]“‘= [2(E- W(c))]“* Ic’I, 
independent of s. Let x0 = c(O), y, = L- ’ [2(E - W(x,))] c’(O), and notice 
that H(x,, yo) = E (see (1.1)). Let x(t) be the unique solution of (0.1) with 
initial conditions x(0)=x0, zi(0) = y,. Let s(t) = L-‘s& 2(E- W(x(t’))) dt’, 
SOS 66’1.7 
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and set X(t) = c(s( t)). Then by virtue of (1.5), i(t) = -D W(X( t)), and, since 
X(O) = x0, i(O) =y,,, it follows that X(t) = x(t). Thus (1.6) follows. [ 
The following three technical lemmas guarantee that the sequence c” 
converges in an appropriate topology to a solution of (a). 
LEMMA 1.6. Let L,= [2(E- W(C~))]‘~* IF’1 (see (1.7)). Then L, is 
monotonically increasing and bounded above. 
Proof: Since en+’ must cross the level sets W = E - 6, it is clear that L, 
(= Jacobi arclength of c”) is monotonically increasing. To verify that this 
sequence is bounded above we observe that L,= [2J(c”)]‘/’ (see (1.2)). 
Now the Euclidean minimum distance lines which join wOEPs, to Wkea,, 
have bounded J values (easy computation), and thus, since J(P) is 
dominated by this sequence, L, is bounded as well. 
LEMMA 1.7. 11 cn 1) o. is bounded in n. 
Proof: Let d’(x,, y,) = c”(s”(t)) (see Lemma 1.5), with X,E wEean, 
lx,, Y,) E H-‘(E), and 
s”(t) = L, ’ s’ 2(E- W(&‘(x,, y,))) dt’ (1.8) 
0 
the existence of numbers 0 < s;T < s; < 1 with the following properties 
follows from the continuity of c”: c”(s;t) is the last point of intersection of 
the image of cn with ?VP6. (see (W2) for 6*) and c”(s;) is the first point of 
intersection, after c”(sl;), of the image of C” with Wg-,. (see Fig. 1). 
FIGURE 1 
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FIGURE 2 
Let L, denote the Jacobi arclength of cn (see Lemma 1.6). Then 
Invoking condition (W2)(b) we deduce, by virtue of Lemma 1.6, that 
I c”W and I c”Wl are uniformly bounded in n. Choose r. > q (see (W3)) 
so that c”(s;t) and c”(s;)E B,,,, for all n. From (W3) we obtain rl >r,, 
6 < 6* so that XE A,, n R6 and (x, y) E H-‘(E) implies that #‘(x, y) E A,, 
for all t > 0 where defined. This has an immediate consequence: for 6, < 6 
(see Fig. 2) 
if 4’(x,, Y,) E & then d’b,, Y,) E 4,; (1.9) 
otherwise $‘(x,, y,) E A,0 for all time, contradicting c”(sl) E B,O. 
Let D, = {s E [0, 111 ?(s) E A,,). Th en s ED, implies that c”(s) E R, (see 
(1.9)) and 
I,” Icn’I ds= jD 
n 
[2(E- ;c.)),l,2”“-& (1.10) 
Let [s,, s] c D,, with I Y(Q,)I = r, (see Fig. 2). Then from (l.lO), I c”(s)1 < 
r1 + L,,/fi. Hence IP( is uniformly bounded on [0, l] by virtue of 
Lemma 1.6 and (1.9). 1 
The fact that II cn 1) o. < a < cc for all n means that we need only consider 
a compact subset B of x-space containing the trajectories #(x,, y,) for 
ObtdT,,, where T, < cc is determined by P(s’(7’“)) E Wkean, with 
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s’(T’)= 1 (see (1.8)). The following result of [18, p. 5161 applies in this 
context, by virtue of Lemma 1.6. 
LEMMA 1.8. There exist constants 0 < t, < T* such that to < T, < T* for 
all n. 
Proof of Theorem 1.1. We use the fact that orbits of xH, when 
uniformly bounded, are sequentially compact in the topology of uniform 
convergence on bounded intervals. Let z,(t) = @(x,, y,). Then there is an 
orbit z(t) = (n(t), ti(t)) of xH which is the uniform limit of z,(t) on the 
interval [0, T*], T* = lim T,,. Moreover z(t) E Z--‘(E) since zJt)E H-‘(E) 
for all n. Finally, we verify that rc(t) is a brake orbit solution of (0.1): 
W(n(T*)) = lim W(dTn(x,,, y,)) = E, 
n-m 
and 
W(n(O))= lim W(x,)= E. 1 
n-c.2 
Actually, we may deduce more about the brake orbit n(t). It provides us 
with a solution of the variational problem (8). 
PROPOSITION 1.9. Under the conditions of Theorem 1.1, there exists a 
solution F of the variational problem (52). Moreover, $IC( t) is the brake orbit 
guaranteed by Theorem 1.1 then 
W(t)) = n(t), s(t) = L-’ s’2(E- W(R(t’))) dt’, (1.11) 
0 
with L = lim L, (Lemma 1.6). 
Proof Let L = lim L,, and define t(s(t)) =~(t). If T* = lim T, 
(Lemma 1.8), it follows by uniform convergence of &(x,, v,) that 
L-’ JoT*2(E- W(?$t’)))dt’=Fimm L;‘foTn2(E- W(#‘(x,,y,)))dt’=l. 
Therefore E: [0, l] -+ N, and [2(E- W(C(s)))]“* 1 e’(s)/ = L. It follows that 
j; 12’ 1 2 ds = L f:, (dt/ds) ds = LT* < co, so that f~ H’. Moreover S(0) = 
~(0) E IV&,, ?( 1) = n( T*) E WL. Since i? is an admissible arc we need only 
show that it is optimal. 
For an arbitrary admissible arc c E H’, we can determine 0 <s;; <ST < 1, 
so that c(s;) is the last intersection with IV-*, and c(s;) is the first inter- 
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section after c(s;t) with Wkpan. Let g”(s) =s;f+s(sT-s;I), SE [0, 11, and 
Fn=cog”. Then Z,, E F,, and invoking Lemma 1.2, we deduce that 
J(c)2(s;-s;))J(c)~J(p.)$J(c”)=~ 
where cn is the solution of the variational problem (Q,). Therefore 
J(c) > L*/2. However, J(C) = L*/2, and t thereby solves the variational 
problem (Q). 1 
DEFINITION 1.10. A brake orbit rc(t) of minimal type, or simply a 
minimal brake orbit, is a periodic orbit of (0.1) which affords a strong local 
minimum, via the translation (1.11) for the variatonal problem (52). 
2. ORTHOGONAL JACOBI FIELDS 
In this section we state and prove a lemma which, though local in 
nature, brings to bear many important tools such as the notion of travell- 
ing wavefront sets. The immediate consequences of this lemma will be used 
in a forthcoming paper to demonstrate the hyperbolicity, of which we 
spoke in the introduction, of minimal brake orbits. At present, however, we 
will use these tools to examine, in the next section, minimal brake orbits 
bifurcating from nondegenerate saddles. 
We denote the variational equations along a solution x(t) of 
it= -DW(x), xsRm, (2.1) 
4’= -D* W(x(t)) 5, 5 E R”, (2.2) 
where D* W(x) denotes the m x m Hessian matrix at x. The solutions t(t) of 
(2.2) together with q(t) = g(t) may be described using the linearized flow of 
@‘, 
(L rl)(t) = Ly,@‘. (Wh V(O))? 
We will need the following lemma in the proof of Lemma 2.2. 
LEMMA 2.1. Let (x, 0)~ H-‘(E), and let t(t) be a solution of(2.2) along 
x(t)=&(x, 0) such that dH([(t), &t))=O. Zf W(cjT(x, O))=O, for T>O, 
then 
s 
T (D W(#‘(x, 0)), ((t’)) dt’ = 0. 
0 
100 DANIEL OFFIN 
Proof The condition dH( <, [) = 0 implies that 0 = (D W(x( t)), t(t) ) + 
(a?(t), t(t)). This coupled with the fact that a(O) = 0 implies that 
(4th t(t)> = -2 Jr (DW(x(t’)), t(f)> dt’. 
0 
The conclusion now follows since a(T) = 0 by conservation of energy. 1 
The Jacobi arclength s, over the interval [0, t], of the trajectory &(x, 0) 
with fixed energy E is 
s(t, x) = j’ 2(E- W(#‘(x, 0))) dt’. (2.3) 
0 
For x E ( W = E} let g(s, X) solve the equation 
I 
g(s,x) 
S= 2(E- W(@‘(x, 0))) dt’. 
0 
(2.4) 
LEMMA 2.2. The function g defined by (2.4) is continuous in (s, x) and C3 
on a dense open subset of R x { W = E}. In particular, for each x E { W = E}, 
g is C3 at (s, x) for all s > 0, except possibly a countable sequence of isolated 
values of s, s = kS, k =O, 1, 2 ,.... In any case, the directional derivatives 
((ag/ax)(s, x), t) are continuous in s, wherever (5,O) is tangent o H-‘(E), 
that is, 
(4, DWX)) =o. (2.5) 
Proof For each x E { W= E}, an inverse g(s, x) of s(t, x) exists by vir- 
tue of the fact that s(t, x) is one to one. Indeed (&/&)(t, x) > 0 unless 
2(E - W(@(X, 0))) = 0. At such points, a~/& = 0 = lb/at*, and a3spt3 > 0. 
Continuity of g in (s, x) now follows from similar properties of s(t, x). 
Moreover, by an application of the implicit function theorem, g is C3 at 
(s, x) provided that 2(E- W(&(x, O)))#O. If this latter expression does 
have a zero, say, at t = T, then by reversibility 4’(x, 0) is a 2T-periodic 
brake orbit. There is some corresponding S> 0 such that s = kS, 
k = 0, 1, 2,..., are the only zeroes for t = g(s, x). We will use this fact again 
below. 
We now turn to the continuity properties of the directional derivatives of 
g. We need only examine the exceptional points, s = kS, t = kT, if they 
exist. To this end let x(t) = #‘(x, 0). Since g(s, x) and s(t, x) are inverses, 
and as/&= [2(E- W(x(t)))J-’ (see (2.3)), for t#kT, 
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( g MC x)3 XL 5) = - ME- wet)))1 --I (g (4 XI, 5) 
We will show that the right-hand side of (2.6) has a well defined limit as 
t + kT. To this end we observe that for l(t) = Tc,,,,qY’. (5, 0), dH(t(t), 
t(t)) = 0, for all t, since this condition holds at t = 0, and T@ leaves 
TH-‘(E) invariant. Moreover i(kT) = 0, by conservation of energy, and 
consequently 0 = (DW(x(kT)), t(kT)). Using these latter two equalities, 
and Lemma 2.1, we apply 1’Hopital’s rule (twice) to the right-hand side of 
(2.6): 
The conclusion of Lemma 2.2 now follows since t + s(t, x) is one to 
one. m 
We define the wavefront set M(s), 
M(s) = { fpJ)(x, 0)l x E M} (2.7) 
where M is an open, connected subset of the level set ( W= E). The 
wavefront set M(s) has certain orthogonality properties, which we now 
review, related to the fact that dg(S,X) (x, 0) is a geodesic in the Jacobi 
metric. 
Recall that (x(s), y(s)) = @g(s,X) (x, 0) satisfies the Hamiltonian differen- 
tial equations 
Y(S) 
X’(S)=2(E- W(x(s)))’ 
-DWx(s)) 
y’(s) = 2(E- W(x(s)))’ (2.8) 
except at s = 0, and, by Lemma 2.2, except possibly a countable sequence of 
isolated values of S. 
In all that follows, we assume that x, is a nonstationary curve in M 
through x0 = x. Then (x,, 0) is a curve through (x, 0) in H-‘(E). Consider 
the vector fields (P, R)(s) along @(S,x)(x, 0), 
(P, R)(s) =; IEZO @g(sJqxE, 0). (2.9) 
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LEMMA 2.3. (P, R)(s) as defined by (2.9) are continuous in s und con- 
tinuously differentiable except possibly on a countable sequence qf isolated 
values of s. Moreover, for all s, 
(DWx(s)), P(s)> + (Y(S), R(s)) =O. (2.10) 
Proof: The smoothness properties of (P, R)(s) follow at once from 
Lemma 2.2 if we first observe that condition (2.5) is met: 
We obtain (2.10) from conservation of energy and (2.9). 1 
Remark. The fields P(s) are Jacobi fields (see [ 111) along the 
reparameterized geodesic x(s). The field R(s) is a corresponding “variation” 
of the vector y(s)=2(E- W(x(s))) x’(s) (see (2.8)). It is easily shown 
therefore that 
R(s) = -2(P(s), DW(x(s))) x’(s)+ 2(E- W(x(s))) P’(s). (2.11) 
The following standard result is known as the Gauss lemma [ 171 and 
accounts for the appellation orthogonal Jacobi field. 
LEMMA 2.4. Let (P, R)(s) be defined by (2.9) with P(0) = 5, and 
(5, DW(x)) = 0. Then for all s, (P(s), y(s)) =O. The zeroes of P(s) are 
isolated. 
3. Two DEGREES OF FREEDOM 
For systems with two degrees of freedom it is often possible to obtain 
additional information concerning the existence of minimal brake orbits. In 
this section we will analyze a typical situation where such orbits bifurcate 
from a nondegenerate saddle of the potential W as the energy E increases 
past the critical energy E,. The existence, for energy near critical, of a uni- 
que nondegenerate (see Definition 3.1) periodic orbit on each energy sur- 
face.H-‘(E) may be inferred from a result of Moser [12]. However, our 
results also guarantee the persistence of the minimal brake orbit far from 
equilibrium. 
Such orbits have been constructed under more restrictive assumptions by 
different techniques (see [2, pp. 333-3361 and the five hypotheses under 
which these results hold). It turns out that these hypotheses are most often 
satisfied in the neighborhood of a totally degenerate critical point [ 121. We 
combine the weakest of these assumptions (hypotheses 2 and 3 of [2]) with 
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our variational method to analyze the bifurcation mentioned above. This is 
applied to an example studied in [ 31 which is not amenable to the techni- 
ques of [2]. Our results are also applicable to bifurcation from degenerate 
critical points, however, the results of [2] are sharper here in that isolated- 
ness on a large scale is also shown. 
Our results will be used in forthcoming papers to examine hetroclinic 
phenomena in certain systems of two degrees of freedom. 
Let C be a nondegenerate saddle point of the function W, without loss of 
generality we may assume that C is situated at the origin, W(C) = 0, and 
the positive eigendirection of D*W(C) is along the x2 axis while the 
negative direction is along the x, axis. In this case W(x,, x2) = u2x: - 
p,x: + O(3), where O(3) denotes terms of lowest order 3, and pi, ,u2 > 0. 
Define the functions K,(x), K*(X) as 
K,(x)= (-Z(PW(x)) Z.zlW(x), ZDW(x)), 
K*(X) = ( -Z(P W(x)) I. D W(x), D W(x)), 
where Z is the rotation Z= [-y A]. Then 
(3.1) 
(3.2) 
K,(x) -= -(PLz+PI)XLX~+W~) 
8~1~2 
and 
K*(x) 
- = p,x: - u*x: + O(3). 
8~1~2 
Let 66’ denote the unique gradient line of W asymptotic to C along the x2 
axis, and au’ the unique gradient line of W asymptotic to C along the xi 
axis. We denote the unique zero level sets of K, through C by cc’, dd’ and 
the unique zero level sets of K2 through C by ee’, ff’ (see Fig. 3). 
Our results will hold for any energy E > W(C) such that the following 
four hypotheses hold on the manifold N = { W d E}. 
HYPOTHESIS 3.0 (refer to Fig. 3). 
(a) The curve cc’ is to the right of or coincides with the gradient curves 
bb’. K,(x) (see (3.1)) is negative between the curves c and d and positive 
between d and cl. 
(b) The function K*(x) (see (3.2)) is negative between the curves f and 
c, e and cl. 
(c) To the left of bb’, our assumptions ( Wl)-( W4) of Section 1 are in 
force. In particular, there are exactly two unbounded nonintersecting 
branches of aN, denoted by w”,, Wk, respectively, lying to the left of bb’. 
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b W-E 
FIG. 3. Gradient curves and zero level sets of K,, K,. 
(d) There are two trajectories X0, X, with energy E of 
2 = -DW(x) (3.3) 
originating on Wo,, Wk, respectively, and intersecting the critical point C. 
Moreover these trajectories up until their first intersection with C lie in the 
sectors between f and c, e and c’, respectively. 
DEFINITION 3.1. (a) A minimal brake orbit x(t) with period 2T is non- 
degenerate if the linearized equations along x(t) (see (2.2)) have no 2T- 
periodic solution t(t) which satisfies dH(c(t), t(t)) =O, other than those 
solutions linearly dependent upon a(t). 
(b) A one-parameter family of minimal brake orbits is nondegenerate 
if each member is nondegenerate, xcept for possibly a countable, isolated 
subset of the parameter interval. 
THEOREM 3.2. Let W be an analytic potential, and suppose that 
hypothesis 3.0 holds for the manifold with boundary N = { W6 E}, the 
critical point C belonging to the interior of N. Then there exists a minimal 
brake orbit of energy E joining 8N and lying to the left of the gradient line 
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bb’. Moreover, there is a nondegenerate family of such minimal brake orbits 
converging uniformly, as El W(C), to the critical point C. 
Remarks. (1) The geometrical significance of hypotheses (a) and (b) 
was investigated in [2]. Briefly, hypothesis (a) is equivalent to the negative 
gradient field -D W(x) rotating clockwise in the region between c and a! 
Similarly, hypothesis (b) is equivalent to positive curvature of the level sets 
W= E’, W(C) < E’ < E, in the direction ID W, in the regions betweenf and 
e’, e and f'. 
(2) Notice that in contrast to [2, Hypothesis 31, ee’ andff’ need not 
be straight lines. 
(3) As we shall see in the examples, hypothesis (d) may often be 
verified using only continuity in initial conditions, and hypotheses (a), (b). 
The plan for the remainder of this section is as follows. First, we use the 
tools of Section 2 to establish certain disconjugacy results for the orbit 
segments of X0, X, between 8N and C. A slight modification of the techni- 
ques of Section 1 then yields the first conclusion of Theorem 3.2, and the 
final conlusion is obtained using the technique of stretching variables. At 
the end of the section we analyze two examples from the literature. 
The main tool we will use to prove Theorem 3.2 has been introduced in 
Section 2. Wavefront sets for orbits of fixed energy E originating on the 
zero velocity curve { W= E} are, roughly, the locus of points within 
N= ( W< E) equidistant in the Jacobi metric from 8N when measured 
along trajectories x(t) of (3.3). The following result on geodesic parallel 
coordinates along such trajectories follows from standard techniques in dif- 
ferential geometry. We refer the reader to Lemma 2.2 for properties of the 
function g : R x 8N + R. 
Lemma 3.3. Let 4 g(S3X)(x, 0) have no self-intersections for 0 $ s < S1. Let 
x, be a nonstationary curve through x in aN, and let P(s) be the orthogonal 
Jacobi field defined by (2.9). Let S2 > 0 denote the first s value such that 
P(s) = 0. There is some E, > 0 such that (s, E) E (0, S,) x ( -E,, E,) are coor- 
dinate functions in a tubular neighborhood of $g(s,x’(x, 0), where 0 < S, < 
min { S, , S2 >. This tubular neighborhood will henceforth be referred to as the 
tubular neighborhood centered on x(t) = #(x, 0). 
Remark 1. The coordinate lines s= constant are the wavefront sets 
M(s) (see (2.7)), where M = {xc 1 - E, < E -K E,}. The orthogonal trajectories 
to these wavefront sets are the geodesic chords dg(s,XE)(xE, 0). 
Remark 2. We will henceforth choose the positive sense of E in the 
coordinate system of Lemma 3.3, so that (s, E) has the opposite of the usual 
orientation. 
106 DANIEL OFFIN 
For (s, E) as specified in Lemma 3.3, let 
a &I =y(s, El/l Y(S, &)I (3.4) 
be the unit velocity vector of the geodesic #R(s,X~)(~,, 0). Define 6’ as the 
angle u makes with the x1 axis, then 
u(s, E) = (cos(tl(s, E))), sin(&s, E))). (3.5) 
Using (2.9) (2.10), and (3.5) it is easily shown that 
$O)= (Dw,zu) 
[2(E- W)13’2’ 
i!(s,o)= -(RZu) 
[2(E- W)]“2 (3.6) 
where the arguments of the vector fields and functions are S, or qY(x, 0), 
t = g(s, x). 
Depending on the shape of the wavefront set near qY(x, 0), nearby trajec- 
tories will either be focussed or dispersed (see Figs. 4 and 5). The following 
proposition establishes the fact that, between dN and C, the wavefront sets 
along the orbit segments X,,, X, disperse nearby trajectories as in Fig. 5. 
The proof follows after two preparatory lemmas. 
PROPOSITION 3.4. Assume that hypothesis 3.0 holds. The critical point C 
is contained in each of the centered tubular neighborhoods of Xi(t), for 
i = 0, 1. Let (si, Ed), for i = 0, 1, be the coordinate functions of Lemma 3.3 for 
- M(s) 
FIG. 4. Concave wavefront. 
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M(s) 
FIG. 5. Convex wavefront. 
these neighborhoods, with C represented therein by si = S;, gi = 0, respectively. 
Then for i = 0, 1, 
(3.7) 
LEMMA 3.5. Let Q denote that region of N where the inequalities 
K,(x) > 0, K*(x) < 0 (see (3.1), (3.2)) are met. Any trajectory x(t) of (3.3) 
with energy E originating on Wo, n Q satisfies (kXI/&z)(s, 0) < 0, 
FIGURE 6 
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(ZI/as)(s, 0) < 0, as long as x(t) remains within Q n (tubular neighborhood). 
Moreover, if x(t) satisfies the conditions above and exits the region Q at 
s = s*, E = 0, with K, = 0 there, then (%/&)(s*, 0) < 0. 
Proof: By hypothesis 3.0(a), (b), Q corresponds to the interior of the 
region between the curves f and c, and the curve c lying within the 
manifold N (see Fig. 3). 
Centered on the trajectory x(t) with x(0) = x E w”, n Q, we construct the 
tubular neighborhood of Lemma 3.3. We assume that x(t) is represented in 
local coordinates by E = 0, and that x(t) E Q for 0 <s < s*. We will speak of 
a0/& at s=O in the sense that the vector field u and thereby 8 (see (3.5)) 
have well defined one-sided limits at (s, E) as s JO. 
We use the following results from [Z] which depend only on hypotheses 
(a) and (b). Orbits x(t) of (3.1) with energy E traversing the region Q and 
coming to rest on VE have positive curvature [2, Lemma 2.31. Moreover 
these orbits foliate the region Q and intersect transversely the level sets 
W= E’, E’ < E, with W(x(t)) strictly increasing. Finally, the unit velocity 
vector field i/-/I i 1 in this region rotates to the right along the curves W = E’ 
in the direction -ID W(x) [2, Lemma 3.11. Since i/-/I i[ = -u(s, E) this 
implies that u(s, E) also rotates to the right (with fI(s, E) decreasing) along 
the curve W= E’ in the direction -IDW. We wish to recast this infor- 
mation in terms of 0 and E. 
To this end, we observe that E increases in the direction -ID W (see 
Fig. 6). Indeed (u, -D W) > 0 by transversality, and therefore (ZU, 
-ZDW) > 0. Moreover the above condition on the curvature of trajec- 
tories x(t) translates with the help of (3.6) into the inequality 
(Iu, D W) < 0. These facts together imply the situaton, depicted in Fig. 6, 
which we shall employ shortly. 
Suppose now that (#/&)(s,,, 0) = 0, for some 0 d s,, d s*. Without loss 
of generality we may assume that s,, is the first zero of (ae/&)(s, 0) in this 
interval. Then s0 > 0, as follows from the convexity of the level set WOE 
(hypothesis (b)), and, for Ohs< so, (afI/&)(s, 0) < 0. To first order in e, 
u(s(,, E) is stationary along M(s,), and, by virtue of Fig. 6 and the fact that 
atI/& < 0, rotates to the left with e(s, E) increasing in the direction -ID W, 
This, however, contradicts our earlier observation that 0 decreases in this 
direction. Therefore, there are no zeroes of (%/as)& 0), 0 <s < s*, and 
(ae/&)(s, 0) is negative in this interval. m 
There is an analogous result, which we will not prove, for trajectories 
originating on Win Q. Here Q is that region between the curves e and c’, 
including c’ (see Fig. 3). 
LEMMA 3.6. Let @ denote that region of N where the inequalities K, d 0, 
K, <0 are met. Any trajectory x(t) of (3.3) with energy E originating on 
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WLn Q satisfies (8/&)(s, 0) < 0, (aejas)(s, 0) > 0, up until x(t) exists Q, 
with KZ=O, at s=s.+. 
Proof of Proposition 3.4. The trajectories X0(t), X,(t) within the regions 
Q, Q, respectively, cross the level sets W= E’ transversely, E’ < E. This 
precludes self-intersections of X0, X, in these regions. In order to apply 
Lemma 3.3, we need only show that the relevant orthogonal Jacobi fields 
PO(s), P,(s) have no zeroes along the trajectories X0, X, between 8N and 
C. These facts will follow from Lemmas 3.5 and 3.6 and 
(P(s), R(s)) = VE- Wx(t)))(P(s), P’(s)>, (3.8) 
which follows from (2.11) and the fact that P(s) is orthogonal to the vector 
u along x(t). 
Now let Si, for i=O, 1, denote the Jacobi arclength (see (2.3)) of the tra- 
jectory segment X0, Xi, respectively, between 8N and the critical point C, 
and PO(s), PI(s) denote the orthogonal Jacobi fields (2.9) along X0, Xi. Let 
u denote the first zero of PO(s), 0 <u 6 s0 (a similar argument applies to 
A’,). Up until s= o, PO(s) points in the direction Zu,, and for 0 <s < u, 
(R,(s), Zu,) >O by (3.6) and Lemma 3.5. It follows that (P,,(s), 
R,(s)) > 0 in this same interval which, by virtue of (3.9), contradicts the 
fact that o is a zero of PO(s). We conclude that PO(s) has no zeroes in the 
interval 0 d s d sO. 
The conditions stated in the hypotheses of Lemma 3.3 are met for 
0 <s, < gi, i = 0, 1, and we thereby conclude that the critical point C is an 
interior point of each of the centered neighborhoods about X0, X,. The 
inequalities (3.7) now follow from Lemmas 3.5 and 3.6. 1 
We now turn to the formulation of the following variational problem 
(Q)*. This entails specifying an additional constraint besides those implicit 
in the problem (Q). 
For fixed energy E, under hypothesis 3.0, we denote by Z the broken tra- 
jectory along A’, to C then along X, to 3N. Under hypothesis (d), the 
manifold N is disconnected by cutting along f. Let N* denote the closed, 
noncompact component lying to the left and including Z. 
minimize J(c) = {’ (E- W(c))1 ~‘1’ ds 
0 
G-J)* 
over all arcs c: [0, 1 ] + N*, such that 
40) E UIDE, C(l)E Wk. 
LEMMA 3.7. Under hypothesis 3.0, (Q)* has a so&ion c*. This solution 
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is composed of subarcs each of which is a geodesic chord parameterized 
proportional to Jacobi arclength. 
Proof As in the proof of Theorem 1.1 we construct a minimizing 
sequence and use hypothesis (c) to prove that this sequence is sequentially 
compact in the topology of uniform convergence. The functional J(c) is 
lower semicontinuous in this topology and therefore we obtain a solution 
arc c*(s) to the problem (Q)*. Denote the image of C*(T), 0 <T < 1, by c*. 
It is a consequence of Hilbert’s differentiability theorem that whenever 
C*(T) belongs to int N*, there is an open interval u containing T such that 
c* is composed of closed subarcs (possibly infinitely many of them) each of 
which is a geodesic chord parameterized proportional to Jacobi 
arclength. 4 
LEMMA 3.8. Under hypothesis 3.0, the minimizing arc c* is a 
reparameterized brake orbit x(t) of (3.3). Let v be the angle, 0 < v d n, 
between the orbit segments X0, X, at the critical point C. If v < rc, then x lies 
to the left of r. If v = 7c, then x = r as a point set. 
Proof: We let C denote the set of parameter values T, 0 <T < 1, such 
that C*(T) E f. By continuity, C is closed. We will now prove that ,?I is also 
open (rel [0, 1 I). Assume that z. is a boundary point of C, z. # 0,l. Since 
c* intersects 2I in closed subarcs, c*(zJ must fall into one of the categories 
depicted in Fig. 7. 
We can obtain a contradiction in each case by appealing to standard 
techniques in the calculus of variations. Specifically, near the subarc c* n r 
a 
FIGURE 7 
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containing c*(r,,) we can find a nearby arc represented by E = E’ which joins 
c*(r,) to c*(r,), with ti < r0 < t2 (in case (a), E = E’ joins 8N to c*(r,), and 
in case (c) this nearby subarc is a broken geodesic consisting of a0 = E’, 
E, = 6”). By reparameterizing the arc E = E’, between c*(z,), c*(r*), propor- 
tional to arclength we obtain a smaller value of energy, J(c) = S;; 
(E- W(c))lc’I’ds, than the curve c*(r) between c*(r,) and c*(z2)(or 
between aN and c*(r2) in case (a)). Thus a curve near to c* which joins 
VE to Wk, and lying within N *, has a smaller energy J than does c*. This 
is the contradiction we seek. 
Since C is both open and closed (rel [0, l]), either c* = r or else 
c* n r= 4. There are two cases which arise to distinguish between these 
two possibilities. Let v denote the angle at C between the trajectories X0(t), 
X,(t). Then either (a) 0 <v < rc or (b) v = rr. We will now show that in the 
former case c* n f = 4 while in the latter c* = r. 
In case (a), there is a broken geodesic chord which joins aN, which lies 
to the left and arbitrarily close to r, and which has strictly smaller energy 
when compared to the energy of the parameterized curve represented by r. 
In this case, therefore, c* n r= 4. 
In case (b), the curve r has no corner at C and when properly 
parameterized has minimal energy amongst nearby curves joining aN. 
Indeed the wavefront sets along r, M’(s), M’(s) originating on w”,, Wk. 
respectively, meet tangentially at C with 0, - 8, = rt there. Moreover by vir- 
tue of Lemmas 3.5 and 3.6, P(s) meets M’(s) in a strictly convex fashion 
at C, 8, - 19, decreasing with increasing co and increasing with E,. Thus 
there is a field of broken extremals surrounding r, each orthogonal at its 
endpoins to aN, and each broken extremal having a strictly larger value of 
the energy J (see (1.2)) than does r. Hence by standard techniques in the 
calculus of variations [ 19, Chap. l] the curve r when properly 
parameterized affords a local minimum for J. 
In all cases, therefore, the minimal arc c* may be reparameterized as a 
brake orbit of (3.3). 1 
Proof of Theorem 3.2. The conclusions of Lemmas 3.7 and 3.8 give the 
existence, for each energy E such that hypothesis 3.0 holds, of a minimal 
brake orbit satisfying the conditions of Theorem 3.2. We will show the 
existence of a nondegenerate family, Definition 3.1, bifurcating from the 
critical point C. To this end we employ the technique of stretching 
variables. 
We consider the noncanonical transformation x=6x’, y = 6y’, which 
transforms the Hamiltonian H into H’(x’, y’) = ( 1/d2) H(~x’, 6y’), and the 
Hamiltonian equations for H into a corresponding system of Hamiltonian 
equations for H’. The flow of H’ on a level surface (H’) -’ (E) is equivalent 
to the flow of H on the level surface HP ‘(d2E). We drop the primes and 
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observe that, by virtue of the assumptions concerning the critical point C 
and the eigendirections of D2 W(C) laid out in the beginning of this section, 
H(x,y)= I y12+ (D2W(0)x,x)+60(3) 
= 1 y(2+~,x:-~t,x:+60(3). 
We shall examine the case where 6 = 0 first and show that a nondegenerate 
minimal brake orbit persists under perturbation of 6 > 0. 
For 6 = 0, the Hamiltonian equations reduce to 
j;-1 =Plxl, ji2 = -&X2, P,112>0, 
with W,=p,xs-p,xf satisfying hypothesis 3.0. Indeed the zero level sets 
of K,, K, are the coordinate axes and the lines x2 = + [p2/pI] “’ x,, 
respectively, while the x2 axis is the union of the gradient lines asymptotic 
to the origin. This covers hypotheses 3.0(a), (b). For hypothesis 3.0(d), X,,, 
Xi lie along the x2 axis thus coinciding with the zero level set of K,. To 
verify hypothesis 3.0(c), we observe that the level sets ( W,)“,, (W,); are the 
upper and lower branches respectively of the hyperbola p2x; -p, XT = E, 
and (-D We(x), (xi, 0)) = 2p,xf can be bounded away from zero by 
restricting (xi, x2) EA, n N for any r > 0. Thus last remark implies that 
hypothesis (W3) holds, analogous to the remark following Theorem 1.1. 
The portion of the x2 axis satisfying p2xi d E is a minimal brake orbit 
for any energy E as readily follows from an application of Lemma 3.8 with 
v = ‘II. This orbit is nondegenerate (Definition 3.1) by a direct calculation of 
the Floquet multipliers. The existence of a unique periodic orbit near the x2 
axis is guaranteed for 6 > 0 by Poincare continuation. We want to identify 
this orbit as a minimal brake orbit. To this end we examine the wavefront 
sets along the x2 axis projected down from the energy surface H-‘(E). If 
M(s) originates on (W,)“, and M’(s) on (W,);, then M’(S) meets M’(s) 
at x2 = 0 tangentially and in a strictly convex fashion (when 6 = 0). We 
have described this situation in the proof of Lemma 3.8 by measuring the 
angle 8, - 0i along M”(s) with increasing E,. Then 8, - 8, crosses 
8, - 8, = rr transversely at co = 0, with B0 - 8, increasing as .sO LO. This 
transverse crossing persists under perturbation of 6 > 0, and guarantees 
that the unique minimal brake orbit also persists and remains non- 
degenerate. 
4. EXAMPLES 
EXAMPLE A. Consider W(x) = f(xf + x:) - x,x:. This potential has 
nondegenerate saddle points at C* = f( 1, f &) each with energy E, = +. 
PERIODIC ORBITS IN CLASSICAL MECHANICS 113 
Periodic orbits bifurcating from the critical point (x,, x2) = (0,O) have 
been studied in [3]. Moser’s result [ 121 guarantees the existence of hyper- 
bolic periodic orbits near the critical points C*, but the authors of [3] 
mention that the techniques of [2] are inapplicable regarding the question 
of continuation of these orbits. We will verify that this potential satisfies 
hypothesis 3.0 and thereby conclude that existence of minimal brake orbits 
K* for all energies E> $ is assured (see Fig. 8). These minimal brake orbits 
for energies near critical will coincide by uniqueness with the orbits guaran- 
teed by Moser’s result. 
We will verify hypothesis 3.0 for the critical point C+, the verification for 
C- will be identical by symmetry. Fix an energy E> $. We consider first 
the hypotheses (Wl )-(W4) of Section 1. The equipotential curves W’& WL 
are drawn in Fig. 8 together with the critical level sets. By inspection of 
these level sets, hypotheses (Wl), (W2) are met. (W3) will be verified by 
showing that ( - DW(x), x) > 0 outside of a ball of large radius (see the 
remark following Theorem 1.1). To this end we observe that 
(-OH’(x), x) = -2W(x,, x,)+x,x :. We now restrict x = (x,, x2) so that 
x E A, n N, where Y is large enough so that x, > t, and x: > 8E (see Fig. 8). 
Therefore for x so restricted, ( - DW(x), x) 3 -2E + x:/4 > 0. The 
hypothesis (W4) is satisfied since 1 DW(x)J --t + cc as 1 x 1 -+ co. This verities 
hypothesis 3.0(c). 
Turning to the remaining hypotheses of 3.0, we first identify the curves 
aa’,..., ff’ of Fig. 3. We calculate from (3.1) and (3.2) K,(x) = 
FIGURE 8 
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2x,[x~-2x~][1+x~-x,]andK,(x)=(2x,-1)[3x~-x~-x~].Thezero 
level sets of K,(x) through C+ are the line x2 =4.x, and the parabola 
xi + x, - 1 = 0, corresponding to dd’ and cc’, respectively. Since x2 = ,/5x, 
is a gradient line for W as well, aa’ coincides with cc’. The zero level sets of 
K2(x) through C+ are the line 2x, - 1 = 0 and the upper branch of 6x: = 
1 + [ 1 + 12x:]“2, corresponding to ee’ andff’, respectively. Since these are 
the only zero level sets of K,, K,, hypotheses (a) and (b) of 3.0 are fulfilled 
provided that the parabola xz + x, - 1 = 0 lies below, in Fig. 8, the gradient 
line bb’ asymptotic to C+. To see that this is so, let i, i be the usual unit 
vectors in the plane. Then [ = i + 2x,j is the unit normal vector to the 
curve xi + x, = 1 pointing outwards from the origin. On this curve, 
-D W(x). < = -4x: + 4x, - 1. This quadratic has a repeated root at x, = +, 
and therefore along the curve x: +x1 = 1, -D W(x). [ < 0 except for 
isolated zeroes at C’. This gives the desired result. The geometry of the 
gradient curves forces the parabola xi +x, = 1 to lie below the gradient 
curve bb’ in Fig. 8, except at the critical point Cf. 
Turning to (d) of hypothesis 3.0, the existence of trajectories X0, X, of 
(3.3) with energy E joining W’& Wk to C+ is established using the follow- 
ing argument. First we observe that all trajectories of (3.3) with energy E 
originating on dN must intersect transversely one of the gradient lines 
x2 = &fix]. Indeed any trajectory of (3.3) tangent to one of these lines 
must coincide with this line. Moreover, there are such trajectories inter- 
secting x2 = &fix, transversely, namely, the trajectories which fall along 
the gradient lines x2 = 0. The existence of trajectories X0, X, of energy E is 
immediate by continuity in initial conditions. We need only show that X,, 
X, lie to the left of bb’ up until their first intersection with C+. This is 
taken care of for us by the following lemma. 
LEMMA 4.1. Hypothesis (d) of 3.0 follows from existence of X,,, X, and 
(a), (b) of hypothesis 3.0. 
ProoJ: Let x(t) be a trajectory of (3.3) with energy E, originating on 
8N. Then the sign of the curvature of x(t) is the same as the sign of 
K,(x(t)) up until K,(x(t)) changes sign [2, Lemma 2.31. Let x(t) denote 
either X0 or X,. We will show that x(t) cannot originate on BN to the right 
of bb’ (Fig. 3) and cannot intersect bb’ transversely before intersecting C. 
Suppose first that x(t) originates on aN to the left of bb’, or possibly on 
bb’ itself if bb’ is a straight line. If x(t) intersects bb’ transversely before 
inersecting C then there will be a last gradient curve lying to the right of 
bb’ and above a’ which is intersected by x(t). However, this would not be 
possible in light of the direction of the acceleration field -D W(x) in this 
region. Now suppose that x(t) originates on 8N to the right of bb’. We will 
show again that x(t) must intersect a last gradient curve in the region to 
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the right of the curve cc’. If, for example, x(t) originates on 8N to the right 
of cc’ this must be true due to the positive curvature of x(t). On the other 
hand if x(t) originates between b and c, for example, it has negative cur- 
vature up until it intersects the curve c. This intersection must be transverse 
due to the curvature of x(t) and therefore again x(t) finds itself intersecting 
a last gradient curve lying to the right of c. As before, this is impossible. 
Therefore x(t) originates on 8N to the left of bb’ and due to the negative 
curvature of x(t) satisfies the conditions of hypothesis (d) of 3.0. 1 
EXAMPLE B. Consider W(x) = 4(x: + xi) - 4x:x:. Again this example 
has been studied in [2, 31, where it is shown that W has a critical point at 
the origin and four symmetrically placed saddle points at (xi, x2) = 
( f 1, + 1 ), each lying on the level sets { W = i>. The four branches of 8N for 
E > 4 and the critical level sets are sketched in Fig. 9. 
Moser’s result [ 121 applies, and the existence of four hyperbolic periodic 
orbits near the critical points (x, , x,)= (+ 1, f 1) for energies E close to i 
may be inferred. In this case the techniques of [2] apply in the energy 
range f < E < 4. We will show that this potential satisfies hypothesis 3.0 at 
all energy levels E > i and infer from Theorem 3.2 the existence of four 
symmetrically placed minimal brake orbits rc,, rccz, ~, rc4 (see Fig. 9) for all 
energies E > i. 
The verification of hypothesis 3.0 may be carried out for the critical 
point (- 1, 1) paralleling those arguments of Example A. The remaining 
critical points are identical due to the 71/2 rotational symmetry. The level 
curves w”,, Wi are labelled in Fig. 9, along with the gradient line aa’ 
through the critical point (1, - 1). To the left of ( - 1, 1) in the direction 
-i +j there are two unbounded branches of IAN, fulfilling (Wl), (W2). To 
FIGURE 9 
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verify (W3) we use the remark following Theorem 1.1 and observe that 
(--ON’(x), x) = -2W(x,, x2) +x:x: can be made positive by restricting 
(x,, X~)E Nn A, for some suitable r >O (see Fig. 9). The functions K,(x), 
K2(x) (see (3.1), (3.2)) are 
K,(x) =x,x,(x; -x:)(3 -XT -x; - x:x;,, 
&(x)=(1 -2W(x~,x;))(2x:x;+x:+x;). 
Hypotheses (a), (b) of 3.0 are met provided that the curve cc’ whose coor- 
dinates satisfy X: + xz + x:x: = 3 lies below the gradient curve bb’ in Fig. 9. 
We compute the outward normal i for cc’. [ = (2x, +2x,x:) i+ 
(2x, + 2x,x:)j. Then ( -OR’(x), [) = 2(x: + x:)(x: + xi - 1). Therefore on 
the curve cc’, ( -DW(x), [) vanishes only if x:x: = 1 and x: + xz = 2. This 
occurs precisely if x1 = f 1, x2 = + 1. Therefore along the curve cc’, 
( -D W(x), 0 < 0 except at the four saddle points of W. This implies from 
the geometry of the gradient curves that cc’ indeed lies below 66’ in Fig. 9. 
We observe that those trajectories of (3.3) with energy E and lying along 
the coordinate axes x2 = 0, x, = 0 originate on w”,, Wk, respectively, and 
intersect transversely the gradient line au’. The argument presented in 
Example A goes through exactly as before to prove the existence of trajec- 
tories X0, X, intersecting (- 1, + 1). Invoking Lemma 4.1 we verify (d) of 
hypothesis 3.0. 
REFERENCES 
1. G. D. BIRKHOFF, Dynamical systems, Amer. Mafh. Sot. Colloq. Publ. 9 (1966). 
2. R. CHURCHILL, G. PECELLI, AND D. ROD, Isolated unstable periodic orbits, .I. Differential 
Equations 17 (1975), 329-348. 
3. R. CHURCHILL, G. PKELLI, AND D. ROD, A survey of the Henon-Heiles Hamiltonian 
with applications to related examples, in “Como Conference Proceedings on Stochastic 
Behavior in Classical and Quantum Hamiltonian Systems” (G. Casati and J. Ford, Eds.), 
Lecture Notes in Physics, Vol. 93, pp. 76-136, Springer-Verlag, New York/Berlin, 1979. 
4. F. CLARKE, A classical variational principle for periodic Hamiltonian trajectories, Proc. 
Amer. Math. Sot. 76 (1979). 186188. 
5. C. CONLEY, On the ultimate behavior of orbits with respect o an unstable critical point. 1. 
Oscillating, asymptotic, and capture orbits, J. Differential Equations 5 (1969), 136-158. 
6. I. EKELAND, Une theorie de Morse pour les systemes Hamiltonians convexes, Ann. Insr. H. 
Poincar&. Anal. Non LinPaire 1 (1984). 
7. H. GLUCK AND W. ZILLER, Existence of periodic motions in conversative systems, in 
“Seminar on Minimal Submanifolds (E. Bombieri, Ed.), Annals of Mathematics, Prin- 
ceton Univ. Press, Princeton, N.J. 1983. 
8. M. HESTENES, “Calculus of Variations and Optimal Control Theory,” Wiley, New York, 
1966. 
9. H. HOFER AND J. TOLAND, Homoclinic, heteroclinic, and periodic orbits for a class of 
indefinite Hamiltonian systems, Math. Ann. 268 (1984), 387403. 
PERIODIC ORBITS IN CLASSICAL MECHANICS 117 
10. H. HOFER AND J. TOLAND, Free oscillation of prescribed energy at a saddle point of the 
potential in Hamiltonian dynamics, Derft Progr. Rep. in press. 
11. J. MILNOR, “Morse Theory,” Princeton Univ. Press, Princeton, N.J., 1963. 
12. J. MOSER, On the generalization of a theorem of A. Liapounov, Comm. Pure Appl. Math. 
11 (1958), 257-271. 
13. D. OFFIN, “An Index Theory for Periodic Orbits in Hamiltonian Sysems,” Ph. D. thesis, 
University of Calgary, Calgary, Alberta, Canada. 
14. P. RABINOWITZ, Periodic solutions of Hamiltonian systems: A survey, SIAM .I. Math. 
Anal. 13 (1982), 343-352. 
15. D. ROD, G. PECELLI, AND R. CHURCHILL, Hyperbolic periodic orbits, J. Differential 
Equations 24 (1977), 329-348. 
16. H. SEIFERT, Periodische bewegungen mechanicher systeme, Mufh. Z. 51 (1948), 197-210. 
17. S. STERNBERG, “Differential Geometry,” Chelsea, New York, 1983. 
18. A. WEINSTEIN, Periodic orbits for convex Hamiltonian systems, Ann. of Murh 108 (1978), 
507-518. 
19. L. C. YOUNG, “Lectures on the Calculus of Variations and Optimal Control Theory,” 
Chelsea, New York, 1980. 
