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INTRODUÇÃO 
Em análise de sobrevivência e confiabilidade existem algumas situações de 
teste de vida onde as falhas das unidades experimentais podem ocorrer devido a uma 
dentre k causas de falha. Nestas situações, frequentemente chamadas de problemas de 
riscos competiti11os, observa~se de cada unidade o par (T, I), onde T é o tempo de vida e 
I a correspondente causa de falha. Uma abordagem muito utilizada desse problema (Cox 
(1959), Moeschberger e David (1971), Gail (1975), dentre outros), associa à i-ésima 
causa um tempo de falha latente (ou teórico) T;, i= 1, 2, ... , k. Assim, o tempo de vida 
observado de uma unidade é então T= min(T1 , T 2 •••. , Tk) c a causa de falha é o valor 
de i tal que T;= min(T1, T 2, ,,, T,), 
Tais problemas de nscos competitivos também podem surgir eiil 
experimentos de testes acelerados industriais, onde as unidades são expostas a condições 
mais severas do que as de uso normal para a redução do tempo de teste e custos. Nesses 
casos, além do par (T. I), outras informações são disponiveis, tais como variáveis 
concomitantes, denominadas "stress", que descrevem as diferentes condições nas quais o 
experimento foi conduzido. 
Comumente suposta na literatura, a independêncitt das causas de falha não é 
realistica crn diversos problemas de análise de sobrevivência e confiabilidadc. Portanto, 
é desejável um modelo que permita incorporar tal dependência. No contexto df' umn 
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única causa ou de k causas supostamente independentes, o modelo \i\f eibull (e também o 
exponencial) tem encontrado considerável aceitação na modelagem de tempos de vida. 
Assim, pode ser razoável desenvolver procedimentos de estimação no contexto de riscos 
competitivos dependentes para algum modelo multivariado cujas distribuições marginais 
são Weibull (ou exponenciais). 
O objetivo desta dissertação é desenvolver modelos paramétricas dependentes 
com distribuições marginais Weibull (ou exponenciais) para testes acelerados em 
problemas de riscos competitivos com causas de falha dependentes. 
_t.;"o Capitulo 1 primeiramente são introduzidas algumas notações e conceitos 
básicos de distribuição de tempo de vida; a seguir, é feita uma revisão dos modelos de 
regressão paramétricas mais utilizados. Ainda neste capitulo, é apresentada a teoria de 
testes acelerados. No Capitulo 2 são feitas revisões da teoria de riscos competitivos e dos 
conceitos básicos de confiabilidade e sobrevivência estendidos a riscos competitivos. Os 
modelos independentes e bivariados dependentes com marginais Weibull são utilizados 
em experimentos de testes acelerados no Capitulo 3, no contexto de riscos competitivos. 
No Capitulo 4 é investigado o modelo bivariado de Sarkar com marginais exponenciais, 
para testes acelerados no contexto de riscos competitivos. Finalmente, no Capitulo 5 são 
apresentadas aplicações lluméricas ilustrativas dos modelos estudados nos Capitulas 3 e 
4. 
CAPÍTULO 1 
MODELOS DE REGRESSÃO PARAMÉTRlCOS PARA TESTES ACELERADOS: 
CONCEITOS BÁSICOS 
1.1 - INTRODUÇÃO 
' A análise estatística de dados de tempo de vida tem sido realizada em 
estudos de diversas áreas especialmente em engenharia e ciências biomédicas, de forma 
que os objetos em estudo não precisam ser necessariamente organismos vivos (embora 
eles possam ser). Eles podem ser objetos inanimados, por exemplo, artigos produzidos 
em massa tal como lâmpadas elétricas, componentes elétricos ou vários tipos dt> 
equipamentos, com falha significando inabilidade para desempenhar urna função 
especifica. Esses dados de tempo de vida frequentemente apresentam uma caracteristica 
que causa problemas especiais para a sua análise e portanto requerem os métodos 
esta.tisticos especializados desenvolvidos em análise de sobrevivência e confiabilidadc. 
Esta cara.cteristica é conhecida. como censura e surge em determinadas sit.ua.çõeR quando 
não é possivel esperar que todas as unidades experimentais em teste falhem e é 
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necessário que o cxperiment,o se encerre num determinado tempo fixo, ou ainda, que ele 
se encerre depois que um certo número de falhas tenha ocorrido. Essas unidades que 
sobrevivem ao tempo fixo ou a um certo número de falhas chamam-se Dados 
Censurados e os correspondentes tempos. Tempos de Censura. Uma razão importante 
para especializar métodos estatisticos para dados de tempo de vida é a necessidade de 
acomodar a censura aos dados, uma vez que esta não é utilizada na análise clássica pois 
usualmente sua presença complica a distribuição teórica dos estimadores até mesmo 
quando o mecanismo de censura é simples. 
~ Na indústria, mais precisamente na análise de conflabilidade de componentes 
manufaturados tais como, dispositivos elétricos, eletrônicos ou mecânicos, os resultados 
de interesse são: o percentual de falhas num determinado tempo t e algum percentil de 
vida sob condições normais de operação. Para estimá-los realiza-se um experimento de 
forma a se obter uma amostra de tempos de vida. No entanto, devido a alta 
confiabilidade dos atuais componentes, encontram-se dificuldades na obtenção de uma 
quantidade razoável de dados quando as condições de operação (ou stress) se aproximam 
das normais. Estes são então forçados a falhar mais rapidamente através de testes sob 
condições muito mais severas do que as condições pretendidas. Dessa forma, o tempo 
para a realização do experimento bem como seus custos são reduzidos. Tais testes são 
chamados Testes Acelerados. Os resultados obtidos nessas condições são então 
extrapolados para condições normais de forma a se obter uma estimativa da distribuição 
de vida sob essas condições. Nesses testes qualquer um dos mecanismos de censuras 
podem ser usados. 
Este capitulo tem como objetivo introduzir os conceitos básicos necessários 
para o desenvolvimento dos demais capitulas. Na seção 1.2 são explicados os tipos dC' 
censura e na seção 1.3, conceitos básicos de distribuições de tempo ·de vida e alguns 
modelos paramétricas continuas que serão utilizados neste e em capitulas posteriores são 
apresentados. Métodos assintóticos para estima..çã.o e testes de hipóteses são introdm~idos 
na secão 1.4. Na secão 1.5 são apresentados procedimentos gráficos para verificação do 
. . 
modelo assumido. Na seção 1.6 sào abordados os modelos de regressão paramétricas, e 
finalmente, na secão 1. 7 é apresentada a teoria de testes acelerados. 
' 
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1.2- TIPOS DE CENSURA 
Formalmente, uma observação pode ser censurada à direita ou à esquerda. É 
dita censurada à direita em L se o seu tempo de falha não é conhecido mas somente que 
é maior ou igual a L. Similarmente, é dita censurada à esquerda em L se é apenas 
sabido que o seu tempo de falha é menor ou igual a L. A censura à direita é muito mais 
comum em dados de tempo de vida e é referida simplesmente por "censura". Somente a 
censura à direita será discutida aqui embora muitas das idéias transferem-se de forma 
óbvia para o caso de cemura à esquerda. Dessa forma, quando uma unidade tiver seu 
tempo de vida censurado em L, chamaremos L o seu tempo de censura. 
Os tipos de censura mais comumente encontrados nos estudos em geral são as 
censuras alearórias, do Tipo I, Tipo II c Progressivas. Considerando n o número de 
unidades em estudo e supondo Y i o tempo de vida associado a cada uma das unidades, 
tem-se que: 
a} Censura Tipo [; 
Algumas vezes o& objetos de um experimento são observados por um perlodo 
de tempo fixo de forma. que o tempo de vida dos mesmos serão conhecidm; exatamente 
somente se forem menores do que um valor pré-fixado. Seja ri, i= 1, 2, ... , n, o tempo 
de seguimento pré-fixado para cada objeto em estudo: 
Se ·yi ~'i ocorre a falha e se Y; >ri ocorre a censura tipo L 
Quando os r;, 1= 1, 2 .... , n, são iguais, ou seja, os n itens entram simultaneamente no 
estudo. as censuras são chamadas Censuras Simples do Tipo li e quando estes são 
diferentes, no caso dos itens entrarem no estudo em tempos diferentes, as censuras são 
chamadas Múltiplas do Tipo L As figuras 1.1a e 1.1b ilustram a.s diferenças entre 
ambas. 
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' ' . ' .. ' o o ' • ' o ' o o 
TEMPO r 
..... 0 
do 
e5!uli~ 
TEMPO 
Figura LI: Censuras Simples do Tipo I (s.), Censuras Múltiplas do Tipo I (h) 
(I falh&, I censura)· 
r 
términ~ 
do 
·~"' 
Assim. os tempos de vida dos itens podem ser representados pelo par (T;: 6i), onde: 
e 
se falha 
se censura. 
A censura Tipo I é muito comum na prática. Por exemplo, num teste de vida 
de componentes mecânicos ou eletrônicos, pode-se decidir terminar o teste em uma. data 
na qual nem todos os tempos de vida dos componentes são conhecidos. Nesse tipo de 
experiment-o. 
- o tempo de término do estudo é fixo e 
- o número de falhas é aleatório. 
b) Censura Tipo IL 
Esse tipo de censura ocorre, por exemplo, quando n unidades são obsen-adas 
até que ocorra a falha de r delas (r::; n). As restantes (n-r) são chamadas censuras do 
tipo Il. O teste termina quando a r-ésima unidade falhar. Portanto, na amostra de n 
tempos de vida Y1 • Y2 , Y n• r deles são tempos de falha e n-r de censura. Esse 
esquema reduz o tempo de teste, uma vez que um tempo muito longo poderia ser 
necessario até que todas as unidades falhassem. 
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Uma generalização desse tipo de censura é a censura Tipo II Progressiva. 
Kesta observam-se r 1 falhas numa amostra de n unidades; então n1 das n-r1 unidades 
que não falharam são removidas do experimento, restando n-rcn1 unidades ainda 
presentes. Quando mais r2 unidades falharem, n 2 das unidades que ainda não falharam 
são removidas c assim por diante. O experimento termina após uma série pré-
estabelecida de repetições deste procedimento. 
Se todas as unidades são colocadas em teste simultaneamente ocorrem as 
censuras simples do tipo Il. Caso contrário. ocorrem as censuras múltiplas do tipo IL As 
mesmas encontram-se ilustradas nas figuras 1.2a, 1.2b e 1.2c. 
~este tipo de experimento, ao contrário da censura do tipo I, tem-se: 
- o tempo para término do estudo aleatório e 
- o número de falhas fixo. 
Segundo Nelson (1990, pag13), esse tipo de censura e mais comum na teoria 
pois é matematicamente mais tratável do que os demais esquemas de censura. 
(•) 
' ' ' . ' ' .. ' ' ' • ' 1 o ' 
mwo 
""" n::o6 r=4 n= 6 r= 4 
(b) 
~ ~·1------­, 
, 
TEMPO 
(') 
n= 6 r 1= 2 n 1= 2 r2= 1 n2= I 
Figura 1.2: Censoras Simples do Tipo ll (a), Censuras Múltiplas do Tipo II (b), CellKIIrall Progn:ssivas do Tipo II (c) 
( x falha, I cewrura) · 
c) Censura Aleatória: 
Para essf' esquema de censura. assume-se que o tempo de censura ri. 
I= 1. 2 ..... n. para a i-ésima unidade é uma variável aleatória continua com funçóes 
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de sobrevivência e de densidade G;(t) e g;(t), respectivamente. Além disso, assume-se 
que r1, r 2, ••. , rn são estocasticamente independentes uns dos outros e dos tempos de 
falha Y1 , Y21 ••• , Yn (comumente denominada censura independente). Por exemplo, em 
um ensaio clinico os pacientes podem entrar no estudo de uma forma aproximadamente 
aleatória de acordo com seu tempo de diagnóstico. As censuras podem ocorrer devido às 
seguintes situações: 
- término do estudo, 
- o paciente não retorna ao tratamento e a observação é perdida, 
- o paciente é retirado do experimento devido ao efeito negativo do 
tratamento. 
Note que esse modelo de censura aleatória possui como caso especial a censura Tipo I. 
Para cada item observa-se, como na censura do Tipo 1: 
e 
se falha 
se censura. 
d} Censura ProgressifJa: 
Nesse esquema, consideram-se que r1 , r 2 , ..• , r m são os tempos de censura 
fixos nos quais um número fixo de unidades c1, c2, ... ,em são removidas do teste. No 
tempo rm, ou um número fixo de em unidades são removidas do teste ou o teste termina 
com um número aleatório de em unidades ainda funcionando. Este procedimento 
também é muito comum na área industrial. 
1.3 -CONCEITOS BÁSICOS DE DISTRJBUICÃO DE TEMPO DE VIDA 
Considere uma variável aleatória continua não-negativa T, representando o 
tempo df' vida de um individuo ou dispositivo de uma população homogênea. A 
distribuição de probabilidade de T pode ser especificada de várias formas, três das quais 
são particularmente úteis em aplicações na sobrevivência: a Função de Densidade, a 
Funcão de Sobrevivência e a Fundio Risco. 
, . 
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A Funcão de Densidade é definida por: 
f(t) - 1. P(t < T<t+ dt) 0 
- rm d , <t<oo. 
dt-+0 t 
A probabilidade de um individuo sobreviver ao temJXl t é dada pela Função 
de Sobrevivência: 
S(t)= P(T 2: t)= rf(x) dx. (1.3.1) 
Em alguns contextos, especialmente aqueles envolvendo tempos de vida de itens 
manufaturados, S(t) é chamada Função de Con.fiabilidade. Note que S(t) é uma função 
continua monótona decrescente com S(O)= 1 c S(oo)= lim S(t)= O. Reciprocamente, 
Hoo 
f(t)= -~(t). (1.3.2) 
A Fun«;ão Risco que especifica a taxa instantânea de falha em T= t, 
condicionada à sobrevivência ao tempo t é definida como: 
( )- 1. P(t < T<t+ dtj T > t) 1. P(t < T<t+ dt) >.t-J~ dt J~ dt P(T2:t) 
= lim [P(T2t) · P(T2t+ dt)j âS(t) 1 _ f(t) 
dr->0 dt S(t) -iit S(t)- S(tr (1.3.3) 
Em particular, ,\(t) dt é a probabilidade aproximada de fa.lha ern [t, t+ dt) dado que 
sobreviveu a t. 
As funções f(t), S(t) e ,\(t) fornecem espe-cificações matematicamente 
equivalentes da distribuição de T. Expressões para S( t) e f( t) são facilmente derivadas 
em termos de ,\(t). Das expressões (1.3.2) e (1.3.3) tem-se que 
>.(x)= - ff)n S(x). 
Assim, 
' f' ln S(x) I = - >.(x) dx, o o 
e desde que S(O)= L encontra-se: 
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( 1.3.4) 
Para alguns propósitos é útil definir a Função Risco Acumulada, a qual é expressa por: 
H(t)= J>(x) dx. (1.3.5) 
Consequentemente, 
S(t)= exp[-H(t)]. 
Finalmente, em adição a (1.3.4), segue imediatamente de (1.3.3) que: 
f(t)= A(t) S(t)= A(t) exp[- J>(x) dx J (1.3.6) 
Desde que a taxa de falha .\(t) varia com o tempo, é útil definir um único 
número médio o qual represente o comportamento da taxa de falha sob um intervalo de 
tempo. Urlla forma natural de definir uma Taxa de Falha Média (AFR) entre o tempo 
t 1 e t 2 é integrar a taxa de falha sob o intervalo e dividir por t 2 - t 1 . Isto él 
f'' A(t) dt 
AFR(t1 ,t2)= ---'11 -,1--,c1--
' I 
In S(t1 )-ln S(t2 ) 
t2-tl 
Se o intervalo de tempo é de O a t, a AFR simplifica-se a 
AFR(t)= In S(t) 
t 
(1.3.7) 
(1.3.8) 
A f( t) e a S( t) são representações comuns da distribuição de um variável 
aleatória. A função risco e uma caracterização ma1s especializada, mas c 
particularmente útil na modelagem de dados de sobrevivência. Frequentementf' em 
aplicações. tem-se disponivel a informação de como a taxa de falha muda. com o tempo. 
Esta informacào pode ser usada para modelar .\(t) f" facilmentP traduzida em 
implicações para S(t) e f(t) usando as fómulas acima. Por exemplo, na modelag·em da 
idade na morte de populações humanas, _>,( t) é inicialmente grande devido à mortalidade 
por doenças infantis. Este é seguido de um periodo de relativamente baixa mortalidade 
depois da qual a taxa de mortalidade cresce muito rapidamente. Eru outras aplicacões, 
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riscos monotonicamente crescentes ou decrescentes podem ser sugeridos. Modelos com a 
funcào risco constante são importantes e têm uma estrutura particularmente simples. 
Tal informação qualitativa sobre Ã( t) é frequentemente útil na seleção de uma familia 
de modelos de probabilidade para T. A seguir, para fins de ilustração consideram-se as 
seguintes distribuições: 
a) A Distrihui<:ã<> Exponencial 
A distribuição exponencial tem sido amplamente usada em estudos sobre 
temJXls para falha de itens manufaturados e em pesquisas envolvendo tempos de 
sobrevivência ou remissào de doenças crônicas. A distribuição é caracterizada por uma 
função risco constante 
À(t)= À, t :>O, I 1.3.9 J 
onde >.>0. A taxa de falha instantânea é independente de t. o que significa que a chance 
de falha em um intervalo de tempo de comprimento especifico não depende do tempo 
que o objeto tenha permanecido no ensaio (propriedade da Falta de Memória da 
Exponencian. A S(t) e a f(t) são obtidas de (1.3.4) e (1.3.6) e são, respectivamente, 
S(t)= exp( -Àt) e f(t)= À exp( -Àt). (1.3.10) 
No caso particular onde >.= 1 a distribuição é chamada exponencial padrão. A figura 1.3 
fornece um esboço das funções >.(t}, f(t) e S(t) para..\= 1. 
•o r--------------
A(') 
,l_ ______ l_ ______ l_~====f:::~~~·~l±~~s~(•~l----
2 3 4 
Figura 1.3: Fun<foo Risco, Fun;âo de DernUdad.e e Fun<;ão de Sobrevivência. plll"a o Modelo Exponencial Padrão. 
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O (100P)-ésimo percentil dessa distribuição é dado por: 
ln(l-P) 
tp:::- ). . (1.3.ll) 
h) A Distribuição Weihull 
A distribuição V\leibull é talvez o modelo de distribuição de vida mats 
amplamente usado. Sua aplicação em conecção com tempos de vida de vários tipos de 
itens manufaturados, tais como: válvulas eletrônicas (Kao, 1959), rolamentos (Lieblein e 
Zelen, 1956) e isolamentos elétricos (Nelson, 1972), tem sido amplamente defendida 
(Weibull, 1951; Berretoni, 1964). É também amplamente usada em aplicações 
biomédicas. Por exemplo, em estudos sobre o tempo para a ocorrência de tumores em 
populações humanas (Whittemore e Altschuler, 1976) ou em animais de laboratório 
(Pike, 1966; Peta et al, 1972) e em muitas outras situações. Essa distribuição tem uma 
função risco da forma: 
(1.3.12) 
onde o:>Ü, ó>Ü são parâmetros de escala e de forma, respectivamente. Este modelo 
indui o modf'lo exponencial como caso particular onde a= ). e b= 1. A forma da função 
de densidade Wcibull depende do valor de ó, por isso, ó é chamado parâmetro de forma. 
De (1.3.4) e (1.3.6) obtem-se: 
S(t)=exp[-at8], t>Ü (1.3.13) 
e 
f(t)= 6 t 6- 1a exp[ -a t 8], t>O. ( 1.3.14) 
Os valores tipicos de ó variam de caso a caso, mas em muitas situações distribucionais. f, 
na variação de 1 a. 3 parece apropriada.. A figura 1.4a mostra a forma da densidade para 
a= 1 e vários valores de fi. A figura. 1.4b apresenta as correspondentes funções risco. É 
possível notar que o risco é monotonicamente decrescente para. b< 1, crescente para b> 
1 e constante para b= 1. O (lOOP)-ésimo percenti1 da Weibull é dado por: 
(1.3.10) 
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~·) 
' 
3 4 
'" 
5 D 1.5 
'(i) 
' 
6" 1.0 
5- 0.5 
' 
3 4 
Figura 1.4: Funções de Densidade WeibuU (a) e Funções Risco (b) pan~. a= 1 e li= 0.5, LO, L5, e 3.0. 
c) A Distribuição Valor Extremo 
Esta distribuição é também conhecida como a Distribuição de Gumbel. 
Passou a ser asstm também chamada depois que Gumbel (1958) a utilizou 
extensivamente em estudos de marés, aeronáutica, metereologia. resistência a quebras. 
geologia e engenharia na.val. A distribuição valor extremo tem função risco dada por: 
>.(y)= ~ exp~--;;~t). -=<:r<=, (1.3.!6) 
onde o->0 é o parâmetro de escala e -oc<~t<= é o parâmetro de locação. De (1.3.4) e 
(1.3.6) obtem-se. respectivamente. as funções de sobrevivência e de densidade: 
S(y)= exp[ -exp(Y-;;~t) J. -=<Y<= (1.3.17) 
e 
f(y)= ~exr[Y~ 11 -exrr-~~t) J -=<y<x. (1.3.!8) 
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Esta distribuição está diretamente relacionada com a distribuiçã.o Weibull, pms se a 
variável aleatória T tem uma distribuição Weibull(a:, 8), então Y= ln T 
distribuicão valor extremo com parâmetro de escala u= 
fato, usando (1.3.13) tem-se: 
ó-1 e de locacão 11= 
, 
S(y)= P(Y>y)= P(ln T>y)= P(T>exp[y])= exp[ -o(exp[y])']. 
tem uma 
- lna: De 
' , 
Fazendo p= lno 
--6- e u= 8- 1, obtem-se a forma mais comum da função de sobrevivência 
da valor extremo: 
S(y)= exp[ -exp( YJ' )], -oo<y<oo, 
onde u>O e - oo<11<oo. Quando os parâmetros fl e u são, respectivamente, iguais a O e 
1, a distribuição é conhecida como valor extremo padrão. O (100P)-ésimo percentil 
dessa distribuição é dado por: 
(1.3.19) 
onde up= ln(-ln(l-P)) é o (lOOP)-ésimo percentil da valor extremv padrão. 
d) A Distribuição LogNormal 
Essa distribuição tem sido usada em diversas situações\ como por exemplo, na 
análise de tempos de falha de isolamentos elétricos e no estudo de tempo para 
surgimento de câncer de pulmão em fumantes de cigarro. 
Uma variável aleatória f. dita log-normalmente distribuida se lnT e 
normalmente distribuida com média J-l e variància u2• A função de sobrevivência e a 
função de densidade são, respectivamente, dadas por: 
S(t)= l-i{ ln~-p ), t>O, (1.3.20) 
onde if>(x)= J~oo Jz;- exp(- 22 ) du, é a função de distribuição acumulada da Xormal 
Padrão. e 
_ 1 [ 11 lnt - p J] f(t)- ~"t exp - 21 a . t>O. I 1.3.21 I 
De (1.3.3), a função risco pode 
encontrado por: 
Estimaçâ.o e Testes de Hipóteses 
. f( t) 
ser obtrda por: >.(t)= S(t)" 
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O (!OOP)-ésimo percentil é 
tp= exp[p+zpa], (1.3.22) 
onde zp é o (!OOP)-ésimo percentil da normal padrão. E para utilização em capitulas 
posteriores, é útil definir a média e a variância de T que são dadas por: 
e 
(1.3.24) 
1.4- ESTIMAÇÃO E TESTES DE HIPÓTESES 
1.4.1 - Frmcão de Verossimilha.nca 
> > 
Lawless (1982) mostrou que embora de diferentes origens, a forma da função 
de verossimilhança obtida para amostras censuradas do tipo I, tipo II ou até mesmo 
para processos de censuras mais complicados que satisfazem a condição de existência de 
um tipo de quase-independência entre censura. e falha, é a mesma. Nela, cada tempo de 
falha observado contribui com um termo f( ti) para a verossimilhança e cada tempo de 
censura contribui com um termo S( rJ 
Supondo que os dados consistem de n observações independentes dos pares 
(t,., ó;) i= 1, 2 ... , n. onde t; é o tempo de falha ou de censura da i-ésima unidade e ói= 1 
se a i-ésima unidade falha e (\= O se censura. e cuja distribuiçáo envolve um vetor de 
parâmetros desconhecidos 01= (0 1 , B21 ... , OP). A função de verossimilhança de 9 é 
proporcional a: 
L( O)= fr f(t;)'; S(tf';. 
i == 1 
Corno f(t)= >.(t)S(t) , L( O) pode ser reescrita por: 
" ' " L( o)= D .l(t,) • S(t,) = D L,( o). 
i==l i==l 
(1.4.1) 
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{ 
f(t.)= !.(t;) S(t;) se falha 
com L;(9)= 
S(ti) se censura. 
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Uma notação alternativa, denota F como o conjunto de observações que falharam e C 
como o conjunto de observações que censuraram. Então a verossimilhança pode ser 
escrita neste caso corno: 
L(eJ= rr f(t,J rr s(tJ 
iEF iEC 
(1.4.2) 
L4.2 - Estimador de Má.xima Verossimilhança 
O método utilizado para estimação dos parâmetros de modelos paramétric.os 
requer a maximização da funçã.o de verossimilhança L(6). Se 6'= (81, 82 , ... , ep) é o vetor 
de parâmetros desconhecidos e se L( 9) satisfaz certas condições de regularidade, então o 
estimador de máxima verossimilhança (EMV) de O, denotado por Ô, é assintoticamente a 
única solução para o vetor "score": 
U(e)'= [U,(e), U,(o), , .. , l'p(e)]= o .. P' (1.4.3) 
onde U;(O)= 8~)nL(6), i= 1, 2, ... , p, são chamados "scores". As propriedades do . , 
estimador O são: 
- Ô é consistente para 6; 
- sua distribuição assintótica é Normal Multiva.riada, com médía 6 e 
matriz de va.riância-covariância L= I( o) -1, onde I( o) é urna matriz (pxp), finita (' 
positiva definida chamada Matriz de Informação de Fisher e é obtida por: 
I( O)= (E( oo~:eJ ln L(o) J} i, j= 1, 2, ... , p. ( 1.4.4) 
Esta matriz pode ser consistentemente estimada por I(ÔJ ou ainda pela informação 
observada I0(Ô), também denotada por 1 0 ~ onde: 
l0 (Ô)= (- 8/,;0 lu L(oJ)I,~ê, i, i= I. 2 .... , p. 
' ' 
(1.4.0) 
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Assim, pode-se equivalentemente empregar a seguinte aproximação assintótica: 
(1.4.6) 
1.4.3- Método Iterativo de Newton-Raphson 
Normalmente os estimadores não podem ser encontrados analiticamente, e 
portanto métodos numéricos iterabvos de maximização são empregados. O mais 
utilizado é o método de Newton-Raphson, o qual baseia-se na expansão em Série de 
Taylor de primeira ordem de U(o). 
Mewdologia: 
Dado um valor inicial 00 , a estatistica score em Ô pode ser escrita por: 
U(Ô)= U(o0 ) - l 0(o•) (Ô -90), 
onde (}* está entre 80 e Ô . Para um 80 na vizinhança de ô, 10 ( O*) é aproximadamente 
igual a 10(00 ). Assim, fazendo U(Ô)= O segue que: 
(14.7) 
Repet.e-se esse processo iterativo para i= 1, 2~ ... , até que algum critério de parada pré-
estabelecido seja satisfeito. Por exemplo, parar quando em uma dada iteração o máximo 
do valor absoluto do vetor "score" for menor do que um especificado valor S. Alguns 
comentários acerca do método podem ser feitos: 
- Se os valores iniciais dos parâmetros são próximos a Ô , o método converge 
rapidamente. 
- A teoria de verossimilhança assintótica garante a forma normal para 
amostras grandes de Ô , e neste caso o método é eficiente. 
- O método tipicamente falha se a verossimilhança é multimodal. 
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1.4.4 - Testes de Hipóteses c Intervalos de Confiança 
Quando os dados são censurados, testes e estimativas intervalares para os 
parâmetros podem ser baseadas em métodos assintóticos, isto é, baseados em grandes 
amostras. 
a) Relacionados a Opxl 
Suponha que se deseja testar H0 : 0= 00 contra a alternativa H": () :j:. ()0 • 
Usualmente três estatisticas de teste são empregadas para testar H
0
. 
a.l) Estatfstica de Wald 
a.2) Estatfstica de Wllks (ou da Razão de Verossimilhança) 
L(o0 ) 
onde R(B0 )= L(Ô). 
a.3) Estatistica de Rao 
Qw=-2ln R(B0 ), 
(1.4.8) 
(1.4.9) 
(1.4.10) 
As três estatísticas acima, sob H0 , possuem distribuição assintótica x2 com p 
graus de liberdade. 
b) Envolvendo Parâmetros de Perturbação 
Suponha que o Y.etor O de dimensão p seja particionado como 01= (0/, 0
2
1}, 
onde 81 tem dimensão q e 02 tem dimensão (p-q) e a matriz de informação de Fisher 
particionada da seguinte forma: 
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A inversa da matriz de informação de Fisher também é particionada como segue: 
i1'(o) l, 
i''( o) J 
onde i 11(9)=( i 11 (9) -i,( o) (i22(o)) - 1 i21 (o))- 1 . 
Se é de interesse testar, H0 : 01= 00 
conhecido e se 82 é o estimador de 
estatisticas são formuladas como: 
h.l) Estatfstica de Wa.Id 
x H1: 01 I 001 onde 00'= (801 , ••• , B0q) é 
máxima verossimilhança de 02 sob H0, as três 
(1.4.11) 
onde i61(00 , 82 ) é a submatriz de informação observada, sob H0 , correspondendo a i 11(o). 
h.2) Estatistica de Wilks 
L( o"' õ,) 
L(Ô) . 
b.3) Estatistiea de Rao 
(1.4.12) 
(1.4.!3) 
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Soh H0 , as três estatisticas acima possuem distribuição assintótica x2 com q 
graus de liberdade. 
Os intervalos de confiança aproximados para Oi, i= 1, 2, ... , p, podem ser 
obtidos assumindo-se a normalidade assintótica. de Ô, ou seja, Ô .!6N(o, I0 - 1). 
Alternativamente, pode-se usar a estatistica Qw para a obtenção dos intervalos de 
confiança de aproximadamente (1-a)100% para 8; encontrando-se o conjunto de todos os 
valores 00 tais que Qw ::; x\l),a .. 
1.5- PROCEDIMENTOS GRÁFICOS PARA A ESCOLHA DE UM MODELO PARAMÉTRJCO 
Em geral não se tem conhecimento "a priori" da distribuição associada a 
variável em estudo. Uma escolha errônea da distribuição obviamente pode induzir a 
conclusões errôneas quando da realização de inferências sobre a população amestrada. 
Para evitar esse problema pode-se estimar a própria distribuição desconhecida através 
de um método não-paramétrica e depois disso realizar uma verificação gráfica com o 
objetivo de obter alguma evidência do modelo probabilistico do qual os dados foran1 
extraidos, bem como obter estimativas iniciais dos parâmetros. 
1.5.1 -Método Não-Paramétrica Para. &timaçã.o da Função de Sobrevivência e do 
Risco Acumulado 
Considere uma amostra aleatória não censurada t 1• t 2, ••• , t, de uma 
população com função de sobrevivência S(t) e seja t(t)::; t(2 )::; •.• ::; t(n) os dados 
ordenados. A função de sobrevivência. S(t) é estimada então através da função de 
sobrevivência empinca ou amostrai, denotada por S(tL que é definida por: 
ou equivaletltementc, 
S.( )- (número de observações > t) t- n , 
(!.õ.l) 
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o que implica em: S(t(o))= 1 e S(t(n))= O. S(t) é uma função escada que decresce por 
(1/n) exatamente depois de cada tempo de vida observado se todas as observações são 
distintas. 
Para a incorporaçã,o de dados censurados na estimação de S(t), Ka.plan e 
Meier (1958) apresentaram uma modificação de (1.5.1) que tem sido chamada 
estimativa Produto Limite (P .L.) da função de sobrevivência, ou simplesmente, 
estimativa de Kaplan-Meier. Assim, sejam t(l)::; t(2 )::; •.. ::; t(r) os r tempos de falha 
ordenados (r_.,; n). Os tempos de censura li entram na ordenação e se censura e falha 
ocorrem ao mesmo tempo, convenciona-se ordenar censura depois da falha. A estimativa 
P.L. de S(t) é definida como: 
. [ d] S(t)= . TI I· n;, 
J:!(j) <I 
(1.5.2) 
onde dj= número de falhas no tempo j e 
n:i= número de unidades em risco no tempo j. 
A variância de 5( t) é estimada por: 
V(S(tJl= (S(t)J' L 
j:t(j) < t n(n ·d ·)· 
' ' J 
(1.5.3) 
As propriedades do estimador de Kaplan-Meicr têm sido estudadas sob diversos 
aspectos. Basicamente 5( t ): 
. É um estimador consistente de S(t) sob certas condições; 
- É estimador de máxima. verosimilhança de S ( t) i 
- Possui distribuição assintótica normaL 
Desde que a função nsco acumulada é definida como H(t)= -lnS(t ). uma 
estimativa natural da mesma é: 
Íl(t)= -lnS(t). (1.5.4) 
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Uma estimativa alternativa de H(t), que é algumas vezes chamada função nsco 
acumulada empfrica., é definida por: 
A variância de H( t) (ou H( t)) é estimada por: 
v[H(t) (ouH(tJ)J= v~s(t)) 
(S(t))' 
(1.5.5) 
(1.5.6) 
1.5.2 - Gráficos Envolvendo as Estimativas das Funções de Sobrevivência e do Risco 
Acumulado 
Alguns gráficos podem ser usados para verificar se uma suposta e especifica 
famÜia paramétrica de modelos é razoáveL A idéia básica é fazer gráficos que devem ser 
aproximadamente lineares se a famÜia de modelos proposta é adequada, desde que a não 
linearidade pode ser prontamente visualizada. 
Para verificar se uma determinada amostra é proveniente de uma população 
com distribuição exponencial, utiliza-se o fato que lnS( t )= - .U. Portanto se o modelo 
exponencial for apropriado, o gráfico -InS{t) x t resultante, além de ser 
aproximadamente linear deve passar pela origem. A inclinação da reta ajustada pode ser 
utilizada como uma estimativa inicial para o parâmetro de escala À. 
Ko caso da verificação do modelo Weibull, uma vez que S(t)= exp(-at6), 
pode-se utilizar o gráfico In( -lnS(t)) x lnt. Se o modelo Weibull for apropriado, o 
gráfico resultante deve ser aproximadamente linear. A inclinação da reta ajustada é útil 
como uma estimativa inicial para parâmetro de forma ó e o intercepto uma estimativa 
inicial para o ln do parâmetro de escala o·. 
Alternativamente, pode-se traçar lÍ(t) (lnlÍ(t)) versus t (logt), no caso 
exponencial (\i\Teibull) com as mesmas caraderisticas sendo esperadas. 
Procedimentos similares aos descritos acima podem ser usados para modelo:: 
nos quais alguma. transformação do tempo de vida T, X= g(T). tem uma distribuição 
com parâmct.ro df' locação-escala. Neste caso X tem função de sobrevivência da forma 
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(assumindo que X é uma função crescente de T): 
P(X 2: x)= S1( x/ )= S(t)= P(T 2: t), 
onde t= g- 1(x). Então, S1 - 1[S(t)J = x-: é uma função linear dex= g(t), e um gráfico 
de S1 -J[S(t)] x g(t) deve ser aproximadamente linear se a famÜia de modelos sendo 
considerada é ra~oável. Ambas as distribuições, Weibull e exponencial, pertencem a esta 
categoria. Verificações similares podem ser feitas com outras distribuições. A 
distribuição log-normal para T, por exemplo, pode ser verificada pelo gráfico de 
Q- 1[S(t)] (ou r 1[S(t)]) X lnt, onde 
Q(x)= l-q>(x)=J
00 ~ 112 exp(-~) dz, 
X (2· 
é a função de sobrevivência da normal padrão. 
1.6- MODELOS DE REGRESSÃO PARAMÉTRICOS 
Nas seções anteriores considerou-se a variável aleatória T representando o 
tempo de vida de um objeto de uma população homogênea. No entanto, pode ser de 
interesse analisar tempos de vida provenientes de populações heterogêneas. Uma forma 
de fazê-lo é através de modelos de Regressã.o Paramétricas. 
O modelo de regressão paramétrica é assim chamado por envolver a 
especificação de um modelo para a distribuição do tempo de vida T dado o vetor de 
variáveis concomitantes z. Essa sec;ão apresenta duas classes de modelos de regressão 
amplamente utilizadas na análise de dados de tempo de vida: a Classe de Modelos de 
Riscos Proporcionais e a Classe de Modelos de Tempos de Falha. Acelerados. 
1.6.1 - Modelos de Riscos Proporcionais 
Nessa. classe dP modelos a razão entre as funcõcs risco para duas observacõe:o; 
> > 
com variáveis concomitantes z1 e z2 é constante com respeito ao tempo. Esse modelo 
assume que a.s variáveis concomitantes atuam multiplicativament..e sobre il. função risco. 
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Ou seja. a fnnção risco pode .ser escrita por: 
onde 
>.(ti z)= >.0(t) C(z; fJ), 
z'= (z1, z2 , ••• , zp): vetor de variáveis concomitantes; 
f:J'= (,8 11 ,82, ... , ,BP): vetor de coeficientes da regressão; 
C(z; fJ): é qualquer função dez e fJ tal que C(z; fJ) ;>O e 
A0(t): função risco básica, para uma observação com C(z; fJ)= 1. 
O efeito de z na função de sobrevivência é dado por: 
(1.6.1) 
S(tl z)= exp[- J:>.(ul z) du]= exp[- J: -10 (u) C(z; fJ) du] = [S0(tJflz; ~1, (1.6.2) 
onde S0(t)= exp[- J>0 (u) duJ é a função de sobrevivência básica quando C(z; f:J)= 1. 
Várias formas funcionais para C(zi f:J) são possiveis, mas a mais utilizada é 
C(z; p)= exp(fJ'z). Uma vantagem dessa forma é que a condição C(z; fJ) 2:: O é 
automaticamente satisfeita para todo z e {J. Em análises de experimentos de testes 
acelerados existem, em geral, razões fisicas para a escolha dessa parametrização. Por 
esse motivo somente esta é tratada explicitamente, embora procedimentos similares 
possam ser desenvolvidos para modelos nos quais C(z; fJ) é alguma outra função dez. 
1.6.2 - Modelos de Tempos de Falha Acelerados 
Essa classe de modelos assume que as variáveis concomitantes atuam 
multiplicativamente sobre T, on em outras palavras, z atua adit.iva.mente sobre a escala 
de Y= ln T. Quando Y dado z, tem uma distribuição com parâmetro de locação 11(z) e 
um parâmetro de escala constante u>O, o modelo pode ser escrito na forma: 
Y = p(z) + ub, (1.6.3) 
onde E é o erro associado à Y cuja distribuição independe de z. Em termos da função 
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risco para T, pode-se demonstrar que esta é modelada por: 
A(t[ z)= À~t exp[-p(z)j) exp[-p(z)j (1.6.4) 
Demonstração: 
Utilizando a relação (1.6.:3) e fazendo T'.::::: exp(ug) obtem-se-: 
Reciprocamente, 
T'= T oxP[- p(.)j. 
Além dis.'lo, a função de sobrevivência de 'f é da forma: 
S(tl z) = P(T>tl z)= r(exP[*l + o&]>t )= 
-P(&>ln[ t ]1/•)-s[In[ t ]1/•J 
- oxqp(z)] - ' oxqp(zJ] · 
lês( ti •I 
I flt I . . e usando o fato >.(t z)= S(tj z) cone 111-se que. 
a5 [ ' ] ât 0 exqp(z)] r0(t exp[-lt(zJ]) 
A( ti z)=- = exq-p(zJ]= 
50 [ [
1 J] S0(texP[-p(zJ]) 
exp Jt(z) 
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Essa classe de modelos é essencialmente distinta da classe de modelos de 
riscos proporcionais. Como será visto a. seguir, o modelo Weibull ( e consequentementc o 
modelo exponencial) pertence a amba-, as classes. 
A distribuição VVeibull de dois parâmetros tem um parâmetro de escala a e 
um de forma fi, que pode ser estendido para um modelo de regressão far.endo a e fi 
depender de z. Os modelos de regressão Weibull mais comumente usados são aqueles 
nos quais somente a, e não fi, depende de z. A f.d.p. do tempo de vida dado z é da 
forma: 
f(tj z)=ót6 - 1a(z) exp( -a(z) t'J, t>O. (1.6.5) 
A função de sobrevivência dado z é expressa por: 
S(tj z)= ex!{ -a(z) t'J, t 2: O, (1.6.6) 
e a função risco dado z por: 
(1.6. 7) 
É possivel verificar que a razão entre >.(tj z1) e .X(tj z2) é constante com respeito ao 
tempo t, ou seja, 
Logo, a W'eibull pertence à classe dos modelos de riscos proporcionais dada em (1.6.1). 
Para isso, com >.0 (t)= fi t 6._ 1 e com C(z; P)= a:(z)= exp(,81z), a função risco da \Veibull 
pode ser reescrita por: 
A(tj z)= ó t 6- 1exp(,B'z), t "O. (1.6.8) 
Para most.rar que a Weibull pertence à classe dos modelos de tempos de falha 
acelerados, considere Y= lnT cuja distribuição é valor extremo(~t(z),o-) 
d l ( I ln a(z) ,B'z • d al 1 parâmetro e ocaçào 1l z = - fi - - 6- e o parametro e esc a u= 7J • 
ond(' o 
Então Y 
pode ser escrito como um modelo de Tempo de Falha Acelerado 
,B'z Y= "(z) + "~= --0- + "~· (1.6.9) 
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onde g tem distribuição valor extremo padrão, desde que: 
[Y- p(z) ] S,(e)~ P(S>e)~ P u >e ~ P(Y>ue+p(z))~ exp[-exp(e)]. 
Desse modo, de (1.6.4), a função risco de T é dada por: 
H 
Ã(tj z)~ Ã{t cxp[il;z]) exp~;z]~ ó (t ex~iJ;z]) ex~P;z~ ó t' 'exp(/J'z), 
que é exatamente a função risco em (1.6.8). Logo, a Weibull pertence às duas classes de 
modelos acima. Kalbfleisch e Prentice (1980) mostraram que o modelo Weibull (e 
consequentemente o modelo Exponencial) é o único modelo em ambas as classes. 
1.6.3- Funcão de Verossimilhanca Incorporando Variáveis Concomitantes 
. . 
Suponha que a cada unidade esteja associado um tempo de falha ou de 
censura t; e um vetor de variáveis concomitantes z/= (zi1 , ... , zip)· Na seção (1.4.1) foi 
visto que a verossimilhança pode ser inteiramente escrita em termos da função risco 
J.(tl z). Assim, as variáveis concomitantes e seus correspondentes parâmetros de 
regressão podem ser imediatamente incorporados a ela, possibilitando que a estimação e 
inferência procedam como usualmente. Dessa forma, a verossimilhança baseada em n 
observações sujeitas à. censura é dada por: 
,.., li li 
L( o)~ TI Ã(t,j z;) • S(t,j z;) ~ TI L,( o), 
i=l i=l 
(1.6.10) 
{
Ã(l;j z;) S(t,j z;) se falha 
com L;( O)= , ou equivalentemente, 
S(t;l z.;:) se censura 
L(o)~ TI f(t,j z;) TI S(t,j z;). 
iEF 1EC' 
A estimação e testes de hipóteses para () podem ser feito::~ de rnanena análoga aos 
obtidos nas se\·ões (1.4.2), (1.4.3) e (1.4.4). 
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1.7- TESTES ACELERADOS 
Como dit.o na introdução do capitulo, o teste de vida acelerado de um 
produto é comumente usado para reduzir o tempo de teste e os custos operacionais. Este 
teste é realizado submetendo-se as unidades em teste a condições de stress mais severas 
do que as de uso normal. O conceito básico de aceleração é simples. Por hipótese, um 
' 
componente operando sob certos niveis crescentes de stress tem exatamente os mesmos 
mecanismos de falha como visto quando usado sob stress normal (ou também chamado 
stress nominal). A única diferença é que as falhas ''ocorrem mais rapidamente''. Por 
exemplo, se as falhas por corrosão ocorrem sob temperatura e umidade de uso normal, 
então o mesmo tipo de corrosão acontecerá mais rapidamente num ambiente úmido soh 
temperatura elevada. Em outras palavras, pode-se pensar no tempo como sendo 
acelerado, como se o processo de falha fosse filmado e então repetido em uma velocidade 
maior. Todo passo na sequência de eventos quimicos ou fisicos levando ao estado de 
falha ocorre exatamente como em stress mais baixoj somente a escala do tempo que 
mede a duração de evento é mudada. Isto significa que na escolha de valores mais altos 
dos niveis de stress, deve-se assegurar que o stress não seja tão severo a po:Õ.to de 
introduzir modos de falha completamente diferentes ou a ponto de causar falhas 
instantâneas das unidades em teste implicando numa distribuiçâ.o degenerada 
(possivelmente em zero) dos tempos de falha. Quando se encontra uma classe de valores 
de stress sobre a qual esta suposic:ão é satisfeita é dito que se tem Aceleração 
Verdadeira. 
Existem vários métodos para condução de um teste acelerado. O método mais 
simples tanto do ponto de vista fisico quanto da análise e inferência e que será adotado 
nesse e em capitulas posteriores, é conhecido como Teste Acelerado de Stress-
Constante. Este envolve a escolha de vários niveis de um ou mais tipos de stress, e 
então executa-se um teste de vida de stress constante para cada uma das combinações 
dos niveis de stress escolhidos. Por exemplo, na sit.uacão onde k niveis de um único· 
Rtress são escolhidos, k testes de vida devem ser executados, um para cada -nivd do 
stress. Na situação de dois tipos de stress, supondo que se tenha escolhido K niveis de 
um stress e l niveis do outro, um total de (kxl) testes devem ser realizados, um para 
cada combinacào de sem níveis. A figura 1.7a mostra um gráfico que ilustra a situação 
de um teste com um único stress com três niveis. O simbolo ''x" denota falha da 
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unidade em teste no correspondente tempo, e '' o-t'' denota censura. 
:1----------
!f--------------o.-~--~ .. ~ 
t.empo 
Figura 1.7a: Teste Acelerado de Sti'C!!S-Conal.au.te (x falha, o-+ censura) 
Um segundo método comumente empregado na prática, porém com uma 
quantidade literária limitada a respeito da análise de dados obtidos de tal teste, é o 
chamado Teste Acelerado de Stress-Escada. Ao invés de escolher um determinado nivel 
do stress e mantê-lo constante por todo tempo, como no teste anterior, os niveis 
crescentes do stress são introduzidos em estágios, assim eles formam uma função escada 
sobre o tempo. Usualmente todas as unidades são testadas com o mesmo padrão pré-
especificado de niveis de stress. No entanto, algumas vezes diferentes padrões podem ser 
aplicados a diferentes grupos de unidades. A figura 1. 7b mostra um exemplo com dois 
de tais padrões. 
padrio 2 
-~ 1----
~"'""'* 
' 
' 11 11 1P#" I 
Padrão 1 
hmpc,~ 
Fignra L7b: Teste Acelerado de Stn:ss-Escada (x falha, o-+ oensnra) 
Finalmente, no terceiro e último método chamado Teste Acelerado de Stress-
Progressivo. é assumido que o stress é uma função crescente do tempo. Analogamente' 
ao teste de stress-escada. diferentes grupos de unidades podem ser testadas em 
diferentes padrões de stress-progressivo. Uma vensão simples desse teste com um único 
stress. admite um crescimento linear do stress sobre o tempo. Allen ( 1959) discute 
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métodos para análise de dados provenientes de tal teste. A figura 1./c ilustra o referido 
teste com três padrões - cada um admitindo um stress linearmente crescente. 
. 
" ~ 
Padrão 3 
Padrão 2 
~empo 
Fignra 1.7c: Ta~te Acelerado de Stn:ss..P~vo (x falha, o-+ <:eJlSUI"a). 
' Como mencionado anteriormente, o método adotado nesse e em capitulas posteriores 
baseia-se somente em Teste Acelerado de Stress-Constante, que de agora em diante será 
simplesmente referido como Teste Acelerado. 
1.7.1 - Testes Acelerados em Modelos Para.métricos 
O principal problema com inferência de testes acelerados, é que afirmativas 
acerca do comportamento de falha das unidades sob stress normal têm que ser feitas 
usando dados obtidos de testes com niveis de stress acima do nominal. Uma forma 
paramétrica dt> abordar este problema e que foi discutido por Pieruschka. (1961). 
assume que as distribuições de vida das unidades sob vários níveis de stress pertencem à 
mesma famÜia de distribuições e que seus parâmetros mudam com os niveis de stress de 
acordo com rdw;ões de stress-vida especificadas com parâmetros desconhecidos. Assim o 
modelo resultante: que nada mais é do que um modelo de regressão paramétrica. é uma 
combinação de uma distribuição de vida com uma relaçào de stress-vida. Uma vez q11e 
se tem como objetivo fazer a extrapolaçâo a niveis de stress de uso normal. ess<=~s 
relações de stress-vida são normalmente derivadas do entendimento da fisica. de falha do 
dispositivo em discussão. 
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Mais formalmente, seja f(t; 9) onde 91= (Bp 82 , ..• , OP), a função de densidade 
da variável aleatória tempo de falha da unidade experimental sujeita ao j-ésimo nivel do 
stress V, j= 1, 2, ... , s. Cada parâmetro &i, i= 1, 2, ... , p, da distribuição paramétrica é 
expresso como uma função desse uivei de stress Vj, j= 1, 2, ... , s, segundo a relação: 
(1.7.1) 
onde fJ/= (;310 , ;Jil, ... , ;31q), i= 1, 2, ... , p. Esta relação é conhecida e válida para certos 
niveis de V. Observe que uma unidade experimental pode e:-;tar sujeita a mais de wn 
tipo de stress. Nesse caso, na relação acima, Vj é uma combinação dos niveis dos 
diferentes tipos de stress. O objetivo passa a ser então, obter as estimativas dos 
parâmetros f3il, i= 1, 2, ... , p, 1= O, 1 , 2, ... , q, utilizando-se a teoria de regressão e 
então usa-las para fazer inferências acerca de 9 para as condições de uso normal. 
Desde que a distribuição VVeibull é extremamente flexivel tendo como caso 
particular a distribuição exponencial, a mesma é amplamente usada na prática. Desse 
modo, a discussão dessa seção limita-se a essa distribuição. A definição de um modelo 
Weibull-Stress-Vida é feita supondo, em concordância com Mann (1972), que o 
paúu:netro de forma da Weibull, 6, é constante e que somente o parâmetro de escala Q 
muda quando mudam-se os n:iveis do stress. Entã.o, sob uma aplicação constante do 
j-ésimo nivel do stress V, j= 1, 2, ... , s, uma unidade com distribuição de tempo de falha 
\Veibull possui a seguinte função de densidade: 
onde o: i= q;(V;, {J), j= L 2, ... , s. Em situações de um único tipo de stress. três relações 
entre Q e V i têm sido sugeridas na literatura: 
a) Relação Lei de Potência 
(1.7.1) 
onde V/= (L lnVj), f3'= (f30 , ,8 1) e V é voltagem. Este modelo foi derivado vw 
considerações da teoria cinética e energia de ativação. Aplicações incluem. dentrf' 
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outras~ t.~stcs para.; 
- Isolamentos elétricos e dielétricos; 
- lâmpadas incandescentes e 
- lâmpadas para flash. 
b) Relação Taxa de Reação de Arrheniu.' 
(1. 7.2) 
onde g1(Vj)= _1~00, V é a temperatura absoluta obtida pela soma da temperatura em 
graus Celsius mais 273.16, V/= (1, - 1~.9°) e /3'= (/30 , /3 1 ). Este modelo foi derivado 
J • 
empiricamente e é utilizado quando somente stresses termais são significantes. E 
usada para descrever a falha de muitos produtos como um resultado da degradação 
devido a reações quimicas ou difusão de metal. Suas aplicabilidades para diversos 
materiais, principalmente para os materiais semi-condutores, foram discutidas por 
Thomas (1964) e Pershing e Hollingsworth (1964). 
c) Relação Eyring Para Um Único Stress 
= exp(Po+P1 g1(V,)+P2 ln Vj)= exp(IJ'V;). (1.7.3) 
onde V/= ( 1, _1~0_0, l11 V j), f3'= (/3 0 , {J1 , í32 ) e V é a. temperatura absoluta. Este modelo 
tem derivacão teóiica baseada nos prindpios da mecânica quântica e expressa o 
parâmetro de escala como uma função da temperatura operante. É uma relação 
alternativa para a relação Arrhenius. Para a maioria das aplicações ambas ajustam-se 
bem aos dados. 
Essas relações, conjuntamente com as suposiçoes acima, definem os modelos 
Weibull-Lei de Potência, Weibull-Arrhenius e ·weibull-Eyring. respectivamente. 
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1. 7.2 - Estimação de Funções no Stress Usual 
Desde que um dos objetivos em testes acelerados é também obter estimativas 
de percentis e de frações de sobrevivência (ou de falha) em um dado tempo tem stress 
de uso normal, intervalos de confiança aproximados para estas quantidades podem ser 
encontrados utilizando-se aproximações normais usuais. Seja V u o stress de uso normal 
e a forma geral para au: 
onde V.'= (g0 (V,.), g1(V.), ... , gP(V.)) fJ'= (P0 , P1, ... , 
anteriormente mencionadas como casos particulares. 
estimativas: 
a) Estimativa de percentil no stress tLStUll Vu 
(1.7.4) 
f3p), que inclui as relações 
Seguem-se as seguintes 
Da relação em (1.3.13) verifica-se que, S(t[ V.)= exp[-o. t'J. Fazendo 
P= 1-S(t j Vu), obtem-se reciprocamente que o (lOOP)-ésimo percentil em stress Vu é 
estimado por: 
i = (-ln(H) J,!i 
t>u A ' 
"· 
onde âu e b são os EMV de ou e ó, respectivamente. 
(1.7.5) 
Limites de confiança aproximados para essa quantidade podem ser 
obtidos por exponenciação do intervalo de confiança para lnt Pu· A aproximação 
(b, jJ) ~N((ó, {3), f:), onde f:= 10 -l é a matriz de variància-covariância assintótica 
estimada dt:> (b, iJ), resulta na seguinte aproximação para grandes amostras: 
onde rr~'-' é obtida pelo metódo delta (Apêndice A) por: 
(1.7.6) 
corn 
·,_[a a a } H- lji;lntpti' 81 lntpu .... ,ai) lntpti fi I- A ~. ! 0 ~-'P ,{3-(6,1-') 
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e 
%6Intp. =- J, [In( ln(l-P) )-fJ'V.], 
â~}ntpu~-} g.,(V11), v~ O, 1, ... , p. 
Assim, o intervalo de confiança de aproximadamente (1-n)100% para tpu é dado por: 
(1.7.7) 
A aproximação normal para lnfPu implica em uma distribuição assintótica 
LogNormal(lntpw (TJ,:f') para fPw Por consequência, iPu é um estimador viciado para 
tPu com vicio exp('"f"'), desde que sua esperança é dada por: 
Portanto, um estimador não-viciado para tPw denotado por tPw é da forma: 
(1.7.8) 
h) Estimativa da função risco actJ.mulada no stress u.mal V,.. 
Em um dado tempo t0 , a função risco acumulada estimada em stress normal 
V u é obtida por: 
(1.7.9) 
Analogamente a fPu' este cstimador é viciado para H(t0 1 VJ com vicio cxp((T~(t0 )/2), 
desde que fi, aproximação normal para (8, #), pelo método delta, implica que ln 
Ê.(t0 1 V.J tem distribuição assintótica normal com média ln H(t0 j Vu) e variância. 
estimada por: 
Portant.o~ Ê:(t0 j Vu) .g,LogNormal(lnH(t0 j V,.), (T~(t0 )). Um estimador não-viciado para 
H(t0! V u) é dado por: 
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(1.7.11) 
O intervalo de confiança aproximado de (1-a)IOO% para H(t0 j Vu) 1 obtido por 
exponenciação do intervalo para ln ÍI(t0 j V u), possui a forma: 
c) Estimativa da função de sobrevivência no stress usual Vu 
A sobrevivência no tempo t0 e stress V u' pode ser estimada por: 
S(t01 v.)= exp(- H(tol V.)). (1.7.12) 
Ou alternativamente, utilizando o estimador não-viciado ií(t0 j Vu)· 
O intervalo de confiança de aproximadamente (1-o)100% para S(toi V.) pode 
ser calculado por exponenciação do intervalo para H( ti V u) e é escrito por: 
(1.7.13) 
1.7.3- Análise Não-Paramétrica 
A análise não-paramétrica de dados não envolv-e uma forma paramétrica da 
distribuição, ou seja, o ajuste é livre de distribuição. O modelo de regressão semi-
paramét,rico df" Cox que f. amplamente difundido na literatura médica. emprega relações 
paramétricas entre stress e vida, somente a distribuição de vida não tem uma forma 
paramétrica assumida. Apesar de ser amplamente usada para dados de vida biomédicos, 
estimativas não-pru·amétricas são raramente usadas para dados de engenharia. Primeiro. 
estimativas não-paramétricas não são tão acuradas quanto as paramétricas uma vez que 
a distribuição paramétrica assumida é adequada. Segundo, estimativas não-paramétricas 
de pcrcentis ou de fraç.lo dte: falha fora da amplitude dos dados amostrais nã.o existe, on 
se_] a, não se pode extrapolar para as caudas inferior e superior da distribuição. Portanto, 
pode ser usado para extrapolar em stress mas não em tempo. porque f. livre dP 
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distribuição. Dessa forma, é útil somente para estimar a amplitude observadc1 da 
distribuição de vida em con4isões de uso normaL Por esse motivo tal modelo não será 
abordado. 
1.7 .4 - A valiaçiW Gráfica do Modelo 
A acuidade de estimativas e de intervalos de confiança dependem de quão 
bem estão satisfeitas certas suposições: 
- os riscos são proporcionais, ou equivalentemente, o parâmetro de 
forma da Weibull possui o mesmo valor em todos os niveis do 
stress; 
- a relação stress-vida é adequada; 
- a distribuição de vida assumida é adequada. 
Para verificação dessas suposições alguns métodos gráficos são úteis. 
1.7.4.1- AvaliaçiW da Proporcionalidade dos Riscos 
A verifkaçã.o dessa suposição pode ser feita calculando-se as estimativas P .L. 
da sobrevivência para os dados em cada nivel do stress, Vj, j::::: 1, 2, ... , s. Os gráfico:; 
do ln(-InS(tJ V;)) x t, ou alternativamente ln(-InS(ti V;)) x lnt, j= 1, 2, ... , s, devern 
ser aproximadamente paralelos se a suposição de proporcionalidade dos riscos for 
apropriada. 
1.7.4.2- AvaliaçiW da Distribuição de Vida 
Para a avaliação dessa suposição dois métodos sào comumente usados: 
No primeiro, se a suposição de distribuição Weibull for adequada, os gráficos 
do ln(-lnS(tl V;)) x lnt para cada nivel do stress. Vi, j= 1.. 2, ···~ s, devem Sf'T 
grosseiramente lineares. A inclinação da reta ajustada pode ser usada como uma 
estimatiYa aproximada do parâmetro b. 
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O segundo método, baseia-se em uma análise gráfica de residuos. Como visto 
em (1.6.6). a função de sobrevivência dado Vj, .i= 1, 2, ... 1 s, no modelo Weibull é 
expressa por: 
S(tl V,)= exp(-a, t'). 
Seja a amostra aleatória de tempos t 1, t 2, ... , tn ., correspondendo a cada nivel Vj, 
. ) j= 1, 2, ... , s c &1 e 8os EMV de o:j e ó obtidos desses dados. Desde que as quantidades: 
C··= a-t-6 fJ J • ' 
para i= 1, 2, ... , n1 j = 1, 2, ... , s, são independentes e identicamente distribuidos (i.i.d.) 
com distribuição exponencial padrão, os residuos podem ser definidos por: 
(1.7.14) 
Tal residuo é censurado se a observação e censurada. Estes comportam-se 
aproximadamente como uma amostra aleatória de uma distribuição exponencial padrão. 
Então, seja S(ê) a estimativa P.L. de Kaplan-Meier descrita na. seção (1.5.1), se a 
distribuição VVeibull é adequada, o gráfico do -InS(ê) x ê deve ser aproximadamente 
linear passando pela origem. 
1.7.4.3- Avaliação da Relação Stress-Vida 
e 
então, 
lrltp,= t(ln( -ln(l-P))-iJ'Y;)· 
Para o caso particular onde V/= (1, g1(Vj)), j= L 2, ... , s, segue que: 
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ou seJa. lntpj é uma função linear de g1 (V1 ); j= 1, 2, ... , s. Para o caso onde 
g1(V)= )~DO, ai segue uma relação Arrhenius e para o caso onde g1(V1 )= lnVj, este 
' segue uma relação Le,i de Potência. Assim, para a verifica.ção da adequação da relação 
de stress-vida Arrhenius ou Lei de Potência, utilizam-se os seguintes métodos gráficos: 
a) Relação Arrhenius 
' Para cada nivel j do stress, j= 1, 2, ... , s, calcula-se a estimativa P.L. de 
Kaplan-Meier da sobrevivência. e desta a distribuição acumulada empirica. 
estima-se um percentil especificado tpj, a partir da distribuição acumulada 
Para avaliação da suposição deve-se traçar o gráfico lnfpj x _1~·0' j= 1, 2, 
deve ser aproximadamente linear se a relação Arrhenius for adequaàa. 
b) Relação Lei de Potência 
A seguir 
' 
empu1ca. 
... , s, que 
Para avaliar a adequação dessa relação obtem-se os percentis tpj, 
J= 1, 2, ... , s, como anteriormente. Se o gráfico lniPi x lnVi, j= 1, 2, ... , s, for 
aproximadamente linear existem indicativas de que a relação Lei de Potência ajusta-se 
adequadamente aos dados. 
c) Relação Eyring 
Para avaliar a adequação da relação Eyring pode-se demonstrar que basta 
aplicar a transformação: 
e verificar se a relação Arrhenius ajusta-se adequadamente a esses dados transformados. 
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Demonstração: 
A relação Eyring para o j• corno apresentada na subseção 1. 7.1, pode ser escrita por: 
Então, 
implicando em: 
Exponenciando os dois membros obtem-se; 
onde a j segue uma relação Arrhenius. Portanto lnt p/ pode ser tratado como uma função linear de 
gl(Vj)= -1000/Vj, .i= I, 2, ... , s. D 
Os gráficos anma apresentados poderiam ser alternativamente feitos 
utilizando-se os nJ tempos observados em cada nivel j do stress ao invés dos percentis 
estimados, uma vez que no modelo Weibull o i-ésimo ln do tempo de falha no streRs V J' 
Yij= lnT,1~ i= 1, 2, ... , nj j= 1, 2, .... s, pode ser escrito como um modelo t.empo de 
falha acelerado dado por: 
lnr.~c. 
Y··= lrlT· = ---1 + O'S· ·= 
') !) ó lj 
onde ~ij ~valor extremo padrão, para i= 1, 2, ... , nj e j= 1. 2, ... , s, e portanto Y,1 é 
uma função linear de g1(V1). No entanto, as censuras podem dificultar a visuali:o:ação da 
linearidade da relaçào. Desde que os percentis são estimados utilizando-se a informaçào 
contida nos dados censurados, os mesmos são preferiveis ao conjunto total de dados. 
CAPÍTULO 2 
MODELOS DE REGRESSÃO PARA TESTES ACELERADOS EM RlSCOS 
COMPETITIVOS 
2.1 . INTRODUÇÃO 
Uma. grande quantidade de estudos apresentam métodos para análise de 
dados quando existe um único modo de falha para cada objeto em estudo (dados de 
tempo de vida univariados). Entretanto, esses dados podem ser mais gerais se a falha de 
um objeto puder ser classificada em uma dentre k classes mutuamente exclusivas, 
usualmente causas de falha (também chamadas causas de falha competitivas), como se 
existissem mecanismos de falha competindo entre si de forma que o primeiro a atingir o 
estado de falha causa a falha do objeto. Problemas que originam tais tipos de dados siW 
comumente denominados problemas de riscos competitivos. Estes podem ocorrer em 
muitos contextos, como por exemplo, na. teoria de riscos competitivos da área médica 
onde se lida com o interesse em estimar o efeito sobre o padrão de mortalidade de uma 
dada população quando certas doenças são eliminadas~ ou no contexto de confiabilidade, 
num teste de vida de um produto que pode falhar em um dos k possiveis 
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lugares ou falhar de uma das k possiveis causas (nesse caso diz-se que o produto é um 
sistema em série). A informação básica disponivel neste tipo de ensaio ou teste de vida é 
o tempo de falha e a correspondente causa de falha do objeto em observação. Outras 
' informações podem também estar disponiveis, como no caso de variáveis adicionais (ou 
seja, variáveis concomitantes) que descrevem as diferentes condições nas quais o 
experimento foi conduzido (por exemplo: niveis de stress num teste de vida acelerado, 
tratamentos, etc). Tais informações precisam ser incorporadas na análise. 
Este capitulo tem como objetivo apresentar os conceitos apresentados no 
capitulo 1 estendidos a problemas de riscos competitivos. Na seção 2.2 é apresentada 
primeiramente uma abordagem feita por Prentice et al (1978), que leva em consideração 
somente dados observáveis, ou seja, o tempo observado que pode ser de falha ou de 
censura e a causa correspondente à falha. Posteriormente, é apresentada uma outra 
abordagem mais detalhada que tem sido amplamente discutida na literatura de riscos 
competitivos por diversos autores, dentre outros, Cox (1959), Moeschberger e David 
(1971), Gail (1975), que introduz o conceito de "tempos de falha latentes". Na seção 2.3 
é discutido o "problema da identificabilidade" que surge da abordagem de tempos de 
falha latentes. Na secão 2.4 são apresentados os modelos de regressão do capitulo 1, 
estendidos a riscos competitivos. Na seção 2.5 é tratada a estimação dos parámetros de 
regressão por máxima verossimilhança e, finalmente, na seção 2.6 é introduzida a teoria 
de testes acelerados para essa situação de riscos competitivos. 
2.2- CONCEITOS BÁSICOS E NOTAÇÕES 
2.2.1 - Abordagem de Prentice et ai (1978) 
Essa primeira parte da seção introduz uma notação que é inicialmente devida 
a Prenticc et al (1978). Suponha. que uma. amostra é sujeita. a um experimento e que 
cada objeto de estudo dessa amostra tenha um tempo de falha continuo T que pode ser 
sujeito a censura e um vetor de variáveis concomitantes z. Suponha também que a falha 
pode ocorrer devido a uma dentre k causas denotadas por i E {1, 2, ... , k}. Portant.o, 
para cada. objeto associa-se a tripla (T, I, z) onde, 
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I- . ,_ 1. 2 ..... k. _ { i, se falha da causa i . _ 
O, caso contrário · · · · 
As funções de Sobrevivência e Risco para T, com tais variáveis concomitantes 
são definidas por: 
Sr(ti z)= P(T>tl z) 
e 
( I I r P(T E [t, t+dt)[ T > t, z) >.T t z = R!!o dt fr(t[ z) Sr(t[ z)' 
(2.2.1) 
(2.2.2) 
onde fT(t/ z) é a função de densidade de probabilidade de T dado z. Similarmente, a 
Distribuição Conjunta de T e I dado z, pode ser caracterizada através das funções de 
sobrevivência1 de densidade (também denominada de sub-densidade por Kalbfleisch e 
Prentice (1980)) ou de Risco de Causa-Especifica como segue para i= 1, 2, ... , k: 
S,(t[ z)= P(T :>. t,l= i[ z), (2.2.3) 
f,( ti z)= - ffts,(ti z), (2.2.4) 
e 
( I ) _ 1. P(t < T<t+dt, I= i[ T > t, z) \tZ-Im dt dt->0 
l. P(t < T<t+dt, I= i, T > t[ z) - lill 
- dt->ü dt P(T :>.ti z) 
l. [P(T > t, I= iJ z)- P(T > t+dt, I= i[ z)] 
- 'm 
- "<->ü dt P(T :>.ti z) 
j,;s,(tJ z) f;( ti z) 
Sr(ti z) Sr(t[ z)' (2.2.5) 
A função .>.;(ti z) representa. a taxa instantânea de falha da causa i no tempo t dado z, 
na presença. de todas as outras causas de falha. 
Assumindo que a causa de falha. i deve ser um único elemento do 
conjunto de causas {1, 2 .... , k}, pode-se reescrever a função risco de T dado z, definida 
em (2.2.2), em termos das funções risco de causa-especifica como: 
k 
Ar(tJ z)= I;A,(t[ z). 
i=l 
(2.2.6) 
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Em algum estudos podem ocorrer duas ou mais causas de falha simultâneas. Nessa 
estrutura de trabalho quando duas ou mais causas de falhas ocorrem simultaneamente-
tais eventos conjuntos podem ser tomados como tipos de falhas adicionais. 
A funçã.o de sobrevivência de T dado z, definida em (2.2.1), devido a 
formulação (2.2.6) pode ser fatorizada no tempo t da seguinte forma: 
(2.2. 7) 
onde G;(ti z)= ex!{- J:-\;(ui z)du)= exp(-H;(ti z)), i= l, 2, ... , k, é interpretada por 
Elandt-Johnson e Johnson {1980) como uma distribuição associada com a causa i 
somente. A distribuição marginal de I é definida por: 
rr;= P(I= i i z)= S;(Oi z). (2.2.8) 
Finalmente, usando (2.2. 7) em (2.2.5), a função sub-densidade do tempo de falha para a 
causa i dado o vetor de variáveis concomitantes z, pode ser reescrita como 
k . 
f;( ti z)= \(ti z) ITGm(ti z), 1= I. 2, ... , k. (2.2.9) 
i=l 
Note que devido a fatoração de Sy(t) z) em (2.2.7), (2.2.9) é completamente especificada 
pela funcâ.o risco de causa-especifica. Kalbfleisch e Prentice (1980) mostraram que 
\(t) z) pode ser estimada dos dados do tipo (T, I) em uma dada covariável z sem 
suposições adicionais, o que permite a estimação de quantidades relacionadas tal como 
f;( ti z), Ay(ti z) e Sy(ti z), que podem ser definidas em termos de \(ti z), i= 1, 2, ... , k. 
Para. o estudo de inter-relações entre as causas de falha, Kalbfleisch e 
Prent-ice (1980) sugerem uma abordagem alternativa utilizando covariáveis tempo-
dependente. 
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2.2.2 · Abordagem de Cox (1959) e Moeschherger e David (1971) 
Alternativamente, grande parte da literatura de nscos competitivos tem 
presumido para um sistema a existência de tempos de falha "latentes" ou "potenciais" 
correspondendo a cada uma das k causas de falha. Esses tempos são denotados por 
T= (T1, T2, ... , Tk), onde a coordenada T; é o tempo para ocorrência da i-ésima causa 
de falha. O tempo de falha real do sistema é definido por: 
T= min(T1 , T,, ... , T,). 
Nesta formulação, restringindo-se a um vetor de variavets concomitantes z 
independentes do tempo e assumindo que T dado z, tem função de densidade conjunta. 
f(tj z)= f(t 1, t 2, ... , tkJ z), a Função de Sobrevivência Conjunta dado z pode ser escrita 
como: 
= J00••• Joof(u1 , u2 , ••• , ukj z) duk ... du11 
11 tk 
O<t;<=, i= 1, 2, ... , k. (2.2.10) 
Pela definicâo acima é possivel notar que, S(O,O, ... ,Oj z)= 1 e S(oo, oc', ... , oo) z)= O. 
Claramente, a Sobrevivê-..ncia Marginal do Tempo de Falha Latente Ti dado z, obtida 
para i= 1, 2, .... k é dada por: 
S;(t,[ z)= P(T,>t,[ z)= P(T1>0, T,>O, ... ,T,>t,, .... T,>O[ z)= 
= S(O, O, ... , O, l;. O, ... , O[ z) (2.2.11) 
e a sua Função "fusco" (ou ''taxa de risco liquida.", na notação de Elandt-Johnson e 
Johnson (1980)) correspondente é definida por: 
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h;(t,j z)= 
/t S,(t,j z) 
• 
S,(t,j z) - 0~ lnS,(t,! z), • i= 1, 2, ... , k, (2.2.12) 
assumindo que tais derivadas existam. Esta funçã-O é interpretada como a taxa de falha 
instantânea associada ao tempo de falha latente Ti· Ainda, se S é diferenciável em 
t 1= t2= ... = tk= t, a Função Risco de Causa-Especifica (ou "taxa de risco bruta" na 
notação de Elandt-Johnson e Johnson (1980)) pode ser escrita como: 
( I )- 1. P(t < T<t+dt, l= ij T > t, z) Àj t z- J~ dt 
* S( t 1 , t 2 , ••• , tk) z) !t1 ""t2 ~ •.• ""tk = t 
S(t, t, ... , tj z) 
Essa função fornece a taxa instantânea de falha pela cansa i no tempo t. dado z, na 
presen<;a de todas as outras causas de falha. A Função de Sobrevivência de T dado z, 
também conhecida como Função de Sobrevivência Total pode ser obtida como em 
(2.2.7) ou por: 
S7 (tl z)= P(T>tl z)= P(T1>t, T2>t, ... , Tk>tl z)= S(t, t, ... ,ti z), (2.2.14) 
e a Função Risco de T dado z, também chamada Função Ril'im Total, pode ser escrita 
por: 
lt s,(tl z) 
-'7 (!1 z)= - I S7 (t z) -/tln S7 (tl z)= - g,1n S(t, t, ... , tj z). (2.2.15) 
que é interpretada como a taxa de falha instantânea por qualquer cansa de falha no 
tempo t. dado z. Esta corresponde à função risco dada em (2.2.6). 
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Assumindo agora que sempre que o sistema falhar pode-se observar somente 
o par (T, I) e a covariá.vel z, comumente chamado ~mimo Identificado, onde T é a 
vida do sistema e I= i quando T= min(T1 , T2, ... , Tk)= T; para i= 1, 2, ... , k. Por 
suposição a falha do sistema é devida a uma Única causa, i.é, 
j P(T,~ Ti)~ O para i ,tj.j (2.2.16) 
Sendo assim, a Distribuição de Probabilidade Conjrmta de (T, I) dado z, que representa. 
a distribuição de probabilidade do tempo observado para falha devido a causa i pode ser 
expressa como: 
Qi(tl z)~ P(Tst, r~ il z)~ P(T,st, T,<T, p/ i#il z)~ 
~ J' [J= ... J= f(t,, t,, ... , t,, ... , t 1 1 z) 11. dt,] dt,, 
O t. t· r*' 
• • 
;~ 1, 2, ... , k. (2.2.17) 
Obs: O sim bolo "*" é usado para denotar que a falha ou distribuição de sobrevivência 
para a causa i é observada na presença de todas as causas atuando simultaneamente na 
população. 
A Probabilidade de um sistema falhar da calL'ia i, denotado por ;r/', com variáveis 
concomitantes z é obtida por: 
.(~ P(I~ il z)~ P(T<oc, r~ il z)~ Q;(ool z), i~ 1, 2, ... , k, (2.2.18) 
com 
(2.2.19) 
A Probabilidade do sistema sobreviver além do tempo t e então falhar devido a causa i 
dado z, ( correspondendo a SJ tI z) na notação de Prentice et al) é dada por: 
P((tl z)~ P(T>t, r~ il z)~ P(T "X. r~ il z)·P(T "t, r~ il z)~ rr;- Qi(tl z)~ 
=f= [J= ... f= f(t.,, t,, ... , t,, ... , t,l z) n dt,] dt,. i~ 1, 2, ... , k. (2.2.20) 
I t f. r* 1 
' ' 
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As funções de distribuição e de sobrevivência de T dado z, podem ser escritas 
em termos de (2.2.17) e (2.2.20), respectivamente, por: 
Fr(tl z)= P(T <: t, I= il z)+ ... +P(T <: t, I= kl z)= Q1'(t1 z)+ ... +Q;(tl z),(2.2.2!) 
e 
k k k k 
Sy(tl z)= 2..: P((tl z)= 2..: rr(- 2..: Q((tl z)= 1- 2..: Q((tl z). 
Í=l i=l Í=l i=l 
(2.2.22) 
Pela definiçiiD em (2.2.20) pode-se notar que, ~:= Q((ool z)= P((OI z) c 
ainda segue de (2.2.19) que: 
k k 
2..: P((OI z)= 2..: Q;"(ool z)= I. (2.2.23) 
i=1 i=l 
Logo, Pi*(OI z) não precisa ser necessariamente 1 e portanto Pt(tl z) não é uma função 
de sobrevivência de acordo com a definição em (1.3.1). Pode-se contudo, definir uma 
função de distribuição acumulada ou função de sobrevivência verdadeira em termos 
dessas funções. A fun<;ão de distribuição condicional de T dado I= i e z, que representa 
a distribuição de tempo de falha observado dentre aqueles que falharam da causa i. na 
presença de todas as causas é dada por: 
F((tl z)=P(T <:ti I= i, z) P(T<t, I= il z) P(l= il z) 
e consequentemente, 
S((tl z)= 1-Fi(tl z)= Pi(:l z) 
~. 
A correspondente função de densidade é então: 
Qi(tl z) 
' ' 
f((tl z)= ~~· Zt Q((tl z)=- ,1• Zt P((tl z), 
, ' 
e como demonstrado a seguir, esta pode ser reescrita por: 
f;"( ti z)= .1., \(ti z)Sy(tl z). 
' ' 
(2.2.24) 
(2.2.25) 
(2.2.26) 
(2.2.27) 
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Demonstração: 
Derivando wm relação atos dois lados da igualdade em (2.2.20) obtem-se: 
Procedendo de maneira análoga para a relação em (2.2.10) obtem-se: 
Logo, tem·se a seguinte identidade: 
(2.2.28) 
Além disso, de (2.2.13): 
implicando em: 
S(t, t, ... , ti z) 
a ~S(tl, t2, ... , tkl z) ltl =t2=···=tk=t 
Sr(ti z) 
A identidade em (2.2.28) torna-se então: 
e portanto a densidade em (2.2.26) pode ser reescrita por: 
f((tj •J~ .J.. .\;(ti z)Sy(tj z). O 
'i 
(2.2.29) 
Lawless (1980) mostrou que Qi•(t) e 7ri\ podem ser estimados dos dados da forma (T, I) 
sem suposições adicionais e este resultado estende-se diretamente a dados do tipo 
(T. I, zL com z fixo no planejamento (como é o caso de testes acelerados). Estes 
resultados encontram-se no apêndice B. 
Conceitos Básicos e Notações 47 
Esta abordagem de tempos de falha latentes foi criticada por Prentice et al 
(1978) por sua suposição de que o tempo de falha da causa i sob um conjunto de 
condições em estudo, no qual todas as causas estão atuando, é precisamente o mesmo 
sob um conjunto alterado de condições em que todas as causas, exceto a i-ésima, são 
removidas. Esta suposição pode não ser verdadeira desde que a eliminação de certas 
causas de falha pode alterar os riscos de falha das demais causas, como já indicado por 
Makehan (1874) e Cornfield (1957). Prentice et al, criticaram também a falta de 
significado fisico para os k-1 tempos não observados. Contudo, Elandt-Johnson e 
Johnson apontam que esses tempos hipotéticos de falha são introduzidos "puramente 
por conveniência matemática'', desde que a formulação latente para o problema de 
riscos competitivos não leva a dificuldades na interpretação das distribuições básicas da. 
causa i, Gi e P/', as quais podem ser estimadas dos dados. 
2.2.3 - Tempos de Falha Latentes Independentes 
A situação em que T 1, T 2, ••• , Tk são mutuamente independentes na 
abordagem de tempos de falha latentes é de especial intere;se. Neste caso, a função de 
sobrevivência conjunta simplifica-se à forma: 
k 
S(t1 , t 2 •••• , t,j z)= IT S,(t.J z). 
i= l 
(2.2.30) 
Além disso, como um resultado interessante pode-se demonstrar que para todo 
i= 1, 2, ... , k 
h;(tj z)= À;( ti z) (2.2.31) 
e 
G;(tj z)= S,(tj z). (2.2.32) 
Demonstração: 
De fato, pois pela definição de função risco de causa-especifica e de (2.'1.30): 
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8 
..\;(ti z) :::; --;s--t lnS(t1, t 2, •.. , tkf z)lt - 1 _ - t - 1:::; v; I-2-···-k-
8 k ~ --In TI S ·(t I ')I, -ôt; i=! 1' 1 =t2 = ... =tk=t 
iJ k ~ - " lnS(t( ')(, ,~ Ôti i~l I! 1=l2=···=tk= 
~ J, lnS,(t;l 'llt,~t~ h;(t( ,) . 
• 
De (2.2.12) e usando o result.ado anterior, obtem-se que: 
Assim, a função de sobrevivência total dado z, pode ser obtida per: 
k k 
Sr(ti z)= TI S,(ti z)= TI G,(ti z). 
Õ=l i=l 
{2.2.33) 
Contudo, deve-se enfatizar que S((ti z) # S,(ti z), pois de {2.2.25) e (2.2.29): 
S((ti z)= -1,- J00A;(ul z)Sy(ui z) du, 
1r i t 
ao passo que, 
S,(ti z)= ex~- J: h,( ui z) du]= exp[- J>Jul z) duJ 
Ainda pode ser de interesse estudar as mudanças que ocorrem na distribuiçâo 
de vida de um objeto quando algumas causas são eliminadas. Para esse caso de 
independência, supondo que a causa j é eliminada, onde a causa j pode ser um grupo de 
causas, Sj(tl z)= 1 e a distribuição com as r= (k-j) causas restantes é expressa por: 
Esta equação assume que: 
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- as distribuições das causas de falha restantes não são afetadas, 
- nenhuma outra causa de falha é introduzida quando a causa j P 
eliminada, 
- a causa de falha eliminada é completamente eliminada. 
2.3- PROBLEMA DA IDENTIFJGABILIDADE 
Define-se uma Fa.m.ilia de Distribuições (segundo Elandt-Johnson e Johnson), 
como um conjunto de distribuições da mesma forma matemática onde cada membro da 
famÜia é determinado pelos valores dos parâmetros. 
O problema de identificabilidade é verificado na teoria de tempos de falha 
latentes no contexto de riscos competitivos. Primeiro, dada a distribuição de (T, I), o 
problema de identificabilidade questiona a possibilidade da identificação da famÜia das 
distribuições de sobrevivência conjunta e marginais de (T1, T2 , ••• , Tk)· Segundo, 
assumindo que a função de sobrevivência conjunta pertence a uma famÜia especifica 
questiona-se a identificabilidade de um membro desta função conjunta a partir da. 
distribuição de (T, I). 
Berman (1963) mostrou que, se é assumido que as causas atuam 
independentemente, a distribuição do par (T, I) determina unicamente a distribuição de 
T;, i= 1, 2, ... , k, e consequentemente a distribuição conjunta de (T1 , ... , Tk) e seus 
parâmetros. Esse resultado pode ser estendido para o caso em que se tem disponivel um 
vetor de variáveis concomitantes z fixo no planejamento, como nos experimentos de 
testes acelerados a.presentados anteriormente. 
No entanto, desde que a suposição de independência dos tempos de falha não 
é realistica em muitos problemas de riscos competitivos, alguns estudos consideraram o 
problema da identificabilidade para tempos de falha latentes dependentes; entre outros, 
Tsiatis (1975). Peterson (1976), Langberg et al (1978, 1981) e Elandt-Johnson c .lohnson 
(1980) (estes estudos não consideraram variáveis concomitantes). Eles concluiram de 
que sem a suposição de independência, a famÜia de distribuição de sobrevivência 
conjunta e suas marginais não são identificáveis a partir da distribuição de (T, I), uma 
vez que a partir de dados desse tipo não é possivel distinguir entre um modelo de riscos 
competitivos independentes e uma infinidadE' de modelos dependentes com as mesmas 
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funcões risco de causa especifica. 
Assim, para obter conclusões à respeito da distribuição dos tempos de falha 
latentes quando estes não são supostamente independentes, é usual assumir que a funcão 
de distribuição de sobrevivência conjunta pertence a uma famÜia paramétrica especifica 
e o problema consiste na identificabilidade dos parâmetros dessa distribuição a partir 
da distribuição de (T, I). Este problema pode ser resolvido dependendo da famÜia 
particular assumida para S(t1 , t 2 , ... , tk). Alguns resultados particulares que dizem 
respeito ao estudo da identificabilidade dos parâmetros da distribuição de sobrevivência 
conjunta para o caso de tempos de falha dependentes em populações homogêneas, são 
conhecidos. Por exemplo, Nádas (1971) e Basu e Ghosh (1978) mostraram que se a 
função de distribuição de sobwv:ivência é Normal Biv:ariada, então seus parâmetros 
podem ser determinados unicamente a partir da distribuição de (T, I). Basu e Ghosh 
(1978) provaram que a distribuição de (T, I) identifica os parâmetros da distribuição 
Exponencial Bivariada de Marshall e Olkin (1967), de Gumbel (1960) e da distribuição 
Wei buli Bivariada. 
Deve-se enfatizar contudo, que mesmo sendo possivel estimar os parâmetros 
do modelo paramétrica assumido não se pode verificar a sua validade, desde que, como 
mencionado anteriormente, a partir de dados do tipo (T, I) não é possivel distinguir 
entre um modelo de riscos competitivos independentes e uma infinidade de modelos 
dependentes que possuem as mesmas funções risco de causa-especifica. Até mesmo se 
um modelo paramétrica com riscos dependentes for assumido para S e todos os 
parâmetros forem estimáveis, é impossivel fazer a distinção entre este e um com causas 
independentes, mas com as mesmas funções risco de causa-especifica. Consequentemente 
é impossivel avaliar a adequação de tal modelo e pela mesma razão é irnpossivel avaliar 
a independência das causas. Então os modelos devem ser confirmados através de 
evidências fisicas ou do conhecimento do processo de falhas, caso contrário se é forçado a 
acreditar na adequação de tal modelo. Essa situação é ilustrada no exemplo 2.1 a seguir: 
Exemplo 2.1: Considere a funçâo de Sobrevivência Conjunta: 
Modelos de Regressà.o Paramétricas em Riscos Competitivos 51 
onde, >.1>0 , >.2>0 e >.12>-1. O parâmetro >-12 mede a dependência entre T 1 e T 2, com T 1 
independente de T 2 quando >.12= O. As correspondentes funções risco de causa-especifica 
são: 
A função de verossimilhança, que é escrita totalmente em termos da função risco de 
causa-especifica. (como será demonstrado na seção 2.5), obtida dessa distribuição é 
contudo, idêntica àquela resultante de um modelo com causas independentes com as 
mesmas funções risco de causa-especifica e função de sobrevivência conjunta definida 
por: 
Então, um valor estimado de >.12 i- O não deveria ser tomado como uma indicativa de 
dependência entre T 1 e T 2, a menos que exista alguma evidência externa para confirmar 
o modelo paramétrica dependente. A estimativa do grau de dependência entre T 1 e T 2 
surge da suposiçã.o de um modelo que não pode ser testado pelos dados. 
2.4- MODELOS DE REGRESSÃO PARAMÉTRICOS EM RISCOS COMPETITIVOS 
Vários autores, tais como, Farewell e Prentice (1977), Lagakos (1978), Holt 
(1978), Kalbfleisch e Prentice (1980), estudaram modelos de regressão em situações de 
riscos competitivos. Qualquer um dos modelos de regressão apresentados no capitulo 1, 
que permitem incorporar variáveis concomitantes z tempo independentes, pode ser 
estendido a riscos competitivos simplesmente impondo a formulação apropriada às 
funções risco de causa-especifica. Sob a abordagem de tempos de falha latentes, 
assumindo uma familia paramétrica para S(t 1, t 2 .... , tkl z) onde z é tempo 
independente, pode-se modelar o risco de causa-especifica como mostrado a seguir: 
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2.4.1 - Modelos de Riscos Proporcionais 
Essa classe de modelos assume que as variáveis regressaras atuam 
multiplicativamente sobre a função risco de causa especifica, quando para cada causa i, 
i= 1, 2, ... , k, quaisquer observações com variáveis concomitantes z1 e z2 resultarem em 
uma razão .\;(ti z1)/.\;(tj z2) invariante no tempo. Assim, tem-se a seguinte formulação: 
A;( ti z)= -10;(1) C(z; fJ;) , i= 1, 2, ... , k, (2.4.1) 
onde 
fJ/= (Pil, Pi'z, ... , Pip): vetor de parâmetros correspondendo a z, variando 
arbitrariamente sobre as k causas de falha: 
C(z; fJ,): qualquer função dez e fJ; tal que, C(z; fJ;)>O e C(z; 0)= 1, 
,\0i( t) : função risco básica para a causa i, sendo a função risco de causa-especifica 
para a causa i quando C(z; Pi)= 1. 
Como anteriormente, é usual tomar C(z; fJ.)-= exp(.B/z), uma vez que se tem garantido 
C(z; .81)>0 para todo z e {31. Em particular quando ).0i(t), i= 1, 2, ... , k, é arbitrário e 
C(z; pi)= exp(fJ/z), (2.4.1) define o modelo semi-paramétrica de Cox para riscos 
competitivos como estudado por Holt (1978). 
2.4.2 - Modelos de Tempos de Falha Acelerados 
Para cada causa de falha i, i= 1, 2, ... , k, Kalbfleisch e Prenticc (1980) 
sugenram a seguinte extensão do modelo de tempo de falha acelerado apresentado no 
capitulo 1: 
onde 
A,( ti z)=.\0;(texp[-p;(z)]) exp[-l<;(z)] , i= 1, 2, ... , k, 
JJ;(z) :parâmetro de locação da distribuição de Y=lnT dado z, para a causa i, 
>.0 i : tem uma forma paramétrica particular. 
(2.4.2) 
Equivalentemente, para cada causa assume-se que a:;; variáveis regressaras atuam 
multiplicativa.mente sobre T. 
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Para ilustração, considere o seguinte exemplo: 
Exemplo 2.2: O modelo Weibull(a:i(z), DJ independente associado a cada 
causa de falha i, com ai(z)= exp(,B/z), tem ..\0 ; formulado como: 
t ;:: O. 
Quando descrito em termos do modelo de Riscos Proporcionais, assumindo que 
C(z, fiJ= a,(z), obtem-se: 
\(ti z)= {ji e\-1exp(,B{z)1 t ~o , i= 1, 2, ... , k, 
onde 15;>0. Quando escrito em termos do modelo Tempo de Falha Acelerado: 
onde Jli(z)=- P{z é o parâmetro de locação da distribuição V .alar Extremo para a causa 
!. 
2.5- ESTIMAÇÃO DE PARÃMETROS POR MÁXIMA VEROSIMILHANÇA 
Utilizando a notação de Moeschberger e David (1971), pode-se 
equivalentemente denotar o tempo de vida observado (TI I) como Xi, onde 
X;= T;l Ti= mfn Tt. Sendo assim, a. fdp de X; é dada por: 
Considerando primeiramentP o caso em que não existem dados ce7Mmrados, ou seja, se n; 
objetos falham da causa i e x 13 denota o tempo de vida do j-ésimo objeto falhando da 
causa i associado ao vetor de covariáveis z, então a fdp conjunta de X;j é escrita por: 
(2.5.1 I 
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Esta f.d. p. é condicional sobre os ni os qurus são variáveis aleatórias com função de 
probabilidade multinomial: 
( I n! f n1, ... , n, z)= """'c_ 
TI n;! 
k 
II 
i =1 
k L n; 
i= 1 
(2.5.2) 
i := 1 
Então, de (2.5.1) e (2.5.2), a função de verossimilhança de interesse é dada por: 
Como o pnme1ro termo na verossimilhança é uma constante: esta pode ser reescrita 
simplesmente por: 
k n; k n; k 
L"' IT IT \(X;jl z)Sr(x,jl z)= IT IT -\(X;jl z) TI Gm(x,jl z). 
i=lj=l i=lj=l m=l 
(2.5.3) 
Nota-se portanto, que a j-ésima unidade que falha da causa i contribui com um termo 
k 
>.;(Xojl z) TI Gm(x;jl z) para a verossimilhança. 
m = 1 
Para o caso em que algumas observações são cens1.1.radas, dentre as n 
associadas ao vetor de variáveis concomitantes z, e utilizando a notação abaixo: 
Notacão: 
i : causa de falha 1= 1, 2, ... , k, 
n : número de itens no inicio do estudo, 
r. : número de falhas devido a causa i, 
' k 
r : número total de falhas ( r=
1 
~ 
1 
r;} 
w : número de censuras, 
tr : tempo de falha ou censura do r-ésimo item, r= 1, 2 ... , n, 
xu: tempo de falha do 1-ésimo item pela causa i, 1= 1, 2, ... , ri, 
x"'.1: tempo de .censura do 1-ésimo item censurado, 1= L 2, ... , n-r , 
a contribuição do 1-ésimo itern que falhou devido a causa 
verossimilhança é: 
dado z, para a 
Estimação de Parâmetros por Máxima Verossimilhança 55 
(2.5.4) 
e a contribuição dos r; itens que falharam devido a causa i, para a verossimilhança é: 
(2.5.5) 
A contribuição das censuras para a verossimilhança é dada por: 
(2.5.6) 
Dessa forma, a verossimilhança total é expressa por: 
(2.5. 7) 
onde fl= (P1', P2', ••• , P1/). Elandt-Johnson (comunicação pessoal) demonstrou que esta 
pode ser equivalentemente escrita por: 
Demonstração: 
De fato, pois a contribuiçâo para a verossimilhança das: 
- r 1 falhas pela causa 1 é: r 1 rl 
1:::;:; IT .X1(x111 z) TI G1(x111 z) G2{x111 z) ... Gk(xl/1 z), 
1==1 1=1 
-w censuras é: 
w 
VV ::=: II G1(xwll z) G2(Xwtl z) ... Gk(Xwtl z). 
1=1 
(2.5.8) 
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A verossimilhança em (2.5.7) é obtida por, 1*2*-··*k*W. Agora combinando os tempos com indices] 
obtem-se: 
r1 r1 r2 rk w 
TI .\1(x111 •) TI G1(xul •) TI G1(x,l •) ... TI G1(xkll •) TI G1 (xw11 •)= 
1==1 1==1 1:=1 1=1 1=1 
=[ g .\1 (x111 •)] [ ,[1
1 
G1 (t,l •) J 
De forma análoga, pode-se combinar os tempos com os Índices 2, 3, ... , k, obtendo-se então: 
a qual é a verossimilhança em (2.5.8).0 
No caso particular onde os Ti, i= 1, 2, ... , k, são independentes as funções de 
verossimilhança em (2.5.3) e (2.5.8) simplificam-se, respectivamente, a: 
k ni k 
L( fi)~ II II h,(x,,l z) rr Sm(x,jl z) 
i=1j=1 m=l 
e 
L(p) ",IJ,{ [,[i,h,(x"l z)J [, ~1 S,(t,j z)J} 
Kalbfleisch e Prentice (1980), utilizando a abordagem de riscos competitivos 
de Prentice d al (1978), obtiveram uma verossimilhança equivalente à função de 
verossimilhança (2.5.7) (e consequentemente equivalente à verossimilhamça em (2.5.8)). 
Supondo que associado a cada uma das n observações 
quádrupla (t1, ó1, I i, z;), j= 1, 2, ... , n, onde: 
encontra-se associada a 
t / tempo observado de falha ou de censura para a j-ésima unidade, 
! _ { 1 se a j-ésima unidade falha 
i- O caso contrário, 
I _ { i se a j-ésima unidade falha da causa i, i= 
J- O se a j-ésima unidade censura, 
1, 2, ... , k 
zj: vetor dt" variáveis concomitantes para a j-ésima unidade. 
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sob um mecanismo de censura independente, a tal função de verossimilhança é expressa, 
utilizando a notação acima, por: 
"{ 6 } "{ 6k } 1(/i)"' TI [A; (t;[ z;)] 1 Sr(t;[ z;) = TI [\ (t;[ z;)] 1 TI Gm(t;[ z;) . 
J=l J j=1 J m=l 
(2.5.9) 
Pode-se verificar que, igualmente à função de verossimilhança em (2.5. 7), a contribuição 
do j-ésimo item que falhou ( 6 j= 1) devido a causa i dado z;, para a verossimilhança é: 
(2.5.10) 
e a contribuição do j-ésimo item que censurou (6j= O) dado z;~ para a verossimilhança é: 
(2.5.11) 
Portanto, a função de verossimilhança (2.5.9), da mesma forma que a verossimilhança 
em (2.5.7), é obtida pelo produto de termos da forma (2.5.10) e (2.5.11). 
As estimativas de máxima verossimilhança dos /3;,, i= 1, 2, ... , k, podem ser 
obtidas resolvendo-se iterativamente as equações: 
a~}nL(P)= O, i= 1, 2, ... , k, (2.5.12) 
pelo método iterativo de Newton-Raphson. 
Agora, se .\;(ti z)= \(tj fl., z) depende somente dos parâmetros {Ji e estes 
parâmetros não estão presentes em nenhuma outra função risco de causa-especifica, 
então o vetor de parâmetros {Ji pode ser estimado usando somente o i-ésimo fator de 
(2.5.8): 
ou seJa, usando os r; tempos de falha da causa i sozinha e tratando os n- r; tempos 
restantes como censuras, i= 1. 2 .... , k. 
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2.6 - TESTES ACELERADOS EM IUSCOS COMPETITIVOS 
É muito comum em experimentos industriais, realizar t.estes de vida 
acelerados de produtos que podem falhar em um dos k possiveis lugares ou falhar de 
urna das k possiveis causas (também chamadas modos de falhas). Tais produtos são 
chamados sistemas em série. A ''causa de falha" pode ser definida de qualquer forma 
útil. Por exemplo1 pode ser a falha de um particular componente ou pode ser uma causa 
de falha propriamente dita dentro de um componente. Exemplos incluem: 
- um motor elétrico pode falhar em um dos isolamentos: 
"turn", "phase" ou "ground", 
- um dispositivo semi-condutor pode falhar em uma junção ou em um 1'led". 
No contexto de um único risco, foram tratados no capitulo 1 os modelos de 
testes acelerados e estes nada mais são do que modelos de regressão paramétricas com 
parâmetros assumindo formas de acordo com relações de stress-vida derivadas do 
entendimento da fisica de falha do dispositivo em questão. Os mesmos modelos de testes 
acelerados tratados em tal capitulo serão abordados nessa seção, uma vez que estes 
pOOem ser facilmente estendidos ao contexto de riscos competitivos. A discussão dessa 
seção, como no capitulo 1, limita-se ao modelo paramétrica Weibull. Primeiramente será 
tratado o caso onde os tempos de falha latentes são assumidos independentes c 
posteriormente serão feitas algumas considerações sobre o caso onde essa independência 
não pode ser assumida. 
2.6.1 - Testes Acelerados em Modelos Pa.ramétricos em Riscos Competitivos 
Considerando-se a situação onde os tempos de falha latentes são 
supostamente independentes, o modelo para dados com causaH de falha competitivas 
VVeibull independentes pode ser estendido como um modelo Weibull-stress-vida para 
cada causa de falha. Então sob uma aplicação constante do j-ésimo nivel do stress V, 
j= 1, 2 .... , s, a i-ésima causa de falha terá a seguint.e densidade: 
(2.6.1) 
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onde ó;>O, a;j= q;(V r flJ Para caracterização do modelo Weibull-Lei de Potência, 
\\Feibull-Arrhenius c Weibull-Eyring para cada causa de falha seguem as respectivas 
relações de stres~-vida: 
a) Relação Lei de Potência 
(2.6.2) 
b) Relação Taxa de Reação de Arrhenius 
(2.6.3) 
onde V é temperatura absoluta, g1(V ;)= - 1t0.0 , V/= (1, - 1t00) e fJ/= (fJ10 , fJil). 
' ' 
c) Relação Eyring Para Um Único Stress 
oude V é temperatura absoluta, V/= (1, - 1Z9.0,lnVj) c fJ/= (.6;0 , P;1 , .6;2 ). 
' 
(2.6.4) 
Para o ca~o em que os tempos de falha latentes não são supostamente 
independentes não se pode ajustar um modelo Weibull-stress-vida para cada causa. 
Neste caso, assume-se um modelo Weibull multivariado e uma relação de stress-vida 
para os paxâmetros de escala n;;' i= 1, 2, ... , k j= 1, 2, ... , s, como acima. 
Vários tipos distintos de modelos \Veibull multivariados são propostos na 
literatura. No entanto, pouco se encontra à respeit.o de modelos multivariados para. 
análise dC' dados oht.idos de testes acelerados, menos ainda. para. dados df' testes 
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acelerados de sistemas em série (ou seja, em situações de riscos competitivos). 
2.6.2- Função de Verossimilhança para Testes Acelerados 
Em experimentos industriais de testes de vida acelerados, estes são 
conduzidos sob diversos niveis de stress pré-fixados no planejamento. Devido a esse fato, 
para a estimação de máxima verossimilhança dos parâmetros do modelo paramétrica 
assumido, além das verossimilhanças em (2.5.7) e (2.5.8), pode-se alternativamente 
utilizar uma verossimilhança equivalente a essas anteriores. Considerando testes 
acelerados conduzidos em s niveis de um único stress V, com nj itens testados em cada 
nivel Vi, j= 1, 2, ... , s, e utilizando a seguinte notação: 
Notacão· 
: causa de falha Í= 1, 2, ... , k, 
r1i : número de falhas devido a causa i dentre os nj itens testados, 
wj :número de censuras dentre os nj itens testados, 
tir :tempo de falha ou censura do r-ésimo item em v.J 'r= 1, 2, ... , nj, 
Xtj/ : tempo de falha do 1-ésimo item dentre aqueles que falharam da 
causa í em V i' 
xwjl: tempo de censura do 1-ésimo item censurado em V i' 
a contribuição do 1-ésimo objeto que falhou pela causa i, em um dado nivel de stress V i 
para essa verossimilhança equivalente é: 
(2.6.5) 
. 
A contribuição dos rij item que falharam da causa i sob o nível V i para a. 
verossimilhança é: 
(2.6.6) 
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e a contribuiciw das censuras para a verossimilhanca é: 
' ' 
w 
,tl [mtrl Gm(X;wll V,)J (2,6.7) 
Dessa forma, a verossimilhança total equivalente é expressa por: 
(2.6.8) 
Novamente, se \(ti Vj)= \(ti fli• Vj) depende somente dos parâmetros 
P.= (fi10 , fi; 1 , ••• , fiip) e estes parâmetros não estão presentes €m nenhuma outra função 
risco de causa-especÍfica, então o vetor de parâmetros pi pode ser estimado usando 
somente o i-ésimo fator de (2.6.8): 
•· ,, 
II 
1=1 
' 
\(xij/1 V;)Hit exp(- I>l;(tl Vj) dt) n i= 1, 2, ... , k, 
ou seJa, usando os J>iJ tempos de falha da causa 1 sozinha e tratando 
J=l 
tempos restantes como censuras. 
(2.6.9) 
Procedimentos de estimação e inferências para o modelo para.métrico \iVeibull 
dependem das suposições feitas acerca do comportamento dos tempos de falha latentes e 
serão tratados no capitulo 3. 
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2.6.3 - Avaliação Gráfica do Modelo 
Como mencionado na seção 2.3, não é possivel avaliar a adequação do modelo 
utilizado nem avaliar a independência das causas a partir da distribuição de (T, I). No 
entanto se, nesses experimentos de testes acelerados, de alguma forma existirem 
evidências externas para acreditar na independência das causas, baseado em evidências 
fisicas ou na experiência do pesquisador, pode-se verificar a validade das seguintes 
suposições para cada causa: 
- os nscos são proporcionais, ou equivalentemente, o parâmetro de 
forma da Weibull possui o mesmo valor em todos os niveis do stress, 
- a relação stress-vida é adequada, 
- a distribuição de vida assumida é adequada. 
Para verificação dessas supos1çoes basta fazer, para cada causa em separado, análises 
gráficas análogas às apresentadas na seção 1.7.4. Para confecção dos gráficos para uma 
dada causa, considera-se que cada unidade tem um tempo de falha da correspondente 
causa ou caso contrário um tempo de censura. Tal tempo de censura resulta quando a 
unidade falha por uma outra causa, ou quando a unidade é removida ou ainda pelo 
término do teste. 
CAPÍTULO 3 
MODELOS DE REGRESSÃO WEIDULL PARA TESTES ACELERADOS EM 
RISCOS COMPETITNOS 
I 
3.1 -INTRODUÇÃO 
A supos1çao frequentemente utilizada de independência das causas de falha 
em problemas de riscos competitivos pode não ser verdadeira em algumas situações 
fisicas reais, ou seja, o tempo de falha latente associado a uma causa de falha de uma 
unidade experimental pode estar correlacionado com o tempo de falha latente da mesma 
unidade associado a uma causa diferente. Desse modo, é desejável um modelo que 
permita incorporar tal dependência. 
causa .. 
Em estudos de tempo de vida onde a falha ocorre devido a apenas uma única 
a distribuição Weibull tem encontrado considerável aceitação. 
Consequentemente, uma distribuição multivariada com distribuições marginais Weibull 
pode ser adequada a diversos dados de riscos competitivos. 
Este capitulo tem como objetivo estudar modelos VYeibull ern ambas as 
situações, causas independentes e dependentes, em experimentos de testes acelerado:-; 
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onde a variável concomitante é um stress. 
O modelo Weibull com causas independentes em testes acelerados, estudado 
por Klein e Basu (1981), é revisado na seção 3.2. Na seção 3.3 é discutido um modelo 
bivariado, estudado por Moechberger (1974), que considera. a dependência de duas 
causas de falha, a distribuição Weibull bivariada sugerida por Marshall e Olkin (1967). 
Esse modelo é útil em situações onde ocorre uma causa de falha comum, ou seja, a falha 
pode ocorrer por ambas as causas simultaneamente. Na seção 3.4 é realizada a extensão 
do modelo para experimentos de testes acelerados. 
Métodos de máxima verossimilhança são empregados para a estimação dos 
parâmetros dos modelos abordados. 
Aplicações numéricas referentes a esses modelos são apresentadas nas seções 
5.2 e 5.3 do capitulo 5, respectivamente. 
3.2 - MODELO DE REGRESSÃO WEIBULL INDEPENDENTE PARA TESTES ACELERADOS 
EM RmCOSCOMPETYITVOS 
Klein e Basu (1981) consideram testes de vida acelerados conduzidos em s 
nfveis de um único stress V quando o objeto em estudo é um sistema em série com k 
causas de falha. Assume-se que os k tempos de falha latentes, correspondentes às k 
causas, são independentes com distribuição ~· eibull possuindo diferentes parâmetros de 
forma e escala. Uma relação de stress-vida geral para o parâmetro de escala é utilizada: 
(3.2.1) 
onde fJ/= (11,0 , fJ;p ... , fJ;p) e V;;= (g;0(V1 ), g;1(V1), ... , g;p (V;)) com g;0(V;)= 1 e 
• • 
g;l(VjL g;z(Vj), ... , g;p/Vj) são Pi funções não-decrescentes de vj, j= 1, 2, ... , S. Os 
gi(.): i= 1, 2, .... k, podem diferir de um componente para outro. Essa relação inclui 
como casos especiais: 
-a relação lei de potência quando P/= (J3i0, !3d) c V1/= (1, lnV1), 
-a relação Arrhenius quando P/= (.8; 0 , j3i1 ) e V.j= (1, -1000/V1 ), 
-a relaçào Eyring para. um único stress quando P/= (fJ;O" .Bi1 , .f-Ji2 ) e 
V;/= (L -1000/VJ. lnV). 
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O modelo assumido para cada função risco de causa-especifica é o de nscos 
proporcionais dado em (2.4.1), com C(Vj, Pi)= exp(P/Vii). 
3.2.1- Estima<_:ão de Máxima Verossimilhança 
Como visto na seção 2.5, a verossimilhança pode ser escrita inteiramente em 
função do risco de causa-especifica. Dessa forma, as variáveis concomitantes e seus 
correspondentes parâmetros de ·regressão podem ser imediatamente incorporados a ela, 
possibilitando que a estimação e inferências procedam como usualmente. Métodos de 
máxima verossimilhança serão empregados para o cálculo dessas estimativas. 
Considerando llj itens testados no nivel Vi do stress V, j= 1, 2, ... , s, 
utilizando a mesma notação da seção 2.6.2, e SeJa 
e 
G;(t,,l V;)= S;(tj,l Vj)= exp[- J:i• b; u'.-1exp(fJ/V,1) du] = 
= exp [ -tj!i exp(fJ(V,,J], 
para i= 1, 2, ... , k. l= 1, 2, ... , rij' r= 1, 2, ... , llj, a verossimilhança total será definida 
como em (2.5.8) por: 
k 
L(p,, fJ2 , ••• , fJ,)"' TI L,. 
i == I 
onde [{ ' }" ] s IJ fj - l J Ó 1,= Q [\ 6; x.,1 i exp(P;'V;;) [\ exp [- t j, i exp(P;'V;;)] = 
' IJ Ó .-II X;ji ' 
l==l 
Consequentementc. 
{ 
' . n } 8 IJ J fj. 
In L·=" r In 6 +r fJ·'V + (ó-l)"ln x 1- eXJJ(P'V) "t ' 1 L_., I) 1 !] I IJ > L_., I) I IJ L_., Jt" " j=l 1=1 r=l 
(3.2.2) 
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n 
Fazendo ~ ti/•= T j(b;), a primeira e segunda derivadas do ln 1;, i= 1, 2, ... , k 
r= 1 
sao: 
(3.2.3) 
ag ln L,= .f:[r;; g,.(Vi) -g,.(Vi) exp((J/V,,) T;(o,)j, u= O, 1, ... , P;, 
1-'1{1 j=l (3.2.4) 
a' ' [''' a' J --,ln L;= .L 2 + exp(fJ/V,,) -6 2T;(ó;) , ÔÓ; Fl 6, i (3.2.5) 
e 
u= O, 1, ... , P;· (3.2. 7) 
onde 
e 
. o ô As equaçoes de máxima verossimilhança 86 1n L;= O e a a ln L = O, 1 ~-'tu 
i= 1, 2, ... , k u= O, 1, ... , p;, podem ser resolvidas pelo Método de Newton-Raphson ou 
algum outro procedimento iterativo para os estimadores de máxima verossimilhança., 3
1
, 
~;o, ... , Ôop-· 
' A matrit- de informação de Fisher I;, correspondendo a L;, f. 
[k(p;+l)]x[k(p;+l)] e é escrita de forma particionada por: 
i= 1, 2, ... , k. (3.2.8) 
Modelo de Regressão Weibull Independente para Testes Acelerados em Riscos Competitivos 
Um estimador dessa matriz pode ser obtido substituindo bi e {Ji por Êi c {Ji nas 
expressões acima, de forma que: 
,r "'' aa: "· ln L,) 
' \ u,._,!tl f-',w 
I,= E( ôb ~," ln L,) 
' 1-' ... 
E(- 88 ~~!nL;) 
' .. 
l= 1, 2, ... , k. (3.2.9) 
Um estimador consistente da matriz de variância-covariância assintótica L i de (ÍJi, 6;) é 
dado por: 
~ = j·l 
"--• ' 
ou 
• -1 L;= I;o , 
onde Iiü é a matriz de informação observada e é escrita como: 
a' 1n L 
OfJ, .. Ofi,w ' 
a' 
8óâjl ln L, 
' '" 
a' 
ob&jl.lnL; 
• •• 
a' 
--lnL {){) .2 1 
' 
(3.2.10) 
1= 1, 2, ... , k. (3.2.11) 
As expressões das esperanças da matriz de informação de Fisher serão distintas para 
cada tipo de censura. Estas devem ser avaliadas numericamente e encontran1-se 
desenvolvidas no apêndice C. 
3.2.2 - Estimação de Funções no Stress Usual 
SeJ"am (i,. e 3. os respectivos estimadores de máxima verossimilhanca de fJ· e{). 
' > • ' 
para 1= 1, 2 .... , k, obtidos de um teste de vida acelerado e seja 2:,. a matriz de 
variâ.ncia-covariância assintótica de ({i i, 6;), estimada por Í;- 1 ou 1;0 -J, como dado em 
(3.2.11), e particionada da seguinte forma: 
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I:cl E(i,ó;J .,. 
I:,= I= 1, 2, ... , k, (3.2.12) 
E'(i,ó;l 2 (1 (8i) 
onde 2: (i,i): matriz de variância-covariância assintótica de {li; 
Eu,s;):vetor coluna de covariâncias assintóticas entre /3;1 e 3, 1= O, 1, ... , p1; 
r:r\í;J: variância assintótica de 3;. 
Para tamanhos amostrais suficientemente grandes, as propriedades assintóticas dos 
estimadores de máxima verossimilhança implicam que: 
(ÍJ,, J,)!!; N((/1;, ó;), f;,j, i= 1, 2, ... , k, 
e 
Desse modo, utilizando-se o método delta (Apêndice A), obtem-se a seguinte 
aproximação: 
(3.2.13) 
onde V1.,= (1, g;1(Vu), ... , g1p_(V .. )), com V., o stress de uso normal, e 
• 
(3.2.14) 
Thomas1 Bain e Antle (1969) recomendam a utilização de tamanhos amostrais de pelo 
menos cem itens em cada nfvel de stress para esta aproximação ser razoável. 
Abaixo encontram-se os estirnadores de máxima verossimilhança e intervalos 
de confiança para algumas funções de interesse no stress de uso normal V u: 
a) Estimação pont-ual e intervalo de confiança para ;,Jtj V j 
O estirnador de máxima verossimilhança da função risco de causa-especifica 
no tempo t. e stress V.,. é obtido por: 
·~· •i··L •i-1 ''V). À;(t Vu)= ti; t 1 o,j= Ó; t 1 exp{.B.: i.u. I= 1, 2 .... , k, t.>Ü. (3.2.15) 
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Utilizando-se' o método delta (apêndice A), a aproximação normal para (iJi, 8;) implica 
que: 
lnÂ;(t[ V.)= lnÍ; + (Í;-1) lnt + /3/V;. 2 N(ln -\(ti V.), u1.(t)), 
onde 
u1.(t)= (1, g,1(V.), ---, g,p_(V.), 1+lnt)t, (1, g;1(V.), ... , g,P (V.), Hlnt)'. (3.2.16) 
' O; I Ó; 
Portanto, 
À;( ti V.) 2 LogNormal(ln ,,(ti V,), a1.(t)), i= 1, 2, ... , lc 
Pode-se demonstrar que este é um estimador viciado para \(ti V u) uma vez que sua 
esperança é dada por: 
Assim, um estimador não viciado para >.i( tI V u) é expresso como: 
X,( ti V.)= \,(ti V.) exp(-! •1.(t)), i= 1, 2, ... , k. (3.2.17) 
O intervalo pode ser construido utilizando-se a distribuição assintótica normal 
de ln\(tl V,), cujo intervalo de (1-n)100% de confiança é: 
llnÂ;(tl V.) -Zj o/2 a,Jt); ln\,(tl v.)+zl-u/2 .,.(t)J, i= 1, 2, "'' lc 
Desl:le modo. o intervalo de confiança assintótico de (1-a)lOO% para \(ti Vu) resulta em: 
[\;(t[ V.)exp( -z~-ojz u;.(t)); \;(t[ V.,)exp(z1-.12 a,.,(t))], i= 1, 2, ... , k (3.2.18) 
b) Estimação pontual e intervalo de confiança para Hi(tf VJ 
O estimador de máxima verossimilhança do risco a-cumulado para a i-ésima 
cansa no tempo t e stress V u' é escrito por: 
(3.2.19'1 
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Analogamente a ~;(tj Vu), pode-se mostrar que Íii(tj Vu) é um estimador viciado de 
H.:(tj VJ desde que a aproximação Normal para ({li, 3;) implica que:· 
onde 
•t:(t)~ (1, gi!(V.), ... , g,p (V,), lnt)f:,(1, gi!(V.), ... , g,p (V.), lnt)', t>O. 
• • 
(3.2.20) 
Portanto, 
IÍ;(tl V,)!! LogNormal[ln H;( ti V.), •1:(t)j, i~ 1, 2, ... , k. 
Um estimador não-viciado de H;(tj VJ possui a forma: 
IÍ,(t! V.)~ IÍ,(t! V,)exr[- ~·1:(t)j, i~ 1, 2, ... , k. (3.2.21) 
O intervalo de confiança assintótico de (l-a )100% para Hi( t j V,.), construido 
analogamente ao intervalo para -\(tj Vu), é escrito como: 
[H,( ti V,)exp( -ZI-a/2 •i.(tJ} IÍ,(tl v.)exp(zl-a/2 •i.(ti)], i~ I, 2, ... , k. (3.2.22) 
c) Estimação pontual e intervalo de confiança para SJtf V .J 
A sobrevivência marginal S,(tj Vu) pode ser estimada por: 
S,(tl v.)~ cxp(-IÍ,(t! V,)), i~ I, 2, .... k, t>O, 
ou utilizando o estimador não-viciado ÍÍ;(tj V u), resultando em: 
S;(t! V.)~ exp(-IÍ;(t! V,)). i~ I, 2, ... , k, t>O 
(3.2.23) 
(3.2.24) 
Exponenciando o intervalo de confiança para Hi(tj V u) em (3.2.22) é possivel 
construir urn intervalo de confiança aproximado para S;(tj V,.) da forma: 
[S.( ti v· )exp(2,_o/C "i.(t)) s'(tl \! )exp(-2,_n/2 .:.(t)) l ·~ I ? I· 
' " . ' " . l . -, .... '· (3.2.25) 
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d) Estimação pontual e intervalo de confiança para ST (tj V j 
Klein e Basu (1981) definem a sobrevivência com causas eliminadas 
ST( t j V J, apresentada na seção 2.2.3, da seguinte maneira: supondo que um item é 
sujeito a k causas de falha independentes, seja r um subconjunto de {1, 2, ... , k} e ainda 
supondo que tal item possa falhar somente das causas indexadas pelos elementos de r, 
tem-se que: 
STftl v.)= II s,(tl v.). (3.2.26) 
i E r 
Quando r= {1, 2, ... , k}, então (3.2.26) é a função de sobrevivência total do sistema. 
Quando r é um subconjunto de {1, 2, ... , k}, então (3.2.26) representa a função de 
sobrevivência de um sistema redesenhado de tal forma que as causas indexadas por rc 
são completamente eliminadas. O estimador de S![(tj V u) pode ser escrito por: 
ST(tl v.)= II S;(tl v.), (3.2.27) 
i E r 
ou alternativamente por: 
sHti v.)= rr s,(ti v.J. (3.2.28) 
iEr 
Para a obtenção do intervalo de confiança de aproximadamente (1-a)lOO% 
para ST(t.j Vu), supõe-se que: 
(1-n )1/'= P[ S;( tI V,) "*o "i,l'il <: S;( ti V,) <: S;( ti V.) "Pi-', "i.,! <li J para i E r, 
1 (1-a)I/• 
onde r= 2+ 2 . E desde que (S,(tl V,), s,,(tl V,)) são assintóticamente 
independentes para i f. i. obtem-se: 
Portanto. o intervalo de confiança de aproximadamente (1-a)lOO% para Sr(t.j V J é: 
[IIS;itl V,/"Pt•, "i,!• I I, liSJti V,)'"P(··,, ai"I<JJ jl 
1 E r l E r 
13.2.29) 
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e) Estimação pontual e intervalo de confiança para tiPu 
O estimador de máxima verossimilhança do (lOOP)-ésimo percentil para a 
causa i no stress de uso normal V w é escrito como: 
( 3.2.30) 
Desde que, lnfiPu ~ N(lntiPw o} .. (p )), onde cr~u(P )= H' f: ;H com 
Então, 
· · ( ui.,(p)) . k t;p .. = tiPu exp - - 2- , I= 1, 2, ···: , (3.2.31) 
é o estimador não-viciado para tiPu· 
O intervalo de confiança de aproximadamente (1-o:)IOO% para tiPu, 
construido com base na aproximação normal de lnt;p"' é dado por: 
(3.2.32) 
3.3- MODELO WEIBULL DEPENDENTE EM RJSCOS COMPETITIVOS 
3.3.1 - Distribuição Weibull Bivariada de Marshall e Olkin (BVW) 
A distribuição Weibull bivariada de Marshall e Olkin (1967), estudada por 
Moeschberger (1974) e denotada por BVW(o:1, 81 , a:2 , 82 , o:12), possui função de 
sobrevivência conjunta da forma: 
onde o:,>O. (\>0 para i= 1, 2, e o:12 2': O, são os parâmetros da distribuição. Esta 
distribuição. tem a raraderistica interessante de contE'r tanto uma parte ahsolutamente 
continua qnant.o uma part.e singular. A presença da parte singular ocorre porque 
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P(T161 = T/2)>0. Num teste de vida tal caraderistica significa que o tempo de falha 
latente associado a uma causa pode ser alguma potência do tempo de falha latente 
associado à outra, ou seja, P(T1= T/2161 )>0. Se 51= 82= 6 em (3.3.1), então o evento 
T 1= T 2 tem probabilidade positiva e poderia ocorrer se uma unidade experimental falha 
por ambas as causas simultaneamente, ou seja, a falha ocorre devido a uma combinação 
das duas causas. 
Seguindo o método usado por Marshall e Olkin (1967), Moeschberger (1974) 
verificou que essa distribuição possui as seguintes propriedades: 
Pl) Marginais Weibull com parâmetros {ai+a12) e 5i, i= 1, 2, uma vez que: 
e (U2) 
S2(t2)= S(O, t2)= exp[-(a2+a12) t,'2], 
P2) Uma condição necessária e suficiente para que T1 e T2 seJam 
independentes: a 12 = O. 
P3) A função de sobrevivência conjunta pode ser equivalentemente escrita 
como uma soma do tipo: 
onde 
e 
Então, 
S(t1, t2)= a 1ta:2 Sa(tJ, t2)+ a~2 S8(tj, t2), 
P(T 61 T '')- "2 ' 1 > 2 -o ( P(T ,, T '')- o, 1 < 2 - Q· 
Moeschberger interpreta (3.3.5) como uma medida de dependência entre T 1 e T 2 . 
(3,3,3) 
(3,3A) 
(3,3.5) 
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Quando (\= 62= b, além das quatro propriedades acima mencionadas outras 
propriedades são encontradas. tais como: 
P5) (T1, TJ é BVW{a1, fJ, a2 , fJ, a 1J se e somente se ezistcm 
vanave&S aleatórias Weibull independentes, X v x2, XJ, tais que Tl = min{Xv XJ) 
e T2= min(X, X,). 
Uma consequência dessa propriedade é que questões relativas a variáveis 
aleatórias Weibull dependentes com parâmetros de forma comum podem ser reduzidas a 
questões relativas a variáveis aleatórias Weibull independentes com formas 
P6) T- Min(T1, T2) tem distribuição Weíhull(a,ó}, desde que: 
Sy(t)= S(t, t)= exp[-a t 8]. 
Iguais. 
(3.3.6) 
3.3.2- Distribuição Weihull Bivariada de Marsha.ll e Olkin em Riscos Competitivos 
Além da.s propriedades acima, Moeschberger estudou tal modelo bivariado 
para situações de riscos competitivos com duas causas de falha. Em seu estudo, foi 
demonstrado que a distribuição conjunta do par observável (T, I) quando 81 f. 52, 
depende do intervalo a que pertence, [0, 1] ou (1, =), depende ainda. dos tamanhos 
relativos de 81 e 62 , bem como da causa de falha. Assim1 a função de densidade df' 
(T, I) obtida é expressa por: 
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e 
(3.3. 7) 
A distribuição de probabilidade do tempo de falha da causa i, Q/(t), i= 1, 2, é então: 
Q;"(t)= 
Jt fT 1(u, ij w) du, se t>l, I ' 
Jt fT, 1(u, ij w) du, se O<; t <; 1 o . (3 3.8) 
para i= 1, 2, onde w= 1 quando fi 1>fi2 e w= 2 quando 62 >61• Ainda, para a obtenção 
da densidade condicional de (T) I), equivalente à variável X;= Ti) (min T1= Ti), I 
denota-se: 
x;h: tempo de falha pela causa i no intervalo h, i= 1, 2 h= 1, 2, 
onde h= 1 e h= 2, referem-se aos intervalos [O, 1] e (1, co), respectivamente. Desse 
modo, a função de densidade de X; é obtida por: 
(3.3.9) 
para i, h, w= 1, 2. onde r.ihw é a probabilidade de falha devido a causa i no intervalo h 
dado w. Por exemplo, 1ri11 é a probabilidade de falha da causa. 1 no intervalo 1 dado 
61>62. 
Pode-se observar da função em (3.3.7) que, no caso onde 81 ib·);· todos os 
parâmetros são identificáveis a partir da distribuição de (T, I). No caso em que 
81= 82= ó, em consequéncia da propriedade P5, pode-se reduzir o problema de riscos 
competitivos com duas causas dependentes a um com três causas independentes. 
Portanto, t.odos os parâmetros são igualmente identificáveis a partir da distribuição de 
(T, !). 
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3.4- MODELO DE REGRESSÃO BVW PARA TESTES ACELERADOS EM RJSCOS 
COMPETITIVOS 
Esta seção tem como objetivo estender os resultados de Moeschberger a um 
modelo de regressão BVVV para o caso particular de testes acelerados, onde a variável 
concomitante considerada é um stress. Assim, supõe-se novamente que testes de vida 
são conduzidos em s niveis de um único stress V. Sob o nivel normal do stress, V u• 
assume-se que o par (T11 T2), representado os tempos de falha latentes associados às 
causas 1 e 2, respectivamente, tem distribuição BVW(a1w ó1 , a2u, 621 a12u). Assume-se 
também que sob um determinado nivel de stress Vi, j= 1, 2, ... , s, o par (T1, T2) tem 
distribuição BVVV(a1i, 61 , a 2J, ó2 , et12i). Portanto, a sobrevivência conjunta de (T1 , T2 ) 
sob o nivcl de stress vj, .i= 1, 2, ... , s, é expressa por: 
(3.3.10) 
com relações de stress-vida para os parâmetros de escala aij' 1= 1, 2, 12 escritas como 
em (3.2.1), isto é, a;j= exp(fJ/Vo;), i= 1, 2, 12, j= 1, 2, ... , s. 
3.4.1 - Estimação de Máxima V e-..rossimilhança 
Caso 1: é1= é2= é 
Em vista da propriedade P5, o problema de estimação dos parâmetros do 
modelo pode ser reduzido a um no qual se tem interesse em estimar os parâmetros de 
três VVeibull independentes com parâmetros de forma iguais e parâmetros de escala o:u, 
a·zj• a 12i, respectivamente. Assim, em stress V i a distribuição \Veibull com parâmetro 
de escala o;; corresponde à distribuição de vida associada a causa i somente, i= 11 2. A 
distribuição VVeihull com parâmetro de escala n12 j corresponde à. distribuição de vida 
associada com falha de uma combinação das duas causas. Então. similarmente ao 
procedimento usado por Marshall e Olkin (1967) para o modelo exponencial biva:riado 
"shock fatar·, toma-se a falha de um produto devido a falha de ambas as causas 
conjuntamente como uma causa de falha separada, por exemplo, causa 12. 
Seja ti\= (8, p.). i= 11 21 12, o vetor de parâmetros desconhecidos do modelo, 
desdf' quf' o parâmetro f> é comum a todos os fatores da verossimilhança. tf;i não pode ser 
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estimado usando somente o 1-ésimo fator, como na seçao 3.2. Deve-se utilizar a 
verossimilhança completa dada por: 
L "' rr rr { [ Í'i 6 x,/- r exp(fJ;'V;;)J [ D exr[-t ,/ exp(fJ;'V;;) Jl} = 
t J=1 /::=1 r-1 U 
Logo, { , ". } 
8 !] J 6 
ln L"' I: I: r;; lnó +r;, iJ;'V;; + (ó-1) I: lnx;;1-exp(fi/V;;) I: t,, . (3.3.12) 
1 J=l 1=1 r=l 
= ITIT { {iJ exp[r,; t1;'V,;j ( Í'i x,;t') exp[-exp(fJ;'V;;) i ti,']}-
' J=l I= I r=l 
(3.3.11) 
A primeira e a segunda derivadas de lnL são: 
r-- n -
s !) s J [i 
= Í +I: I: I: lnxijl- I: I: exp(fJ/V;;) L t1, lntj, i J=ll=l i j=l r=l 
u= 1, 2, 12 m= O, 1, ... 1 Pw (3.3.13) 
c 
n 
82 r H 1 6 2 
- ---,lnL= 2 +L I: exp(fJ/V;;) I: tj, (lnt;,) . 86 f, ij=1 r=J 
u= 1~ 2~ 12 m, n= O, 1. ... , p,. 
a' o ôrJ ô{J lnL= O, ll, Y= L 2. 12, U #-V: lll= O, 1, ... , Pw n= , 1, ... , Pv, 
' um vn 
i!' - ' { ( 'V ·) (\! ) 
- a;; 8hlnL- .2: exp Pu UJ gum J 
um J =I 
n= 1, 2. 12m= O. 1. ... , p,.. (3.3.14) 
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As equaçÕf'--S de máxima verossimilhança %6InL=O 
resolvidas iterativament.e pelo método de Newton-Raphson. 
e ü(J.a lnL=O, 
"" 
podem ser 
A matriz de informação de Fishcr, I, escrita na forma particionada é dada 
por: 
l= (3.3.15) 
para u, v= 1, 2, 12 c m= O, 1, ... , Pu e n= O, 1, ... , Pv· Um est.imador consistente da 
matriz de variância-covariância assintótica. L de (/J, 6) é obtido através de: Í -l ou 
10 - \ onde 10 é a. ma.tri;>; de informação observada .. 
Caso 2: 61 i 62 
No ajuste de distribuições de sobrevivência aos dados ]X)de ser desejável para 
uma particular causa, assumir uma distribuição marginal com nsco crescente e para a 
outra assumir uma distribuição marginal possuindo um nsco decrescente. Ta.l 
flexibilidade não é permitida no caso anterior. Então, quando se acredita que um 
determinado conjunto de dados requer tal flexibilidade, parece razoável ajustar uma 
distribuição Weibull bivariada com parâmetros de forma diferentes. 
A extensão do modelo a testes acelerados para esse caso, e feita. 
introduzindo-se a seguinte notação: 
Vj: j-ésimo uivei do stress V, j= 1, 2 .... , s, e 
x;hj: tempo de falha devido a causa i no intervalo h e nivel Vj, i, h= 1, 2 
j= 1, 2, ... , S. 
Assim. a função de densidade de X; dado Vj é então escrita por; 
(3.3.16) 
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onde fy, 1 (xihjl w, Vj) i~ a densidade em (3.3.7) com parâmetros: o:u, 811 o2j, 62 e o: 121, c 
1f;h1_,_. denota a probabilidade de falha da causa i no intervalo h e nivel V j dado w. 
Ainda, utilizando a notação abaixo: 
ll/ #de unidades em teste no nivel V1; 
i: indice representado a i-ésima causa, Í= 1, 2, 3; 
ri: # de unidades que falharam pela causa i; 
wj: #de censuras dentre as nj unidades testadas no nivel V
1
; 
h: indice representando o p-ésimo intervalo de tempo, com 
h= { 1 se o tempo de falha pertence ao intervalo [O, 1 J 
2 se o tempo de falha pertence ao intervalo (1, =); 
r ih;: # de falhas devido a causa i no intervalo de tempo h e uivei V 1; 
xihJI: 1-ésimo tempo de falha devido a causa i no intervalo h e nivel V i• 
1::::: 1, 2, ... , rihj; 
Xwjt: 1-ésimo tempo de censura no nive1 Vj, 1= 1, 2, ---, nr f 't rihJi 
' i=olh=ol 
tjr: r-ésimo tempo de falha ou de censura no nivel vj, r::;; 1, 2, ... , nj, 
a função de verossimilhança, obtida como na seção 2.5, para ó2 >61 , é expressa por: 
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(3.3.17) 
onde 'fJ é a contribuição das censuras para a verossimilhança.. Sem perda de generalidade 
tomando xwjl ~ 1: 
(3.3.18) 
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(3.3.19) 
2 
-I: 
i= I 
2 
-I: 
i"" 1 
Desde que, avi= exp(flv 'V vj) 1 v= 1, 2, 12 j= 1, 2, ... , s, 
e V,;= (g,0(V;). g.,(V;), ... , g,P)V;)), tem-se: 
(3.3.20) 
onde flv'= (,BVÜ' ,Bvl' ... , Bvp ) 
" 
r , { 2 rlh.Í 2 rili 5 a~ lnL= f + L: 2::: L: lnx1hjl - a 12j _L L xiljl 1 lnx,-1 jl -(li 1 j=l h=ll=l t=ll=l 
r ·' { 2 rlhJ 
= f + 2::: L L: lnx1hjl 
1 j=l h=II=l 
e 
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8 r 2 s 2 2h.l 2 i2J 6 1 
{ 
,. ( ,. w 
-a5 lnL= r-+ _L L L lnxzhjt - atz.i _L L xi2jt 2 lnx;zjt +L 
2 2 J=l h==ll=t •=11==1 [o;;; 
( 
2 2 'óhj ' "'j ' )~ 
- O:zj _L L L xíhjl 2 lnxihji + L xwj/ 2 lnxwjl = 
•=lh=I/:::1 1=1 
{ ' . r 2 s 2 ZhJ ~ 5 + E E E lnx2hj/ 
-8-JnL~ 
8f3u.m 
2 j=l h=lf=I 
m~ O, 1, ... , p 12 , (3.3.21) 
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(r-"uj(ll·.,j+ctl2J)- (auj)2) 
(auj+a12j)2 
82 
U= 1, 2, m, n= O, 1, ... , Pu, 
li' 
ô(3 ôó lnL= O, u, V= 1, 2, u f:- v, rn= O, 1, ... , Pv· 
"m " 
Bfl 8~..-1 lnL= O, m=O. 1. ... , p 1 • n:::::O. 1. ... , p 2 • lm 1 2n m= O, 1. .... Pr2· 
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u= 1, 2, m= O, 1, ... , PIJ n= O, 1, ... , p 12 . (3.3.22) 
Para se obter a função de verossimilhança para 61>62 , bem como as derivadas 
pnmetra c segunda do lnL](61>62), basta permutar as causas de falha em (3.3.20), 
(3.3.21) e (3.3.22), respectivamente. O problema consiste em encontrar o conjunto de 
estimativas dos parâmetros que maximizam cada verossimilhança sujeita à restrição 
dada, e então selecionar o conjunto de estimativas correspondente à maior das duas 
verossimilhanças restritas. 
A matriz de informação de Fisher escrita na forma particionada é dada 
por: 
E(- of3.:~f3.}nL) ' a' !L) - 8f3._.m86v.; n 
l= (3.3.23) 
,_a' rnL) 
'- a6~,~6}nL) 8f3v.m86w 
u, v= 1, 2, 12. z, w= 1, 2, m= O~ 1, ... , Pw n= O, 1, ... , Pv· 
A matriz de variância-covariância é estimada, como nas seções anteriores, por Í -I ou 
por !0 -I. 
3.4.2 - EstiiD.afão de Funções no Stress Usual 
Caso 1: 61= 62= ó 
Para esse caso, a estimação de funções dos parâmetros no stress usual Vu 
relacionadas ao modelo independente, é feita de forma análoga. à seção 3.2.2. Basta 
substituir f, i por {j nas expressões, com a matriz de variância-covariância assintótica L i 
de ({11, 3), i= 1, 2, 12, particionada como em (3.2.12), onde agora: 
L (•,i): matriz de variância-covariància assintótica de iJ;: 
L(U): ,·etor coluna df' covariânc:ias assintóticas entre h;1 e 6; 
172{6 ): variância. assintótica de 6. 
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Além destas, pode ainda ser de interesse estimar funções relacionadas ao modelo 
dependente, tais como: 
-h1(tl V,J, i= 1, 2: o risco marginal para a causa i sob o nivel Vu; 
-Si( ti Vu), i= 1, 2: a sobrevivência marginal para a causa i sob o nivel Vu; 
-t;pu: o (100P)-ésimo percentil correspondente a S;( ti V u); 
-tpu: o (100P)-ésimo percentil correspondente a Sy(tl V ,J 
Utilizando o simbolo " ' " para as funções correspondentes ao modelo independente, 
obtem-se os seguintes estimadores: 
a) Estimação pontual e intervaloB de confiança para .:\i(tj Vj 
O estimador de máxima verossimilhança do risco marginal para a causa i, 
i= 1, 2, é expresso pela relação: 
(3.3.24) 
Este pode ser alternativamente estimado através do estimador assintóticamente não-
viciado: 
- - (~'(t)) h;( ti VJ= h;(tj VJ exp- T, (3.3.25) 
onde aL( t) é a variância assintótica de lnhA tI V u), obtida pelo método delta utilizando-
se a aproximação normal de lnh;(tl V J e calculada por: 
(3.3.26) 
com 
C'=(aiJalnh;(tiV,.), 8fJiJ lnh,(tjV,.),g6lnh,(tjV,.))1 •. " 'I-('·" i)' 1-'i. 12 '"'•' '"'12' - ,..., '"'121 
e 
i) ,f lnh;(tj V,.)= g,.m(V,.)(0 ";~ )· v= 1, 2. 12 m= O. 1. ... , p,. 1-'vm tu 12u 
%6lnh;(tj V,.)= z + lnt. 
O intervalo de confiançade (1-o:)100% para hi(tl Vu), construido a partir da 
aproxirnaçào normal de lnhi(tl V u)· possui forma análoga à apresentada em (3.2.8). 
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h) Estimação pontual e intervalos de confiança para SJtf vJ 
Desde que, 
S,(tl VJ= exp[-(a,i+a12;) t'j= s:(tl V.) s; (ti V.)= sy'(tl V.), 
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onde r= {i, 12}, i= 1, 2. O estimador de máxima verossimilhança de Si(tj Vu) é 
expresso por: 
ou alternativamente por: 
S.( ti V.)= :ÍT'(tl V.), i= 1, 2, (3.3.27) 
s,(tl VJ= s;.'(tl v.). i= 1, 2. (3.3.28) 
O intervalo de confiança de aproximadamente (1-a)100% para S;(tj Vu), 
equivalente ao intervalo para ST'(tj Vu), com r= {i, 12}, i= 1, 2, apresentado na seção 
3.2, possui a seguinte forma: 
[s,(tl v.)"PI•, a:.r'>>, §,(ti v.)""Pi-•·, •:.r,>> ], i= 1, 2. (3.3.29) 
1 (1-o)l/2 
onde 0= 2 + 2 e •i.(t) é dado em (3.2.20). 
c) Estimação pontual c intervalo de confiança para ti Pu 
causa i em stress V u é: 
O estimador de máxima verossimilhança do (lOOP)-ésimo percentil para R 
. _ ( ln(1-P) ) 1;i ._ tiPu- - , +~ 1 1- 1, 2. O;Íu O;l2u (3.3.30) 
A aproximação lnf;p11 2 N(lntiPw o}~(p)), onde 
(3.3.31) 
Lr.,t2,SJ com ~ a matriz de variância-covariância estimada de ((i;, {3
12
, 3) particionada 
por: 
t (i, i) t (i,I2) L (i,li) 
t(i,l2J)= t(i,12) t(12,12) t(l2,S) , i= 1, 2. (3.3.32) 
L t (i,óJ f: (u,ó) 
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e 
para 
e 
8 1 ( ln(l-P)). 
86lnt;p.,= - 2 In - + , l= 1, 2, Ó a,u a12u 
resulta numa distribuição assintótica LogNormal(lnt;p.,, a}.';(p)) para fiP .. , implicando 
em vicio na estimação de tiPu· Assim, o estimador não-viciado para tiPu é da forma: 
- - ( ·1:(p)) . tiPu= tiPu exp - 2 , 1= 1, 2. (3.3.33) 
O intervalo de confiança de aproximadamente (1-a)lOO% para t;pu, obtido 
por exponenciação do intervalo para lntiPw é escrito como: 
(3.3.34) 
d) Estimação pontual e intervalo de confiança para tp .. 
O estimador de máxima verossimilhança do (lOOP)-ésimo percentil total em 
stress Vu é: 
(3.3.35) 
onde â.,= â 1u+a 2,+a 121,. Utilizando a aproximação lnfp, ~ N(lntp,, cr~(p)), ondP 
(3.3.36) 
com t: a matriz dP variância-covariância estimada de (li, b), li= (li1 , li2 , li12), e 
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para 
v= 1, 2, 12 m= O, 1, ... , p,, 
c 
a 1 j ln(l-P)) 
Bólnt Pu= - ó2 t\- o:u ' 
obtem-se, de forma análoga ao estimador iPw que: 
· · ( c;(p )) tpu= tp11 exp - - 2- , (3.3.37) 
é o estimador não-viciado de tPu· Ainda dessa aproximação, o 
aproximadamente (1-o:)lOO% de confiança obtido para tpu é expresso por: 
intervalo de 
(3.3.38) 
Caso 2: 61 i 62 
Seja. f: a matriz de variância-covariância assintótica estimada de (jJ, 6), 
P= ('P1, iJ2 , iJ12) e 6= (61 , 62), particionada como! 
t(I,1) I: (1,2) t(I,l2) I: (1,5) 
I:= 
t(t,2) t(2,2) t (2,12) t(2,5) 
. i= 1, 2. 
f:(r,I2) t(2.12) t (12,12) t (12,5) 
t(t,5) t;2,5) t(l2,5) t(5) 
onde t U,j): matriz de variância-covariância estimada de ({li, {li), i, .i= 1, 2, 12; 
f: (! . .5): matriz de variância-covariância estimada de (fi i, 6), i= 1, 2, 12; 
t(.s): matriz de variância-covariância estimada de (3
1
, 3
2
); 
(3.3.39) 
e seja f: (1, 12 ,1i;) a matriz de variáncia-covariância estimada de ('P;, {3
12
, b,.). 1= 1, 2, 
particionada como: 
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L(i.iJ Lr~,r2J t(i,,\} 
t(i,J2,•\):::;:; t(i,12) t(l211Z) t(12,6i) 1 i= 1, 2, 
onde t (i,j): matriz de variância-covariância estimada de ('/li, Pi), i, j:::;:; 1, 2, 12; 
(3.3.40) 
f: (u,6'J vetor coluna de variância-covariância estimada de (Pu, 6;), u= 1, 2, 12; 
Uf6i variância assintótica de 8;. 
Os estimadores pontuais e intervalos de confiança para as seguintes funções dos 
parâmetros no stress usual V u: 
-hi(tJ Vu), i:::;:; 1, 2: o risco marginal para a causa i sob o nivel Vu; 
-Si(tJ V u): i= 1, 2: a sobrevivência marginal para a causa i sob o nivel V ui 
-t;pu: o (lOOP)-ésimo percentil correspondente a S;(tJ V J; 
-Sr(ti V.): a sobrevivência total, 
são obtidas por: 
a) Estimação pontual e intervalos de confiança para h;(t/ V u} 
O estimadores do risco marginal para a causa i, i= 1, 2, são escritos como em 
(3.3.24) e (3.3.25), com 3 substituido por 6; nas expressões. 
Como anteriormente, o intervalo de confiança de (1-a)100% para h;(tJ V u) 
possui forma análoga à apresentada em (3.2.8). 
b) Estimação pontual e interualo de confiança para Si (tj V u) 
O estimador de máxima verossimilhança da sobrevivência marginal para a 
causa i no tempo t sob o nivd de stress usual V u' é escrito como: 
(3.3.41) 
onde Ê:;(t) V .J= (&;,.+6 12 ,.)_ t5•. é o estimador do risco marginal acumulado para a causa 
i no tempo t soh o nivel de stress V,. Alternativament.f', esta pode ser estimada usaudo; 
S;(tj VJ~ exr[-iiJtl V.J]. (3.3.42) 
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onde Hi(tl V")= IÍ;(tl V,.) exp(- O"\(t)), é o estimador não-viciado de Hi(tj V,J e a-~,.(t) 
é a variância assintótica de lniÍ,{tl V,.), obtida pelo método delta utilizando-se 
aproximação normal de lnÊ:;( tI V,.). Assim, tem-se: 
(3.3.43) 
onde 
com 
w1 lnH;(t[ V.)= g.m(V.)( ';" ). v= 1, 2,12 m= O, 1, ... ,r •. ~-'11m ll,,. 0 12u 
e 
0~lnH;(t[ V.)= lut, i= 1, 2 . 
• 
Exponenciando o intervalo de confiança para H;( ti V,.) escrito por: 
[H.( ti V.)exp(-z, .• 12 .,.(t)); H;(t[ V.)exp(z~-o;z .,.(t)Jj. i= 1, 2, (3.3.44) 
obtem-se o seguinte intervalo de confiança aproximado de (1-o:)lOO% para Si( ti V u): 
(3.3.45) 
c) Estimação pontual e intervalo de confiança para ti Pu 
Os estima.dor de máxima verossimilhança, o estimador não-viciado e o 
intervalo de confiança de (1-o:)lOO% para t;p,. possuem a mesma forma dada em 
(3.3.30), (3.3.33) e (3.3.34), respectivamente. Basta substituir 8 por b; nas expressões t> 
utilizar (3.3.40) para estimar a matriz de variância-covariância de ({1;, {112, 8;), i= 1, 2. 
d) Estimação pontual e intervalo de confiança para ST(tj VJ 
O estimador de máxima verossimilhança da sobrevivência total no tempo t e 
nivel d(' stress Y., é expresso por: 
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ST(tl VJ= expl-&1 .. t 61 -&2 .. t 62 -â12u máx(t. 61 , é2)]= 
= { exp(-?1u), se ~3 1 >!2 
exp( -C2 .. L se 62 >61 , (3.3.46) 
d C' - (• +" ) t 6• +" t6" on e ; .. aiu a12u llvu , i,v=1,2 it-v. 
Para a construção do intervalo de confiança para ST(tl V,.) utiliza-se a 
aproximação lné;u !6 N (lnC; .. , crb _ ( t) ), onde ab. ( t) resulta do método delta em: 
lU !U 
com 
(3.3.47) 
para 
a 1 c - 1 (\' ) t'• ·_ 1 2 12 ~ n iu- c 0 ,:,. gim u , 1- ' ' ' ~-'1m 1u 
a I C - 1 ( ) '• I . - 1 2· 86. n ót,- c Qiu +n-12u t nt, 1- ' ' 
• •• e 
8~ lnC;,.= é u-vu t 6v lnt, i, v= 1, 2, i :f- v. 
'' lU 
Assim, o intervalo de confiança aproximado de (1-a-)100% para Ciw resultante da 
aproximação normal para Inê;.., é dado por: 
[é,. exp(-z1 •• ; 2 "c (t)); é,., exp(z!-a/' "c (t)Jj. i= 1, 2, 
•u •u (3.3.48) 
a partir deste, obtem-se o seguinte intervalo de confiança aproximado de (1-u-)100% pant 
Sy(t( V .. ): 
011 
(3.3.49) 
Ob~: A forma do intervalo acima. assegura limites de confiança com valores dentro da 
amplitude (0. 1) de ST(tl V .. ). 
CAPÍTULO 4 
MODELO DE REGRESSÃO EXPONENCIAL BNARIADO PARA TESTES 
ACELERADOS EM RISCOS COMPETITNOS 
4.1 -INTRODUÇÃO 
Quando se considera um sistema que pode falhar devido a uma dentre k 
causas de falha, comumente o modelo paramétrica utilizado é o modelo independente 
que pressupõe a independência das causas de falha, como foi visto no capitulo 3. No 
entanto, essa independência pode nào ser reaÜstica em algumas situações de riscos 
competitivos, tornando-se necessário assumir uma distribuição dos tempos de vida que 
permita incorporar a dependência das diferentes causas. Já foi estudado no capitulo 3 
um modelo VVeibull que assume essa dependência. Contudo. a distribuiçào \iVeibull 
dependente estudada nâo é absolutamente continua, gerando a possibilidade de falhas 
simultâneas por diferentes causas que, embora possa. ser de interesse em alguns 
experimentos industriais, pode nã.o ser em outras situações) principalmente em ensaios 
clinicos. 
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O objetivo desse capitulo é desenvolver um modelo para testes acelerados em 
nscos competitivos cuja distribuição paramétrica dos tempos de vida por duas causas 
seja dependente e absolutamente continua. 
A distribuição exponencial tem encontrado considerável aceitação na análise 
de sobrevivência de um componente (ou de ftens sujeitos a uma única causa de falha). 
Então, em experimentos envolvendo duas causas de falha 1 seria desejável trabalhar com 
alguma distribuição exponencial bivariada com marginais exponenciais. Um número de 
distribuições exponenciais bivariadas têm sido propostas na literatura para descrever, 
em particular, falhas de sistemas de dois componentes. Uma tal distribuição que satisfaz 
as condições acima é a distribuição exponencial bivariada de Sarkar (1987), pois ela é 
um modelo dependente e que possui marginais exponenciais. A distribuição e 
absolutamente continua, o que a torna adequada para situaç.ões onde, teoricamente, a 
falha dos dois componentes não ocorre simultaneamente. 
Na seção 4.2 é apresentado o modelo exponencial bivariado de Sarkar (1987) e 
suas propriedades. Na seção 4.3 o modelo é abordado sob o contexto de riscos 
competitivos. Na seção 4.4 é estudada a inclusão de variáveis concomitantes na função 
risco de causa-especÍfica e finalmente, na seçao 4.5 é tratada a estimação de máxima 
verossimilhança dos parâmetros e de algumas funções destes, bem como testes de 
hipóteses de interesse para tal modelo de regressão. Estes procedimentos são ilustrados 
na aplicação numérica apresentada na seção 5.4 do capitulo 5. 
4.2- DISTRIBUIÇÃO EXPONENCIAL BIVARIADA DE SARKAR (ACBVE2) 
Uma distribuição 
distribuição Exponencial 
Exponencial 
Multivariada. 
Bivariada e um caso especial de uma 
Especificadamente, uma distribuicão 
Exponencial Multivariada é uma distribuição multivariada com marginais exponenciais. 
A distribuição Exponencial Bivariada pode ser usada, por exemplo, para descrever o 
comportamento de falha de sistemas de dois componentes com tempos de falha 
dependentes. Entre a~ várias distribuições exponencial:; bivariadas propostas na 
literatura estatística a Exponencial Bivariada de 1-hrshall c Olkin (1967). 
abreviada.mente BVE, é amplamente aceita. Ela possui algumas propriedades que têm 
interpretações fisicas muito úteis. no entanto, uma dessas propriedades que diz que se 
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(T1, T 2) tem distribuição BVE então P(T1= T 2)> O, a torna inapropriada em algumas 
situações práticas. Por exemplo, em certos tipos de doenças onde a ocorrência d(> falhas 
simultâneas de um par de órgãos é rara, uma distribuiçào exponencial bivariada 
apropriada para descrever a falha desses órgãos pareados deveria ser uma que fosse 
absolutamente continua, pois nesse caso P(T1= T2)= O. 
Sarkar (1987) derivou uma distribuição exponencial bivariada absolutamente 
continua que contém as propriedades desejáveis da BVE e a denotou por 
ACBVE2(.\ 1, .\2 , .\12 ), onde .\1> O, .\2> O, >. 12 :?. O são os parâmetros da distribuição. 
por: 
c 
As respectivas funções de densidade e de sobrevivência de (T1, T2) são dadas 
(4.2.1) 
e A(z)= 1- exp(-z) , para z> O. l'iote que T 1 e T2 são independentes 
Essa distribuicão é caracterizada pelas seguintes propriedades: 
Pl} Marginais Exponenciais: 
(4.2.3) 
S12 (t)= S(O, t)= exp{-(.<2+A,it}, t >O. ( 4.2.4 I 
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P2) T- Min(T11 T2) é exponencial com parâmetro .\.: 
(4.2.5) 
Pfi) (T1 , T2) é ACBVE,{.\1, .\" .\12) se e somente se: 
i) min(T1 , T2)- Exp(.\); 
k(t,, t,)= 
( + ;~~ + ) ln{A(.\1t 1)/A(.\1l 2 )}, se O< t 1 <; 12 , Àl ),2 2 ),12 
(A,+A,~~~à.\u) ln{A(.\211)/A(.\212)}, se 11 ?- t 2 >O, (4.2.6) 
c a função de distribuição de TrT2+k(T1, T2 ) é dada por: 
F(z)= 
1-,\ "+\ exp{(.<1+.\12)z}, se z ?- O. I 2 
( 4 2. 7) 
P.j) A A CB V_Ei pode ser representada em tennos de variáveis aleatórias 
independentes 
Esta propriedade, út,ii para simulação. fornece uma forma de gerar a. 
ACBVE2 em termos de três variáveis aleatórias exponencias independentes e de uma 
variável uniforme independente. Seja A - 1 (x)= -log(l-x), O< x < 1, e sejam 2
1
, Z:J, 
Z3 , e V variáveis aleatórias independentemente distribufdas, respectivamente. como 
Exp(.\1). Exp(.<2 ). Exp(.\12 ). e U(O,l). Defina: 
( 4.2.8) 
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onde I(Z 1 > Z2) denota a função indicadora do conjunto {Z1 > Zz}, X1= min(Z1, Z3 ) e 
Y1= min(Z 2• Z3). Então, (T, T 2) é ACBVE2 (A1, A2 , A12 ). 
4.3- DISTRIBUIÇÃO EXPONENCIAL BIV ARIADA DE SARKAR EM RISCOS COMPETITIVOS 
Wada e Seu (1993) utilizaram o modelo exponencial bivariado de Sarkar para 
situações de riscos competitivos com duas causas falha, com o objetivo primordial de 
realizar testes de hipóteses para. comparações entre duas amostras. Neste contexto, um 
teste de hipótese para alternativa restrita (a sobrevivência do grupo experimental é 
maior do que a sobrevivência do grupo controle) foi proposto. A seguir são apresentadas 
as funções básicas em situações de riscos competitivos desenvolvidas por Wada e Seu 
(1993) utilizando o modelo de Sarkar. 
As funções nsco por causa especifica na presença de cada uma das outras 
causas sã.o: 
(4.3.1) 
Desde que, 
e 
ot S( t~ot 2 )= (l+r )-' 1 exp{·-'1 t 1} exp{-( A1 +ÀJ2lt 2}[A( A1 t 2)] -'[A( À1 t 1)p, 
se Ü< t 1 $_ t 2 
i!~, S( t 1,t 2)= ( l+r )-'2 exp{-À2t 2} exp{-( À1 +ÀJ2lt1}[A( A2t1 )] -'[A( A2t 2)]', 
set 1 ::::_t 2> O, 
as quais avaliadas no ponto t 1=t2=t resultam, respectivarrlente, em: 
(l+r)A1 exp{-At}, se ! 1 S ! 2 
e 
(l+r)A,exp{-At}. set2 S t 1 . 
A distribuiçào de probabilidade do tempo de falha para a. causa L como 
definida em (2.2.17), sem considerar covariáveis é dada por: 
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f' I' Á Á I l Q((t)= -';(u) Sy(u) du= Á.\ +'Á exp(- Áu)du= Á +'Á 1-exp(- .\t) , (4.3.2) O O I 2 1 2 
para i= 1, 2, e de (2.2.18), tem-se que a probabilidade de falha devido a causa i é: 
•i= P(l= i)= Q;"(=)= Á Á+;J.. 
1 2 
(4.3.3) 
A partir destas relações, segue que a probabilidade de falha da causa i num tempo maior 
do que t é escrita por: 
P;'(t)= •;'-Qi(t)= ÁÁ +;Á exp(-.lt), 
I 2 
(4.3.4) 
e a funcão de distribuicão condicional de T dado I por: 
. . 
F((t)= Q:~t) 1-exp(- >.t), 
' 
( 4.3.5) 
ou seJa, (Tj I)....., exp(..\). Como mencionado no capitulo 2, as funções Q/' e 1r/, e 
consequentemente F/, podem ser estimadas dos dados da forma (T, I). Observando-se 
tais funções estimáveis, verifica-se qne os parâmetros do modelo não são identificáveis. 
Da distribuição conjunta de (T, I) em (4.3.2), observa-se que somente funções destes, 
tais como, .-\ +Ai..\ e A, são identificáveis. Desse modo, fazendo: 
' 2 
a função risco de causa-especifica reparametrizada é escrita por: 
.\;(t)= B; 03, i= I, 2 .. (4.3.6) 
onde BI>O, B1 >0, 03 >0 e B1+&2= 1. Tsiatis (1975) provou que uma reparametrização 
permite escrever urn modelo independente equivalente ao dependente que fornece 
parâmet.ros identificáveis. Por isso 11 1 , 8 2 e &3 que são os parâmetros do modelo 
independente equivalente para TI e T 2 são identificáveis. Esse modelo independente 
possui funçôes de sobrevivência marginais G ;( t) esbmáveis e dadas por: 
G;(t)=cxP[-e,o3tJ. i= L2. (4.37) 
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a qual pode ser interpretada como a distribuiçã.o de sobrevivência associada com a causa. 
i somente (Elandt-Johnson e Johnson (1980)). 
A função de verossimilhança obtida para estimação de O, sujeita à restrição 
( 4.3.8) 
onde r; é o numero de falhas pela causa i, i= 1, 2. Os estimadores de maXIma 
verossimilhança, para O (como em Wada e Seu (1993)) são: 
( 4.3.9) 
A seguir, nosso estudo propõe a inclusão de variáveis concomitantes à função 
risco por causa especifica reparametrizada. 
4.4- MODELO DE REGRESSÃO EXPONENCIAL BIV AlUA DO DE SARKAR EM RISCOS 
COMPETITIVOS 
O interesse nesta seção e mcorporar variáveis concomitantes 
z'= (z1, z2, ... , zP) no modelo de Sarkar. O modelo de Sarkar na situação de 
riscos competitivos foi revisto na seção anterior. Foi visto que os parâmetros 
01= (o1 = ,\ À+1 À • 02= À À+\ , 03= -'), são os parâmetros identificáveis na situação de riscos 
1 2 1 2 A 
competitivos. De (4.3.9), observa-se que o estimador de máxima verossimilhança t1 3 é 
função dos tempos observados. Ern consequência, um modelo para a relação entre O c z é 
dado por: 
e,(z)=exp[;>'z], (4.4.1) 
onde {3'=(.81, !32 , ••• , ;3P).Portanto, a funçào risco de causa-especifica pode ser formulada 
por: 
.\;(ti z)= e, exp[;>'z], i= I, 2 ( 4.4.2) 
com a. restrição de que 01 +B2= 1. 
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No caso de testes acelerados conduzidos em s niveis de um único stress V, a 
relação de stress-vida para o parâmetro 03 é escrita por: 
e,,= exp[;1V1J, 
onde V;'= (g0 (Vj), g1(Vj), ... , gp(Vi)) e P'= (/30 , ;3p ... , /3p)- Nos casos particulares das 
relações Arrhenius e lei de potência, V/= (1, g1(Vi)) e fl'= (;30 , ;3J; na relaçã.o Eyring, 
V/= (1, g1(Vi), g,(V;)) e fi'= (fl0 , fl 1, fi,). 
Note-se no modelo para o risco, definido em (4.4.2) para incorporação de 
variáveis concomitantes, que os parâmetros 01, 82 e {3, são identificáveis. Os parâmetros 
-\11 -\2 e -\12, continuam sendo não identificáveis, já que por exemplo, (-Xll -\2) e (-X/, .\/) 
poderiam determinar o mesmo 81 (02). Portanto, prosseguindo encontram-se os 
estimadores de máxima verossimilhança para 011 82 e p. 
4.5- ESTIMAÇÃO E TESTES DE HIPÓTESES 
4.5.1 -Estimação de Máxima Verossimilhança 
Considerando n objetos em estudo associados ao vetor de variáveis 
concomitantes z'= (z0, z 1, ... , zP), denotando por z/= (z01 , ;:11 , ... , zP1) o valor 
correpondente à 1-ésima. observação e ainda utilizando a notação abaixo: 
Notação: 
i: causa de falha, i= 1, 2, 
r,: # de falhas da causa i, 
xil: 1-ésimo tempo de falha pela causa i, 1= 1, 2 .... , r;, 
tr: tempo de falha ou de censura. 
A função de verossimilhança total é dada por: 
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= n {[ il e, e,(z,)J[ t\ exp(-J'··!.,(ul z,) du)j= 
J;;:} /;;:] r=l O 
= rr {e:i [ il e,(z,)J [ t\ exp(-t. o, e,(z.)) ]= 
J;;:} 1::::1 r=l 
(4.5.1) 
Portanto, 
( 4.5.2) 
Os estimadores de máxima verossimilhança de (o, fl) sâo as soluções do sistema de 
equações: f-tJn L( O, P)= O e /r}n L( O, P)= O, sujeitas à restrição 8
1
+0
2
=1, ou seja, 
e 
( 4.5.3) 
As primeiras e segundas derivadas parciais são dadas por: 
a r1 r2 
ae,lnL(e, /1)= O, - (1-e,)' 
( 4.5.4) 
e 
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a' ao i!~ lnL(o, /1)= O, u= O, 1, 2, ... , p. 
I u ( 4.5.5) 
Portanto, 
(4.5.6) 
As equações de verossimilhança a%}nL(O, .8)=0, u= O, 1, 2, ... , p, podem ser resolvidas 
pelo método de Newton-Raphson para o estimador de máxima verossimilhança jJ. 
A matriz de informação esperada I, correspondendo a L, escrita na forma. 
particionada é dada _IXJr: 
'-&;:,lnL(o, ti)) Q 
I= ( 4.5. 7) 
Q 
' 
a' ) ap.ap}nL(o, /1) 
para u, v= O, 1, 2 .... , p. Um estimador consistente da matriz de variância-covariância 
assintótica. E(Op/3) de (Ô1 , {1) é dado por: 
""-]-1 
L.... (OpfJ)- O ' 
onde 10 é a. matriz de informação observada obtida de forma análoga às seções 
anteriores. 
4.5.2 - Estimação de Funções no Stress Usual 
Sejam Ô1 , Ó2 , {J os estimadores de máxima verossimilhança de e1 , e2 e {J 
respectivamente, obtidos como descrito na seção anterior. Se.ia t(e.,.BJ a matriz de 
' 
variância-covariância assintótica estimada de (B;, {1) particionada da seguinte forma: 
. r . ' Q "o ' 
L (O;, ·)= l 
o I:. 
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onde 17~ é a variância assintótica estimada de Ô;, i= 1, 2, e t .8 é a matriz de va.riância-
' 
covariância assintótica estimada de {i. Para. tamanhos amostrais suficientcment.F 
grandes, a teoria assintótica para os estimadores de máxima verossimilhança resulta na 
seguinte aproximação: 
(ê,, p) 2 N((o,, f!), t 1,,, mJ, i= 1, 2. ( 4.5.8) 
Utilizando-se estes estimadores e a aproximação normal acima citada pode-se 
obter estimativas pontuais e intervalos de confiança para determinadas funções de 
interesse tais como: a função risco de causa-especifica, a função de sobrevivência. 
marginal G,.. a sobrevivência total e ainda percentis para cada causa bem como o 
percentil de vida do sistema. Em particular, para testes acelerados as funções acima 
citadas são obtidas para o stress de uso normal V u• que serão objeto de detalhamento 
abaixo. 
a) Estimação pontual e intenwlo de confiança para ~;{t/ V ,J 
O estimador de máxima verossimilhança para .:\;(t) V ,J é dado por: 
l,(tl VJ= ê, exp[P'V.], (4.5.9) 
onde V./= (g0(Vu), g1(Vu), ... , gp(V,J) e fl'= (fl0, ,rJll .•. , (Jp). A aproximação normal de 
(Ô;, {33 ) em (4.5.8) resulta, pelo método delta (apêndice A)\ em: 
onde 
(4.5.10) 
Assim. ~;(ti Y J ~ LogNormal(ln.:\;( tI V..). u ;,/) e portanto, este estimador é viciado prua 
.:\;(ti Vu) com vicio exp( ~ ufu). Então, um estimador não-viciado para \(ti V 11 ) é escrito 
por; 
(4.5.11) 
O intervalo de confiança assintótico de (1-a)lOO% para \(ti Vu) pode ser 
obtido a partir da distribuiçã.o assintótica normal de ln~;(tj Yu) que resulta em; 
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I X,(t[ V,.) cxp(-z1 •• ; 2 •,.); Â;(t[ V.) exp(zl-o/Z ";.)). 
h) Estimação pontual e intervalo de confiança para ~ (tj V j 
A função risco acumulada pode ser estimada por: 
ii,(t[ V.)~ J: \(x[ V.) dx~ ti, exp(il'V.j. 
10~ 
( 4.5.12) 
(4.5.13) 
Da mesma forma Â;(t) V.,), este estimador é viciado para H;{tj V .. ). Um estimador não-
viciado é dado por: 
ii,(t[ V,.)~ ii,(t[ V.) exp(- ~ "1.) (4.5.14) 
O intervalo de confiança aproximado para H;{t) V .. ) pode ser obtido através 
de exponeciação do intervalo para In H;(t) V .. ). Uma vez que: 
lnH,(t[ V,)~ lnt+lni;+il'V. -" N(lnH,(t[ V,.), •1.). 
Assim, o intervalo de aproximadamente {1-a)lOO% de confiança para H;(tj V.,) é 
expresso por: 
I ii,(t[ V,) exp(-zi-o/z ";.); ii,(t[ V.) exp(z1 •• ; 2 ";.)). 
c) Estimação pontual e intervalo de confiança para GJtj V .J 
A função G;(tj Vu) pode ser estimada através de: 
G;(t[ V,.)~ exp(-H;(t[ V,)), 
ou alternativamente por: 
G;(t[ v.)~ cxp(-ii,(ti V,.)). 
( 4.5.15) 
(4.5.16) 
(4.5.17) 
Seu intervalo de aproximadamente {1-a)lOO% de confiança: obtido por 
exponenciação do intervalo acima, é dado por: 
( 4.5.18) 
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d) Estimação pontual e intervalo de confiança para Sr (t/ V.) 
A função de sobrevivência total ST(tl V .J pode ser estimada através de: 
Sr(t[ V.)= exp(- exp[P'V..] t), (4.5.19) 
com um intervalo de confiança de aproximadamente (1-o)lOO% escrito por: 
( 4.5.20) 
uma vez que, ln(-ln(Sr(t[ V .))=lnt+P'V.!!. N(ln(-ln(Sr(t[ V.)), .;), onde u;=v.t~v:. 
e) Estimação pontual e intervalo de confiança para tPu. 
O estimador do (lOOP)-ésimo percentil do sistema possui a forma; 
- ln(1-P) 
tp,=- exp[,1'V ..]. ( 4.5.21) 
Da aproximação lnfp,. ~ N(lntp.., o-~), segue que: 
( 4.5.22 J 
é o estimador não-viciado para t.pu, com um intervalo de confiança dado por: 
( 4.5.23) 
f) Estimação pontual e intervalo de confiança para tiPu 
O estimador do (lOOP)-ésimo percentil para a causa i no stress ·v.., pode ser 
obtido por: 
- ln(1-P) 
t;p,= - ê; exp[p'V .J (4.5.24) 
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Desde que. lnfiPu ~ N(lnt;p.,, tT?.,), onde tT;., foi fornecida no item a) desta seção) o 
estimador: 
( 4.5.25) 
é não-viciado para tiPu e o intervalo de confiança é dado por: 
( 4.5.26) 
4.5.3 - Testes de Hipóteses para Comparação das Distribuições de Sobrevivênáa 
Para a comparação das distribuições de sobrevivência para as duas causas 
para um determinado z, ou seja, 
a formulação das h.ipóteses estatisticas envolvem a igualdade dos parâmetros das 
correspondentes distribuições, ou em uma forn1a equivalente, envolve a diferença entre 
os parâmetros correspondentes às duas distribuições. Em termos desses parâmetros, a 
hipótese acima pode ser reescrita por: 
que sob a restrição 81 +02= 1 é ainda equivalente ao teste da seguinte hipótese: 
Para testar H0 contra H a acima, o vetor {J'= (!30 • ;3 1 • •.. , t3p) é tratado como um vetor dt> 
parâmetros de perturbação. Os testes utilizando as estatisticas de Rao, Wald e Wilks, 
apresentadas no capitulo 1, envolvem a estimação de máxima verossimilhança dos 
parâmetros de perturbação sob H0 . Assim, sob a hipótese nula o ln da função de 
verossimilhança. em ( 4.5.2), pode ser escrito por: 
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( 4 5.27) 
É possivel notar que os estimadores de máxima verossimilhança de fJ obtidos sob H
0
, 
denotados por P, são idênticos a {J, uma vez que a primeria e segunda derivadas parciais 
do ln da verossimilhança acima com relação a fJ são idênticas às obtidas em ( 4.5.4). 
Para a obtenção da estatistica de Rao é necessário o cálculo da função escore sob H
0
• 
Esta é obtida de ( 4.5.4): 
e 
in(l/2; li)= (- 8~:2lnL(o, P))-\ =If2; ~=íl = 
= (:112 + (1-';1)')-I I,I =I/2; ~=~ = (4(ri+r,J)-I. 
Então, a estatistica de Rao para este teste é escrita por: 
Qn= U1(1/2; /J) in(l/2; /J) U1(1/2; li)= (rrr2)
2 
(r1+r2)" ( 4.5.28) 
A estatistica de Wald é obtida por: 
( · 1 \2 (·n I -) -I ( • 1 \2 ( W= 01- 2 ) 1 (1 2; P) = 4 Br 2 ) r 1+r2). ( 4.5.29) 
Para a obtenção da estatistica de Wilks ( ou da razão d·e verossimilhança) para este 
teste, são necessários os cálculos das seguintes quantidades: 
lnL(l/2; P)= t {ri ln(~)+ ~ P'zt}- t exp[ íi'z.] t, 
!=l 1-1 T-1 
e 
lnL(Ô, ÍÍ)= ,t{r; lnÕ;-J;~1 P'z1 - J,exp[ /J'z,] t,} 
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Desde que, /3= jJ tem-se: 
lnL(l/2; i'J- lnL(Ô, P)= ln(!}t,r; 2 -
-"rlno 
L., ' " i= 1 
e portanto a estati.stica de Wilks resulta em: 
Qw= -2ljL(l~2;_ii))= -2 {!jl) Í>, 
\ L( o, I') \2 ; o, ~ L r; ln&; . 2 -} j = 1 ( 4.5.30) 
As três estatisticas estatisticas são assintóticamente equivalentes e sob a hipótese nula 
possuem dístribuiçâ.o assintótica x2 com 1 grau de liberdade. 
CAPÍTULO 5 
APLICAÇÕES NUMÉRICAS 
5.1 - INTRODUÇÃO 
Este capitulo tem como objetivo ilustrar a teoria exposta nos capitulas 
anteriores e para tanto são apresentadas algumas aplicações numéricas. 
K a seção 5.2 é apresentada uma aplicação numérica a uma situação de um 
te.ste acderado num contexto de riscos competitivos com causas de falha atuando 
independentemente. O objetivo desta seção é ajustar o modelo apresentado por Klein e 
Basu (1981), revisto na seção 3.2 do capitulo 3. 
Os dados do test.e acelerado considerado foram gerados aleatoriamente 
baseados em um exemplo de Nelson (1990). Este refere-se a um teste acelerado <Lplicado 
a sistemas de isolamento da Classe-H em motores elétricos, testados em temperatura~ 
altas de 190. 220, 240 e 260 graus Celsius. Três tipos distintos de falha são consideradas 
na análise: ''Turn'', "Phase'' e "Ground". Cada uma atua_ independentemente em uma 
parte separada do sistema de isolamento, Para obtenção do conjunto de dados gerou-se 
para cada causa de falha tempos seguindo o modelo Weibull-Arrhenius com parâmetros 
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(6i, Pi), i= L 2, 3, e a segmr tornou-se o minimo de cada tripla de tempos gerados. A 
esse rninimo observado foi associado o respectivo valor do stress (temperatura) e a causa 
de falha (0, 1, 2, 3), onde o valor "O" indica que o tempo observado corresponde a um 
dado censurado. 
A partir desse conjunto de dados ajustou-se o modelo Weibull independente 
para testes acelerados. As estimativas dos parâmetros do modelo foram obtidas através 
dos procedimentos de máxima verossimilhança em conjunto com o método iterativo de 
Newton-Raphson descritos em tal capitulo. A seguir foi feita a verificação do ajuste do 
modelo através da análise de resfduos. Além do ajuste de um mOOelo paramétrica 
aos dados, o teste tem como propósito estimar a vida mediana de tal isolamento em sua 
temperatura de uso normal de 180 graus Celsius. Uma vida mediana de 20000 horas é 
necessária para a perfomance satisfatória desses sistemas de isolamento. Outros 
propósitos foram determinar a principal causa de falha na temperatura de uso normal e 
avaliar se uma mudança no desenho do isolamento, para eliminar tal causa, melhoraria 
a distribuição de vida apreciavelmente. Assim, as estimativas obtidas foram então 
utilizadas para a estimação das funções de interesse no stress normal de 180 graus 
Celsius. 
Na seção 5.3, a aplicação numérica apresentada enfoca a situação de um teste 
acelerado no contexto de riscos competitivos dependentes com dados provenientes da 
distribuição \Veibull bivariada de Marshall e Olkin (BVW), estudada na seção 3.4 do 
capitulo 3. 
Os dados utilizados nessa aplicação, como na seção anterior, foram gerados 
aleatóriamente por simulação de um teste acelerado hipotético de dispositivos sujeitos a. 
altas temperaturas de 190, 220, 240 e 260 graus Celsius. Duas causas de falha foram 
consideradas e denominadas simplesmente, causa 1 e causa 2. A geração dos pares de 
tempos da distribuição bivariada acima citada foi feita. utilizando-se a propriedade P5 
apresentada no capitulo 3, que sugere uma forma de obtê-loR a partir de variáveis 
aleatórias ·weibull independentes. Assim, tais pares de tempos foram gerados seguindo o 
modelo BV\V com parâmetros de forma ó1= ó2= f, e uma. relação de stress-Yida. 
Arrhenius para os parâmetros de escala u1, a 2 , a12 . 
Desde que em situações de riscos competitivos o tempo de vida observado 
corresponde ao minimo dos tempos de falha latentes, a seguir tomou-se o minimo de 
cada par gerado e associou-Re a esse rninimo observado o correspondente nfvel de stress 
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aplicado e a causa de falha (0, 1, 2, 12), onde causa "12'' indica falha do dispositivo 
pelas causas 1 e 2 simultaneamente. 
Ao conjunto de dados resultante, ajustou-se o modelo BV\V com as 
estimativas dos parâmetros obtidas pelos procedimentos de máxima verossimilhança 
descritos em tal capitulo. Posteriormente, foi feita uma análise gráfica de residuos para 
verificação do ajuste do modelo. Ainda, em testes acelerados se tem como propósito 
fazer extrapolações para o stress de uso normaL Desse modo, utilizando as estimativas 
dos parâmetros obtidas anteriormente, foram estimadas algumas funções de interesse no 
stress de uso normal de 180 graus Celsius. 
Na seção 5.4 é apresentada a situação de um teste acelerado no contexto de 
nscos competitivos com duas causas de falha dependentes com distribuição de vida 
exponencial bivariada de Sarkar, conforme a metodologia estudada no capitulo 4. 
Os dados para essa aplicação, como nas seções anteriores, foram gerados 
aleatoriamente com auxÜio computacional considerando um teste acelerado hipotético 
de dispositivos sujeitos a altas temperaturas de 190, 220, 240 e 260 graus Celsius. O 
conjunto de dados dessa aplicação foi gerado utilizando-se a propriedade P4 apresentada 
no capitulo 4, que fornece uma forma de gerar os pares de tempos correspondentes às 
duas causas em termos de variáveis aleatórias independentes. Assim, os pares de tempos 
foram gerados seguindo um modelo exponencial bivariado de Sarkar e uma relação de 
stress-vida Arrhenius para os parâmetros >.11 >. 2 , >.12 . A seguir, tomou-se o minimo de 
cada par gerado e associou-se a esse mfnimo observado a correspondente causa de falha 
(0, 1, 2) e o nfvel de stress aplicado. 
Ao conjunto de dados resultante ajustou-sP o modelo de Sarkar 
reparametrizado. Os procedimentos de máxima verossimilhança descritos no capitulo 4 
foram empregados para a estimação dos parâmetros desse modelo reparametrizado. 
Essas estimativas foram então utilizadas para a realização do teste de hipótese de 
homogeneidade das distribuições de sobrevivência marginais G; i= 1, 2, do modelo 
reparametrizado, e para a estimação de algumas funções de interesse no stress normal de 
180 graus Celsius. 
Ainda para esse conjunto de dados foi ajustado um modelo exponencial 
independente para cada causa de falha com o objetivo de comparar as curvas de 
sobrevivência estimadas sob a suposição de independência e as G;, i= 1, 2. do modelo 
reparametrizado com relação à curva de sobrevivência marginal verdadeira (do modelo 
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original). 
Para a obtenção dos conjuntos de dados bem como dos resultados e gráficos 
das aplicações numéricas utilimu-se o software estatistico SAS Institute Inc. (versão 
6.04). Os programas desenvolvidos neste software encontram-se no apêndice E. 
5.2- APLICAÇÃO NUMÉRICA PARA SITUAÇÕES DE RISCOS COMPE'IITIVOS 
INDEPENDENTES 
5.2.1 - Descrição dos Dados 
Essa primeira aplicação refere-se a um conjunto de dados provenientes de urn 
teste acelerado hipotético de sistemas de isolamento da Classe-H em motores elétricos, 
testados em quatro niveís de temperatura: 190, 220, 240 e 260 graus Celsius. Foram 
consideradas três causas distintas de falha atuando independentemente: "Turn" (Causa 
1), "Phase" (Causa 2) e "Ground" (causa 3). A tabela D.l (Apêndice D) sumariza os 
resultados de 200 motores elétricos com 50 motores testados em cada um dos quatro 
nfveis do stress. Os dados contidos nessa tabela foram gerados pelo programa 
PRGl.SAS que se encontra no apêndice E. A primeira coluna da tabela contém o tempo 
de sobrevivência indicado por "t". Esf:les tempos foram obtidos gerando-se 200 tempos 
(50 em cada nÍvel de temperatura) para cada causa de falha separadamente através do 
método da transformação inversa. (Kennedy e Gentle (1980)): com sementes 378746, 
267323 e 789651 respectivamente. O modelo utilizado para cada causa foi o modelo 
Weibull-Arrhenius com parâmetros de forma 2 e parâmetros de escala seguindo a 
relação de stress-vida Arrhenius: 
o;i= exp[fi,,+.B,1g,1(Vi)]. i= I. 2. 3. j= 1. 2. 3, 4. 
d (H ) .JQOO on e g;1 vj = ~
de fJ;., i= 1, 2, 3: 1 
e V é a temperatura ern graus absolutos. Com os seguintes valores 
Aplicação Numérica para Situações de Riscos Competitivos Independentes 
Tabela 5.1: Verdadeiros Valores de (fl;0 , flil) 
causa 
Turn 
Phase 
Ground 
8.2607 
3.7748 
13.0340 
12.31006 
10.42530 
14.74870 
A seguir tornou-se o minirno para cada tripla de tempos gerados, ou seja, 
11) 
O tempo para término do teste foi fixado em 11000 horas e assim classificou-se o 1-ésimo 
tempo observado, 1= 1, 2, ... , 200, como tempo de falha ou de censura por: 
-Se t 1= min(t11> t 21, hi)::; 11000 então t 1= t 1; 
·Se t1= min(t1/J t 21 , t3,)>11000 então t1= 11000. 
A segunda coluna da tabela contém o nivel de temperatura aplicado denotada por 
"stress". A terceira coluna, denotada por "causa", contém o indicador de causa de falha, 
onde "O" indica censura. Da quarta à sexta coluna encontram-se listados os indicadores 
de censura para cada urna das causas denotadas por "C1", "C2" e "C3", onde 
C1 = { 1 se falha devido a causa 1 l= 1 2 200 I O se censura ou falha por causa 2 ou 3' ' ~ ... , · 
Analogamente para C2 e C3 tem-se, respectivamente: 
CZ = { 1 se falha devido a causa 2 l= 1 2 ?QQ I O se censura ou falha por causa 1 ou 3 ' ' ' ···' ~ 
e 
C3 _ { 1 se falha. devido a causa 3 I- 1 2 200 1- O se censura ou falha por causa 1 ou 2' - ' ' · ·.. · 
Como resultado dessa geração observou-se 196 falhas e 4 censuras. Na tabela. 
5.2 abaixo, encontra-se sumário do número de observações censuradas e não censuradas 
para cada causa de falha para cada um dos niveis do stress: 
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Tabela 5.2: Sumário do Número de Ob.<Jeroaçõe.'J Censuradas e Não Censuradas 
nivel causa falhas censuras %censuras 
1 20 30 60 
190 2 18 32 64 
3 08 42 84 
1 18 32 64 
220 2 10 40 80 
3 22 28 56 
1 18 32 64 
240 2 10 40 80 
3 22 28 56 
1 19 31 62 
260 2 09 41 82 
3 22 28 56 
OBS: Resuliados obtidos pela PROC LIFETEST doSAS programa PRG2.SAS (Apêndice E) 
Perfazendo um total para cada causa de: 
Tabela 5.9: Número de Falha.s de Cada Ca1L'Ja 
causa 
1 
2 
3 
falhas 
75 
47 
74 
censuras 7'ocensuras 
125 62.5 
153 76.5 
126 63.0 
O alto percentual de censuras em cada causa se deve ao fato de que tempos de falha por 
uma determinada causa são considerados tempos de censura para as demais causas. Por 
exemplo, se um motor falha pela causa 1 então seu tempo de falha é tomado como 
tempo de censura para as causas 2 e 3. 
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5.2.2 - Procedimentos Gráficos 
Como pnmeuo passo para a análise desses dadoR fez-se uma verificação 
gráfica para cada causa em separado, com o objetivo de avaliar a validade dos 
procedimentos gráficos apresentados no capitulo 2, uma vez que é conhecido o modelo 
paramétrica que originou o conjunto de dados. 
5.2.2.1 -Avaliação da Proporcionalidade dos Riscos e do Modelo Weibull 
Para avaliar a proporcionalidade dos nscos (ou equivalentemente a igualdade 
do parâmetro de forma em todos os niveis do stress) e da adequaçâo do modelo Weibull. 
utilizam-se os gráficos ln(-ln(S;(tl V;))) x lnt para cada causa de falha i. i= 1, 2. 3, 
e cada nivel j do stress, j= L 2, 3, 4. Se o modelo de riscos proporcionais \Veibull for 
adequado os gráficos devem ser aproximadamente paralelos e lineares. As figuras 5.la, 
5.1b e 5.lc mostram tais gráficos . 
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Os gráficos acima não fornecem fortes evidências que violem a supos1çao de 
que os tempos sejam provenientes da distribuição Weibull e da proporcionalidade dos 
riscos. Deve ser levado em consideração, o alto percentual de censuras para. as causas 1. 
2 e 3 (62.5%. i6.5% e 63%. respectivamente). 
5.2.2.2- Avaliação da Relação Arrhenius 
Para avaliar a adequação da relação Arrhenius para a causa de falha i. i= 
1, 2. 3, é nccessario estimar em cada uivei j da temperatura, j= 11 2. 3, 4. um percentil 
especifico tiPJ a partir da sobrevivência estimada pelo método de Kaplan-Meier. Os 
gráficos de In(Í;pj) x g,(Vj)= -1000/Vj, j= L 2, 3, 4, para cada causa i. Í= 1. 2. 3, 
devem ser aproximadamente lineares se a relação Arrhenius for adequada. Os 25-ésimos 
percentis estimados cn~ cada um dos nivcis do stress para cada uma das can~as 
encontram-se listados na tabela D.2 (Apêndice D). As figuras 5.2a. 5.2b e õ.2c abaixo 
mostram os gráficos paro cada causa de falha. 
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As figuras 5.2a e 5.2b acima (causas 1 e 2), sugerem que a relação de stress-
vida Arrhenius para o parâmetro de escala da Weibull é adequada. Da figura 5.2c 
(causa 3) 1 embora exista um ponto fora da reta ajustada visualmente para a 
temperatura 190 graus Celsius, não se pode concluir que a relação Arrhenius não é 
adequada uma vez que esse ponto distoante do gráfico foi obtido a partir de um nivel do 
stress cujo percentual de censuras é de 84% (ver tabela 5.2). 
As estimativas das sobrevivências foram obtidas utilizando a PROC 
LIFETEST do SAS (versão 6.03) no programa PRG2.SAS que encontra-se listado no 
apêndice E. 
5.2.3 - Estima.çã.o de Parâmetros 
As estimativas de máxima verossimilhança dos parâmetros obtidas pelo 
método iterativo de Newton-Raphson para cada uma das causas e seus desvios-padrão 
encontram-se na tabela 5.4 a seguir: 
Tabela 5 . .j: Estimativas dos Parâmetros e D.P. do Moàelo Weihtdl-Arrhenius 
causa 6, D.P. /3io DP. D.P. 
1.9523071 0.1840442 8.7678969 2.3374468 12.450641 1.5930130 
2 2.1697221 0.2538123 4.7552485 2.9823001 11.565001 2.1049947 
3 1.9948098 0.1884289 14.930664 2.4946034 15.724625 1.6765298 
Com as seguintes matrizes de variância-covariância estimadas: 
[ 
5.4636574 3.3648451 0.1624344] 
f:,= 3.3648451 2.5376906 0.2158865 
0.1624344 0.2158865 0.0338723 
[ 
8.8941138 
t ,= 5.6237032 
0.3122125 
5.6237032 
4.4310026 
0.4130778 
0.3122120] 
0.4130778 
0.0644207 
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[ 
6.223046 3.8009687 0.1657297] 
t,= 3.8009687 2.8107522 0.224]]32 
0.1657297 0.2241132 0.0355054 
Esses resultados foram obtidos pelo programa PRG3.SAS (Apêndice E). 
5.2.4 - Testes de Hipóteses para os Parâmetros 
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Testes das hipóteses Hi0: ói= 1, i= 1, 2, 3, podem ser de interesse desde que 
ó;= 1 implica em uma distribuição exponencial dos tempos para a causa i. Essas 
hipóteses podem ser testadas usando a normalidade assintótica dos estimadores de 
máxima verossimilhança em grandes amostras através da estatfstica: 
2 ( i -1 )
2 
. 
Z; = d.~.(§i) 1 I= 1, 2, 3, 
que sob H;o tem distribuição x2 com 1 grau de liberdade. Alternativamente, essas 
hipóteses podem ser testadas através do teste da razão de verossimilhança descrito no 
capitulo 1. Como nessa aplicação n= 200 para cada uma das causas, o teste de hipótese 
realizado baseou-se na estatistica z/. Os resultados encontram-se na tabela abaixo: 
As 
estatisticamente 
Tabela 5.5: Testes das Hipóteses ~0: ói = 1, i= 1, 2, 3 
2 1 l causa zi g. . p-va or 
1 
2 
3 
estatistica.s 
26.77 
21.24 
27.87 
calculadas 
significativas contra 
1 
1 
I 
0.0000 
0.0000 
0.0000 
demonstram 
as hipóteses 
que 
Rio 
existem 
(p-valor= 
consequenternente contra o modelo exponenciaL 
evidências 
0.0000) e 
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5.2.5 - Análise Residual 
Para verificação do ajuste do modelo foi utilizado o método gráfico da análise 
de residuos para cada causa de falha como descrito no capitulo 2. O conjunto dt:> 
residuos foi obtido para cada causa de falha separadamente pela seguinte relação: 
onde t 1 é um tempo de falha ou de censura para a causa em questão. Como os residuos 
devem se comportar como uma amostra aleatória de uma distribuição exponencial 
padrão, se o modelo Weibull-Arrhenius for adequado os gráficos -ln(S(ê;)) x ê; para 
cada causa i, i= 1, 2, 3, devem ser aproximadamente linear-es corn inclinação 1 
passando pela origem. S(ê;) é a estimativa produto limite da função de sobrevivência de 
ê; e foram calculadas com o auxilio da PROC LIFETEST do SAS pelo programa 
SOBRES.SAS (Apêndice E). As figuras 5.3a, 5.3b e 5.3c mostram o gráficos dos 
residuos para cada. causa de falha respectivamente. 
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Pela análise visual dos gráficos verifica-se que os ponto::> situam-se 
aproximadamente em torno de uma reta com inclinação 1 e portanto não demonstram 
qualquer evidência contra a suposição de que os residuos sejam uma amostra aleatória 
proveniente da. distribuição exponencial. Consequentemente o modelo \Veibull-Arrhenius 
para cada causa de falha ajusta-se bem aos dados desta aplicação. 
5.2.6 -Estimação de Funções no Stress Usual 
a) Estimação da sobrevivência, do risco e de percentis para cada causa 
V tilizando-se os procedimentos descritos no capitulo 3, as funções risco e de 
sobrevivência para cada uma das causao; de falha em um stress de uso normal de 180 
graus Celsius foram estimadas por: 
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e S- ( I \' )- [ t'• [' +" (V )] [ o1,;(t)Jil - 2 i t u - exp- CXp tJ;o l-'i1gil u eXp- --2-u, 1- 1 , 1 3, 
com V"~ 180+273.16~ 453.16, g,1 (VJ~ 1000 
-v- e 
e 
" 
o1.(t)~ (1, g.,(V.), J,+1n(t)) f:, (1, g,1(V.), t,+ln(t))', 
o1~(t )~ (1, g,1(V J, ln(t)) f: i (1, g;1(V .), ln(t)} 
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As figuras 5.4a e 5.4b a seguir demomtram os comportamentos das curvas pammétricas 
estimadas para cada causa no stress de uso normal: 
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FIGURA 5.4a.: Riscos Estllnados no Stress 
de 180 graus Celsius. 
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FIGURA 5.4b: Sobrevivências Estimadas no Stress 
de 180 graus CdsillB. 
É possfvel verificar que as curvas de sobrevivência para. as causas 1 f" 2 apresentam-se 
inferiores à curya de sobrevivência para a causa 3 e estas não sugerem diferenças entre 
' SI. 
Ainda. paJ:a cada um dos nscos e sobrevivências calculados é possÍvel obter 
seus respectivos interva.los dt~ confiança .. Para. ilustra.çào. as estimativos pontuaié> c 
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intervalares para essas funções num tempo t== 20000 horas e temperatura de 180 graus 
Celsius foram calculadas e encontram-se na tabela 5.6 abaixo: 
Tabela 5.6:Estimatívas e I. C. de 90% dos Riscos e Sobrevivências 
em 20000 lwra.<J e tempr;ratura de 180 graus Celsius 
causa À 
• 
I. C. S; I. C. 
0.0001735 (0.0001071, 0.0003120) 0.1691573 (0.0409012, 0.3338280) 
2 0.0002074 (0.0001184, 0.0004216) 0.1477678 (ll.020.1314, 0.3358336) 
3 0.0000919 (O .0000535. O .0001808) 0.3979157 (0.1631781, 0.5846823) 
Dos gráficos das sobrevivências é possÍvel também obter estimativas 
aproximadas de perct:'ntis de interesse. Nessa aplicação, tem-se o interesse nas medianas 
para cada uma das causas que são graficamente estimadas por 12000, 12100 e 17000 
horas, respectivamente. Pela teoria apresentada no capÍtulo 3, esses percentis podem ser 
calculados utilizando-se o estimador: 
e o intervalo de confiança: 
[fiJ>u exp(-z1_012o-;p.,); fiPu exp(zh::./2u;pJ]. 
Os resultados dos percentis estimados são cornpativeis com os obtidos gra.ficamente e 
encontram-se na tabela 5. 7 a seguir: 
Tabela 5. 7: Estimativas e I. C. de 90% para as Medianas 
sob a temperatura normal de 180 grau..<~ Celsius 
causa tíPu LC. 
1 
2 
3 
11924.980 
12011.011 
16554.184 
(09755.88, 14811.58) 
(09815.19, 14938.07) 
(12946.42. 21691.43) 
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b) Estimação da sobrevivência total 
Para esse caso de independência é possivel estimar a sobrevivência total por: 
- 3 • 
Sy(tj V.)= !1 S;(tj V.). 
i= 1 
A curva de sobre\•ivência obtida para o isolamento é apresentada na figura 5.5 abaixo: 
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FIGURA 5.5: Sobrevivência Tola! Estimada 
no Stress de 180 graus Cehr.i.llS. 
Pode-se portanto. observar que para uma sobrevivência total de 0.5 e 
temperatura de 180 graus Celsius o correspondente tempo observado e de 
aproximadamente 7650 horas. resultando em uma estimativa aproximada do tempo 
mediano de vida do isolamento sob tal temperatura. 
Ainda pela teoria exposta no capitulo 3, pode-se obter intervalos de confiança 
para sobrevivências totais estimadas. Assim por exemplo. a sobrevivência. total Pstimada 
no t.empo t= 20000 horas e temperatura de 180 graus Celsius foi de 0.0099463 com um 
!.C. de aproximadamente 90% de (0.0000266. 0.0998611). 
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Pn.ra melhorar o produto, certas causas de falha podem ser eliminadas por 
mudanças em seu desenho. Eliminando-se a causa com o menor percentil estimado em 
uma temperatura de 180 graus Celsius (causa 1) e utilizando-se o mesmo procedimento 
anterior obteve-se a figura 5.6 abaixo: 
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FIGURA 5.6: Sobrevivência Tota1 Estimada F.Jiminada a 
causa 1, no Stress de 180 graus Cclsius. 
De forma análoga, pode-se observar qne a mediana é de aproxima.darnenk 
10000 horas. e esta apresenta-se muito abaixo do desejado (20000 horas). Ainda {_, 
possÍvel observar que a sobrevivência estimada em t= 20000 horas. bem como o I. C. de 
aproximadamente 90% par·a esse sistema redesenhado foram 0.0587991 e (0.0019914, 
0.2249825 ). respectivamente. Esses resultados indicam portanto. que mesmo com a 
eliminação da causa 1 não seria verificado uma performance satisfatória do isolamento. 
Todas as estimativas e os intervalos de confiança acima apresentados, foram 
obtidos através elo programa PRG3.SAS listado no apêndice E. 
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5.3 - APLICAÇÃO NUMÉRICA PARA SITUAÇÕES m; RlSCOS COMPETITIVOS 
DEPENDENTES COM DISTRJBUIÇÃO BVW 
5.3.1 - Descrição dos Dados 
O teste de vida hipotetizado para essa segunda aplicação, como na primeira, 
refere-se a um teste acelerado de 200 dispositivos sujeitos aos niveis de temperatura: 
190, 220, 240 e 260 graus Celsius (com 50 itens em cada nivel). Considerou-se a 
existência de duas causas de falha: Causa 1 e Causa 2. Além disso1 considerou-se 
também falhas por causa 1 e 2 simultaneamente como uma causa de falha adicional 
denominada causa 12. 
Os dados gerados pelo programa BVWI.SAS (Apêndice E) encontram-se 
sumarizados na tabela D.3 (Apêndice D). Para a sua obtenção primeiramente foratn 
gerados os pares de tempos da distribuição BVW utilizando-se a propriedade P5 do 
capitulo 31 que sugere uma forma de obtê-los a partir de três variáveis aleatórias 
Weibull independentes. Desse modo, gerou-se através do método da transformação 
inversa ( Kennedy e Gentle, 1980), três vetores de tempos de dimensão 200: W11 \V2 , 
W12 , provenientes do modelo Weibull-Arrhenius com parâmetros de forma 2 e 
parâmetros de escala cr:ii• i= 1, 2, 12 j= 1, 2, 3, 4, seguindo uma relação de stress-vida 
Arrhenius com os sguintes valores de Pi, i= 1, 2l 12: 
Tabela 5.8: Verdadeiros Valores de (fl;o, fi;,) 
1 f3io f3 i l 
1 8.2607 12.31006 
2 13.0340 14.74870 
12 3. 7748 10.42530 
A seguir tomou-se o minimo de cada par (\Vu, VV12 ). u= 1, 2. ou seja. 
e 
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Desde que em problemas de riscos competitivos apenas o minimo dos tempos latentes 
bem como a causa de falha são de fato observáveis, tornou-se o minimo de cada par de 
tempos gerados: 
t1= min(tw t 21 ), 1= 1, 2, ... , 200, 
e a correspondente causa de falha. O tempo para o término do teste foi fixado em 10000 
horas e assim o 1-ésimo tempo observado, 1= 1, 2, ... , 200, foi classificado como de falha 
ou de censura por: 
-Se t 1= min(tli, t 21) $.10000 então t 1= t 1, 
-Se t1= min(t1" ! 21 )>10000 entfuJ t1= 10000. 
A listagem dos tempos obtidos para essa aplicação encontra-se na primeria coluna da 
tabela D.3, indicada por "t". A segunda coluna, indicada por "stress", contém o 
correspondente nivel de temperatura aplicado. A terceira coluna, indicada por "causa", 
contém o indicador de causa de falha, onde 
causa= 
1 se falha pela causa 1, 
2 se falha pela causa 2, 
12 se falha pela::; causas 1 e 2 simultaneamente, 
O se censura. 
Finalmente, da quarta à sexta coluna encontram-se listados os indicadores de censura 
d d d t -" "C!" "C2" "C!2" para ca a uma as causas eno auas por , e , . 
A tabela 5.9 abaixo sumariza o número de falhas e censuras para cada causa 
de falha em cada um dos nfveis de stress: 
Tabela 5.9: Sumário do Número de Observações Censuradas e Não Censuradas 
nivel causa falhas censuras %censuras 
I 20 30 60 
190 2 13 37 74 
12 11 39 78 
I 17 33 66 
220 2 21 29 58 
12 12 38 76 
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continuação da tabela. 5.9: 
1 19 31 62 
240 2 22 28 56 
12 09 41 82 
1 21 29 58 
260 2 21 29 58 
12 08 42 84 
OBS: Resultados obtidos pela PROC LIFETEST do SAS programa BVW2.SAS (Apêndice E) 
Perfazendo um total para cada causa de: 
Tabela 5.10: Número 
causa falhas 
1 
2 
12 
77 
77 
40 
de Falhas de Cada Causa 
censuras 
123 
123 
160 
%censuras 
61.5 
61.5 
80.0 
Como na primeira aplicação, o alto percentual de censuras é resultado de falhas por 
outras causas serem consideradas como censuras para a causa em questão. 
5.3.2 - Procedimentos Gráficos 
Como observado no capitulo 2, em situações de nscos competitivos a 
suposição de independência não pode ser avaliada analiticamente nem graficamente. 
Partindo da suposição de dependência das causas de falha, resultante de alguma 
evidência fisica ou quimica ou até mesmo da experiência do pesquisador, depara-se com 
a necessidade de alguma indicação da famÜia de modelos dependente a ser assumida. 
Em situações onde se considera a presença de duas causas de falha, as falhas por causas 
simultâneas fornecem uma indicativa do possivel ajuste do modelo BVVV com ó1= 62= f, 
uma vez que neste caso, como visto no capitulo 3, a probabilidade de ocorrência do 
evento (T1= T2 ) é positiva. Tal modelo com<\= h2= ó, pela propriedade P5 (cap. 3), 
pode ser reduzido a um modelo VVeibull-Arrhenius com três causas df' falha 
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independentes c, pela propriedade P6, possm min(T 1, T 2 )= T com distribuiçà.o 
Weibull(uJ' o). 
procedimentos 
onde aj= o:lj+ Ll'zj+ Cl12j• j= 
gráficos auxiliares na escolha 
L 2, 3. 4. Assim. o conjunto de 
do modelo BV\\' consü:te dos 
procedimentos apresentados no capitulo 2 e do gráfico de Ln(-Ln(Sr(tl Vj))) x Lnt, 
j= 1, 2, 3, 4, que deve ter pontos aproximadamente paralelos e lineares se T tem 
dist.ribuiçáo VVcibull. Na.s sub-seções seguintes são apresentados os gráficos para essa 
aplicação. 
5.3.2.1- Avaliação da Proporcionalidade dos Riscos e do Modelo Weibull 
O gráfico para a causa i, i= 1, 2, 12, de Ln(-Ln(S;(tj Vi))) x Lnt, j= 1, 2, 3, 
4, permite avaliar a. propocionalidade dos riscos bem como a adequação do modelo 
Vleibull. desde que este apresenta pontos aproximadamente paralelos e lineares nos 
diferentes niveis de stress se o modelo for adequado. As figuras 5.7a., 5.7b e 5.7c 
mostram tais gráficos: 
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FIGURA 5.7h= Gráfico do Ln(-Ln(S2(tl V))) x Lnt 
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FIGURA 5.7c: Gráfico do Ln(-Ln(§12(tJ V))) x Lnt 
Os gráficos actma. apresentam-se aproximadamente paralelos e lineares 
sugerindo que o modelo de riscos proporcionais Weibull para cada causa pode ser 
razoável. Na figura 5.8 abaixo encontra-se o gráfico do Ln(-Ln(Sr(tl Vj))) x Lnt, 
j= 1. 2, 3, 4• 
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FIGURA 5.8: Gráfico do Ln(-Ln(fir(tJ V))) x Ln~ 
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Novamente observa-se um padrào de pontos aproximadamente paralelos e 
lineares indicando uma possivel adequação do modelo \Veibull para T. 
5.3.2.2 · Avaliação da Relação Arrhenius 
Os 25-ésimos percentis estimados a partir das sobrevivências obtidas pelo 
método de Kaplan-Meier para cada uma das causas em cada um niveis de stress 
(temperatura). encontram-se listados na tabela D.4 (Apêndice D). As figuras 5.9a, 5.9b 
e 5.9c a seguir, mostram os gráficos do Ln(iiPj) x g1 (Vj)=- 1000/Vj, j= 1, 2, 3, 4. 
para. as causas 1, 2 e 12, respectivamente. Estes apresentam-se aproximadamente 
lineares sugerindo que uma relação Arrhenius 
i= 1, 2. 12, j= L 2. 3, 4. pode ser adequada. 
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FIGURA 5.9a: Gráfico do Ln(i1p) x -1000/V FIGURA 5.9b: Gráfico do Ln(Í:2p) x -1000/V 
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FIGURA 5.9c: Gráfico do Ln(l12p) x -1000/V 
As estimativas utilizadas para o traçado dos gráficos foram obtidas através da. 
PROC LIFETEST doSAS pelo programa BVW2.SAS (Apêndice E). 
5.3.3 - Estimação de Parâmetros 
Conforme os procedimentos de máxima verossimilhança descritos no capitulo 
3 para o caso ~ 1 = 62= 6, foram obtidas as estimativas dos parâmetros do modelo bem 
como seus des\rios-padrão. Estes encontram-se na tabela 5.11 a seguir: 
Tabela 5.11: Estimatívas dos Parâmetro.<~ e D.P. do Modelo BVW 
i D.P. causa fJ;o D.P. ,âil D.P. 
l 10.654314 2.302501 13.542375 1.33666.5 
2.0004/G 0.113674 2 13.590089 2.357273 15.015215 1.36888:! 
12 Oi .225430 3.114491 1~.161069 1.68644.1 
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Com a. seguinte matriz de variància.-covariància. de (fi, 6) estimada.: 
5.301G37 2.905284 0.342224 0.433197 0.332136 0.428157 0.066036 
2.905284 I. 786673 0.436879 0.553014 0.424001 0 . .146579 0.084301 
0.342224 0.436879 5.556736 3.056171 0.336812 0.434184 0.066966 
t= 0.433197 0.553014 3.056171 1.873838 0.426346 0.549603 0.084767 
0.332136 0.424001 0.336812 0.426346 9.700053 5.059177 0.064992 
0.428157 0.546579 0.434184 0.549603 5.059177 2.844098 0.083781 
0.066036 0.084301 0.066966 0.084767 0.064992 0.083781 0.129218 
Esses resultados foram obtidos pelo programa BVW3.SAS (Apêndice E). 
5.3.4 - Testes de Hipóteses para os Parâmetros 
Pode ser de interesse testar a hipótese H0: ó= 1, uma vez que ó= 1 implica na. 
distribuição exponencial bivariada de Marshall e Olkin. Utilizando a propriedade de 
normalidade assintótica de 6, já que n é suficientemente grande (n= 200), a estatistica: 
sob H0 , tem distribuição x2 com 1 grau de liberdade. Esta resulta em: z2= 77.46 
' (p-valor<0.00001). fornecendo evidências estatisticamente significativas contra o modelo 
exponencial bivariado. 
5.3.5 - Análise Residual 
Ainda, para a verificação do ajuste do modelo \i\leibull para cada causa de 
falha, pode ser feita urna análise residual gráfica por procedimento análogo ao utilizado 
na primeira aplicação. Os residuos foram estimados para cada causa pelo programa 
BV\V3.SAS (Apêndice E). As figuras abaixo apresentam os gráficos de -Ln(S(êJ) x êi, 
i= 1, 2. 12. Em todos os gráficos observam-se pontos situados aproximadamente em 
torno da reta com inclinação 1 e portanto não demonstram fortes evidências contra o 
ajuste do modelo VVeibull-Arrhenius para cada causa. 
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5.3.6- Estimação de Funções no Stress Usual 
a) Estimação da sobrevivência, do risco e de percentis para cada call8a 
As estimativas das funções nsco, de sobrevivência e percentis em stress de 
uso normal de 180 graus Celsius pam cada uma das causas, foram obtidas através dos 
eRtimadores utilizados na primeira aplicação para ~;= ó, i= L 2. As curvas de risco e df' 
sobrevivência encontram-se traçadas nas figuras 5.lla., 5.111 abaixo: 
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FIGURA 5.11a:: Rlscool Estllnados no Stress 
de 180 graus CeiBius. 
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FIGURA 5.llb; Sobrevivências Estimada.,. no Stress 
de 180 graus Ceh!ins. 
Uma auálisf' visual das curvas aCima permite verificar que as curvai-i de 
sohrevivênci<-l cstima.da.s para as causas 2 e 12 são bastante próximas entre si c 
superiores à curva de sobrevivência estimada para. a ecLUsa 1. 
Estimativas pont-uaiíl ~ intervalan~s para o risco e a sobrevivência para. um 
tempo t-= 20000 horas e tempera,t.ura de 180 graus Celsius foram calculadas por: 
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Tabela 5.12:Estimativas e I. C. de 90% dos Riscos e Sobrevivências 
em 20000 horas e temperatura de 180 graus Celsius 
causa ).'. 
' 
I. C. 8' 
' 
I. C. 
0.000172 (0.000112, 0.000287) 0.177774 (0.062593, 0.315046) 
2 0.00012.1 (0.000079, 0.000216) 0.285387 (0.122946, 0.442947) 
12 0.000115 (0.000068, 0.000219) 0.315117 (0.118308, 0.496449) 
Os tempos medianos de vida ( 50-ésimos percentis) para cada causa estimados 
graficamente a partir da figura. 5.1lb, foram aproximadamente 12800, 14800 e 15000 
horas, respectivamente. As estimativas não-viciadas e os intervalo de confiança obtidos 
foram: 
Tabela 5.19:Estimaf:ivas e I. C. de 90% para as Medianas 
sob a temperatura normal de 180 graus Cebtius 
causa 
I 
2 
12 
't' i Pu 
12348.57 
14427.03 
14853.75 
I. C. 
(10078.35, 15380.49) 
(11564.85, 18353.57) 
(11448.58, 198!1.35) 
b) Estimação da Sobrevivência, Risco c Percentis Marginais do Modelo BVW 
Pode ainda ser de interesse estimar as funções risco, de sobrevivência. e 
percentis das margjnais do modelo BV\V sob o stress usual de 180 graus Celsius. As 
figuras 5.12a e 5.12b abaixo. mostram as respectivas curvas de risco e de sobrevivência 
estimadas para os dados dessa aplicação a partir das relações definidas em ( 3.3.25) c 
(3.3.28): 
• 
• 
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FIGURA 5.12a: Riscos M8l'ginais Estimados FIGURA 5.12b: Sobrevivências ~ &.Limadas 
no St:ress de 180 graus Celsi.us. no Stress de 180 ~ CeJsins. 
Da figura 5.12b observa-se que á sobrevivência marginal estimada para a 
causa 2 é ligeiramente superior à sobrevivência marginal estimada para a causa 1. Como 
anteriormente, juntamente com as estimativas pontuais, pode-se obter as intervalares do 
risco e da sobrevivência para. qualquer tempo t. No caso em que t= 20000 horas. 
para a temperatura usual de 180 graus Celsius obtem-se: 
Tabela 5.14:Estimativa:J e LC. de 90% dos Riscos e Sobrevivências Marginais 
em 20000 horas e temperatura de 180 graus Celsius 
causa hi I.C. S, !.C. 
1 0.000281 (0.000193, 0.000471) 0.056019 (0.005236. 0.1764651 
2 0.000240 (0.000158, 0.000406) 0.089930 (0.010613. 0.244066) 
As estimativas gráficas dos tempos medianm1 de vida pm:a as causa~ 1 c 2. a 
partir da figura 5.121 acima sào. respectivamente: 9500 e lúlOO horas. Estes podem ser 
alternativamente calculados utilizando o estimadm não-viciado em (3.3.33) com 
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intervalo de confiança definido em (3.3.34). Os resultados obtidos encontram-se na 
tabela 5.15 a. seguir: 
Tabela 5.15:Estimativas e I. C. de 90% para as Medianas 
sob a temperatura normal de 180 gratL<; Celsius 
causa 
1 
2 
9528.24 
10386.24 
I. C. 
(7878.40, 11689.51) 
(8474.11, 12941.12) 
Estes resultados são bastante próximos aos obtidos graficamente. 
c) Estimação da Sobrevivência Total 
A figura 5.13 a segmr mostra a curva de sobrevivência total estimada para 
um stress de uso normal de 180 graus Celsius: 
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FIGURA 5.13: Sobrevivência Tot&l Estimada 
no Stress de 180 graus Celsius. 
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A sobrevivência total estimada no tempo t= 20000 horas e temperatura de 
180 graus Celsius foi de 0.015987 com um intervalo de aproximadamente 90% de 
confiança de (0.000323, 0.097403). 
O tempo mediano de vida do dispositivo sob a temperatura de 180 grau::; 
Celsius estimado graficamente da figura acima foi de aproximadamente 8000 horas. 
Utilizando o estimador em (3.3.38) e o intervalo de confiança em (3.3.39), obteve-se um 
tempo mediano de vida estimado em 7986.61 horas com um intervalo de 
aproximadamente 90% de confiança de (6978.48, 9204.97). 
Todas as estimativas acima apresentadas foram obtidas através do programa 
BVW4.SAS listado no Apêndice E. 
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5.4 -APLICAÇÃO NUMÉRICA PARA SITUAÇÕES DE RISCOS COMPETITIVOS 
DEPENDENTES COM DISTRIBUIÇÃO ACBVE2. 
5.4.1 - Descrição dos Dados 
Essa aplicação refere-se a. um teste acelerado hipotético de dispositivos 
testados sob altas temperaturas de 190, 220, 240 e 260 graus Celsius. Duas causas 
distintas de falha são consideradas com tempos de vida estatisticamente dependentes e 
são referidas simplesmente por causa 1 e causa 2. Os dados de 200 itens em teste~ com 
50 em cada nivel do stress, foram gerados pelo programa ACBVEl.SAS (Apêndice E) e 
encontram-se sumarizados na tabela D.5 (Apêndice D). A primeira coluna da tabela, 
indicada por "t", contém os tempos de sobrevivência observados. Para a obtenção desses 
tempos, primeiramente foram gerados 200 pares de tempos (tll, h 1), 1::::: 1, 2, ... , 200, da 
distribuição bivariada de Sarkar. O algoritmo apresentado no capitulo 4 utiliza os 
parâmetros (J.l' J.2 , .\12 ) da distribuição original, não os parâmetros Bu, u= 1, 2, 3, da 
distribuição reparametrizada, para a geração desses pares de tempos. Desse modo, para 
gerar tempos provenientes da distribuição reparametrizada no caso particular onde 8;, 
i:::: 1, 2. independe do stress e 03 segue uma relação de stress-vida Arrhenius para o 
j-ésimo nivel do stress, j::::: 1, 2, 3, 4, foram utilizada::; as seguintes relações de stress-vida 
Arrhenius para. os parâmetros da distribuição original: 
À;j= exp(~;o+~1 g1 (V,)). i= I. 2. 12 j= I, 2. 3, 4. 
onde g1 (V j)= 1000 e V é a. temperatura em graus absolutos, urna vez que assim: 
- vj 
exp($,0) 
para i= 1. 2. c portanto não depende de V e 
e,,= À1 , +-\i+.\uj= ( exp(S10)+exp(iJ20)+exp(iJ120)) exp(iJ1g1 (V,))= 
= ~30 exp(~1 g1 (V;))= exp(lniJ30H 1g1(V,))= exp(~0+~ 1 g 1(V0)), 
possui a forma desejada Arrhenius. Os valores considerados para Pio· i::;:; 1. 2. 12, e 8 1 
foram G. 5.2. 4 e 7. respectivamente. Implicando nos seguintes valores verdadeiros parél 
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Tabela 5.16: Verdadeiros Valore.<J de Oi e {fJ0, fJ1) 
parâmetro valor 
e! 0.6899745 
e, 0.3100255 
~o 6.4603726 
~I 7 
Assim, para a obtençâo do 1-ésimo par (t11 , t 2t), l= 1, 2, ... , 200, da distribuição 
bivariada foram gerados os vetores Z1, Z2 e Z3 de dimensão 200 (50 observações em cada 
um dos quatro niveis de temperatura), de observações independentes exponencialmente 
distribuidas com parâmetros À1 j, >.2i e >.12j, .i= 1, 2, 3, 4, respectivamente, além de um 
vetor U (também de dimensão 200) de observações uniformes em (0, 1). Tais vetores 
foram obtidos através do método da transformação inversa com as respectivas sementes: 
145237, 473389, 547321 e 857689. Utilizando-se esses vetores, os pares (t 11 , t 2t), 
1= 1, 2, ... , 200, foram obtidos por: 
e 
onde xll=min(z11 , z31 ), y:11=min(z2ll z3t). A - 1(x)=-ln(l-x) e I(z11>z2d={ 6 
e a seguir tomou-se o minimo de cada par de tempos, ou seja, 
se zll>z21 
c.c. 
O tempo para o término do teste foi fixado f'1Il 15000 horas e assim t1 foi classificado 
como tempo de falha ou de censura por: 
-Se t 1= min(tu, t 21 )::; 15000 então t 1= t 1; 
-Se t 1= min(t 11 • t 21 )>15000 entà.o t 1= 15000. 
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' A segunda coluna da tabela, denotada por "stress", contém os ruve1s de 
temperatura aplicados. A terceira coluna da tabela denotada por "causa'), contém as 
causas de falha com valor "O'' indicando que o valor do tempo observado corresponde a 
uma censura. 
Como resultado dessa geração obtiveram-se 195 falhas e 5 censuras. A tabela 
5.17 abaixo apresenta um sumário com o número de observações censuradas c não 
censuradas para cada causa de falha em cada um dos niveis do stress. 
Tabela 5.17: Sumário do Número de Observações Censuradas e Não Censurada.<; 
nÍvel causa falhas censuras %censuras 
1 33 5 13,16 
190 2 12 5 29A1 
1 35 o o 
220 2 15 o o 
1 37 o o 
240 2 13 o o 
1 35 o o 
260 2 15 o o 
OBS: Resultados obtidos pela PROC LIFETEST doSAS programa ACBVE2.SAS (Apêndice E) 
Resultando em um número total de falhas e de censuras para cada causa dado por: 
Tabela 5.18: Número de Falhas de Cada Causa 
causa 
1 
2 
falhas 
140 
055 
censuras 
5 
5 
%censuras 
3.45 
8.33 
O baixo percentual de censuras em cada causa S<' deYe ao fato de que tempos 
de falha por uma determinada causa não são considerados tempos de censura para as 
demais causas, uma vez que tal procedimento resultaria num mecanismo de censura 
dependente. Tal dependênda é indesejada para a estimação de parâmetros por máxima 
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verossimilhança, já que este pressupõe um mecanismo de censum independente. 
VVada e Sen (1993) derivaram um estimador para Bi: i= 1, 2, que pode ser 
interpretado como a proporção de falhas da causa i com relação ao total de falhas. 
Utilizando essa interpretação, pode-se verificar a validade da suposição de independência 
de Bi, i= 1, 2, do stress V, observando se a proporção estimada de falhas da causa i em 
cada nivel do stress é aproximadamente constante. Assim para essa aplicação 
obtiveram-se os seguintes resultados para cada causa: 
Tabela 5.19: Proporção de Falhas da Ca'U.Sa i, i= 1, 2, 
em Stress V;, j- 1, 2, 9, 4 
stress %causa 1 %causa 2 
190 73 27 
220 70 30 
240 74 26 
260 70 30 
Pode-se observar que as proporções estimadas de falha são aproximadamente constantes 
nos diferentes niveis de temperatura, logo existem indicativas favoráveis à adequação da 
suposição de independência de B,, i= 1, 2 com relação ao stress. 
5.4.2 - Procedimentos Gráficos 
Um conjunto de procedimentos gráficos que auxilia na escolha da familia de modelos 
exponencial bivariada de Sarkar, dentre as diversas familias de modelos dependentes 
existentf', utiliza o fato que no nivel j do stress tanto T= min(T n T 2) quanto (TI I), 
possuem distribuição exp( o3j) (propriedade P2 e resultado ( 4.3.5) do capitulo 4, 
respectivamente). Então para cada nivel j do stress, j= 1, 2 ,3, 4, os gráficos 
-ln(ST(tl V1)) x t e -ln(S7 _1 1(tj i,Vj)) x tj i, devem ser grosseiramente lineares passando 
pela origem e similares entre si. Deve-se enfatizar no entanto, que esses procedimentos 
gráficos não são suficientes para concluir que os tempos observados sejam provenientes 
do modelo exponencial bivariado de SarkaL mas somente que existem indicativas de que 
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tal modelo tenha originado os dados. uma vez que outras familias de modelos 
dependentes podem também possuir as propriedades acima citadas. Assim. para essa 
aplicação os gráficos obtidos encontram-se na figura 5.14a. 5.14b e 5.14c abaixo: 
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Através da análise visual dos gráficos em cada nivel do stress verifica-se que'. 
os pontos situam-se aproximadamente em torno de retas passando pela origem e ainda 
que as diferentes figuras comparativamente são muito sim.ilares entre si. Assim, pode-se 
dizer que existem indicativas do possivel ajuste do modelo exponencial bivariado de 
Sarkar. 
Pode-se ainda, avaliar a relação stress-vida Arrhenius para o pru·âmetro 83 
através do gráfico Lnipj x g1(Vj)::::: -1000/Vj, j= 1, 2, 3, 4, o qual deve ser 
aproximadamente linear se a relação for adequada. A estimativa de tpj é obtida a part.ir 
da estimativa P .L. de Kaplan-Meier da sobrevivência, calculada para cada um dos niveis 
do stress. Para essa aplicação foram estimados os 50-ésimos percentis em cada nivel da 
temperatura. Estes encontrrun-sc sumarizados na tabela D.6 (apêndice D). Na figura 
5.15 abaixo encontra-se o gráfico resultante dessa aplicação: 
• 
• 
• 
·l,li! ·l.llil ·j, !5! 
.,( v ) 
FIGURA 5.15: GJIÍfico do Lni p x g1(V):o:o -1000/V 
A figura 5.15 sugere que a rela.ção Arrhenius para o parâmetro 83 é 
estimativas não-paramétricas utilizadas nessa seção foram obtidas 
LIFETEST doSAS no programa ACBVE2.SAS listado no apêndice E. 
adequada. As 
pela PROC 
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5.4.3 - Estimação de Parâmetros 
As estimativas de máxima verossimilhança dos parâmetros do modelo 
reparametrizado c seus desvios padrão, obtidos pelos procedimentos de máxima 
verossimilhança descritos no capitulo 4, encontram-se na tabela 5.20 a seguir: 
Tabela 5.20: Estimativas dos Parâmetros e D.P. 
parâmetro estimativa D.P. 
Bl 0.7179487 0.032225 
o, 0.2820513 0.032225 
Po 7.1149777 1.353596 
fJI 7.3104827 0.676264 
Com a seguinte matriz de variância-covariância estimada: 
[ 
0.001039 o o l 
t(o,,pJ= O 1.832223 0.914106 , i= 1, 2. 
o 0.914106 0.457333 
Esses resultados foram obtidos pelo programa ACBVE3.SAS (Apêndice E). 
5.4.4 - Teste de Hipóteses para Comparação das Sobrevivências Marginais 
O teste da hipótese de igualdade das distribuiçôes de sobrevivência marginais 
da distribuição reparametrizada, 
equivale ao teste das hipóteses: 
Os resultados obtidos através das estatisticas de Rao (QR)- de Wald (\iV) e de \iVilks 
(Qw) são apresentados na tahela. 5.21. 
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Tabela 5.21: Resultadot; do Teste de Hipóteses 
estatistica valor g.l. p-valor 
Qu 37.05 1 0.0000 
w 37.05 1 0.0000 
Qw 38.32 1 0.0000 
Pode-se observar qne esses resultados são bastante próximos entre si e são mncordantes 
uma vez que todos rejeitam fortemente a hipótese de igualdade entre as distribuições de 
sobrevivência. para a.H duas cansas com p-valor< 0.0001. 
5.4.5 - Estimação de Funções no Stress Usual 
a) Estimação do Risco, da Sobrevivência Marginal e de Percentis para Cada Causa 
Através dos procedimentos descritos no capitulo 4, foram estimadas as 
funções risco em (4.5.11) c as sobrevivências marginais G; em (4.5.17), para cada urna 
daR causas de falha em uma temperabna de uso normal de 180 graus Celsius. As figuras 
5.16a e 5.16b demonstram os comportamentos dessas curvas paramétricas estimadas: 
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FIGURA 5.16a: Ri!ICOO F.stimad<>~< no Stress FIGURA 5.16b: Sobrevivência. . Marginais Estimadas 
de 180 graus Celsius. no Stret~~~ de 180 graus Celsius. 
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Verifica-se que a curva de sobrevivência marginal estimada para a causa 1 é inferior á 
curva de sobrevivência para a causa 2. De acordo com o resultado do teste de hipótese 
' 
realizado na seção anterior estas são estatisticamente diferentes. 
Além das estimativas pontuais do risco e da sobrevivência pode-se calcular 
seus respectivos intervalos de confiança assintóticos definidos, respectivamente, em 
( 4.5.12) e ( 4.5.18). Assim, para ilustração as estimativas obtidas para o tempo t= 7000 
horas e temperatura de 180 graus Celsius foram: 
Tabela 5.22:EstimatitJas e I.C. de 95% dos Riscos e SobrevitJências 
em 7000 horas e temperatura de 180 graus .Celsius 
causa !.C. c 
• 
!.C. 
0.0000859 (0.0000664, 0.0001142) 0.5480147 (0.4497197, 0.6281192) 
2 0.0000336 (0.0000248, 0.0000472) 0.790.\830 (0.7187165, 0.8405925) 
Percentis de interesse para cada causa podem ser estimados através dos 
gráficos das sobrevivências na figura 5.16b acima, ou ainda pela relação ( 4.5.25) com 
intervalo de confiança definido em (4.5.26). Supondo que se tenha interesse no tempo 
mediano para cada causa no stress de 180 graus Celsius, obtiveram-se graficamente 
estimativas aproximadas de 8000 e 18500 horas para as causas 1 e 2, respectivamente, e 
pela relação: 
Tabela 5.23:Estimativas e I. C. de 95% para as Mediana.<J 
sob a temperatura normal de 180 graus Celsiv.s 
causa 
1 
2 
7852.915 
19879.211 
b) Estimação da Sobrevivência Total 
!.C. 
(06071.64, 10433.91) 
(14690.29, 27941.70) 
Pode também ser de interesse estima.T a sobrevivência total de um sistema 
bem como algum percentil dessa distribuição em um strec;s de uso normal. Sendo assilll. 
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a sobreYiYência total estimada atravb; de (4.0.19) para o dispositivo em estudo na. 
temperatura de 180 graus Cclsius, representada na figura .5.17 a seguir, foi: 
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FIGURA 5.17: Sobrevivência Total Estllnada 
no Stress de 180 gnrus Celsius. 
Da. figura actma observa-se que o tempo correspondente a uma sobrevivência total dP 
0.5 é de aproximadamente 5500 horas, resultando em uma estimativa aproximada do 
tempo mediano de vida de tal dispositivo sob a temperatura de 180 graus Cclsius. Este 
percentiL calculado atra:vés de ( 4.5.21 ). resultou em 5G43.67 horas com um intervalo de 
aproximadamente 93% de confiança, definido em (4.0.23), de (4404.37, 7414.05). 
Analogamente à seção anterior, pode-se associar a cada estimativa pontual (L-l. 
sobrevivência seu respectivo intervalo de confianç;a aproximado ( 4.5.20). No tempo t.= 
7000 horas, por exemplo. a sobrevivência total na temperatura de 180 graus Celsius foi 
estimada em 0.427804, com um intervalo Ue aproximadamente 95% de confiança de 
(0.332326, 0.5107343). 
Todas a.s estimativas e intervalos de confiança foram obtidos pelo progranw 
ACDVE3.SAS. 
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5.4.6 - Estimação do fusco e Sobrevivência Marginais Supondo Independência das 
Causas de Falha 
Ainda, para o conjunto de dados dessa aplicação foi ajustado um modelo 
exponencial-Arrhenius independente para cada causa de falha com o objetivo de 
comparar as curvas dt:' risco e de sobrevivência estimadas sob a suposição de 
independência e as estimadas utilizando o modelo reparamctrizado, com relação à curva 
de sobrevivência marginal S; do modelo original. 
As estimativas dos coeftcientes da regressão obtidas sob a suposição de 
independência são tabeladas abaixo: 
Tabela 5.1!4: Estimativas de (!i;0 , lia), i= 1, 2 e D.P. sob a 
Suposição Independência das CaWJa.<t de Falha 
causa Pio 
1 6.6052647 
2 6.3061448 
D.P. 
1.595204 
2.558908 
7.2212726 
7.5391849 
OBS: Result.ados obtidos pela PROC LIFEREG do SAS. 
D.P. 
0.796570 
1.280092 
com as seguintes matrizes de variância-covariância estimadas: 
• -[ 2.544677 1.268907 ] 
L r- 1.268907 0.634523 
e . -[ 6.548009 3.271086 ] 
I:,- 3.271086 1.638635 
Assim, em um stress usual V u= 180 graus Celsius, a curvas de nsco e de 
sobrevivência. foram calculadas através das seguinte relações, para i= 1, 2: 
e 
Si(tl VJ= exr( -\i(tl VJ t exp(·uJ,'/2)). 
.\,(ti VJ= \i(tl VJ ex~- "t"l 
onde .\i( tI V")= exp(Íl;0+Íl;1g1 (V")), g1 (V")= ·1000 /V" e ui"'=( 1, g, (V.)) t ;11, g, (V J )'. 
Estas podes ser graficamente visualiza.das pelas figura 5.18a e 5.18b a seguir: 
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FIGURA 5.18a: Riscos Estimados no Stn.ss FIGURA 5.18b: Sobrevivências Muginais Estimadas 
de 180 graus Cel&ius. 
Os respectivos intervalos de aproximadamente 95% de confiança para 
>,;(ti VJ e S;'(tl V,.), i= 1, 2, obtidos de: 
e 
[\H ti V.) exp(- z1 _ 012rr~u'/2); ~i( ti V,.) exp( zi-afz"1u'/2l], 
[ exp(- z cr
2 
'/?) exp( z cr2 '/"1] exp(-~i(tl V.) t) I-u/Z '" - 'exp(-Âi(tl VJ t) I-u/Z '" - , 
para o tempo t.= 7000 horafl, foram: 
Tabela 5.25:Estimativas e I. C. de 95% dos Riscos e Sobrevivências 
em 7000 horas e temperatura de 180 graus Celsius 
causa I~. S/ LC. 
0.0000872 (0.0000858, 0.0000917) 0.543119il (0.5261188, 0.548563) 
2 0.000031~ (0.0000298, 0.0000356) 0.8039923 (0.1791583, 0.811507) 
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5.4. 7 - Comparação entre G; e Si 
A comparação entre os modelos dependente e independente, sera restrita 
somente à comparação das estimativas das funções de risco e de sobrevivência associada 
à causa i obtida usando Sarkar (~;e G;) e à marginal estimada usando independência 
(S/), devido à impossibilidade de estimação da sobrevivência marginal do modelo 
original de Sarkar. 
As figuras 5.19a e 5.19b abaixo apresentam, respectivamente, as curvas de 
sobrevivêncin.. estimadil$ para cada uma das causas no stress usual de 180 graus Cclsius: 
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FIGURA 5.19b: Sobrevivências ~no Stress 
de 180 grnru< Celsius, causa 2. 
Observa-se da figura 5.19a (causa 1). que tanto G1 quantoS; encontram-se 
muito proxtmas à. sobrevivência marginal verdadeira do modelo original, ou seja, 
estimam bem S1• Da figura 5.19b (causa 2). no entanto. é possivel observar que embora 
a sobrevivência marginal estimada por G2 seja ligeiramente superior a S2 • esta ainda 
encontra-se mais próxima a S2 do que S2. Note-se que a proximidade da curva estimada 
soh independência. à verdadeim decorre do fat.o de que o valor verdadeiro do parâmetro 
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de dependência .>.12 • nesse stress de 180 graus Celsius, é relativamente pequeno dado por 
0.0000107. 
Ainda, para a comparação dos intervalos de confiança obtidos num tempo t= 
7000 horas e stress 180 graus Celsius, foram calculados os verdadeiros valores das 
funções risco e de sobrevivência que encontram-se a seguir: 
Tabela 5.26: Verdadeiros Riscos e Sobrevivências Marginais 
em 7000 horas e temperatura de 180 graus Celsius 
causa \ si 
1 0.0000896 0.534085 
2 0.0000461 O. 723981 
Das tabelas 5.22 e 5.25 pode-se verificar que apesar dos intervalos calculados usando 
Sarkar serem mais amplos do que os calculados sob independência, verifica-se da tabela 
acima que os intervalos obtidos para a causa 2 usando independência não contêm os 
verdadeiros valores das funções de risco e de sobrevivência. 
Pode-se concluir então, para essa aplicação, que o uso de Gi como estimador 
da sobrevivência marginal Si resulta em uma estimativa mais razoável de S; do que S;, 
i~ 1, 2. 
CONCLUSÕES 
Nesta dissertação foi considerada a análise de experimentos de testes 
acelerados em problemas de riscos competitivos. Tais testes são realizados submentendo 
as unidades experimentais a condições mais severas do que as de uso normal para a 
redução do tempo de teste e custos. Nestes experimentos, além do tempo até a falha, 
tem-se como resposta de interesse a causa de falha. 
Uma variedade de modelos para experimentos envolvendo riscos competitivos 
independentes foram investigados na literatura. No entanto, pouco se encontra a 
respeito de modelos para testes acelerados envolvendo riscos competitivos dependentes. 
Assim, um dos propósitos desta dissertação foi fazer uma revisão do artigo de Klein e 
Basu (1981) que, assumindo independência das causas de falha, considerou um modelo 
paramétrico Weibull independente para cada causa. 
Outros propóútos foram investigar os modelos, Weibull bivariado estudado 
por Moeschberger (1974) e exponencial bivariado de Sarkar, em testes acelerados 
quando se considera a existência de duas causas de falha dependentes. Estes modelos 
foram escolhidos por serem, respectivamente, úteis em situações onde falhas por causas 
simultâneas podem ocorrer e onde a ocorrência de tal evento é rara. O modelo Weibull 
bivariado é útil também para situações onde os riscos marginais não são conjuntamente 
crescentes. decrescentes ou constantes. Ainda, o desenvolvimento de procedimentos 
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para a estimação dos parâmetros de tais modelos, possibilitando a estimação de funções 
no stress de uso normal e a realização de aplicações numéricas ilustrativas dos mesmos, 
foram propósitos desta dissertação. 
Através da primeira aplicação numérica, onde a independência das causas foi 
suposta, pôde-se verificar que o modelo Weibull-Arrhenius ajustou-se satisfatoriamente 
ao conjunto de dados analisado. Isto evidencia que tal modelo pode ser útil na análise de 
dados com caracterfsticas similares aos desta aplicação. 
Observou-se das duas últimas aplicações que, se existe alguma razão para 
acreditar que duas causas de falha são dependentes e se os dados satisfazem 
determinadas propriedades, verificadas através de procedimentos gráficos, fornencendo 
indicativas de que as distribuições de vida pertencem a uma particular famÜia 
paramétrica, Weibull bivariada ou exponencial bivariada de Sarkar, então os 
procedimentos de estimação desenvolvidos nesta dissertação tornam-se aplicáveis. 
Finalmente, deve-se enfatizar que apesar dos procedimentos gráficos 
auxiliarem na escolha de uma particular famÜia paramétrica de modelos, tal escolha 
depende, em grande parte, do conhecimento do pesquisador acerca do mecanismo de 
falha. Assim, quando se acredita que as causas são dependentes e observam-se falhas por 
caus<>,s simultâneas ou ainda que as taxas de falha marginais não são ambas crescentes, 
constantes ou decrescentes, entã.o algum modelo complexo tal como o Weibull bivariado 
pode ser empregado. Por outro lado, se existirem fortes convicções de que um modelo 
mrus simples descreveria o mecanismo de falha razoavelmente bem, tal como o 
exponencial bivariado de Sarkar ou mesmo o Weibull independente, então não há 
motivos para utilizar os mais complexos. 
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MÉTODO DELTA 
Seja o vetor Tn'= (Tn1 , T,12 , ••• l Tnk) com distribuição assintótica. normal 
multivariada com média 01= (ep 82 , ••• , Ok) e matriz de covariância. Ln· Suponha que a 
função g(t1 , t 2 , ••• , tk) tenha diferencial não nulo em O. Então, a distribuição assintótica 
de g(Tn) é obtida pela seguinte expansão em série de Taylor: 
g(T.)~ g(O)+(T.~ o)'d H.IIT.~oll. (a.!) 
onde d'= (d1 • d2 , ••• , dk) com d;= g~- lt=8• i= 1, 2, ... , k, e gn~ O quando ll-+cx:-. Esta 
' 
expansào indica que g(Tn)-g(O) comporta-se como uma função linear da variada 
aproximadamente normal (Tn- e) para n grande. Assim, para n suficientemente grande 
tem-se: 
g(T.)~g(O)e< (T.~O)'d ( a.2) 
e 
Var[g(T.)~g(o)J~ d'Ld ( a.3) 
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Dessa forma, g(Tn) é assintóticamentc normal com média g(O) e variância d1 Lnd. Esse 
método de usar diferenciais paTa obter a variância assintótica de g(Tn) é chamado 
Métmlo Delta. 
OBS.: Um caso especial importante do resultado acima é obtido para k= 1: Se T n 
tem distribuição assintótica normal com média () e variâ.ncia .,.;,, então se g(t) possui 
primeira derivada não-nula em O, t(t), para um n suficientemente grande tem-se que: 
g(T.) !'c N(g(e), (g'(e))'u~). (a.4) 
APÊNDICE B 
PROCEDIMENTO PARA ESTIMAÇÃO NÃO-PARAMÉTRJCA DE Pie~: 
Suponha que as observações são tomadas de uma amostra aleatória de n 
unidades. Quando não existem censuras, estimativas de P/ e 1r/, i= 1, 2, ... , k, sâo 
respectivamente obtidas por: 
Í\*(t)= número de obscrva~ões com T >te I=i (b.l) 
e 
(b.2) 
Quando existem censuras, são desenvolvidas as estimativas P. L. de G;(t) e destas as 
estimativas de P;*(t) e r.;*, i= 1, 2, ... , k. Assim, as estimativas P. L. de Gi(t) são 
expressas por: 
G,(t)= II 
j: t J < I 
I·=' 
' 
ni- d,j . 
11. • I= 1, 2, ... , k, 
' 
(b.3) 
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onde nj é o número de unidades em risco imediatamente antes de tj. 
dij é o número de falhas da causa i em t j· 
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Desde que Gi(t)= exp(-Hi(t)), uma estimativa alternativa de G0(t) pode ser obtida por: 
onde 
G,(t)= exp[- !l:,(t)], i= 1, 2, ... , k, 
d 
fiJ(t)= L n'\ i= 1, 2, ... , k, 
j:tj<t J 
I-= i 
' 
(b.4) 
(b.5) 
é a função risco acumulada empirica. Uma vez que, P/( t )= J ~ .>.;( u )Sr( u) du, uma 
estimativa razoável de P/( t) é dada por: 
- d . -
Pi(t)= L n" ST(t,), i= 1, 2, .... k, 
j: t . > t J 
'-
Ij =i 
onde Sy(tj) é a estimativa da funçào de sobrevivência deTem tj, obtida por: 
(b.6) 
(b.7) 
ou alternativamente, pela estimativa P. L. ignorando causa de falha. Ainda, como S(t)= 
exp[-H(t)], a estimativa pode ser obtida pela função risco empirica. 
As quantidades 1r1*, i= 1, 2, ···: k, podem ser estimadas como em (b.2). Pode-
k 
se observar que quando não existem censuras: L il/= 1. Como em geral elas existem, 
i== 1 
para a obtenção de estimativas que somam um é usual estimar 1ri"' utilizando: 
.. 
- • 11"; • 1 2 k 7r; k lI= ' ' ... , ·. 
L frt (b.8) 
i= 1 
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CÁLCULO DA MATRlZ DE INFORMAÇÃO DE FISHER PARA O MODELO 
WEIDULL INDEPENDENTE 
a)Censura Tipo I: 
Denotando: 
•n{ #de itens testados sob o nivel Vi do stress, j=L 2, ... , s; 
•O 1-ésimo item em teste no nive} \lj é testado até falhar OU até Um 
tempo fixo r jh que pode variar de item para item, permitindo 
entradas múltiplas; 
• Rj:# de falhas no nivel V 1 ; 
• R;j:# de itens que falharam devido a causa i no nivel V Ji 
• X;j1:tempo de falha dos RiJ itens cujas falhas ocorreram devido a 
causa i no nÍvel V 1 . 1=1, 2, ... , Rij; 
• Yi1= min(T1J1, ... , Tkjt):tempo de falha dos Ri itens no nivel Yj, sem 
levar em conta a causa de falha, 1=1, 2, ... , R
1
; 
•T'.i1:tempo de censura do item removido do teste. l=L 2 .... , nrRr 
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tem-se que a verossimilhança total pode ser escrita como em (3.2.2), com: 
n- R- n-R-
Tj(ó;)::::; 2:5t1,.8'::::; ,ÉY1/i+ Í: 1T'j1\ i::::; 1, 2, ... , kj::::; 1, 2) ... , s. (c.1) 
r=l l=l l=l 
Quando os n1 itens em V1 entram ao mesmo tempo no estudo, ou seja, têm tempo de 
censura comum T 1, então R 
T(ó)= -'Y,''+ (n ·-R) r 8 ' J• L.] ]}J' 1=1 
para j::::; 1, 2, ... , s. A matriz de informação é obtida calculando-se: 
e 
Para tanto é conveniente definir: 
c.c. 
. j::::; 1, 2 ..... s 1= 1. 2 .... , n1. 
e T 1(b:,.) dada em (c.l), é reescrita como: 
( c.2) 
( c.3) 
( c.4) 
( c.5) 
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Então, 
n- n-n~ _Ti si)= t cji Yj/i ln yjl + i (1-CjE)r -/i ln T 'i 
(J(I! ]=ol 1=1 J J 
e 
( c.6) 
n n 
D
32
2Ti(ó;)= i c i, Y/' (In Y11 ) 2 + i(l-C;,)r/' (In r;1) 2 Ó; l=ol 1=1 ( c.7) 
Pode ser demonstrado que a função de densidade de Y il é escrita por: 
( k ·--1) ( k ') fy _ (y)= 61 _L:a;j y 1 exp -_L:ai.i y 1 , y _:::.:O. 
J/ J=:} I=l 
Demonstração: 
De fato pois a função de distribuição de Y jl é expressa por: 
F yjY)= P(Y jl::; y )=P[min(T ljl• ... , T kj/) .:::; yj=( (T Ijl• ... , T kjl) são independentes)= 
, , _r , 1 ( k ') 
= 1 -_ rr P(T;j/>Y)= 1 -.TI exq_- ai.i y '_F 1- exp -_Eaij y I ' 
1=1 •==1 l=l 
y_:::-:0 
e portanto a funcão de densidade é escrita por: 
, (k 61) v(k ') fy _ (y)= ó; .La;j y ;- ex -_Lo:;i y i , 
]l •=1 1=1 
y_:::-:0.0 
Além disso, é conveniente definir: 
= l-P(min(T11, ••• , T,;1)>r11)=\(T1jl· ... , T,;1) são independentes)= 
( c.S) 
A função de densidade conjunta de YJ1 e C.11 é dada por: 
f(y ;/· c j,)= 
O. caso contrário. 
( c.9) 
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n. n. n-
~ ÉE(Cjl Y,/;)+ÉT/;- ÊE(Cj,)T/;~ 
l=l 1=1 1=1 
n [ l J T j/ 8 _ k 8 -1 k 8 ~ 2:: I Yji '(L Óm amj Yjl m )exp- L Qmj Yjt m dyjt+ 
1::::1 O m=l m=l 
n n [ j J 8- J 8. k 8 
+L r·/'- I>·t'l-exp(- L G:m- T·t m)~ 
1=1 J 1=1 J m=J J J 
n [ l J Tj[ 8- k 8 -1 k 8 ~L:J Yj!'(LómamjYjtm )exp-I:o:mjYjlm dyj/+ 
1=1 O m=l m=l 
n J' (k ') +_E r ·z 'exp- L am · T -1 m. 1=1 J m=l J J ( c.JO) 
Similarmente, 
"1Jr11 8 k 8-t [k '] 
=L Yjt'lny_jl(LómamjYjtm )exp-Lamj"Yjlm dyjl+ 
1=1 O m=1 m=l 
n 
J ' 
+L>jt' 
1=1 
lnr jl exp(-t G:mj r j/m), 
m=l (c.l!) 
e 
(c.l2J 
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Para o cálculo de E(Ri1) é necessário definir: 
6. = { 1 se o 1-ésimo item em V i falha. da causa i 
•J o ' . caso contrano, 
onde P(óu= 1) é equivalente a Q,* em (2.2.17) e é obtida por: 
JTj/ 8.-1 ( k 8 ) = Ó· t- ·1' O"·· exp -L: u · t. -1 m dt. -1. O 1 IJ •J m=l mJ tJ tJ 
"J 
Como R;1= I: óiil' segue que: 
1=1 
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(c.l3) 
Todas as integrais das expressões acima devem ser avaliadas numericamente. A matriz 
de informação de Fisher pode agora ser obtida usando (c.lO) a (c.l3) para calcular as 
esperanças em ( c.2) a. ( c.4). 
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b )Censura Tipo I!: 
Denotando: 
' ' 
•nj:# de itens testados no nivel vj, .i= 1, 2, ... , s; 
• O teste pára quando um número pré-determinado r i de sistemas 
tenham falhado; 
• Ri i e Xii1: definidos como em a), 1= 1, 2, ... , Ri i• i= 1, 2, ... , k; 
• Y j(l)' 1= 1, 2, ... , r j:tempos de falha definidos em a) ordenados. 
A verossimilhança total é dada por (3.2.2), com 
' 
Tj(6;)= :ÉYj(t)8i+ (nrrj)Yj(r-)\ i= 1, 2, ... , kj= 1, 2, ... , s. 
1=1 J 
Então, 
' 0~Ti(b,)~ tY,111'• lnYJ(IJ + (n,-ri)Yil• t• lnYJI• J• I i=l J J 
e 
Pode ser demonstrado que a densidade de Y j(l) é dada por: 
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(C, 14) 
(c.l5) 
( c.l6) 
O::; y j(/)<oo, l= 1, 2, ... , nj· 
Demonstração: 
De fato, pois por definição: 
frj(l)(Yj(/))= I (~i) [ Fyj/Yj(l))] I-![1-Fyj,(Yj(l))rr' fy)Yj(l)). 
{ ( k 'Xk '·-'J} * exp - iEo:;j Yj(l) • iE6; o:ij Yj(l) ~ = 
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Assim 1 as esperanças de (c.14) a (c.16) são, respectivamente. calculadas por: 
(c.l7) 
foo 6 +(n;-r,) Yj(c) 'ln Yj(• I f(yj(•) dyj(• I o J J J J ( c.!S) 
e 
(c.l9) 
Estas integrais devem ser avaliadas numericamente. 
Agora com rj fixo, (Rij' ... , Rkj) tem uma distribuição Multinomial com 
parâmetros 1f;j· cujas expressões são equivalentes a (2.2.18) e são dadas por: 
i= 1, 2, ... , kj= 1, 2, ... , s. 
que é interpretado como a proporção de falhas da causa i sob o uivei de stress Y j· 
Então, 
E(R;i)= ''';j· (c.20) 
Assim, a matriz de informação pode ser obtida usando ( c.17) a ( c.20) para. calcular a:-; 
esperan"as de (3.2.5) a (3.2.7). 
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c)Censura Progressiva: 
Denotando: 
•nj: #de itens colocados em teste no nivel vj, j= 1, 2, ... , s; 
•rjr: tempo de censura fixo no nivel vj' r= 1, 2, ... , mj; 
' 
• c 1 r: # fixo de itens retirados do teste no tempo r ·r· 
mj ' J' 
·RJ= nr Ecjr:# de falhas no nivel Vj; 
r=l , 
• No tempo r jm ou um número fixo cjm .itens sâo removidos do teste ou o 
J J 
teste termina com um número aleatório C jm .; 
J 
• Y 11: tempo de falha sem levar em conta a causa de falha, l= 1, 2, ... , R
1
; 
• R, i, XiJt: são definidos como em a). 
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A função de verossimilhança é dada por (3.2.2), com 
Por conveniência define-se: 
m 
J ' L>j/ 'Cjll i= 1, 2, ... , k j= 1, 2, ... ,S. 
I= I ( c.21) 
.F11 : #de falhas no intervalo [~11-1, r_il), l= 1, 2, ... , m1+1, onde rjmj+t==; 
• U jlp: tempos de falha dos F 11 itens que falharam no intervalo 1, 
p= 1, 2, ... , F11 . 
Logo, ( c.21) pode ser reescrita como: 
Entào, 
( c.22) 
( c.23) 
e 
( c.24) 
Para o cálculo das esperanças de (c.22) a (c.24) é necessário utilizar o resultado devido a 
Cohen (1963) que mostrou que: 
{ 
n, S ji• para 1= 1 
E(Fi,)= ( 1-lc-)(- _ ) 
n1 - ~ SJP S 1r-S 11.1 , para l= 2, .... m1+L se c 1m é fixo e p-1 ][J J 
para l= 2 ..... mj. se cjm é aleatório. 
' 
onde Sj1= 
define-se: 
{ 
1, 
I jtp= O, 
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Além disso, 
c. c., 
com P(ljtp= 1)= P(rjt- 1 S: Ujtp<rjl)= P(Yj1<rjl)-P(Yj1<rj1_1)= S JrS JI-I· A função de 
densidade de U jlp dado 1 jlv é expressa por: 
o, c. c. 
~tl ó,.,.. o:mj uhm-l)exp[~t1 O!mj uhm] 
S , Tjt- 1 S:u<rj1 jl- s jl-1 
o, c. c. 
Assim, 
f T jl h· = E(F;1) T;t-I u • f(u[o;tp= 1) du= 
frjl h- fyiu) = E(Fjt) 7 ._ u' S S du, 1= 1, 2, ... , mj. Jl I .1_ .1 J J -1 (c.25) 
A integral deve ser avaliada numericamente, com expressões similares para: 
e 
(
F 1 ) 
' ' E :LUJ111 ilnUJtp p=1 
Usando essas expressões pode-se calcular as esperanças de ( c.22) a ( c.24) para o caso em 
que c;m.i é fixo ou aleatório. 
Caso 1: c1m . fixo 
' 
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m +1~ F 1 ) m J J li' J ô' L LUjlv'+Lrji'C11= 1=1 p=I 1=1 
llj s jl I7 jl Ô-U' ü Íy 1(u) 1 du + Sjt-Sjo 
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m-+1 rn-+1 m· 
' I T I ô- ) 1-1 c ' I T I {,. J ô 
= nj L / u • fy/u) du- L Ls1 P / u• f}r,/u) dn+I:>-1 ic-1= 1=1 Jl-1 J 1=2 p=l jp ;/-1 J 1=1 ) ) 
foo 5 (c') Ir;2 5 =nj u ify/u) du- SJ 7 _ u ify)u) du-o J jl )1 J 
(
cj1 cj2) Irj3 t,1 ) 
- -s. +s r u fy)u du- ... -
jl )2 1 2 ) 
( 
C ) m. cJl cj2 Jmj = <>- J 6-
-8. + S + ... +s- J u 'fy )u) du+ "L>;t 'c;1 = ;1 ;2 Jm.- -' 1=1 J Tjm 
' 
= n1 r= u6• fy _ (u) du-(scjl) I= u'\ fy _ (u) du-
- o .1l j 1 ;I 
(
Cj2) r= Ô- T(j~Jmj)ICX) f,. IDJ 6 
--5 u'fy(u)du- ... - -8- u'fy (u)du+ L:r 1 'c,1 = j2 J 11 jm · 11 l=l 1 Tj2 J Tjm-
' 
( c.26) 
De forma análoga, pode-se obter as esperanças abaixo: 
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J
T ] 6 
-n S 
0
' 11 '!nu 
- j jl 
fy 1(u) 1 du + 
Si1 -SJo 
m +I{( J J 1-1 C - - - T j/ (j + ~ nj-~SJP Sjt-Sjl-t)fr- u'lnu 
1=2 p=1 jp Jl-1 
fy iu) }+ 
' du 
s jl- s j/-1 
m 
J ' +I> ·1 •c -, lnr -l = 1=1 J J J 
m -+1 
Joo ti J 1-1 C· JTjJ t, =n1 uilnufy,/u)du-~ L SJP 7 _ uilnufy/u)du+ o J 1=2 p=1 jp Jl-1 J 
m 
J ' + L r -1 1 c -1 lnr .1= 1=1 J J J 
m ( ) m 00 fj J c "I 00 f, J 6 f uilnnfy,/u)dn-2: -8' J7 _u•lnnfy./u)du+I>j!icjllnri1 O J 1=1 j/ Jl J 1=1 
( c.27) 
e 
m I= 8 J c-,Joo 6 u '(!nu)' fy /n) du- L -8' 7 . u '(lnu) 2fy. (u) du+ o J 1=1 jl 1/ Jl 
( c.28) 
Como c 1m_ é fixo, então rj também é fixo. Logo, (R;1, .•. , Rik) tem novamente uma J 
distribuição Multinomial cuja esperança. é dada em ( c.20). 
Caso 2: cjm aleatório 
J 
Desde que. 
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Tem-se que: 
Fazendo, 
m 
0 = inlSjz-t- Sil) 
1=2 
e desenvolvendo essas expressões, segue que: 
e 
m 
J 1-1 CJP 00= 2:: s,,-1 2::-8 1=2 p=l JP 
Logo, 
( 
m --1 ) J c-
E(CJm-)= sjm- nj- ~ SJP-
J J P-1 JP Portanto, 
ni S i 1 ITj1 {,. u' o 
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Fjm-+1 ) m-1 
J T f). J f!. L ujm-+lp I +I: 7jt 1Cjl + 
p=1 J 1=1 
du + S jl-S jü 
""'f,~-'"-),-u_J - du}+ 
S 31-S Jl-t 
fi· fi. 
J I T 'I {, J 1-1 c. I T 'I {, 
= n, L / u • f v 1(u) du- L L s'" / u • fv )u) du+ 1=1 jl-1 J 1=2 p=1 jp Jl-1 J 
fi -1 fi -1 
J 8 8- S 6 S J cjl 
+l:r,t'c,l+r,m' Jm-nj-Tjm-' jm. :E-S = 
1::::1 J J J J 1::::1 j/ 
[J 7jm {,.f ( ) 6 S l 6 S mJ-lcjl =n1 Jn' y_1 u du+r1111 . 1 Jm- -rjm-' Jm-L-8 -o J J J J J 1=1 j/ 
(csj1) I~j2 u{,i fy- (u) du -(scjl + scj2) I ~~3 u{,i fy in) du-j1 Jl Jl jt j2 j2 J 
m -1~ } m -1 J Cj/ Tjm 5- {,. J f,. 
-2.: s JT·· J u 'fy ./u) du+ 7jm .• sjm + L Tj/ 1cj/· 
1=1 j/ 1/ J J J 1=1 
De forma análoga: 
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( c.29) 
~ rm + 1~ F I ) m -1 a 1 1 T b- - 1 {j. b·-8~ T.;(b1) L Lljlp 1 lnU 11P +L Til 1Cjllnr11 +r1111 •lnr1m.E(C;m) = i );=1 p=l 1=1 J J J 
Apêndice C 
{J Tjm ! s } = nj J u 'lnu fy ,(u) du+r,m' 's,.m .In T "m' -o J J J JJ 
mJ" 1~1 fTJm 8 fi. } 
-I: SJ T' J u 1lnu Íy )u) du+rjm' I sjm ln T 'm' + 
l=o1 j/ Jl J J J J J 
m -1 
J ' + L r -1 •c ·1 ln r .1 1=1 J J J ( c.30) 
e 
( c.31) 
Aind<::., para o cálculo da matriz de informação é necessário obter o valor esperado de 
R1, urna vez que C Jm . aleatório implica em R1 aleatório. J 
m -1 m -1 
E(Rj)= E(nj- t Cji-Cjm)= ll;- t cj,-E(C;m)= 
1=1 J 1=1 ) 
m-1 ( m-1 ) m-1 m-1 1 JCit J Jc·1 
= n - I: c 1- S n - 2:: - = n - L c 1- S · n +S · L - 1 = J 1=1 J Jmj J 1=1 sj/ J 1=1 J JmJ J Jmj 1=1 sj/ 
m ··1 ( m -1 ) 
.} c'/ - .I c"/ 
=n,(l-S;m)-(1-S;m) L-s'=S;mn;-2::-
8
' · 
J .7 I=I ji J 1=1 j/ (c.32) 
Substituindo essas esperanças nas equações (3.2.5). (3.2.6) c (3.2.7) obtem-se a matriz 
de variânçia-covariância assintótica de (iJ1 ~ 6;) para estf' esquema de censura. 
APÊNDICE D 
TABELAS 
Tabela D.l: Dados gerados pelo programa PRGLSAS 
obo t 
''""" 
causa C! C2 C3 obo t stress causa Cl C2 C3 
I 4053.83 190 I I o o 14 4604.27 190 I 1 o [) 
' 
3527.81 190 3 o o 1 15 5059.58 190 2 o 1 o 
3 11000.00 190 o o o o 16 8330.90 190 I 1 o o 
4 4293.99 190 1 1 o o 17 6756.61 190 1 1 o o 
5 2Sl6.92 190 :] o o 1 18 5125.92 190 1 I o o 
6 8024.08 190 2 [) 1 o 19 2540.12 190 2 [) 1 [) 
7 4678.35 190 1 1 o o 20 9079.83 190 :J li o 1 
8 6085.58 190 1 I o o 21 11000.00 190 o o o [) 
9 10478.05 190 1 I o o 22 8707.67 190 1 1 o o 
lO 1085:L25 190 2 o 1 o 22 5837.30 190 1 J [) [) 
11 11000.00 190 o [) o o 24 5523.02 190 1 1 o [) 
12 2320.70 190 3 [) o I ·r 10196.32 1!)0 1 J [) [) 
f 
~a 
13 5005.83 190 1 1 o o 26 3977.41 190 2 o 1 o 
Apêndice D 174 
continuação da tabela D.J: 
000 t 
''""' "'""' 
C1 C2 C3 000 t stres.~ 
"'""" 
C1 C2 C3 
27 1982.82 190 1 1 o o 58 522.92 220 3 o o 1 
28 10103.61 190 2 o 1 o 59 811.84 220 1 1 o o 
29 3250.60 190 1 1 o o 60 1218.35 220 3 o o 1 
30 4449.13 190 1 1 o o 61 2119.10 220 3 o o 1 
31 7806.13 190 2 o 1 o 62 2163.51 220 1 1 o o 
32 8398.76 l!Hl 1 1 o o 63 1024.17 220 1 1 o o 
33 3731.39 190 2 o J o 64 339'!..47 220 2 o 1 o 
34 6041.41 190 2 o 1 o 65 2709.86 220 3 o o 1 
35 8583.92 190 3 o o 1 66 3041.26 220 2 o 1 o 
31) 1379.43 190 2 o 1 o 67 1972.84 220 3 o o 1 
37 6536.21 190 2 o 1 o 68 2&46.77 220 3 o o 1 
38 6903.29 190 2 o 1 o 69 1953.51 220 3 o o 1 
39 2949.91 190 2 o 1 o 70 3210.31 220 2 o 1 o 
40 11000.00 190 o o o o 71 2051.74 220 1 1 o o 
41 2538.40 190 2 o 1 o 72 3818.56 220 2 o 1 o 
42 10094.39 190 3 o o 1 73 3005.92 220 3 o o 1 
43 4892.39 190 3 o o 1 74 1879.98 '220 2 o 1 o 
44 5081.25 190 2 o l o 75 3473.18 220 2 o J o 
45 9100.36 190 3 o o 1 76 3432.63 220 1 1 o o 
46 6007.85 190 2 o 1 o 77 4292.15 220 1 1 o o 
17 1587.82 190 1 1 o o 78 17.58.37 220 3 o o 1 
48 4041.6'2 190 1 1 o o 79 391'2.69 '2'20 1 1 o o 
49 4462.10 190 2 o 1 o 80 1036.40 220 3 o o 1 
50 4243.29 190 2 o 1 o 81 972.00 220 1 1 o o 
51 1688.(H 220 1 1 o o 82 326i.48 220 1 1 o o 
52 ;tU.4R 220 :l o o I R2 i'i1.1.8R 220 1 I o o 
53 ~479.b4 ~:w 1 1 o o 84 568fJ.97 2'20 
' 
li o I 
54 2326.71 220 1 1 o o 85 1409.10 220 3 li o I 
55 1758.74 220 2 o 1 o 86 3545.74 220 3 o o 1 
56 1148.89 220 
" 
o o 1 87 3859. 7':! 220 2 o 1 o 
57 1046. TI 220 1 1 o li 88 930.18 220 3 o o I 
Apêndice D 175 
continuação da tabela D.l: 
obs 
' 
stres.o;; ~~ C! C2 C3 obs 
' ''""" 
causa C1 C2 C3 
89 3478.84 220 1 1 o o 120 2263.01 240 3 o o 1 
90 3986.35 220 3 o o I 121 1104.44 240 3 o o I 
91 2052.61 220 3 o o 1 122 1926.77 240 1 1 o o 
92 298.48 220 2 o 1 o 123 3145.89 240 3 o o 1 
93 3213.97 220 1 1 o o 124 207!.1.1 240 1 1 o o 
94 2886.73 220 3 o o I 125 ~477.84 240 2 o 1 o 
95 3415.89 220 3 o o I 126 2749.56 240 2 o 1 o 
96 576.14 220 3 o o I 127 1362.21 240 3 o o 1 
97 2003.25 220 3 o o 1 128 1606.78 240 3 o o 1 
98 1942 .. 50 220 1 1 o o 129 1220.57 240 1 1 o o 
99 2013.11 no 2 o I o 130 1038.73 240 3 o o I 
100 3275.47 220 I I o o 131 2061.60 240 I I o o 
IOI 2149.58 240 1 I o o 132 1287.22 240 I I o o 
102 1144.67 240 2 o I o 133 471.22 240 I 1 o o 
103 176.87 240 1 1 o o 134 2386.38 240 2 o 1 o 
104 &:;2.22 240 3 o o 1 135 941.93 240 3 o o I 
105 919.49 240 3 o o I 136 1094.20 '210 3 o o 1 
106 847.03 240 1 I o o 137 964.7"7 240 I I o o 
107 2221.65 240 3 o o I 138 899.88 240 2 o 1 o 
108 2059.34 240 2 o I o 139 488.70 240 3 o o 1 
109 126.5.!):-! 240 3 o o I 140 2395.82 240 1 1 o o 
110 2027.91 240 3 o o I 141 1866.03 240 :J o o 1 
ll1 182:!.21 240 2 o 1 o 142 1933.19 240 3 o o 1 
112 1052.20 240 2 o 1 o 143 422.63 240 3 o o I 
113 ll61.39 240 I 1 o o 144 2506.57 240 1 1 o o 
114 19Fi3.2fi 240 2 o 1 o 14/'i 1041.21 24fl 
' 
ti o 1 
115 1174.5!) ~40 1 1 o u 146 16::!4.67 240 1 I o o 
116 560.011 240 3 o o I 147 2035.35 240 3 o o 1 
117 2211.09 240 1 1 o o 148 2845.33 240 3 o o 1 
118 256.05 240 2 o 1 o 149 1329.6-1 240 1 I o o 
119 721.44 240 3 o o 1 150 2975.87 240 1 I o o 
Apêndice D 176 
cont.inuação da tabela D.1: 
obo t stress 
"'""' 
C! C2 C3 obo t st.ress causa C! C2 C3 
!51 764.21 260 3 o o I 176 874.04 260 1 I o o 
152 1237.72 260 1 1 o () 177 628.71 260 2 o I o 
!53 228.12 260 2 o 1 o 178 1034.28 260 2 o I o 
154 264.66 260 1 1 o o 179 397.35 260 3 o o 1 
155 636.72 260 3 o o I 180 1509.16 260 3 o o I 
156 196.39 260 I 1 o o 181 437.13 260 1 I o o 
157 385.33 260 3 o o 1 182 1295.67 260 1 1 o o 
158 581.11 260 1 1 o o 183 1990.57 260 3 o o 1 
159 1073.17 260 1 1 o o 184 817.76 260 1 1 o o 
160 ::!21.02 260 1 1 o o 185 264.90 260 I 1 o o 
161 984.86 260 3 o o I 186 1215.81 260 3 o o 1 
162 609.3.S 260 3 o o I 187 266.56 260 I 1 o o 
163 1141.31 260 3 o o 1 188 969.72 260 1 [ o o 
164 1690.05 260 3 o o I 189 601.62 260 1 I o o 
165 1329.00 260 3 o o 1 190 1002.59 260 3 o o 1 
166 239.03 260 2 o 1 o 191 1288.79 260 3 o o 1 
167 1222.93 260 1 1 o o 192 178.95 260 3 o o 1 
168 1066.42 260 1 1 o o 193 1563.26 260 1 1 o o 
169 628.23 260 2 o 1 o 194 15.52.04 260 3 o o 1 
170 1372.06 260 2 o 1 o 1!.15 374.44 260 1 1 o o 
171 1586.68 260 2 o 1 o 196 210.5.00 260 3 o o [ 
172 1010.34 2fi0 3 o o 1 197 1051.90 260 ;] o o I 
173 103.31 260 3 o o 1 198 378.14 260 3 11 o 1 
174 773.92 260 2 o 1 o 199 1329.50 260 3 o o I 
175 1720.14 260 I 1 () o 200 1796.95 260 2 11 1 . o 
Apêndice D 1 ii 
Tabela D.2: Estimativas não-paramétricas dos 25-ésimos percentis em cada um 
. 
dos mvets do stress para cada uma das causas de falha. 
stress causa ti.25 stress causa ti.25 
1 5425.9 1 1634.7 
190 2 6007.9 240 2 2386.4 
3 9100.4 3 1362.2 
1 2326.7 1 874.0 
220 2 3473.2 260 2 1372.1 
3 2003.3 3 1002.6 
Tabela D.3: Dados gerados pelo programa BVWl. SAS 
000 L st= cau"" C! C2 Cl2 000 L sL""" cau"" C! C2 Cl2 
I <1793.45 190 12 o o I 20 4816.23 190 12 o o I 
2 7640.16 190 I I o o 21 2970.71 190 I I o o 
3 4422.58 190 I I o o 22 10000.00 190 o o o o 
4 3445.74 !90 12 o o I 23 8497.47 190 12 o o I 
5 10000.00 100 o o o o 24 1808.67 190 I I o o 
6 2166.81 190 I I o o 25 5972,68 190 I I o o 
7 7147.28 190 1 I o o 26 1639.45 190 I I o o 
8 10000.00 190 o o o o 27 5206.22 190 2 o I o 
9 1133.98 190 12 o o I 28 1933.92 190 I I o o 
lO SR12.3:{ ] 9íl 12 o o I 29 393.5.83 190 2 o I o 
11 tH17.14 190 I I o o 311 8053.1ti l!Hl I I o o 
12 10000.00 190 o o o o 31 5802.12 190 1 1 o o 
13 4150.39 190 12 o o I 32 8982.98 190 2 o I o 
14 851:1.36 190 12 o o 1 33 5340.78 190 2 o I o 
15 5520.29 190 2 o I o 34 5678.41 190 1 1 o o 
l{i 6232.49 !90 I I o o 35 10000.00 190 o o o o 
17 3378.M 190 2 o I o I 3fi 10000.00 190 o o o o 18 1795.2:? 190 12 o o I 37 7977.16 190 2 o 1 o 
I 19 5575.17 190 2 o 1 o 38 283(i.67 19(1 I I o o 
Apêndice D 178 
continuação da tabela D.3: 
obs 1 stress ~""" C! C2 C!2 obs 1 stress ~""" C! C2 Cl2 
39 7938.59 190 2 o 1 o 70 1390.91 220 1 1 o o 
40 1511.76 190 12 o o 1 71 3481.21 220 12 o o 1 
41 5754.10 190 2 o 1 o 72 2949.91 220 2 o 1 o 
42 2518.91 190 I I o o 73 2343.78 220 12 o o 1 
43 6910.75 190 I I o o 74 4033.96 220 2 o I o 
44 4562.42 190 2 o I o 75 1380.80 220 2 o I o 
45 6867.75 190 1 I o o 76 1756.04 220 1 I o o 
46 8440.43 190 12 o o 1 77 588.29 220 2 o I o 
47 6650.78 190 1 I o o 78 1350.69 220 2 o I o 
48 550il.:ll 190 2 o I o 79 2002.62 220 I I o o 
49 6385.1:! 190 I I o o 80 495.~4 220 2 o I o 
50 1610.28 190 2 o I o 81 1868.55 220 2 o 1 o 
51 1243.15 220 I I o o 82 2572.70 220 12 o o 1 
52 6851.56 220 1 1 o o 83 5062.99 220 1 1 o o 
53 4223.51 220 I I o o 84 3978.94 220 I I o o 
54 4776.33 220 2 o ' o 85 1826.59 220 2 o I o • 
5[1 6037.26 220 I I o o 86 2088.28 220 I I o o 
56 3312.51 220 12 o o I 87 1810.62 220 1 1 o o 
57 3!08.28 220 2 o 1 o 88 2114.46 220 I I o o 
58 1563.34 220 12 o o 1 89 1440.73 220 12 o o I 
59 !J718.H 220 2 o I o 90 2778.78 220 1 I o o 
60 :t:!54.1 o 220 12 o o I 91 5453.06 no I 1 o o 
61 1172.80 220 12 o o 1 92 3287.92 no 2 o 1 o 
62 2448.33 220 2 o 1 o 93 2772.98 220 I I o o 
63 3131.2:) 220 2 o 1 o 04 3161.6fi 220 12 o o 1 
64 2fi91.31 220 2 o 1 (] 9.1 SRR.Rl 220 2 o 1 o 
65 3::183.~1 220 2 o 1 o 96 2653.35 :J.:W I:! o o 1 
I 66 3367.39 220 12 o o 1 07 1752.46 no 2 o I o 
67 915.41 220 2 o 1 o 98 3653.35 220 12 o o I 
68 606.20 220 2 o 1 o 99 2351.00 220 2 o 1 o 
69 2528.60 220 I I o o 10() 814.2~ 220 1 1 o o 
Apêndice D 179 
continuação da tabela D.3: 
obs t 
''"""' ~""" C! C2 CI2 obs t ''"""' causa CI C2 C12 
!OI 1303.15 240 2 o I o 132 1099.40 240 I I o o 
!02 1119.47 240 I I o o 133 1429.73 240 I l o o 
103 1ss1.n 240 2 o I o 134 1408.63 240 12 o o I 
104 1465.71 240 I I o o 135 1725.85 240 2 o I o 
I 0.5 119.?.62 240 I 1 o o 136 1092.55 240 1 1 o o 
106 1237.30 240 2 o l o 137 2314.53 240 1 I o o 
107 2108.74 240 2 o I o 138 2644.38 240 12 o o I 
108 459.41 240 I 1 o o 139 383.61 240 I I o o 
109 2037.19 240 I I o o 140 1432.05 240 2 o I o 
110 2121.42 240 12 o o 1 141 13.54.95 240 1 1 o o 
111 8iH.95 240 2 o I o 142 2797.24 240 2 o I o 
112 378.01 240 2 o I o 143 1476.58 240 2 o I o 
!13 1967.22 240 I 1 o o 144 1926.10 240 2 o I o 
114 2276.91 240 2 o I o 145 641.19 240 1 I o o 
115 1547.16 240 I I o o 146 1256.65 240 2 o I o 
116 705.99 240 I I o o 147 588.46 240 2 o I o 
!17 2219.98 240 12 o o I 148 640.65 240 12 o o I 
118 634.46 240 12 o o I 149 1383.36 240 I l o o 
119 1022.40 240 2 o I o 1.50 1138.62 240 12 o o l 
120 1861.92 240 12 o o I 151 450.08 260 I I o o 
121 1261.12 240 2 o 1 o 1.52 1211.36 260 2 o 1 o 
12'2 957.'20 '240 I I o [] 15::! 855.38 260 2 o I o 
123 1400.09 240 12 o o I 154 1275.56 260 I I o o 
124 1991.09 240 1 I o o 155 2011.94 260 2 o I o 
125 417.98 240 2 o I o 156 1167.29 260 2 o I o 
!26 1319.R::l 240 2 o 1 o Hi7 11194.30 260 1 1 11 o 
1'J~ _, '250.6'1 '240 
' 
o I o li)g l:J.:n.so 260 I I o o 
128 1774.0~ 240 I I o o 159 646.25 260 2 o I o 
129 1222.17 240 2 o I o 160 889.37 260 2 o 1 o 
130 1901.17 240 2 o 1 o 161 1844.17 260 12 o o 1 
131 1253.04 240 2 o I o 162 494.07 260 I I o o 
Apêndice D ISO 
continuação da tabela 0.3: 
oh. 
' ''"""' 
causa C! C2 CI2 000 
' 
stress cau.,. C! C2 Cl2 
163 1318.59 260 12 o o 1 182 131.31 260 2 o I o 
164 495 .. 17 260 12 o o 1 183 471.39 260 1 1 o o 
165 1647.34 260 2 o I o 184 1513.50 260 1 I o o 
166 900.83 260 2 o 1 o 185 1733.45 260 1 1 o o 
167 311..57 260 2 o 1 o 186 575.78 260 12 o o 1 
168 416.36 260 2 o 1 o 187 743.32 260 12 o o 1 
169 340.46 260 1 1 o o 188 136.97 260 2 o 1 o 
170 1575.46 260 2 o I o 189 571.23 260 2 o 1 o 
171 284.80 260 1 1 (l o 190 1078.23 260 1 1 o o 
172 426.1 o 260 1 1 o o 191 J ::159.57 260 1 1 o o 
173 641.05 260 1 1 o o 192 654.28 260 2 o I o 
174 606.72 260 1 1 o o 193 606.34 260 2 o 1 o 
175 1419.11 260 1 1 o o 194 1025.34 260 1 1 o o 
176 782.17 260 2 o I o 195 924.04 260 12 o o 1 
177 1898.40 260 1 1 o o 196 169.77 260 12 o o 1 
178 255.73 260 I 1 o o 197 120.96 260 1 1 o o 
179 780.43 260 2 o 1 o 198 1068.04 260 2 o 1 o 
180 742.15 260 2 o 1 o 199 679.8.5 260 2 o 1 o 
181 1329.42 260 1 1 o o 200 815.69 260 12 o o I 
Tabela D.4: Estimativas não-paramétricas dos 25-ésimos percentis em cada nivcl de 
stress para cada uma das causas de falha. 
stress causa ti.25 stress causa ti.25 
I 5972.7 I 1383.4 
190 2 5754.1 240 2 1261.1 
12 8491.5 12 2121.4 
I 2773.0 I 1025.3 
220 2 2448.3 260 2 780.4 
12 3312.5 12 1318.6 
Apêndice D 181 
Tabela D.5: Dados gerados pelo programa ACBVEl. SAS 
obs 
' ''""' 
caus obs t 
''""' 
cau8a obs t 
''""' 
ca.., 
1 2211.44 190 2 32 1350.12 190 1 63 100.12 220 2 
2 696.26 190 2 33 8055.77 190 1 64 726.35 220 1 
3 611.56 190 1 34 4014.84 190 1 65 1425.73 220 1 
4 4153.66 190 2 35 2644.43 190 1 66 1832.72 220 2 
5 3007.73 190 1 36 4491.85 190 1 67 163.ll 220 1 
6 7420.36 190 1 37 1422.76 190 2 68 2313.52 220 1 
7 11518.26 190 1 38 13017.84 ]90 1 69 390.55 220 1 
8 7574.99 190 1 39 743.47 190 2 70 3692.54 220 1 
9 6604.10 1\JO 1 40 488.61 190 2 71 6:12.77 220 1 
10 9644.27 190 1 41 746.22 190 1 72 1621.60 220 2 
]] 4023.8:1 190 1 42 5112.97 190 2 73 1703.48 220 2 
12 3348.]] 190 1 43 31.16 190 1 74 2724.61 220 1 
13 13466.17 190 1 44 15000.00 190 o 75 1574.22 220 2 
14 6807.3.\ 190 1 45 600.69 190 1 76 186.36 220 2 
15 5420.87 190 1 46 15000.00 190 o 77 2899.54 220 2 
16 9528.08 190 1 47 15000.0D 190 o 78 2354.42 220 2 
17 1638.42 190 1 48 4945.92 190 1 79 6651.40 220 2 
18 15000.00 190 o 49 1030.49 190 1 80 1555.39 220 1 
]9 6751.66 190 2 50 15000.00 190 o 81 1480.19 220 1 
20 13512.93 190 1 51 2722.48 220 1 82 5873.97 220 2 
21 3252.02 190 1 52 531.53 220 2 s:J 8::12.02 220 I 
22 6956.97 190 1 53 553.22 220 1 81 3.\78.56 220 1 
23 4424.90 190 2 54 4458.47 220 1 85 779.05 220 2 
24 4761.32 190 1 55 6192.07 220 1 80 716.02 220 2 
25 4039.1H 190 1 56 554.58 220 1 87 1092.97 220 1 
26 2270.10 190 2 57 484.28 220 1 88 ,1)00.0:~ 220 1 
27 858.30 ]90 1 58 654.24 nu 1 89 :104.15 :no 1 
28 1172.71 190 1 59 627.58 220 1 90 5807.92 220 1 
29 a307.87 190 2 60 2130.64 220 1 91 006.24 220 1 
30 4897.03 190 1 61 3863.26 220 2 9~ 1023.27 220 1 
:-!1 2964.26 190 2 62 :161t1.11 22() 1 9:J 199:U9 220 1 
Apêndice D 182 
continuação da tabela D.5: 
000 t stress == ooo t strt'.SS =usa 000 t 
''""" 
=usa 
94 6998.20 220 I 125 1118.28 240 I 156 297.01 260 2 
95 262.50 220 I !26 413.54 240 I 157 107.54 260 1 
96 274.37 220 1 127 1135.33 240 I !58 1211.17 260 I 
97 176.27 220 1 128 1025.19 240 1 !59 207.74 260 1 
98 1869.56 220 I 129 1322.53 240 I 160 I548.50 260 1 
99 974.45 220 2 130 1004.92 240 I 161 191.80 260 1 
IOO 1204.07 220 I 131 (i45.10 240 2 162 2096.40 260 1 
!OI 553.06 240 2 !32 684.03 240 1 163 1454.35 260 I 
102 1807.65 240 1 133 335.36 240 1 !64 936.85 260 2 
I03 2666.62 240 I 134 961.96 240 I 16.5 397.86 260 J 
104 1871.62 240 2 135 125.68 240 2 Hi6 1621.60 260 1 
105 707.71 240 2 136 227.31 240 J 167 356.43 260 1 
106 147.75 240 2 137 647.18 240 2 !68 633.04 260 1 
107 4707.49 240 2 !38 727.31 240 1 169 643.28 260 2 
IOS 963.69 240 I !39 2509.45 240 I 170 552.43 260 I 
I09 2051.5!) 240 I 140 578.65 240 2 17I 997.49 260 1 
110 2136.00 240 I 14I 1158.30 240 2 172 596.83 260 I 
lli 3803.41 240 2 142 1636.42 240 I 173 3144.04 260 2 
112 270.86 240 1 143 3517.27 240 2 174 544.76 260 2 
ll3 336.01 240 I !44 505.21 240 I 175 87.73 260 J 
I14 6377.58 240 I I45 -110.97 240 I 176 616.16 260 I 
115 748.56 240 1 146 87.88 240 J 177 241.45 ~60 I 
116 1580.76 240 2 147 1488.05 240 1 178 278.68 260 2 
117 1491.64 240 1 I48 575.94 240 J I79 2294.19 260 1 
118 169.13 240 1 149 j 6.16 240 1 I80 423.90 260 1 
119 6fi.47 2411 1 J 50 22-11.78 240 1 !RI 2!:14.78 260 2 
no 6~";4.fi I :l40 I 151 43iU3 260 1 l.S'..!. 1445.70 260 2 
121 2684.53 240 J 152 353.41 260 
' 
I83 38.31 26() J 
122 2921.59 240 I 153 275.12 260 I I84 354.13 :!60 1 
123 1 054.8~~ 240 I 15-1 1181.90 260 1 18:) 609.85 260 I I I21 862.40 240 I 155 1134.82 260 I HHi 1 090.0;) 260 1 
I 
Apêndice D 
continuação da tabela D.5: 
obs 
187 
188 
189 
190 
191 
t 
''""" 
caus; obs t 
''""" 
causa obs t 
''"""' 
738.51 260 1 192 1952.30 260 1 197 218.64 260 
232.08 260 1 193 199.26 260 1 198 991.45 260 
396.82 260 1 194 2508.13 260 2 199 8.36 260 
279.88 260 I 195 178.14 260 2 200 290.04 260 
126.53 260 I 196 526.98 260 2 
Tabela D.6: Estimativas não-paramétricas dos 50-ésimos percentis 
em cada nivel de stress. 
stress i.50 
190 4289.3 
220 1314.9 
240 962.8 
260 480.1 
183 
causa 
2 
2 
2 
1 
APÊNDICE E 
libname novo 1c:'; 
data novo.sirnvep; 
n=200; 
do j=l to n ; 
ul =ranuni( 3787 46); 
u2=ranuni ( 267323); 
u3=ranuni(789651 ); 
wl =log( -log( ul) ); 
w2=log( -log( u2) ); 
w3=log( -log( u3) ); 
output ; keep wl w2 w3: 
end; 
proc iml wrksize=150; 
use novo.snnvep; 
Programa PRGl.SAS 
read ali var{wl w2 w3}; 
n1=50; n2=50; n3=50; n4=50; 
n= nl +n2+n3+n4; 
Apêndice E 
continuação do programa PRG l.SAS: 
um-j(n,1); 
stress=j(n1,1,190)//j( n2,1,220) //j(n3,1,240) / /j(n4,1,260); 
aux=( -1000)"( um/ ( stress+273,16) ); 
x=umjjaux; 
b1=( 8.2607, 12.31006}; 
b2={ 3.7748, 10.4253}; 
b3=( 13.0340, 14.7487}; 
d=2·, s=1/d·, 
lntemp1= s*(-(x•b1)+w1); 
lntemp2= s•(-(nb2)+w2); 
lntemp3= R*(-(x*b3)+w3); 
t1=exp(lntemp1); t2=exp(Jntemp2); t3=exp(lntemp3); 
!=11000; 
C1=j(n,1,0); C2=j(n,1,0); C3-j(n,1,0); 
tcmp=tl; causa=j(n,l); 
do i=l to n; 
if tl[i,]>t2[i,] & t2[i,]>t3[i,] then do; 
temp[i,]=t3[i,]; 
causa[i,]=3; 
end; 
if t1[i,J>t3[i,] & t3[i,]>t2[i,J then do; 
temp[i,]=t2[i,]; 
causa[i,]=2; 
end; 
if t2[i,]>tl[i,] & tl[i,]>t3[i,] then do; 
temp[i,]=t3[i,]; 
causa[q=3; 
end: 
if t3[i,]>tl[i.] & tl[i,]>t2[i,] then do; 
temp[i,]=t2[i,]; 
causa.[i,J=2: 
end: 
I8.'i 
continuação do programa PRG l.SAS: 
if temp[i,] > t then do; 
temp[i,]=t; 
causa[i,]=O; 
end; 
if causa[i,]=l then Cl[i,]=l; 
if causa[i,J=2 then C2[i,]=l; 
if causa[i,]=3 then C3[i,]=l; 
end; 
Apêndke E 
arq=tempjjauxjjstressjjcausaj[C!jjC2jjC3; 
r={ tempo temperat stress ca.nsa Cl C2 C3}; 
create novo.arq from arq[colname=r]; 
append from arq; 
arql=tcmpjjstrcssj[C!; 
r={ tempo stress Cl}; 
create novo.arql from arql[colname=r]; 
append from arql; 
arq2=tempjjstress j[C2; 
r={tempo stress C2}; 
create novo.arq2 from arq2[colnamc=r]; 
append from arq2; 
arq3=tempjjstressj[C3: 
r= {tempo strcss C3}; 
create novo.arq3 frorn rtrq3[colnarne=r]: 
append frorn arq3; 
proc print data.=novo.arq; 
quit: 
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Apêndice E 
Programa PRG2.SAS 
proc lifetest data- novo.arql method-pl outs-novo.testel plots=(lls); 
time ternpo*cl(O); 
strata stress; 
run; 
proc lifetest data= novo.arq2 method=pl outs=novo.teste2 plots=(lls); 
time tempo*c2(0); 
strata stress; 
run; 
proc liff:test data= novo.arq3 method=pl outs=novo.te.c;te3 plot..c;=(ll.c;); 
time tempo*c3{0); 
strata stress; 
run; 
Programa PRG3.SAS 
proc iml wrksize-200; 
f* Este módulo calcula os valores iniciais dos parametros da regressão *f 
start reg; 
xpxi=ginv(X'*X); 
beta=xpxi*(X'*lnt ); 
lnthat=X*beta; 
resid=lnt-lnthat; 
SQE=ssq(resid); 
gle=n· ncol( X); 
EQM=SQE/ gle; 
d=l/sqrt(EQM); 
beta=( -beta)•d; 
param= beta/ /d; 
f* valores preditos *f 
f* residuos */ 
/ * soma de quadrados dos erros *f 
f* graus de liberdade do erro *f 
/ * erro quadrático médio * / 
/ * estimativas iniciais dos parâmetros * j 
print ,''Estimativas Iniciais dos Parametros" ,param; 
finish: 
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continuação do programa PRG3.SAS: 
I 'l' Cálculo do risco *I 
10=20000; lntO=log(tO); 
lbO=l; lbl=zu[,2]; ld=(l/d)+lntO; 
z=lbOIIlbl]]ld; 
run desvio; 
lambch=d•( tO##( d-1) )Mch; 
larnbtiu=lambch •exp( -s/2); 
Apêndice E 
lilamb=lambch/ed·, lslamb=lambch•ed·, 
print,"Estimativa pontual e intervalar do risco", 
"no tempo t=20000 sob a temperatura usual de 180 graus C", 
lambch lambtiu lilamb lslamb, 
''OBS: O intervalo de confianca tem aproximadamente 90% de confianca"; 
I* Cálculo da sobrevivência *f 
zu=zu]]lntO; 
run desvio; 
Hch=(tO##d)Mch; 
Sch=exp(-Hch); 
htiu=hch•exp( -s/2); 
Stiu=exp( -htiu ); 
li=Sch##ed; ls=Sch##(l/ed); 
print,"Estimativa pontual e intervalar da Sobrevivencia", 
"no tempo t=20000 e sob a temperatura de 180 graus C", Sch stiu li ls, 
"OBS: O intervalo tem aproximadamente 90% de confianca"; 
I* Cálculo da sobrevivência total com todas as causas atuando *f 
zn=2.12; 
run desvio; 
li=Sch##ed; 
ls=Sch##(l/ed); 
ST=ST*Stiu; 
liS=liS*li; lsS=lsS*ls; 
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Apêndice E 
continuação do programa PRG1LSAS: 
/"'Este módulo estima os desvios para o cálculo de I. C. *f 
start desvio; 
s=z*(inviobsn' ); 
ed=exp(zn•sqrt( s) ); 
finish; 
I* INICIO DO PROGRAMA PRINCIPAL •I 
use novo.arq; 
setin novo.arq; 
read all into w; 
censura:::: w[ ,5:7]; 
n=nrow(w); um-j(n,l); 
t=w[ ,1]; lnt=log(t); lnt2=lnt#lnt; 
X=w[ ,2]; X=nmiiX; 
free um w; 
nr=50; ns=j( 4,1,0); 
aux1=0; NX=j( 4,2,0); 
do s=l to 4; 
auxl=auxl +nr; 
ns[s,J=auxl; 
NX[s,]=X[ns[s,],]; 
cnd; 
aux=j(3,1,1 )+ns[1:3,]; 
aux={ 1} I I aux; 
Í=J( 4,1,0); 
ST=1· liS=1· lsS=1· , , , 
e=j(n,3,0): 
Saux=j( 1.3,1 ); lisaux=,i(1 ,3 ,1 ); lssaux=,i( 1 ,3,1 ); 
paramet=j(3,3,0); cov=j(9,3,0); 
do j=l to 3: 
print, ,. CAUSA "j; 
run reg: 
cens=censura[ ,j]: 
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continuação do programa PRG3.SAS: 
r-sum( cem); 
do s::::::l to 4; 
f[s,]=cens[aux[s,]:ns[s,], ][+,]; 
end; 
Apêndice E 
print,"Numeros de Falhas em Cada Nivel do Stress",f; 
nxf::::::nx'*f; 
eg=exp(X•beta); 
td=t##d; 
tdlnt=ld#lnt; 
egtd=eg#td; 
dscore=( r/ d )+ ( cens' •lnt )- ( eg' •( tdlnt)); 
bscore=(NXf)- (X'•( egtd)); 
ddparc=-(r / d**2H eg'•( td#lnt2) ); 
bbparc=-(X'•(X#( egtd)) ); 
bdparc=-(X'•( eg#tdlnt) ); 
score::::::bscore//dscore; 
Iobs=-( (bbparc//bdparc') [[(bdparc// ddparc) ); 
inviobs::::::ginv(Iobs ); 
itcr=O; 
do while ((max(abs(score))>le-5) & (iter<50)); 
param= param + (inviobs*score); 
beta=param[1:2,1 J; 
d=pararn[3,l]; 
eg=exp(X•beta): 
td=t##d: 
tdlnt=td#lnt; 
egtd=eg#td; 
dscore=( r/ d )+ ( cens'•lnt H eg'•(tdlnt) ); 
bscore=(NXf)-(X'•( egtd)); 
ddparc=-( r/ d**2 )-( eg'•( td#lnt2) ); 
bbparc=-(X'•(X#( egtd)) ); 
bdparc=-(X'•( eg#tdlnt) ); 
189 
Apêndice E 
continuação do programa PRG3.SAS: 
score-bscorel ldscore; 
Iobs=-((bbparc/ /bdparc') ll(bdparc/ /ddparc) ); 
inviobs=ginv(Iobs ); 
iter=iter+l; 
end; 
paramet[,j]=pararn; 
cov[,j]=inviobs[l:3,1]/ jinviobs[L3,2]/ jinviobs[l:3,3]; 
DP=sqrt( vecdiag(inviobs) ); 
print, "Numero de Iteracoes=" iter; 
print,,"Estimativas dos Parametros" ,param DP; 
print,. ''Matriz de Var-Cov de (bO,bl e delta) ",inviobs; 
I* Cálculo de residuos *I 
e[,j]=td#eg; 
I* Cálculo do percentil 50% *I 
v=180; 
zu=-1000/(v+273.16); zu={l}]]zu; 
zb=zu*beta; 
ach=exp(zb); 
la=-log(0.5)/ ach; 
tpb0=-1/d; 
tpb1=tpbO*Zu[,2]; 
tpd=(-1/ ( d##2) )*(log( -log(0.5) )-zb ); 
z=tpbO]]tpbl]]tpd; 
zn=l.65; run dctwio; 
tpch=la##(1/d); 
tptiu=lpch<exp( -s/2); 
litp=tpch/ed; lstp=tpch*ed; 
print.,"Estimativa pontual e intervalar do percentil de 50%'', 
·~sob a temperatura usual de 180 graus C", tpch tptiu litp lstp, 
'
1 0BS: O intervalo de confianca tem aproxima.dan1ente 90% de confianca": 
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libname novo 'c:'; 
data novo.bvwl; 
n=200; 
do j=l to n; 
ul=ranuni(813657); 
u2=ranuni( 697953); 
ul2=ranuni(574629); 
wl =log( -log( ul) ); 
w2=log( -log( u2) ); 
w12=log( -log(u12) ); 
output; keep wl w2 wl2; 
end· 
' 
proc iml wrksize=l50; 
use novo.bvwl; 
read all var{wl w2 wl2}; 
Apéndice E 
Programa BVWl.SAS 
n1=50; n2=50; n3=50; n4=50; n=nl+n2+n3+n4; 
v=j (n1,1,190)/ /i(n2,1,220)//j(n3,1,240)//j(n4,!.260); 
um=j ( n,1 ); aux1=( -1000)*( um/ ( v+273.16) ); 
x=umliaux1; 
beta1={8.2607, 12.31006}; 
beta2={13.0340, 14.7487}; 
beta12={3. 7748. 10.4253); 
d=2; s=1/d; 
y1=s•( -(nbeta1 )+w 1 ); 
y2=s'( -(x•beta2)+w2); 
y12=s*( -(nbeta12)+w12); 
x1=exp(y1); x2=exp(y2); x12=exp(y12); 
tl=x1><xl2; t2=x2><xl2; 
t=lOOOO; 
cl=j(n.l,O); c2-j(n,l,O); cl2=j(n,l,O); causa=cl; 
temp=j(n,l); censura=temp: 
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Apêndice E 
continuação do programa PRG3.SAS: 
I* Cálculo da sobrevivência total eliminada a causa 1 *I 
zn=l.88; run desvio; 
Saux[,j]~Stiu; 
lisaux[,j]~Sch##ed; lssaux[,j]~Sch##(ljed); 
end; 
print,"Estimacao pontual e intervalar da Sobrevivencia", 
"no tempo t=20000 e temperatura de 180 graus C'', ST liS lsS; 
ST~saux[ ,2]*saux[ ,3]; 
li~lisaux[ .2] *lisaux[,3]; ls~lssaux[ ,2] *lssaux[ ,3]; 
print,"Estimacao pontual e intervalar da Sobrevivcncia", 
''no tempo t=20000 e temperatura de 180 graus C", 
"eliminada a causa 1 ", ST li ls; 
res=eiicensura; 
r~{el e2 e3 cl c2 c3}; 
create novo.res from res[colnanle=r]; 
append from res; 
quit; 
Programa SOBRES.SAS 
proc lífetest data=novo.res method=pl outs=novo.sobresl plots=(ls); 
time ehcl(O); 
run; 
proc lifetest data=novo.res method=pl outs=novo.sobres2 plots=(ls); 
time c2*c2(0); 
run; 
proc lifetest data=novo.res method=pl outs=novo.sobres3 plots=(ls); 
time e3*c3(0); 
run; 
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Apêndice E 
Programa BVW2.SAS 
proc sort data~novo.arql; 
by causa; 
proc lifetest data=novo.axql method=pl outs=novo.axq3 plots=(lls); 
time tempo*censura(O); 
stra.ta stress; 
by causa; 
run; 
proc lifetest data=novo.arq2 method=pl outs=novo.arq4 plots=(lls); 
time tempo*censura(O); 
strata stress; 
run; 
Programa BVW3.SAS 
proc iml wrksize~150; 
I* Este módulo calcula os valores iniciais dos parâmetros* I 
start reg; 
xl=x[loc( causa=!),]/ jx[loc( causa=O),]; 
x2=x[loc( causa=2),]/ /x[loc( causa=Ü),]; 
xl2=x[loc( causa=l2),]/ /x[loc( causa=O),]; 
lntl=lntl/ /lnt[loc( causa=O),]; 
lnt2=lnt2/ /lnt[loc( causa=O),]; 
lntl2=lnt12/ /lnt[loc( causa=O),]; 
xpxi=ginv(x'*x); 
xpxil=ginv(xl '*xl); xpxi2=ginv(x2'*x2); xpxil2=ginv(x12·*x12); 
beta=xpxi*(X'*lnt ); 
betal=xpxil*( xl '*lntl ); beta2=xpxi2*(x2'*lnt2); betal2=xpxi12*(x12'*lnt12); 
lnthat=x*beta; 
lnthatl=Xl*betal; lnthat2=x2*beta2; lnthat12=x12*beta12; 
e=lnt-lnthat: 
sqe=ssq(e); 
Apêndice E 
continuação do programa BVWl.SAS: 
do i-1 to n; 
if tl[i,]>t2[i,] then do; 
temp[i,]=t2[i,]; 
causa[i,]=2; 
cnd; 
else do; 
temp[i,]=tl [i,]; 
causa[i,}=l; 
end; 
if tl[i,]=t2[i,] then do; 
temp[i,]=tl[i,J; 
causa[i,]=12; 
end· , 
if temp[i,]>t then do; 
temp[i,]=t; 
causa[i,J=O; 
censura[i,]=O; 
end; 
if causa[i,]=l then cl[i,]=l; 
if causa[i,]=2 then c2[i,]=l; 
if causa[i,]=12 then cl2[i,]=l; 
end; 
a;ql=(temp//temp//temp) li( cl// o2// cl2)11 (j ( n,l ,1) //i ( n,1,2)//j ( n,1,3)) li 
(v//v//v); 
r= {tempo censura causa stress}; 
crea.te novo.arql fremi arql(colnamc=r]; 
append frorn arql; 
arq2=templlvllauxlllcausallcensurallc!llc2llc12; 
r={ tempo stress x causa censura cl c2 cl2}; 
create novo.arq2 from arq2[colname=r}; 
append from arq2; 
proc print data= novo.arq2; quit; 
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continuação do programa BVW3.SAS: 
nr { 50,50,50,50}; 
nx=j(4,2,0); ns=j(4,1,0); 
auxl=Ü; 
aux={l}//ns; 
do s=l to 4; 
auxl=auxl +nr[s,]; 
ns[s,]=auxl; 
nx[ s,] =x[ns [ s,J,]; 
aux[s+l,]=ns[s,]+ 1; 
end; 
lntl=lnt[loc( causa=!),]; 
lnt2=lnt[loc( causa=2),]; 
Apênctice E 
lnt12=lnt[loc( causa=l2),]; 
stf=sum(lntl )+sum(ln\2 )+sum(lnt 12); 
run reg; 
td=t##d; 
tdlnt=td#lnt; 
exbl=exp(x•betal ); 
exb2=exp( X* beta2); 
exb12=exp(x*betal2); 
exb=exbl[[exb2[[exb12; 
cxbt.=exbl +exb2+exb12; 
dscore= (r I d )+stf-( exbt '*tdln t); 
bscore=nx' nij -( x#td)' *exb; 
dparc= (r I d##2) +exbt'' ( tdlnt#lnt); 
bl pare=( exbl#x)·•(x#td); 
b2parc=( exb2#x )'*( x#td); 
bl2parc=( exbl2#x)'•( x#td); 
bldparc= ( exb 1 #x)' <tdlnt; 
b2dparc=( exb2#x )·,tdlnt; 
bl2dpa>e= ( exbl2#x) '<tdlnt; 
scorc=bscore[ .!JIIbscore[ ,2] llbswre[ .3]11 dscore: 
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continuação do programa BVW3.SAS: 
gle-n-ncol(x); 
eqm=sqe/ gle; 
d=llsqrt(eqm); 
beta!=( -beta! )•d; 
beta2=(-beta2)•d; 
betal2=( -betal2)•d; 
param= beta! I lbeta21 lbetal2l ld; 
Apêndice E 
print, "estimativas iniciais dos parametros'' ,param; 
finish; 
use novo.arq2; 
setin novo.arq2; 
I• INICIO DO PROGRAMA PRINCIPAL •I 
read all var{tempo stress x causa censura cl c2 c12}; 
aux=stressllcensura; 
auxl=auxUoc( causa=l ),]; 
aux2=auxlloc( causa=2) ,I; 
aux12=aux[loc( causa=12),]; 
rij = ( aux1 lloc( aux1 I, 1 1=1 90) ,21 I+ ,I llaux2lloc( aux21,1 I= 190 ),21 I+ ,I li 
aux12lloc( aux12l,1 1=190),2][ +,])I I 
( aux1[loc( aux1 1,1 1=220),2][+,1 llaux2lloc( aux2[,1 1=220),2] I+,] li 
auxl2lloc( aux12[,1 1=220),2][+,])/ / 
( aux1 [loc( auxl I, 1] =240) ,2] I+,] llaux2[loc( aux21 ,1] =240) ,2] I+,] li 
aux12lloc( aux12[,1 ]=240),2][+,])1 I 
( aux1 lloc( aux1 I, 1 I =260) ,21 I+ ,JII aux2 lloc( aux2 I, 1] =260) ,2] I+,] li 
aux12lloc( aux12 1,1] =260) ,2] I+,]); 
frcc aux auxl aux2 aux12; 
ri=rij[+.l: rj=rijl,+l: 
print rij ri rj: 
r=sum( censura); 
t=tempo; ]nt=log(t); 
n=nrow(t); 
x=j(n,l)llx: 
19(; 
Apêndice E 
contiuua.çiio do programa BVW3.SAS: 
iohs=(b1parc[[j (2,4,0) [[b!dparc) /I (j(2,2,0) [[b2parc[[j (2,2,0) [[b2dparc )li 
(j (2,2,0)[1j(2,2,0) [[b12parc[[b12dparc )li (b1dparc' [[b2dparc' [[b12dparc' [[dparc ); 
inviobs=ginv(iobs ); 
i ter= O; 
do while ((max(abs(score))>1e-5) & (iter<50)); 
param=param +(inviobs*score); 
betal=pararo[1:2,]; 
beta2=param[3:4,]; 
beta12=pararo[5:6,]; 
d=param[7,]; 
td=t##d; 
tdlnt=td#lnt; 
exbl=exp(x*betal ); 
exb2=exp( X* beta2); 
exb12=exp(x•beta12); 
exb=exb1[[exb2[[exb12; 
exbt=exb 1 +exb2+exb12; 
dscore=( r I d )+stf- ( exbt' •tdlnt); 
bscore=nx'*rij- ( x#td) · *exb; 
dparc= (r I d##2) +exbt '•( tdlnt#lnt); 
b1 pare= ( exb1 #x )'•( x#td); 
b2parc=( exb2#x)' * ( x#td); 
b12parc= ( exb12#x)' •( x#td); 
bl dparc= ( exb 1#x)' •tdlnt; 
b2dpaxc=( exb2#x) '*tdlnt; 
b 12dparc=( exb 12#x)' •tdlnt; 
score=bscore[ ,1]/ lbscore[ ,2JIIbscore[ ,3]/ ldscore; 
iobs=(b1paxc[lj(2,4,0) [[b1dparc)ll(j(2,2,0) [[b2parc[[j (2,2.0) [[b2dparc )li 
(j(2.2,0) [[j(2,2,0)[[b12parc[[b!2dparc)ll (b1dparc' [[b2dparc' [[b12dparc' [[dparc ); 
inviobs=ginv(iobs ); 
iter=iter+l; 
end; 
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Apêndice E 
continuação do programa BVW3.SAS: 
dp=sqrt( vecdiag(inviobs)); 
print,iter param dp; 
print, inviobs; 
el~(td#exbl); e2~(td#exb2); el2~(td#exb12); 
e~cl//e2//el2; 
causa~j(n,l,l)//j(n,l,2)//J(n,l,l2); 
c~c!//c2//c12; 
ec~ejjcjjcausa; 
r= {e censura causa}; 
create novo.bvwres from ec[colname=r]; 
append from ec; 
parcov=paramjjinviobs; 
r={param cov}; 
create novo.parcov from parcov[colname=r]; 
append from parcov; 
quit; 
data novo. tempos; 
do i~o to 40000 by 400; 
t=i; 
output; keep t; 
end; 
run; 
proc iml wrksize=150; 
Programa BVW4.SAS 
f* Este módulo auxilia o calculo dos I. C. *f 
start desvio; 
var= G*(inviobs*G'); 
des= exp(z:i<sqrt(var)); 
finish; 
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Apêndice E 
continuação do programa BVW4.SAS: 
I* INICIO DO PROGRAMA PRINCIPAL •I 
use novo. tempos; 
read all into t; 
n=nrow(t); 
use novo.parcov; 
read ali into w; 
beta=w[l:2,l]llw[3:4,1JIIw[5:6,1]; d=w[7,1]; 
cov=(w[l·.2 ,2JIIw[l :2 ,3]) li( w[3:4,4JIIw[3·.4 ,5]) li ( w[5·.6,6JIIw[5·.6, 7] ); 
covbd=w[l:2,8JIIw[3:4,8JIIw[5:6,8]; 
vard=w[7,8J; 
v=l80; gl=-1000I(v+273.16); 
risco=j (n,3,0); sobrev=risco; 
P=D.5; alfa=j(l,3,0); ST=l; liS=l; lsS=l; 
Saux=j(l,3,1); ltiuaux j(l,3,0); lchaux-j(l,3,0); 
1isaux=j(1,3,1); lssaux=j(1,3,1); 
do j=l to 3; 
do i=l to n; 
end; 
if t[i,]=O then do; 
risco[i,jJ=O; 
sobrev[i,j]=l; 
end· , 
else do; 
der={ 1) llglll ( d+log( t[i,]) ): ders={l} llgllllog(t[i,]); 
inviobs=( cov[l:2,jJIIcov[3:4,j]llcovbd[l:2,j]) li 
( covbd[l:2,jJ'IIvard); 
sigr=dcr*inviobs*der'; sigs=ders*inviobs*ders'; 
risco[i,j]= d•( t[i,]##( d-1) )•exp(beta[l ,j]+beta[2,j]•gl )* 
exp(-sigrl2); 
sobrev[i,j]= exp( -( t[i,]##d)•exp(beta[l ,j]+(beta[2,j]•gl) )• 
exp(-sigsl2)); 
end; 
I. M. E. C. C. 
BIBLIOTECA 
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Apêndice E 
continuação do programa BVW4.SAS: 
I* Cálculo do percentil 50% *I 
v=180; vu={l} li( -10001 ( v+273.16) ); 
vub=vu*beta[ j]; 
ach=exp(vub ); 
alfa[,j]=ach; 
tpb0=-1ld; 
tpb1=tpb0.vu[,2]; 
tpd=( -11 ( d##2) )*(log( -log(1-P) )-vub ); 
G=tpbO[Itpb1lltpd; 
z=1.65; run desvio; 
la=-log(1-P)I ach; 
tpch=la##(1ld); tptiu=tpch*exp(-varl2); 
litp= tpchldes; lstp= tpch*des; 
. t " "· pnn, -----------------------------------------, 
print,"CAUSA" j; 
print,''Estimativa pontual e I. C. de 90% para o percentil", 
''de 50% sob a temperatura usual de 180 graus C", tptiu litp lstp: 
I* Cálculo do risco "'I 
10=20000; lntO=log(tO); 
lbO=l; lb1=vu[,2]; ld=(lld)+lntO; 
G=lbOIIlbl[[ld; 
run desvio; 
lambch=d*( tO##( d-1) )•ach; lambtiu=lambch*exp( -varl2); 
lilamb=lambchldes; !slamb=lambch*des; 
print,''Estirnativa pontual e I. C. de 90% do risco", 
,. no tempo t=20000 sob a temperatura de 180 graus c··. 
larnbtiu lilamb lslamb; 
I* Cálculo da sobrevivência *I 
G=vu[[lntO; 
run desvio; 
Hch=(tü##d).ach: Sch=exp(-Hch): 
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continuação do programa HVW4.SAS: 
Htiu-Hch*exp( var/2); Stin-exp(-Htiu); 
li~Sch##des; ls~Sch##(l/des); 
print,"Estimativa pontual e I. C. de 90% para a sobrevivencia'', 
"no tempo t.=20000 e temperatura de 180 graus C'', Stiu li ls; 
I* Cálculo da sobrevivência total com todas as causas atuando *f 
z=2.12; run desvio; 
li~Sch##des; ls~Sch##(l/des); 
ST~ST•Stiu; 
liS~liS•li; lsS~lsS*ls; 
z=l.88; run desvio; 
Saux[,j]=Stiu; 
ltiuaux[,j]~lambtiu; lchaux[,j]~lambch; 
lisaux[,j]~Sch##des; lssaux[,j]~Sch##(l/ des ); 
end· 
' 
print,"Estimativa pontual e I. C. de 90% da Sobrev Total", 
"no tempo t=20000 e temperatura de 180 graus C'', ST liS lsS; 
covv~(w[1:2,6]//w[l:2,7J)]](w[3:4,6]//w[3:4,7]); 
I* Cálculo da sobrevivência, percentil e do risco marginal do modelo bivariado *f 
do i=l to 2; 
SM=saux[,i]*saux[,3]; 
lism=lisaux[,iJ *lisaux[,3] i lssm=lssaux[ ,i] *lssaux[ ,3]; 
print," ______________ --------------------------"; 
print,"Estimativa pontual e I. C. de 90% da Sobrev Marginal", 
"do Modelo E i variado no tempo t=20000 c temperatura " 1 
"'de 180 graus C'', "Causa." i, SM lism lssm; 
/ * Cálculo do percentil de 50% do modelo bivariado *f 
inviobs~( ( cov[l :2,i]llcov[3:4,i]) li( cov[1:2,i]llcov[3:4,i]) llcovbd[1:2,i] )// 
( ( covv[1:2,iJIIcow[3:4,i] )'li ( cov[l:2,3JIIcov[3:4,3]) [[covbd[l:2,3]) // 
( ( covbd[l:2,i] )'li( covbd[1:2,3] )' IJvard): 
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continuação do programa BVW4.SAS: 
tipch=( -log( 1-P) I ( alfa[,i] +alfa[,3]) )## ( 1 I d); 
tpb=( -1 I d) •( alfa[,i] I (alfa[ ,i] +alfa[ ,3]) )•vu; 
tpbl2=( -11 d)•{ alfa[,3JI( alfa[,i]+alfa[,3]) )•vu; 
tpd=( -li ( d••2) )•log( -log(l-p) I ( alfa[,i]+alfa[,3]) ); 
G=tpbjjtpbl2jjtpd; 
z=l.65; run desvio; 
tiptiu=tipch*exp( -v ar /2); 
litip=tipchldes; lstip=tipch*des; 
print,''Estimativa pontual e I. C. de 90% para o percentil", 
"de 50% sob a temperatura usual de 180 graus C'', 
"Causa" i, tiptiu litip lstip; 
lm=ltiuaux[,i]+ltiuaux[,3]; 
lmb= ( alfa[,i]l( alfa[,i]+alfa[,3]))*Vu; 
lmb12= ( alfa[,3]1 ( alfa[,i]+alfa[,3]))•vu; 
lmd= (lld)+log(tO); 
G=lmbjjlmb12jjlmd; 
run desvio; 
lilm= (lchaux[ ,i]+ lchaux[ ,3]) Ides; lslm=(lchaux[ ,i]+ lchaux[ ,3] )•des; 
print,,"Estimativa pontual e I. C. de 90% do Risco Marginal", 
end; 
"do Modelo Bivariado no tempo t=20000 e temperatura ", 
"de 180 graus C", "Causa" i, lm lilm lslm; 
I* Cálculo do percentil total de 50% *I 
tptch=( -log(1-P)l alfa[,+])##(! I d); 
tpt bl=- ( 1 I d )* (alfa[, 1] I alfa[,+] )•vu; 
t pt b2=-( 1 I d) •( alfa[ ,2] I alfa[,+]) •vu; 
tpt b12=- ( 1 I d) •( alfa[ ,3] I alfa[,+] ).vu; 
tptd=-(11 ( d·•2) )•log( -log(1-P) I alfa[,+ J ); 
G=tptbljjtptb2jjtptb12jjtptd; 
inviobs=\Y[1:7 ,2:8]; 
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continuação do programa BVW4.SAS: 
run desvio; 
tpttiu~tptch*exp( -var/2); 
litpt=tptch/ des; lstpt=tptch*des; 
Apêndice E 
print,"Estimativa pontual e I. C. de 90% para o percentil", 
"total de 50% sob a temperatura usual de 180 graus C", tpttiu litpt lstpt; 
rt=risco[,+]; 
st~sobrev[,1J#sobrev[,2]#sobrev[,3]; 
rst~t llrtllst·, 
r~{ tempo rt st}; 
create novo.rst from rst[colnamc=r]; 
append from rst; 
quit; 
libname novo 'c:'; 
data novo. uniforme; 
nr=50; n=4*nr; 
do i=l to u; 
ul=ranuni(145237); 
u2~ra.nuni( 4 73389); 
u3~ranuni( 547321); 
u~ranuni(857689); 
output; keep ul u2 u3 u; 
cnd; 
proc iml wrksize=100; 
use novo. uniforme; 
read all into w; 
Programa ACBVELSAS 
Yl~ { 1} li ( -1000/( 190+273.16) J; 
v2~{ 1} li( -1000/ (220+273.16) ); 
v3~{ 1} li ( -1000/(240+273.16 I); 
v4~{ 1} I li -1000/(260+ 273.16) ); 
Apêndice E 
continuação do programa ACBVELSAS: 
b1-{6,7}; b2-{5.2,7}; b12-{4,7}; 
111=exp(vhb1); 121=exp(vhb2); l121=exp(vhb12); 
l12=exp(v2*b1); 122=exp(v2*b2); l122=exp(v2*b12); 
l13=exp(v3*b1); 123=exp(v3•b2); l123=exp(v3*b12); 
l14=exp(v4•b1); 124=exp(v4*b2); l124=exp(v4•b12); 
nr=50; 
ll=repeat(l11,nr ,1 )/ /repeat(l12,nr ,1 )/ /repeat(ll3,nr,1) / /repeat(ll4,nr,1 ); 
12=repeat(121 ,nr ,1 )/ /repeat(122,nr,1 )/ /repeat(123,nr,1) / /repeat(124,nr,1 ); 
112=repeat(ll21,nr,1 )/ /repeat(1122,nr,1 )/ /repeat(1123,nr,1 )/ /repeat(1124,nr ,1 ); 
1=111[12[[112; 
free 11 12 112; 
n=4*nr; 
um=j(n,l); 
v=j(nr ,1,190)/ /i (nr ,1,220)/ /j(nr,l,240)/ /j(nr,1,260); 
stress=repeat( v1,nr,l )/ /repeat{v2,nr,l )/ /repeat( v3,nr,l )/ /repeat(v4,nr,l ); 
stress=stress[ ,2]; 
z=j(n,3,0); 
do i=l to 3· , 
z [,i]=( -um/1[ ,i] )#(1og( w[ ,i])); 
end; 
free um; 
xl=z[,l]><z[,3]; yl=z[,2]><z[,3]; 
x=j(n,l,O); y=x; u=w[,4]; 
free w; 
gama=1[,3]/1[,1:2] [, + ]; 
do i=l to n; 
if z[i,1]>z[i,2] then do; 
x[i,]=xl [iJ 
a=l-exp( -1[i,2]*x1[i,] ); 
inva=-log( 1-( ( u[i,]##(1/ (1 +gama[ i,])) )*a)); 
y[i,]=(l/1[i,2] )*inva; 
end; 
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continuação do programa ACBVEl.SAS: 
else do; 
a~l-exp( -l[i,l]*yl[i,J); 
end; 
free xl yl u gama; 
!0~15000; t~x; 
inva~-log( 1-( ( u[i,] ## ( 1/ ( 1 +gama[i,J))) *")); 
x[i,J~(1/l[i,1])*inva; 
y[i,J~ y1[i,]; 
end; 
causa=j(n,l); c=causa; c1 j(n,l,O); c2=cl; 
do i=l to n; 
if x[i,]>y[i,] then do; 
t[i,J~y[i,]; 
causa[iJ=2; 
end· 
' 
if t[i,]>tO then do; 
t[i,]~tO; 
causa[i,]=ü; 
end; 
if causa[i,J~l then cl[i,J~1; 
if causa[i,J~2 then c2[i,J~1; 
if cl[i,J~c2[i,] then c[i,J~O; 
end; 
free x y; 
eb~t [ ]stress ]]v]]cl]]c2]]c ]]causa; 
r= {tempo stress nivd cl c2 censura causa}; 
create novo.eb from eb[colname=r]; 
append from eb; 
aux~t ]]stress]]v]]caus"' 
auxll=aux[loc( causa=l ),] ; 
aux12=aux[loc( causa=O),]; 
aux13=aux[loc( causa=2) ,] ; 
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Apêndice E 
continuação do programa ACBVEl.SAS: 
auxl-auxll/ jaux12; aux2-aux13/ /aux12; 
nfc2=nrow(aux2); 
do i=l to nfc2; 
if aux2[i,2]=2 then aux2[i,2]=1; 
end; 
r={ tempo stress nivel censl }; 
create novo.ebcl from auxl[colnarne=rJ; 
a ppend from auxl i 
m={tempo strcss nivel cens2}; 
create novo.ebc2 from aux2[colname=m]; 
append from aux2; 
quit; 
Programa ACBVE2.SAS 
proc lifetest data-novo.ebCl outs-NOVO.LIFETCl method-pl plots=(b); 
time tempo*CENS!(O); 
strata nivel; 
proc lifetest data=novo.ebC2 outs=NOVO.LIFETC2 method=pl plots=(ls); 
time temp<>*CENS2(0); 
strata nivel; 
proc lifetest data=novo.eb outs=NOVO.LIFETT method=pl plots=(ls); 
time tempO*Censura(O); 
strata nivel; 
run; 
Programa ACBVE3.SAS 
proc iml wrksize-100; 
I* Este módulo calcula os valores iniciais dos parametros da regressão *I 
start reg: 
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continuação do programa ACBVE3.SAS: 
lnt-log( t); 
xpxi=ginv(X'>~<X); 
beta3=xpxi*(X'*lnt ); 
bet.a3=( -beta3); 
param=beta3; 
Apêndice E 
print ,"Estimativas Iniciais dos Parametros 17 ,param; 
finish; 
f*!NICO DO PROGRAMA PRINCIPAL*/ 
use novo.eb; 
setin novo.eb; 
read ali into w; 
t=w[,l]; 
cens=w[,4:5]; 
v=w[,3); free w; 
n=nrow(t); um=j(n,l); 
x=(-1000)/(v+273.16); x=nmllx; 
free um; 
run reg; 
exb3=exp( X* beta3); 
nr=50; nn=4; ns=repeat(O,nn,l); 
rij=j(4,2,0); nx=j(4,2,0); auxl=O; 
anx={l}/ /ns; 
do s=l to 4; 
auxl=auxl +nr; 
ns[s,]=auxl; nx[s,]=x[ns[s,],]: 
aux[s+ l.]=ns[s,]+l; 
rij[s,]=cens[aux[ s,] :ns[ s,] ,] [+ ,] : 
end; 
free ns aux ; 
ri=rij[+,J; rj=rij[,+J; 
b3scor<'=nx' *fj- ( x#ex b3 )' *t; 
b3parc=( x#exb3)'*( x#t ); 
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continuação do programa ACBVE3.SAS; 
score-b3score; 
iobs=b3parc; 
inviobs=ginv(iobs ); 
i ter= O; 
Apêndice E 
do whilc ((max(abs(scorc))>1e-5) & (itcr<50)); 
param=param + ( inviobs*score); 
beta3=para.m; 
exb3=exp(x•beta3)·, 
b3score=nX'*rj-(x#exb3)'*t; 
b3parc=( x#exb3)'*(x#t ); 
score=b3score; 
iobs=b3parc; 
inviobs=ginv(iobs ); 
iter=iter+ 1; 
end; 
dpb3=sqrt ( vecdiag(inviobs)); 
theta1 =ri [,1] I (ri[ ,1] +ri[ ,2]); 
theta2=ri[ ,2] I (ri [, 1 ]+ri [ ,2]); 
iobthcta1 =ri [, 1] I ( thetal##2) +ri[ ,2] I ( theta2##2); 
iobtheta2=iobthetal; 
vthetal=lliobthctal; vtheta2=lliobtheta2; 
param=lhetall 1theta21 lbeta3; 
dp=sqrt(vtheta1) I lsqrt( vtheta2)1 ldpb3; 
print rij ri rj; 
print, "Estimativas dos Parametros" ,i ter param dp; 
print inviobs; 
t0=7000; 
v=180; vu={1} li( -10001 ( v+273 .16 )); 
cov13=( vtheta1IIJ( 1,2.0) )I I ( J(2,1,0) llinviobs ); 
cov23=( vtheta2IIJ( 1,2,0)) I I ( J(2,1 ,0) llinviobs); 
theta3=exp( Vll* beta3); 
print thetal theta2 thcta3; 
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continuação do programa ACBVE3.SAS: 
s1u-( (1/theta1) ]]vu)*cov13•( ( 1 /theta1) ]]vu)'; 
s2u=( ( 1 /theta2) ]]vu)•cov23*( (1/theta2) ]]vu)'; 
thetai=theta1/ /theta2; 
siu=slul ls2u; 
p=0.5; zn=l.65; 
do i=1 to 2; 
I* Cálculo do risco *I 
lich=thetai[i,]*theta3; litiu=lich*exp( -siu[i,]/2); 
desvioi=exp( Zll*Sqrt( siu[i,])); 
líli=lichl desvioi; lsli=lich*desvioi; 
print,"Estimativa pontual e intenralar do risco" 1 
"sob a temperatura usual de 180 graus C", litiu lili lsli, 
"OBS: O intervalo de confianca tem aproximadamente 95% de confianca"; 
raich=thetai [i,] *theta3*t0; 
raitiu=raich*exp( -siu[i,]/2); 
I* Cálculo da sobrevi vencia ""I 
gich=exp( -raich); 
gitiu=exp( -raitiu); 
ligi=gich##desvioi; lsgi=gich## ( 1 I desvioi); 
print,,"Estimativa pontual e intervalar da Sobrevivencia", 
"no tempo t=7000 e sob a temperatura de 180 graus c'·' gitiu ligi lsgi, 
"OBS: O intervalo tem aproximadamente 95% de confianca"; 
I* Cálculo do percentil50% *I 
tipch=-log(1-p) / ( thetai[i,] *theta3); 
tiptiu=tipch*exp( -siu[i,]/2); 
litip=ti pchl desvioi; lstip=tipch*desvioi; 
print,"Estimativa pontual e intervalar do percentil de 50%'' 1 
"sob a temperatura usual de 180 graus C'', tiptiu litip lstip, 
''OBS: O intervalo de confianca tem aproximadamente 95% de confianca''; 
end; 
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Apêndice E 
continuação do programa ACBVE3.SAS: 
/"' Cálculo da sobrevivência total com todas as causas *I 
stch=exp( -exp( VU* beta3 )*tO); 
s:::::vn*inviobs*vu~; 
desvio=exp(ZD*Sqrt( s) ); 
list~stch##desvio; lsst~stch##(l/ desvio); 
print,':Estimacao pontual e intervalar da Sobrevivencia", 
"no tempo t=7000 e temperatura de 180 graus C", stch list lsst; 
I* Cálculo do percentil totah/ 
tpch~-log( 1-p) / thcta3; 
tptiu~tpch*exp( -s/2); 
litp;::::tpchl desvio; lstp=tpch*desvio; 
print,,"Estimacao pontual e intervalar do Percentil Total", 
''sob a temperatura de 180 graus C", tptiu litp lstp; 
quit; 
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