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Introduction
Cet article est la suite de [15] et [16]. Le corps de base F est local, non-archime´dien
et de caracte´ristique nulle. On note p sa caracte´ristique re´siduelle. Un entier n ≥ 1
est fixe´ pour tout l’article. On suppose p ≥ 6n + 4. On introduit les groupes Giso et
Gan suivants. Le groupe Giso est le groupe spe´cial orthogonal d’un espace Viso de di-
mension 2n + 1 sur F muni d’une forme quadratique Qiso et Gan est le groupe spe´cial
orthogonal d’un espace Van de dimension 2n + 1 sur F muni d’une forme quadratique
Qan. Le groupe Giso est de´ploye´ et Gan en est la forme inte´rieure non de´ploye´e. Pour
un indice ♯ = iso ou an, on note Irrtunip,♯ l’ensemble des classes d’isomorphismes de
repre´sentations admissibles irre´ductibles de G♯(F ) qui sont tempe´re´es et de re´duction
unipotente, cf. [15] 1.3 pour la de´finition de cette proprie´te´. On note Irrtunip la re´union
disjointe de Irrtunip,iso et Irrtunip,an. Pour une partition symplectique λ de 2n, fixons un
homomorphisme alge´brique ρλ : SL(2;C)→ Sp(2n;C) parame´tre´ par λ, cf. [15] 1.3. On
note Z(λ) le commutant dans Sp(2n;C) de l’image de ρλ. Soit s ∈ Z(λ) un e´le´ment semi-
simple dont toutes les valeurs propres sont de module 1. On note Z(s, λ) le commutant
de s dans Z(λ), Z(λ, s) son groupe de composantes connexes et Z(λ, s)∨ le groupe des
caracte`res de Z(λ, s). La parame´trisation de Langlands prend la forme suivante, cf. [15]
1.3 : Irrtunip est parame´tre´ par l’ensemble des classes de conjugaison (en un sens facile
a` pre´ciser) de triplets (λ, s, ǫ), ou` λ et s sont comme ci-dessus et ǫ ∈ Z(s, λ)∨. On note
Irrtunip cet ensemble de triplets. Ce parame´trage a e´te´ obtenu par diffe´rents auteurs :
Lusztig, cf. [4] ; Moeglin, cf. [8] the´ore`me 5.2 ; Arthur, dans le cas du groupe Giso, cf.
[1] the´ore`me 2.2.1. Dans [10] et [16], on a montre´ que les repre´sentations construites par
Lusztig ve´rifiaient les proprie´te´s de compatibilite´ a` l’endoscopie qui les caracte´risent. En
particulier, dans le cas du groupe Giso, ces repre´sentations sont les meˆmes que celles
d’Arthur. Pour (λ, s, ǫ) ∈ Irrtunip, on note π(λ, s, ǫ) la repre´sentation tempe´re´e qui lui
est associe´e par Lusztig. L’involution introduite par Zelevinsky dans le cas du groupe
GL(n) a e´te´ ge´ne´ralise´e par Aubert et par Schneider et Stuhler aux groupes re´ductifs
quelconques. On la note D et on pose δ(λ, s, ǫ) = D(π(λ, s, ǫ)).
Soit ♯ = iso ou an et soit π une repre´sentation admissible irre´ductible de G♯(F ). No-
tons g♯ l’alge`bre de Lie de G♯. Harish-Chandra a prouve´ que, dans un voisinage de l’ori-
gine, le caracte`re de π, descendu par l’exponentielle a` g♯(F ), e´tait combinaison line´aire de
transforme´es de Fourier d’inte´grales orbitales nilpotentes. Fixons une cloˆture alge´brique
F¯ de F et notons N¯ (π) l’ensemble des orbites nilpotentes O dans g♯(F¯ ) ve´rifiant la
condition suivante : il existe une orbite nilpotente O dans g♯(F ), qui est incluse dans
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O et qui intervient avec un coefficient non nul dans le de´veloppement ci-dessus du ca-
racte`re de π. On dit que π admet un front d’onde si N¯ (π) admet un unique e´le´ment
maximal. Dans ce cas, on dit que cet e´le´ment maximal est le front d’onde de π. Les
orbites nilpotentes dans g♯(F¯ ) sont parame´tre´es par les partitions orthogonales de 2n+1
et nous identifierons ces deux ensembles. On conjecture (ce qui est peut-eˆtre hasardeux)
que toute repre´sentation admissible irre´ductible admet un front d’onde. Signalons que,
dans le cas ou` le corps de base est non pas p-adique, mais re´el, la notion de front d’onde
est e´galement de´finie et se re´ve`le importante, cf. par exemple [2].
En modifiant quelque peu une construction de Spaltenstein, on de´finit une ”dualite´”
qui envoie une partition symplectique λ de 2n sur une partition orthogonale d(λ) de
2n + 1. La partition d(λ) est toujours spe´ciale et la dualite´ d n’est pas bijective (par
contre, sa restriction au sous-ensemble des partitions symplectiques spe´ciales de 2n est
une bijection entre cet ensemble et celui des partitions orthogonales spe´ciales de 2n+1).
On de´montre dans cet article le re´sultat suivant.
The´ore`me. Soit (λ, s, ǫ) ∈ Irrtunip. Alors la repre´sentation δ(λ, s, ǫ) admet un front
d’onde et celui-ci est la partition d(λ).
Remarquons que l’on retrouve dans notre cas particulier le the´ore`me 1.4 de [7] : ce
front d’onde est une partition spe´ciale. Notre the´ore`me n’est pas tre`s nouveau. Moeglin a
de´montre´ un re´sultat similaire en [8] the´ore`me 3.3.5. Ses hypothe`ses e´taient plus ge´ne´rales
que les noˆtres. D’une part, elle conside´rait tous les groupes classiques et pas seulement
les groupes spe´ciaux orthogonaux. Surtout, elle conside´rait les repre´sentations dont le
parame`tre de Langlands, sous sa forme habituelle, se restreint au groupe de Weil en une
somme de caracte`res d’ordre au plus 2, e´ventuellement ramifie´s. Nous nous limitons au
cas de re´duction unipotente, ce qui exclut les caracte`res ramifie´s. Toutefois, notre re´sultat
n’est pas inclus dans celui de [8] : avec nos notations, celui-ci suppose que les termes de
λ sont tous distincts. La de´monstration est aussi entie`rement diffe´rente.
Soit (λ, s, ǫ) ∈ Irrtunip, posons δ = δ(λ, s, ǫ). Notons ♯ l’indice iso ou an tel que
δ soit une repre´sentation de G♯(F ). Dans [13], on a donne´ une formule qui calcule la
restriction du caracte`re de δ aux e´le´ments compacts de G♯(F ) (ceux qui sont contenus
dans un sous-groupe compact). A fortiori cette formule calcule la restriction du caracte`re
a` un voisinage de l’origine. Cette restriction est somme de distributions que l’on peut
calculer si l’on connaˆıt les restrictions de δ aux diffe´rents sous-groupes compacts maxi-
maux de G♯(F ), ou plus exactement les repre´sentations des groupes ”re´siduels” qui s’en
de´duisent. La construction de Lusztig donne les renseignements voulus. A partir de la`, en
utilisant de nombreux travaux de Lusztig (faisceaux-caracte`res, correspondance de Sprin-
ger ge´ne´ralise´e etc...), on traduit l’assertion a` de´montrer en termes de repre´sentations de
groupes de Weyl. Il s’agit en gros de savoir quelles sont les repre´sentations qui peuvent
intervenir dans certaines restrictions d’une repre´sentation d’un produit de groupes de
Weyl de´termine´e par δ. C’est un proble`me combinatoire que nous avons longuement
e´tudie´ dans [14] et les re´sultats de cette re´fe´rence permettent de conclure.
Remarque. Dans [14], le groupe e´tait suppose´ non ramifie´, ce qui est le cas de
Giso mais pas de Gan. En fait, cette hypothe`se ne servait qu’a` utiliser des re´sultats
d’homoge´ne´ite´ qui n’e´taient alors connus que sous cette hypothe`se restrictive. Ils sont
maintenant connus sans cette hypothe`se, cf. [3], et la plupart des re´sultats de [14], en
particulier ceux que l’on utilisera, s’e´tendent au cas ge´ne´ral.
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Evidemment, il serait tentant d’appliquer la meˆme me´thode non pas a` la beˆte repre´sentation
δ(λ, s, ǫ), mais a` la repre´sentation tempe´re´e π(λ, s, ǫ). Indiquons ou` est le proble`me.
Les repre´sentations des groupes ”re´siduels” associe´s a` δ(λ, s, ǫ) sont bien calcule´es par
Lusztig, mais en termes de repre´sentations de groupes de Weyl peu explicites. Plus
pre´cise´ment, il apparaˆıt des repre´sentations non irre´ductibles dont la de´composition
en composantes irre´ductibles est dicte´e par des variantes de polynoˆmes de Kazhdan-
Lusztig. Ces repre´sentations sont note´es ρλ,ǫ dans notre article, mais il ne s’agit plus du
meˆme couple λ, ǫ, notons-les ici ρν,τ . Il y a un ordre (partiel) naturel sur l’ensemble des
repre´sentations irre´ductibles et on controˆle tre`s bien le terme minimal du de´veloppement
de ρν,τ en composantes irre´ductibles. Il s’ave`re que cela nous suffit pour conclure. Si
l’on remplace δ(λ, s, ǫ) par π(λ, s, ǫ), les repre´sentations ρν,τ sont remplace´es par leur
produit tensoriel avec le caracte`re signe sgn du groupe de Weyl sous-jacent. Comme on
peut s’y attendre, cela inverse l’ordre : on connaˆıt le terme maximal du de´veloppement
de sgn ⊗ ρν,τ . Mais maintenant, l’ordre va dans le mauvais sens et connaˆıtre le terme
maximal ne permet plus de conclure.
1 Combinatoire
1.1 Partitions et repre´sentations des groupes de Weyl
On appelle partition une classe d’e´quivalence de suites de´croissantes finies de nombres
entiers positifs ou nuls, deux suites e´tant e´quivalentes si elles ne diffe`rent que par des
termes nuls. Pour une telle partition λ = (λ1 ≥ λ2 ≥ ... ≥ λr), on pose S(λ) =∑
j=1,...,r λj et on note l(λ) le plus grand entier j tel que λj 6= 0. Cas particulier :
on note ∅ la partition (0, ..., 0) et on pose l(∅) = 0. On note multλ la fonction sur N−{0}
telle que, pour tout i dans cet ensemble, multλ(i) est le nombre d’entiers j tels que
λj = i. On pose aussi multλ(≥ i) =
∑
i′≥imultλ(i
′). On note Jord(λ) l’ensemble des
i ≥ 1 tels que multλ(i) ≥ 1. Soit k ∈ N. A e´quivalence pre`s, on peut supposer r ≥ k
et on pose Sk(λ) =
∑
j=1,...,k λj. Pour N ∈ N, on note P(N) l’ensemble des partitions λ
telles que S(λ) = N . Plus ge´ne´ralement, pour un entier k ≥ 1, on note Pk(N) l’ensemble
des k-uples de partitions (λ1, ..., λk) tels que S(λ1) + ... + S(λk) = N . On utilisera plus
loin des variantes de cette notation, par exemple Psympk (2N) etc... On de´finit de la fac¸on
usuelle la transposition λ 7→ tλ dans P(N) et les applications (λ1, λ2) 7→ λ1 + λ2 et
(λ1, λ2) 7→ λ1∪λ2 qui envoient P2(N) dans P(N). On de´finit un ordre partiel sur P(N) :
pour deux partitions λ1, λ2 ∈ P(N), λ1 ≤ λ2 si et seulement si Sk(λ1) ≤ Sk(λ2) pour
tout k ∈ N.
Plusieurs notations ci-dessus se ge´ne´ralisent aux suites finies α = (α1, ..., αr) de
nombres re´els pas force´ment de´croissantes. Par exemple, si k est un entier tel que
0 ≤ k ≤ r, on pose Sk(α) =
∑
j=1,...,k αj . On utilisera aussi la notation α≤k = Sk(α). Si
α et β sont deux suites de meˆme longueur, on note α + β la suite (α1 + β1, ..., αr + βr).
Pour tout ensemble X , on note C[X ] l’espace vectoriel complexe de base X . Pour
tout groupe fini W , on note Wˆ l’ensemble des classes de repre´sentations irre´ductibles
de W . En identifiant une telle repre´sentation a` son caracte`re, l’espace C[X ] s’identifie a`
celui des fonctions de W dans C qui sont invariantes par conjugaison.
Soit N ∈ N. On note SN le groupe des permutations de l’ensemble {1, ..., N}. On
sait parame´trer SˆN par P(N), on note ρ(λ) la repre´sentation irre´ductible correspondant
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a` une partition λ (en particulier la repre´sentation triviale de SN est parame´tre´e par la
partition λ = (n)). On note sgn le caracte`re signe usuel de SN . Si une repre´sentation
irre´ductible ρ est parame´tre´e par la partition λ, ρ⊗ sgn est parame´tre´e par tλ.
On note WN le groupe de Weyl d’un syste`me de racines de type BN ou CN (avec la
conventionW0 = {1}). On sait parame´trer WˆN par P2(N), on note ρ(α, β) la repre´sentation
irre´ductible correspondant a` un couple de partitions (α, β) (en particulier, la repre´sentation
triviale est parame´tre´e par ((N), ∅)).On note sgn le caracte`re signe usuel deWN et sgnCD
le caracte`re dont le noyau est le sous-groupe WDN d’un syste`me de racines de type DN .
Si une repre´sentation irre´ductible ρ est parame´tre´e par le couple de partitions (α, β),
ρ⊗ sgn est parame´tre´e par (tβ, tα) et ρ⊗ sgnCD est parame´tre´e par (β, α).
Supposons N ≥ 1. Pour (α, β) ∈ P2(N), les restrictions a` WDN de ρ(α, β) et ρ(β, α)
sont e´quivalentes. Si α 6= β, ces restrictions sont irre´ductibles, on les note ρD(α, β) ou
ρD(β, α). Si α = β, la restriction de ρ(α, α) a` WDN se de´compose en deux repre´sentations
irre´ductibles, que l’on note ρD(α, α,+) et ρD(α, α,−). Elles sont conjugue´es par un
e´le´ment deWN−WDN et on n’aura pas besoin de les distinguer. Toutes les repre´sentations
irre´ductibles de WDN sont ainsi obtenues.
1.2 Symboles
Pour tout ensemble fini X , on note |X| le nombre d’e´le´ments de X . Si X est un
ensemble de nombres, on note S(X) la somme des e´le´ments de X . Pour tout nombre re´el
x, on note [x] sa partie entie`re.
Soit N ∈ N. Un symbole de rang N est une classe d’e´quivalence de couples (X, Y )
de sous-ensembles finis de N, ve´rifiant la condition
S(X) + S(Y )− [(
|X|+ |Y | − 1
2
)2] = N.
La relation d’e´quivalence est engendre´e par les deux relations (qui pre´servent l’e´galite´
pre´ce´dente) :
(X, Y ) ∼ (X ′, Y ′) ou`
X ′ = {x+ 1; x ∈ X} ∪ {0}, Y ′ = {y + 1; y ∈ Y } ∪ {0};
(X, Y ) ∼ (Y,X).
Remarque. Par abus de terminologie, on appellera plutoˆt symbole un couple (X, Y )
repre´sentant une classe d’e´quivalence.
Le de´faut d’un symbole (X, Y ) est la valeur absolue de |X| − |Y | (il ne de´pend que
de la classe d’e´quivalence de (X, Y )). Pour D ∈ N, on note SN,D l’ensemble des symboles
de rang N et de de´faut D.
On regroupe les symboles en familles : deux symboles sont dans la meˆme famille si et
seulement si on peut les repre´senter par des couples (X, Y ) et (X ′, Y ′) tels que X ∪ Y =
X ′ ∪Y ′ et X ∩Y = X ′ ∩Y ′. La parite´ du de´faut est constante sur chaque famille. Toute
famille de symboles de de´faut impair contient un unique symbole spe´cial, c’est-a`-dire
repre´sente´ par un couple (X, Y ) de la forme X = (x1 ≥ ... ≥ xr+1), Y = (y1 ≥ ... ≥ yr)
et tel que
x1 ≥ y1 ≥ x2 ≥ y2 ≥ ... ≥ yr ≥ xr+1.
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Toute famille de symboles de de´faut pair contient un unique symbole spe´cial, c’est-a`-dire
repre´sente´ par un couple (X, Y ) de la forme X = (x1 ≥ ... ≥ xr), Y = (y1 ≥ ... ≥ yr) et
tel que
x1 ≥ y1 ≥ x2 ≥ y2 ≥ ... ≥ yr.
Soit (X, Y ) un symbole de rang N . Fixons un entier d majorant les e´le´ments de X∪Y .
Posons
X ′ = {d, ..., 0} − {d− y; y ∈ Y }, Y ′ = {d, ..., 0} − {d− x; x ∈ X}.
On ve´rifie que (X ′, Y ′) est un symbole de rang N . A e´quivalence pre`s, il ne de´pend pas
du choix de d et ne de´pend que de la classe d’e´quivalence de (X, Y ). Cette construction
de´finit une ”dualite´” (X, Y ) 7→ d(X, Y ) = (X ′, Y ′) dans l’ensemble des symboles de rang
N . Cette dualite´ conserve le de´faut et est involutive : d ◦ d est l’identite´. Elle se restreint
en une involution du sous-ensemble des symboles spe´ciaux. Enfin, deux symboles sont
dans une meˆme famille si et seulement si leurs images par dualite´ le sont. Autrement
dit, si (X, Y ) est dans la famille du symbole spe´cial (Xsp, Y sp), alors d(X, Y ) est dans la
famille du symbole spe´cial d(Xsp, Y sp).
Soit ρ ∈ WˆN . Comme en 1.1, on lui associe un couple de partitions (α, β) ∈ P2(N).
On choisit un entier r ≥ l(α), l(β). On pose X = α + {r, ..., 0}, Y = β + {r − 1, ..., 0}.
Alors (X, Y ) est un symbole de rang N et de de´faut 1 dont la classe ne de´pend pas de r.
On pose symb(ρ) = (X, Y ). L’application symb : WˆN → SN,1 ainsi de´finie est bijective.
On a symb(ρ⊗ sgn) = d ◦ symb(ρ).
Soit ρ ∈ WˆDN . Comme en 1.1, on lui associe un couple de partitions (α, β) ∈ P2(N).
On choisit un entier r ≥ l(α), l(β). On pose X = α+{r−1, ..., 0}, Y = β+{r−1, ..., 0}.
Alors (X, Y ) est un symbole de rang N et de de´faut 0 dont la classe ne de´pend pas de r.
On pose symb(ρ) = (X, Y ). L’application symb : WˆDN → SN,0 ainsi de´finie est surjective.
Ses fibres ont un ou deux e´le´ments, celles a` deux e´le´ments e´tant forme´es des couples de
la forme ρ(α, α,+), ρ(α, α,−). On a symb(ρ⊗ sgn) = d ◦ symb(ρ).
1.3 Correspondance de Springer, cas symplectique
Soit n ∈ N. On note Psymp(2n) l’ensemble des partitions symplectiques de 2n, c’est-
a`-dire les λ ∈ P(2n) telles que multλ(i) est pair pour tout entier i impair. Pour une telle
partition, on note Jordbp(λ) l’ensemble des entiers i ≥ 2 pairs tels que multλ(i) ≥ 1.
Plus pre´cise´ment, pour un entier k ≥ 1, on note Jordkbp(λ) l’ensemble des i ≥ 2 pairs tels
que multλ(i) = k.
On notePsymp(2n) l’ensemble des couples (λ, ǫ) ou` λ ∈ Psymp(2n) et ǫ ∈ {±1}Jordbp(λ).
La correspondance de Springer ge´ne´ralise´e e´tablit une bijection entre Psymp(2n) et l’en-
semble des couples (ρ, k) tels que
k ∈ N et k(k + 1) ≤ 2n ;
ρ ∈ Wˆn−k(k+1)/2.
On note (ρλ,ǫ, kλ,ǫ) le couple associe´ a` un e´le´ment (λ, ǫ) ∈ P
symp(2n). L’entier kλ,ǫ se
calcule de la fac¸on suivante. Notons i1 > ... > im > 0 les entiers pairs i tels que multλ(i)
soit impair. Posons
h =
∑
j=1,...,m
(−1)j(1− ǫ(ij)).
Alors kρ,ǫ = sup(h,−h − 1). En particulier, si ǫ = 1, c’est-a`-dire ǫ(i) = 1 pour tout
i ∈ Jordbp(λ), on a kλ,1 = 0 et ρλ,1 ∈ Wˆn.
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Une partition λ = (λ1 ≥ λ2 ≥ ...) ∈ P
symp(2n) est spe´ciale si et seulement si λ2j−1 et
λ2j sont de meˆme parite´ pour tout j ≥ 1. Cela e´quivaut a` ce que tλ soit symplectique. En
notant Psymp,sp(2n) l’ensemble des partitions symplectiques spe´ciales de 2n, l’application
λ 7→ tλ est une involution de Psymp,sp(2n). Conside´rons une partition λ ∈ Psymp,sp(2n)
et de´finissons i1 > ... > im comme ci-dessus. Si m est pair, on pose m
′ = m ; si m est
impair, on pose m′ = m + 1 et im′ = 0. On appelle intervalle de λ un ensemble ∆ de
l’une des formes suivantes :
pour un entier h = 1, ..., m′/2, ∆ est l’ensemble des i tels que i = 0 ou i ≥ 1 et
multλ(i) ≥ 1 et tels que i2h−1 ≥ i ≥ i2h ;
∆ = {i} ou` i est un entier pair tel que i = 0 ou i ≥ 2 et multλ(i) ≥ 1 et tel qu’il
n’existe pas d’entier h = 1, ..., m′/2 de sorte que i2h−1 ≥ i ≥ i2h.
Parce que λ est spe´ciale, on ve´rifie que les intervalles sont forme´s d’entiers pairs (c’est
e´vident dans le deuxie`me cas ci-dessus, un peu moins dans le premier). Ils forment une
partition de l’ensemble Jordbp(λ) ∪ {0}. On ordonne les intervalles : ∆ > ∆
′ si i > i′
pour tous i ∈ ∆, i′ ∈ ∆′. On note ∆min le plus petit intervalle (c’est celui qui contient
0). On note Int(λ) l’ensemble des intervalles de λ.
L’application λ 7→ symb(ρλ,1) est une bijection de Psymp,sp(2n) sur l’ensemble des
symboles spe´ciaux de rang n et de de´faut 1. Pour λ ∈ Psymp,sp(2n), on a de´fini en
[14] VIII.17 une bijection fam entre la famille du symbole symb(ρλ,1) et l’ensemble des
(τ, δ) ∈ (Z/2Z)Int(λ) × (Z/2Z)Int(λ) tels que τ(∆min) = δ(∆min) = 0.
Soit λ ∈ Psymp(2n). Il existe une unique partition spe´ciale sp(λ) ∈ Psymp,sp(2n) telle
que symb(ρλ,1) et symb(ρsp(λ),1) soient dans la meˆme famille. Il est connu que λ ≤ sp(λ)
et que sp(λ) est la plus petite partition symplectique spe´ciale λ′ telle que λ ≤ λ′. Plus
ge´ne´ralement, on a le lemme suivant.
Lemme. (i) Soit (λ, ǫ) ∈ Psymp(2n), supposons kλ,ǫ = 0. Notons sp(λ, ǫ) l’unique
partition spe´ciale telle que symb(ρλ,1) et symb(ρsp(λ,ǫ),1) soient dans la meˆme famille.
Alors λ ≤ sp(λ, ǫ).
(ii) Soit λ ∈ Psymp,sp(2n). Pour ǫ ∈ {±1}Jordbp(λ), les conditions suivantes sont
e´quivalentes :
(a) kλ,ǫ = 0 et sp(λ, ǫ) = λ ;
(b) ǫ est constant sur tout ∆ ∈ Int(λ) et, dans le cas ou` ∆min 6= {0}, ǫ(i) = 1 pour
tout i ∈ ∆min − {0}.
(iii) Soit λ ∈ Psymp,sp(2n). L’application ǫ 7→ fam◦symb(ρλ,ǫ) est une bijection entre
l’ensemble des ǫ de´crits au (ii) et le sous-ensemble des (τ, δ) ∈ (Z/2Z)Int(λ)×(Z/2Z)Int(λ)
tels que δ = 0 et τ(∆min) = 0.
La preuve est similaire a` celle du lemme 1.4 ci-dessous.
1.4 Correspondance de Springer, cas orthogonal impair
Soit n ∈ N. On note Porth(2n + 1) l’ensemble des partitions orthogonales de 2n + 1,
c’est-a`-dire les λ ∈ P(2n + 1) telles que multλ(i) est pair pour tout entier i pair. Pour
une telle partition, on note Jordbp(λ) l’ensemble des entiers i ≥ 1 impairs tels que
multλ(i) ≥ 1. Plus pre´cise´ment, pour un entier k ≥ 1, on note Jordkbp(λ) l’ensemble des
i ≥ 1 impairs tels que multλ(i) = k.
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On note Porth(2n + 1) l’ensemble des couples (λ, ǫ) ou` λ ∈ Porth(2n + 1) et ǫ ∈
({±1}Jordbp(λ))/{±1}, le groupe {±1} s’envoyant diagonalement dans {±1}Jordbp(λ). En
pratique, on rele`vera ǫ en un e´le´ment de {±1}Jordbp(λ). Sauf indication contraire, les for-
mules que nous e´crirons ne de´pendront pas du choix de ce rele`vement. La correspondance
de Springer ge´ne´ralise´e e´tablit une bijection entre Porth(2n+1) et l’ensemble des couples
(ρ, k) tels que
k ∈ N, k est impair et k2 ≤ 2n+ 1 ;
ρ ∈ Wˆn−(1−k2)/2.
On note (ρλ,ǫ, kλ,ǫ) le couple associe´ a` un e´le´ment (λ, ǫ) ∈ Porth(2n+1). L’entier kλ,ǫ
se calcule de la fac¸on suivante. Notons i1 > ... > im les entiers impairs i tels que multλ(i)
soit impair. Posons
h =
∑
j=1,...,m
(−1)j(1− ǫ(ij)).
Alors kρ,ǫ = |h+1|. En particulier, si ǫ = 1, c’est-a`-dire ǫ(i) = 1 pour tout i ∈ Jordbp(λ),
on a kλ,1 = 1 et ρλ,1 ∈ Wˆn.
Une partition λ = (λ1 ≥ λ2 ≥ ...) ∈ Porth(2n+1) est spe´ciale si et seulement si λ1 est
impair et λ2j et λ2j+1 sont de meˆme parite´ pour tout j ≥ 1. Cela e´quivaut a` ce que tλ soit
orthogonale. En notant Porth,sp(2n + 1) l’ensemble des partitions orthogonales spe´ciales
de 2n + 1, l’application λ 7→ tλ est une involution de Porth,sp(2n + 1). Conside´rons une
partition λ ∈ Porth,sp(2n + 1) et de´finissons i1 > ... > im comme ci-dessus. L’entier
m est force´ment impair. On appelle intervalle de λ un ensemble ∆ de l’une des formes
suivantes :
pour un entier h = 0, ..., (m− 1)/2, ∆ est l’ensemble des i ≥ 1 tels que multλ(i) ≥ 1
et tels que i2h ≥ i ≥ i2h+1, avec la convention i0 =∞ ;
∆ = {i} ou` i est un entier impair tel que multλ(i) ≥ 1 et tel qu’il n’existe pas d’entier
h = 0, ..., (m− 1)/2 de sorte que i2h ≥ i ≥ i2h+1.
Parce que λ est spe´ciale, on ve´rifie que les intervalles sont forme´s d’entiers impairs. Ils
forment une partition de l’ensemble Jordbp(λ). On ordonne les intervalles comme dans
le cas symplectique. On note ∆min, resp. ∆max, le plus petit, resp. grand, intervalle. On
note Int(λ) l’ensemble des intervalles.
L’application λ 7→ symb(ρλ,1) est une bijection de P
orth,sp(2n+ 1) sur l’ensemble des
symboles spe´ciaux de rang n et de de´faut 1. Pour λ ∈ Porth,sp(2n + 1), on a de´fini en
[14] VIII.19 une bijection fam entre la famille du symbole symb(ρλ,1) et l’ensemble des
(τ, δ) ∈ (Z/2Z)Int(λ) × (Z/2Z)Int(λ) tels que τ(∆max) = δ(∆min) = 0.
Soit λ ∈ Porth(2n+1). Il existe une unique partition spe´ciale sp(λ) ∈ Porth,sp(2n+1)
telle que symb(ρλ,1) et symb(ρsp(λ),1) soient dans la meˆme famille. Il est connu que λ ≤
sp(λ) et que sp(λ) est la plus petite partition orthogonale spe´ciale λ′ telle que λ ≤ λ′.
Plus ge´ne´ralement, on a le lemme suivant.
Lemme. (i) Soit (λ, ǫ) ∈ Porth(2n + 1), supposons kλ,ǫ = 1. Notons sp(λ, ǫ) l’unique
partition spe´ciale telle que symb(ρλ,1) et symb(ρsp(λ,ǫ),1) soient dans la meˆme famille.
Alors λ ≤ sp(λ, ǫ).
(ii) Soit λ ∈ Porth,sp(2n + 1). Pour ǫ ∈ {±1}Jordbp(λ), les conditions suivantes sont
e´quivalentes :
(a) kλ,ǫ = 1 et sp(λ, ǫ) = λ ;
(b) ǫ est constant sur tout ∆ ∈ Int(λ).
(iii) Soit λ ∈ Porth,sp(2n + 1). L’application ǫ 7→ fam ◦ symb(ρλ,ǫ) est une bijection
entre l’ensemble des ǫ de´crits au (ii), modulo le groupe diagonal {±1}, et le sous-ensemble
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des (τ, δ) ∈ (Z/2Z)Int(λ) × (Z/2Z)Int(λ) tels que δ = 0 et τ(∆max) = 0.
Preuve. Soit (λ, ǫ) comme en (i). On peut supposer λ = (λ1, ..., λ2n+1). Dans la suite
λ + {2n, ..., 0}, il y a n nombres pairs note´s 2z1 > ... > 2zn et n + 1 nombres impairs
note´s 2z′1 + 1 > ... > 2z
′
n+1 + 1. On note z = (z1, ..., zn) et z
′ = (z′1, ..., z
′
n+1) puis
A♯ = z′ + {n, ..., 0} = (a♯1, ..., a
♯
n+1), B
♯ = z + {n− 1, ..., 0} = (b♯1, ..., b
♯
n). On ve´rifie que
(1) a♯1 ≥ b
♯
1 ≥ a
♯
2 ≥ ... ≥ b
♯
n ≥ a
♯
n+1.
On voit aussi qu’il y a une unique bijection croissante i 7→ Σi entre l’ensemble Jordbp(λ)
et celui des sous-ensembles non vides de (A♯∪B♯)−(A♯∩B♯) forme´s d’entiers conse´cutifs,
et maximaux pour cette proprie´te´. Posons
A = (A♯ −
⋃
i∈Jordbp(λ),ǫi=−1
(Σi ∩ A
♯)) ∪ (
⋃
i∈Jordbp(λ),ǫi=−1
(Σi ∩ B
♯)),
B = (B♯ −
⋃
i∈Jordbp(λ),ǫi=−1
(Σi ∩ B
♯)) ∪ (
⋃
i∈Jordbp(λ),ǫi=−1
(Σi ∩ A
♯)).
Si on multiplie ǫ par l’e´le´ment diagonal −1, on e´change A et B. On peut donc choisir le
rele`vement ǫ de sorte que |A| ≥ |B|. L’hypothe`se kλ,ǫ = 1 entraˆıne alors que |A| = n+1 et
|B| = n. On de´finit les suites X = (x1, ..., xn+1) et Y = (y1, ..., yn) par X+{n, ..., 0} = A
et Y + {n− 1, ..., 0} = B. Alors symb(ρλ,ǫ) = (X, Y ).
Soit k ∈ {1, ..., 2n+ 1}. On va majorer Sk(λ) en fonction de (X, Y ). Tout d’abord
(2) Sk(λ) = Sk(λ+ {2n, ..., 0})−
k(4n+ 1− k)
2
.
Notons j1 < ... < js les indices j tels que λj soit impair et h1 < ... < ht les indices h pour
lesquels λh est pair. Puisque la somme des λj vaut 2n + 1 qui est impair, s est impair
et t = 2n+ 1− s est pair. Puisque tout nombre pair non nul intervient avec multiplicite´
paire, la parite´ de t entraˆıne que 0 intervient aussi avec multiplicite´ paire. Il en re´sulte
aussi que h2r = h2r−1 + 1 pour tout r = 1, ..., t/2. Pour r = 1, ...s, il y a jr − r termes
λj qui sont pairs et strictement supe´rieurs a` λjr . Puisque ces termes interviennent avec
multiplicite´ paire, jr est de meˆme parite´ que r. Soient sk ∈ {1, ..., s} et tk ∈ {1, ..., t} les
plus grands entiers tels que jsk ≤ k et htk ≤ k. On a sk + tk = k. Les k premiers termes
de λ+ {2n, ..., 0} sont les
(3) λju + 2n+ 1− ju pour u = 1, ..., sk
et les
(4) λhv + 2n + 1− hv pour v = 1, ..., tk.
D’apre`s les proprie´te´s de nos suites, il y a [(sk + 1)/2] e´le´ments impairs et [sk/2]
e´le´ments pairs parmi les e´le´ments (3). Si tk est pair, il y a tk/2 e´le´ments impairs et tk/2
e´le´ments pairs parmi les e´le´ments (4). Si tk est impair et htk est pair, il y a (tk + 1)/2
e´le´ments impairs et (tk − 1)/2 e´le´ments pairs parmi les e´le´ments (4). Si tk est impair et
htk est impair, il y a (tk − 1)/2 e´le´ments impairs et (tk + 1)/2 e´le´ments pairs parmi les
e´le´ments (4). En re´unissant les deux types d’e´le´ments, on voit que, parmi les k premiers
termes de λ+ {2n, ..., 0}, il y a [(k + 1)/2] + η termes impairs et [k/2]− η termes pairs,
ou`
η = 1 si tk et sk sont impairs et htk est pair,
8
η = −1 si tk et htk sont impairs et sk est pair,
η = 0 dans les autres cas.
Les k premiers termes de λ + {2n, ..., 0} sont donc 2z′1 + 1, ..., 2z
′
[(k+1)/2]+η + 1 et
2z1, ..., 2z[k/2]−η.
Supposons λk impair. Alors jsk = k. On a dit que sk est de la meˆme parite´ que jsk ,
donc que k, donc tk = k− sk est pair. Donc η = 0 et il re´sulte de la description ci-dessus
que
(5) Sk(λ+ {2n, ..., 0}) = 2S[(k+1)/2](z
′) + [(k + 1)/2] + 2S[k/2](z).
Supposons λk pair. Alors htk = k. Si η = 0, le calcul est le meˆme que ci-dessus et on
a (5). Supposons η = 1. Alors k = htk est pair et les k premiers termes de λ+ {2n, ..., 0}
sont 2z′1+1, ..., 2z
′
k/2+1+1 et 2z1, ..., 2zk/2−1. Le dernier de ces termes est λk+2n+1−k
qui est impair, donc c’est 2z′k/2+1+1. Mais, tk e´tant impair, on a htk+1 = htk +1 = k+1
et λk = λk+1. Le k + 1-ie`me terme de λ + {2n, ..., 0} est λk + 2n − k qui est pair, c’est
donc le premier terme pair strictement infe´rieur a` 2zk/2−1, autrement dit, c’est 2zk/2. Les
e´galite´s λk + 2n + 1 − k = 2z′k/2+1 + 1 et λk + 2n − k = 2zk/2 entraˆınent z
′
k/2+1 = zk/2.
Les k premiers termes de λ + {2n, ..., 0} sont donc aussi bien 2z′1 + 1, ..., 2z
′
k/2 + 1 et
2z1, ..., 2zk/2−1, 2zk/2 + 1. On obtient alors
(6) Sk(λ+ {2n, ..., 0}) = 2S[(k+1)/2](z
′) + [(k + 1)/2] + 1 + 2S[k/2](z).
Supposons maintenant η = −1. Alors k = htk est impair et les k premiers termes de
λ+ {2n, ..., 0} sont 2z′1 + 1, ..., 2z
′
(k−1)/2 + 1 et 2z1, ..., 2z(k+1)/2. Le dernier de ces termes
est λk+2n+1−k qui est pair, donc c’est 2z(k+1)/2. Comme ci-dessus, on a λk = λk+1. Le
k + 1-ie`me terme de λ+ {2n, ..., 0} est λk + 2n− k qui est impair, c’est donc le premier
terme impair strictement infe´rieur a` 2z′(k−1)/2 + 1, autrement dit, c’est 2z
′
(k+1)/2 + 1.
Les e´galite´s λk + 2n + 1 − k = 2z(k+1)/2 et λk + 2n − k = 2z
′
(k+1)/2 + 1 entraˆınent
z′(k+1)/2 + 1 = z(k+1)/2. Les k premiers termes de λ + {2n, ..., 0} sont donc aussi bien
2z′1 + 1, ..., 2z
′
(k−1)/2 + 1, 2z
′
(k+1)/2 + 2 et 2z1, ..., 2z(k−1)/2. On obtient encore (6).
Supposons encore λk pair. Puisque htk = k = sk + tk, les conditions de parite´ sur tk
sont redondantes dans la de´finition de η. On voit que η = ±1 si et seulement si k + sk
est impair. On voit aussi que sk est de la meˆme parite´ que Sk(λ). On a obtenu que, si
Sk(λ)+k est pair, on a la formule (5) tandis que, si Sk(λ)+k est impair, on a la formule
(6). Posons alors, pour k = 1, ..., 2n+ 1,
νk(λ) = 1 si λk est pair et Sk(λ) + k est impair, νk(λ) = 0 sinon.
On a la formule ge´ne´rale
(7) Sk(λ+ {2n, ..., 0}) = 2S[(k+1)/2](z
′) + [(k + 1)/2] + νk(λ) + 2S[k/2](z).
Remarquons que, d’apre`s le calcul ci-dessus, on a
(8) si νk(λ) = 1, alors k ≤ 2n et λk+1 = λk.
D’apre`s la de´finition des termes A♯ et B♯, on a les e´galite´s
S[(k+1)/2](z
′) = S[(k+1)/2](A
♯)− [(k + 1)/2](2n+ 1− [(k + 1)/2])/2,
S[(k−1)/2](z) = S[(k−1)/2](B
♯)− [(k − 1)/2](2n− 1− [(k − 1)/2])/2.
Avec les formules (2) et (7), on obtient
Sk(λ) = 2S[(k+1)/2](A
♯) + 2S[(k−1)/2](B
♯) + νk(λ) + ck,
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ou` ck est un nombre qui ne de´pend pas de λ. Notons A
♯ ⊔ B♯ la re´union des suites A♯
et B♯, les termes e´tant range´s en ordre de´croissant mais compte´s avec leur multiplicite´
(c’est-a`-dire qu’un terme intervenant dans les deux suites intervient avec multiplicite´ 2).
La proprie´te´ (1) entraˆıne que la re´union (en ce sens) des [(k + 1)/2] plus grands termes
de A♯ et des [(k − 1)/2] plus grands termes de B♯ n’est autre que la suite des k plus
grands termes de A♯ ⊔B♯. La formule pre´ce´dente se re´crit
Sk(λ) = 2Sk(A
♯ ⊔ B♯) + νk(λ) + ck.
Avec une de´finition similaire, on a A♯⊔B♯ = A⊔B, donc aussi Sk(A
♯⊔B♯) = Sk(A⊔B).
Il existe deux entiers e, f ∈ N tels que e + f = k et que la famille des k plus grands
e´le´ments de A ⊔B soit la re´union des familles des e plus grands e´le´ments de A et des f
plus grands e´le´ments de B. Alors
(9) Sk(A ⊔B) = Se(A) + Sf(B).
Par de´finition de X et Y , on a
Se(A) = Se(X) + e(2n+ 2− e)/2, Sf(B) = Sf (Y ) + f(2n− f)/2.
D’ou`
Sk(λ) = 2Se(X) + 2Sf(Y ) + νk(λ)− e(2− e)− f
2 + c′k,
ou` c′k = ck + 2nk est inde´pendant de λ. Le terme Se(X) + Sf(Y ) est la somme de k
termes de la famille X ⊔ Y , donc il est majore´ par la somme des k plus grands termes
de cette famille :
(10) Se(X) + Sf (Y ) ≤ Sk(X ⊔ Y ).
D’ou`
(11) Sk(λ) ≤ 2Sk(X ⊔ Y ) + νk(λ)− e(e− 2)− f
2 + c′k.
Posons λ = sp(λ, ǫ). Reprenons le calcul en remplac¸ant (λ, ǫ) par (λ, 1). On souligne
les objets associe´s a` cette paire. Parce que le caracte`re ǫ est remplace´ par 1, on a les
e´galite´s A = A♯, B = B♯ et l’on voit que e = [(k + 1)/2] et f = [k/2]. Parce que le
symbole (X, Y ) est spe´cial, la re´union des [(k + 1)/2] plus grands termes de X et des
[k/2] plus grands termes de Y n’est autre que la famille des k plus grands termes de
X ⊔ Y . L’analogue de l’ine´galite´ (10) est donc une e´galite´ et on obtient
Sk(λ) = 2Sk(X ⊔ Y ) + νk(λ)− [(k + 1)/2]([(k + 1)/2]− 2)− [k/2]
2 + c′k.
Par de´finition de sp(λ, ǫ), les symboles (X, Y ) et (X, Y ) sont dans la meˆme famille, d’ou`
X ⊔ Y = X ⊔ Y . En comparant (11) avec l’e´galite´ ci-dessus, on obtient
(12) Sk(λ) ≤ Sk(λ)+νk(λ)−e(e−2)−f
2−νk(λ)+[(k+1)/2]([(k+1)/2]−2)+[k/2]
2.
On ve´rifie que, pour deux entiers e, f tels que e+f = k, on a e(e−2)+f 2 ≥ [(k+1)/2]([(k+
1)/2]−2)+[k/2]2, l’e´galite´ n’e´tant ve´rifie´e que pour les couples (e, f) = ([(k+1)/2], [k/2])
ou, si k est pair, (e, f) = (k/2 + 1, k/2− 1). On obtient
(13) Sk(λ) ≤ Sk(λ) + νk(λ)− νk(λ).
Supposons Sk(λ) > Sk(λ). L’ine´galite´ pre´ce´dente force νk(λ) = 1. Donc λk est pair,
k+Sk(λ) est impair et, d’apre`s (8), λk+1 = λk. Les entiers k−1+Sk−1(λ) et k+1+Sk+1(λ)
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sont pairs, donc νk−1(λ) = νk+1(λ) = 0. L’ine´galite´ (13) entraˆıne donc Sk−1(λ) ≤ Sk−1(λ)
et Sk+1(λ) ≤ Sk+1(λ) (pour eˆtre pre´cis, si k = 1, notre calcul ne s’applique pas a`
k − 1 mais, dans ce cas, l’ine´galite´ S0(λ) ≤ S0(λ) est triviale). Les deux ine´galite´s
Sk−1(λ) ≤ Sk−1(λ) et Sk(λ) > Sk(λ) entraˆınent λk > λk. Donc λk+1 = λk > λk ≥ λk+1.
Alors l’ine´galite´ Sk(λ) > Sk(λ) entraˆıne Sk(λ) > Sk(λ), contrairement a` ce que l’on a
vu ci-dessus. Cette contradiction prouve l’ine´galite´ Sk(λ) ≤ Sk(λ). Cela e´tant vrai pour
tout k, on conclut λ ≤ λ, ce qui de´montre le (i) de l’e´nonce´.
Supposons maintenant λ spe´ciale et λ = λ. Conside´rons l’ine´galite´ (12) pour k impair.
Les termes relatifs a` λ et λ s’annulent et il reste
e(e− 2) + f 2 ≤ ((k + 1)/2)((k + 1)/2− 2) + (k/2)2.
Comme on l’a dit, cela entraˆıne que e = (k+1)/2 et f = k/2. Parce que λ est spe´ciale, on
calcule facilement les termes A♯ et B♯. Puisque λ1 est impair, le terme λ1+2n l’est aussi,
donc c’est 2z′1 + 1. Pour h = 1, ..., n, les termes λ2h et λ2h+1 sont de meˆme parite´ donc
les termes λ2h + 2n+ 1− 2h et λ2h+1 + 2n− 2h sont de parite´ oppose´e. Par re´currence,
ce sont les termes 2zh et 2z
′
h+1 + 1. Cela permet le calcul des termes zh et z
′
h+1, puis des
termes a♯h+1 et b
♯
h. On obtient
a♯1 = (λ1 − 1)/2 + 2n,
pour h = 1, ..., n, b♯h = a
♯
h+1 = λ2h/2 + 2n − 2h si λ2h = λ2h+1 est pair, b
♯
h =
(λ2h + 1)/2 + 2n− 2h et a
♯
h+1 = (λ2h+1 − 1)/2 + 2n− 2h si λ2h et λ2h+1 sont impairs.
Conside´rons l’intervalle maximal ∆max de λ. Notons ses e´le´ments i1 > ... > it. Ils
sont impairs. Les multiplicite´s de i1, ..., it−1 sont paires et celle de it est impaire. On note
ces multiplicite´s 2m1, ..., 2mt−1, 2mt + 1. L’intervalle correspond aux e´le´ments suivants
de A♯ ⊔B♯ :
a♯1 > b
♯
1 > ... > a
♯
m1
> b♯m1 > a
♯
m1+1
> b♯m1+1 > ... > a
♯
m≤2
> b♯m≤2 > ...
> a♯m≤t−1+1 > b
♯
m≤t−1+1
> ... > b♯m≤t > a
♯
m≤t+1
(on rappelle que m≤i = m1 + ... + mi). Supposons que ǫ ne vaut pas 1 sur ∆max. Soit
s le plus petit e´le´ment de {1, ..., t} tel que ǫ(is) = −1. Appliquons l’e´galite´ (9) a` k =
2m≤s−1 + 1. Comme on l’a dit plus haut, on a e = m≤s−1 + 1, f = m≤s−1. On obtient
a♯1 + ... + a
♯
m≤s−1+1
+ b♯1 + ...+ b
♯
m≤s−1
= a1 + ...+ ams−1+1 + b1 + ... + bm≤s−1 .
Par construction de A et B et par de´finition de s, les termes de ces ensembles sont e´gaux
a` ceux de A♯ et B♯ jusqu’a` l’indice m≤s−1 et l’e´galite´ pre´ce´dente devient
a♯m≤s−1+1 = am≤s−1+1.
Par contre, passer de (A♯, B♯) a` (A,B) e´change les termes correspondant a` l’entier is.
Hormis le cas s = t et mt = 0, on a donc am≤s−1+1 = b
♯
m≤s−1+1
. Quand s = t et mt = 0,
am≤s−1+1 est un terme de la famille A
♯ ⊔B♯ qui n’est pas dans l’ensemble e´crit ci-dessus.
Dans tous les cas, on obtient am≤s−1+1 < a
♯
m≤s−1+1
ce qui contredit l’e´galite´ de ces termes
prouve´e ci-dessus. Cette contradiction conclut : ǫ vaut 1 sur ∆max.
Conside´rons maintenant un intervalle ∆ 6= ∆max. On note ses e´le´ments i1 > ... > it.
Le premier indice j tel que λj = i1 est force´ment pair. Notons le 2u. Si t = 1, la
multiplicite´ de i1 est paire. On la note 2m. Alors l’intervalle correspond aux e´le´ments
suivants de A♯ ⊔ B♯ :
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b♯u < a
♯
u+1 < ...b
♯
u+m−1 < a
♯
u+m.
Si t > 1, les multiplicite´s de i1 et it sont impaires et, pour 1 < s < t, celle de is est
paire. On les note respectivement 2m1 + 1, 2mt + 1, 2ms. Alors l’intervalle correspond
aux e´le´ments suivants de A♯ ⊔B♯ :
b♯u < a
♯
u+1 < ...b
♯
u+m1 < a
♯
u+m1+1 < ... < b
♯
u+m≤2
< a♯u+m≤2+1 < ... < b
♯
u+m≤t−1
< a♯u+m≤t−1+1 < ... < a
♯
u+m≤t+1
.
Supposons par re´currence que ǫ est constant sur tout intervalle strictement supe´rieur
a` ∆. Pour ces intervalles, ou bien on ne change pas les termes de A♯ et B♯ leur corres-
pondant, ou bien on les e´change. Mais on voit ci-dessus que chaque intervalle contribue
autant a` A♯ qu’a` B♯. Cela ne perturbe pas les nume´rotations des termes poste´rieurs, on
veut dire par la` que la contribution a` A, resp. B, de l’intervalle ∆ commence par au+1,
resp. bu. Si ∆ est re´duit a` i1, on n’a rien a` de´montrer : ǫ est force´ment constant sur ∆.
Supposons t > 1 et que ǫ ne soit pas constant sur ∆. Notons s le plus petit e´le´ment
de {2, ..., t} tel que ǫis−1 6= ǫis . Appliquons l’e´galite´ (9) a` k = 2u − 1 (on sait qu’alors
e = u et f = u − 1) et a` k = 2u + 2m≤s−1 + 1 (on sait qu’alors e = u +m≤s−1 + 1 et
f = u+m≤s−1). Par diffe´rence, on obtient
(14) b♯u+a
♯
u+1+ ...+ b
♯
u+m≤s−1
+a♯u+m≤s−1+1 = bu+au+1+ ...+ bu+m≤s−1 +au+m≤s−1+1.
Supposons d’abord ǫ(is−1) = 1 et ǫ(is) = −1 . Les termes de l’ensemble A sont e´gaux
a` ceux de A♯ entre les indices u+1 et u+m≤s−1. Les termes de l’ensemble B sont e´gaux
a` ceux de B♯ entre les indices u et u+m≤s−1. L’e´galite´ (14) devient
a♯u+m≤s−1+1 = au+m≤s−1+1.
Parce que ǫis = −1, on e´change les termes correspondant a` l’entier is. Hormis le cas s = t
et mt = 0, on a donc
au+m≤s−1+1 = b
♯
u+m≤s−1+1
.
Sii s = t et mt = 0, au+m≤s−1+1 est un terme de la famille A
♯⊔B♯ qui est au-dela` de ceux
e´crits ci-dessus. Dans tous les cas, on obtient au+m≤s−1+1 < a
♯
u+m≤s−1+1
ce qui contredit
l’e´galite´ de ces termes prouve´e ci-dessus.
Supposons maintenant ǫ(is−1) = −1 et ǫ(is) = 1. Les entiers i1, ..., is−1 contribuent a`
A et B en e´changeant leur contribution a` A♯ et B♯. D’ou`
au+1 = b
♯
u, ..., au+m≤s−1+1 = b
♯
u+m≤s−1
,
bu = a
♯
u+1, ..., bu+m≤s−1−1 = a
♯
u+m≤s−1
.
L’e´galite´ (14) devient
bu+m≤s−1 = a
♯
u+m≤s−1+1
.
Par contre, l’entier is contribue par les meˆmes termes a` A et A
♯ comme a` B et B♯. Mais
les indices sont de´cale´s et on a
au+m≤s−1+2 = a
♯
u+m≤s−1+1
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et, hormis le cas s = t et mt = 0, bu+m≤s−1 = b
♯
u+m≤s−1+1
. Si s = t et mt = 0, bu+m≤s−1
est un terme de la famille A♯ ⊔B♯ qui est au-dela` de ceux e´crits ci-dessus. Dans tous les
cas, on obtient bu+m≤s−1 < a
♯
u+m≤s−1+1
ce qui contredit l’e´galite´ de ces termes prouve´e
ci-dessus.
Ces contradictions prouvent que ǫ est constant sur ∆. Cela prouve que, sous les
hypothe`ses du (ii) de l’e´nonce´, la condition (a) implique (b).
Soit maintenant (λ, ǫ) ∈ Porth(2n + 1), supposons λ spe´ciale et ǫ constant sur les
intervalles de λ. En notant i1 > ... > im les e´le´ments de Jordbp(λ) intervenant avec
multiplicite´ impaire, on a ǫ(i2h) = ǫ(i2h+1) pour tout h = 1, ..., (m − 1)/2. La recette
indique´e plus haut pour calculer kλ,ǫ montre que cet entier vaut 1. Relevons ǫ en l’e´le´ment
de {±1}Jordbp(λ) qui vaut 1 sur le plus grand intervalle. On a calcule´ ci-dessus les termes
A♯, B♯, A, B. Remarquons que les deux premiers sont aussi les termes A et B associe´s
a` (λ, 1). On en de´duit facilement les termes X , Y , X et Y . On voit que les ensembles
suivants contribuent de la meˆme fac¸on a` X et X comme a` Y et Y :
l’intervalle maximal ; sa contribution est de la forme
x1 = y1 > x2 = y2 > ... > xu = yu > xu+1;
tout couple λ2h, λ2h+1 d’e´le´ments pairs donc e´gaux ; sa contribution est de la forme
yh = xh+1 ;
tout intervalle non maximal sur lequel ǫ vaut 1 ; sa contribution est de la forme
yu > xu+1 = yu+1 > ... > xv = yv > xv+1.
Par contre, la contribution a` X et Y d’un intervalle sur lequel ǫ vaut −1 est de la
forme
y
u
> xu+1 = yu+1 > ... > xv = yv > xv+1,
tandis que sa contribution a` X et Y est
xu+1 = yu > yu = xu+1 = xu+2 = yu+1 > ... > yv−1 = xv = xv+1 = yv > yv = xv+1.
Il est imme´diat que X ⊔ Y = X ⊔ Y , autrement dit les symboles (X, Y ) et (X, Y )
sont dans la meˆme famille. Cela prouve que λ = sp(λ, ǫ), donc que la relation (b) du (ii)
de l’e´nonce´ entraˆıne la relation (a).
Conservons les hypothe`ses sur (λ, ǫ). On rele`ve ǫ comme ci-dessus. Posons (τ, δ) =
fam ◦ symb(ρλ,ǫ). En utilisant la description du symbole (X, Y ) faite ci-dessus et la
de´finition de l’application fam de [14] VIII.19, on calcule, pour tout intervalle ∆ :
δ(∆) = 0 ;
τ(∆) = 0 si ǫ vaut 1 sur ∆ et τ(∆) = 1 si ǫ vaut −1.
Le (iii) de l’e´nonce´ s’en de´duit. 
1.5 Correspondance de Springer, cas orthogonal pair
Soit n ∈ N. On note Porth(2n) l’ensemble des partitions orthogonales de 2n, c’est-
a`-dire les λ ∈ P(2n) telles que multλ(i) est pair pour tout entier i pair. Pour une telle
partition, on note Jordbp(λ) l’ensemble des entiers i ≥ 1 impairs tels que multλ(i) ≥ 1.
Plus pre´cise´ment, pour un entier k ≥ 1, on note Jordkbp(λ) l’ensemble des i ≥ 1 impairs
tels que multλ(i) = k.
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Pour λ ∈ Porth(2n), disons que λ est exceptionnelle si Jordbp(λ) = ∅. Si n > 0, on
introduit l’ensemble Porth(2n) forme´ des partitions λ ∈ Porth(2n) non exceptionnelles et
des paires (λ,+) et (λ,−) pour les partitions λ ∈ Porth(2n) exceptionnelles.
Justifions cette de´finition. Notons F¯q une cloˆture alge´brique de Fq et O(2n) le groupe
orthogonal e´vident sur F¯q. L’ensemble Porth(2n) parame`tre les classes de conjugaison uni-
potentes par O(2n)(F¯q) dans SO(2n)(F¯q). Mais il arrive que de telles classes se coupent
en deux classes de conjugaison par SO(2n)(F¯q). Cela arrive pre´cise´ment quand la classe
est parame´tre´e par une partition λ exceptionnelle. Alors l’ensemble Porth(2n) parame`tre
les classes de conjugaison unipotentes par SO(2n)(F¯q) dans SO(2n)(F¯q). Si n = 0, on
pose Porth(0) = Porth(0) = {∅}. Il y a en tout cas une application e´vidente de Porth(2n)
dans Porth(2n). Si λ est un e´le´ment de Porth(2n), on note sans plus de commentaire
λ ∈ Porth(2n) son image.
On notePorth(2n) l’ensemble des couples (λ, ǫ) ou` λ ∈ Porth(2n) et ǫ ∈ ({±1}Jordbp(λ))/{±1},
le groupe {±1} s’envoyant diagonalement dans {±1}Jordbp(λ). On note Porth(2n) l’en-
semble des couples (λ, ǫ) ou` λ ∈ Porth(2n) et ǫ ∈ ({±1}Jordbp(λ))/{±1}. La correspon-
dance de Springer ge´ne´ralise´e e´tablit une bijection entre Porth(2n) et l’ensemble des
couples (ρ, k) tels que
k ∈ N, k est pair et k2 ≤ 2n ;
si k > 0, ρ ∈ Wˆn−k2/2 ; si k = 0, ρ ∈ Wˆ
D
n .
On note (ρλ,ǫ, kλ,ǫ) le couple associe´ a` un e´le´ment (λ, ǫ) ∈ P
orth(2n). L’entier kλ,ǫ ne
de´pend que de l’image (λ, ǫ) de (λ, ǫ) dans Porth(2n). Il se calcule de la fac¸on suivante.
Notons i1 > ... > im les entiers impairs i tels que multλ(i) soit impair. Posons
h =
∑
j=1,...,m
(−1)j(1− ǫ(ij)).
Alors kλ,ǫ = |h|. En particulier, si ǫ = 1, c’est-a`-dire ǫ(i) = 1 pour tout i ∈ Jordbp(λ), on
a kλ,1 = 0 et ρλ,1 ∈ WˆDn .
Une partition λ = (λ1 ≥ λ2 ≥ ...) ∈ Porth(2n) est spe´ciale si et seulement si λ2j−1 et
λ2j sont de meˆme parite´ pour tout j ≥ 1. Cela e´quivaut a` ce que
tλ soit symplectique.
Notons Porth,sp(2n) l’ensemble des partitions orthogonales spe´ciales de 2n. Conside´rons
une partition λ ∈ Porth,sp(2n) et de´finissons i1 > ... > im comme ci-dessus. L’entier m est
force´ment pair. On appelle intervalle de λ un ensemble ∆ de l’une des formes suivantes :
pour un entier h = 1, ..., m/2, ∆ est l’ensemble des i ≥ 1 tels que multλ(i) ≥ 1 et
tels que i2h−1 ≥ i ≥ i2h ;
∆ = {i} ou` i est un entier impair tel que multλ(i) ≥ 1 et tel qu’il n’existe pas d’entier
h = 1, ..., m/2 de sorte que i2h−1 ≥ i ≥ i2h.
Parce que λ est spe´ciale, on ve´rifie que les intervalles sont forme´s d’entiers impairs.
Ils forment une partition de Jordbp(λ). On ordonne les intervalles comme dans le cas
symplectique. On note ∆min, resp. ∆max, le plus petit, resp. grand, intervalle. On note
Int(λ) l’ensemble des intervalles.
Pour (λ, ǫ) ∈ Porth(2n), le symbole symb(ρλ,ǫ) ne de´pend que de λ, on le note
abusivement symb(ρλ,ǫ). L’application λ 7→ symb(ρλ,1) est une bijection de P
orth,sp(2n)
sur l’ensemble des symboles spe´ciaux de rang n et de de´faut 0. Pour λ ∈ Porth,sp(2n), on
a de´fini en [14] VIII.19 une bijection fam entre la famille du symbole symb(ρλ,1) et un
certain sous-ensemble de (Z/2Z)Int(λ) × (Z/2Z)Int(λ).
Soit λ ∈ Porth(2n). Il existe une unique partition spe´ciale sp(λ) ∈ Porth,sp(2n) telle
que symb(ρλ,1) et symb(ρsp(λ),1) soient dans la meˆme famille. Il est connu que λ ≤ sp(λ)
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et que sp(λ) est la plus petite partition orthogonale spe´ciale λ′ telle que λ ≤ λ′. Plus
ge´ne´ralement, on a le lemme suivant.
Lemme. (i) Soit (λ, ǫ) ∈ Porth(2n), supposons kλ,ǫ = 0. Notons sp(λ, ǫ) l’unique
partition spe´ciale telle que symb(ρλ,1) et symb(ρsp(λ,ǫ),1) soient dans la meˆme famille.
Alors λ ≤ sp(λ, ǫ).
(ii) Soit λ ∈ Porth,sp(2n). Pour ǫ ∈ {±1}Jordbp(λ), les conditions suivantes sont
e´quivalentes :
(a) kλ,ǫ = 0 et sp(λ, ǫ) = λ ;
(b) ǫ est constant sur tout ∆ ∈ Int(λ).
(iii) Soit λ ∈ Porth,sp(2n). L’application ǫ 7→ fam ◦ symb(ρλ,ǫ) est une bijection entre
l’ensemble des ǫ de´crits au (ii), modulo le groupe diagonal {±1}, et le sous-ensemble des
(τ, δ) ∈ (Z/2Z)Int(λ) × (Z/2Z)Int(λ) tels que δ = 0 et τ(∆max) = 0.
La preuve est similaire a` celle du lemme pre´ce´dent.
1.6 Dualite´, cas symplectique-orthogonal impair
Soit n ∈ N. Notons Sspn,1 l’ensemble des symboles spe´ciaux de rang n et de de´faut
impair (ce de´faut est alors 1). On dispose de bijections
Psymp,sp(2n) → Sspn,1
λ 7→ symb(ρλ,1)
Porth,sp(2n+ 1) → Sspn,1
λ 7→ symb(ρλ,1)
et d’une involution d de Sspn,1. On en de´duit des bijections d : P
symp,sp(2n)→ Porth,sp(2n+
1) et d : Porth,sp(2n + 1)→ Psymp,sp(2n) inverses l’une de l’autre de´finies par la formule
commune symb(ρd(λ),1) = d ◦ symb(ρλ,1).
Soit λ ∈ Psymp,sp(2n). On ve´rifie qu’il y a une unique bijection de´croissante de Int(λ)
sur Int(d(λ)). Notons ∆1 > ... > ∆r les intervalles de λ et ∆
′
1 > ... > ∆
′
r ceux de
d(λ). On a dit que l’involution d des symboles e´changeait les familles de symb(ρλ,1) et
de symb(ρd(λ),1). D’autre part, ces familles sont parame´tre´es par des sous-ensembles de
(Z/2Z)Int(λ)×(Z/2Z)Int(λ), resp. (Z/2Z)Int(d(λ))×(Z/2Z)Int(d(λ)). Soit (X, Y ) un symbole
dans la famille de symb(ρλ,1), notons (τ, δ) = fam(X, Y ) et (τ
′, δ′) = fam◦d(X, Y ). On
ve´rifie les e´galite´s :
τ ′(∆h) = τ(∆r+1−h), δ
′(∆h) = δ(∆r−h)
pour tout h = 1, ..., r, avec la convention δ(∆0) = 0. En particulier cette application
e´change l’ensemble des (τ, δ) tels que δ = 0 et celui des (τ ′, δ′) tels que δ′ = 0.
On a de´fini des applications sp : Psymp(2n) → Psymp,sp(2n) et sp : Porth(2n +
1) → Porth,sp(2n + 1). On e´tend les bijections d en des applications encore note´es
d : Psymp(2n) → Porth,sp(2n + 1) et d : Porth(2n + 1) → Psymp,sp(2n) par la formule
commune d(λ) = d ◦ sp(λ). Il est connu que ces applications sont de´croissantes : pour
λ, λ′ ∈ Psymp(2n), resp. λ, λ′ ∈ Porth(2n+ 1), λ ≤ λ′ entraˆıne d(λ′) ≤ d(λ).
Soit λ ∈ Psymp(2n). On ve´rifie que d(λ) est la plus grande partition µ ∈ Porth(2n+1)
telle que µ ≤ t(λ ∪ {1}), cf. [9] paragraphe 7.
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Soit µ ∈ Porth(2n + 1). Ecrivons µ = (µ1 = ... = µs > µs+1 ≥ ...). Posons µ
′ =
(µ1 = ... = µs−1 ≥ µs − 1 ≥ µs+1 ≥ ...). On ve´rifie que d(µ) est la plus grande partition
λ ∈ Psymp(2n) telle que λ ≤ tµ′, cf. [9] paragraphe 7.
Soit λ ∈ Psymp,sp(2n), resp. λ ∈ Porth,sp(2n + 1). On a de´fini l’ensemble Int(λ). Soit
∆ ∈ Int(λ). On note J(∆) l’ensemble des indices j ≥ 1 tels que λj ∈ ∆. Hormis les
cas particuliers ci-dessous, on note jmin(∆), resp. jmax(∆), le plus petit, resp. grand,
e´le´ment de J(∆). Les cas particuliers sont : λ symplectique et ∆ = ∆min, auquel cas
on pose jmax(∆) = ∞ ; λ orthogonal et ∆ = ∆max, auquel cas jmin(∆)) n’est pas de´fini
(plus exactement, on peut le de´finir en appliquant la de´finition ci-dessus, on obtient
jmin(∆max) = 1, mais cette valeur perturberait nos calculs et on conside`re que jmin(∆max)
n’est pas de´fini). Remarquons que, si λ ∈ Psymp,sp(2n), les jmin(∆) sont impairs et les
jmax(∆) sont pairs (ou ∞) ; si λ ∈ Porth,sp(2n+ 1), les jmin(∆) sont pairs et les jmax(∆)
sont impairs.
On de´finit une suite de nombres ζ(λ) = (ζ(λ)1, ζ(λ)2, ...) par
ζ(λ)j =


1, si il existe ∆ ∈ Int(λ) tel que j = jmin(∆),
−1, si il existe ∆ ∈ Int(λ) tel que j = jmax(∆),
0, dans les autres cas.
Lemme. Soit λ ∈ Psymp,sp(2n), resp. λ ∈ Porth,sp(2n+1). On a l’e´galite´ td(λ) = λ+ζ(λ).
Preuve. On suppose λ ∈ Psymp,sp(2n), la preuve e´tant similaire dans le cas orthogonal.
Montrons d’abord
(1) td(λ) est la plus petite partition orthogonale spe´ciale ν de 2n + 1 telle que ν ≥
λ ∪ {1}.
Puisque d(λ) est orthogonale et spe´ciale, sa transpose´e l’est e´galement. L’ine´galite´
d(λ) ≤ t(λ ∪ {1}) entraˆıne td(λ) ≥ λ∪{1}. Inversement, soit ν une partition orthogonale
spe´ciale de 2n + 1 telle que ν ≥ λ ∪ {1}. Alors tν est encore orthogonale et ve´rifie
tν ≤ t(λ ∪ {1}). Donc tν ≤ d(λ) puis ν ≥ td(λ). Cela de´montre (1).
On ve´rifie facilement que λ+ ζ(λ) est une partition, c’est-a`-dire λj + ζ(λ)j ≥ λj+1 +
ζ(λ)j+1 pour tout j ≥ 1. Puisque tout intervalle ∆ 6= ∆min cre´e un terme jmin(∆) pour
lequel ζ(λ)jmin(∆) = 1 et un terme jmax(∆) pour lequel ζ(λ)jmax(∆) = −1 et puisque le
dernier intervalle ∆min cre´e seulement un jmin(∆min) la somme totale des ζ(λ)j vaut 1
et λ + ζ(λ) ∈ P(2n + 1). Si λ1 est impair, λ1 n’est pas dans un intervalle et ζ(λ)1 = 0
donc λ1 + ζ(λ)1 est impair. Si λ1 est pair, il appartient a` un intervalle ∆ (le plus grand
intervalle). On a jmin(∆) = 1, d’ou` ζ(λ)1 = 1 et λ1+ζ(λ)1 est encore impair. Conside´rons
un entier h ≥ 1 et distinguons les cas :
λ2h et λ2h+1 sont impairs ; comme ci-dessus, on a alors ζ(λ)2h = ζ(λ)2h+1 = 0 et les
termes λ2h + ζ(λ)2h et λ2h+1 + ζ(λ)2h+1 sont impairs ;
λ2h est impair et λ2h+1 est pair ; dans ce cas ζ(λ)2h = 0 mais λ2h+1 appartient a` un
intervalle ∆ tel que jmin(∆) = 2h + 1, donc ζ(λ)2h+1 = 1 ; les termes λ2h + ζ(λ)2h et
λ2h+1 + ζ(λ)2h+1 sont impairs ;
λ2h est pair et λ2h+1 est impair ; dans ce cas ζ(λ)2h+1 = 0 mais λ2h appartient a`
un intervalle ∆ tel que jmax(∆) = 2h, donc ζ(λ)2h = −1 ; les termes λ2h + ζ(λ)2h et
λ2h+1 + ζ(λ)2h+1 sont impairs ;
λ2h et λ2h+1 sont pairs et distincts ; dans ce cas, λ2h appartient a` un intervalle ∆ tel
que jmax(∆) = 2h et λ2h+1 appartient a` l’intervalle suivant ∆
′ tel que jmin(∆
′) = 2h+1 ;
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on a ζ(λ)2h = −1 et ζ(λ)2h+1 = 1 ; les termes λ2h + ζ(λ)2h et λ2h+1 + ζ(λ)2h+1 sont
impairs ;
λ2h et λ2h+1 sont pairs et e´gaux ; dans ce cas, λ2h = λ2h+1 appartient a` un intervalle
∆ tel que jmin(∆) < 2h < 2h + 1 < jmax(∆) et ζ(λ)2h = ζ(λ)2h+1 = 0 ; les termes
λ2h + ζ(λ)2h et λ2h+1 + ζ(λ)2h+1 sont pairs et e´gaux.
Cela montre d’abord que les termes pairs de la partition λ + ζ(λ) interviennent par
paires, donc sont de multiplicite´ paire, c’est-a`-dire que λ + ζ(λ) est orthogonale. Cela
montre ensuite que deux termes λ2h+ ζ(λ)2h et λ2h+1+ ζ(λ)2h+1 sont de la meˆme parite´.
Donc λ+ ζ(λ) est spe´ciale.
Pour k ≥ 1, on voit que Sk(ζ(λ)) vaut 1 s’il existe ∆ ∈ Int(λ) tel que jmin(∆) ≤ k <
jmax(∆) et vaut 0 sinon. Ecrivons λ = (λ1 ≥ ... ≥ λl > 0). Alors λ∪{1} = (λ1, ..., λl, 1, 0).
Si k ≤ l, on a
Sk(λ+ ζ(λ)) = Sk(λ) + Sk(ζ(λ)) ≥ Sk(λ) = Sk(λ ∪ {1}).
Si k ≥ l + 1, on a k ≥ jmin(∆min) et Sk(ζ(λ)) = 1. Le meˆme calcul conduit a` l’e´galite´
Sk(λ+ ζ(λ)) = Sk(λ ∪ {1}).
Donc λ+ ζ(λ) ≥ λ ∪ {1}.
Soit maintenant ν une partition orthogonale spe´ciale de 2n+1 telle que ν ≥ λ∪{1}.
Soit k ≥ 1. On a Sk(ν) ≥ Sk(λ ∪ {1}) ≥ Sk(λ). Supposons que Sk(ν) < Sk(λ + ζ(λ)).
Alors Sk(ν) = Sk(λ) et Sk(ζ(λ)) = 1. Donc il existe un intervalle ∆ tel que jmin(∆) ≤ k <
jmax(∆). On ve´rifie alors que Sk(λ) est pair. Supposons de plus k impair. Alors Sk(ν) est
impair parce que ν est spe´ciale. L’e´galite´ Sk(ν) = Sk(λ) est contradictoire. Cela de´montre
que, pour k impair, Sk(ν) ≥ Sk(λ + ζ(λ)). Supposons maintenant que k est pair. Les
ine´galite´s jmin(∆) ≤ k < jmax(∆) et le fait que jmin(∆) est impair tandis que jmax(∆) est
pair ou infini entraˆınent que jmin(∆) ≤ k − 1 < jmax(∆) et jmin(∆) < k + 1 < jmax(∆).
D’apre`s ce que l’on vient de de´montrer, on a Sk−1(ν) ≥ Sk−1(λ + ζ(λ)) = Sk−1(λ) + 1.
Avec l’e´galite´ Sk(ν) = Sk(λ), cela entraˆıne νk < λk. D’autre part, λk et λk+1 sont
dans un meˆme intervalle. L’entier k e´tant pair, cela entraˆıne λk+1 = λk, donc νk+1 ≤
νk < λk = λk+1. Avec l’e´galite´ Sk(ν) = Sk(λ), cela entraˆıne Sk+1(ν) < Sk+1(λ), ce
qui contredit l’hypothe`se ν ≥ λ ∪ {1}. Cette contradiction de´montre encore l’ine´galite´
Sk(ν) ≥ Sk(λ+ ζ(λ)). Celle-ci est donc vraie pour tout k, d’ou` ν ≥ λ+ ζ(λ).
On a donc prouve´ que λ + ζ(λ) e´tait la plus petite partition orthogonale spe´ciale ν
de 2n+ 1 telle que ν ≥ λ ∪ {1}. Le lemme re´sulte alors de (1). 
1.7 Dualite´, cas orthogonal pair
Soit n ∈ N. Notons Sspn,0 l’ensemble des symboles spe´ciaux de rang n et de de´faut pair
(ce de´faut est alors 0). On dispose d’une bijection
Porth,sp(2n) → Sspn,0
λ 7→ symb(ρλ,1)
et d’une involution d de Sspn,0. On en de´duit une involution d : P
orth,sp(2n)→ Porth,sp(2n)
de´finie par la formule symb(ρd(λ),1) = d ◦ symb(ρλ,1).
Soit λ ∈ Porth,sp(2n). On ve´rifie qu’il y a une unique bijection de´croissante de Int(λ)
sur Int(d(λ)). Notons ∆1 > ... > ∆r les intervalles de λ et ∆
′
1 > ... > ∆
′
r ceux de
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d(λ). On a dit que l’involution d des symboles e´changeait les familles de symb(ρλ,1) et
de symb(ρd(λ),1). D’autre part, ces familles sont parame´tre´es par des sous-ensembles de
(Z/2Z)Int(λ)×(Z/2Z)Int(λ), resp. (Z/2Z)Int(d(λ))×(Z/2Z)Int(d(λ)). Soit (X, Y ) un symbole
dans la famille de symb(ρλ,1), notons (τ, δ) = fam(X, Y ) et (τ
′, δ′) = fam◦d(X, Y ). On
ve´rifie les e´galite´s suivantes, pour tout h = 1, ..., r :
δ′(∆h) = δ(∆r−h),
avec la convention δ(∆0) = 0 ;
si le de´faut de (X, Y ) est strictement positif,
τ ′(∆h) = τ(∆r+1−h);
si ce de´faut est nul,
τ ′(∆h) = τ(∆r+1−h)− τ(∆1).
En particulier cette application e´change l’ensemble des (τ, δ) tels que δ = 0 et celui
des (τ ′, δ′) tels que δ′ = 0.
On a de´fini l’application sp : Porth(2n)→ Porth,sp(2n). On e´tend l’involution d en une
application encore note´e d : Porth(2n)→ Porth,sp(2n) par la formule d(λ) = d ◦ sp(λ). Il
est connu que cette application est de´croissante : pour λ, λ′ ∈ Porth(2n), λ ≤ λ′ entraˆıne
d(λ′) ≤ d(λ).
Soit λ ∈ Porth(2n). On ve´rifie que d(λ) est la plus grande partition µ ∈ Porth(2n)
telle que µ ≤ tλ, cf. [9] paragraphe 7.
Soit λ ∈ Porth,sp(2n). On a de´fini l’ensemble Int(λ). Soit ∆ ∈ Int(λ). On note J(∆)
l’ensemble des indices j ≥ 1 tels que λj ∈ ∆. On note jmin(∆), resp. jmax(∆), le plus
petit, resp. grand, e´le´ment de J(∆). Le nombre jmin(∆), resp. jmax(∆), est impair, resp.
pair. On de´finit une suite de nombres ζ(λ) = (ζ(λ)1, ζ(λ)2, ...) par
ζ(λ)j =


1, si il existe ∆ ∈ Int(λ) tel que j = jmin(∆),
−1, si il existe ∆ ∈ Int(λ) tel que j = jmax(∆),
0, dans les autres cas.
Lemme. Soit λ ∈ Porth,sp(2n). On a l’e´galite´ td(λ) = λ+ ζ(λ).
La preuve est similaire a` celle du lemme pre´ce´dent.
1.8 Dualite´ et induction
Conside´rons une famille n = (n1, ..., nt, n0) d’entiers positifs ou nuls. Posons n =∑
j=0,...,t nj . Posons
Porth(n) = P(n1)× ...×P(nt)×P
orth(2n0 + 1)
et
Psymp(n) = P(n1)× ...×P(nt)×P
symp(2n0).
On de´finit une ope´ration d’induction
Porth(n) → Porth(2n+ 1),
λ = (λ1, ..., λt, λ0) 7→ ind(λ)
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de la fac¸on suivante : ind(λ) est la plus grande partition orthogonale λ telle que
λ ≤ (λ1 + λ1) + ... + (λt + λt) + λ0.
L’ensemble Porth(n) e´tant le produit d’ensembles ordonne´s, il l’est aussi par l’ordre pro-
duit. On ve´rifie que l’application d’induction est strictement croissante.
On de´finit l’application
cup : Psymp(n)→ Psymp(2n)
par la formule
cup(λ1, ..., λt, λ0) = (λ1 ∪ λ1) ∪ ... ∪ (λt ∪ λt) ∪ λ0.
On de´finit enfin une dualite´ d : Psymp(n)→ Porth(n). C’est le produit des applications
λ 7→ tλ sur chaque facteur P(ni) pour i = 1, ..., t et de la dualite´ d : P
symp(2n0) →
Porth,sp(2n0 + 1) ⊂ Porth(2n0 + 1). On a alors
Lemme. Pour λ = (λ1, ..., λt, λ0) ∈ Psymp(n), on a l’e´galite´ d ◦ cup(λ) = ind ◦ d(λ).
Cf. [2] corollaire A.4.
1.9 Induction endoscopique
Soient n1, n2 ∈ N, posons n = n1+n2. Soient λ1 ∈ Psymp,sp(2n1) et λ2 ∈ Porth,sp(2n2).
Rappelons la de´finition de l’induite endoscopique ind(λ1, λ2) ∈ Psymp(2n), cf. [14] XI.6.
On note J+ l’ensemble des entiers j ≥ 1 tels que
λ1,j est pair, λ2,j est impair et il existe ∆ ∈ Int(λ1)∪Int(λ2) de sorte que j = jmin(∆)
(cela entraˆıne que j est impair).
On note J− l’ensemble des entiers j ≥ 1 tels que
λ1,j est pair, λ2,j est impair et il existe ∆ ∈ Int(λ1)∪Int(λ2) de sorte que j = jmax(∆)
(cela entraˆıne que j est pair).
On ve´rifie que J+ et J− ont meˆme nombre d’e´le´ments et que, si on note leurs e´le´ments
j+1 < ... < j
+
r et j
−
1 < ... < j
−
r , on a
j+1 < j
−
1 < j
+
2 < j
−
2 < ... < j
+
r < j
−
r .
On note ξ = (ξ1, ξ2, ...) la famille de´finie par ξj = 1 si j ∈ J+, ξj = −1 si j ∈ J− et
ξj = 0 pour j ≥ 1 tel que j 6∈ J+ ∪ J−. Alors ind(λ1, λ2) = λ1 + λ2 + ξ.
Proposition. On a l’ine´galite´ d(λ1) ∪ d(λ2) ≤ d(ind(λ1, λ2)).
Preuve. Les deux membres de l’ine´galite´ a` prouver sont des partitions de 2n + 1.
Les partitions d(λ1) et d(λ2) sont orthogonales, leur re´union l’est aussi. D’apre`s la ca-
racte´risation de d(ind(λ1, λ2)) donne´e en 1.6, il suffit de prouver l’ine´galite´
d(λ1) ∪ d(λ2) ≤
t(ind(λ1, λ2) ∪ {1}),
ou encore
td(λ1) +
td(λ2) ≥ ind(λ1, λ2) ∪ {1},
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ou encore, d’apre`s les lemmes 1.6 et 1.7 et la de´finition ci-dessus
λ1 + ζ(λ1) + λ2 + ζ(λ2) ≥ (λ1 + λ2 + ξ) ∪ {1}.
Cette ine´galite´ se traduit par les ine´galite´s suivantes, pour tout k ≥ 1 :
(1) Sk(ζ(λ1)) + Sk(ζ(λ2)) ≥ Sk(ξ), si k ≤ l(ind(λ1, λ2)) ;
(2) Sk(ζ(λ1)) + Sk(ζ(λ2)) ≥ Sk(ξ) + 1, si k > l(ind(λ1, λ2)).
Les entiers Sk(ζ(λ1)), Sk(ζ(λ2)) et Sk(ξ) valent toujours 0 ou 1. L’ine´galite´ (1) est
donc ve´rifie´e si Sk(ξ) = 0. Supposons Sk(ξ) = 1. Avec les notations introduites plus haut,
il existe alors s ∈ {1, ..., r} tel que j+s ≤ k < j
−
s . L’entier λ1,j−s est pair et l’entier λ2,j−s est
impair. Il existe donc ∆1 ∈ Int(λ1) et ∆2 ∈ Int(λ2) tels que λ1,j−s ∈ ∆1 et λ2,j−s ∈ ∆2.
Posons u = max(jmin(∆1), jmin(∆2)). Alors λ1,u ∈ ∆1 est pair et λ2,u ∈ ∆2 est impair.
En appliquant la de´finition de J+, on voit que u ∈ J+. On a aussi u ≤ j−s , donc u ≤ j
+
s .
On a alors jmin(∆2) ≤ u ≤ j
+
s ≤ k < j
−
s ≤ jmax(∆2) et jmin(∆1) ≤ u ≤ j
+
s ≤ k < j
−
s ≤
jmax(∆1). Ces ine´galite´s entraˆınent ζ(λ1)k = ζ(λ2)k = 1. On a alors l’e´galite´
Sk(ζ(λ)1) + Sk(ζ(λ2)) = 2 = Sk(ξ) + 1,
qui est plus forte que (1). Cela prouve cette ine´galite´ (1).
Supposons k > l(ind(λ1, λ2)). Si Sk(ξ) = 1, on vient de voir que l’ine´galite´ (2) est
ve´rifie´e (et que c’est une e´galite´). On peut donc supposer Sk(ξ) = 0 et il suffit de montrer
que Sk(ζ(λ1)) = 1. Puisque k > l(ind(λ1, λ2)), on a λ1,k + λ2,k + ξk = 0. Si ξk 6= −1, cela
force λ1,k = 0. Si ξk = −1, alors d’une part λ1,k ≤ 1, d’autre part k ∈ J−. Donc λ1,k est
pair et on a encore λ1,k = 0. Donc k ∈ J(∆1,min), ou` ∆1,min est le plus petit e´le´ment de
Int(λ1). Cela entraˆıne Sk(ζ(λ1)) = 1, ce qui ache`ve la de´monstration. 
1.10 Intervalles relatifs, induction endoscopique re´gulie`re
On conserve les donne´es n1, n2, λ1 et λ2. On pose λ = ind(λ1, λ2).
On a de´fini en [14] XI.11 un ensemble d’intervalles de λ. La terminologie est mal
choisie car il se peut que λ soit spe´ciale et que cet ensemble ne soit pas celui de´fini en 1.3
ci-dessus. Nous appellerons ici intervalles relatifs (a` λ1 et λ2) ces nouveaux intervalles.
Rappelons leur de´finition. On pose
J = {jmin(∆);∆ ∈ Int(λ1) ∪ Int(λ2)} ∪ {jmax(∆);∆ ∈ Int(λ1) ∪ Int(λ2)};
J + = {jmin(∆);∆ ∈ Int(λ1)} ∩ {jmin(∆);∆ ∈ Int(λ2)};
J − = {jmax(∆);∆ ∈ Int(λ1)} ∩ {jmax(∆);∆ ∈ Int(λ2)}.
Remarquons que J contient ∞ qui est jmax(∆) pour le plus petit ∆ ∈ Int(λ1). Ap-
pelons intervalle relatif d’indices tout intervalle d’entiers {j, ..., j′} (avec e´ventuellement
j′ =∞) ve´rifiant l’une des conditions suivantes :
(1) j = j′ ∈ J + ∪ J − ;
(2) j < j′, j et j′ sont deux termes conse´cutifs de J et il existe un unique d ∈ {1, 2}
et un unique ∆d ∈ Int(λd) de sorte que jmin(∆d) ≤ j < j′ ≤ jmax(∆d).
Pour tout tel intervalle relatif d’indices J = {j, ..., j′}, on pose D(J) = {λj′′; j ≤ j′′ ≤
j′}. On appelle intervalle relatif un tel ensemble D(J). Inversement, pour un intervalle
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relatif D, on note J(D) l’intervalle relatif d’indices J dont il provient et on note jmin(D),
resp. jmax(D), le plus petit, resp. grand, terme de J(D). On note Intλ1,λ2(λ) l’ensemble
de ces intervalles relatifs. On montre que cet ensemble d’intervalles relatifs forme une
partition de Jordbp(λ) ∪ {0}.
On dit que λ1 et λ2 induisent re´gulie`rement λ si et seulement si tout intervalle re-
latif est re´duit a` un e´le´ment. Autrement dit, Intλ1,λ2(λ) est la partition maximale de
Jordbp(λ) ∪ {0}.
Supposons que λ1 et λ2 induisent re´gulie`rement λ. On de´finit alors une fonction
τλ1,λ2 : Jordbp(λ) → Z/2Z de la fac¸on suivante. Soit i ∈ Jordbp(λ). L’ensemble {i} est
un intervalle relatif. Remarquons que multλ(i) = 1 si et seulement J({i}) n’a qu’un
e´le´ment, autrement dit J({i}) est du type (1). Si multλ(i) = 1, on pose τλ1,λ2(i) = 0.
Si multλ(i) ≥ 2, J({i}) est du type (2) et on note d(i) ∈ {1, 2} l’indice tel qu’il existe
∆d(i) ∈ Int(λi) de sorte que J({i}) ⊂ {jmin(∆d(i)), ..., jmax(∆d(i))}. On pose τλ1,λ2(i) =
d(i) + 1 mod 2Z.
1.11 Une proposition d’existence
Soient n ∈ N et λ ∈ Psymp(2n). On se limite ici au cas ou` tous les termes de λ sont
pairs. En particulier, λ est spe´ciale. Fixons une fonction τ : Jordbp(λ)→ Z/2Z telle que
τ(i) = 0 pour tout i ∈ Jordbp(λ) tel que multλ(i) = 1.
Proposition. Soient λ et τ comme ci-dessus. Il existe n1, n2 ∈ N tels que n1 + n2 = n
et il existe λ1 ∈ Psymp,sp(2n1) et λ2 ∈ Porth,sp(2n2) tels que
(a) λ1 et λ2 induisent re´gulie`rement λ ;
(b) d(λ1) ∪ d(λ2) = d(λ) ;
(c) τλ1,λ2 = τ .
Preuve. Notons J+ l’ensemble des j ≥ 1 tels que j soit impair et λj > λj+1. Notons
J− l’ensemble des j ≥ 2 tels que j soit pair et λj−1 > λj . Les ensembles J+ et J− sont
disjoints et leur re´union est e´gale a` la re´union des couples {2k − 1, 2k}, pour k ≥ 1, tels
que λ2k−1 > λ2k. On note x = (x1, x2, ...) la suite telle que xj = 1 si j ∈ J+, xj = −1 si
j ∈ J− et xj = 0 si j 6∈ J+ ∪ J−.
On prolonge la fonction τ a` Jordbp(λ)∪{0} en posant τ(0) = 0. Soit d ∈ {1, 2}. Pour
j ≥ 1, disons que j et j + 1 sont d-lie´s si et seulement s’ils ve´rifient l’une des conditions
suivantes :
(1) λj = λj+1 et τ(λj) = d+ 1 (on veut dire par la` τ(λj) ≡ d+ 1 mod 2Z) ;
(2) j est impair et λj > λj+1.
Pour deux entiers 1 ≤ j ≤ j′, disons qu’ils sont d-lie´s si et seulement si k et k+1 sont
d-lie´s pour tout k = j, ..., j′−1. C’est une relation d’e´quivalence. On note Intd l’ensemble
des classes d’e´quivalence dont le nombre d’e´le´ments est au moins 2. Pour I ∈ Intd, on
note jmin(I), resp. jmax(I), le plus petit, resp. plus grand, e´le´ment de I (e´ventuellement
jmax(I) =∞). Montrons que
(3) l’ensemble Intd est fini ; il contient un e´le´ment infini si et seulement si d = 1 ;
(4) pour I ∈ Intd, jmin(I) est impair et jmax(I) est pair ou infini ;
(5) pour tout k ≥ 1, il existe au moins un d ∈ {1, 2} et un I ∈ Intd tel que
{2k − 1, 2k} ⊂ Id ; les deux e´le´ments de {1, 2} ve´rifient cette condition si et seulement
si 2k − 1 ∈ J+ (ce qui e´quivaut a` 2k ∈ J−).
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(6) pour tout k ≥ 1, il existe au plus un d ∈ {1, 2} et un I ∈ Intd tel que {2k, 2k+1} ⊂
Id ;
(7) pour tout j ≥ 1, il existe au moins un d ∈ {1, 2} et un I ∈ Intd tel que j ∈ Id ;
les deux e´le´ments de {1, 2} ve´rifient cette condition si et seulement si j ∈ J+ ∪ J−.
Pour j ≥ l(λ) + 1, on a λj = λj+1 = 0 et, puisque τ(0) = 0, j et j + 1 sont 1-lie´s
mais pas 2-lie´s. Donc {l(λ) + 1, ...,∞} est contenu dans une classe infinie I1,min ∈ Int1
tandis que, pour j ≥ l(λ) + 2, {j} forme une classe pour la 2-e´quivalence donc n’est pas
contenu dans un e´le´ment de Int2. Cela prouve (3).
Soit I ∈ Intd, posons j = jmin(I). Montrons que j est impair. Puisque I a au moins
deux e´le´ments, j et j + 1 sont d-lie´s. Si la condition (2) est ve´rifie´e, j est impair et on a
termine´. Si (1) est ve´rifie´e, on a τ(λj) = d + 1. Si j = 1, j est impair et on a termine´.
Sinon, puisque j est l’e´le´ment minimal de I, j− 1 et j ne sont pas d-lie´s. Alors le couple
(j − 1, j) ne ve´rifie pas (2). Donc j − 1 est pair ou λj−1 = λj. Dans le premier cas, j
est impair et on a termine´. Dans le deuxie`me cas, on a τ(λj−1) = τ(λj) = d + 1 mais
alors (j − 1, j) ve´rifie (1) et j − 1 et j sont d-lie´s, ce qui n’est pas le cas. Cela de´montre
l’assertion. Un raisonnement similaire prouve que jmax(I) est pair s’il n’est pas infini.
D’ou` (4).
Soit k ≥ 1. Pour d = 1, 2, dire qu’il existe I ∈ Intd tel que {2k− 1, 2k} ⊂ I e´quivaut
a` ce que 2k− 1 et 2k soient d-lie´s. Si λ2k−1 > λ2k, 2k− 1 et 2k ve´rifient (2) et sont d-lie´s
pour les deux e´le´ments d = 1, 2. Mais on a aussi 2k−1 ∈ J+ et l’assertion (5) est ve´rifie´e
dans ce cas. Si λ2k−1 = λ2k, (2) n’est pas ve´rifie´e. Alors 2k − 1 et 2k sont d-lie´s pour
l’unique e´le´ment d = τ(λ2k−1) + 1. On a aussi 2k − 1 6∈ J
+ et (5) est encore ve´rifie´e.
Soient k ≥ 1 et d = 1, 2. Le couple (2k, 2k + 1) ne ve´rifie pas la condition (2). Si
2k, 2k+1 sont d-lie´s, la condition (1) est satisfaite. Donc d = τ(λ2k) + 1 est uniquement
de´termine´. D’ou` (6).
Soit j ≥ 1. Posons k = [(j + 1)/2]. On a j ∈ {2k − 1, 2k}. Soit d = 1, 2 et I ∈ Intd.
D’apre`s (4), les conditions j ∈ I et {2k − 1, 2k} ⊂ I sont e´quivalentes. Alors (7) re´sulte
de (5).
Pour d = 1, 2, de´finissons une fonction pd : N − {0} → Z/2Z : pd(j) = 1 s’il existe
I ∈ Intd tel que j ∈ I, pd(j) = 0 sinon. La relation (4) entraˆıne
pd(j) = pd(j + 1) si j est impair.
La de´finition de x et l’assertion (7) entraˆınent l’e´galite´
(8) xj ≡ p1(j) + p2(j) + 1 mod 2Z.
On va montrer qu’il existe des suites d’entiers positifs ou nuls λ1 et λ2 ve´rifiant les
conditions suivantes, pour j ≥ 1 :
(9) pour j ≥ 1, λ1,j + λ2,j + xj = λj ;
(10) pour j ≥ 1 et d = 1, 2, λd,j ≡ d+ pd(j) mod 2Z ;
(11) pour j ≥ 1 et d = 1, 2, on a
(a) λd,j = λd,j+1 si j est pair, pd(j) = 1 et il n’existe pas de I ∈ Intd tel que
j = jmax(I) ou si j est impair et pd(j) = 0 ;
(b) λd,j > λd,j+1 si j est pair et il existe I ∈ Intd tel que j = jmax(I) ;
(c) λd,j ≥ λd,j+1 si j est impair et pd(j) = 1 ou si j est pair et pd(j) = 0.
On raisonne par re´currence descendante sur j. Pour j ≥ l(λ) + 2, on pose λ1,j =
λ2,j = 0. On a vu dans la preuve de (3) que j e´tait contenu dans I1,min et n’e´tait contenu
dans aucun e´le´ment de Int2. On a aussi j 6∈ J+ ∪J− donc xj = 0. On voit que toutes nos
conditions sont ve´rifie´es.
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On fixe j et on suppose que l’on a fixe´ des termes λ1,j′ et λ2,j′ pour j
′ > j de
sorte que les conditions soient ve´rifie´es pour ces j′. Pour d = 1, 2, soit ed ∈ N, posons
λd,j = λd,j+1 + ed. Traduisons les conditions ci-dessus en termes des entiers e1 et e2. La
condition (9) e´tant ve´rifie´e pour j + 1, on voit que cette condition pour j e´quivaut a`
(12) e1 + e2 = λj − λj+1 + xj+1 − xj.
La condition (10) e´tant ve´rifie´e pour j + 1, cette condition pour j e´quivaut a`
(13) ed ≡ pd(j) + pd(j + 1) mod 2Z.
Remarquons que, si (12) est ve´rifie´e et si (13) l’est pour un d ∈ {1, 2}, cette condition
(13) est aussi ve´rifie´e pour l’autre e´le´ment de {1, 2} : cela re´sulte de la parite´ de λj et
de λj+1 et de la relation (8). La condition (11) se traduit par les conditions ed = 0 dans
le cas (a), ed > 0 dans le cas (b) et ed ≥ 0 dans le cas (c). Remarquons que, dans le cas
(a), la condition ed = 0 est compatible avec (13), autrement dit on a pd(j) + pd(j +1) ≡
0 mod 2Z. En effet, si j est impair, on a toujours pd(j) = pd(j + 1). Si j est pair, la
condition de (11)(a) est d’une part que pd(j) = 1 donc il existe I ∈ Intd tel que j ∈ I,
d’autre part que j n’est pas l’e´le´ment maximal de I. Donc j+1 ∈ I et pd(j+1) = pd(j).
Supposons la condition (11)(a) ve´rifie´e pour au moins un d = 1, 2, disons pour d = 1
pour fixer la notation. On n’a pas le choix pour e1 : on pose e1 = 0. Comme on vient de
le dire, la condition (13) est ve´rifie´e pour d = 1. La condition (12) ne laisse plus le choix
pour e2 : on pose e2 = λj − λj+1 + xj+1 − xj. Puisque (12) est ve´rifie´e et aussi (13) pour
d = 1, (13) est aussi ve´rifie´e pour d = 2. Il reste a` ve´rifier que e2 ve´rifie les conditions
re´sultant de (11). Supposons d’abord j pair. L’hypothe`se que (11)(a) est ve´rifie´e pour
d = 1 signifie, comme on l’a vu ci-dessus, qu’il existe I1 ∈ Int1 tel que {j, j + 1} ⊂ I1.
D’apre`s (6), cette condition ne peut pas eˆtre re´alise´e pour d = 2. Donc (11)(a) n’est pas
ve´rifie´e pour d = 2. Si (11)(c) est ve´rifie´e pour d = 2, on doit seulement voir que e2 ≥ 0.
Or, puisque j est pair, on a −xj ≥ 0 et xj+1 ≥ 0, donc λj−λj+1+ xj+1− xj ≥ 0 comme on
le voulait. Si (11)(b) est ve´rifie´e pour d = 2, on doit montrer que e2 > 0. On a p1(j) = 1
d’apre`s (11)(a) pour d = 1 et p2(j) = 1 d’apre`s (11)(b) pour d = 2. Alors j ∈ J
− d’apre`s
(7) et −xj = 1. Donc λj−λj+1+xj+1−xj > 0 comme on le voulait. Supposons maintenant
j impair. L’hypothe`se que (11)(a) est ve´rifie´e pour d = 1 signifie que p1(j) = 0. D’apre`s
(7), on a p2(j) = 1 et j 6∈ J+, donc aussi j + 1 6∈ J−. Ces deux dernie`res relations
entraˆınent xj = xj+1 = 0 et e2 = λj − λj+1. La relation p2(j) = 1 entraˆıne que (11)(c) est
ve´rifie´e pour d = 2 et que l’on doit seulement prouver que e2 ≥ 0, ce qui est clair d’apre`s
la formule pre´ce´dente.
Supposons maintenant que (11)(a) n’est ve´rifie´e ni pour d = 1, ni pour d = 2.
Supposons la condition (11)(b) ve´rifie´e pour au moins un d = 1, 2, disons pour d = 1.
Cela entraˆıne que j est pair. Choisissons pour e1 le plus petit entier strictement positif
ve´rifiant la condition (13). On a e1 = 1 ou 2. Posons e2 = λj − λj+1 + xj+1 − xj − e1.
Comme ci-dessus, on doit montrer que e2 ve´rifie les conditions re´sultant de (11). On a
suppose´ que (11)(a) n’e´tait pas ve´rifie´e pour d = 2. Supposons que (11)(c) soit ve´rifie´e
pour d = 2. Il faut voir que e2 ≥ 0. D’apre`s (11)(b) pour d = 1, il existe I1 ∈ Int1
tel que j = jmax(I1). Donc j et j + 1 ne sont pas 1-lie´s. D’apre`s (11)(c) pour d = 2 et
parce que j est pair, on a p2(j) = 0 donc j et j + 1 ne sont pas 2 lie´s. Si λj = λj+1 la
condition (1) est ve´rifie´e pour un d donc j et j+1 sont d-lie´s pour ce d. Puisque ce n’est
pas le cas, on a λj 6= λj+1, donc λj ≥ λj+1 + 2, puisque les termes de λ sont pairs. Le
meˆme calcul que plus haut conduit a` l’ine´galite´ cherche´e e2 ≥ 0. Supposons maintenant
(11)(b) ve´rifie´e pour d = 2. On doit prouver e2 > 0. On vient de montrer que j et j + 1
n’e´taient pas 1-lie´s. Pour la meˆme raison, ils ne sont pas 2-lie´s et cela entraˆıne encore
λj ≥ λj+1 + 2. Les conditions (11)(b) pour d = 1, 2 entraˆınent que p1(j) = p2(j) = 1,
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donc j ∈ J− d’apre`s (7). Alors −xj = 1 et on voit que e2 > 0.
Il reste le cas ou` (11)(c) est ve´rifie´e pour d = 1, 2. Puisque pd(j) = 1 pour au moins
un d, cette hypothe`se entraˆıne que j est impair et p1(j) = p2(j) = 1. Donc j ∈ J+, puis
j+1 ∈ J−. Ces relations entraˆınent que xj = 1 et xj+1 = −1 et aussi que λj > λj+1, donc
λj ≥ λj+1 + 2. Puisque j est impair, on a p1(j + 1) = p1(j) = 1. La condition (13) pour
d = 1 signifie que e1 doit eˆtre pair. Choisissons e1 = 0, qui ve´rifie la condition re´sultant
de (11)(c) pour d = 1. Posons e2 = λj−λj+1+ xj+1−xj−e1 = λj−λj+1−2. On a e2 ≥ 0,
ce qui ve´rifie la condition re´sultant de (11)(c) pour d = 2. Cela de´montre l’existence de
nos suites λ1 et λ2.
Fixons donc de telles suites λ1 et λ2. La condition (11) entraˆıne que ce sont des
partitions, c’est-a`-dire qu’elles sont de´croissantes. Montrons que
(14) il existe des entiers n1, n2 tels que n1+n2 = n, que λ1 appartienne a` P
symp,sp(2n1)
et que λ2 appartienne a` Porth,sp(2n2).
On voit qu’il s’agit de prouver que, pour d = 1, 2 et k ≥ 1, les termes λd,2k−1 et
λd,2k sont de meˆme parite´ et que, quand cette parite´ est celle de d, on a λd,2k−1 = λd,2k.
La premie`re proprie´te´ re´sulte de (10) et de l’e´galite´ pd(2k − 1) = pd(2k). Si la parite´ de
λd,2k−1 est celle de d, cette meˆme relation (10) entraˆıne pd(2k−1) = 0. Mais alors (11)(a)
est ve´rifie´e pour 2k − 1, d’ou` λd,2k−1 = λd,2k. D’ou` (14).
Graˆce a` cette relation, on peut de´finir les ensembles d’intervalles Int(λ1) et Int(λ2)
et, comme en 1.9, les ensembles J+ et J− et la fonction ξ. Montrons que
(15) {J(∆);∆ ∈ Int(λ1)} = Int1, {J(∆);∆ ∈ Int(λ2)} = Int2, J+ = J+, J− = J−,
ξ = x.
Soit d = 1, 2. La re´union des J(∆) quand ∆ parcourt Int(λd) est l’ensemble des
j ≥ 1 tels que λd,j ≡ d + 1 mod 2Z. En vertu de (10), c’est l’ensemble des j ≥ 1
tels que pd(j) = 1, autrement dit c’est la re´union des e´le´ments de Intd. On a donc un
meˆme ensemble d’indices de´coupe´ de deux fac¸ons en intervalles disjoints : les J(∆) pour
∆ ∈ Int(λd) ou les I ∈ Intd. Pour prouver que ces de´coupages sont les meˆmes, il suffit
de prouver que les e´le´ments maximaux de ces intervalles sont les meˆmes, c’est-a`-dire
{jmax(∆);∆ ∈ Int(λd)} = {jmax(I); I ∈ Intd}.
Comme on l’a vu en (3), l’infini intervient dans les deux ensembles si d = 1 et n’y
intervient pas si d = 2. Soit j ≥ 1. Par de´finition de Int(λd), j appartient a` l’ensemble
de gauche ci-dessus si et seulement si j est pair, λd,j ≡ d+1 mod 2Z et λd,j > λd,j+1. On
vient de voir que la congruence est e´quivalente a` pd(j) = 1. Les relations (11) entraˆınent
alors que ces conditions e´quivalent a` ce que j soit de la forme jmax(I) pour un I ∈ Intd.
Cela de´montre les deux premie`res e´galite´s de (15). Soit j ∈ J+. Alors j est impair λ1,j
et λ2,j sont ”de bonne parite´”, d’ou`, comme on l’a vu, pd(j) = 1 pour d = 1, 2. Alors
j ∈ J+ d’apre`s (7) et l’imparite´ de j. Inversement, soit j ∈ J+. Alors j est impair
et, en inversant le raisonnement pre´ce´dent, λ1,j et λ2,j sont de bonne parite´. Il existe
∆1 ∈ Int(λ1) et ∆2 ∈ Int(λ2) tels que j ∈ J(∆1) ∩ J(∆2). Si j = 1, on a e´videmment
j = jmin(∆1) = jmin(∆2) et j ∈ J+. Si j > 1, l’assertion (6) implique qu’il existe d tel
que j−1 n’appartienne pas a` Id, ou` Id = J(∆d). Alors j = jmin(Id) pour ce d, ou encore
j = jmin(∆d). Par de´finition de l’ensemble J
+, on a alors j ∈ J+. Cela prouve l’e´galite´
J+ = J+ et l’e´galite´ J− = J− se de´montre de meˆme. Ces e´galite´s et les de´finitions de ξ
et x entraˆınent la dernie`re e´galite´ de (15).
L’e´galite´ ξ = x et la relation (9) entraˆınent l’e´galite´ Ind(λ1, λ2) = λ. Montrons que
(16) λ1 et λ2 induisent re´gulie`rement λ.
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Cela signifie que tout intervalle relatif est re´duit a` un seul e´le´ment. Soit D un tel
intervalle relatif. Evidemment, si J(D) est re´duit a` un seul e´le´ment, D aussi. Supposons
que J(D) a au moins deux e´le´ments. Il ve´rifie la relation (2) de 1.10. Pour fixer la
notation, supposons que l’entier d qui figure dans cette relation soit 1. Il existe donc
I1 ∈ Int1 tel que J(D) ⊂ I1. Conside´rons deux e´le´ments conse´cutifs j, j + 1 ∈ J(D).
Supposons qu’il existe I2 ∈ Int2 tel que {j, j+1} ⊂ I2. On a jmin(I2) < j+1 ≤ jmax(D).
Puisque les termes jmin(D) et jmax(D) sont par de´finition des e´le´ments conse´cutifs de
J , cela entraˆıne jmin(I2) ≤ jmin(D). De meˆme jmax(D) ≤ jmax(I2). Alors J(D) ⊂ I2
ce qui est exclu par 1.10(2). Cela de´montre que, pour deux elements j, j + 1 ∈ J(D), il
n’existe pas de I2 ∈ Int2 tel que {j, j + 1} ⊂ I2. Donc j et j + 1 sont 1-lie´s mais pas
2-lie´s. En se reportant aux relations (1) et (2) qui de´finissent la liaison, on voit que, si j
est impair, le fait que j et j+1 ne sont pas 2-lie´s entraˆıne que λj = λj+1, tandis que, si j
est pair, le fait que j et j+1 sont 1-lie´s entraˆıne la meˆme e´galite´. Cette e´galite´ pour tout
couple j, j + 1 ∈ J(D) entraˆıne que λj est constant pour j ∈ J(D), ce que l’on voulait
de´montrer.
Montrons que
(17) τλ1,λ2 = τ .
Soit i ∈ Jordbp(λ). Simultλ(i) = 1, on a τλ1,λ2(i) = τ(i) = 0 par de´finition. Supposons
multλ(i) ≥ 2. Comme ci-dessus, il existe un unique d = 1, 2 et un unique Id ∈ Intd tel
que J({i}) ⊂ Id. On a alors τλ1,λ2(i) = d + 1. Conside´rons un couple j, j + 1 ∈ J({i}).
Ils sont d-lie´s et on a λj = λj+1 = i. L’une des relations (1) ou (2) est ve´rifie´e pour d et
ce ne peut eˆtre que (1). Donc τ(i) = d+ 1, d’ou` l’e´galite´ cherche´e τλ1,λ2(i) = τ(i).
Montrons qu’on a l’e´galite´
(18) ζ(λ1) + ζ(λ2) = ζ(λ) + ξ.
Soit j ≥ 1. Supposons j impair. Chacune des quatre fonctions vaut 0 ou 1 en j.
Supposons d’abord ζ(λ1)j = ζ(λ2)j = 1. Alors il existe I1 ∈ Int1 et I2 ∈ Int2 de sorte
que j = jmin(I1) = jmin(I2). D’apre`s (7) et (15), on a j ∈ J
+, d’ou` ξj = 1. Si j = 1, j est
le plus petit indice tel que λj appartienne au plus grand intervalle de λ (il s’agit ici des
intervalles au sens des partitions spe´ciales) donc ζ(λ)j = 1. Si j > 1, l’hypothe`se sur j
implique que j−1 et j ne sont ni 1-lie´s, ni 2-lie´s. Si λj−1 = λj, j−1 et j sont d-lie´s pour
le d tel que τ(λj) = d+1, cf. (1). C’est impossible donc λj−1 > λj . Puisque j est impair,
c’est la condition pour que j soit de la forme j = jmin(∆) pour un ∆ ∈ Int(λ). Donc
ζ(λ)j = 1. L’e´galite´ (18) est ve´rifie´e en j. Supposons maintenant ζ(λ1)j = 1 et ζ(λ2)j = 0
(un raisonnement analogue vaut si on e´change les indices 1 et 2). Il existe I1 ∈ Int1 tel
que j = jmin(I1) mais il n’y a pas de I2 ve´rifiant la meˆme e´galite´. Supposons d’abord
p2(j) = 1. De nouveau, j ∈ J+ et ξj = 1. Puisque p2(j) = 1, le fait que j ne soit pas le
plus petit e´le´ment d’un e´le´ment de Int2 entraˆıne que j ≥ 2 et que j − 1 et j sont 2-lie´s.
Puisque j − 1 est pair, cette condition implique λj−1 = λj. Donc ζ(λ)j = 0 et on obtient
l’e´galite´ cherche´e. Supposons au contraire p2(j) = 0. Alors j 6∈ J+ et ξj = 0. Si j = 1, on
a ζ(λ)j = 1 comme ci-dessus. Sinon, j − 1 et j ne sont pas 1-lie´s (car j = jmin(I1)) et ne
sont pas 2-lie´s (car p2(j) = 0). Comme ci-dessus, cela entraˆıne λj−1 > λj et ζ(λ)j = 1.
D’ou` l’e´galite´ cherche´e. Supposons enfin ζ(λ1)j = ζ(λ2)j = 0. D’apre`s (7), on peut
supposer par exemple p1(j) = 1. Comme ci-dessus, l’hypothe`se ζ(λ1)j = 0 implique alors
j ≥ 2 et j−1 et j sont 1-lie´s. D’ou` λj−1 = λj et τ(λj) = 0. La premie`re relation entraˆıne
ζ(λ)j = 0. La seconde entraˆıne que j − 1 et j ne sont pas 2-lie´s. Si p2(j) = 1, j est de la
forme jmin(I2) et alors ζ(λ)j = 1 contrairement a` l’hypothe`se. Donc p2(j) = 0 et j 6∈ J+.
Donc ξj = 0 et on obtient l’e´galite´ cherche´e. Des calculs similaires valent dans le cas j
pair. Cela prouve (18).
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Cette e´galite´ entraˆıne
λ1 + ζ(λ1) + λ2 + ζ(λ2) = λ1 + λ2 + ξ + ζ(λ) = λ+ ζ(λ).
En utilisant les lemmes 1.6 et 1.7, cette e´galite´ se transforme en
td(λ1) +
td(λ2) =
td(λ),
qui e´quivaut a`
d(λ1) ∪ d(λ2) = d(λ).
Cela ache`ve la de´monstration. 
1.12 Multiplicite´s
Soient n, n′, n′′, n1, n2 ∈ N tels que n = n′ + n′′ = n1 + n2. Soient ρ1 ∈ Wˆn1 et
ρ2 ∈ WˆDn2. A ρ1 est associe´ un symbole (X1, Y1) de rang n1 et de de´faut 1. On note
λ1 la partition symplectique spe´ciale de 2n1 associe´e a` la famille de (X1, Y1) et on pose
(τ1, δ1) = fam(X1, Y1). A ρ2 est associe´ un symbole (X2, Y2) de rang n2 et de de´faut 0.
On note λ2 la partition orthogonale spe´ciale de 2n2 associe´e a` la famille de (X2, Y2) et on
pose (τ2, δ2) = fam(X2, Y2). On de´finit des repre´sentations ρ
+
2 et ρ
−
2 de Wn2 de la fac¸on
suivante. Introduisons le couple (α2, β2) ∈ P2(n2) qui parame`tre ρ2. C’est-a`-dire que, si
α2 6= β2, ρ2 = ρD(α2, β2) ; si α2 = β2, il existe un signe η = ± tel que ρ2 = ρD(α2, α2, η).
Dans ce dernier cas, on pose ρ+2 = ρ
−
2 = ρ(α2, α2). Si α2 6= β2, on sait que l’on peut
permuter α2 et β2. Supposons α2 plus grand que β2 pour l’ordre lexicographique (pour
le plus petit indice j tel que α2,j 6= β2,j , on a α2,j > β2,j). On pose ρ
+
2 = ρ(α2, β2) et
ρ−2 = ρ(β2, α2).
Soient (λ′, ǫ′) ∈ Psymp(2n′), (λ′′, ǫ′′) ∈ Psymp(2n′′). Conside´rons l’hypothe`se
(Hyp) kλ′,ǫ′ = kλ′′,ǫ′′ = 0.
Supposons-la ve´rifie´e. Dans [15] 1.8 et 1.10, on a de´fini des espaces R = ⊕γ∈ΓR(γ),
Rglob ⊂ R et une application line´aire ρι : R → Rglob (ces objets sont relatifs a` l’entier n).
Posons γ = (0, 0, n′, n′′). C’est un e´le´ment de Γ et ρλ′,ǫ′ ⊗ ρλ′′,ǫ′′ s’identifie a` un e´le´ment
de R(γ). On dispose donc de l’e´le´ment ρι(ρλ′,ǫ′ ⊗ ρλ′′,ǫ′′) ∈ R. Remarquons en passant
que l’e´le´ment a de [15] 1.10 vaut (0, 0, 0, 1). Posons θ = (0, 0, n1, n2). C’est aussi un
e´le´ment de Γ et, pour ζ = ±, ρ1⊗ ρ
ζ
2 s’identifie a` un e´le´ment de R(θ). On peut de´finir la
multiplicite´ m(ρ1, ρ
ζ
2; ρλ′,ǫ′, ρλ′′,ǫ′′) de ρ1⊗ ρ
ζ
2 dans ρι(ρλ′,ǫ′ ⊗ ρλ′′,ǫ′′) par la formule usuelle
m(ρ1, ρ
ζ
2; ρλ′,ǫ′, ρλ′′,ǫ′′) = |Wn1|
−1|Wn2 |
−1
∑
w1∈Wn1 ,w2∈Wn2
ρ1(w1)ρ
ζ
2(w2)ρι(ρλ′,ǫ′ ⊗ ρλ′′,ǫ′′)(w1 × w2).
On n’a pas besoin d’introduire des conjugaisons complexes dans cette formule puisqu’on
sait que les repre´sentations irre´ductibles des groupes de type Wn ont des caracte`res re´els.
En re´fle´chissant a` la de´finition de ρι(ρλ′,ǫ′ ⊗ ρλ′′,ǫ′′), on voit que sa restriction a` R(θ)
est une ”vraie” repre´sentation, ce qui entraˆıne que la multiplicite´ ci-dessus est un entier
naturel.
On a de´fini en 1.9 l’induite endoscopique ind(λ1, λ2) ∈ Psymp(2n).
Proposition. On suppose ve´rifie´e l’hypothe`se (Hyp). Soit ζ = ±. Sim(ρ1, ρ
ζ
2; ρλ′,ǫ′, ρλ′′,ǫ′′) 6=
0, alors λ′ ∪ λ′′ ≤ ind(λ1, λ2).
26
Cela re´sulte de [14] proposition XI.28. Le lien entre cette proposition et l’e´nonce´ ci-
dessus n’est pas imme´diat mais il est explique´ dans la preuve de [14] proposition XII.7.
1.13 Multiplicite´s, cas particulier
On conserve les donne´es du paragraphe pre´ce´dent. Posons λ = ind(λ1, λ2). On sup-
pose de plus
λ est a` termes pair ; λ1 et λ2 induisent re´gulie`rement λ ; δ1 = δ2 = 0.
On de´finit des fonctions δ+, δ−, τ+, τ− : Jordbp(λ)→ Z/2Z de la fac¸on suivante, ou` on
utilise les notations des paragraphes 1.9 et 1.10. Soit i ∈ Jordbp(λ). On a {i} ∈ Intλ1,λ2(λ)
puisque λ1 et λ2 induisent re´gulie`rement λ. On pose δ
+(i) = δ−(i) = 0 sauf dans le cas
ou` jmax({i}) ∈ J+. Dans ce cas, il existe d’uniques ∆1 ∈ Int(λ1) et ∆2 ∈ Int(λ2) tels
que jmax({i}) ∈ J(∆1) ∩ J(∆2) et on pose
δ+(i) = τ1(∆1) + τ2(∆2) + 1, δ
−(i) = τ1(∆1) + τ2(∆2).
Si multλ(i) = 1, il existe comme ci-dessus d’uniques ∆1 ∈ Int(λ1) et ∆2 ∈ Int(λ2)
tels que jmax({i}) ∈ J(∆1) ∩ J(∆2) et on pose τ+(i) = τ−(i) = τ1(∆1). Supposons
multλ(i) ≥ 2. Alors il existe un unique d = 1, 2 et un unique ∆d ∈ Int(λd) tels que
J({i}) ⊂ J(∆d). Si d = 1, on pose τ+(i) = τ−(i) = τ1(∆1). Si d = 2, on pose
τ+(i) = τ2(∆2), τ
−(i) = τ2(∆2) + 1.
Si i n’est pas l’e´le´ment maximal de Jordbp(λ), on note i
+ le plus petit e´le´ment de
Jordbp(λ) strictement supe´rieur a` i. Si i est l’e´le´ment maximal, on pose par convention
δ+(i+) = δ−(i+) = 1.
Remarques. (1) On ve´rifie sur ces formules que τ+ + τ− = τλ1,λ2, cf. 1.10.
(2) On a montre´ en [14] XI.29 remarque, que, pour tout i ∈ Jordbp(λ), on a l’e´galite´
δ+(i) + δ−(i) = multλ(≥ i). Cela e´quivaut a` multλ(i) = δ+(i) + δ−(i)− δ+(i+)− δ−(i+).
Soit ζ = ±. On introduit les deux conditions suivantes
(A)ζ


(i) λ′ ∪ λ′′ = λ;
(ii) pour tout i ∈ Jordbp(λ), multλ′′(i) ≡ δ−ζ(i)− δ−ζ(i+) mod 2Z;
(iii) pour tout i ∈ Jordbp(λ′), ǫ′(i) = (−1)τ
ζ(i);
pour tout i ∈ Jordbp(λ
′′), ǫ′′(i) = (−1)τ
−ζ(i).
(B)ζ
{
(i) λ′ ∪ λ′′ = λ;
(ii) l’hypothe`se (Hyp) de 1.12 est ve´rifie´e et m(ρ1, ρ
ζ
2; ρλ′,ǫ′, ρλ′′,ǫ′′) 6= 0.
Proposition. Pour ζ = ±, les conditions (A)ζ et (B)ζ sont e´quivalentes. Si elles sont
ve´rifie´es, on a m(ρ1, ρ
ζ
2; ρλ′,ǫ′, ρλ′′,ǫ′′) = 1.
Cela re´sulte de [14] proposition XI.29. De nouveau, le lien entre cette proposition
et l’e´nonce´ ci-dessus n’est pas imme´diat mais il est explique´ dans la preuve de [14]
proposition XII.7.
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2 Calcul de caracte`res
2.1 Caracte`res de repre´sentations
Dans cette deuxie`me section, on reprend les donne´es et notations de [15] et [16]. Rap-
pelons les principales. Le corps de base F est local non-archime´dien et de caracte´ristique
nulle. On note p sa caracte´ristique re´siduelle et valF la valuation usuelle de F . Un entier
n ≥ 1 est fixe´. On suppose
p > 6n+ 4.
On conside`re deux espaces vectoriels sur F de dimension 2n + 1, note´s Viso et Van,
munis de formes quadratiques non de´ge´ne´re´es Qiso et Qan. On note Giso et Gan les
groupes spe´ciaux orthogonaux de (Viso, Qiso) et (Van, Qan). On suppose Giso de´ploye´ et
Gan non quasi-de´ploye´. Pour un indice ♯ = iso ou an, on fixe une mesure de Haar sur
G♯(F ) comme en [16] 1.1. On note Irrunip,♯ l’ensemble des classes d’isomorphismes de
repre´sentations admissibles irre´ductibles de G♯(F ) qui sont de re´duction unipotente, cf.
[15] 1.3.
Soit π ∈ Irrunip,♯. A π est associe´ son caracte`re-distribution, c’est-a`-dire la forme
line´aire Θπ sur C
∞
c (G♯(F )) de´finie par Θπ(f) = trace π(f). Restreignons-nous aux fonc-
tions f dont le support est forme´ d’e´le´ments compacts de G♯(F ), c’est-a`-dire d’e´le´ments
dont les valeurs propres dans une cloˆture alge´brique de F sont de valuation nulle. La
repre´sentation π e´tant de niveau 0, on a donne´ dans [13] une formule pour Θπ(f), que
nous allons expliciter.
Dans [13] paragraphe 10, on a introduit un ensemble Fac∗max(G♯). A tout (F , ν) ∈
Fac∗max(G♯) sont associe´s un sous-groupe compact K
†
F de G♯(F ) et un sous-ensemble
KνF ⊂ K
†
F . Le groupe G♯(F ) agit naturellement sur Fac
∗
max(G♯). Il re´sulte facilement des
de´finitions que l’ensemble des orbites pour cette action est en bijection avec l’ensemble
des triplets (n′, n′′, ζ), ou` (n′, n′′) ∈ D(n) (c’est-a`-dire n′, n′′ ∈ N et n′+n′′ = n) et ζ = ±,
soumis aux restrictions suivantes
dans le cas ou` ♯ = iso, on a ζ = + si n′′ = 0 et ζ = − si n′′ = 1 ;
dans le cas ou` ♯ = an, on a n′′ ≥ 1.
On peut choisir un ensemble de repre´sentants des orbites dans Fac∗max(G♯) de sorte
que, si un e´le´ment (F , ν) de cet ensemble correspond a` un triplet (n′, n′′, ζ), le groupe
K†F soit e´gal au groupe K
±
n′,n′′ de [15] 1.2 et l’ensemble K
ν
F soit e´gal a` K
ζ
n′,n′′.
Conside´rons un triplet (n′, n′′, ζ) comme ci-dessus. On dispose de la fonction
projcusp(Res
ζ
n′,n′′(π)) ∈ R
par,glob, cf. [15] 1.5. On peut conside´rer que c’est une fonction
sur Kζn′,n′′, invariante par K
u
n′,n′′. On pose
Θπ,cusp(f) =
∑
(n′,n′′,zη)
mes(K±n′,n′′)
−1
∫
G♯(F )
∫
G♯(F )
f(g−1hg)projcusp(Res
ζ
n′,n′′(π))(h) dh dg.
Cette inte´grale est convergente dans cet ordre. Les (n′, n′′, ζ) sont soumis aux restrictions
ci-dessus. Mais on peut en fait lever celles-ci parce la fonction projcusp(Res
ζ
n′,n′′(π)) est
nulle si elles ne sont pas ve´rifie´es.
Conside´rons maintenant une partition m = (m1 ≥ ... ≥ mt > 0) ∈ P(≤ n) (c’est-a`-
dire S(m) := m1 + ... +mt ≤ n), posons n0 = n− S(m). On suppose n0 ≥ 1 si ♯ = an.
On associe a` m un sous-groupe de Levi M ⊂ G♯. Avec les notations de [15] 1.1, c’est
l’ensemble des e´le´ments qui, pour tout j = 1, ..., t, stabilisent les deux sous-espaces de V♯
engendre´s respectivement par vn0+m1+...+mj−1+1, ...., vn0+m1+...+mj et par
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v2n+2−n0−m1−...−mj , ..., v2n+2−n0−m1−...−mj−1−1. On a
M ≃ GL(m1)× ...×GL(mt)×Gn0,♯,
ou` Gn0,♯ est l’analogue de G♯ quand n est remplace´ par n0 (ce groupe est trivial si
♯ = iso et n0 = 0). Pour tout j = 1, ..., t, fixons un sous-groupe compact maximal
Kmj ⊂ GL(mj ;F ) et notons K
u
mj
son radical pro-p-unipotent. On note Km, resp. K
u
m
,
le produit de ces groupes. On note aussi AM le plus grand tore de´ploye´ central dans M ,
c’est-a`-dire le produit des centres des groupes GL(mj). On a de´fini en [13] paragraphe 11
un ensemble Fac∗max(M)G♯−comp. A tout e´le´ment (FM , ν) de cet ensemble est associe´ un
sous-groupe K†FM de M(F ). Le groupeM(F ) agit naturellement sur Fac
∗
max(M)G♯−comp.
On voit que l’ensemble des orbites est en bijection avec l’ensemble des triplets (n′, n′′, ζ)
tels que (n′, n′′) ∈ D(n0) et ζ = ±, soumis aux restrictions similaires a` celles ci-dessus.
On peut choisir un ensemble de repre´sentants des orbites de sorte que, si un e´le´ment
(FM , ν) de cet ensemble correspond a` un triplet (n′, n′′, ζ), le groupe K
†
FM
soit e´gal a`
AM(F )Km ×K
±
n′,n′′.
L’analogue pour ce groupe M de l’espace Rpar,glob est l’espace
Rpar,glob
m
= CGL(m1) ⊗ ...⊗ CGL(mt) ⊗Rpar,globn0 ,
cf. [15] 1.5. On introduit l’application line´aire ResM : C[Irrunip,M ] → Rpar,globm analogue
a` Res. Soit P un sous-groupe parabolique de G♯ de composante de Levi M . Le semi-
simplifie´ du module de Jacquet πP s’identifie a` un e´le´ment de C[Irrunip,M ]. D’apre`s [15]
1.5(1) (qui re´sulte directement de [12] proposition 6.7) le terme Res(πP ) ne de´pend pas
du choix de P et on a l’e´galite´
ResM(πP ) = resm ◦Res(π).
Notons ce terme Resm(π) et notons ses diverses composantes Res
ζ
m,n′,n′′(π). On dispose
de la projection cuspidale projcusp(Res
ζ
m,n′,n′′(π)). On peut conside´rer que c’est une fonc-
tion sur Km × K
ζ
n′,n′′, invariante par K
u
m
× Kun′,n′′. Pour une fonction φ ∈ C
∞
c (M(F )),
posons
ΘMπ,cusp(φ) =
∑
(n′,n′′,ζ)
mes((AM(F )Km ×K
±
n′,n′′)/AM(F ))
−1
∫
M(F )/AM (F )
∫
M(F )
φ(m−1ym)projcusp(Res
ζ
m,n′,n′′(π))(y) dy dm.
Cette inte´grale converge dans cet ordre. Fixons un groupe P comme ci-dessus, notons
U son radical unipotent. Fixons une mesure de Haar sur U(F ). De la mesure sur M(F )
(fixe´e comme en [16] 1.1) et de celle sur U(F ) se de´duit une mesure invariante a` gauche
sur P (F ), puis une pseudo-mesure sur P (F )\G(F ) (pseudo parce qu’elle s’applique a` des
fonctions qui ne sont pas invariantes a` gauche par P (F ) mais qui se transforment selon
le module usuel δP ). De´finissons une fonction fU sur M(F ) par
fU(m) = δP (m)
1/2
∫
U(F )
f(mu) du.
29
En vertu de notre hypothe`se sur le support de f , on peut aussi bien supprimer le facteur
δP (m)
1/2, il vaut 1 si l’inte´grale est non nulle. D’autre part, pour g ∈ G♯(F ), on de´finit
la fonction gf sur G♯(F ) par
gf(h) = f(g−1hg). On pose
Θπ,m,cusp(f)) =
∫
P (F )\G♯(F )
ΘMπ,cusp((
gf)U) dg.
Ce terme ne de´pend pas du choix de P . Remarquons que le terme Θπ,cusp(f) introduit
plus haut est e´gal a` Θπ,∅,cusp(f), ou` on a note´ ∅ l’unique partition de 0.
Rappelons que l’on suppose que le support de f est forme´ d’e´le´ments compacts de
G♯(F ). Le the´ore`me 12 de [13] affirme l’e´galite´
Θπ(f) =
∑
m
2−l(m)mult!−1
m
Θπ,m,cusp(f),
ou` on a pose´
mult!m =
∏
i≥1
multm(i)!
et note´ l(m) le nombres de termes non nuls de m (qui est note´ t plus haut). La somme
porte sur les partitions indique´s plus haut, c’est-a`-dire m ∈ P(≤ n) si ♯ = iso et
m ∈ P(≤ n− 1) si ♯ = an.
Remarque. Le the´ore`me 12 de [13] n’est pas tout-a`-fait e´nonce´ comme ci-dessus
mais on voit facilement que les deux e´nonce´s sont e´quivalents.
2.2 Un lemme e´le´mentaire
Soit ♯ = iso ou an. Pour g ∈ G♯(F ), on dit que g est topologiquement unipotent si
et seulement si limm→∞g
pm = 1. Pour X ∈ g♯(F ), on dit que X est topologiquement
nilpotent si et seulement si limm→∞X
m = 0. Sous certaines hypothe`ses sur p (du type
p > A + B valF (p)), l’exponentielle est de´finie sur l’ensemble des e´le´ments topologique-
ment nilpotents de g♯(F ) et est une bijection de cet ensemble sur celui des e´le´ments
topologiquement unipotents de G♯(F ). Pour simplifier les hypothe`ses sur p, on remplace
l’exponentielle par l’application E de´finie par E(X) = 1+X/2
1−X/2
. Pour p > 2, c’est une
bijection de l’ensemble des e´le´ments topologiquement nilpotents de g♯(F ) sur celui des
e´le´ments topologiquement unipotents de G♯(F ). Rappelons que l’on a suppose´ p > 6n+4,
a fortiori p > 2.
Soit (n′, n′′) ∈ D(n). On suppose n′′ ≥ 1 si ♯ = an. On a de´fini en [15] 1.2 le re´seau
Ln′,n′′ ⊂ V♯, le sous-groupe compact K
+
n′,n′′ de G♯(F ) et son radical pro-p-unipotent
Kun′,n′′. On de´finit deux re´seaux kn′,n′′ et k
u
n′,n′′ de g♯(F ) : ce sont les sous-ensembles des
e´le´ments X ∈ g♯(F ) tels que X(Ln′,n′′) ⊂ Ln′,n′′ (ce qui entraˆıne aussi X(L
∗
n′,n′′) ⊂
L∗n′,n′′), resp. X(Ln′,n′′) ⊂ ̟L
∗
n′,n′′ et X(L
∗
n′,n′′) ⊂ Ln′,n′′. On ve´rifie que, pour X ∈ g♯(F )
topologiquement nilpotent, on a
X ∈ kn′,n′′ ⇐⇒ exp(X) ∈ K
+
n′,n′′ X ∈ k
u
n′,n′′ ⇐⇒ exp(X) ∈ K
u
n′,n′′.
Posons G = SO(2n′ + 1) × SO(2n′′)♯, avec les notations de [15] 1.1. On sait que
K+n′,n′′/K
u
n′,n′′ ≃ G(Fq). Notons g l’alge`bre de Lie de G. On ve´rifie que kn′,n′′/k
u
n′,n′′ ≃
g(Fq). On note encore E l’application de´finie par E(X) =
1+X/2
1−X/2
sur l’ensemble des
30
e´le´ments nilpotents de g(Fq). C’est une bijection de cet ensemble sur celui des e´le´ments
unipotents de G(Fq).
Soit f ∈ C∞c (G♯(F )). Supposons que le support de f est forme´ d’e´le´ments topologique-
ment unipotents. On de´duit de f une fonction fLie ∈ C∞c (g♯(F )). Son support est forme´
d’e´le´ments topologiquement nilpotents. Pour un tel e´le´ment X , on a fLie(X) = f(E(X)).
On de´duit aussi de f une fonction fred sur K
+
n′,n′′ telle que, pour tout g ∈ Kn′,n′′,
fred(g) =
∫
Ku
n′,n′′
f(gh) dh.
Cette fonction est invariante par Kun′,n′′, on peut conside´rer que c’est une fonction sur
G(Fq). Elle est alors a` support unipotent. On en de´duit une fonction fred,Lie sur g(Fq) :
celle-ci est a` support nilpotent et, pour un e´le´ment nilpotent X ∈ g(Fq), on a l’e´galite´
fred,Lie(X) = fred(E(X)). Enfin, on de´duit de fLie une fonction fLie,red sur kn′,n′′ : pour
X dans cet ensemble,
fLie,red(X) =
∫
ku
n′,n′′
fLie(X + Y ) dY.
Cette fonction est invariante par translations par kun′,n′′. On peut la conside´rer comme
une fonction sur g(Fq). Elle est alors a` support nilpotent.
Lemme. On a l’e´galite´ fred,Lie = fLie,red.
Preuve. En de´taillant les de´finitions, on voit qu’il s’agit de de´montrer l’assertion
suivante :
(1) soit X ∈ kn′,n′′ un e´le´ment topologiquement nilpotent ; alors l’application Y 7→
E(X)−1E(X + Y ) envoie bijectivement kun′,n′′ sur K
u
n′,n′′ et pre´serve les mesures.
La de´monstration est e´le´mentaire, on la laisse au lecteur. 
On a effectue´ les constructions ci-dessus pour le groupe G♯ afin de ne pas introduire
de notations supple´mentaires. Mais il est clair que les meˆmes constructions et le meˆme
lemme valent pour les groupes de Levi de G♯ et nous les utiliserons pour ceux-ci.
2.3 Calcul du caracte`re sur les e´le´ments topologiquement uni-
potents
Pour ♯ = iso ou an, soit π ∈ Irrunip,♯. On a de´fini l’e´le´ment Res(π) ∈ Rpar,glob et
l’isomorphisme k : Rglob → Rpar,glob en [15] 1.5 et 1.9. On note κπ l’e´le´ment de Rglob tel
que Res(π) = k(κπ). Soit f ∈ C∞c (G♯(F )). On suppose que tout e´le´ment g du support de
f est topologiquement unipotent. Un tel e´le´ment est compact, donc Θπ(f) est donne´ par
la formule de 2.1. Nous allons expliciter cette formule a` l’aide de l’e´le´ment κπ ∈ Rglob.
Conside´rons un entier n0 ∈ {1, ..., n}, une de´composition n0 = n′+n′′ et une partition
m = (m1, ..., mt > 0) ∈ P(n − n0). Ces donne´es sont soumises aux meˆmes restrictions
qu’en 2.1 : si ♯ = an, on a n0 ≥ 1 et n′′ ≥ 1. On a associe´ a` ces donne´es un groupe de
Levi M de G♯. Soit φ ∈ C∞c (M(F )), supposons que le support de φ est forme´ d’e´le´ments
topologiquement unipotents. On va d’abord calculer
I =
∫
M(F )
φ(y)
∑
ζ
projcusp(Res
ζ
m,n′,n′′(π))(y) dy.
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La somme porte sur les signes ζ = ±, soumis aux conditions : si ♯ = iso, on a ζ = + si
n′′ = 0 et ζ = − si n′′ = 1. La deuxie`me fonction dans l’inte´grale est a` support dans le
groupe compact Km × K
±
n′,n′′ et est invariante par K
u
m
× Kun′,n′′. On peut l’identifier a`
une fonction sur le groupe M±(Fq), ou`
M± = GL(m1)× ...×GL(mt)× SO(2n
′ + 1)×O(2n′′)♯.
De´finissons une fonction φres sur Km ×K
±
n′,n′′ par
φres(y) =
∫
Ku
m
×Ku
n′,n′′
φ(yh) dh.
On peut la conside´rer elle-aussi comme une fonction sur M±(Fq). On a l’e´galite´
I =
∑
y∈M±(Fq)
φres(y)
∑
ζ
projcusp(Res
ζ
m,n′,n′′(π))(y).
On dispose de l’application
resm : R
glob → C[Sˆm1 ]× ...× C[Sˆmt ]⊗R
glob
n0
obtenue en ite´rant la construction de [15] 1.8. Notons Γn′,n′′ l’ensemble des γ = (r
′, r′′, N ′, N ′′) ∈
Γn0 tels que r
′2 + r′ +N ′ = n′, r′′2 +N ′′ = n′′. Pour un tel γ, notons resm(κπ)γ la com-
posante dans
C[Sˆm1 ]× ...× C[Sˆmt ]⊗Rγ
de resm(κπ). Excluons d’abord le cas ou` ♯ = iso et n
′′ = 1. On voit que
∑
ζ
projcusp(Res
ζ
m,n′,n′′(π)) =
∑
γ∈Γn′,n′′
projcusp ◦ k
M(resm(κπ)γ).
Fixons γ = (r′, r′′, N ′, N ′′) ∈ Γn′,n′′. Dans [10] 2.12 et 2.13, on a introduit des fonctions
k(r′, w′) sur SO(2n′+1)(Fq) pour w
′ ∈ WN ′ et k(r′′, w) sur O(2n′′)♯(Fq) pour w′′ ∈ WN ′′ .
Une construction analogue vaut pour les groupes GL(mj) : pour w ∈ Smj , on de´finit
une fonction k(w) sur GL(mj ;Fq). Posons
W (m, N ′, N ′′) = Sm1 × ...×Smt ×WN ′ ×WN ′′ .
La fonction resm(κπ)γ est de´finie sur ce groupe. Pour w = (w1, ..., wt, w
′, w′′) ∈ W (m, N ′, N ′′),
on pose k(r′, r′′;w) = k(w1)⊗ ...⊗ k(wt)⊗ k(r
′, w′)⊗ k(r′′, w′′). Il re´sulte des de´finitions
que
kM(resm(κπ)γ) = |W (m, N
′, N ′′)|−1
∑
w∈W (m,N ′,N ′′)
resµ(κπ)γ(w)k(r
′, r′′;w).
Dans chacun des groupes Smj , WN ′ et WN ′′ , on de´finit usuellement la notion d’e´le´ment
elliptique. L’application k entrelace la projection projcusp et la projection sur les e´le´ments
elliptiques. Donc
projcusp ◦ k
M(resm(κπ)γ) = |W (m, N
′, N ′′)|−1
∑
w∈W (m,N ′,N ′′)ell
resm(κπ)γ(w)k(r
′, r′′;w),
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ou` W (m, N ′, N ′′)ell est le sous-ensemble des e´le´ments elliptiques de W (m, N
′, N ′′). On
obtient
I =
∑
γ=(r′,r′′,N ′,N ′′)∈Γn′,n′′
|W (m, N ′, N ′′)|−1
∑
w∈W (m,N ′,N ′′)ell
resm(κπ)γ(w)
∑
y∈M±(Fq)
φres(y)k(r
′, r′′;w)(y).
Les hypothe`ses sur le support de φ entraˆınent que φres est a` support unipotent. D’apre`s
la proposition [10] 2.16, k(r′, r′′;w) est nulle sur les unipotents sauf si r′ = r′′ = 0. Il ne
reste qu’un seul γ qui contribue, a` savoir l’e´le´ment γn′,n′′ = (0, 0, n
′, n′′). D’ou`
I = |W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell
resm(κπ)γn′,n′′ (w)
∑
y∈M±(Fq)
φres(y)k(w)(y),
ou` on a pose´ simplement k(w) = k(0, 0;w). A ce point, on peut supprimer l’hypothe`se
restrictive faite plus haut. Si ♯ = iso et n′′ = 1, on a I = 0 car on se limite a` ζ = −
et K−n′′,iso ne contient pas d’e´le´ment topologiquement unipotent. Mais la formule ci-
dessus donne le meˆme re´sultat, car pour l’unique e´le´ment elliptique w′′ ∈ W1,ell, on a
k(0, w′′)iso = 0, cf. [10] 2.13. Notons M la composante neutre de M
± et m son alge`bre
de Lie. On dispose de l’application E de 2.2, qui est une bijection de l’ensemble mnil(Fq)
des e´le´ments nilpotents de m(Fq) sur l’ensemble Munip(Fq) des e´le´ments nilpotents de
M(Fq). Notons φred,Lie la fonction sur m(Fq) qui est nulle hors des e´le´ments nilpotents
et qui ve´rifie φred,Lie(X) = φred(E(X)) pour tout X nilpotent. Pour w ∈ W (m, n′, n′′)ell,
de´finissons de meˆme une fonction k(w)Lie. On obtient
(2) I = |W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell
resm(κπ)γn′,n′′ (w)Iw,
ou`
Iw =
∑
X∈m(Fq)
φred,Lie(X)k(w)Lie(X).
Fixons w = (w1, ..., wt, w
′, w′′) ∈ W (m, n′, n′′)ell. On peut supposer sgnCD(w′′) = 1 si
♯ = iso, sgnCD(w
′′) = −1 si ♯ = an, sinon la fonction k(0, w′′) est nulle sur SO♯(Fq), cf.
[10] 2.13. A tout wj est associe´e une classe de conjugaison de sous-tore maximal elliptique
dans GL(mj) (qui est d’ailleurs l’unique telle classe). A w
′, resp. w′′, est associe´e une
classe de conjugaison de sous-tore maximal elliptique dans SO(2n′+1), resp. SO(2n′′)♯.
On fixe des tores dans ces classes de conjugaison et on note Tw leur produit qui est donc
un sous-tore maximal elliptique dans M. On dispose de l’induction de Deligne-Lusztig
de Tw a`M. Ce foncteur vaut aussi pour les alge`bres de Lie. Notons tw l’alge`bre de Lie de
Tw et conside´rons la fonction caracte´ristique de {0} dans tw(Fq). On note Qw son image
par induction de Deligne-Lusztig, qui est une fonction sur m(Fq), a` support nilpotent.
On a l’e´galite´
(3) k(w)Lie = 2
βQw, ou` β = 0 si n
′′ = 0, β = 1 si n′′ > 0.
En effet, d’apre`s nos de´finitions de [10] 2.12 et 2.13, k(w) est e´gal a` (−1)n2β fois la
trace d’un Frobenius sur un faisceau-caracte`re. D’apre`s [5] the´ore`me 1.14, cette trace
est e´gale, sur les unipotents, (−1)n fois l’image par induction de Deligne-Lusztig de la
fonction caracte´ristique de 1 dans Tw(Fq). En descendant par l’application E a` l’alge`bre
de Lie, on obtient (3).
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En [16] 1.1, on a fixe´ un caracte`re ψF de F de conducteur ̟o. Il lui est associe´ un
caracte`re de Fq graˆce auquel on de´finit comme en [16] 1.1 une transformation de Fourier
ϕ 7→ ϕˆ dans C∞c (m(Fq)). On la normalise de sorte que ˆˆϕ(X) = ϕ(−X). D’apre`s [6]
proposition 7.2 et e´galite´ 6.15(a), on a l’e´galite´
(4) Qˆw(X) = sgn(w)q
−n/2Qw(X) pour tout e´le´ment nilpotent X ∈ mnil(Fq).
Fixons un point Xw ∈ tw(Fq) en position ge´ne´rale. Notons ϕ[Xw] la fonction ca-
racte´ristique de la classe de conjugaison par M(Fq) de Xw. D’apre`s [14] proposition II.8,
on a l’e´galite´
(5) ϕˆ[Xw](X) = Qˆw(X) pour tout e´le´ment nilpotent X ∈ mnil(Fq).
En rassemblant (3), (4) et (5), on obtient l’e´galite´ k(w)Lie(X) = sgn(w)q
n/22βϕˆ[Xw](X),
pour X ∈ mnil(Fq). D’ou`
Iw = sgn(w)q
n/22β
∑
X∈m(Fq)
φred,Lie(X)ϕˆ[Xw](X),
puis, par la formule de Parseval,
Iw = sgn(w)q
n/22β
∑
X∈m(Fq)
φˆred,Lie(X)ϕ[Xw](X).
Ou encore, en explicitant la fonction ϕ[Xw],
Iw = sgn(w)q
n/22β|Tw(Fq)|
−1
∑
x∈M(Fq)
φˆred,Lie(x
−1Xwx).
La conjugaison se fait ici par le groupe M(Fq) et on rappelle que M est la composante
neutre de M±. Mais, dans la formule ci-dessus, on peut remplacer Xw par un conjugue´
quelconque par un e´le´ment de M±(Fq). Un tel conjugue´ ve´rifie les meˆmes proprie´te´s que
Xw. On peut donc remplacer la conjugaison par M(Fq) par la conjugaison par M
±(Fq)
tout entier, a` condition de diviser par [M±(Fq) :M(Fq)], qui vaut pre´cise´ment 2
β. D’ou`
(6) Iw = sgn(w)q
n/2|Tw(Fq)|
−1
∑
x∈M±(Fq)
φˆred,Lie(x
−1Xwx).
Notons m l’alge`bre de Lie de M . Comme en 2.2, on de´finit une fonction φLie sur
m(F ) : elle est a` support topologiquement nilpotent ; pour X ∈ m(F ) topologiquement
nilpotent, on a φLie(X) = φ(E(X)). On en de´duit une fonction φLie,red sur km ⊕ kn′,n′′
(avec une de´finition e´vidente de km et, ci-dessous, de k
u
m
) par
φLie,red(X) =
∫
ku
m
⊕ku
n′,n′′
φLie(X + Y ) dY
pour tout X ∈ km ⊕ kn′,n′′ . On peut conside´rer que c’est une fonction sur m(Fq). Le
lemme 2.2 dit que φred,Lie = φLie,red. On dispose de la fonction φˆLie (la transforme´e de
Fourier de φLie) dont on de´duit comme ci-dessus une fonction (φˆLie)red sur km ⊕ kn′,n′′,
que l’on peut conside´rer comme une fonction sur m(Fq). On ve´rifie l’e´galite´
(φˆLie)red = φˆLie,red.
Dans la formule (6), remplac¸ons φˆred,Lie par (φˆLie)red. Les termes de la formule vivent
dans m(Fq) mais on peut les relever dans km ⊕ kn′,n′′. On rele`ve ainsi Xw en un e´le´ment
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de ce re´seau que l’on note Xw. La somme en x ∈ M
±(Fq) devient une inte´grale sur
Km ×K
±
n′,n′′, divise´e par la mesure de K
u
m
×Kun′,n′′. On obtient
(7) Iw = sgn(w)q
n/2|Tw(Fq)|
−1mes(Ku
m
×Kun′,n′′)
−1
∫
Km×K
±
n′,n′′
(φˆLie)red(x
−1Xwx) dx.
Notons Tw le centralisateur de Xw et tw son alge`bre de Lie. Le tore Tw est non ramifie´
sur F et posse`de une structure naturelle sur o. On a tw(o) = tw(F ) ∩ (km ⊕ kn′,n′′) et
̟tw(o) = tw(F ) ∩ (kum ⊕ k
u
n′,n′′). Posons Xw = Xw +̟tw(o). Montrons que
(8) pour tout x ∈ Km ×K
±
n′,n′′, on a l’e´galite´
(φˆLie)red(x
−1Xwx) = mes(Xw)
−1
∫
Ku
m
×Ku
n′,n′′
∫
Xw
φˆLie(x
−1y−1Ywyx) dYw dy.
On se rame`ne imme´diatement au cas x = 1 en conjuguant par x la fonction φˆLie.
Supposons donc x = 1. Posons Tw(F )
u = Tw(F ) ∩ (Kum × K
u
n′,n′′). C’est l’image par E
de ̟tw(o), on a donc mes(Tw(F )
u) = mes(Xw). Les e´le´ments Yw appartiennent a` tw(F )
donc Tw(F ) commute a` ces e´le´ments. On peut remplacer l’inte´grale en y ∈ Kum ×K
u
n′,n′′
du membre de droite ci-dessus par une inte´grale en y ∈ Tw(F )u\(Kum×K
u
n′,n′′), multiplie´e
par mes(Xw). Ce facteur fait disparaˆıtre son inverse qui figure dans ce membre de droite.
Conside´rons l’application
ι : Tw(F )
u\(Ku
m
×Kun′,n′′)×̟tw(o) → m(F )
(y, Z) 7→ y−1(Xw + Z)y −Xw
Il est clair que son image est contenue dans ku
m
⊕ kun′,n′′. Montrons qu’elle est injective.
Si (y, Z) et (y′, Z ′) ont meˆme image, on a y−1(Xw + Z)y = y′
−1(Xw + Z
′)y′. Le point
Xw est en position ge´ne´rale et ses valeurs propres (dans une cloˆture alge´brique F¯q de Fq)
sont distinctes. Les valeurs propres de Xw+Z et Xw+Z
′ sont entie`res (dans une cloˆture
alge´brique de F ) et leurs re´ductions dans F¯q sont les meˆmes que celles de Xw. On en
de´duit aise´ment que les points Xw + Z et Xw + Z
′ ne peuvent eˆtre conjugue´s que s’ils
sont e´gaux. Donc Z = Z ′. Alors y′y−1 commute a` Xw + Z
′ et appartient donc a` Tw(F ).
Cela prouve l’injectivite´ de ι. L’application ι est diffe´rentiable. Sa de´rive´e en un point
(y, Z) est l’application
tw(F )\m(F )× tw(F ) → m(F )
(Y,Z) 7→ y−1([Xw + Z,Y] + Z)y
Celle-ci est bijective et, parce que les valeurs propres de Xw + Z sont entie`res et de
re´ductions toutes distinctes, on ve´rifie qu’elle pre´serve les mesures. Donc ι est un iso-
morphisme local, de jacobien constant de valeur 1. On en de´duit que l’image de ι est
ouverte dans ku
m
⊕ kun′,n′′ et que cette image a meˆme mesure que l’espace de de´part.
D’autre part, l’image de ι est clairement compacte et l’espace de de´part a meˆme me-
sure que ku
m
⊕ kun′,n′′. Cela entraˆıne que ι est un isomorphisme pre´servant les mesures de
Tw(F )
u\(Ku
m
×Kun′,n′′)×̟tw(o) sur k
u
m
⊕ kun′,n′′. Le membre de droite de (8) (en x = 1)
s’e´crit ∫
Tw(F )u\(Kum×K
u
n′,n′′
)
∫
̟tw(o)
φˆLie(ι(y, Z) +Xw) dZ dy.
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D’apre`s les proprie´te´s de ι, c’est aussi
∫
ku
m
⊕ku
n′,n′′
φˆLie(Xw + Y ) dY.
Mais ceci est la de´finition de (φˆLie)red(Xw). Cela de´montre (8).
Utilisons (8) pour transformer (7). L’inte´grale en Ku
m
×Kun′,n′′ est absorbe´e par celle
en Km ×Kn′,n′′ mais introduit un facteur mes(Kum ×K
u
n′,n′′) qui compense l’inverse de
cette mesure intervenant dans (7). On obtient
Iw = sgn(w)q
n/2|Tw(Fq)|
−1mes(Xw)
−1
∫
Km×K
±
n′,n′′
∫
Xw
φˆLie(x
−1Ywx) dYw dx.
Rappelons que l’on a suppose´ sgnCD(w
′′) = 1 si ♯ = iso et sgnCD(w
′′) = −1 si ♯ =
an. Notons W (m, n′, n′′)ell,♯ le sous-ensemble des e´le´ments de W (m, n
′, n′′)ell dont la
composante w′′ ve´rifie cette condition. En revenant a` (2), on obtient
(9) I = |W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell,♯
resm(κπ)γn′,n′′ (w)sgn(w)q
n/2|Tw(Fq)|
−1
mes(Xw)
−1
∫
Km×K
±
n′,n′′
∫
Xw
φˆLie(x
−1Ywx) dYw dx.
Notons plus pre´cise´ment In′,n′′(φ) cette expression. En 2.1, on a de´fini un terme
ΘMπ,cusp(φ). On a l’e´galite´
ΘMπ,cusp(φ) =
∑
n′,n′′
mes((AM(F )Km ×K
±
n′,n′′)/AM(F ))
−1
∫
AM (F )\M(F )
In′,n′′(
mφ) dm,
ou` (n′, n′′) parcourt D(n) avec la restriction n′′ ≥ 1 si ♯ = an et ou` on a note´ mφ la
fonction x 7→ φ(m−1xm). On peut oublier la restriction sur n′′ : si ♯ = an et n′′ =
0, la formule (9) vaut 0 car l’ensemble W (m, n′, n′′)ell,♯ est vide. On voit que l’image
par transformation de Fourier de (mφ)Lie est
m(φˆLie). Les inte´grales sur Km × K
±
n′,n′′
de la formule (9) sont absorbe´es par l’inte´grale sur AM(F )\M(F ), mais introduisent
des facteurs mes(Km ×K
±
n′,n′′). Notons AM(F )
c le plus grand sous-groupe compact de
AM(F ). C’est aussi l’intersection de AM (F ) et de Km. Donc
mes((AM (F )Km ×K
±
n′,n′′)/AM(F )) = mes(Km ×K
±
n′,n′′)mes(AM(F )
c)−1.
D’ou`
(10) ΘMπ,cusp(φ) =
∑
(n′,n′′)∈D(n)
mes(AM(F )
c)|W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell,♯
resm(κπ)γn′,n′′ (w)sgn(w)q
n/2|Tw(Fq)|
−1mes(Xw)
−1
∫
AM (F )\M(F )
∫
Xw
φˆLie(m
−1Ywm) dYw dm.
On peut encore remplacer l’inte´grale enAM(F )\M(F ) par une inte´grale sur Tw(F )\M(F ),
a` condition de multiplier par mes(AM (F )\Tw(F )). Notons Tw(F )c le plus grand sous-
groupe compact de Tw(F ). Parce que Tw est non ramifie´, on a Tw(F ) = AM(F )Tw(F )
c,
d’ou` mes(AM (F )\Tw(F )) = mes(AM(F )
c)−1mes(Tw(F )
c). Le premier facteur compense
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son inverse qui figure dans la formule ci-dessus. On a introduit plus haut le sous-
groupe Tw(F )
u de Tw(F ) et on a Tw(F )
c/Tw(F )
u ≃ Tw(Fq). De plus, mes(Tw(F )u) =
mes(̟tw(o)). On a fixe´ sur tw(F ) la mesure autoduale. Puisque tw(o) et ̟tw(o) sont
duaux pour le bicaracte`re (X, Y ) 7→ ψF (trace(XY )), on calcule
mes(̟tw(o)) = [tw(o) : ̟tw(o)]
−1/2 = q−n/2.
D’ou`
mes(Tw(F )
c) = q−n/2|Tw(Fq)|.
Ces termes compensent leurs inverses figurant dans la formule (10). Finalement
(11) ΘMπ,cusp(φ) =
∑
(n′,n′′)∈D(n0)
|W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell,♯
resm(κπ)γn′,n′′ (w)
sgn(w)mes(Xw)
−1
∫
Tw(F )\M(F )
∫
Xw
φˆLie(m
−1Ywm) dYw dm.
Soit maintenant f ∈ C∞c (G♯(F )). On suppose que le support de f est forme´ d’e´le´ments
topologiquement unipotents. En 2.1, on a de´fini le terme
Θπ,m,cusp(f) =
∫
P (F )\G♯(F )
ΘMπ,cusp((
gf)U) dg.
On de´finit la fonction fLie, cf. 2.2. Posons φ = fU . On voit que
φLie(X) =
∫
u(F )
fLie(X + Y ) dY,
ou` dY est la mesure de Haar sur u(F ) telle que l’exponentielle de u(F ) sur U(F ) pre´serve
les mesures. D’ou` aussi
φˆLie(X) =
∫
u(F )
fˆLie(X + Y ) dY.
Ou encore
φˆLie(X) = D(X)
1/2
∫
U(F )
fˆLie(u
−1Xu) du,
ou` D est le discriminant de Weyl. On peut remplacer f par gf . En posant φ = (gf)U , on
obtient
φˆLie(X) = D(X)
1/2
∫
U(F )
fˆLie(g
−1u−1Xug) du.
Les e´le´ments Yw intervenant dans (11) ve´rifient D(Yw) = 1 car les valeurs propres des
re´ductions Xw sont toutes distinctes. On en de´duit e´galite´∫
P (F )\G♯(F )
∫
Tw(F )\M(F )
φˆLie(m
−1Ywm) dmdg =
∫
Tw(F )\G♯(F )
fˆLie(g
−1Ywg) dg.
On obtient
Θπ,m,cusp(f) =
∑
(n′,n′′)∈D(n0)
|W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell,♯
resm(κπ)γn′,n′′ (w)
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sgn(w)mes(Xw)
−1
∫
Tw(F )\G(F )
∫
Xw
fˆLie(g
−1Ywg) dYw dg.
Dans [14] page 53, on a introduit la distribution
ϕ 7→
∫
Tw(F )\G♯(F )
ϕ(g−1Ywg) dg
sur C∞c (g♯(F )) (elle y est note´e φθ(XT , ϕ)). On a montre´ en [14] corollaire III.5 que
sa restriction a` un certain sous-espace H ⊂ C∞c (g♯(F )) ne de´pendait pas de l’e´le´ment
Yw ∈ Xw (elle ne de´pend d’ailleurs pas non plus du choix de Xw mais cela re´sulte de´ja`
de nos calculs ci-dessus). L’espace H est de´fini ainsi. Soit B un sous-groupe d’Iwahori de
G♯(F ). Il lui correspond un sous-o-re´seau b de g♯(F ). Notons C
∞
c (g♯(F )/b) le sous-espace
des fonctions invariantes par b. Alors H est la somme de ces espaces C∞c (g♯(F )/b) quand
b de´crit tous les sous-groupes d’Iwahori de G♯. On voit facilement que H est exactement
le sous-espace des fonctions ϕ telles que ϕˆ soit a` support topologiquement nilpotent. En
particulier, fˆLie appartient a` H. Donc l’inte´grale∫
Tw(F )\G(F )
fˆLie(g
−1Ywg) dg
ne de´pend pas du point Yw ∈ Xw. Inte´grer cette formule en Yw revient a` la multiplier
par mes(Xw) et ce facteur compense son inverse figurant dans la formule plus haut. On
obtient simplement
(12) Θπ,m,cusp(f) =
∑
(n′,n′′)∈D(n0)
|W (m, n′, n′′)|−1
∑
w∈W (m,n′,n′′)ell,♯
resm(κπ)γn′,n′′ (w)
sgn(w)
∫
Tw(F )\G(F )
fˆLie(g
−1Xwg) dg.
Pour expliciter davantage la formule obtenue, introduisons l’e´le´ment γ0 = (0, 0, n)
de Γ (cf. [15] 1.8) et la composante κπ,0 de κπ dans la composante R(γ0) de R. Soit
(α, β ′, β ′′) ∈ P3(n). On a de´fini en [15] 1.8 la valeur κπ,0(wα,β′,β′′). Associons a` notre triplet
de partitions la partition m = α et les entiers n′ = S(β ′), n′′ = S(β ′′), n0 = n
′+n′′. Soit
w = (w1, ..., wt, w
′, w′′) un e´le´ment de W (m, n′, n′′)ell tel que w
′ et w′′ soient parame´tre´s
par les partitions (∅, β ′), resp. (∅, β ′′). Les de´finitions entraˆınent que resm(κπ)γn′,n′′ (w) =
κπ,0(wα,β′,β′′). Posons sgn(wα,β′,β′′) = sgn(w) et de´finissons une distribution φα,β′,β′′ sur
C∞c (g♯(F )) par
si ♯ = iso et l(β ′′) est impair ou si ♯ = an et l(β ′′) est pair, φα,β′,β′′ = 0 ;
si ♯ = iso et l(β ′′) est pair ou si ♯ = an et l(β ′′) est impair,
φα,β′,β′′(ϕ) =
∫
Tw(F )\G(F )
ϕ(g−1Xwg) dg
pour tout ϕ ∈ C∞c (g♯(F )).
La distinction entre les deux cas provient de ce queXw n’existe que si w ∈ W (m, n′, n′′)ell,♯,
c’est-a`-dire si sgn(w′′) vaut 1 si ♯ = iso, −1 si ♯ = an, ce qui se traduit par les conditions
indique´es. Cette de´finition de´pend des choix de w dans sa classe de conjugaison et de
l’e´le´ment Xw. Mais nous n’appliquerons cette distribution qu’a` des e´le´ments de l’espace
H. Comme on l’a dit ci-dessus, cette restriction ne de´pend pas de ces choix. Dans la
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formule (12), l’inte´grale devient φα,β′,β′′(fˆLie). Cette formule devient une somme indexe´e
par les triplets (α, β ′, β ′′) tels que α = m de termes ne de´pendant que de ces triplets.
Chaque triplet (α, β ′, β ′′) intervient avec une certaine multiplicite´. Celle-ci est le produit
de |W (m, n′, n′′)|−1 et du nombre d’e´le´ments w = (w1, ..., wt, w′, w′′) ∈ W (m, n′, n′′)ell
tels que w′ et w′′ soient parame´tre´s par (∅, β ′), resp. (∅, β ′′). Pour toute partition λ,
posons
z(λ) = (
∏
j=1,...,l(λ)
2λj)
∏
i≥1
multλ(i)!,
et posons
z(α, β ′, β ′′) = z(α)z(β ′)z(β ′′).
On voit que la multiplicite´ pre´ce´dente est e´gale a`
2l(α)mult!αz(α, β
′, β ′′)−1.
Alors (12) se re´crit
Θπ,m,cusp(f) =
∑
(α,β′,β′′)∈P3(n);α=m
2l(α)mult!αz(α, β
′, β ′′)−1
sgn(wα,β′,β′′)κπ,0(wα,β′,β′′)φα,β′,β′′(fˆLie).
Le re´sultat de 2.1 est que Θπ(f) est la somme surm des expressions ci-dessus, multiplie´es
par 2−l(m)mult!−1
m
. D’ou`
(13) Θπ(f) =
∑
(α,β′,β′′)∈P3(n)
z(α, β ′, β ′′)−1sgn(wµ,β′,β′′)κπ,0(wα,β′,β′′)φα,β′,β′′(fˆLie).
3 Fronts d’onde
3.1 Rappel sur les orbites unipotentes
Soit ♯ = iso ou an. On appelle orbite nilpotente une classe de conjugaison par G♯(F )
d’e´le´ments nilpotents dans g♯(F ). On note Nil♯ l’ensemble des orbites nilpotentes. Les
orbites nilpotentes sont classifie´es par des donne´es (µ, (qi)i∈Jordbp(µ)) ou` :
µ ∈ Porth(2n + 1) ;
pour tout i ∈ Jordbp(µ), qi est une classe d’e´quivalence d’une forme quadratique non
de´ge´ne´re´e sur un espace vectoriel sur F de dimension multµ(i) ;
le noyau anisotrope de la forme quadratique ⊕i∈Jordbp(µ) est e´quivalent a` celui de Q♯.
Pour une orbite nilpotente O, on note µ(O) la partition associe´e a` O.
Une classification analogue vaut pour les groupes SO(2n+1) et SO(2n)♯ de´finis sur Fq.
Il y a une petite perturbation dans le cas du groupe SO(2n)iso. La classification ci-dessus
vaut pour les classes de conjugaison par O(2n)iso(Fq) et non pas par SO(2n)iso(Fq). Il
peut y avoir des classes de conjugaison par O(2n)iso(Fq) qui se coupent en deux classes
de conjugaison par SO(2n)iso(Fq). A ces deux classes sont associe´es les meˆmes donne´es
(µ, (qi)i∈Jordbp(µ)).
La de´finition suivante va nous eˆtre utile. Conside´rons deux espaces vectoriels l1 et
l2 sur Fq de dimensions d1, resp. d2. Soient q1, resp. q2, des formes quadratiques non
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de´ge´ne´re´es sur ces espaces. A isomorphisme pre`s, il existe un unique triplet (V,Q, L)
ve´rifiant les conditions suivantes :
V est un espace vectoriel sur F de dimension d1 + d2 ;
Q est une forme quadratique non de´ge´ne´re´e sur V ;
L ⊂ V est un re´seau presque autodual, c’est-a`-dire L∗ ⊂ L ⊂ ̟L∗ ;
(l1, q1) est isomorphe a` (l
′, Q′) et (l2, q2) est isomorphe a` (l
′′, Q′′) (rappelons que
l′ = L/̟L∗, l′′ = L∗/L et que Q′ et Q′′ sont les formes sur ces espaces qui se de´duisent
naturellement de Q, cf. [15] 1.1).
On noteQq1,q2 cette forme quadratiqueQ dont la classe d’e´quivalence est bien de´termine´e.
Conside´rons l’ensemble Nil♯ des paires (O1,O2) telles que
il existe n1, n2 ∈ N, avec n1 + n2 = n et n2 ≥ 1 si ♯ = an, de sorte que O1 soit une
orbite nilpotente dans so(2n1+1)(Fq) et O2 est une orbite nilpotente dans so(2n2)♯(Fq).
A un telle paire, on va associer une orbite nilpotenteOO1,O2. Notons (µ1, (q1,i)i∈Jordbp(µ1))
et (µ2, (q2,i)i∈Jordbp(µ2)) les parame`tres de O1 et O2. On pose µ = µ1 ∪ µ2 et, pour tout
i ∈ Jordbp(µ), qi = Qq1,i,q2,i (avec q1,i ou q2,i = 0 si i 6∈ Jordbp(µ1) ou i 6∈ Jordbp(µ2)). On
ve´rifie que (µ, (qi)i∈Jordbp(µ)) classifie une orbite nilpotente dans g♯(F ). Alors OO1,O2 est
cette orbite unipotente.L’application
Nil♯ → Nil♯
(O1,O2) 7→ OO1,O2
est surjective.
Pour O ∈ Nil♯, on note IO l’inte´grale orbitale associe´e a` O. Pour la de´finir, il faut
bien suˆr fixer une mesure sur O invariante par conjugaison. La de´finition de cette mesure
n’aura pas d’importance pour nous.
Soit (O1,O2) ∈ Nil♯. En [14] IX.2, on a de´fini une fonction hO1,O2 ∈ C
∞
c (g♯(F ))
(dans cette re´fe´rence, les e´le´ments de Nil♯ e´taient note´s Nˇ). Elle ve´rifie les proprie´te´s
suivantes :
hO1,O2 ∈ H ; l’espace H a e´te´ de´fini en 2.3 ; c’est celui des fonctions ϕ dont la trans-
forme´e de Fourier est a` support topologiquement nilpotent ;
(1) pour O ∈ Nil♯ dont l’adhe´rence O¯ ne contient pas OO1,O2 , IO(hO1,O2) = 0 ;
(2) pour O = OO1,O2, IO(hO1,O2) 6= 0.
Cf. [14] lemme IX.4. On de´finit une fonction fO1,O2 ∈ C
∞
c (G♯(F )) comme suit : c’est
la fonction a` support topologiquement unipotent telle que (fO1,O2)Lie = hˆO1,O2.
3.2 Developpement des caracte`res a` l’origine
Soit π une repre´sentation lisse et irre´ductible de G♯(F ). D’apre`s Harish-Chandra, on
sait qu’il existe une unique famille de nombres complexes (cO(π))O∈Nil♯ et un voisinage
V (π) de 1 dans G♯(F ) de sorte que les proprie´te´s suivantes soit ve´rifie´es. Le voisinage
V (π) est invariant par conjugaison par G♯(F ) et est forme´ d’e´le´ments topologiquement
unipotents. Soit f ∈ C∞c (G♯(F )). On suppose que le support de f est contenu dans V (π).
En particulier, on peut associer a` f une fonction fLie sur g♯(F ), a` support topologique-
ment nilpotent. Alors on a l’e´galite´
(1) Θπ(f) =
∑
O∈Nil♯
cO(π)IO(fˆLie).
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Remarquons que les coefficients cO(π) ne sont pas tous nuls. En effet, si f est la fonction
caracte´ristique d’un sous-groupe ouvert compact H contenu dans V (π), Θπ(f) est e´gal
au produit de la mesure de H et de la dimension du sous-espace des invariants par H
dans l’espace de π. Ce terme est non nul si H est assez petit. On dit que π admet un
front d’onde s’il existe µ(π) ∈ Porth(2n+ 1) de sorte que
pour tout O ∈ Nil♯ tel que cO(π) 6= 0, on a µ(O) ≤ µ(π) ;
il existe O ∈ Nil♯ tel que cO(π) 6= 0 et µ(O) = µ(π).
Evidemment, µ(π) est unique si elle existe. On conjecture que toute repre´sentation
lisse irre´ductible admet un front d’onde. Supposons que π admette un front d’onde. On
montre que
µ(π) est une partition spe´ciale, cf. [7] the´ore`me 1.4.
pour tout O ∈ Nil♯ tel que µ(O) = µ(π), on a cO(π) ≥ 0, cf. [11] corollaire 1.17.
Remarque. La construction d’Harish-Chandra utilise l’exponentielle et non pas
notre exponentielle tronque´e E. Mais le re´sultat est le meˆme, avec les meˆmes coeffi-
cients, que l’on utilise l’une ou l’autre de ces applications.
Dans le cas ou` π ∈ Irrunip,♯, on peut prendre pour voisinage V (π) l’ensemble tout
entier des e´le´ments topologiquement unipotents de G♯(F ). En effet, pour f a` support
topologiquement unipotent, Θπ(f) est calcule´ par la formule 2.3(13). Or il re´sulte de
[3] the´ore`me 2.1.5 que le membre de droite de cette formule est de la meˆme forme que
celui de (1) ci-dessus. Ces deux expressions doivent co¨ıncider si le support de f est dans
un voisinage assez petit de l’origine. Les distributions f 7→ IO(fˆLie) sont line´airement
inde´pendantes, meˆme si on les restreint aux fonctions ve´rifiant cette condition de support.
Cela implique que les coefficients sont les meˆmes dans les deux expressions. Donc (1) est
valable pour toute f a` support topologiquement unipotent.
3.3 Le the´ore`me
Pour ♯ = iso ou an, notons Irrtunip,♯ le sous-ensemble des repre´sentations admissibles
irre´ductibles de G♯(F ) qui sont tempe´re´es et de re´duction unipotente. Notons Irrtunip
la re´union disjointe de Irrtunip,iso et Irrtunip,an. Dans [15] 1.3, on a adapte´ l’habituelle
classification de Langlands : l’ensemble Irrtunip est parame´tre´ par un ensemble Irrtunip
de triplets (λ, s, ǫ). En particulier, le terme λ est un e´le´ment de Psymp(2n). Pour un
tel triplet, on a note´ π(λ, s, ǫ) la repre´sentation qui lui est associe´e par Lusztig (elle
est tempe´re´e). On a introduit l’involution D de Zelevinsky-Aubert-Schneider-Stuhler en
[15] 1.7 et une dualite´ d entre partitions en 1.6 et 1.7 ci-dessus. On pose δ(λ, s, ǫ) =
D(π(λ, s, ǫ)).
The´ore`me. Soit (λ, s, ǫ) ∈ Irrtunip. Alors δ(λ, s, ǫ) admet un front d’onde et on a
l’e´galite´ µ(δ(λ, s, ǫ)) = d(λ).
La fin de l’article est consacre´ a` la de´monstration du the´ore`me.
3.4 Une premie`re re´duction
En [15] 1.3, on a introduit le sous-ensemble Irrunip−quad des triplets (λ, s, ǫ) ∈ Irrtunip
tels que s2 = 1. Supposons que le the´ore`me soit prouve´ pour les triplets (λ, s, ǫ) ∈
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Irrunip−quad tels que λ n’ait que des termes pairs. Montrons que le the´ore`me re´sulte de
ce cas particulier.
Soit ♯ = iso ou an et soit P un sous-groupe parabolique de G♯, de composante de
Levi M . Soit πM une repre´sentation lisse irre´ductible de M(F ), notons π = Ind
G♯
P (π
M)
son induite et supposons π irre´ductible. On a de´fini en 3.2 la notion de front d’onde pour
le groupe G♯ mais on sait bien que la de´finition est ge´ne´rale et s’applique en particulier
au Levi M . Supposons que πM admette un front d’onde. Si
M = GL(m1)× ...×GL(mt)×G♯,n0 ,
µ(πM) est alors une famille (µ1, ..., µt, µ0) ou`, pour i = 1, ..., t, µi ∈ P(mi) et µ0 ∈
Porth(2n0 + 1). On a de´fini en 1.8 une ope´ration d’induction qui envoie µ(πM) sur une
partition ind(µ(πM)) ∈ Porth(2n + 1).
Sous ces hypothe`ses, on a
(1) π admet un front d’onde et on a µ(π) = ind(µ(πM)).
Preuve. Pour f ∈ C∞c (G♯(F )), on a l’e´galite´ Θπ(f) = ΘπM (fP ), ou` fP est l’habituel
”terme constant” de f . On de´finit facilement un voisinage V (π) de 1 dans G♯(F ) invariant
par conjugaison et forme´ d’e´le´ments topologiquement unipotents, de sorte que, si f est a`
support dans V (π), fP soit a` support dans V (π
M). Pour une telle fonction f , on a alors
Θπ(f) =
∑
OM∈NilM
cOM (π
M)IOM (fP ),
ou` NilM est l’analogue de Nil♯ pour le groupe M . Notons u le radical nilpotent de
l’alge`bre de Lie p. Pour OM ∈ NilM et O ∈ Nil♯, on dit que O est induite de O
M si O
coupe OM + u(F ) selon un ouvert non vide. On note cette relation O ⊂ ind(OM). Si on
se plac¸ait sur la cloˆture alge´brique, F¯ il y aurait une et une seule orbite induite mais,
parce que l’on travaille sur F , il y en a plusieurs en ge´ne´ral. Cette ope´ration d’induction
d’orbites est relie´e a` l’induction des partitions par la relation suivante :
si O ⊂ ind(OM ), alors µ(O) = ind(µ(OM)).
On a une e´galite´
IOM (fP ) =
∑
O⊂ind(OM )
cOM ,OIO(f),
avec des coefficients cOM ,O > 0. D’ou`
Θπ(f) =
∑
O∈Nil♯
cO(π)IO(f),
ou`, pour tout O ∈ Nil♯, on a
(2) cO(π) =
∑
OM∈NilM ;O⊂ind(OM )
cOM (π
M)cOM ,O.
Si cO(π) 6= 0, il existe OM tel que O ⊂ ind(OM) et cOM (π
M) 6= 0. On a alors µ(O) =
ind(µ(OM)) et OM ≤ µ(πM). D’ou` µ(O) ≤ ind(µ(πM)) car l’ope´ration d’induction est
croissante. Inversement, soit OM0 ∈ Nil
M tel que cOM
0
(πM) 6= 0 et µ(OM0 ) = µ(π
M). Soit
O ⊂ ind(OM0 ). On a µ(O) = ind(µ(π
M)). Montrons que cO(π) 6= 0. Soit OM intervenant
de fac¸on non nulle dans la formule (2). On a cOM (π
M) 6= 0 donc µ(OM) ≤ µ(πM). Si cette
relation n’est pas une e´galite´, on a ind(µ(OM)) < ind(µ(πM)) car l’ope´ration d’induction
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est strictement croissante. Cela contredit la relation ind(µ(OM)) = µ(O) = ind(µ(πM)).
Donc µ(OM) = µ(πM). Alors le coefficient cOM (π
M)cOM ,O est strictement positif. Par
construction, il y a au moins une telle orbite OM , a` savoir OM0 . Le coefficient cO(π) est
une somme non vide de termes strictement positifs, donc cO(π) > 0, ce qui ache`ve la
de´monstration de (1).
Soit (λ, s, ǫ) ∈ Irrtunip,♯. En reprenant les conside´rations de [15] 1.3, on voit qu’il
existe
- un sous-groupe parabolique P de G♯ de composante de Levi
M = GL(m1)× ...×GL(mt)×G♯,n0 ;
- pour tout j = 1, ..., t, un caracte`re non ramifie´ χj de F
× ;
- un e´le´ment (λ0, s0, ǫ0) ∈ Irrunip−quad,n0,♯ tel que λ0 n’ait que des termes pairs ;
de sorte que les proprie´te´s suivantes soient ve´rifie´es :
(3) π(λ, s, ǫ) = Ind
G♯
P (stm1(χ1 ◦ det)⊗ ...⊗ stmt(χt ◦ det)⊗ π(λ0, s0, ǫ0)),
ou` stmj est la repre´sentation de Steinberg de GL(mj ;F ) ;
(4) λ = (m1, m1) ∪ ... ∪ (mt, mt) ∪ λ0.
En appliquant l’involution D, on de´duit de (3) l’e´galite´
δ(λ, s, ǫ) = Ind
G♯
P (δ
M),
ou`
δM = (χ1 ◦ det)⊗ ...⊗ (χt ◦ det)⊗ δ(λ0, s0, ǫ0)).
Pusiqu’on suppose connue le the´ore`me pour δ(λ0, s0, ǫ0) (et que les fronts d’onde des
repre´sentations des groupes GL(mj) sont bien connus), il re´sulte de (1) que δ(λ, s, ǫ)
admet un front d’onde et que
µ(δ(λ, s, ǫ)) = ind(µ(δM)).
Le front d’onde d’un caracte`re de GL(mj ;F ) est
t(mj), c’est-a`-dire la partition compose´e
de mj fois le nombre 1. On a donc
µ(δM) = (t(m1), ...,
t(mt), d(λ0)).
Posons λ = ((m1), ..., (mt), λ0). Avec les de´finitions de 1.8, cette dernie`re relation s’e´crit
µ(δM) = d(λ) tandis que l’e´galite´ (4) s’e´crit λ = cup(λ). En appliquant le lemme 1.8, on
obtient ind(µ(δM)) = d(λ). D’ou` µ(δ(λ, s, ǫ)) = d(λ), ce qui de´montre le the´ore`me.
3.5 Traduction de ce que l’on veut de´montrer
On fixe de´sormais un e´le´ment (λ, s, ǫ) ∈ Irrtunip et on pose δ = δ(λ, s, ǫ). On note
♯ l’indice tel que δ soit une repre´sentation de G♯(F ). On veut prouver que δ admet un
front d’onde et que µ(δ) = d(λ). Montrons qu’il suffit de prouver
(1) pour tout (O1,O2) ∈ Nil♯, la relation Θδ(fO1,O2) 6= 0 entraˆıne µ(O1) ∪ µ(O2) ≤
d(λ) ;
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(2) il existe (O1,O2) ∈ Nil♯ tel que Θδ(fO1,O2) 6= 0 et µ(O1) ∪ µ(O2) = d(λ).
Comme on l’a dit en 3.2, on peut prendre pour voisinage V (δ) l’ensemble tout entier
des e´le´ments topologiquement unipotents. En particulier, le de´veloppement de 3.2 vaut
pour toute fonction fO1,O2 . D’apre`s la de´finition de cette fonction, on a
Θδ(fO1,O2) =
∑
O∈Nil♯
cO(δ)IO(hO1,O2).
Soit O0 un e´le´ment maximal dans l’ensemble des O ∈ Nil♯ pour lesquels cO(δ) 6= 0.
Appliquons l’e´galite´ (3) a` une paire (O1,O2) telle que OO1,O2 = O0. En vertu de 3.1(1),
il ne reste dans la somme que des O pour lesquels O¯ contient O0. Par maximalite´ de
O0, il ne reste donc que O0. Le coefficient cO0(δ) est non nul par hypothe`se et l’inte´grale
orbitale IO0(hO1,O2) ne l’est pas par 3.1(2). Donc Θδ(fO1,O2) 6= 0. D’ou` µ(O0) ≤ d(λ)
d’apre`s (1). Ceci e´tant vrai pour tout e´le´ment maximal O0, c’est vrai pour tout e´le´ment :
pour tout O tel que cO(δ) 6= 0, on a µ(O) ≤ d(λ). En appliquant maintenant (3) pour
une paire (O1,O2) ve´rifiant (2), le meˆme calcul montre que cO(δ) 6= 0 pour l’orbite
O = OO1,O2 . Pour cette orbite, on a µ(O) = d(λ). Cela ve´rifie les proprie´te´s requises
pour que δ admette un front d’onde et que l’on ait µ(δ) = d(λ).
3.6 De´but du calcul
Fixons un couple (O1,O2) ∈ Nil♯, posons µ1 = µ(O1), µ2 = µ(O2), S(µ1) = 2n1 + 1,
S(µ2) = 2n2. Si ♯ = iso, on pose Wn2,iso = W
D
n2. Si ♯ = an, auquel cas n2 > 0, on
note Wn2,an = {w ∈ Wn2 ; sgnCD(w) = −1}. On fixe des e´le´ments nilpotents Y1 ∈ O1 et
Y2 ∈ O2.
La formule 2.3 (13) calcule Θδ(fO1,O2) en fonction de termes φα,β1,β2(hO1,O2) pour
(α, β1, β2) ∈ P3(n). On a calcule´ ce terme en [14] proposition 3.5. On va rappeler ce
re´sultat en modifiant quelque peu ses notations. Pour w1 ∈ Wn1 , on de´finit une certaine
fonction Q♮w1 sur l’ensemble des e´le´ments nilpotents de SO(2n1+1)(Fq), cf. [14] VIII.13.
Elle est invariante par conjugaison par SO(2n1 + 1)(Fq) et ne de´pend que de la classe
de conjugaison de w1. Pour w2 ∈ Wn2,♯, on de´finit de meˆme une fonction Q
♮
w2 sur l’en-
semble des e´le´ments nilpotents de SO(2n2)♯(Fq), cf. [14] VIII.13. Elle est invariante par
conjugaison par SO(2n2)♯(Fq) et ne de´pend que de la classe de conjugaison par W
D
n2
de
w2.
Remarque. Dans le cas ou` ♯ = an, la construction de [14] e´tait un peu diffe´rente.
On y avait fixe´ une certaine syme´trie e´le´mentaire wφ ∈ Wn2,an et de´fini une fonction
Q♮w2 indexe´e non pas par un e´le´ment w2 ∈ Wn2,an, mais par un e´le´ment w2 ∈ W
D
n2
. Cette
fonction ne de´pendait que de la classe de wφ-conjugaison de w2. Notre pre´sente fonction
Q♮w2 est la fonction Q
♮
wφw2
de [14].
NotonsW (α, β1, β2) l’ensemble des paires (w1, w2) ∈ Wn1×Wn2,♯ ve´rifiant la condition
suivante. Notons (α1, β
′
1) la paire de partitions parame´trant la classe de conjugaison de
w1 et (α2, β
′
2) celle qui parame`tre la classe de conjugaison par Wn2 de w2. Alors
α = α1 ∪ α2, β
′
1 = β1, β
′
2 = β2.
Pour une telle paire (w1, w2), posons
[w1, w2] =
z(α)
z(α1)z(α2)
,
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cf. 2.3 pour la de´finition de ces termes ;
η(w1, w2) = 2 si n2 ≥ 1 et la classe de conjugaison de w2 par Wn2 co¨ıncide avec sa
classe de conjugaison par WDn2 ;
η(w1, w2) = 1 si n2 = 0 ou si n2 ≥ 1 et la classe de conjugaison de w2 par Wn2 se
coupe en deux classes de conjugaison par WDn2 .
Fixons un ensemble de repre´sentants W(α, β1, β2) des classes de conjugaison par
Wn1 ×W
D
n2
dans W (α, β1, β2).
La proposition 3.5 de [14] affirme alors l’existence d’un demi-entier dO1,O2 (ne de´pendant
que de (O1,O2)) de sorte que
φα,β1,β2(hO1,O2) = q
dO1,O2
∑
(w1,w2)∈W(α,β1,β2)
η(w1, w2)[w1, w2]Q
♮
w1
(Y1)Q
♮
w2
(Y2).
Cette formule peut se simplifier. Pour w1 ∈ Wn1 , notons Z(w1) son centralisateur
dans Wn1 . Pour w2 ∈ Wn2 , notons Z
D(w2) son centralisateur dans W
D
n2
. Le terme
Q♮w1(Y1)Q
♮
w2
(Y2) ne de´pendant que de la classe de conjugaison de (w1, w2) parWn1×W
D
n2
,
on peut remplacer la somme sur le syste`me de repre´sentants W(α, β1, β2) par une somme
sur W (α, β1, β2), a` condition de multiplier chaque terme indexe´ par (w1, w2) par l’inverse
du nombre d’e´le´ments de sa classe de conjugaison par Wn1 ×W
D
n2 . Cet inverse est e´gal a`
|Z(w1)||Z
D(w2)||Wn1|
−1|WDn2|
−1.
D’autre part, soit (w1, w2) ∈ W (α, β1, β2). On ve´rifie l’e´galite´
z(α, β1, β2)
−1η(w1, w2)[w1, w2] = |Z(w1)|
−1|ZD(w2)|
−1.
La formule ci-dessus se re´crit
z(α, β1, β2)
−1φα,β1,β2(hO1,O2) = q
dO1,O2 |Wn1|
−1|WDn2 |
−1
∑
(w1,w2)∈W (α,β1,β2)
Q♮w1(Y1)Q
♮
w2(Y2).
Reportons cette e´galite´ dans la formule 2.3 (13). On obtient
Θδ(fO1,O2) = q
dO1,O2 |Wn1 |
−1|WDn2|
−1
∑
(α,β1,β2)∈P3(n)
sgn(wα,β1,β2)κδ,0(wα,β1,β2)
∑
(w1,w2)∈W (α,β1,β2)
Q♮w1(Y1)Q
♮
w2
(Y2).
Sommer en (α, β1, β2) puis en (w1, w2) ∈ W (α, β1, β2) revient a` sommer sur tout (w1, w2) ∈
Wn1 ×Wn2,♯. D’ou`
Θδ(fO1,O2) = q
dO1,O2 |Wn1|
−1|WDn2|
−1
∑
(w1,w2)∈Wn1×Wn2,♯
sgn(w1)sgn(w2)κδ,0(w1 × w2)Q
♮
w1(Y1)Q
♮
w2(Y2).
Pour toute paire (ρ1, ρ2) ∈ Wˆn1 × Wˆn2 , posons
mδ(ρ1, ρ2) = |Wn1 |
−1|Wn2|
−1
∑
(w1,wn2 )∈Wn1×Wn2
kδ,0(w1, w2)ρ1(w1)ρ2(w2).
Posons aussi
χ♮ρ1 = |Wn2|
−1
∑
w1∈Wn1
ρ1(w1)Q
♮
w1
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et
χ♮ρ2,♯ = |W
D
n2
|−1
∑
w2∈Wn2,♯
ρ2(w2)Q
♮
w2
.
Pour (w1, w2) ∈ Wn1 ×Wn2 , on a l’e´galite´
sgn(w1)sgn(w2)κδ,0(w1 × w2) =
∑
(ρ1,ρ2)∈Wˆn1×Wˆn2
mδ(ρ1 ⊗ sgn, ρ2 ⊗ sgn)ρ1(w1)ρ2(w2).
On obtient alors
(1) Θδ(fO1,O2) = q
dO1,O2
∑
(ρ1,ρ2)∈Wˆn1×Wˆn2
mδ(ρ1 ⊗ sgn, ρ2 ⊗ sgn)χ
♮
ρ1(Y1)χ
♮
ρ2,♯
(Y2).
Soit (µ1, η1) ∈ Porth(2n1 + 1). Supposons kµ1,η1 = 1. On a de´fini en [14] VIII.13 une
fonction χ♮µ1,η1 sur l’ensemble des e´le´ments nilpotents de so(2n)(Fq). Il existe un demi-
entier dµ1,η1 tel que χ
♮
µ1,η1
= qdµ1,η1χ♮ρµ1,η1 . On note P
orth(2n1+1; k = 1) le sous-ensemble
des (µ1, η1) ∈ Porth(2n1 + 1) tels que kµ1,η1 = 1. Rappelons que l’application
Porth(2n1 + 1; k = 1) → Wˆn2
(µ1, η1) 7→ ρµ1,η1
est bijective.
Soit (µ
2
, η2) ∈ P
orth(2n2), cf. 1.5. Supposons kµ2,η2 = 0. On a de´fini en [14] VIII.13
une fonction χ♮µ
2
,η2,♯
sur l’ensemble des e´le´ments nilpotents de so(2n)♯(Fq) (on a ajoute´
un indice ♯ a` la notation de [14]). Soit (µ2, η2) ∈ P
orth(2n2) tel que kµ2,η2 = 0. Si µ2
n’est pas exceptionnel, (µ2, η2) est aussi un e´le´ment de P
orth(2n2) ; la repre´sentation
ρµ2,ǫ2 est de´finie ainsi que ses prolongements ρ
+
µ2,ǫ2
et ρ−µ2,ǫ2, cf. 1.12. La fonction χ
♮
µ2,η2,♯
est aussi de´finie. Si µ2 est exceptionnel, auquel cas η2 = 1, µ2 se rele`ve en les deux
e´le´ments (µ2,+) et (µ2,−) de P
orth(2n2). Les repre´sentations ρµ2,+,η2 et ρµ2,−,η2 sont
de´finies. Les repre´sentations ρ+µ2,+,η2, ρ
−
µ2,+,η2, ρ
+
µ2,−,η2 et ρ
−
µ2,−,η2 sont toutes e´gales. On
note ρ+µ2,η2 = ρ
−
µ2,η2 ce prolongement. On pose
χ♮µ2,η2,♯ = χ
♮
µ2,+,η2,♯
+ χ♮µ2,−,η2,♯.
En tout cas, il existe un demi-entier dµ2,η2 tel que les e´galite´s suivantes soient ve´rifie´es :
si ♯ = iso,
χ♮µ2,η2,iso = q
dµ2,η2χ♮
ρ+µ2,η2 ,iso
= qdµ2,η2χ♮
ρ−µ2,η2 ,iso
;
si ♯ = an,
χ♮µ2,η2,an = q
dµ2,η2χ♮
ρ+µ2,η2 ,an
= −qdµ2,η2χ♮
ρ−µ2,η2 ,an
.
Remarquons que, quand µ2 est exceptionnel, on a χ
♮
µ2,η2,an
= 0.
On note Porth(2n2; k = 0) l’ensemble des (µ2, η2) ∈ Porth(2n2) tels que kµ2,η2 = 0.
Rappelons que Wˆn2 est re´union disjointe des ensembles {ρ
+
µ2,η2
, ρ−µ2,η2} pour (µ2, η2) ∈
Porth(2n2; k = 0) avec µ2 non exceptionnel et des ensembles {ρ
+
µ2,+,η2} = {ρ
−
µ2,+,η2} =
{ρ+µ2,−,η2} = {ρ
−
µ2,−,η2} pour (µ2, η2) ∈ P
orth(2n2; k = 0) avec µ2 exceptionnel.
Pour (µ1, η1;µ2, η2) ∈ Porth(2n1 + 1; k = 1)×Porth(2n2; k = 0), posons
si ♯ = iso, n2 6= 0 et µ2 n’est pas exceptionnel,
mδ,iso(µ1, η1;µ2, η2) = mδ(ρµ1,η1 ⊗ sgn, ρ
+
µ2,η2 ⊗ sgn) +mδ(ρµ1,η1 ⊗ sgn, ρ
−
µ2,η2 ⊗ sgn);
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si ♯ = an, n2 6= 0 et µ2 n’est pas exceptionnel,
mδ,an(µ1, η1;µ2, η2) = mδ(ρµ1,η1 ⊗ sgn, ρ
+
µ2,η2 ⊗ sgn)−mδ(ρµ1,η1 ⊗ sgn, ρ
−
µ2,η2 ⊗ sgn);
si ♯ = iso et si n2 = 0 ou µ2 est exceptionnel
mδ,iso(µ1, η1;µ2, η2) =
mδ(ρµ1,η1 ⊗ sgn, ρ
+
µ2,η2
⊗ sgn) +mδ(ρµ1,η1 ⊗ sgn, ρ
−
µ2,η2
⊗ sgn)
2
;
si ♯ = an et µ2 est exceptionnel
mδ,an(µ1, η1;µ2, η2) = 0.
On voit alors que la formule (1) se re´crit
(2) Θδ(fO1,O2) = q
dO1,O2
∑
(µ1,η1;µ2,η2)∈Porth(2n1+1;k=1)×Porth(2n2)
q−dµ1,η1−dµ2,η2
mδ,♯(µ1, η1;µ2, η2)χ
♮
µ1,η1(Y1)χ
♮
µ2,η2,♯
(Y2).
3.7 Traduction des conditions en termes de repre´sentations de
groupes de Weyl
Montrons qu’il nous suffit de prouver les deux assertions suivantes :
(1) soient n1, n2 ∈ N avec n1 + n2 = n et n2 ≥ 1 si ♯ = an ; soient (µ1, η1;µ2, η2) ∈
Porth(2n1 + 1; k = 1) × Porth(2n2; k = 0) ; supposons mδ,♯(µ1, η1;µ2, η2) 6= 0 ; alors
µ1 ∪ µ2 ≤ d(λ) ;
(2) il existe n1, n2 ∈ N avec n1+n2 = n et n2 ≥ 1 si ♯ = an et il existe (µ1, η1;µ2, η2) ∈
Porth(2n1+1; k = 1)×Porth(2n2; k = 0) tels quemδ,♯(µ1, η1;µ2, η2) 6= 0 et µ1∪µ2 = d(λ).
Soit (O1,O2) ∈ Nil♯. On en de´duit des entiers n1, n2 comme en 3.6. Supposons
Θδ(fO1,O2) 6= 0. La formule 3.6(2) implique qu’il existe (µ1, η1;µ2, η2) ∈ P
orth(2n1 +
1; k = 1)×Porth(2n2; k = 0) tel que mδ,iso(µ1, η1;µ2, η2) 6= 0 et χ
♮
µ1,η1(Y1)χ
♮
µ2,η2,♯
(Y2) 6= 0.
Or la fonction χ♮µ1,η1 n’est non nulle que sur les orbites nilpotentes O
′
1 ve´rifiant µ(O
′
1) ≤
µ1, cf. [14] VIII.13. Puisque Y1 ∈ O1, cela entraˆıne µ(O1) ≤ µ1. La fonction χ
♮
µ2,η2,♯
ve´rifie
une proprie´te´ analogue. Donc µ(O2) ≤ µ2. Graˆce a` (1), on a aussi µ1 ∪ µ2 ≤ d(λ). Donc
µ(O1) ∪ µ(O2) ≤ d(λ), ce qui ve´rifie la proprie´te´ (1) de 3.5.
Fixons des donne´es ve´rifiant (2). Conside´rons la somme
Ψ =
∑
η′
1
,η′
2
q−dµ1,η1−dµ2,η2mδ,♯(µ1, η
′
1;µ2, η
′
2)χ
♮
µ1,η′1
χ♮µ2,η′2,♯
,
ou` η′1 parcourt les e´le´ments de {±1}
Jordbp(µ1)/{±1} tels que k(µ1, η
′
1) = 1 et η
′
2 parcourt
les e´le´ments de {±1}Jordbp(µ2)/{±1} tels que k(µ2, η′2) = 1. C’est une fonction invariante
par conjugaison sur le produit des ensembles d’e´le´ments nilpotents de so(2n1 + 1)(Fq)
et de so(2n2)♯(Fq). Notons U(µ1) la re´union des orbites nilpotentes O1 dans so(2n1 +
1)(Fq) telles que µ(O1) = µ1. Notons U(µ2) la re´union des orbites nilpotentes O2 dans
so(2n2)♯(Fq) telles que µ(O2) = µ2. Quand η
′
1 de´crit les e´le´ments ci-dessus, les res-
trictions a` U(µ1) des fonctions χ
♮
µ1,η′1
sont line´airement inde´pendantes, cf. [14] VIII.13.
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Quand η′2 de´crit les e´le´ments ci-dessus, les restrictions a` U(µ2) des fonctions χ
♮
µ2,η′2,♯
sont elles aussi line´airement inde´pendantes (on doit remarquer que, si ♯ = an, l’hy-
pothe`se mδ,♯(µ1, η1;µ2, η2) 6= 0 implique que µ2 n’est pas exceptionnel). L’hypothe`se
mδ,♯(µ1, η1;µ2, η2) 6= 0 implique donc que la restriction de Ψ a` U(µ1) × U(µ2) est non
nulle. Fixons donc des orbites O1 ⊂ U1 et O2 ⊂ U2 telles que Ψ soit non nulle sur O1×O2.
On a µ(O1) ∪ µ(O2) = µ1 ∪ µ2 = d(λ). Appliquons la formule 3.6(2) au couple (O1,O2).
Notons plutoˆt (µ′1, η
′
1;µ
′
2, η
′
2) les termes indexant la somme de cette formule. Je dis que,
si (µ′1, µ
′
2) 6= (µ1, µ2), le terme
mδ,♯(µ
′
1, η
′
1;µ
′
2, η
′
2)χ
♮
µ′
1
,η′
1
(Y1)χ
♮
µ′
2
,η′
2
,♯(Y2)
est nul. En effet, la non-nullite´ des deux derniers termes entraˆıne comme plus les ine´galite´s
µ(O1) ≤ µ′1 et µ(O2) ≤ µ
′
2, c’est-a`-dire µ1 ≤ µ
′
1 et µ2 ≤ µ
′
2. La non-nullite´ du pre-
mier terme entraˆıne µ′1 ∪ µ
′
2 ≤ d(λ) d’apre`s (1). Puisque µ1 ∪ µ2 = d(λ), les ine´galite´s
pre´ce´dentes sont force´ment des e´galite´s. Donc µ′1 = µ1 et µ
′
2 = µ2, contrairement a` l’hy-
pothe`se. Dans la somme de 3.6(2) ne restent donc que les (µ′1, η
′
1;µ
′
2, η
′
2) pour lesquels
µ′1 = µ1 et µ
′
2 = µ2. C’est-a`-dire que l’on obtient
Θδ(fO1,O2) = q
dO1,O2Ψ(Y1, Y2),
ou` (Y1, Y2) ∈ O1 ×O2. D’ou` Θδ(fO1,O2) 6= 0. Alors (O1,O2) ve´rifie 3.5(2).
3.8 Une description de Res(δ)
On a fixe´ (λ, s, ǫ) ∈ Irrtunip en 3.5. Nous supposons de´sormais que c’est un e´le´ment de
Irrunip−quad, ce qui nous suffit d’apre`s 3.4. On a montre´ en [15] 2.2 que cet ensemble s’iden-
tifiait a` Psymp2 (2n). On note (λ
+, ǫ+, λ−, ǫ−) l’e´le´ment de cet ensemble auquel s’identifie
(λ, s, ǫ). On a λ = λ+ ∪ λ− et cette de´composition est de´termine´e par l’e´le´ment s.
Notons n(λ+, λ−) l’ensemble des couples de partitions symplectiques (ν+, ν−) ve´rifiant
les conditions suivantes :
(1)(a) ν+ ∪ ν− = λ ;
(1)(b) pour tout entier i ∈ N impair, multν−(i) = 0 ;
(1)(c) pour tout i ∈ Jordbp(λ+) ∩ Jordbp(λ−), multν−(i) ≤ 2 ;
(1)(d) pour tout i ∈ Jordbp(λ) tel quemultλ+(i) = 0 oumultλ−(i) = 0,multν−(i) ≤ 1.
Notons N(λ1, λ2) l’ensemble des quadruplets (ν
+, ξ+, ν−, ξ−) ∈ Irrunip−quad tels que
(ν+, ν−) ∈ n(λ+, λ−). Fixons un tel quadruplet (ν+, ξ+, ν−, ξ−). Soit i ∈ Jordbp(λ). On
de´finit un nombre complexe e(i) par les formules suivantes, ou` on pose par convention
ξ+(i) = 1 si i 6∈ Jordbp(ν+) et ξ−(i) = 1 si i 6∈ Jordbp(ν−) :
(2)(a) si multν−(i) = 0, e(i) = ξ
+(i)multλ−(i) ;
(2)(b) si multν−(i) = 2, e(i) = ǫ
+(i)ǫ−(i)ξ−(i)ξ+(i)multλ− (i)−1 ;
(2)(c) si multν−(i) = 1 et multλ−(i) = 0, e(i) = ǫ
+(i) ;
(2)(d) si multν−(i) = 1 et multλ+(i) = 0, e(i) = ǫ
−(i)ξ−(i)ξ+(i)multλ− (i)−1 ;
(2)(e) simultν−(i) = 1,multλ+(i) ≥ 1 etmultλ−(i) ≥ 1, e(i) = ǫ
−(i)ξ−(i)ξ+(i)multλ− (i)−1+
ǫ+(i)ξ+(i)multλ− (i).
On pose
e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−) = 2−|Jordbp(λ
+)|−|Jordbp(λ
−)|
∏
i∈Jordbp(λ)
e(i).
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D’autre part, en [15] 1.11, on a associe´ a` (ν+, ξ+, ν−, ξ−) un e´le´ment de R que l’on a
note´ j(ρν+,ξ+ ⊗ ρν−,ξ−). Le terme j e´tait un isomorphisme entre R et un autre espace.
Distinguer ces deux espaces nous e´tait alors utile. Ce ne l’est plus, on identifie l’espace
en question a` R graˆce a` l’isomorphisme j et on fait disparaˆıtre ce j de la notation.
Lemme. On a l’e´galite´
κδ =
∑
(ν+,ξ+,ν−,ξ−)∈N(λ+ ,λ−)
e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−)ρι(ρν+,ξ+ ⊗ ρν−,ξ−).
Preuve. Rappelons quelques notations de [15] 1.3. On fixe un homomorphisme ρλ :
SL(2;C)→ Sp(2n;C) parame´tre´ par λ et on note Z(λ) le commutant dans Sp(2n;C) de
son image. Le terme s appartient a` Z(λ) et ve´rifie s2 = 1. On note Z(λ, s) le commutant
de s dans Z(λ), Z(λ, s) son groupe des composantes connexes et Z(λ, s)∨ le groupe des
caracte`res de Z(λ, s). On a ǫ ∈ Z(λ, s)∨. Conside´rons un sous-ensemble H ⊂ Z(λ, s) qui
s’envoie bijectivement sur Z(λ, s) et est forme´ d’e´le´ments h ve´rfiant h2 = 1. Pour h ∈ H ,
le triplet (λ, s, h) appartient a` l’ensemble Endounip−quad de [15] 2.2. Il lui est associe´ une
repre´sentation virtuelle
(3) Π(λ, s, h) =
∑
ǫ′∈Z(λ,s)∨
π(λ, s, ǫ′)ǫ′(h).
Par inversion de Fourier dans le groupe Z(λ, s), on a
π(λ, s, ǫ) = |Z(λ, s)|−1
∑
h∈H
Π(λ, s, h)ǫ(h).
On applique Res ◦D a` cette e´galite´ :
Res(δ) = |Z(λ, s)|−1
∑
h∈H
Res ◦D ◦ Π(λ, s, h)ǫ(h).
Utilisons l’involution Fpar de [15] 1.9. Puisque, justement, c’est une involution, on peut
composer a` gauche le membre de droite ci-dessus par Fpar ◦ Fpar. Le the´ore`me 2.7 de
[15] n’est plus conditionnel puisqu’on a de´montre´ en [16] le the´ore`me 2.1 de [15]. Il nous
dit que Fpar ◦Res ◦D ◦ Π(λ, s, h) = Res ◦D ◦ Π(λ, h, s). D’ou`
Res(δ) = |Z(λ, s)|−1
∑
h∈H
Fpar ◦Res ◦D ◦ Π(λ, h, s)ǫ(h).
On peut encore de´velopper le membre de droite en utilisant (3) ou` l’on e´change s et h :
(4) Res(δ) = |Z(λ, s)|−1
∑
h∈H
∑
ξ∈Z(λ,h)∨
Fpar ◦Res ◦D(π(λ, h, ξ))ξ(s)ǫ(h).
L’ensemble Endounip−quad s’identifie a` P
symp
4 (2n). Plus pre´cise´ment, l’ensemble des e´le´ments
de Endounip−quad de la forme (λ, s, h) (c’est-a`-dire dont les deux premiers termes sont nos
e´le´ments fixe´s λ et s) s’identifie aux quadruplets (λ++, λ−+, λ+−, λ−−) ∈ Psymp4 (2n) tels
que λ++∪λ+− = λ+ et λ−+∪λ−− = λ−. Si (λ, s, h) correspond ainsi a` (λ++, λ−+, λ+−, λ−−),
l’image de h dans
Z(λ, s) ≃ (Z/2Z)Jordbp(λ
+) × (Z/2Z)Jordbp(λ
−)
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est
(5) (multλ+−(i))i∈Jordbp(λ+) × (multλ−−(i))i∈Jordbp(λ−),
ou` il s’agit en fait des images des multiplicite´s dans Z/2Z. On voit que l’on peut choisir H
de sorte que l’ensemble des (λ, s, h) pour h ∈ H s’identifie a` l’ensemble des quadruplets
satisfaisant les conditions ci-dessus et de plus : multλ+−(i) ≤ 1 et multλ−−(i) ≤ 1 pour
tout i. On peut e´videmment renforcer des ine´galite´s en multλ+−(i) ≤ inf(1, multλ+(i))
et multλ−−(i) ≤ inf(1, multλ−(i)) (par exemple, multλ+−(i) ≤ multλ+(i) puisque λ
+ =
λ++∪λ+−). On choisit ainsi l’ensembleH . Pour h ∈ H , continuons a` noter (λ++, λ−+, λ+−, λ−−)
le quadruplet associe´ a` (λ, s, h) et posons ν+ = λ++ ∪ λ−+, ν− = λ+− ∪ λ−−. Le couple
(ν+, ν−) appartient a` notre ensemble n(λ+, λ−). Le groupe Z(λ, h) s’identifie a`
(Z/2Z)Jordbp(ν
+) × (Z/2Z)Jordbp(ν
−)
et un e´le´ment ξ ∈ Z(λ, h)∨ s’identifie a` un couple (ξ+, ξ−). Le quadruplet (ν+, ξ+, ν−, ξ−)
appartient a` N(λ+, λ−). Mais l’application h 7→ (ν+, ν−) n’est pas injective (h est une
classe de conjugaison par Z(λ, s) et (ν+, ν−) parame`tre sa classe de conjugaison par
Z(λ)). L’e´galite´ (4) se re´crit
Res(δ) =
∑
(ν+,ξ+,ν−,ξ−)∈N(λ+,λ−)
f(ν+, ξ+, ν−, ξ−)Fpar ◦Res ◦D(π(ν+, ξ+, ν−, ξ−)),
ou` :
pour (λ, h, ξ) correspondant a` (ν+, ξ+, ν−, ξ−), on a note´ π(ν+, ξ+, ν−, ξ−) = π(λ, h, ξ) ;
f(ν+, ξ+, ν−, ξ−) est la somme des |Z(λ, s)|−1ǫ(h)ξ(s) sur les h ∈ H d’image (ν+, ν−).
Pour (ν+, ξ+, ν−, ξ−) ∈ N(λ+, λ−), on a
Res ◦D(π(ν+, ξ+, ν−, ξ−)) = Rep ◦ ρι(ρν+,ξ+ ⊗ ρν−,ξ−)
d’apre`s la proposition 1.11 de [15]. On a aussi Fpar ◦Rep = k, cf. [15] 1.9. Donc
Res(δ) =
∑
(ν+,ξ+,ν−,ξ−)∈N(λ+,λ−)
f(ν+, ξ+, ν−, ξ−)k ◦ ρι(ρν+,ξ+ ⊗ ρν−,ξ−).
Puisque κδ est l’e´le´ment de R tel que Res(δ) = k(κδ), on obtient la formule de l’e´nonce´,
a` condition de prouver l’e´galite´ :
f(ν+, ξ+, ν−, ξ−) = e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−) pour tout (ν+, ξ+, ν−, ξ−) ∈ N(λ+, λ−).
Fixons donc (ν+, ξ+, ν−, ξ−) ∈ N(λ+, λ−). On compare tout de suite le facteur
|Z(λ, s)|−1 figurant dans la de´finition de f(ν+, ξ+, ν−, ξ−) avec le facteur 2−|Jordbp(λ
+)|−|Jordbp(λ
−)|
figurant dans celle de e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−) : ils sont e´gaux. On note f le
terme f(ν+, ξ+, ν−, ξ−) prive´ de ce facteur et on doit prouver que f =
∏
i∈Jordbp(λ)
e(i),
avec les notations pre´ce´dant l’e´nonce´. Soit h ∈ H d’image (ν+, ν−). Notons encore
(λ++, λ−+, λ+−, λ−−) le quadruplet associe´ a` (λ, s, h). D’apre`s (5), on a
ǫ(h) = (
∏
i∈Jordbp(λ+)
ǫ+(i)multλ+−(i))(
∏
i∈Jordbp(λ−)
ǫ−(i)multλ−− (i)).
On simplifie cette e´galite´ en
ǫ(h) =
∏
i∈Jordbp(λ)
ǫ+(i)multλ+−(i)ǫ−(i)multλ−−(i),
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avec la convention ǫ+(i) = 1 si i 6∈ Jordbp(λ
+) et ǫ−(i) = 1 pour i 6∈ Jordbp(λ
−). Le
quadruplet associe´ a` (λ, h, s) est (λ++, λ+−, λ−+, λ−−). Le couple (ξ+, ξ−) s’identifie a` un
e´le´ment de Z(λ, h)∨ et on a la formule similaire (avec une convention analogue) :
ξ(s) =
∏
i∈Jordbp(λ)
ξ+(i)multλ−+ (i)ξ−(i)multλ−−(i).
Posons simplement m+(i) = multλ+−(i) et m
−(i) = multλ−−(i). On a multλ−+(i) =
multλ−(i)−m
−(i) et on obtient
ǫ(h)ξ(s) =
∏
i∈Jordbp(λ)
ǫ+(i)m
+(i)ǫ−(i)m
−(i)ξ+(i)multλ−(i)−m
−(i)ξ−(i)m
−(i).
Pour i ∈ Jordbp(λ), notons E(i) l’ensemble des couples (m+, m−) ∈ {0, 1}2 tels que
m+ ≤ inf(1, multλ+(i)) et m
− ≤ inf(1, multλ−(i)) ;
m+ +m− = multν−(i).
L’application
h 7→ (m+(i), m−(i))i∈Jordbp(λ)
identifie l’ensemble des h ∈ H d’image (ν+, ν−) avec
∏
i∈Jordbp(λ)
E(i). On voit alors que
f =
∏
i∈Jordbp(λ)
fi, ou`, pour i ∈ Jordbp(λ), on a pose´
fi =
∑
(m+,m−)∈E(i)
ǫ+(i)m
+
ǫ−(i)m
−
ξ+(i)multλ− (i)−m
−
ξ−(i)m
−
.
Il reste a` de´montrer l’e´galite´ fi = ei pour tout i ∈ Jordbp(λ). C’est un calcul e´le´mentaire
que l’on effectue en distinguant chacun des cas (2)(a) a` (2)(e). On le laisse au lecteur. 
3.9 Preuve de 3.7(1)
On fixe n1, n2 ∈ N avec n1 + n2 = n et n2 ≥ 1 si ♯ = an. On fixe (µ1, η1;µ2, η2) ∈
Porth(2n1+1; k = 1)×P
orth(2n2; k = 0) et on supposemδ,♯(µ1, η1;µ2, η2) 6= 0. D’apre`s la
de´finition de mδ,♯(µ1, η1;µ2, η2) 6= 0, on peut fixer ζ ′ = ± tel que mδ(ρµ1,η1⊗ sgn, ρ
ζ′
µ2,η2
⊗
sgn) 6= 0.
On a de´fini en 1.4 et 1.5 les partitions spe´ciales sp(µ1, η1) et sp(µ2, η2). D’apre`s les
re´sultats de ces paragraphes, on a
(1) µ1 ≤ sp(µ1, η1) µ2 ≤ sp(µ2, η2).
Le symbole associe´ a` ρµ1,η1 appartient a` la famille de sp(µ1, η1). Posons λ1 = d(sp(µ1, η1))
et ρ1 = ρµ1,η1 ⊗ sgn. D’apre`s 1.6, le symbole associe´ a` ρ1 appartient a` la famille de λ1.
Posons λ2 = d(sp(µ2, η2)) et ρ2 = ρµ2,η2 ⊗ sgn si µ2 n’est pas exceptionnel. Si µ2 est
exceptionnel, on rele`ve µ2 en un e´le´ment µ2 de P
orth(2n2) et on pose ρ2 = ρµ
2
,η2 ⊗ sgn.
On a de meˆme : le symbole associe´ a` ρ2 appartient a` la famille de λ2. La repre´sentation
ρζ
′
µ2,η2
⊗sgn est l’un des prolongements de ρ2 a`Wn2 donc est de la forme ρ
ζ
2 pour un ζ = ±
(on n’a pas en ge´ne´ral ζ = ζ ′ mais peu importe). On a donc mδ(ρ1, ρ
ζ
2) 6= 0. Rappelons
que ce terme est la ”multiplicite´” de ρ1 ⊗ ρ
ζ
2 dans κδ,0. La fonction κδ est calcule´e par
le lemme 3.8 (rappelons que l’on suppose (λ, s, ǫ) ∈ Irrunip−quad). La fonction κδ,0 est
calcule´e par une formule analogue, ou` l’on se restreint aux (ν+, ξ+, ν−, ξ−) ∈ N(λ+, λ−)
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tels que kν+,ξ+ = kν−,ξ− = 0. Notons ce sous-ensemble N0(λ
+, λ−). D’apre`s ce lemme, on
peut fixer un e´le´ment (ν+, ξ+, ν−, ξ−) ∈ N0(λ
+, λ−) tel que la multiplicite´ de ρ1⊗ρ
ζ
2 dans
ρι(ρν+,ξ+ ⊗ ρν−,ξ−) est non nulle. On sait que la repre´sentation ρν+,ξ+ est de la forme
ρν+,ξ+ =
∑
ν˙+,ξ˙+
c(ν+, ξ+; ν˙+, ξ˙+)ρν˙+,ξ˙+,
ou` (ν˙+, ξ˙+) parcourt les e´le´ments de Psymp(S(ν+)) tels que kν˙+,ξ˙+ = 0. On note
Psymp(S(ν+); k = 0) l’ensemble de ces e´le´ments. Le coefficient c(ν+, ξ+; ν˙+, ξ˙+) n’est
non nul que si ν+ ≤ ν˙+. De meˆmes proprie´te´s valent pour ρν−,ξ−. On peut donc fixer
(ν˙+, ξ˙+) ∈ Psymp(S(ν+); k = 0) et (ν˙−, ξ˙−) ∈ Psymp(S(ν−); k = 0) tels que
(2) ν+ ≤ ν˙+, ν− ≤ ν˙−,
et la multiplicite´ de ρ1 ⊗ ρ
ζ
2 dans ρν˙+,ξ˙+ ⊗ ρν˙−,ξ˙− soit non nulle. Cette multiplicite´ est
exactement le terme m(ρ1, ρ
ζ
2; ρν˙+,ξ˙+, ρν˙−,ξ˙−) de´fini en 1.12. D’apre`s la proposition de ce
paragraphe, la non-nullite´ de cette multiplicite´ entraˆıne
(3) ν˙+ ∪ ν˙− ≤ ind(λ1, λ2).
Par de´finition de N(λ+, λ−), on a ν+ ∪ ν− = λ. Les ine´galite´s (2) et (3) entraˆınent
λ ≤ ind(λ1, λ2) d’ou` aussi d(ind(λ1, λ2)) ≤ d(λ) puisque la dualite´ est de´croissante. On
applique la proposition 1.9 : d(λ1) ∪ d(λ2) ≤ d(ind(λ1, λ2)), d’ou` aussi d(λ1) ∪ d(λ2) ≤
d(λ). Or d(λ1) = sp(µ1, η1) et d(λ2) = sp(µ2, η2) par de´finition. En utilisant les ine´galite´s
(1), on en de´duit µ1 ∪ µ2 ≤ d(λ), ce qui de´montre 3.7(1).
3.10 Preuve de 3.7(2)
On a suppose´ (λ, s, ǫ) ∈ Irrunip−quad. Maintenant, on suppose de plus que les termes
de λ sont tous pairs. C’est loisible d’apre`s 3.4.
On fixe une fonction τ : Jordbp(λ)→ Z/2Z ve´rifiant les conditions suivantes :
(1)(a) pour i ∈ Jordbp(λ) tel que multλ(i) = 1, τ(i) = 0 ;
(1)(b) pour i ∈ Jordbp(λ+) ∩ Jordbp(λ−), (−1)τ(i) = ǫ+(i)ǫ−(i).
Remarquons que les deux cas sont exclusifs : dans le cas (b), on a multλ(i) ≥ 2.
Appliquant la proposition 1.11, on introduit des entiers n1, n2 ∈ N tels que n1+n2 = n
et des partitions λ1 ∈ Psymp,sp(2n1), λ2 ∈ Porth,sp(2n2) telles que λ1 et λ2 induisent
re´gulie`rement λ, d(λ1)∪ d(λ2) = d(λ) et τλ1,λ2 = τ . On fixe des couples (τ1, δ1) et (τ2, δ2)
parame´trant des symboles (X1, Y1) dans la famille de λ1 et (X2, , Y2) dans la famille de
λ2, avec δ1 = 0 et δ2 = 0. On pose µ1 = d(λ1), µ2 = d(λ2). Ce sont des partitions
spe´ciales. Le symbole d(X1, Y1) appartient a` la famille de µ1 et est parame´tre´ par un
couple (τ ′1, δ
′
1) tel que δ
′
1 = 0. D’apre`s le lemme 1.4, c’est le symbole de la repre´sentation
ρµ1,η1 pour un couple (µ1, η1) ∈ P
orth(2n1+1; k = 1). Le symbole d(X2, Y2) appartient a`
la famille de µ2 et est parame´tre´ par un couple (τ
′
2, δ
′
2) tel que δ
′
2 = 0. Supposons µ2 non
exceptionnel. D’apre`s le lemme 1.5, d(X2, Y2) est le symbole de la repre´sentation ρµ2,η2
pour un couple (µ2, η2) ∈ P
orth(2n2; k = 0). Dans le cas ou` µ2 est exceptionnel, on a
de meˆme un couple (µ2, η2) mais la repre´sentation ρµ2,η2 doit eˆtre remplace´e par ρµ
2
,η2 ,
ou` µ
2
est l’un des rele`vements de µ2 dans P
orth(2n2). On va montrer que le quadruplet
(µ1, η1;µ2, η2) ve´rifie la condition 3.7(2).
Tout d’abord, on a µ1 ∪ µ2 = d(λ1) ∪ d(λ2) = d(λ).
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On veut prouver que mδ,♯(µ1, η1;µ2, η2) 6= 0. Posons sgn♯ = 1 si ♯ = iso, sgn♯ = −1
si ♯ = an. Le terme mδ,♯(µ1, η1;µ2, η2) est e´gal a`
(2) mδ(ρµ1,η1 ⊗ sgn, ρ
+
µ2,η2
⊗ sgn) + sgn♯mδ(ρµ1,η1 ⊗ sgn, ρ
−
µ2,η2
⊗ sgn),
e´ventuellement divise´ par 1/2. La repre´sentation ρµ1,η1⊗sgn n’est autre que la repre´sentation
ρ1 de Wn1 dont le symbole est (X1, Y1). Les repre´sentations ρ
+
µ2,η2 ⊗ sgn et ρ
−
µ2,η2 ⊗ sgn
sont les prolongements (e´ventuellement e´gaux) a` Wn2 d’une repre´sentation ρ2 ∈ W
D
n2
dont le symbole est (X2, Y2). Le terme (2) est e´gal, au signe pre`s, a`
(3) mδ(ρ1, ρ
+
2 ) + s♯mδ(ρ1, ρ
−
2 ).
Soit ζ = ±. En reprenant la preuve du paragraphe pre´ce´dent, on calcule
mδ(ρ1, ρ
ζ
2) =
∑
(ν+,ξ+,ν−,ξ−)∈N0(λ+,λ−)
e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−)
∑
(ν˙+,ξ˙+)∈Psymp(S(ν+);k=0)
∑
(ν˙−,ξ˙−)∈Psymp(S(ν−);k=0)
c(ν+, ξ+; ν˙+, ξ˙+)c(ν−, ξ−; ν˙−, ξ˙−)
m(ρ1, ρ
ζ
2; ρν˙+,ξ˙+, ρν˙−,ξ˙−).
Comme dans le paragraphe pre´ce´dent, la non-nullite´ du terme que l’on somme entraˆıne
les ine´galite´s (2) et (3) de ce paragraphe. On a ν+ ∪ ν− = λ et, ici, on sait par hypothe`se
que ind(λ1, λ2) = λ. Ces ine´galite´s (2) et (3) sont donc des e´galite´s. Maintenant que
ν+ = ν˙+, on sait que la relation c(ν+, ξ+; ν˙+, ξ˙+) 6= 0 e´quivaut a` ξ˙+ = ξ+ et que, si elle est
ve´rifie´e, on a c(ν+, ξ+; ν˙+, ξ˙+) = 1. De meˆme bien suˆr pour les objets associe´s a` ν−. Cela
nous de´barrasse des sommes en (ν˙+, ξ˙+) et (ν˙−, ξ˙−) et des coefficients c(ν+, ξ+; ν˙+, ξ˙+)
et c(ν−, ξ−; ν˙−, ξ˙−). On a simplement
mδ(ρ1, ρ
ζ
2) =
∑
(ν+,ξ+,ν−,ξ−)∈N0(λ+,λ−)
e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−)
m(ρ1, ρ
ζ
2; ρν+,ξ+, ρν−,ξ−).
Les e´le´ments (ν+, ξ+, ν−, ξ−) ∈ N0(λ+, λ−) pour lesquelsm(ρ1, ρ
ζ
2; ρν+,ξ+, ρν−,ξ−) 6= 0 sont
exactement les e´le´ments de N (λ+, λ−) qui ve´rifient l’hypothe`se (B)ζ de 1.13. D’apre`s la
proposition de ce paragraphe, ce sont aussi les e´le´ments de N (λ+, λ−) qui ve´rifient (A)ζ
et, pour ces e´le´ments, on a m(ρ1, ρ
ζ
2; ρν+,ξ+, ρν−,ξ−) = 1. La condition (A)
ζ se de´compose
en deux :
(4) pour i ∈ Jordbp(λ), multν−(i) ≡ c
ζ(i),
ou` on a pose´ cζ(i) = δ−ζ(i)− δ−ζ(i+) ;
(5) pour i ∈ Jordbp(ν+), ξ+(i) = (−1)τ
ζ(i) ; pour i ∈ Jordbp(ν−), ξ−(i) = (−1)τ
−ζ(i).
Notons nζ(λ1, λ2) l’ensemble des (ν
+, ν−) ∈ n(λ1, λ2) ve´rifiant la condition (4). Dans
la suite du calcul, pour (ν+, ν−) ∈ nζ(λ1, λ2), notons (ξ+, ξ−) le couple de´termine´ par la
condition (5). On obtient
(6) mδ(ρ1, ρ
ζ
2) =
∑
(ν+,ν−)∈nζ(λ+,λ−)
e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−).
Soit i ∈ Jordbp(λ). De´finissons un ensemble M
ζ(i) par les e´galite´s suivantes :
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si cζ(i) = 1, M ζ(i) = {1} ;
si cζ(i) = 0 et multλ+(i)multλ−(i) = 0, M
ζ(i) = {0} ;
si cζ(i) = 0 et multλ+(i)multλ−(i) 6= 0, M
ζ(i) = {0, 2}.
On ve´rifie a` l’aide de la de´finition de 3.8 et de la relation (4) ci-dessus que l’application
(ν+, ν−) 7→ (multν−(i))i∈Jordbp(λ) est une bijection de n
ζ(λ+, λ−) sur
∏
i∈Jordbp(λ)
M ζi .
Soit i ∈ Jordbp(λ) et m ∈ M ζ(i). De´finissons un nombre eζ(i,m) par les e´galite´s
suivantes :
eζ(i, 0) = (−1)τ
ζ(i)multλ− (i) ;
simultλ+(i)multλ−(i) 6= 0, e
ζ(i, 1) = ǫ+(i)(−1)τ
ζ(i)multλ− (i)+ǫ−(i)(−1)τ
−ζ(i)+τζ(i)(multλ− (i)−1) ;
si multλ+(i) = 0, e
ζ(i, 1) = ǫ−(i)(−1)τ
−ζ(i)+τζ(i)(multλ− (i)−1) ;
si multλ−(i) = 0, e
ζ(i, 1) = ǫ+(i) ;
eζ(i, 2) = ǫ+(i)ǫ−(i)(−1)τ
−ζ(i)+τζ(i)(mult
λ−
(i)−1).
Pour (ν+, ν−) ∈ nζ(λ+, λ−), on ve´rifie a` l’aide de la de´finition de 3.8 et de la relation
(5) ci-dessus que l’on a l’e´galite´
e(λ+, ǫ+, λ−, ǫ−; ν+, ξ+, ν−, ξ−) = 2−|Jordbp(λ
+)|−|Jordbp(λ
−)|
∏
i∈Jordbp(λ)
eζ(i,multν−(i)).
La relation (6) se transforme en
(7) mδ(ρ1, ρ
ζ
2) = 2
−|Jordbp(λ
+)|−|Jordbp(λ
−)|
∏
i∈Jordbp(λ)
Sζ(i),
ou` on a pose´
Sζ(i) =
∑
m∈Mζ(i)
eζ(i,m).
Fixons i ∈ Jordbp(λ) et calculons Sζ(i). Remarquons qu’en vertu de la condition (1)(b)
ci-dessus, de l’e´galite´ τ = τλ1,λ2 et de la relation 1.13(1), on a l’e´galite´
(8) (−1)τ
+(i)+τ−(i) = ǫ+(i)ǫ−(i) si multλ+(i)multλ−(i) 6= 0 ;
La de´finition des termes eζ(i,m) se simplifie alors dans les deux cas suivants :
si multλ+(i)multλ−(i) 6= 0, e
ζ(i, 1) = 2ǫ+(i)(−1)τ
ζ(i)multλ− (i) ;
eζ(i, 2) = (−1)τ
ζ(i)multλ− (i).
On calcule alors
(9)(a) si cζ(i) = 1 et multλ−(i) = 0, S
ζ(i) = ǫ+(i) ;
(9)(b) si cζ(i) = 1 et multλ+(i) = 0, S
ζ(i) = ǫ−(i)(−1)τ
−ζ(i)+τζ (i)(multλ− (i)−1) ;
(9)(c) si cζ(i) = 1 et multλ+(i)multλ−(i) 6= 0, S
ζ(i) = 2ǫ+(i)(−1)multλ− (i)τ
ζ(i) ;
(9)(d) si cζ(i) = 0 et multλ+(i)multλ−(i) = 0, S
ζ(i) = (−1)multλ−(i)τ
ζ (i) ;
(9)(e) si cζ(i) = 0 et multλ+(i)multλ−(i) 6= 0, S
ζ(i) = 2(−1)multλ−(i)τ
ζ (i).
On voit que Sζ(i) est non nul pour tout i. On de´duit de (7) que mδ(ρ1, ρ
ζ
2) 6= 0. Mais
cela ne suffit pas a` prouver que l’expression (3) est non nulle. Pour cela, montrons que,
pour tout i ∈ Jordbp(λ), on a l’e´galite´
(10) S−(i) = ǫ+(i)multλ+ (i)ǫ−(i)multλ−(i)S+(i),
ou`, pour simplifier les notations, on a pose´ ǫ+(i) = 1 si i 6∈ Jordbp(λ+) et ǫ−(i) = 1 si
i 6∈ Jordbp(λ
−). La ve´rification de cette assertion se fait cas par cas. Traitons seulement
le cas ou` multλ+(i)multλ−(i) 6= 0. D’apre`s la de´finition de c
ζ(i) et la remarque 1.13(2),
on a la relation c+(i)+c−(i) ≡ multλ(i) mod 2Z. Supposons d’abordmultλ(i) pair. Alors
c+(i) = c−(i). Si ces deux nombres valent 1, on a d’apre`s (9)(c)
S+(i) = 2ǫ+(i)(−1)multλ− (i)τ
+(i), S−(i) = 2ǫ+(i)(−1)multλ−(i)τ
−(i).
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D’ou` S−(i) = (−1)(τ
+(i)+τ−(i))mult
λ−
(i). En vertu de (8), cela e´quivaut
S−(i) = ǫ+(i)multλ− (i)ǫ−(i)multλ− (i)S+(i).
Mais, puisque multλ(i) est pair, multλ+(i) et multλ−(i) sont de meˆme parite´ et l’e´galite´
pre´ce´dente co¨ıncide avec (10). Si c+(i) = c−(i) = 0, on a d’apre`s (9)(e)
S+(i) = 2(−1)multλ− (i)τ
+(i), S−(i) = 2(−1)multλ− (i)τ
−(i),
d’ou` encore S−(i) = ǫ+(i)multλ− (i)ǫ−(i)multλ− (i)S+(i) et la meˆme conclusion. Supposons
maintenant multλ(i) impair. Alors c
+(i) 6= c−(i). Soit ζ = ± tel que cζ(i) = 1 et
c−ζ(i) = 0. D’apre`s (9)(c) et (9)(e), on a
Sζ(i) = 2ǫ+(i)(−1)multλ− (i)τ
ζ(i), S−ζ(i) = 2(−1)multλ−(i)τ
−ζ (i).
D’ou`
Sζ(i) = ǫ+(i)(−1)multλ−(i)(τ
+(i)+τ−(i))S−ζ(i),
ou encore, d’apre`s (8) :
Sζ(i) = ǫ+(i)(ǫ+(i)ǫ−(i))multλ−(i)S−ζ(i) = ǫ+(i)1+multλ− (i)ǫ−(i)multλ− (i)S−ζ(i).
Maismultλ(i) est impair donc 1+multλ−(i) est de la meˆme parite´ quemultλ+(i). L’e´galite´
pre´ce´dente co¨ıncide avec (10). Cela de´montre (10) dans le cas ou`multλ+(i)multλ−(i) 6= 0.
On laisse les autres cas au lecteur.
En vertu de (7) et (10), on a l’e´galite´
(11) mδ(ρ1, ρ
+
2 ) = cmδ(ρ1, ρ
−
2 ),
ou`
c = (
∏
i∈Jordbp(λ+)
ǫ+(i)multλ+ (i))(
∏
i∈Jordbp(λ−)
ǫ−(i)multλ− (i)).
Mais on a vu en [15] 1.3(1) que ce produit de´terminait l’indice ♯ : celui-ci est iso si
c = 1, an si c = −1. Autrement dit, c = sgn♯. L’e´galite´ (11) et la non nullite´ de ses
deux membres entraˆınent la non-nullite´ de l’expression (3). Cela ache`ve de prouver que
mδ,♯(µ1, η1;µ2, η2) 6= 0.
Il reste une dernie`re condition a` prouver, a` savoir que n2 > 0 si ♯ = an. Mais, si
n2 = 0, les repre´sentations ρ
+
2 et ρ
−
2 sont les meˆmes : ce sont l’unique repre´sentation
du groupe W0 = {1}. Donc mδ(ρ1, ρ
+
2 ) = mδ(ρ1, ρ
−
2 ) et le calcul ci-dessus entraˆıne que
♯ = iso. Cela ache`ve la ve´rification de la condition 3.7(2) et en meˆme temps la preuve
du the´ore`me 3.3.
Remarque. On peut ve´rifier directement que, si ♯ = an, le couple (n1, n2) fourni
par la proposition 1.11, pour notre fonction τ , ve´rifie n2 6= 0. En effet, supposons par
l’absurde que n2 = 0. A fortiori, l’ensemble d’intervalles de λ2 est vide donc j et j + 1
ne sont 2-lie´s pour aucun j ≥ 1. Pour j impair, la condition 1.11(2) entraˆıne λj = λj+1.
Donc les multiplicite´s multλ(i) sont toutes paires. Puisque ♯ = an, on a
(
∏
i∈Jordbp(λ+)
ǫ+(i)multλ+ (i))(
∏
i∈Jordbp(λ−)
ǫ−(i)multλ− (i)) = −1.
Un i ∈ Jordbp(λ) tel que multλ+(i)multλ−(i) = 0 n’intervient pas dans ce produit. Par
exemple, si multλ−(i) = 0, il n’intervient e´videmment pas dans le second produit. Il
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intervient dans le premier par ǫ+(i)multλ+ (i). Mais multλ+(i) = multλ(i) est pair et cette
contribution vaut 1. En supprimant ces termes et en utilisant que multλ+(i) et multλ−(i)
sont de meˆme parite´, on obtient
∏
i∈Jordbp(λ+)∩Jordbp(λ−)
(ǫ+(i)ǫ−(i))multλ−(i) = −1.
On peut donc fixer i ∈ Jordbp(λ+)∩Jordbp(λ−) tel que ǫ+(i)ǫ−(i) = −1. D’apre`s (8), on
a τ+(i) 6= τ−(i). Par construction de ces fonctions, cela entraˆıne qu’il existe un intervalle
∆2 ∈ Int(λ2) tel que J({i}) ⊂ J(∆2). A fortiori, Int(λ2) est non vide, ce qui contredit
notre hypothe`se n2 = 0.
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