Abstract.In this paper, we study the augmented reality and its application in intelligent human-computer interaction. The complex structure in the visual background is a major challenge for gesture segmentation. First, we use a robust skin color segmentation method to preprocess the input image. Second, visual texture features are analyzed and modeled for hand region recognition. Third, finger landmarks are annotated and configured by active shape model. Finally, the hand gestures are recognized and used for enhanced interaction. Experimental results show that the proposed gesture recognition system is robust against various background changes and illumination changes.
Introduction
Augmented Reality(AR) is a popular problem in computer vision. Gesture recognition is another important topic in computer vision [1, 2, 3] . It has many applications in Human-Computer Interaction (HCI). A robust localization is the key step for hand gesture modelling. The illumination changes and background changes make the localization problem more challenging.
Various algorithms have been studied in the field of landmark localization. Zhang et al. [4] , proposed to use deep neural network to detect landmarks. The robustness was improved and a large amount of data was also required. Zhou et al. [5] , used the convolutional network in a coarse-to-fine framework and it was robust against different backgrounds. The computational burden was relatively high. Sangineto [6] proposed to use the dense-SURF feature to locate landmarks.
In this paper we study the gesture recognition and its application in augmented reality. We propose to use skin detection and hand ROI (Region of Interest) detection for a robust initialization in landmark localization. Based on the robust landmark localization the gesture recognition is improved. The gesture recognition module is a part of our AR system. The system consists of camera, hand localizer, gesture recognition, scene generator, video generator and displayer.
Hand ROI Detection
The hand ROI is detected by two steps. First, the skin color is modelled and the pixels are labelled when the color is close to human skin. Second, the LBP (Local Binary Pattern) feature is extracted and the hand ROI is modelled by deep believe network (DBN). A sliding window is used for detection based on the DBN model. The distance is measured by Euclid distance in the RGB color space and a threshold ℎ is used to decide whether the pixel belongs to human skin.
A further skin classification is carried out for improved accuracy. The HSV(Hue, Saturation, Value) color space, YCbCr color space and TSL color space is used. TSL color space is defined as following. The thresholds that used for the fine skin classification is achieved from a large testing dataset. 
Landmark Detection
Both skin detection and Hough line detection are used to initial the Active Shape Model (ASM). High Order Markov Random Fieldsis used to configure the landmark detection results based on a pre-learnt shape model. The shape model is represented as: � = + Φ . �is the shape vector generated from hand landmarks, is the mean shape vector, Φ contains the eigenvectors of covariance matrix from the distortion and is a parameter for generating different shapes. As shown in Fig.2 , the complex backgrounds and illumination changes make this task more challenging. Therefore we use the skin and hand ROI detection described in Sec.2 to get the initial position for ASM algorithm. 
Gesture Recognition
Support vector machine (SVM) is adopted for gesture recognition. The kernel function of SVM removes the rotation influence and separates different classes in high dimensional space. In SVM the data set is represented as follows:
where is the class label, is number of samples, and is the feature vector. A hyperplane can be written for the classification of the data points:
where is the normal vector to the hyperplane, and determines the offset. In SVM the optimization problem is to minimizing the following equation:
where is a parameter determines the tradeoff between increasing the margin-size and ensuring that the data sample point lies on the correct side.
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Experimental Result
We carry out three experiments to verify the effectiveness of the proposed algorithm. First, we test the localization accuracy of hand ROI (Region of Interest) detection. Second, we test the accuracy of localizing the tip of finger. Third, the recognition rate of different gesture types is tested. As shown in Fig.3 , the hand ROI detection rate is dependent on the threshold ℎ in the skin color detection stage and the training set size in DBN model. The accuracy is measured by the overlap area of the hand ROI. A success detection of the ROI is defined by the ratio of overlap area. Generally above 80% overlap between the detected ROI and the ground-truth ROI is accepted in practical applications. From Fig.4 , we can see that the success rate changes along the overlap acceptance ratio.
As show in Fig.4 , the landmark localization accuracy is demonstrated. The Y-axis is the percentage of successfully located landmark and the X-axis is the acceptance distance ratio. The distance ratio is defined as | − | 2 /( + ) * 2, where and are the detected landmark location and the ground-truth landmark location, and are the width and height of hand ROI respectively.
We further compare the detection accuracy using the standard ASM algorithm without skin detection initialization and the proposed algorithm with skin detection, as shown in Tab.1. As shown in Tab.2, the final gesture recognition accuracy is tested. Five different hand gestures are included. The training and testing ratio ranges from 10 to 5. We can see the recognition results are promising and the highest averaged rate reaches 92.0%. Compared with standard ASM, the improvement is show in the final column. This proves the effectiveness of our proposed landmark detection algorithm. 
6.Summary
In this paper the robust skin detection and application in augmented reality is studied. Based on a good initial position the ASM landmark localization results are improved. The illumination changes and the background changes are discussed in this paper. DBN model is used for ROI modelling and SVM model is used for gesture recognition.Experimental results shownthat the proposed system has a promising application in augmented reality.
