In this paper we present a novel Structure from Motion (SfM) 
Introduction
The recovery of deformable 3D structure from uncalibrated image sequences is still a complex problem. Recently, several SfM factorization approaches have been able to estimate non-rigid 3D models in the case of a deforming shape viewed by affine cameras [1, 6, 9] and full perspective cameras [3, 7, 10] . The main constraint of these monocular SfM approaches is that a reliable model can only be extracted if the motion performed by the observed 3D shape has a strong rigid component. In the deformable case, this constraint is even more critical since deformations must be properly disambiguated from the motion component given by the imaging device (i.e. perspective distortion and camera motion). Using a stereo rig is a straightforward solution which may overcome this limitation and improve the 3D estimation when the shape exhibits weak rigid motion. The problem of recovering 3D structure using a stereo-rig moving in time or a stereo rig looking at a moving object has been defined for the rigid case as the stereo-motion problem [8] . Ho and Chung [5] were the first to formulate this problem within the factorization scenario. Recently, a stereo-motion approach with deformable shapes was successfully used for the affine camera case [2] . However, a method which deals with the full perspective case has not yet been proposed.
In this paper we present a novel approach for the 3D Euclidean reconstruction of deformable objects observed by an uncalibrated stereo rig. In a first step, the stereo system is automatically calibrated and used to compute the metric rigid shape from each pair of stereo views. Adopting the assumption that some of the object points remain rigid over the sequence [3, 7] , we register all the 3D shapes to a reference view using a RANSAC algorithm in order to compute the mean shape of the object and also to select the set of rigid points. These selected rigid points are then used to compute frame-wise registration and to extract the motion parameters robustly. All this information -stereo camera parameters, mean shape, and motion between frames -is then used to initialise a non-linear optimization stage. This bundle adjustment (BA) step allows to refine the initial solution and also to recover the non-rigid 3D model of the deformable object. We present different synthetic experiments in order to evaluate the performance of our approach when using different ratios of rigid/non-rigid points in the object, different degrees of deformation, and different rigid motion in the sequence. Experimental results when using real data from a human face performing different facial expressions are also presented.
Non-rigid factorization: single camera
Assuming a perspective projection camera model a 3D point X j is projected onto an image frame i according to x ij = 1 λij P i X j where x ij and X ij are both expressed in homogeneous coordinates, P i is the projection camera matrix and λ ij is the projective depth for that point. The projection matrix may be parameterized as
where K i is the calibration matrix, R i the rotation matrix and T i the translation vector. When an object is deforming, the non-rigid 3D structure can be approximated by a linear combination of a set of D basis shapes B d which represent the principal modes of deformation of the object [1] . The non-rigid 3D points at each frame i are expressed in homogeneous coordinates as:
where B d are the 3 × N basis shapes (N is the number of points), l id are the linear deformation coefficients and 1 is a N -vector of ones. The projection of a 3D point j at any frame i onto the image plane is then governed by:
where each 3-vector B dj is given such that
Our non-rigid stereo factorization approach
As mentioned in the introduction, the main problem of SfM methods is the requirement of a sufficient overall rigid motion in order to correctly estimate the reconstruction parameters. Note that in real situations this may not be possible. For instance in a human face performing different facial expressions, the undergoing rigid motion -mainly rotation -is usually very small. Moreover, in the full perspective camera case, the perspective distortion may be wrongly considered as deformations (and viceversa). Aiming to solve this problem, we propose a novel approach for recovering non-rigid models from a stereo rig, where the two cameras remain fixed relative to each other throughout the sequence. This stereo case requires not only the temporal tracks of points in the left and right image sequences but also the stereo correspondences between left and right image pairs. In this paper the correspondence issue is not tackled, assuming that the complete stereo measurements are correctly matched and available.
In the first step, our stereo system is automatically calibrated, computing the fundamental matrices from each pair of views and using the Kruppa equations to recover the intrinsic camera parameters K i (focal lengths) [4] . Since the relative orientation and position between the left and right cameras is fixed, we have expressed the rotation and translation of the right camera in terms of the relative rotation R rel and translation T rel . Exploiting the relationship between the fundamental matrix and the essential matrix, both R rel and T rel are recovered [4] . Once the calibration is obtained, we then compute the metric rigid shape for each frame by applying triangulation. It is important to remark that one could not apply epipolar geometry at each single camera to recover the frame-wise motion (i.e. rotation and translation) since the points on the structure are varying with time and therefore violating the epipolar constraints.
Frame-wise motion estimation
In order to solve for the motion between frame to frame we adopt the reasonable assumption that some of the object points remain rigid over the sequence. Our idea behind this assumption is twofold. Firstly, to use a RANSAC algorithm which considers non-rigid points as outliers in order to register all the shapes to a reference view. This way we are able to compute the mean shape over the sequence which will be then used as initialization of the first basis shape B 1 of our non-rigid model. Secondly, to select a set of rigid points from the 3D shapes which will do the frame-wise motion estimation more robust.
The procedure to select a set of rigid points from all the shapes works as follows. Once the shapes are aligned to a reference frame, we perform a segmentation between rigid and non-rigid points analyzing the 3D registration errors obtained per point. Since the structure of deforming parts varies from frame to frame, the mean registration error of these deforming points will be much larger than the one of the rigid points. Thus a set of rigid points can be easily distinguished from the obtained registration errors. A similar strategy to perform a point deformation detection from 3D views has been recently proposed by Wang et al. [7] . Notice that in this step we are not looking for a perfect segmentation among all rigid and non-rigid points. Our goal is only to select a good set of rigid points for helping the framewise motion estimation. Once the rigid points have been selected, we used them to compute the frame-wise registration and to robustly extract the motion parameters.
Estimating the non-rigid model
In order to estimate the complete 3D non-rigid shape model we minimize the geometric distance between the measured image points and the estimated reprojected points i,j x ij −x ij 2 . Therefore, our cost function being minimized is:
The goal of this minimization is to refine and correctly estimate the left and right camera matrices, the intrinsic camera parameters K i , the configuration weights l id and the basisshapes B dj such that the distance between the measured image points x L ij and x R ij and the estimated image pointŝ x L ij andx R ij is minimized. This minimization is accomplished with a bundle adjustment step that uses as initialization the estimated parameters of the geometry of the stereo rig K i , R rel and T rel , the estimated frame-wise motion R i and T i , and the obtained mean shape B 1 . The remaining 
Experimental results

Synthetic data
The synthetic 3D data consisted of a set of random points sampled inside a cube of size 50 × 50 × 50 units. In order to evaluate our method we used two different types of image sequences: the first one in which the object was not performing any rigid motion, and the second one where the object was deforming and rigidly moving at the same time. For both situations, several sequences were generated using different ratios of rigid points (which included the vertices of the cube) and non-rigid points. Different deformations for the non-rigid points were generated using random basis shapes and random deformation weights. We also created different sequences varying the number of basis shapes (D = 3 and D = 5) for the different ratios of rigid/nonrigid points. We consider cameras with zero skew, unit aspect ratio, and known principal points. Finally, gaussian noise of increasing levels of variance was added to the image coordinates.
Deforming object without rigid motion
For this particular experiment we used a fixed set of 20 rigid points while using 20 and 50 non-rigid points generated using 3 and 5 different basis shapes. The 3D data was then projected onto 20 pairs of views using a perspective camera model and without applying any rotations and translations to the object. The distance of the object to the cameras was z=100 and the focal length was fixed to be f=500. We then applied our 3D reconstruction algorithm to all the experimental configurations described before. The results are summarized on the first row of Figure 1 where we show the r.m.s. 2D image reprojection error (pixels), 3D metric reconstruction error (percentage relative to the scene size) and the absolute rotation error (degrees). The plots show the mean values of 5 different random trials per level of noise. Our approach appears to perform well in the presence of noise. The 3D reconstruction error is low even for a large proportion of non-rigid versus rigid points. The sequences had also large perspective distortions due to the chosen camera setup. Figure 1 also illustrates that the rotations are correctly estimated. Reliable estimates for the internal camera parameters (focal length, relative camera rotation and translation) were also obtained even in the presence of noise.
Deforming object undergoing rigid motion
For this experiment, the 3D data was also projected onto 20 pairs of views using a perspective camera model but now applying random rotations and translations over all the axes. We used here a set of 10 rigid points while using 10 and 30 non-rigid points. In order to evaluate different levels of perspective distortion, we used 2 different camera setups in which we varied the distance of the object to the cameras and the focal length (Setup1: z=80,f=400; Setup2: z=100,f=500). The obtained results are summarized on the second row of Figure 1 . Observe, that our proposed algorithm performed well even when using a minimal set of rigid points. Regarding the algorithm convergence, the nonlinear optimization step for all these experiments usually converged within around 30 iterations. Note also that the algorithm always converges in the absence of noise.
Experiments with real data
In this experiment we use real 3D data of a human face performing different facial expressions. The 3D data was captured using a VICON motion capture system by tracking a subject wearing 37 markers on the face. First row of Figure 2 shows three key-frames showing the positions of the markers and the range of deformations of some expressions in the tested sequence. The 3D points were then projected synthetically onto a stereo image sequence 22 frames long using a perspective camera model and fixing the relative rotation and translation of the stereo pair. The size of the face model was 169 × 193 × 102 units and the stereo camera setup was such that the subject was at a distance of 150 units from the cameras and the focal length was 300 pixels so the perspective effects were significant. As in the synthetic experiments we applied our method when the object was not performing any rigid motion, and when the object was rotating and translating during the sequence. For both cases -and without introducing noise -our algorithm converged to small errors. When introducing Gaussian noise of 2 pixels and for the case in which the face was also rotating and translating, the obtained 2D reprojection error was 1.44 pixels, the absolute 3D error was 2.51 units, the absolute rotation error was 1.17 degrees, while the estimated focal length was 310.54. The number of basis shapes was fixed to D = 5. Figure 2 shows the ground truth (squares) and reconstructed shapes (crosses) from front and side views of frames 1, 14 and 22. The selected set of rigid points obtained using the RANSAC algorithm is highlighted in the frontal view of the first frame. Notice that these rigid points are situated mainly on the nose and on the temples of the face. Interestingly, the deformations are very well captured by the model even for the frames in which the facial expressions are more exaggerated.
Conclusions
We have proposed a new approach for the 3D Euclidean reconstruction of deformable objects observed by an uncalibrated stereo rig. The experimental results on synthetic and real data have proven the performance of our proposal even when there is no rigid motion in the original sequence and with a minimal set of rigid points.
