Abstract. The linear dependence property of two Hilbert space operators is expressed in terms of equality of size of values of certain sesquilinear and quadratic forms associated with the operators. The forms are based on qnumerical ranges.
Introduction
Let H be a complex Hilbert space with the inner product ·, · , and let L(H) be the algebra of bounded linear operators on H. If H is of finite dimension n, we will identify H with C n , the complex vector space of n-component column vectors with the standard inner product x, y = y * x, x, y ∈ C n , and will identify L(H) with M n , the algebra of n × n complex matrices. We assume throughout that H has dimension at least 2.
In this paper, we are interested in studying the following problem. on the subject. If q = 1, then W 1 (A) coincides with the classical numerical range W (A) = { Ax, x : x ∈ H, x, x = 1}.
Let q = cos t, 0 ≤ t ≤ π/2. Then it is easy to see that we have W q (A) = { Ax, (cos t)x + (sin t)y : x, y ∈ H, (x, y) orthonormal pair}.
We say that the numbers Ax, (cos t)x + (sin t)y , where (x, y) varies through the set of orthonormal pairs, form the q-numerical values of the operator A. The characterization of operators having the same q-numerical values is easy to obtain (and the case q = 1 is well known):
Proposition 2.1. Fix q = cos t, 0 ≤ t ≤ π/2. Two operators A, B ∈ L(H) have the property that Ax, (cos t)x + (sin t)y = Bx, (cos t)x + (sin t)y (2.1)
for every orthonormal pair (x, y), x, y ∈ H, if and only if A = B in case t < π/2, or A − B is scalar (i.e., a scalar multiple of I) in case t = π/2.
Proof. The "if" part is obvious. For the "only if" part, if t = π/2, then for every nonzero x ∈ H, the element (A − B)x is orthogonal to span {x} ⊥ , and therefore (A − B)x is a scalar multiple of x: (A − B)x = λ x x for some λ x ∈ C; a priori λ x may depend on x, but the additivity of A − B easily implies that in fact λ x is independent of x. Assume now t < π/2. The condition (2.1) implies that for a fixed orthonormal pair (x, y), the two circles in the complex plane { Ax, x + (tan t)ye iθ : 0 ≤ θ ≤ 2π}, { Bx, x + (tan t)ye iθ : 0 ≤ θ ≤ 2π} coincide, therefore their centers are the same: Ax, x = Bx, x . Since this equality holds for every normalized element x, we have A = B, as required.
In this paper we consider A, B ∈ L(H) for which we require only equality in size in (2.1):
| Ax, (cos t)x + (sin t)y | = | Bx, (cos t)x + (sin t)y |, ∀ orthonormal pairs (x, y), x, y ∈ H. (2.2)
Besides independent interest, the problem of characterization of operators A and B satisfying (2.2) came up (for t = 0) in the study of norm preservers of Jordan products [9] . A complete characterization of such A and B is given in our main result:
Theorem 2.2. Fix q = cos t, 0 ≤ t ≤ π/2. Two operators A, B ∈ L(H) have the property (2.2) if and only if
(1) A = µB or A = µB * for some µ ∈ C, |µ| = 1 in case t = 0; (2) A = µB for some µ ∈ C, |µ| = 1 in case 0 < t < π/2; (3) A = µB + νI for some µ, ν ∈ C, |µ| = 1 in case t = π/2.
| µBx, y + ν x, y | = | Bx, y |, ∀ x, y ∈ H.
Assuming ν = 0, and taking y orthogonal to Bx we see that y is also orthogonal to x. Thus, (span (Bx)) ⊥ ⊆ (span x) ⊥ , and so Bx is a scalar multiple of x: Bx = λ x x, λ x ∈ C, for every x ∈ H. Linearity of B easily implies that B is scalar, and now clearly A = µ B for some µ ∈ C, |µ | = 1.
Sections 3, 4, and 5 will be devoted to the proof of Theorem 2.2. In the last Section 6 we extend Proposition 2.1 to functionals given by trace class operators, and formulate an open problem and a conjecture concerning extension of Theorem 2.2 to such functionals.
We use notation e j for the jth standard unit vector in C n . Re (z) and Im (z) stand for the real and imaginary parts of the complex number z = Re (z) + iIm (z). We denote by X tr the transpose of a matrix or vector X. The (block) diagonal matrix or operator with diagonal matrix or operator blocks X 1 , . . . , X p (in that order) will be denoted diag (X 1 , . . . , X p ).
Proof of Theorem 2.2: t = 0
For the proof of (1) we need preliminary results in matrix analysis which are of independent interest. We state and prove them first.
We start with the following known facts:
is not the zero matrix, then there exists a unitary U such that the diagonal entries of U T U * are all nonzero. (b) If R, S ∈ M n are such that U * RU and U * SU have the same diagonal for every unitary U ∈ M n , then R = S.
Proof. Part (b) is obvious because under the hypotheses of part (b) we have Rx, x = Sx, x for every x ∈ C n . Part (a). Note that every matrix is unitarily equivalent to a matrix with equal entries on the main diagonal, see [7, Problem 3, p. 77 ]. So we are done if trace (A) = 0. Assume trace (A) = 0. Due to A = 0 there exists a unit vector x 1 with µ 1 := Ax 1 , x 1 = 0. Choose any unitary U 1 with U 1 e 1 = x 1 . Then, the first diagonal entry of U * 1 AU 1 is µ 1 = 0. Due to trace (U * 1 AU 1 ) = trace (A) = 0, the main lower-right (n − 1) × (n − 1) submatrix A of U * 1 AU 1 , occupying the rows/columns 2, 3, . . . , n has a nonzero trace. By an induction argument, there exists an (n − 1) × (n − 1) unitary V such that V AV * has all diagonal entries equal and nonzero. Then, the unitary U := (1 ⊕ V )U 1 does the job.
We denote by diagv A the diagonal vector of
Theorem 3.2. Let A, B ∈ M n , where n ≥ 2. Then the following three statements are equivalent:
(3.1) (ii) For each unitary V there exists a unimodular number γ(V ), and a map h V :
C → C which is either identity or complex conjugation, such that
(iii) B = γ A or B = γ A * for some unimodular number γ.
Proof of Theorem 3.2. The proof consists of several steps.
Step 1. (iii)=⇒ (ii) Trivial. The implication (ii)=⇒ (i) is also immediate: By scaling, it suffices to prove (i) only for vectors x of norm one; then apply (ii) with unitary V whose first row is x * .
Step 2. We prove (ii)=⇒ (iii), for n ≥ 3. If A = 0, the result follows immediately from Proposition 3.1(b). We assume therefore that A = 0.
We first show that map h V is independent of the unitary V . So assume, to reach a contradiction, that
2) for some unitary U 0 and unimodular γ 0 , while
3) for some other unitary U 1 and unimodular γ 1 . Choose hermitian S 0 , S 1 with e iS0 = V 0 and e iS1 = V 1 . Then, V t := e i(tS1+(1−t)S0) is a path that connects V 0 and V 1 in the set of unitaries. Clearly, V t and V * t = e −i(tS1+(1−t)S0) are both analytic functions of the real variable t ∈ [0, 1]. Moreover, f (t) := diagv (V t AV least one, say the first one a 1 (t), component of a vector-valued function f (t) is not identically zero. Now, being analytic, a 1 (t) has only finitely many zeros on [0, 1]. In view of hypothesis (ii), the zeros of a 1 (t) precisely match those of b 1 (t), the first component of g(t). Moreover, at each t off the set Λ of their common zeros, one of γ(t) := b 1 (t)/a 1 (t) and γ 1 (t) := b 1 (t)/a 1 (t) is unimodular. Clearly then, both are unimodular for all t off the common zeros. Then, however, they must have only removable singularities at common zeros, so both γ(t) and γ 1 (t) are analytic functions of t ∈ [0, 1].
We next rewrite hypothesis (ii) into
Both factors in the left hand side of (3.4) are analytic functions of a real variable t. We therefore conclude that at least one of them must vanish identically. Suppose the first one does, i.e.
If necessary, we replace B with B * . In doing so, we can now guarantee that for each unitary V ,
We next show the unimodular factor γ(V ) is independent of V . If the trace of A is nonzero, this is obvious: γ(V ) = trace (B)/trace (A), by (3.5). Thus, assume trace (A) = 0. By Proposition 3.1, there is a unitary U ∈ M n such that U AU * has nonzero diagonal entries µ 1 , . . . , µ n . We may assume that U = I; otherwise, replace (A, B) by (U AU * , U BU * ). Let A = (a ij ) and B = (b ij ). The hypothesis (ii), and the above consideration, now imply diagv B = γ diagv A. We may assume that γ = 1; otherwise, replace B by γB. Thus,
For k = 1, . . . , n, let A k ∈ M n−1 be the submatrix of A obtained from it by removing its kth row and kth column. Similarly, we construct the matrices B 1 , . . . , B n .
We claim that A k and B k are the same for all k = 1, . . . , n. It will then follow that A and B are the same (the hypothesis that n ≥ 3 is used here), and, in particular, γ(V ) = 1 for all unitary V , which will complete the proof. To prove our claim, let V ∈ M n be a unitary matrix with (k, k) entry equal to 1. Since V AV * and V BV * have the same nonzero (k, k) entry µ k (by (3.6)), we see from Eq. (3.5) , that the two matrices actually have the same corresponding diagonal entries. As a result, U A k U * and U B k U * have the same diagonal entries for all unitary matrices U ∈ M n−1 . So diagv (U (A k − B k )U * ) = 0 for all unitaries, which implies numerical range of A k − B k consists only of zero. Thus, A k = B k for k = 1, 2, . . . , n, as required.
Step 3. (i) =⇒ (iii), for n = 2.
If A = 0 then Bx, x = 0 for all x ∈ C 2 , so B = 0, and we are done. Otherwise, by (a) of Proposition 3.1, there exists a unitary U such that all diagonal entries of U * AU are nonzero. Obviously,
Consequently, we may replace (A, B) with (U * AU, U * BU ) without changing the validity of assumptions (i) and conclusion (iii). This way, a 11 = 0 (we denote by a 11 , resp., b 11 , the top left entry of A, resp., B). Choose a vector x := e 1 to deduce |a 11 | = |b 11 |. We may, thus, further replace (A, B) with (1/a 11 U, γB/a 11 ) where γ := a 11 /b 11 is unimodular. In doing so, we can assume a 11 = 1 = b 11 . Hence it remains to see that B = A or B = A * . To see this, write Tedious, but straightforward computation shows that
Comparing the coefficients with the corresponding formula for | Bx, x | 2 gives the following set of equations: 
From the first two equations we get
Substitute this into (3.17), (3.18), and simplify, to get
We are now facing two possibilities:
Then, the last two equations further simplify into
In the latter case, we similarly deduce y 1 = z 1 = z 1 = y 1 and y 2 = − z 2 , and
This simplifies the remaining (3.21) into
Note that the sum of squares in the left factor is nonzero because z 1 − z 1 = 0. Hence, z 2 = −y 2 . From the previous equation we now read z 1 = y 1 . Moreover, Eq. It only remains to compare b 22 with a 22 . Now, since
we are free to replace (A, B) with (A, B * ). This way, we can always assume b 12 = a 12 and b 21 = a 21 . Hence, we are done if we also show b 22 = a 22 .
To this end, Eq. (3.14) immediately gives Re b 22 = Re a 22 , while from |b 22 | = |a 22 | we deduce that either b 22 = a 22 or else b 22 = a 22 = a 22 . In the former case we are done. In the latter case, consider Eqs. (3.9)-(3.10) with b 22 := a 22 . Simplifying these equations yields Im (a 12 + a 21 ) Im a 22 = 0 = Re (a 12 − a 21 ) Im a 22 .
We may divide by nonzero Im a 22 . What we end up with easily simplifies into a 12 = a 21 . Then, however,
which completes the proof of Step 3.
Step 4. Assuming (i) holds, we will prove that there exists a unimodular complex number γ such that either diagv(A) = γdiagv (B) or else diagv(A) = γdiagv (B).
. Choose any pair of distinct indices (i, j), and let x := λe i + µe j be in the subspace spanned by e i , e j . Then, Ax, x = A ij z, z , where
tr , and A ij is the 2 × 2 matrix formed by the ith and jth rows and columns of A. The identity (3.1) then reduces to
Here, B ij is the 2 × 2 matrix formed by the ith and jth rows and columns of B. By Step 3, B ij ∈ {γA ij , γA ij }, where γ is a unimodular number. Considering diagonal entries yields
Consequently, either diagv (A) = 0 = diagv (B) or else both diagonals have at least one nonzero entry. In the former case we are done.
In the latter case, we assume for simplicity the (1, 1) entries of A and B are nonzero. Since |a 11 | = |b 11 | we may replace (A, B) with (A/a 11 , γ B/a 11 ) where γ := a 11 /b 11 is unimodular. The identity (3.1) as well as the end result will not change. This way we achieve a 11 = 1 = b 11 . Moreover, when i = 1 Eq. (3.23) yields
Hence, it remains to see that diagv(A) = diagv (B) or diagv(A) = diagv (B). Now, arguing by contradiction, suppose that
for two different indices i 0 and i 1 . This is possible only when b i0i0 = a i0i0 and b i1i1 = a i1i1 are both nonreal (hence also nonzero). Now, by Eq.(3.23),
On the other hand,
, and in view of (3.24) we obtain either a i1i1 = a i1i1 or else a i0i0 = a i0i0 . This is the desired contradiction.
Therefore, either (1, b jj ) = (1, a jj ) for all j or else (1, b jj ) = (1, a jj ) for all j. In the first case, diagv(A) = diagv (B) while in the second one, diagv(A) = diagv (B).
Step 5. (i) =⇒ (iii), for n ≥ 3.
Fix any unitary U and consider (A U , B U ) := (U * AU, U * BU ). Clearly,
Then apply the result of Step 4 to (A U , B U ). We see that
for each unitary U . By
Step 2, B = γA or else B = γA * , as required. This completes the proof of Theorem 3.2.
Proof of Theorem 2.2 in case t = 0. We prove the nontrivial "only if" part. We may assume A = 0, B = 0. Multiplying A and B by nonzero complex numbers of the same absolute value, we may further suppose that
Ae, e = Be, e = 1 (3.25)
for a fixed normalized element e ∈ H. If A = B and also A = B * , then we have
On the other hand, let P be the selfadjoint projection on the finite dimensional subspace H 1 ⊂ H, generated by e and f 1 , f 2 , and let A := P AP and B := P BP be the operators acting on H 1 . Clearly, Ag, g = Ag, g for any element g ∈ H 1 ; likewise for B. Hence, by the assumptions, | Ag, g | = | Bg, g | for every g ∈ H 1 . Therefore, by Theorem 3.2, we must have B = γ A or B = γ A * . Actually, γ = 1, by Eq. (3.25). Then however,
, a contradiction with (3.26).
Proof of Theorem 2.2: t = π/2
Assume A, B ∈ L(H) are such that
We proceed in steps to derive (3) of Theorem 2.2.
Step 1. Suppose that the implication (4.1) =⇒ Theorem 2.2(3) has been proved for C 2 and C 3 . We will prove the implication for general Hilbert space H.
We may assume B is not scalar (otherwise Ax is orthogonal to span {x} ⊥ so Ax = λ x x, and we are done as in the proof of Proposition 2.1). Therefore, there exists a normalized element x ∈ H such that Bx is not a scalar multiple of x, and hence there is an orthonormal pair (x, y) such that Bx, y = 0. Let Ω := {x, y, z} be an orthonormal triple, where x and y are fixed, and let P be the orthogonal projection on span Ω. By considering operators P AP and P BP on span Ω and using the supposition, we see that
In fact, µ Ω and ν Ω are independent of Ω. Indeed, for two orthonormal triples Ω and Ω we have in view of (4.2):
Since Bx, y = 0, we obtain µ Ω = µ Ω and ν Ω = ν Ω . Thus,
Since any element z ∈ H can be included in the range of P , for some orthonormal triple Ω, we obtain from (4.3):
and (3) of Theorem 2.2 follows.
Step 2. We prove the implication (4.1) =⇒ Theorem 2.2(3) for C 2 and C 3 .
Applying simultaneous unitary similarity and addition of scalar matrices to A and to B we may assume that
where A is upper triangular, a 11 = 0, a 12 , . . . , a 1n are nonnegative and b 11 = 0.
(We need only the cases n = 2, 3, but this transformation can be applied for L(C n ) for any integer n ≥ 2.) Applying (4.1) with x = e i , y = e j , i < j, we see that B is a also upper triangular. Applying (4.1) with x = e i , y = e j , i > j, we see that |b ij | = |a ij | for all i < j.
We proceed with n = 2. If a 12 = 0 then also b 12 = 0 in which case A = diag (0, a 22 ) and B = diag (0,
We obtain: i,j=2 , and we are done using induction on n. Thus, we can assume that not both a 12 , a 13 are zeros, and letting a 1r be the first positive number among a 12 , a 13 , we further assume (replacing B with e is B for some real s) that b 1r = a 1r . So we are left with the following two cases to consider: We obtain: |a 12 + a 13 z| 2 = |a 12 + b 13 z| 2 , ∀ z ∈ C, and hence a 13 a 12 = b 13 a 12 . Since a 12 = 0, we have a 13 = b 13 . Analogous consideration of (4.1) with Since a 12 = 0, we conclude a 33 = b 33 , thus A = B. Finally, if (b2) holds, then we apply (4.1) with
It follows that |a 12 + (a 22 + a 23 )w| 2 = |a 12 + (a 22 + b 23 )w| 2 .
In particular, Re ((a 22 + a 23 )wa 12 − (a 22 + b 23 )wa 12 ) = 0, and since this equality holds for all w ∈ C, we obtain a 23 = b 23 . Now we apply the proof of Case (a) to the lower right 2 × 2 submatrices of A − a 22 I and B − a 22 I, and the equality A = B follows.
This concludes our consideration of Case (b).
Consider now Case (c). Applying the proof of Case (a) to the 2×2 submatrices of A and B generated by the 1st and 3rd rows and columns, we see that b 33 = a 33 . Next, apply (4.1) with
It follows that
Consider this as a polynomial of the real and imaginary parts of p, with z as a parameter. In particular, Re ((a 22 z + a 23 )pa 13 − (b 22 z + b 23 )pa 13 ) = 0.
Since a 13 = 0 and the equality holds for all p ∈ C, we have
Clearly, a 22 = b 22 and a 23 = b 23 . This completes the proof of Step 2.
Proof of Theorem 2.2: 0 < t < π/2
Again, we prove only the nontrivial "only if" part.
Step 1. Assume the dimension of H is at least 3.
Let (x, y) be an orthonormal pair. Then Clearly, for every fixed normalized x ∈ H, either (a) holds for all y ∈ H such that (x, y) form an orthonormal pair, or (b) holds for all such y. We claim that (b) is not possible (here we use the hypothesis that dim H ≥ 3). Indeed, under (b) we have
for every normalized y orthogonal to x. If y 1 , y 2 are orthonormal elements both orthogonal to x, then there is a nonzero linear combination of y 1 , y 2 which is orthogonal to Ax, a contradiction with (5.3). Thus, we have (a) for every orthonormal pair (x, y), x, y ∈ H, and by the part of Theorem 2.2 for the cases t = 0 and t = π/2, we obtain B = µA or B = µA * for some µ ∈ C, |µ| = 1, as well as B = γA + νI for some γ, ν ∈ C with |γ| = 1.
We claim that B = µ A, for some µ ∈ C with |µ | = 1, always holds. Indeed, suppose B = µA * , |µ| = 1. Without loss of generality we may take µ = 1. Taking squares in (5.1), and using (5.2), we obtain for every orthonormal pair (x, y) and every s, 0 ≤ s < 2π:
Thus, Ax, y · Ax, x = Bx, y · Bx, x .
Substituting in this equality B = γA + νI, we have Ax, y · Ax, x = γ Ax, y (γ Ax, x + ν).
If x is not an eigenvector of A, then we can take y ⊥ Ax, and (5.4) gives
Ax, x = Ax, x + γν, thus ν = 0 and we are done. If every normalized x ∈ H is an eigenvector of A, then A = zI, z ∈ C, and
and we are done again (the case z = 0 is trivial).
Step 2. Assume H = C 2 .
We need to show that, for fixed A, B ∈ M 2 , the equality
for every orthonormal pair (x, y), x, y ∈ C 2 , implies A = µB for some unimodular µ.
We consider a special case first.
and (5.5) holds. We may assume ν = 1. Write
where a 1 , a 1 , b 1 , b 1 are real, and let τ = tan t. Applying (5.5) to the orthogonal pair
(note that x and y have equal lengths, and therefore (5.5) is applicable), we obtain
Taking squares in this equality, and expressing the modulus squared of a complex number as the sum of squares of its real and imaginary parts, yields
This equality holds for all real u, v, and both sides are polynomials in u, v. Equating the coefficients of u 3 in both sides of (5.7) gives 2(a 1 + τ ) = 2(b 1 + τ ), and equating the coefficients of v 3 gives 2a 1 = 2b 1 . Thus, a 1 = b 1 , as required.
To continue with the proof of Step 2, we bring a general fact. Given fixed α, β, γ, δ ∈ C, assume the identity |α + e iξ β| = |γ + e iξ δ|, ξ ∈ R, (5.8)
holds. Note that (5.8) is equivalent to
Due to arbitrariness of ξ ∈ R (5.9) is further equivalent to
Adding two times the absolute values of the second equation in (5.10) to the first one, and subtracting the same from the first equation in (5.10), we easily find that at least one of the following two conditions holds:
(i) (|γ|, |δ|) = (|α|, |β|); (ii) (|γ|, |δ|) = (|β|, |α|);
Multiply βα = δγ with α and use either αα = γγ or αα = δδ to obtain (i') (γ, δ) = µ(α, β), or (ii') (γ, δ) = µ(β, α); for some µ ∈ C, |µ| = 1. (5.11) Now, write A = a ij E ij and B = b ij E ij , where E ij are the standard matrix units in M 2 : E ij has 1 in the (i, j)th position and zeros elsewhere. Let {e 1 , e 2 } be the standard basis of unit vectors for C 2 .
Case 2. Suppose A or B is zero, say, A = 0. Applying (5.5) with (x, y) = (e 1 , e 2 e iξ ) for every ξ ∈ [0, 2π), we see that the first column of B is zero. Applying (5.5) with (x, y) = (e 2 , e 1 e iξ ) for every ξ ∈ [0, 2π), we see that the second column of B is also zero. So, (5.6) holds. .5) with (x, y) = (e 1 , e 2 e iξ ) for every ξ ∈ [0, 2π), we see that the first column of B is zero. Since B is nilpotent, we see that b 22 = 0. Applying (5.5) with (x, y) = (e 2 , e 1 e iξ ) for every ξ ∈ [0, 2π), we see that |a 12 | = |b 12 |. So, (5.6) holds.
Case 4. Suppose A and B are nonzero, and at least one of them, say, A is not nilpotent. Replacing (A, B) by (U * AU/γ, U * BU/γ) for a suitable unitary U and a suitable γ ∈ C, we may assume that (a 11 , a 21 ) = (1, 0) and |a 22 | ≤ 1 (see the Schur unitary triangularization theorem [7, Theorem 2.3.1]). Now, for (x, y) = (ce 1 + se 2 , e −iξ (−se 1 + ce 2 )) with ξ, c, s ∈ R such that (c, s) = (cos u, sin u) for some u ∈ R, equation (5.5) is valid. Hence,
12) It follows (see the implication (5.8) ⇒ (5.11)) that for any pair (c, s) = (cos u, sin u) with c, s > 0, at least one of the two pairs of equalities (i") and (ii") below holds:
for some unimodular µ s ∈ C;
for some unimodular µ s ∈ C. Rewrite (i") and (ii") into equivalent forms 1, 0) . Passing to a subsequence, we have that at least one of (i"') and (ii"') holds for all its members, and we may also assume that lim i→∞ µ si = µ for some unimodular µ.
Suppose (i"') holds for all (c i , s i ). Clearly (s i /c i ) −1 converges to ∞, while |µ si | = 1 is bounded. It follows from the first equation of (i"') that lim i→∞ (1 − µ si b 11 ) = 0, so 1 − µb 11 = 0 and b 11 = µ −1 . The second equation in (i"') yields that lim i→∞ (−µ si b 21 ) = 0, hence b 21 = 0. Now the second equation in (i"') takes the form 13) and passing to the limit when i → ∞ gives
i.e., b 22 = µ −1 a 22 . Next, substitute zero for b 21 and µ −1 for b 11 in the first equation in (i"'), and pass to the limit. The result is
On the other hand, substituting b 22 = µ −1 a 22 into (5.13) yields, after some rearrangements Substituting the right hand side of (5.24) into the first equation in (ii"'), after some simple algebra, we obtain:
The equation holds for all w close to zero; equating coefficients of powers of w on the right hand and on the left hand sides of (5.25), the following equalities result 
We now can finish the proof of Step 2 as follows. If already A = µB for some |µ| = 1, then we are done. Assume lastly A = 1 0 0 1 and
Here we replace the pair (A, B) with 
giving µ = 0 = µ, a contradiction. This concludes the proof of Step 2.
Linear dependence in terms of trace functionals
If C ∈ L(H) is a trace class operator, then the formula
defines the C-numerical range of an operator A ∈ L(H). The C-numerical ranges also have been extensively studied, see [5, 8, 1, 12, 3] , a representative sample of relevant works. In particular, C-numerical ranges of matrices have been applied recently in quantum computing and control [4, 14, 6] . It is easy to see that the q-numerical range is actually the C-numerical range with C given by
where (y, z), y, z ∈ H, is a fixed orthonormal pair. Note that every rank one operator is unitarily similar (after appropriate scaling) to an operator of the form (6.1); thus, the q-numerical ranges represent the C-numerical ranges with rank one operators C. The result of Proposition 2.1 extends to C-numerical ranges, as follows.
Theorem 6.1. Let f be the bounded linear functional on L(H), given by a trace class operator C:
holds for every unitary U if and only if either (1) trace C = 0 and A = B, or (2) trace C = 0 and A − B is scalar.
For the proof of Theorem 6.1 a few lemmas will be needed. We start with a simple observation.
Lemma 6.2. An operator A ∈ L(H) has the property that
Ax, x = Ay, y ∀ orthonormal pairs (x, y), x, y ∈ H (6.3)
if and only if A is scalar.
Proof. The "if" part is trivial, and for the "only if" part note that if z, w ∈ H are normalized elements such that (z, y) and (w, y) are orthonormal pairs for some y ∈ H, then Az, z = Aw, w .
Thus, if the dimension of H is at least 3, then (6.4) holds for any normalized z and w. Hence the numerical range of A is a singleton, and A is scalar. If the dimension of A is 2, then the statement of Lemma 6.2 can be easily verified by a straightforward computation: Subtracting from A a suitable scalar, we can assume that Ae 1 , e 1 = Ae 2 , e 2 = 0.
So A = 0 a b 0 for some a, b ∈ C, and further consideration using property (6.3)
shows that we must have a = b = 0.
We denote by L 1 (H) the ideal of trace operators in L(H), and by L 10 (H) the (closed in the trace-class norm) subspace of trace operators with zero trace. Lemma 6.3. Let C ∈ L 1 (H) be a nonzero operator with zero trace. Then X ∈ L(H) satisfies the property that trace (U CU * X) = 0 for every unitary U if and only if X is scalar.
The statement and proof of this and the following lemma is inspired by [15] (these lemmas are essentially proved in [15] in the case H is finite dimensional).
Proof. The "if" part being trivial, we prove the "only if" part. Suppose the operator U CU * X has zero trace for every unitary U but X is not scalar. We may replace C by any (finite) nonzero linear combination of operators in the unitary orbit of C. By doing so, we may (and do) assume without loss of generality that, for some orthonormal pair (x, y), x, y ∈ H, and with respect to the orthogonal decomposition H = (span x) ⊕ (span y) ⊕ (span {x, y}) ⊥ , (6.5) the operator C has the following matrix form: C = diag (c 1 , c 2 , C 0 ), (6.6) where c 1 , c 2 ∈ C and c 1 = c 2 . Indeed, let x ∈ H be a normalized element such that Cx, x = 0; the condition that C has zero trace guarantees that there exists a normalized y orthogonal to x such that Cy, y = Cx, x . Now let U 1 , U 2 , U 3 be self-adjoint unitary operators given by with respect to the decomposition (6.5). It is easy to see that the operator
has the desired form (6.6). Independently, X can be also replaced by V * XV , for any unitary V . Since X is not scalar, Xx , x = Xy , y for some orthonormal pair (x , y ) by Lemma 6.2. Applying a transformation X → V * XV , we may assume (x , y ) = (x, y). So The result of the next lemma was proved in [15, 5] in case H is finite dimensional. Proof. Denote by U(C) the closure of the linear span of operators of the form U CU * , U unitary. Suppose trace C = 0, and arguing by contradiction, assume U(C) = L 10 (H). Then (because L(H) is the dual of L 1 (H)) there exists X ∈ L(H) such that trace (T X) = 0 for every T ∈ U(C) but trace (T 0 X) = 0 for some T 0 ∈ L 10 (H). Being nonscalar, C = 0, so by Lemma 6.3, the first condition implies that X is scalar, which contradicts the second condition.
Next, suppose trace C = 0. Since C is not scalar, we have Cx, x = Cy, y for some orthonormal pair (x, y) by Lemma 6.2; hence C := C − V CV * = 0 for some unitary V . Clearly trace C = 0 and U(C) ⊇ U( C). By the first part of the lemma we have U( C) = L 10 (H), hence U(C) ⊇ L 10 (H). On the other hand, since C ∈ U(C) and trace C = 0, we have U(C) = L 10 (H), hence U(C) = L 1 (H).
Proof of Theorem 6.1. The "if" part is trivial. We prove the "only if" part. The condition implies that trace (AU CU * ) = trace (BU CU * ), i.e., trace ((A − B)U CU * ) = 0, for every unitary U . Since the closure of the linear span of {U CU * : U unitary } is either L 1 (H) or L 10 (H) by Lemma 6.4, we see that (1) or (2) holds. (1) trace C = 0, C = C * , and either A = µB + νI or A = µB * + νI for some µ, ν ∈ C, |µ| = 1; (2) trace C = 0, C = C * , and A = µB + νI for some µ, ν ∈ C, |µ| = 1; (3) trace C = 0, C = C * , and either A = µB or A = µB * for some µ ∈ C, |µ| = 1; (4) trace C = 0, C = C * , and A = µB for some µ ∈ C, |µ| = 1.
Theorem 2.2 proves the conjecture in the case when C is any rank one operator.
