Abstract-Fluid Stochastic Petri Nets (FSPNs) which have discrete and continuous places are an established model class to describe and analyze several dependability problems for computer systems, software architectures or critical infrastructures. Unfortunately, their analysis is faced with the curse of dimensionality resulting in very large systems of differential equations for a sufficiently accurate analysis. This contribution introduces a class of FSPNs with a compositional structure and shows how the underlying stochastic process can be described by a set of coupled partial differential equations. Using semi discretization, a set of linear ordinary differential equations is generated which can be described by a (hierarchical) sum of Kronecker products. Based on this compact representation of the transition matrix, a numerical solution approach is applied which also represents transient solution vectors in compact form using the recently developed concept of a Hierarchical Tucker Decomposition. The applicability of the approach is presented in a case study analyzing a degrading software system with rejuvenation, restart, and replication.
I. INTRODUCTION
Stochastic models including discrete and continuous state variables are an important modeling framework for performance and dependability analysis beyond pure discrete state discrete event systems. Continuous variables are used to abstract from a large number of discrete entities [2] or to describe some continuous physical quantity such as the filling of a battery or a tank [13] , [24] . Fluid Stochastic Petri Nets (FSPNs) which have discrete and continuous places are a model class that combines the advantages of Petri Nets with the possibility to specify hybrid stochastic systems. Several classes of hybrid Petri Nets have been defined, which differ in various details. We consider here FSPNs [18] in an extended version with flush-out arcs and marking dependent rates [16] .
Although FSPNs are known for some time and have even been extended to allow a compositional description of systems [1] , [15] , the analysis is often restricted to relatively simple models with constant flow rates. One has two general possibilities to analyze an FSPN, hybrid stochastic simulation or the numerical solution of the set of partial differential equations (PDEs) described by the FSPN. As for discrete state models, numerical analysis has the advantage of providing more accurate results, in particular, if the evolution of the system behavior over some time interval has to be analyzed, as it is necessary for many problems. However, numerical analysis is faced with the problem of state space explosion which limits the applicability of the approach to relatively small models. Stochastic simulation, in principle can be applied to arbitrary models, but it should be remarked that simulation of FSPNs has to combine the analysis of the continuous evolution of the fluid part, which has to be analyzed by some form of discretization, and marking dependent firing rates of transitions, resulting in a non-homogeneous behavior according to the discrete part. This implies that available simulators cannot handle general FSPNs and simulation can be time consuming [8] . To the best of our knowledge, only prototype simulators are available for FSPNs which allow only the analysis of restricted classes of models. Apart from the specific problems of simulating FSPNs, the determination of the transient behavior of stochastic models over an interval of time often results in large confidence intervals because estimators are dependent over a time series.
We consider in this paper the numerical analysis of FSPNs and try to alleviate the problem of state space explosion. Two steps are introduced for this purpose. First, we introduce a class of compositional FSPNs which allow one to specify models by the composition of small components and use the component structure to define a multi-dimensional state space. For analysis, the fluid part has to be discretized which often results in a large discrete state space with very regular structure. The transition matrix of the discretized system of equations is presented by a block structured matrix where each submatrix results from the Kronecker product of small component matrices. The composition and the resulting matrix structure is more general than the one proposed in [15] . This first step results in a very compact representation of the transition matrix which can be used in iterative numerical techniques as done for discrete state Markov models for some time [9] . However, this step is usually not sufficient to analyze very large models because solution vectors still have lengths equal to the size of the state space. For analyzing very large models, a second step is necessary to represent solution vectors in a more compact way which usually implies the introduction of an approximation. For this purpose, recently developed data structures for higher dimensional tensors can be used [17] . We use a Hierarchical Tucker Decomposition (HTD) which has already been applied for the analysis of PDEs [20] and for the stationary analysis of Markov chains [5] . Here we extend the approaches to the transient analysis of FSPNs.
The new contributions of the paper are a compositional class of FSPNs, the compact representation of the transition matrix after spatial discretization, the integration of the compact matrix structure and the HTD data structure for vectors in numerical solvers for transient analysis, a full C-implementation of the approach to obtain numerical results, and the application of the method to an example from software dependability. The presented solution methods can also be applied to discrete state Markov models, but they are especially well suited to analyze hybrid systems due to the regular structure of the discrete state space after spatial discretization.
In the next section, we first present the class of FSPNs. In Section III, the stochastic process resulting from spatial discretization is introduced. Then, in Section IV, transient numerical analysis and the HTD data structure for vectors are introduced. Section V includes the application example. The paper ends with the conclusions and a short outlook on possible extensions.
II. COMPOSITIONAL FLUID STOCHASTIC PETRI NETS
We consider Fluid Stochastic Petri Nets (FSPNs) similar to the classes that have been defined in [8] , [15] , [16] , [18] .
• P is the set of places which is subdivided into the set of discrete places P d and the set of continuous places P c ; • T is the set of transitions partitioned into a set of stochastically timed transitions T e and a set of immediate transitions T i ,
is a row vector containing the number of tokens in each discrete place and x 0 ∈ R |Pc| ≥0 is a row vector which contains for each continuous place the level of fluid at the place; M d is the set of all reachable discrete markings, M c is the set of all reachable continuous markings, and
is the set of all reachable markings;
• A is the set of arcs which is subdivided into the set of discrete arcs 
, the sets of continuous input and output places •t = {p ∈ P c | A c (p, t) = 1} and t• = {p ∈ P c | A c (t, p) = 1}, and the set of places connected by a flush-out arc t = {p ∈ P | A f (p, t) = 1}. Note that in our setting, flushing out of places by immediate transitions is also possible. The input and output transitions of places (discrete or continuous) •p and p• are defined similarly. Furthermore, p for p ∈ P is the set of transitions connected via a flush-out arc. The notation can be naturally extended to sets of places or transitions.
The dynamic behavior of FSPNs will only be briefly introduced here; details can be found in the above mentioned papers (e.g., in [16] , [18] ). Observe that the enabling of transitions only depends on the discrete marking. That is, transition t ∈ T is enabled in marking
We let E(m) denote the set of all enabled transitions in discrete marking m ∈ M d . If immediate transitions are enabled, they have priority over timed transitions, i.e., timed
The firing of a transition flushes out all the places that are connected with flush-out arcs to t. We denote this as m t → m . Firing times of timed transitions are exponentially distributed with rates F (t, M ). Marking dependent transition rates are very powerful, if they are applied in full generality, because they may be used to set the rate of an enabled transition to zero and can thus simulate inhibitor arcs.
For continuous place p c ∈ P c and marking M ∈ M, the potential change rate of the fluid level for all timed transitions t ∈ E(M ) is given bŷ
The potential flow does not consider the bounds of fluid places which are 0 and B(p c ). Now, let M (τ ) ∈ M be the marking at time τ ≥ 0. The actual change of the fluid in continuous place p c ∈ P c is then given by
Example. As a running example, we choose a simple FSPN which has been introduced in [16] . The net is shown in Figure 1 ; for an interpretation of its behavior we refer to the original paper. 
We consider a compositional approach to describe and analyze FSPNs. Compositional analysis of discrete Petri nets without continuous places is known for several decades. A well known class are superposed SPNs and GSPNs [11] , [12] . For FSPNs, compositional approaches have been proposed in [1] , [15] . Although these papers are the first to introduce ideas to represent the transition rate matrix of the discretized stochastic process in a compact form using Kronecker products, they do not exploit the resulting structure for a numerical analysis.
A superposed FSPN (SFSPN) is an FSPN in which the set of places is partitioned into disjoint subsets P (j) (j = 1, . . . , J). Then every marking M ∈ M can be represented as (M (1) , . . . , M (J) ), where M (j) considers only the places in P (j) . This partition naturally defines sets of transitions for subnets. Transition t belongs to subnet
and it is local to subnet j if additionally
) for all i = j and the rate of the transition depends only on the marking of places from P (j) . Now, let T (j) be the set of transitions belonging to subnet j.
) defines a subnet, where the functions are restricted to the subsets P (j) and T (j) . A subnet only acts independently of its environment if all transitions are local. In this case, the subnet does not interact with its environment and can obviously be analyzed independently. Although we consider dependencies among subnets, we need some restrictions for an efficient analysis exploiting the decompositional structure. Our restrictions are less strict than those in [15] , but they obviously put some limitations on the nets that can be analyzed with the proposed approach. In the following, we assume that:
1) 
where λ t ∈ R >0 is constant and g (j) (t, (m (j) , x (j) )) are nonnegative functions that are continuous in x (j) . 6) Like the transition rate function, flow rates for places p c ∈ P c and transitions t ∈ •p c can be decomposed as
where f
. Similarly, flow rates for places p c ∈ P c and transitions t ∈ p c • can be decomposed as
The first two assumptions and the fifth assumption also exist in [15] . The third assumption guarantees that no intermediate boundaries for the fluid flow exist. This means that the flow changes its direction or stops at the natural boundaries 0 and B(p c ) or when the discrete marking changes. This impliesr c ((m,
The last three assumptions are related to the superposed FSPN to enable an efficient transient analysis.
Example. (continued) For the FSPN with the three subnets, from our 5th assumption we can write
where
Regarding assumption 6, since we only have incoming arcs to continuous places in this example, for i = 1, 2 we can write
where for the three different flow rate functions we have
III. STOCHASTIC BEHAVIOR OF THE NET
To derive the stochastic behavior, we first define the matrices of the complete net following [16] , [18] . Let
be the transition rate between the discrete markings m k and m l due to transition t ∈ T e when the fluid level is x. These rates are the entries of an (
x).
For U ⊂ T e , we write Q(U, x) = t∈U Q(t, x), and for U = T e , we write Q(x) rather than Q(T e , x). To capture diagonal elements, we define the diagonal matrix D with diagonal elements
Furthermore, we define the matrix of fluid flows for continuous place p c ∈ P c as R c (x) = diag(r c (m k , x) ) and the row vector π(τ,
The vector π(τ, x) contains the probability densities of finding the FSPN in discrete states m k ∈ M d at time τ when the fluid level is x. Initially π k (0, x) = 1 for x = x 0 , k = 0, and it is 0 otherwise. Without flush-out arcs, the evaluation of π(τ, x) follows the PDEs
(1) With flush-out arcs the PDEs become more complex, because several cases with empty and non-empty continuous places have to be considered. We use in the following a slightly different notation to introduce the PDEs than in the original papers [15] , [16] , which is in our opinion more intuitive. Below it will be shown that with the introduced compositional structure, flush-out arcs can be handled much easier.
With flush-out arcs, we have to consider transitions from P c , i.e., all transitions connected with flush-out arcs to continuous places. Let P c = T \ P c , and let F(t) = {p | p ∈ P c , p ∈ t} be the set of continuous places which are flushed out by firing transition t. We assume that the places in F(t) have the indices i 
. . .
where I 1 i is a row vector with 1 in position i and 0 elsewhere, and the indicator function δ (x(F(t)) = 0) = 1 if all entries of x that belong to places from F(t) (i.e., continuous places that are flushed out by t) are zero, otherwise the function returns 0 which implies that the multiple integral is not evaluated. Observe that (2) reduces to (1) when there are no flush-out arcs connected to continuous places, and hence, P c = ∅ and F(t) = ∅. No additional boundary equations are required because they are included in the definition of flow rates.
For numerical analysis, we apply a semi discretization using a finite volume technique. We discretize the spatial dimension c (i.e., filling of fluid place p c ) in n c intervals each of length δ c = B(p c )/n c . Letting C = |P c |, the resulting discrete state space can include up to |M d | C c=1 n c states. States are described by row vectors (k 0 , k) of length C + 1 such that k = (k 1 , . . . , k C ) with k c = 0, . . . , n c − 1 being the discretized continuous state and k 0 being the discrete state. In this discretization, the flow is defined to be constant over interval k c of length δ c and the discretized continuous state k c can only change to state k c − 1 or k c + 1 in one transition.
Transition rates between discrete states due to firing transition t are given by
where is the elementwise product of vectors. For the fluid flow of continuous place p c ∈ P c in discrete state (m, k), we define
Transitions resulting from a change of fluid level may change state (m k , k) to (m k , k ± I 1 c ) for some p c ∈ P c as long as the transition is allowed, i.e., resulting state belongs to the reachable state space. Thus, we define
so that only the rates defined in (5) can be nonzero; all remaining rates q c (k0,k),(l0,l) are zero. Transition rates between states are then given by
Let S be the reachable state space of the discretized system; states in S can be ordered lexicographically, resulting in a consecutive renumbering. Then the rates computed in (6) can be collected in an (|S|×|S|) matrix Q with diagonal elements
for time τ with initial condition π(0) resulting from the discretized initial state of the FSPN, is then the probability density of the FSPN at time τ . From π(τ ) further transient results can be derived. In principle, an FSPN can be analyzed by constructing matrix Q and then solving the resulting ODE in (7). However, two quite general problems occur implying that this approach can realistically only be used for relatively simple and small nets with one or two continuous places:
1) The evaluation of the integrals in (3) and (4) can be cumbersome for more complex functions.
2) The curse of dimensionality implies that the reachable state space grows rapidly for an increasing number of continuous places and a finer discretization; a fine discretization is often necessary to obtain a sufficient accuracy. For the first problem, we restrict the class of nets as done above. Especially the decomposability of the flow and rate functions allow us to separate the different dimensions for integration. To cope with very large state spaces, we present first an approach to represent matrix Q in a hierarchical form where the different submatrices can be represented as the sum of Kronecker products of small matrices. Then in the following section, we introduce an approach to avoid additionally the complete enumeration of the state space in vector π(τ ) by using implicit approximate representations that have been recently developed in the field of statistical physics and for the solution of higher dimensional PDEs [17] .
By exploiting the compositional structure of SFSPNs, matrix Q can be represented in compact form. Let S (j) be the projection of the global state space S to the places from P (j) . States of subnet j are represented by (m (j) , x (j) ) where m (j) includes the marking of the discrete places from P (j) and x
is the marking of the continuous place. For subnets without continuous or discrete places, the corresponding variables are omitted. If P (j) contains a continuous place p c ∈ P c , the fluid level is discretized as for the FSPN. Let
The dynamic behavior of the subnet is described by
The values a ((1, 0), (0, 1) 
In matrix notation, we have
t4 = I. The entries due to transitions t f1 and t f2 are given by
and for the three different flow rate functions 1)
k1δ (2) (1 − ξ)dξ
k1δ (3) (1 − ξ)dξ
k1δ (3) (1.8ξ + 0.1)dξ
k1δ (2) (1.8ξ + 0.1)dξ
and for the three different flow rate functions we obtain for function 1:
for function 2:
for function 3: The representation is particularly well suited for iterative numerical methods since the vector matrix products with matrix Q can be realized efficiently [9] , [25] .
For transient analysis, which is considered here, the uniformization method is often applied, resulting in
where P oiss are the Poisson probabilities and q max ≥ max |Q s,s | . Other transient solvers like Runge-Kutta Formulae (RKF) or Backward Differentiation Formulae (BDF) can be realized similarly. For details we refer to [25] . Although matrix Q is represented in compact form helping us to circumvent the curse of dimensionality to a large extent, numerical analysis as in (11) requires vectors of length |S|, which still limits the applicability of semi discretization. In the following section, we present a more compact approach to represent vectors which requires, in contrast to the exact compact representation of matrix Q, the introduction of an approximation. Example.(continued) For the simple example, a hierarchical structure is not necessary because the reachable state space is identical to the potential state space consisting of the cross product of the state spaces of the three components. Thus the discretized system has 2n 2 n 3 states and the transition matrix can be represented by sums of Kronecker products of three matrices with the dimensions 2 × 2, n 2 × n 2 and n 3 × n 3 , respectively.
IV. TRANSIENT NUMERICAL ANALYSIS
The problem of combinatorially growing state spaces for high dimensional problems is, of course, not restricted to FSPNs. It is known in many areas where PDEs are used, examples are biological systems or statistical physics. In these areas compact representations to approximate higher dimensional tensors in a more efficient way have been developed [17] , [23] . These representations have recently also been applied to the stationary analysis of Markov models [5] , [19] . We extend the approaches here to the transient analysis of SFSPNs.
In the following, we consider the representation of a vector x including one entry for each state from S [k] . This vector is multiplied with submatrices Q[k, l] in numerical analysis algorithms. To represent all states, |MS| vectors are necessary.
The simplest form of a compact representation for x using data structures with O(max j∈{1,...,J} |S (j) [k j ]|) entries is the following representation as a Kronecker product [17] , [25] 
where vectors x (j) are of length
t , the multiplication can be realized as follows. ⎛
Consequently, the result is a sum of Kronecker products of vectors, one for each term in the sum. This implies that for an exact computation, in each iteration of the transient solution algorithm the number of Kronecker products is increased by a factor of O(|T |) which means that after some iterations the representation is no longer compact. A straightforward idea is to approximate a sum of Kronecker products with a single Kronecker product as done in [6] . However, although this approach resulted in some cases in good results, the approximation error is uncontrolled and the representation is fixed. More appropriate is a flexible representation which allows one to control the approximation error. Such a representation is available with the HTD format [17] , [21] which will be briefly introduced here. The idea is to represent vector x as a binary tree, as shown for the case J = 4 in Fig. 2 
for (i, j) ∈ {(1, 2), (3, 4)} and the root matrix B (1234) is a r (12) r (34) × 1 matrix (a vector). This representation can be easily extended to more than 4 subnets. If the number of subnets is not a power of 2, still one node per subnet has to be at the bottom level.
Vector x with the HTD representation from Fig. 2 can then be represented as
Memory requirements for such a representation with J subnets are bounded by Jn max r max + (J − 2)r The interesting aspect is that we can compute the product of a Kronecker product of matrices with a vector in HTD form in a very efficient way, mainly by computing products
. For details we refer to the corresponding algorithm in [21] . If two vectors in HTD form are added, then the rank of the resulting representation equals the sum of the ranks of the two representations that are added. Thus, the same problem as for simple Kronecker products comes up. However, for the HTD representation a well defined approximation algorithm exists. This algorithm computes for each matrix in the tree a singular value decomposition which allows one to truncate the ranks according to a well defined error bound (for details see [5] , [21] ). The local truncation operation in each node results in an optimal local approximation of the exact representation in terms of the 2-norm [14] . Algorithms to add vectors in HTD format and to perform the truncation can be found in [21] . By setting a truncation bound, a trade off between accuracy and memory requirements is achieved. For the transient analysis of FSPNs, three approximations are relevant; namely the discretization interval length of the spatial dimensions, the discretization interval for the time step, and the truncation bounds. If a differential equation solver like RKF or BDF is used, the time step is set adaptively (for details see [25] ). For uniformization, Poisson probabilities are truncated instead which can be done a priori (for details see [25] ). The other values are set manually. 
Example.(continued)
The simple example is analyzed for n 1 = n 2 = 1000 which implies that the resulting discrete model has 2 million states. This value is sufficient since a further increase of n i changes the results only marginally. A coarser discretization using n 1 = n 2 = 100 is not sufficient in particular for the third flow function which introduces a dependency between the filling of both fluid places. The relative difference in the time dependent filling of place c 1 (and also c 2 ) between the discretization with n i = 100 and n i = 1000 goes up to 22%. This shows that a fine discretization is important but results in huge matrices and vectors. For RKF we use the explicit variant RKDP4(5) and choose the local error bound and HTD truncation error equal to 10 −4 for the first variant (RK) and local error and HTD truncation error 10 −5 for the second variant (RK2). As a rule of thumb one should choose similar values for the local error bound and the truncation error in RKF, whereas in uniformization, where a global truncation error is defined for the Poisson probabilities, the truncation bound for the HTD structure should be smaller than the truncation bound for the Poisson probabilities divided by α ∈ [0.01, 0.1] times the number of iterations necessary to reach the Poisson truncation bound, which can be computed a priori from the Poisson probabilities. Recall that the truncation bound for the HTD structure translates to a truncation error measured in the 2-norm of the vector approximation. representation and the exact solution with the flat vector. It can be seen that for the variants unif and rk the relative errors are all below 10%, whereas the other two variants yield very good approximations. All results are much better than the results one would obtain from a coarse discretization with only 100 intervals. Memory requirements for the HTD vector representation are shown in Fig. 4 for unif and rk and in Fig. 5 for unif2 and rk2. The first two solution approaches with the larger truncation bounds for the HTD structure have very low memory requirements. RKF requires only about 20000 floating point values to represent the vector with 2 million entries for the first two flow functions. The third flow function is more complex such that the vector representation needs slightly more memory. Uniformization with smaller HTD truncation bound requires slightly more memory. In general the memory requirements are in the range of the requirement of a flat vector representation for n i = 100. The methods unif2 and rk2 need slightly more memory but it can be seen that for this small example memory requirements are reduced by more than an order of a magnitude even for these methods that compute results with an accuracy that is sufficient for most applications.
V. NUMERICAL RESULTS
We also consider a relatively more complicated model from [1] . It is that of the degrading software system with rejuvenation, restart, and replication illustrated in Fig. 6 . In We assume that the fluid upper bounds of the continuous places c 1 and c 2 are normalized to 1. As in our running example, we assume a firing rate of 1 for the transitions t f1 and t f2 . However, contrary to the running example, these transitions can be disabled due to the inhibitor arcs, yet the firing still does not modify the discrete marking. Transitions t 1,2 , t 2,2 , t 4,1 , and t 4,4 have marking dependent firing rates
The remaining firing rates given by We use the following partition of the places with constant firing rates, we have
For the marking dependent firing rates, we have
otherwise ,
Regarding assumption 6, for i = 1, 2 we can write
, and
in ((t f2 , c 2 ), M (2) ) = x 1 + 1, and Although the example has again two fluid places, it differs significantly from the simple running example. Due to the flush-out arcs and state dependent flow and firing rates, the reachable states space is a proper subset of the potential state space and a hierarchical structure has to be built. We analyze two configurations with K 1 = K 4 = 3 and K 1 = K 4 = 5.
In both cases, 7 macro states are necessary to represent the reachable state space in compositional form. For the discretization of the fluid places we choose n i ∈ {50, 500, 5000} (i = 1, 2). The example is analyzed in the interval [0, 100] starting with the discrete marking shown in Fig. 6 Some results for the two configurations and different number of discretization intervals are shown in Figs. 7 and 8. In the first figure the mean probability of a normal operation is shown. It can be seen that the curves have some peaks in the beginning which can only be analyzed with a fine discretization. Results for the process degradation, which corresponds to the fluid level in place c 2 , are similar. Tables II and  III summarize additional facts about the solution effort. The second line of each table contains the number of discretization intervals for places c 1 and c 2 , respectively. We analyze four different configurations. The line starting with states contains the number of states in the discrete model. The line starting with non-zeros contains the number of non-zero elements in matrix Q, which corresponds to the number of transitions plus the number of diagonal elements. nz struct equals the number of nonzero elements in the matrices of the subnets which can be used to build the complete matrix using (10) . The following two lines, starting with nz htd 0.1 and nz htd 0.01 show the number of floating point numbers which are stored in the HTD structure when the example is analyzed with uniformization and a maximal error in the transient results, which is less than 10% or 1%. This requires truncation bounds for the HTD structures between 10 −6 and 5 · 10 −8 . Truncation bounds for the largest configurations are only estimates because we were not able to compute the exact results in an acceptable time. The last four lines of the tables include times to perform one iteration, which means to compute one vector matrix product, with different matrix and vector representations. Time is measured in seconds of CPU time. For the final solution, between 10000 and 94100 iterations are necessary. Unfortunately, the system becomes more stiff if the number of intervals for discretization is increased and a stiff system requires more iterations. This means that for the largest models the largest number of iterations has to be performed to reach the required accuracy.
It can be noticed that, as for the simple running example, the HTD structure remains very compact. This has the effect that vector matrix products can be computed faster than with a flat vector and even with a sparse matrix implementation. However, this can only be observed for large state spaces. For small matrices the overhead of the HTD computations dominates. Further results, including results about the performance of different transient measures will be made available in a separate report.
VI. CONCLUSION
The paper presents a compositional class of FSPNs and a new numerical approach for their transient analysis. The approach is tailored towards the analysis of very large state spaces. It uses a compact, but still exact, representation of the transition matrix and a compact, but approximate, representation of the solution vector. In this way, state spaces of size that does not allow the representation of each state in computer memory can be analyzed numerically with an often acceptable accuracy.
The presented model can be extended in various directions. It is possible to consider second order fluid models in a similar way [7] , [26] . Furthermore, unbounded fluid places can be integrated by using an exponential transformation. To improve the solution time, the inherent parallelism in the different steps of the approach needs to be exploited.
