Introduction 0.1. Let W be a Weyl group and let K W be the Grothendieck group of Q[W ]modules of finite dimension over Q. Note that K W has a Z-basis Irr W consisting of the irreducible representations of W up to isomorphism.
In [L4] we have defined a new Z-basis C W of K W consisting of not necessarily irreducible representations which interpolate between the representations carried by the left cells of W and the special (irreducible) representations of W . The representations C W are called new representations.
Recall that Irr W is partitioned into subsets called families, see [L2, 4.2] ; these are in 1-1 correspondence with the two-sided cells of W . We have C W = ⊔ c C W,c where c runs over the families in Irr W and any representation in C W,c is a direct sum of irreducible representations in c. In the rest of the introduction we fix a family c of W . As in [L4, 0.7] we have an explicit bijection (a) C W,c ∼ − → c,Ê ↔ E. (We can assume that W is irreducible. For type A, (a) is the identity map; for type B, D, (a) is as in [L4, 1.10(b) ]; for exceptional types (a) is as in [L4, 2.1] .) For E, E ′ in c we denote by E ′ :Ê the multiplicity of E ′ inÊ. Note that for any E ∈ c we have E :Ê = 1. For E, E ′ in c we say that E ′ ≤ E if E ′ :Ê ≥ 1. We have the following result.
Theorem 0.2. ≤ is a partial order on c. Hence the square matrix (E ′ :Ê) indexed by c × c is triangular with 1 on diagonal.
For the proof we can assume that W is irreducible. If W is of type A, the theorem is immediate. If W is of type B or D, as in the remarks after the statement of [L4, 0.6] , the theorem can be reduced to the verification of a property of isotropic subspaces in a certain based symplectic F 2 -vector space, see 2.2(d). If W is of exceptional type, the theorem can be deduced from the tables in [L4, 2.1] .
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Typeset by A M S-T E X 1 From the theorem we deduce: (a) The bijection 0.1(a) is characterized by the property that E :Ê = 1 for any E ∈ c. Indeed assume that for any we are given a bijection s : c − → c such that s(E) : E = 1 for any E ∈ c. Then we have s(E) ≤ E for any E ∈ c. For E ∈ c let n E be the largest integer n ≥ 0 such that there exists any a sequence E k < E k−1 < · · · < E 0 = E in c. We have n E ≤ |c|. For any m ≥ 0 let c m = {E ∈ c; n E ≤ m}. We have clearly n s(E) ≤ n E for any E ∈ c. Hence s(c m ) ⊂ c m . Since c m is finite, we have s(c m ) = c m for any m. Assume that E ∈ c, s(E) < E. If E ∈ c 0 we would deduce n E ≥ 1, a contradiction. If m ≥ 1 and E ∈ c m − c m−1 we have n s(E) < m hence s(E) ∈ c m−1 . Since s : c m−1 − → c m−1 is surjective we have s(E) = s(E ′ ) for some E ′ ∈ c m−1 . Since s : c − → c is injective it follows that E = E ′ so that E ∈ c m−1 , a contradiction. We see that s : c − → c is the identity. This proves (a). 0.3. We now assume that W is irreducible. As in [L2, §4] 
Let N H,H ′ ,x,ρ be the multiplicity of ρ in the Z(x)-module I. Let a certain based symplectic F 2 -vector space, see 3.4. If W is of exceptional type, the theorem is verified by computation, see §5. 0.5. When W is of type B or D, the definition of C W,c given in [L4] is inductive. In this paper we give an alternative definition of C W,c which is not inductive. 0.6. For a finite set X we denote by |X| the cardinal of X. For a, b in Z we set [a, b] 
For I ∈ r(Y ) let min(I) be the minimal element of I and let max(I) be the maximal element of I. For x, y in Y we say that x, y are consecutive if x = y and {x, y} ∈ r(Y ). If I ∈ r(Y ) we define δI to be the set of all x ∈ I such that either x = min(I) or x = max(I). For I,
1.2. In the remainder of this section we assume that d ∈ N and that |Y | = 2d. Let s(Y ) = {I ∈ r(Y ); |I| is odd}. For I = {i 1 < i 2 < · · · < i 2k+1 } ∈ s(Y ) let I ev = {i 2 , i 4 , . . . , i 2k } ⊂ I. For x, y in Y we set x : y = 1 if x, y are consecutive, x : y = 0 if x, y are not consecutive. For I ∈ s(Y ), I ′ ∈ s(Y ), we set I : I ′ = x∈I,y∈I ′ x : y ∈ F 2 . Note that the condition that I : I ′ = 0 is equivalent to the condition that either I, I ′ are equal or are disjoint with I ∪ I ′ not an interval, or I ≺ I ′ , or I ′ ≺ I.
Let S(Y ) be the set of all subsets of s(Y ). Let S ′ (Y ) be the set of all B ∈ S(Y ) such that:
if I ∈ B, I ′ ∈ B then I : I ′ = 0; if I ∈ B and y ∈ I ev , then y ∈ I ′ for some I ′ ∈ B such that I ′ I.
From the definition we see that
We now prove a converse of (b).
Then I 1 : I 2 = I ′ 1 : I ′ 2 = 0 by (a). Now let I ′ ∈ B and let z ∈ I ′ev . Let I =Ĩ ′ . Assume first that i ∈ δY so that I = I ′ . Then z ∈ I ev ; hence z ∈ I 1 for some I 1 ∈ B, I 1 I. Since z ∈ I ev , i ∈ δY we have z = i. Thus I 1 = {i} so that I 1 = t i (I ′ 1 ) = I ′ 1 with I ′ 1 ∈ B ′ . We have z ∈ I ′ 1 and I ′ 1 I ′ . Next we assume that i / ∈ δY andī / ∈ I ′ so that I = σ −1 i (I ′ ). Letz ∈ I be such that σ i (z) = z. We havez ∈ I ev ; hencez ∈ I 1 for some I 1 ∈ B, I 1 I. We have
. We show:
(a) We have S ′ (Y ) = S ′′ (Y ). We argue by induction on d. If d = 0, S ′ (Y ) consists of {0} hence (a) holds in this case. Assume now that d ≥ 1.
Conversely, let B ∈ S ′ (Y ). We show that B ∈ S ′′ (Y ). If B = ∅ this is obvious. Thus we can assume that B = ∅. Let I ∈ B be such that |I| is minimum. If z ∈ I ev then we have z ∈ I ′ with I ′ ∈ B, I ′ I. Then we have |I ′ | < |I| contradicting the minimality of |I|. We see that I ev = ∅ so that I = {i} for some i ∈ Y . We see also that
Using the induction hypothesis we deduce that B ′ ∈ S ′′ (Y i ). Using the definitions we deduce that B ∈ S ′′ (Y ). This completes the proof of (a).
The following result can be seen from the definition.
By the minimality of |I| we deduce that i / ∈ I ′ ; in particular we have i = z so that i ∈ I − I ev .
Assume now that i ′ ∈ I is such that i :
Conversely let I 1 ∈ B(i ′ ). We have I 1 = I (by our assumption on i ′ ). Since i ′ / ∈ I, i ′ ∈ I 1 we cannot have I 1 ≺ I. If I, I 1 are disjoint then, since i ∈ I, i ′ ∈ I 1 , i : i ′ = 1, it would follow that I ∪ I 1 is an interval, contradicting I : I 1 = 0. We see that we must have I ≺ I 1 ; hence i ∈ I 1 so that I 1 ∈ B(i). We
We now assume that not only c B i ≥ 1 but that c B i ≥ c B j for any j ∈ Y . We show:
(b) In this case we have |I| = 1 so that I = {i} ∈ B. Assume that |I| > 1 so that |I| ≥ 3. Then we can find i ′ ∈ I such that i : i ′ = 1. By (a) we have c B i ′ = c B i + 1. This contradicts our assumption and proves (b).
Using the induction hypothesis we deduce that B ′ =B ′ ; hence B =B. This proves (a).
1.9. We note the following statement.
(a) If c, c ′ ∈ N satisfy c − c ′ = 2 mod 4 then c(c + 1)/2 = c ′ (c ′ + 1)/2 mod 2. Our assumption implies that one of c, c ′ is in (4Z + 1) ∪ (4Z + 2) and the other is in (4Z + 3) ∪ (4Z). Hence one of c(c + 1)/2, c ′ (c ′ + 1)/2 is 1 mod 2 and the other is 0 mod 2. This proves (a).
Define j ′ ∈ Y by j ′ < j, j ′ : j = 1. By our assumption we have c ′ := c B j ′ = cB j ′ . By 1.7(a), (i) and (ii) below hold:
, −2} then we get a contradiction using (a). Thus we have c =c. This proves (b).
We show:
(a) We have |X I | = (|I| + 1)/2. We argue by induction on |I|. If |I| = 1 then X I = {I} and the result is clear. Assume now that |I| ≥ 3. Then I consists of the elements i 1 < i 2 < · · · < i 2k+1 . We define a sequence of intervals I 1 , I 2 , . . . I m as follows. I 1 is the unique interval in B such that I 1 ≺ I and i 2 is the minimal element of I 1 . Let i j 1 = max(I 1 ). If j 1 = 2k then the sequence I 1 , I 2 , . . . I m is just I 1 . If j 1 < 2k then j 1 + 2 ≤ 2k and we denote by I 2 the unique interval in B such that I 2 ≺ I and i j 1 +2 = min(I 2 ). Let i j 2 = max(I 2 ). If j 2 = 2k then the sequence I 1 , I 2 , . . . I m is just I 1 , I 2 . If j 2 < 2k then j 2 +2 ≤ 2k and we denote by I 3 the unique interval in B such that I 2 ≺ I and i j 2 +2 = min(I 2 ). This process must eventually terminate and we find the sequence of distinct intervals I 1 , I 2 , . . . I m such that I r ≺ I for all r, |I 1 | + |I 2 | + · · · + |I m | = 2k − m and any I ′ ∈ X I − {I} is contained in some I r with r uniquely determined. Hence we have |X I | = 1+ r∈[1,m] |X I r |. Using the induction hypothesis we deduce |X I | = 1 + r∈[1,m] (|I r | + 1)/2 = 1 + (2k − m + m)/2 = k + 1 = (|I| + 1)/2. This proves (a).
We have |B| ≤ d. We can assume that B = ∅. Let I 1 , I 2 , . . . , I t be the intervals in B which are maximal with respect to inclusion. We can assume that for r ∈ [1, t − 1] any element of I r is < than any element of I r+1 ; let J r be the set of all i ∈ Y such that max(I r ) < i < min(I r+1 ). Then |J r | ≥ 1. Let J t be the set of all i ∈ Y such that max(I t ) < i. Let J 0 be the set of all i ∈ Y such that i < min(I 1 ). We have
and (c) becomes t − 1 + t = 2d mod 2 since |I r | = 1 mod 2 for each r; this is a contradiction). We see again that (d) follows. This proves (b).
With the notation in the proof of (b) we have: (e) Let B ∈ S ′ (Y ). Assume that B = ∅. We have |B| = d if and only if either |J s | = 1 for all s ∈ [1, t − 1] and |J 0 | + |J t | = 1 or |J s | = 1 for all s ∈ [1, t − 1] except for one value s = s 0 for which |J s 0 | = 2 and |J 0 | = |J t | = 0. This follows from the arguments in the proof of (b).
On certain isotropic subspaces
2.1. In this section we assume that d ∈ N and that in 1.1 we have Y = [1, 2d] with the standard total order. For i, j in Y we have i :
If d ≥ 1 and i ∈ Y we consider the vector space V i = e ⊥ i /F 2 e i ; let π i : e ⊥ i − → V i be the obvious linear map. Now V i inherits from V a symplectic form (, ) and an
This defines on V i a structure of the same kind as that of V . Note that V i is associated to [1, 2d − 2] in the same way as V is associated to [1, 2d] ; we can identify Y i = [1, 2d − 2] in an obvious way.
We define two families F (V ), F 0 (V ) of subspaces of V by induction on d.
. By induction on d we see that all subspaces in F (V ) are isotropic and that F 0 (V ) is precisely the set of subspaces in F (V ) which are Lagrangian.
For any I ⊂ Y we set e I :
For any B ∈ S(Y ) we denote by B the F 2 -subspace of V spanned by the elements e I for various I ∈ B. From the definitions we see that F (V ) consists of the subspaces of the form B for various B ∈ S ′′ (Y ) (or equivalently B ∈ S ′ (Y ), see 1.4(a)). We show:
(a) If B ∈ S ′ (Y ) then {e I ; I ∈ B} is an F 2 -basis of B . We argue by induction on |B|. If |B| = 0 the result is obvious. Assume now that |B| ≥ 1. Assume that I∈B c I e I = 0 with c i ∈ F 2 . Let I 0 ∈ B be such that |I 0 | is maximal. From the definition of S ′ (Y ) we see that if y ∈ δI 0 then e y appears with coefficient 1 in e I 0 and with coefficient 0 in any e I , I ∈ B − {I 0 }; it follows that c I 0 = 0. Let B ′ = {I ∈ B; I = I 0 }. We have B ′ ∈ S ′ (Y ) and I∈B ′ c I e I = 0. From the induction hypothesis we see that c I = 0 for all I ∈ B ′ . This proves (a).
We show: Thus we may assume that B = ∅. NowB contains {i} for some i ∈ Y . Hence e i ∈ L. We have e y = I∈B c I e I where c I ∈ F 2 . Let I 0 ∈ B be such that |I 0 | is maximal subject to c I 0 = 1. If I 0 = {i} then we can find z ∈ δI 0 with z = i; now e z appears with coefficient 1 in e I 0 and with coefficient 0 in any e I , I ∈ B − {I 0 }; it follows that e z appears with coefficient 1 in I∈B c I e I , a contradiction. Thus, I 0 = {i}. In particular, {i} ∈ B. We then have
. This restricts to a bijection from S ′ 0 (Y ) to F 0 (V ). According to [L4, 1.4 
LetṼ
We state the following strengthening of (c).
(
We argue by induction on d; for fixed d we argue by induction on 
Let k = k(I).If |I| = 1 then e I 1−k = 0 which is certainly in V ′ . We now assume that |I| ≥ 3. Let I 1 , I 2 , . . . , I m be the sequence of intervals in B attached to I in the proof of 1.11(a). From the definition we have e I 1−k = e I k 1 + e I k 2 + · · · + e I k m hence e I 1−k ∈ V ′ . This proves (a).
Classical Weyl groups
3.1. Let X be a finite set with a given total order ≤. We assume that |X| = d. If d ≥ 1, for any x ∈ X let X x be the subset X − {x} of X; we have |X x | = d − 1. Let i x : X x − → X be the inclusion. We view X x as a totally ordered set in such a way that i x respects the order. If d ≥ 2, for any two consecutive elements x < y of X let X x,y be the quotient set of X in which x, y are identified; we have |X x,y | = d−1.
Let f = f x,y : X − → X x,y be the obvious surjective map. We view X x,y as a totally ordered set in such a way that f respects the order. Let H = [X] be the F 2 -vector space with basis {e x ; x ∈ X}. If d ≥ 1, for any x ∈ X let H x = H/F 2 e x and let ρ x : H − → H x be the obvious (surjective) linear map. We can identify H x = [X x ] in an obvious way so that ρ x is induced by i x : X x − → X. If d ≥ 2, for any consecutive elements x < y of X let H x,y be the F 2 -subspace of H spanned by {e z ; z ∈ X − {x, y} ∪ {e x + e y }; let j x,y : H x,y − → H be the obvious inclusion. We can identify H x,y = [X x,y ] in an obvious way so that j x,y is induced by f x,y : X − → X x,y . We define a set C(H) of 3.2. We preserve the setup of 2.1; thus, Y = [1, 2d]. We now fix δ ∈ N (until the end of 3.3). Let Y δ = {i ∈ Y, i = δ mod 2} and let V δ be the subspace of
We regard Y δ with the total order induced from the standard order of Y . Hence the set
. We argue by induction on d. If d ≤ 1 the result is immediate. Assume now that d ≥ 2. We can find i ∈ Y and L ′ ∈ F (V i ) such that L = π −1 i (L ′ ). By the induction hypothesis we have
this is the inverse image of L ′δ under the surjective linear map V δ − → V δ i given by
this is the image of L ′δ under the imbedding V δ i − → V δ given by
. This proves (a). We show:
The first statement of (b) follows from the second statement, using (a). We prove the second statement of (b) by induction on d. If d ≤ 1 the result is immediate. Assume now that d ≥ 2. Assume first that ( * ) there exists i ∈ [1, 2d] with i = δ mod 2 and
; (L ′ , ξ) = 0}. By the induction hypothesis, we have L ′ ⊕ L ′ ∈ F 0 (V i ). Since e i ∈ L, we have L ⊕L ⊂ e ⊥ i hence if ξ ∈L, ξ ′ ∈ L then π i (ξ), π i (ξ ′ ) are defined and (π i (ξ), π i (ξ ′ )) = 0. Since L ′ = π i (L) we see that (π i (ξ), L ′ ) = 0 so that π i (L) ⊂L ′ andL ⊂ π −1 i (L ′ ). We have also L ⊂ π −1
, we see that L ⊕L ∈ F 0 (V ). Next we assume that ( * ) does not hold. Then there exists i ∈ [2, 2d − 1] with i = δ mod 2 and
By the induction hypothesis we have L ′ ⊕L ′ ∈ F 0 (V i ). Note that the image of the imbedding above is contained in e ⊥ i hence L ⊂ e ⊥ i . SinceL and e i are contained in V 1−δ (an isotropic subspace), we have alsõ L ⊂ e ⊥ i ; hence L⊕L ⊂ e ⊥ i . Hence if ξ ∈L, ξ ′ ∈ L, then π i (ξ), π i (ξ ′ ) are defined and (π i (ξ), π i (ξ ′ )) = 0. Since L ′ = π i (L), we see that (π i (ξ), L ′ ) = 0 so that π i (L) ⊂L ′ andL ⊂ π −1 i (L ′ ). We have also L = π −1 i (L ′ ) hence L ⊕L ⊂ π −1 i (L ′ ⊕L ′ ). We
From 2.3(a) we deduce:
(This is also proved in [L4, 1.11] .) We show:
. This map is well defined by (a). The map a :
We see that a and the map in (d) are inverse to each other. This proves (d).
The order reversing involution i → i * = 2d + 1 − i of Y induces an involution s(Y ) − → s(Y ), I → I * = {i * ; i ∈ I} and an involution S(Y ) − → S(Y ), B → B * := {I * ; I ∈ B} which restricts to an involution S ′ (Y ) − → S ′ (Y ) and to an involution S ′ 0 (Y ) − → S ′ 0 (Y ). It also induces a bijection γ δ :
We show: (a), is injective. Indeed, L can be reconstructed from L δ and L 1−δ .
We note that the map (b) is not surjective. For example, if d = 2, δ = 1 and L = 0, L ′ = F 2 e 1 then (L, L ′ ) ∈ U 0 is not in the image of the map in (b).
We show: (c) Let L ∈ F (V ) and let (L, L ′ ) be as in (a). We have L ∈ F 0 (V ) if and only if L = L ′ . We have dim S L,L ′ = dim L+d−dim L ′ . This equals d if and only if dim L = dim L ′ that is L = L ′ . This proves (c).
3.4.
In the remainder of this section we assume that W is a Weyl group of type B or D and that c is a family of W . As in [L2, 4.5, 4.6] , [L1] , [L4] , we can find
in such a way that if E ∈ C W,c corresponds to L ∈ F (V ) and E ∈ c corresponds to x ∈Ṽ then the multiplicity of E in E is 1 if x ∈ L and is 0 if x / ∈ L. From 3.3(a) we see that Theorem 0.4 holds in our case. (The set F c in 0.3 consists of the subspaces of V δ which belong to C(V δ ); the imbedding j : C W,c − → X c in 0.4 can be identified with the map F (V ) − → U δ in 3.3. We also note that for (L, L ′ ) ∈ U δ the subspace S L,L ′ in 0.4 is the same as the subspace S L,L ′ in 3.3; this follows from the definitions.) From 2.2(d) we see that Theorem 0.2 holds in our case.
Examples
4.1. Let Y = [1, 2d] be as in 2.1. In 4.2-4.4 we describe the sets S ′ (Y ), R ′ (Y 0 ) assuming that d ∈ {1, 2, 3}; in 4.5 we describe the sets S ′ 0 (Y ), R ′ (Y 0 ) assuming that d = 4. In each case we describe an element of S ′ ( Y ) as a list of intervals of Y specified by its elements (for example, an interval {2, 3, 4} is written as 234; we describe an element of R ′ (Y 0 ) as a list of intervals of Y 0 specified by its elements (for example an interval {2, 4} in Y 0 is written as 24). 4.4. The case d = 3. The elements of S ′ (Y ) are (1, 3, 5), (2, 4, 6), (123, 2, 5), (2, 5, 456) , (1, 4, 345) , (3, 234, 6), (1, 3, 6), (1, 4, 6) , (3, 234, 12345) , (4, 345, 23456), (1, 5, 456) , (2, 123, 6), (3, 5, 23456), (2, 4, 12345), (1, 3), (1, 5), (3, 5), (2, 4), (2, 6), (2, 5), (4, 6), (1, 4), (3, 6), (123, 2), (456, 5), (345, 4), (234, 3), (1), (3), (5), (2), (4), (6), ∅. The elements of R ′ (Y 0 ) are ∅, (2, 4, 6), (2), (2, 46), (4), (6, 24), (6), (4, 6), (24), (4, 246), (46), (2, 6), (246), (2, 4).
4.5. The case d = 4. The elements of S ′ 0 (Y ) are (1, 3, 5, 7), (2, 4, 6, 8) , (2, 123, 5, 7) , (2, 4, 7, 678) , (1, 4, 345, 7) , (2, 5, 8, 456) , (1, 3, 6, 567) , (3, 6, 8, 234) , (1, 3, 5, 8) , (1, 4, 6, 8) , (3, 234, 12345, 7) , (2, 6, 567, 45678) , (1, 5, 456, 34567), (4, 8, 345, 23456) , (1, 3, 7, 678) , (2, 6, 8, 123) , (3, 5, 23456, 1234567), (4, 6, 34567, 2345678) , (1, 5, 7, 45678) , (2, 4, 8, 12345) , (3, 5, 7, 2345678) , (2, 4, 6, 1234567) , (2, 4, 7, 12345) , (2, 5, 7, 45678) , (2, 6, 123, 567) , (3, 7, 234, 678) , (2, 5, 8, 123) , (1, 4, 7, 678) , (1, 4, 6, 34567) , (3, 5, 8, 23456) , (1, 4, 8, 345) , (1, 5, 8, 456) , (1, 3, 6, 8) , (2, 5, 456, 1234567), (4, 7, 345, 2345678), (2, 7, 123, 678), (4, 345, 23456, 1234567) , (5, 456, 34567, 2345678) , (3, 6, 234, 1234567) , (3, 6, 567, 2345678) , (1, 6, 567, 45678) , (3, 8, 234, 12345) . The elements of R ′ (Y 0 ) are ∅, (2, 4, 6, 8), (2), (2, 4, 68), (4), (2, 8, 46) , (6) 
Exceptional Weyl groups
5.1. Let S 5 be the group of permutations of [1, 5] . Let S 4 be the subgroup of S 5 consistiong of permutations which keep 5 fixed. Let S 2 S 3 be the subgroup of S 5 consistiong of permutations which keep {1, 2} stable and {3, 4, 5} stable. Let D 8 be the subgroup of S 4 consisting of permutations which commute with 1 → 2 → 1, 3 → 4 → 3 (a product of two transpositions). Let S 2 S 2 be the subgroup of D 8 consisting of permutations in S 5 which keep {1, 2} stable and {3, 4} stable. Let S 2 be the subgroup of S 5 consisting of permutations which keep 3, 4 and 5 fixed. Let S 3 be the subgroup of S 5 consisting of permutations which keep 1 and 2 fixed. Let S ′ 2 be the subgroup of S 5 consisting of permutations which keep 1, 2 and 3 fixed. We denote by 1 the subgroup of S 5 consisting of the identity permutation.
5.2.
In this section we assume that W is irreducible, of exceptional type. Let c be a family of W . Let n c = ♯(c). We have n c ∈ {1, 2, 3, 4, 5, 11, 17}. Note that c is deficient (see 0.3) precisely when n c ∈ {2, 4, 11, 17}.
In each case we give a table consisting of rows r ′ 1 , r ′ 2 , . . . , r ′ n c (from up to down) in which r ′ i = ((x, ρ); (H, H ′ )) corresponds to the i-th row r i ∈ C W,c in the table for M c in [L4, 2.1]; (x, ρ) ∈ M 0 (G c ) (see 0.3) is such that E x,ρ ∈ c corresponds to r i under the bijection in 0.1(a); (H, H ′ ) ∈ X c (see 0.3) is such that E = S H,H ′ . In the case where n i is 11 or 17 for each row (x, ρ); (H, H ′ ) of our table we include a label for E x,ρ (for example we write 7168; (g 2 , 1); (S 2 , S 2 S 3 ) instead of (g 2 , 1); (S 2 , S 2 S 3 )
