Chemical reactors are often characterized by highly nonlinear behaviour. In such cases, the use of conventional control strategies where controllers have fixed parameters can result in poor performance. Knowledge about the static and dynamic properties is a necessary condition for the design of a controller. Unfortunately, measurements on the real system are not always feasible. The only way as to how to obtain static and dynamic behaviour of these systems is through the use of simulations, i.e. experiments on their mathematical model. Steady-state analysis shows the behaviour of the system in the steady state, which can help with the choice of the optimal working point, i.e. the appropriate combination of the input variables, which results in maximal production with minimal cost. On the other hand, the dynamic analysis results in the suitable control strategy. The adaptive approach in this work uses the recursive identification and the polynomial synthesis with the pole-placement method.
INTRODUCTION
Continuous Stirred-Tank Reactors (CSTRs) make up the majority of equipments in the chemical and biochemical industry [1] . Control of such processes is very frequent -e.g. [2] , [3] and [4] . This paper is focused on the simulation studies of a CSTR with the Van der Vusse reaction inside [5] .
Simulations have big advantages nowadays with the increasing computation power and speed of the computers followed by the decreasing costs. The simulation process usually starts with the modelling of the system. The result of the modelling is the mathematical model of the system, which describes the most important variables and relations between them [6] . The mathematical model of the examined CSTR is described by the set of four nonlinear ordinary differential equations (ODE). The simulation of the steady-state and dynamic behaviour was performed on this mathematical model. The simple iteration method was used for the steady-state analysis [7] . Similarly, the dynamic analysis was performed by RungeKutta's standard method [8] . Results of the steady-state and dynamic analyses are optimal working point and the choice of the External Linear Model (ELM) for the control part.
The adaptive approach [10] used in the control part is based on the choice of External Linear Model (ELM) of the originally nonlinear process, parameters of which are estimated recursively during the control according to the actual state of the system [11] . Although the identification runs in discrete time, the ELM here uses delta models parameters, of which small sampling period are close to the continuous ones [12] . Various types of identifications can be used in the estimation part. The majority of methods are based on the Recursive Least Squares (RLS) method. This method is simple, easily programmable and connected with its Vojtesek, Dostal: Simulation of Adaptive Control of Continuous Stirred Tank Reactor modifications mainly based on the exponential or directional forgetting [13] provides good identification results.
The controller is designed via polynomial approach which satisfies basic control requirements and moreover, it could be used for systems with negative properties such as non-minimum phase behaviour or for processes with time delays. Connected with pole placement method, it fulfils the requirements of stability, asymptotic tracking of the reference signal and compensation of disturbances [14] . Used control configuration with one degree of freedom (1DOF) has the controller in the feedback part and the reference signal is considered from the ring of step or exponential functions. The resulting controller is strictly proper.
All simulations were performed in the simulation mathematical software MATLAB, version 6.5.1.
MODELLING AND SIMULATION

Mathematical Model
The reaction inside the reactor is called the Van der Vusse reaction and can be described by the scheme [5] .
The mathematical description of the process is very complex and we must introduce some simplifications. In this case, we expect that the reacting mixture is perfectly mixed, all densities, heat capacities and transfer coefficients are constant throughout the reaction. In fact, they are not constant but they usually vary only in a small range, which led us to neglect this variation.
The schematic representation of the model can be found in With all these simplifications, we can introduce the mathematical model, which is based on two mass and two heat balances inside the reactor: 
where c A ≥ 0, c B ≥ 0 in virtue of the physical realization.
B
As can be clearly seen, this mathematical model of the reactor belongs to the class of lumped-parameter nonlinear systems [15] because it is described by a set of ODE. Nonlinearity can be found in reaction rates (k j ), which are described via the Arrhenius law:
The reaction heat (h r ) in Equation (3) is expressed as:
Fixed parameters of CSTR [5] are given in Table I . T r0 = 387.05 K
Steady-state Analysis
Steady-state analysis for stable systems involves computing values of state variables from the steady-state model. There, the variations of all variables and, consequently, the time derivatives in equations of the dynamic process model are equal to zero. In this work, the simple iterative method is used [7] . Since the steady-state equations fulfilling the convergence conditions, this method leads to the exact solution for an appropriate choice of initial iterations, in our case c A (0) = c B (0) = 0 kmol . m -3 , T r (0) = T r0 = 387.05 K and T c (0) = 293 K. A big advantage of this method is that it is easily programmable which means that there is no need for special functions.
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The steady-state analysis in this case means that the set of ODE (1) - (4) The results presented in Fig. 2 
Dynamic Analysis
Dynamic models of systems with lumped parameters are described by sets of Ordinary Differential Equations (ODEs). Although, there are a lot of methods for finding solutions of ODEs, the popular Runge-Kutta's standard method [8] was used in this work. This method is very often used in the praxis because of its simplicity.
The Runge-Kutta's methods are in some cases build-in functions in mathematical software. For example in MATLAB [9] , which is used for simulation in this work, Runge-Kutta's methods are in the functions ode23 (the second order Runge-Kutta formula) or ode45 (the fourth order Runge-Kutta's formula described above). One of advantages of these methods is that they have flexible integration step, which re-computes every step according to the actual computation error.
Dynamic analysis was done for various step changes of the input heat removal of the cooling liquid, Q c , which is, for better projection, recomputed to percent via:
Four step changes ±10 % and ±20 % were done. The working point from the steady-state analysis was used and these step changes can be numerically described by Result of the dynamic analysis show that the output y 1 has negative properties from the control point of view -non-minimum phase behaviour and changing sign of the gain. On the other hand, that output y 2 can be approximated by the second order transfer function. This output is chosen as a controlled variable in the control part. 
ADAPTIVE CONTROL
External Linear Model (ELM)
The CT external linear model (ELM) is chosen on the basis of some preliminary knowledge of the dynamic behaviour of the controlled nonlinear process. This model is described in the time domain by differential equation:
where σ = d / dt is the derivative operator and a, b are polynomials in σ. Considering zero initial conditions, and, using the Laplace transform, the ELM is represented in the complex domain by the transfer function:
where s is the complex variable, and both a and b are coprime polynomials in s. The transfer function (2) is considered to be proper (deg b ≤ deg a).
Two basic approaches can be used for the identification of the continuous-time ELM. The first method is based on the filtration of input and output signals where the filtered variables have the same properties (in the s-domain) as their non-filtered counterparts, e.g. [16] . Derivatives of filtered signals that are necessary for the parameters estimate of the CT ELM are obtained from differential filters. This method has, however, some drawbacks -the necessity to solve additional differential equations representing the filters and estimate time constants of these filters.
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The second strategy uses an external δ-model of the controlled process with the same structure as a CT model. The basics of δ-models have been described in e.g. [17] , [18] . Here, parameters of δ-models can directly be estimated from sampled signals without the necessity to filter them. Moreover, it can be easily proved that these parameters converge to parameters of CT models for a sufficiently small sampling period (compared to the dynamics of the controlled process). A complete description and experimental verification is in [12] .
Establishment of the delta operator defined by:
where ζ is the forward shift operator and T v is the sampling period. When the sampling period is shortened, then, the delta operator approaches the derivative operator δ so that:
and, the δ-model:
approaches the continuous-time model (8) as shown in [12] . Here, t' is the discrete time, and, a', b' are polynomials in δ.
With the substitution t' = k -n for k ≥ n, Eq. (12) will be:
.
1 0
The individual parts in Eq. (13) can be written as: 
and the regression vector and vector of parameters are then: ( ) ( ) ( ) ( )
The Resursive Least-Squares (RLS) method [13] was used for the estimation of the vector θ δ . This method could be described as:
Several types of exponential forgetting can be used, e.g. RLS with constant exponential forgetting, RLS with increasing exp. forgetting etc. RLS with the changing exp. forgetting is used for parameter estimation here, where the changing forgetting factor λ 1 is computed from:
The reason why we use this type of identification is because parameters could change during the control and any kind of forgetting could help with estimation where old and unnecessary data affects speed of the identification and its accuracy.
Used Adaptive Approach
As described above, used adaptive approach [10] uses approximation of the originally nonlinear system by the ELM, parameters of which are estimated recursively during the control. Then, the parameters of the adaptive controller are recomputed according to these identified parameters.
The polynomial approach [19] was used for the control synthesis. One of the biggest advantages of the polynomial method compared to the conventional method is that it provides not only relations for computing of the controller's parameters, but the structure of the controller too. Another advantage is that the resulted relations are easily programmable. Polynomials in the numerator and denominator of the transfer function of the controller result from the solution of Diophantine equations. The roots of the characteristic polynomial on the right side of Diophantine equation are then the poles of the closed-loop, which affects the quality of the control. The method of choosing the poles is called the Pole-placement or the Pole-assignment. The polynomial method can be used not only for the configuration with the feedback controller (1DOF configuration), but also for configurations with the feedforward controller (2DOF, 2½DOF etc.) [20] . The 1DOF configuration displayed in Fig. 4 was used for designing the controller. The controlled system is described via transfer function (9) and the feasibility condition is fulfilled if the system is proper, i.e.
deg a(s) ≥ deg b(s).
The transfer function of the controller is: 
A choice of these roots needs some a priori information about the system's behaviour. It is good to connect poles with the parameters of the system for example via spectral factorization. Polynomial d(s) is then divided into two parts -m(s) and n(s), so:
where polynomial n(s) is computed from the spectral factorization of polynomial a(s) in the denominator of the transfer function G(s) described in (9) 
Simulation Results
Based on the dynamic study, the step change of the heat removal of the cooling, Q c , was chosen as an input (control) variable u(t) and the temperature of the reacting mixture, T r , again related to its initial condition (steady-state value) was used as an output (controlled) variable y(t). This output y(t) can be represented according to Fig. 3 by the second order transfer function with relative order one: 
which means that the transfer function of the controller Q(s) is: ( ) ( ) ( )
where the vector of the parameters, θ δ , and the data vector, ϕ δ , are according to the order of ELM (36):
, ( 2), ( 1), ( 2) T
where: T and covariance matrix P has size 4×4 and 1·10 6 on the main diagonal. The quality of control was evaluated by the quality criteria S u and S y computed for a time interval as:
1 ;
Where, T f is the time of the simulation, in our case 450 min, the sampling period is T v = 0.3 min and three changes of the reference signal (wanted value) were done. The action value (input signal) is limited due to technological reasons u(t) = <-75;+75> % of Q c s . As mentioned above, the nominated adaptive controller can deal with disturbance attenuation, which is proved in the following figure. The simulation was done again for various values of parameter α i = 0.05, 0.1 and 0.4, the sampling period was T v = 0.3 min, the simulation time 500 min with one step change w(t) = 2·[1 -exp(-0.1·t)]. Three types of disturbances, two in the input (v 1 (t) = +3 % step change of the input concentration c A0 in time t = 150 min, v 2 (t) = -0.5 K step change of the input temperature T r0 in time t = 250 min) and one on the output (v 3 (t) = 0.5 K step change of the output temperature T r in time t = 400 min), are injected to the system during this time. As can be seen from following figure, presence of the integration part in the controller ensures full attenuation of the disturbances on the input or output, respectively. All three disturbances are suppressed by the used adaptive controller. The only difference is in the speed of control and disturbance attenuation. The response with the lowest value of α i = 0.05 results in the slowest course of the output variable and the disturbance is suppressed slowly, while the biggest value, α i = 0.4 represses the influence of the disturbance faster but with a small overshoot of the output variable at the very beginning. and for three disturbances v 1 (t), v 2 (t) and v 3 (t).
CONCLUSIONS
The main objective of this work was to show the process from simulations of steady-state and dynamic analysis to simulations of adaptive control of CSTR with so called Van der Vusse reaction inside. This type of chemical reactor is a typical representative of nonlinear process, which makes them difficult to control.
However, adaptive control used for controlling produced good control results, although the model has negative control properties such as nonlinearity, non-minimum phase behaviour or changing sign of gain. A problem with the used adaptive approach can be found at the beginning of control. The controller does not have sufficient information about the controlled system, which results in inappropriate control responses and overshoots. However, the control response after the second and higher step change is usually much better.
This disadvantage could be reduced with the use of exponential function for the reference signal instead of the ordinary step function. The optional tuning parameter in the poleplacement method with spectral factorization is position of the pole (root) α i . The increasing value of this parameter results in quicker responses but overshoots of the output variable, as it is shown in the practical part. Proposed adaptive controllers have good results of the control and fulfilled basic control requirements such as the stability, the reference signal tracking and disturbance attenuation.
The future work will be focused on the application of these simulation and control studies on the real CSTR as a verification of the simulation results credibility.
