Every graph G of maximum degree is ( +1)-colourable and a classical theorem of Brooks states that G is not -colourable iff G has a ( + 1)-clique or = 2 and G has an odd cycle. Reed extended Brooks' Theorem by showing that if (G) 10 14 then G is not ( − 1)-colourable iff G contains a -clique. We extend Reed's characterization of ( − 1)-colourable graphs and characterize ( − 2), ( − 3), ( − 4) and ( − 5)-colourable graphs, for sufficiently large , and prove a general structure for graphs with close to . We give a linear time algorithm to check the ( − k)-colourability of a graph, for sufficiently large and any constant k.
Introduction
Throughout the paper, by the word graph we mean a simple undirected graph. (G), (G) and (G) denote the minimum degree, the maximum degree and the chromatic number of a graph G. A graph G is called critical if (H ) < (G) for every proper subgraph H of G.
Such a G is c-critical if (G) = c.
It is easy to show that every graph G is ( + 1)-colourable. In 1941, Brooks characterized those graphs with = + 1.
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Theorem 1.1 (Brooks). For every graph G, (G) + 1. Moreover, (G) = + 1 iff (G) = 2 and G contains a ( + 1)-clique, or (G) = 2 and G contains an odd cycle.
It is easy to see that, in fact, G has a ( +1)-clique iff it has a ( +1)-clique as a connected component. The same is true when = 2 for odd cycles. Thus, Brooks' characterization of graphs with = + 1 yields an efficient algorithm to check -colourability of a graph. In 1998, Reed [11] proved that Theorem 1.2. If G is a graph of maximum degree 10 14 , then (G) iff G contains a -clique as a subgraph.
In this paper, we will extend Brooks'and Reed's characterizations of graphs with +1 and to graphs with − 1, − 2, − 3 and − 4, for sufficiently large . We will show that, for large , the number of non-isomorphic ( − 1)-critical, ( −2)-critical, ( −3)-critical and ( −4)-critical graphs are 2, 4, 26 and 420, respectively. In doing so, we provide a general structure for graphs with chromatic number close to their maximum degree. Also, we will give a lower bound of 17,036 on the number of ( − 5)-critical graphs.
We will use these, and similar, characterizations to provide a linear time algorithm to check ( − k)-colourability of a graph, for any constant k and sufficiently large . We will also show how to apply our main results in Section 3 to solve the asymptotic version of Problem 4.7 from Jensen and Toft [5] .
Our main tool is the following theorem by Molloy and Reed [7] : Theorem 1.3. There exists > 0 such that if G is a graph of maximum degree and
They do not specify but it is very small, less than 10 −6 . This theorem implies that critical graphs with sufficiently large and chromatic number close to have bounded size. This will be of great help to us, as it converts the study of such graphs to the study of critical graphs with relatively small size and high chromatic number.
It is worth noting that Molloy and Reed [9] 
Preliminaries
The following standard facts will frequently be used in our proofs. 
and v ∈ V j and 1 i < j k}. The join of a graph G 1 = (V 1 , E 1 ) and a set of vertices V 2 = {v 1 , . . . , v t } is defined as the join of G 1 and G 2 = (V 2 , ∅). A vertex v is said to be joined to the set of vertices
Fact 2.3. If G is the join of two disjoint graphs
The next lemma follows immediately from a theorem of Gallai [3] . (For an alternative reference in English, it also follows from Lemma 2 of [6] 
This yields the following lemma, which shows that the graphs which interest us must be cliques joined to very small critical subgraphs. In this section, we will obtain characterizations of graphs with chromatic number at least − 1, at least − 2, at least − 3 and at least − 4. We also discuss graphs with chromatic number at least − 5.
Theorem 3.1. There exists 0 such that for every graph G of maximum degree
0 , we have:
Proof. We will take 0 = max{10 14 , 4/ 2 } where is as in Theorem 1.3. If (G) > − 1 then by Theorem 1.2, G contains a ( − 1)-clique. So, assume that (G) = − 1 and that G does not contain a ( − 1)-clique. We will show that G contains a ( − 4)-clique joined to a C 5 .
Applying Theorem 1.3 with k = 2, we can consider a ( − 1)-critical subgraph H of G which has size at most + √ . Since (H ) = − 1 > 3 5 |H | (as is large), Lemma 2.5 implies that H is a clique Q joined to a critical graph H where |H | = 5 and (H ) 3. The only possibility is that H is a 5-cycle, which completes the proof.
Theorem 3.2.
There exists 0 such that for every graph G of maximum degree 0 , we have: Proof. Applying Theorem 1.3 with k = 3, and taking 0 to be greater than 9/ 2 and the 0 from Theorem 3.1, G has a ( − 2)-critical subgraph H of size at most + √ . Assume that H is of maximum degree . Otherwise, we can apply Theorem 3.1 on H where (H ) (H ) − 1 and show that H contains either a ( − 2)-clique or a ( − 5)-clique joined to a C 5 (since 0 is at least as high as the 0 from Theorem 3.1).
Again applying Lemma 2.5, we see that either H is a ( − 2)-clique or H is a clique joined to a critical graph H with no dominating vertex and of size between 5 and 7 and with chromatic number at most 4. Furthermore, if |H | < 7 then H has chromatic number at most 3. H has no dominating vertices, so the only possibilities are that H is a 5-cycle or a 4-critical graph on 7 vertices. The former possibility implies that H is a ( − 5)-clique joined to a C 5 . For the latter possibility, we refer to Toft [13] who proved that there are only two 4-critical graphs on 7 vertices (shown in Fig. 1) ; neither of them contains a dominating vertex. . We can assume that H is of maximum degree as otherwise, we can apply Theorem 3.2 on H as (H ) (H ) − 2 (as 0 is at least as high as the 0 from Theorem 3.2). So assume that H is of maximum degree and is not a ( − 3)-clique. We will show that H contains a subgraph isomorphic to one of the graphs stated in (iv), (v), (vi) and (vii).
By Lemma 2.5, H is a clique Q joined to a graph H where |H | 10, and H has no dominating vertex. Since H is critical, (H ) 3. Since every vertex of Q is dominating, and H has a vertex of degree , that vertex must be in Q. This yields |H | = |Q| + |H | = + 1. Also, (H ) = |Q| + (H ) = − 3. Subtracting these equations yields (H ) = |H | − 4. Thus, we may have one of the following cases:
Case 1: (H ) = 3. This implies that H is a 3-critical graph on (H ) + 4 = 7 vertices. Therefore, H is a 7-cycle.
Case 2: (H ) = 4. This implies that |H | = (H ) + 4 = 8. Toft proved that there are 5 non-isomorphic 4-critical graphs on 8 vertices [13] . One of the five contains a dominating vertex. Others are shown in Fig. 2 . (ii) a ( − 9)-clique joined to a 5-critical graph on 10 vertices with no dominating vertex. There are 162 non-isomorphic 5-critical graphs on 10 vertices [12] and 141 of them have no dominating vertices; 
(iii) a ( − 10)-clique joined to a 6-critical graph on 11 vertices with no dominating vertex. There are 393 non-isomorphic 6-critical graphs on 11 vertices [12] and 230 of them have no dominating vertices; (iv) a ( − 11)-clique joined to a 7-critical graph on 12 vertices with no dominating vertex.
There are 395 non-isomorphic 7-critical graphs on 12 vertices [12] and only 2 of them have no dominating vertices; Considering all the above cases, when is sufficiently large, there are 26 + 21 + 141 + 230 + 2 = 420 non-isomorphic ( − 4)-critical graphs.
To obtain analogous results for graphs with chromatic number at least − 5 requires enumerating all possibilities for H where H is a critical graph of size at most 15 with (H ) = |H | − 6. The list computed by Royle [12] of all small critical graphs shows that there are 17,036 non-isomorphic 6-critical graphs on 12 vertices, each of which can be joined to a ( − 11)-clique to form a ( − 5)-critical graph. The number of 7-critical graphs on 13 vertices, 8-critical graphs on 14 vertices and 9-critical graphs on 15 vertices is not known. Thus, we only have a lower bound on the number of ( − 5)-critical graphs (Table 1 ).
A linear time algorithm for ( − k)-colourability
In general, determining whether a graph G of maximum degree is c-colourable is NPhard though for some specific pairs of c and it is easy. We know that every graph G is ( + 1)-colourable. It is also easy to determine whether G is -colourable: using Brooks' Theorem, we only need to search for a component which is a ( + 1)-clique and, if = 2, also check for components which are odd cycles. The main result of this section is:
Theorem 4.1. For any constant k, there is a linear time algorithm which will test ( (G)−k)-colourability of any input graph G with (G)
In [7] , Molloy and Reed provided a linear time algorithm to recognize ( − k)-colourability for the range of k, from Theorem 1.3, so long as = O(1). For general , they proved that there is a polytime algorithm so long as k O(log ), and noted in [9] that this is best possible unless there is a subexponential time algorithm for general graph colourability. In [9] , they extended this to the range of Theorem 1.4; in fact they allow k to be slightly larger than in Theorem 1.4: This is sharp, in the sense that Emden-Weinert et al. [1] proved that for all values of the problem is NP-complete when k 2 + k > (unless, of course, k = − 2). We are interested in such decompositions since it has been proved that if we can colour each dense set D i with − k colours, where k is sufficiently small, a ( − k)-colouring can also be found for the whole graph (see Theorem 4.4). The following theorem [10] shows that for appropriate values of d, there exists a d-dense decomposition for all graphs. For a proof and description of the algorithm, see [8] or [10] . Let G be a graph with maximum degree , and let k be √ where is as in Theorem 1.3. Set d = e 4 √ , and consider any d-dense decomposition of G. A key step in the proof of Theorem 1.3 was: [7] ). If (G) > − k then the subgraph H from Theorem 1.3 is contained in a d-dense set.
Theorem 4.4 (Molloy and Reed

Corollary 4.5. G is ( − k)-colourable iff each d-dense set is ( − k)-colourable.
The algorithm we use for Theorem 4.1 has the same basic form as that used in [7] we simply test the ( − k)-colourability of each of the d-dense sets, one-at-a-time. By Corollary 4.5, this suffices to test the ( −k)-colourability of G. The main difference between this algorithm and that in [7] is that we do not have = O (1) , and more importantly, we do not have |D| = O(1) for every d-dense set D. So, we must be more careful in testing
The first step in our proof is to show that our d-dense sets are extremely close to being cliques. Consider any H ∈ H. We know that H is composed of a clique C and a graph Q, where C dominates Q, and Q has no dominating vertex. Thus, H is an induced subgraph of D iff Q is an induced subgraph of D − C. Since D − C has size O(1), we can test whether it has Q as an induced subgraph in O(1) time using exhaustive search.
Thus, after finding C (as described in Claim 4.8) we can test whether D contains any member of H in time O(1), as required.
Graphs without large complete subgraphs
The relation between the maximum degree, chromatic number and clique number of a graph, has raised many interesting problems. Finding the best possible upper bound for the chromatic number of a graph G in the terms of the maximum degree (G) when G does not contain a ( (G) − k)-clique as a subgraph, is one of them. The cases k = 0 and k = 1 are discussed individually in "Graph Colouring Problems" [5] as follows: Proof. We prove − 3. For , Theorem 1.2 implies that G contains a clique of size = . For − 1, note that a ( − 4)-clique joined to a C 5 contains a ( − 2)-clique. Thus, Theorem 3.1 implies that G contains a clique of size − 2 = − 1.
Both graphs shown in Fig. 1 contain a triangle. So, if − 2, Theorem 3.2 implies that G contains a clique of size − 3 = − 1.
To show that this is the best possible, let G be a ( − 9)-clique joined to the join of two C 5 's (Fig. 5) . It can be seen that (G) = − 3. Also, there is no 5-clique in the join of two C 5 's, and so (G) = − 5 = − 2.
We consider the following more general problem:
Open Problem 5.4. Consider a graph G of maximum degree . Find the best possible upper bound in terms of for the chromatic number (G) of a graph G not containing a ( − k)-clique.
Reed [10] conjectures that for every graph G of maximum degree , and with maximum clique-size , (G) ( + 1 + )/2 . If true, this would imply that every graph as in Problem 5.4 has chromatic number at most − k + 1. In the same paper, Reed provides an example of a graph with = + 1 − and − 2 + 4/5 , for any sufficiently large . Setting k = − 4/5 this implies that for large k, there is no upper bound for Problem 5.4 that is smaller than − k − o(k). Here, we see that the results of this paper are helpful for small k; in particular they answer the problem for k = 2 and sufficiently large.
We first note that the structure of the graph in Fig. 5 can be generalized to show that the upper bound in Problem 5.4 must be at least − (2k + 1). On the other hand, by examining the graphs listed in Theorems 3.1, 3.2, 3.3 and 3.4, we see that every graph G with (G) (G) − 4, and with (G) sufficiently large, has a clique of size at least (G) − 2. Therefore, for k = 2 and for sufficiently large, the best possible upper bound sought for in Problem 5.4 is indeed − 5.
