Abstract. We consider the one-dimensional Maxwell equations with low contrast periodic linear refractive index and weak Kerr nonlinearity. In this context, wave packet initial conditions with a single carrier frequency excite infinitely many resonances. On large but finite time-scales, the coupled evolution of backward and forward waves is governed by nonlocal equations of resonant nonlinear geometrical optics. For the special class of solutions which are periodic in the fast phase, these equations are equivalent to an infinite system of nonlinear coupled mode equations, the so-called extended nonlinear coupled mode equations, or xNLCME. Numerical studies support the existence of long-lived spatially localized coherent structures, featuring a slowly varying envelope and a train of carrier shocks. In this paper we explore, by analytical, asymptotic, and numerical methods, the existence and properties of spatially localized structures of the xNLCME system for the case where the refractive index profile consists of a periodic array of Dirac delta functions. We consider, in particular, the limit of small amplitude solutions with frequencies near a spectral band edge. In this case, stationary xNLCME is well approximated by an infinite system of coupled, stationary, nonlinear Schrödinger (NLS) equations, the extended nonlinear Schrödinger system, xNLS. We embed xNLS in a one-parameter family of equations, xNLS , which interpolates between infinitely many decoupled NLS equations ( = 0) and xNLS ( = 1). Using bifurcation methods we show existence of solutions for a range of ∈ (− 0, 0) and, by a numerical continuation method, establish the continuation of certain branches all the way to = 1. Finally, we perform time-dependent simulations of a truncated xNLCME and find the small-amplitude near-band edge gap solitons to be robust to both numerical errors and the NLS approximation.
Introduction and overview.
Nonlinear waves in periodic structures have been a subject of great interest for many years. Early interest arose from the possibility of balancing the band dispersion of the periodic structure with the nonlinearity to form soliton-like structures; see, for example, [6, 12] and references cited therein. While such a heterogeneous medium possesses the same soliton-producing ingredients of dispersion and nonlinearity found in the well-known (1.2) n(z) = n 0 + N (z), n 0 > 0, N(z) = N (z + 2π), 0 < 1,
where n(z) is real-valued and no energy dissipation has been included. The periodic part of the refractive index, N (z), can be expanded in the Fourier series
To ensure a nontrivial Bragg resonance, let us assume N 2 = 0. Then strong dispersion is excited by wave packet-type initial conditions consisting of a slowly modulated plane wave of a single frequency, chosen to be in (Bragg) resonance with the periodicity of the medium: 
Then if we account only for the principal harmonics, we arrive at the nonlinear coupled mode equations (NLCME) for E ± 1 (Z, T ):
where Γ ≡ 3χ/(2n 3 0 ). E ± 1 denote slowly varying forward and backward wave amplitudes; for details see [6] and references cited therein. NLCME has been rigorously derived as a leading order model in numerous contexts. For one-dimensional propagation of electromagnetic waves in nonlinear and periodic media, it was rigorously derived from the anharmonic Maxwell-Lorentz model in [14] . Derivations from the Klein-Fock as well as the Gross-Pitaevskii equations have also been obtained; see [18, 19, 15, 16] . Explicit localized stationary solutions, called gap solitons, for NLCME are given in [1, 4] . The linear stability of the gap solitons was studied in [5] , and a linear, multidimensional, analogue of NLCME was studied in [2] .
However, NLCME is not the correct mathematical description of weakly nonlinear and weakly dispersive waves in the nonlinear and periodic Maxwell equation (1.1), with index of refraction given by (1.2) . The deficiency of the NLCME system, (1.6), stems from the unperturbed ( = 0) equation being the nondispersive one-dimensional wave equation. Due to nonlinearity, a single frequency initial condition (1.4) excites infinitely many resonances, since e im(z±t/n 0 ) , m ∈ Z, all lie in the kernel of the unperturbed operator, n 2 0 ∂ 2 t − ∂ 2 z . In contrast, other models, such as the aforementioned anharmonic Maxwell-Lorentz system and the Gross-Pitaevskii equation, remain dispersive in the = 0 limit; this precludes infinitely many resonant modes.
In [21] , nonlocal equations derived from nonlinear geometrical optics and an equivalent system of infinitely many coupled PDEs, which take into account the infinitely many resonances, were systematically studied. One begins with the general weakly nonlinear ansatz,
which need not be nearly monochromatic. A necessary condition for the error term in (1.7) to be of order on the time interval 0 ≤ t ≤ O −1 is that the forward and backward wave components, E ± (Z, T, φ ± ), φ ± = z ∓ v g t, satisfy the system of nonlocal evolution equations:
(1.8b)
While we have omitted the ± subscripts on ∂ φ derivatives for the sake of brevity, the reader should note that in recovering the primitive field, as in (1.7), E + must be evaluated at φ + and E − must be evaluated at φ − . E ± (Z, T, φ ± ) are assumed to be 2π-periodic in their φ ± arguments. A similar but more general system of integro-differential equations was obtained in [21] . In that work, the authors set N 0 = 0 and v g = 1.
If we expand E ± (Z, T, φ) in a Fourier series with respect to the phase variable φ,
the nonlocal system (1.8) may be re-expressed as a system of infinitely many nonlinear coupled mode (differential) equations for the Fourier mode coefficients, indexed by p ∈ Z:
In [21] the infinite system of PDEs (1.10) is referred to as the extended nonlinear coupled mode equations, or xNLCME. Thus xNLCME is an extension of the classical NLCME (1.6), appropriate for highly resonant settings, such as the weakly periodic and nonlinear Maxwell model (1.1). Truncation of xNLCME to a single mode, E ± 1 (Z, T ), yields NLCME (1.6), which, as noted earlier, has spatially localized gap soliton solutions.
Numerical simulations of the primitive nonlinear and periodic Maxwell equation (1.1) give evidence of two phenomena. First, there appear to be long-lived spatially localized coherent structures. Second, within such spatially localized structures, a train of carrier shocks can form. These structures appear to be well described by xNLCME [21] .
The nonlinear Maxwell equation (1.1) does not incorporate any effects of chromatic dispersion which, as in the anharmonic Maxwell-Lorentz model [14] , takes higher harmonics off resonance. However, chromatic dispersion on the length scales of many experiments is a negligible effect [11] . Moreover, there are experimentally realizable regimes in which pulses with spectral content near the zero dispersion point are propagated [17] . In these experiments, a broad band supercontinuum is generated. The carrier shocking mentioned above is a possible source of such broad band emission.
In this paper, we explore, by analytical, asymptotic, and numerical methods, the existence and properties of spatially localized structures of xNLCME. These coherent solutions have a full spectrum of active temporal frequencies, and we therefore refer to them as polychromatic solitons, to use the terminology of [22] . In that work the authors considered a truncation of xNLCME to first and third harmonics. Studying the problem numerically, they found evidence for the existence of spatially localized solutions with two basic frequencies and named them polychromatic solitons. The localized structures we study have an infinite number of discrete carrier frequencies.
We focus on the stationary, small amplitude approximation of xNLCME for a particular choice of refractive index consisting of an infinite periodic array of Dirac delta functions. In particular, we consider solutions spectrally concentrated near a band edge. In this regime, xNLCME is well approximated by an infinite system of coupled nonlinear Schrödinger equations, the extended nonlinear Schrödinger system, or xNLS. We embed xNLS in a oneparameter family of equations, xNLS , which continuously interpolates between a system of infinitely many decoupled NLS equations ( = 0) and xNLS ( = 1). Using bifurcation methods based on the Lyapunov-Schmidt method and the implicit function theorem, we prove the existence of solutions for a range of ∈ (− 0 , 0 ). By a numerical continuation method, we establish the persistence of certain branches all the way to = 1 for finite truncations of xNLS . Finally, we perform time-dependent simulations of xNLCME and find the small amplitude near-band edge gap solitons to be robust.
Outline of the paper. In section 2, we present a direct derivation of xNLCME in the case of a periodic medium and show the sense in which xNLCME is an infinite dimensional Hamiltonian system. In section 3 we heuristically determine conditions on N (z) for which we may expect exponentially localized gap solitons. This motivates our study of the case where N (z) is a periodic array of delta functions.
In the small amplitude, near-band edge limit where xNLCME reduces to xNLS, we conjecture that localized stationary solutions of xNLS exist. Subject to this assumption, we prove in Theorem 3.1 that the gap soliton persists within xNLCME, in the asymptotic limit. Since the energy of xNLS is bounded below, it is natural to ask whether a ground state of xNLS can be constructed variationally. Unfortunately, standard methods do not apply due to a loss of compactness, illustrated in section 3.2.3. The existence of nontrivial critical points is an open problem.
We therefore seek to construct localized states via a continuation method. First, we embed xNLS in a one-parameter family of systems, xNLS , with = 0 corresponding to an infinite system of decoupled NLS equations, and = 1 corresponding to xNLS, the system of interest. In Theorem 3.2, we prove the existence of gap solitons for xNLS for an open interval of | | < 0 about = 0.
We next attempt to numerically continue xNLS solitons to the full interval [0, 1] . In order to implement the numerical continuation, we seek approximate critical points of the xNLS variational problem. To motivate this, in section 4, we replace the variational characterization of xNLS solitons by a finite dimensional minimization problem over families of Gaussian trial functions. We find critical points, with sign alternating amplitudes, of such finite dimensional approximations and give convincing numerical evidence that some can be continued to = 1.
In section 5 we compute soliton solutions of truncated xNLS using information gleaned from the trial function approximations, and show that they are robust in time-dependent simulations of the truncated system. Section 6 summarizes our findings and highlights open problems.
(1)
where all sums are taken over Z. Removing the terms resonant with e −ipt , we obtain
Removing terms resonant with e ipt , we obtain
where we have set Γ ≡ 3χ/2 to be consistent with previous work [14, 21] . Exchanging p for −p in (2.7b), we have
At p = 0, (2.7) can be satisfied by choosing arbitrary functions
If we additionally use relations (2.6), then equations (2.7) simplify to xNLCME (1.10) from the introduction. Recall that we have set v g = 1. Subject to constraints (2.7), E (1) p , the correction, can be obtained from a linear inhomogeneous equation as a bounded oscillatory function in t.
Note that the nonlocal system (1.8) can be recovered via the relations (1.9), with the inverse
The constraints (2.6) imply that E ± are real-valued. To construct the primitive electric field variables, E ± (Z, T, φ ± ) must be evaluated at different phases, φ ± = z ∓ t.
2.2.
Hamiltonian structure of xNLCME. Let E ± 0 = 0, and define H = R HdZ, where the Hamiltonian density is given by
where all sums are over Z \ {0}. Then xNLCME has the structure of an infinite dimensional Hamiltonian system:
Formally, the Hamiltonian (2.9) is conserved under the flow of xNLCME. Besides the Hamiltonian, the total power N = R N dZ is invariant, where the density is
This follows by direct computation.
Since N 2p =N −2p , p ∈ Z, the symmetry of equations (1.10) implies that if the constraint (2.6), associated with real initial conditions for E ± , is satisfied at T = 0, then it is satisfied for all T . Additionally, if E ± p are zero initially for even p, they remain zero for all time. This allows us to restrict (1.10) to the odd harmonics, p ∈ Z odd , and set
Constraints (2.12) arise naturally for initial data which contains only the first harmonic. Due to the cubic nonlinearity, this generates coupling of all odd (but not even) harmonics. In what follows, we simplify details of computations by assuming (2.12). Under constraints (2.6), the conserved Hamiltonian density (2.9) reduces as follows:
p,q,r∈Z
As in the case of standard NLCME, (2.13) is unbounded from above and below subject to the constraint of fixed N . Thus, critical points are expected to be of infinite index. This suggests that variational methods will be of limited applicability for studying the stability of localized stationary states of xNLCME.
Gap solitons.
We now begin to explore the existence of localized stationary states of xNLCME (1.10) called gap solitons. Setting v g = 1 for convenience, we seek solutions of the form
where Ω is a real frequency parameter and {A p (Z), B p (Z)} p∈Z are complex-valued amplitudes. Using constraints (2.6) and (2.12), we assume
The infinite family of amplitudes {A p , B p } p∈Z odd satisfies the extended system of stationary equations
with constraints (3.2). Linearizing about the zero solution yields decoupled systems of differential equations with solutions
A necessary condition for the existence of a solution which decays exponentially fast to zero as |Z| → ∞ is
We consider three possibilities: We now restrict our attention to Case 1: Ω 0 > 0, and we set N 2p = 1 for all p ∈ Z odd . System (3.3) can now be rewritten as an equivalent integro-differential equation:
As we commented earlier, if one wishes to compute the associated field induced by these envelopes, care must be taken in where the phase variable, φ, is evaluated. Indeed, for the electric field associated with {A p , B p } p∈Z odd we have 8) in agreement with the ansatz (1.7).
3.1. NLCME gap solitons. As noted, the truncation of xNLCME to only one mode, E ± 1 , yields the classical NLCME. We now review the details of the NLCME gap soliton.
The spatial profiles of NLCME's gap soliton are given by solutions of the stationary equations
For Ω ∈ (−1, 1), these equations admit the exact solutions
The localized solution (3.10) satisfies the symmetry property
We shall call the solution of (3.10) a monochromatic gap soliton, since the associated approximate solution of the nonlinear Maxwell model consists of a slowing varying and localized envelope with a single fast (carrier) frequency of oscillation. This is in contrast to the broad band, or polychromatic, solitons which possess slowly varying envelopes on multiple distinct carrier frequencies. It seems unlikely that there is an explicit solution of the system (3.3) of infinitely many coupled mode equations.
3.2.
Persistence of solitons in a band edge approximation. We now explore a small amplitude, spectral band edge approximation of xNLCME, which will lead to an infinite system of coupled NLS-type equations, xNLS.
3.2.1. The band edge approximation. The gap in the continuous spectrum exists for Ω ∈ (−1, 1) . In the truncated coupled mode equations (3.9), the exact solution (3.10) shows that the amplitude A 1 L ∞ of the gap soliton tends to zero as Ω → 1. Using the parameterization Ω = 1 − μ 2 with μ small and the asymptotic expansion
This equation admits the localized solution
which, together with (3.11), gives an asymptotic approximation of the gap soliton (3.10) as Ω → 1. We now generalize this approach to the system of infinitely many coupled mode equations (3.3). Let (3.14)
Substitution of (3.14) into the coupled mode system (3.3) yields
the system (3.15) can be written as 17b) whereF p ,G p can be expressed in terms ofŨ p andṼ p .
Formally expanding in powers of μ,
we obtain, at leading order, an infinite system of coupled NLS-type equations that we deem xNLS:
This can be rewritten as the integro-differential equation
after introducing the Fourier relations
We will now justify the reduction to xNLS (3.19).
Preliminaries.
We first introduce appropriate function spaces. Let T denote the interval [0, 2π], with endpoints identified so that functions on T are understood to be 2π-periodic. We shall consider functions defined on R × T, admitting the Fourier representation
For any s, the function space X s is defined by
equipped with the norm
where U p (ξ) is the Fourier transform of U p (ζ) in the ζ. We shall frequently go back and forth between the U and {U p } p∈Z odd representations of functions in X s . The Sobolev space H s (R × T) is a Banach algebra with respect to pointwise multiplication for any s > 1. Moreover, we recall the continuous embeddings
Let B δ (X s ) denote a ball of radius δ in Banach space X s centered at the origin. The Hamiltonian H with the density (2.13) consists of the terms controlled by the H 1 norms of E ± . To see this, recall the continuous embedding H 1 (R × T) → L 4 (R × T). It follows that for any E ± ∈ B δ (X s ) with s ≥ 1, there is a constant C δ,s > 0 such that
Furthermore, the map (E + , E − ) → H is continuously differentiable in X s . Although we will mainly study the problem in X s with s > 1, we note that the energy is well defined in X 1 .
Proof of result.
We now justify the small amplitude approximation of (3.3) by (3.19) . We assume existence of a localized solution U ∈ X s , s > 1, in the integro-differential equation (3.20) . The existence of U ∈ X s is an open problem. However, numerical evidence of the existence of solutions can be found in section 5.1.
We also assume invertibility of a linearized operator associated with system (3.20) . This assumption is standard in the persistence analysis, and it is often checked numerically; see [9, 10] for similar studies. 
Also assume that the linearized operator of system (3.20) at U is invertible in the subspace of X s associated with the constraint (3.24).
There exists μ 0 > 0 such that for any μ ∈ (−μ 0 , μ 0 ), the system of stationary coupled mode equations (3.3) with Ω = 1 − μ 2 admits a unique localized solution A, B ∈ X s satisfying the symmetries,
and the bound,
Proof. First, we note that the vector fieldsF (A, B) andG(A, B), defined by their components in (3.16), are analytic (cubic) maps from X s × X s to X s for any s > 1. Eliminating U p from system (3.17), we obtain
The right-hand side of system (3.27) defines an analytic (cubic) map from X s to X s−2 for any s > 1, where the X s−2 norm is of order O(μ) as μ → ∞. The left-hand side operator of system (3.27) has a bounded inverse from X s−2 to X s , thanks to the zero mean constraint in X s . By the implicit function theorem, we infer that for any δ > 0 and any s > 1, there is μ 0 > 0 such that for all μ ∈ (−μ 0 , μ 0 ) and for allŨ in a ball B δ (X s ), there is a smooth map X s Ũ →Ṽ [Ũ ] ∈ X s which solves system (3.27) and satisfies the bound,
On the other hand, eliminatingṼ from system (3.17), we obtain
By the bound (3.28), the cubic terms of the system (3.29) are equal to those of (3.19) plus an error of the order of O(μ 2 ) in X s−2 . Under the assumptions of the existence of the solution U ∈ X s of the truncated coupled NLS equations (3.20) and the invertibility of the linearized operator in the subspace of X s associated with the constraint (3.24), the linearized operator has a bounded inverse from X s−2 to X s for any small μ ∈ R. By the contraction mapping arguments, there is a solutionŨ near U in X s such that
This gives the statement of the theorem, after the original variables A, B, and Z are restored from the transformations above.
Hamiltonian and power of xNLS.
The extended system of coupled nonlinear Schrö-dinger equations (xNLS) (3.19) inherits the Hamiltonian structure of the coupled mode equations (3.3). The energy functional for (3.19) is given by (3.30)
We also define the power,
Energy functionals are often used in proving the existence of localized solutions to constrained variational problems, e.g., (3.32) minimize H xNLS subject to fixed N xNLS .
Unfortunately, this strategy fails for our problem, as demonstrated by the following counterexample. Let
where W ∈ H 1 (R) is a fixed function, λ n > 0 is an arbitrary parameter, and n ≥ 1 is an arbitrary odd integer. Then, N xNLS is independent of the parameters λ n and n. On the other hand,
If we set λ n = n and let n → ∞, we obtain no lower bound on H xNLS . Thus, localized solutions of xNLS (3.19) , if they exist in some X s , cannot be global minimizers of H xNLS subject to fixed N xNLS ; they will be either local extrema or saddle points.
Persistence of monochromatic solitons to coupling in xNLS.
We study the question of persistence of NLS solitons within xNLS by embedding xNLS in a one-parameter family of models, xNLS , for which xNLS 0 is an infinite system of decoupled NLS equations and xNLS 1 =xNLS:
where the indicates that the cubic self-interaction terms, U 3 p , are excluded. Within each mode of the decoupled system at = 0, we have a solution
where U (ζ) is the NLS soliton (3.13).
We now prove the persistence of the solution U =0 1 (ζ) = U (ζ) and U =0 p = 0 for p = 1 within xNLS (3.34) for all sufficiently small. Furthermore, we make the reduction
In other words, we now assume that the envelopes in each harmonic are real-valued.
Theorem 3.2. Fix s > 1. There exist 0 > 0 and C > 0 such that for any ∈ (− 0 , 0 ), xNLS (3.34) admits a unique localized solution U ∈ X s satisfying the even symmetry:
Moreover, U (ζ, φ) is a small deformation of the unperturbed = 0 soliton solution,
in the sense that
Proof. The proof relies on a Lyapunov-Schmidt reduction, where we shall first express the higher harmonics as functions of U 1 = U −1 and then apply the implicit function theorem to an equation written entirely in terms of U 1 .
From (3.34), define F in terms of the components
where each F p excludes the purely self-interacting terms. We then have
The terms on the right are in X s since s > 1 and (∂ 2 ζ − p 2 ) −1 p 2 is a bounded operator. Therefore, for sufficiently small 0 > 0 and finite δ 0 , the contraction mapping theorem yields a unique map, Φ : (
in a ball U 1 ∈ B δ (H s ) with δ < δ 0 and | | < 0 . From (3.38), there exist constants C > 0 and
We now eliminate {U p } |p|>1 from the p = ±1 equations of (3.34) using the mapping Φ. Since U 1 = U −1 , we consider only the p = 1 equation:
For any U 1 ∈ B δ (H s ) with finite δ > 0 and small | | < 0 , there is a C > 0 such that
To solve (3.39), we apply the implicit function theorem. The key ingredient is to check that the linearization of M at U 1 = U and = 0,
is an invertible mapping from H s−2 even to H s even , the subspace of H s satisfying (3.36). It is simple to check that the null space of this operator is span
Hence, the implicit function theorem yields a neighborhood of U in H s in which we can obtain U 1 with | | < 1 ≤ 0 .
Moreover, we see from (3.39) that there exists C > 0 such that for all | | < 1 ,
Combining this estimate with the one derived from (3.38) yields (3.37). This completes the proof of Theorem 3.2. This result has several obvious extensions. We can consider the local continuation about a soliton localized in any other mode p 0 ∈ Z odd , (3.40)
We could also continue a solution about any finite collection of such solitons, indexed by a set J. However, if we begin with solitons in any infinite subset of odd harmonics, they will not have finite L 2 norm; i.e.,
The continuation of such infinite energy solutions is not covered by our analysis.
Approximation of solutions via trial functions.
As noted at the end of section 3.2.3, although the functional is bounded from below, the natural variational formulation for localized solutions of xNLS exhibits a loss of compactness. In this section we use this functional to obtain approximations of critical points using parameterized trial functions. We now explore continuations from various choices of σ's. Before giving the results, we state the conjecture that our computations suggest.
Conjecture 4.1. For any N ≥ 1, there is a nontrivial configuration σ that can be continued from = 0 to = 1. At = 1, the amplitudes are sign alternating:
For a system of two modes (N = 2), the numerical continuation of four σ configurations is plotted in Figure 1 . The configurations σ = (0, 1) and σ = (1, −1) can be continued to = 1, while the other two collide and terminate near = 0.368. Extending this to a system of three modes, we plot the analogous results in Figure 2 . Three configurations σ = (0, 1, 0), σ = (0, 0, 1), and σ = (1, −1, 1) can be continued to = 1. We note that the configurations σ = (0, 1), σ = (0, 1, 0), and σ = (0, 0, 1) are trivial in the sense that they are generated by the reductions of the truncated coupled NLS equations. When more modes are included in the system, these degenerate configurations are destroyed. On the other hand, the configurations σ = (1, −1), (1, −1, 1) are nontrivial and persist with respect to adding more modes in the Table 2 Computed values for a truncated trial function approximation with fixed b * for = 1. The branch from which we continue is alternating for 1 ≤ N ≤ 4: σ = (1), (1, −1), (1, −1, 1), (1, −1, 1 − 1) . The case N = 5 is continued from the branch (1, −1, 1, 1, 1) , and N = 6 is continued from (1, −1, 1, −1, −1, −1 coupled NLS equations. Our results for the nontrivial configurations at = 1 are summarized in Table 1 . Though computations for two and three modes suggest that an alternating configuration of ±1's can always be successfully continued to = 1, this is not the case, as the following computations demonstrate. We first make the additional simplification, observing that the values of b j in Table 1 are close to j 2 /3. This motivates fixing them as such and solving the problem only for the amplitudes, a. Thus, we solve
where b * is given by (4.7). The results of our computations with these fixed variances are given in Table 2 . Continuation from the alternating branch σ = (1, −1), (1, −1, 1) , . . . is successful until N = 4. The alternating branch cannot be continued to = 1 for five and six modes, though there are other initial states that can be continued to = 1, with sign alternations at = 1; see Table 2 . Although these results were initially computed using a naive continuation algorithm in MATLAB, solving with a given value of and using that solution as the initial guess for a larger value of , they were confirmed by our computations using AUTO [7, 8] .
Though the starting branch may not have an alternating sign structure, sign alternating solutions may still be found at = 1. This makes it challenging to perform numerical continuation with these branches if we no longer assume the variances to be fixed. For a system of five modes, a 7 is positive for small values of and negative for = 1; hence it must change sign for an ∈ (0, 1). When it crosses zero, the variance becomes ill-defined introducing numerical difficulties. On the other hand, if we iterate the system (4.5) near the solution of (4.8) for = 1, the convergence is usually achieved with few iterations. The critical values of γ, γ are given in Table 3 . These appear to converge to a value of γ near γ = 1.26 indicating that the corresponding variational approximations belong to the energy space of the coupled NLS equations. Moreover, since
and γ ≈ 1.26, the corresponding variational approximations belong to the space X s for s < γ. Therefore, the results of Theorems 3.1 and 3.2 can be used in the nonempty interval for the values of s ∈ (1, γ). As it appears that γ is strictly greater than one as the number of modes increases, a solution of infinitely many modes might be more regular than H 1 . The sign alternating structure of the ansatz (4.9) is fundamental for the existence of the critical point of h(γ, A). For the variational ansatz, (4.14)
we can redo the computations to obtain Figure 4 . No critical point of h(γ, A) exists for the sign-definite variational approximation (4.14).
Numerically computed gap solitons.
Motivated by our observations from the results of our trial function approximations, we solve the xNLS (3.34) directly to explore the existence of gap solitons. We note that in [22] , the authors explored the related problem of solitons of xNLCME truncated to two modes.
Computation of gap solitons.
We numerically solve equations (3.34) by continuation. Our starting point is the exact solution at = 0,
where σ is a branch found in section 4.2 that led to a nontrivial solution at = 1. Incrementing the value of , we solve the system (3.34) using the MATLAB bvp5c algorithm with absolute tolerance 10 −4 and relative tolerance 10 −8 on the domain [0, 25]. bvp5c is a nonlinear finite difference algorithm for two-point boundary-value problems discussed in [20] . We use the even symmetry of the solutions to impose the boundary condition U p (0) = 0 and the artificial boundary condition U p (ζ max ) + pU p (ζ max ) = 0 to approximate the correct exponential decay. The results for systems of up to six coupled NLS equations at = 1 are displayed in Figure 5 . As we can see, the amplitude decays in p. Moreover, as the number of modes is increased, each mode's profile appears to stabilize to a limiting profile. We conjecture that this profile persists as additional modes are included. Alternatively, the solution can be expressed as U (ζ, θ) by combining the Fourier modes. The resulting solution surface of the integro-differential equation (3.20) appears in Figure 6 . The inclusion of additional harmonics induces a more ornate structure near the extrema.
Although we have computed these finite truncation solutions, we ask again whether the corresponding solutions have finite power. For our computed solutions, we find that the power, N xNLS , appears to converge, and most of the power remains in the first mode. The data is given in Table 4 . 
Table 4
Computed powers for the soliton profiles appearing in Figure 5 .
NxNLS − U1 with even modes set to zero. By Theorem 3.1, the small amplitude approximation is accurate only up to O(μ 2 ). We view this small error as an initial data perturbation in the time evolution of the coupled mode equations (1.10). In this way, our numerical results address simultaneously the existence of stationary solutions to xNLCME, their differences from the stationary solutions of xNLS, and the stability of these stationary solutions. We present the results of two-and four-mode systems. In each case, we truncate both the system of coupled NLS equations (3.19) and the coupled mode equations (1.10) at the same number of resolved modes. In our simulations, we take as our constants problems. Intimately connected with the last two challenges is the question of appropriate function spaces. As discussed in section 4.3, our variational approximations live in the function space X s for 1 < s < γ ≈ 1.26 for which our Theorems 3.1 and 3.2 are stated. The upper value on s that ensures that the interval is nonempty is only approximated numerically from the "rough" variational approximation. Of course, it is also possible that such solutions may not exist. A counterexample would also be of interest.
Modeling the nonlinear Maxwell equation with refractive index given by a periodic sequence of Dirac delta-functions is a challenging problem both analytically and numerically. Results of our work give a starting point for further exploration of this system and the evolution of its localized excitations. The question of localized solutions for xNLCME for less restrictive, and more physical, refractive indices is also of great interest. 
