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LE ORIGINI DEI LOGARITMI 
Le funzioni logaritmo in senso moderno, ossia inverse di funzioni esponenziali, trovano spazio in epoca 
relativamente recente.  La prima citazione esplicita in tale senso si trova in Analysin Infinitorum (1748) di 
Leonhard Euler: 
“Il logaritmo di un qualunque numero y è quell’esponente della potenza az  tale che az  è uguale a y”. 
I logaritmi nascono tuttavia ufficialmente oltre un secolo prima, per merito di John Napier, noto anche con il 
nome di Nepero.  Napier, come vedremo, definisce i logaritmi come numeri in progressione aritmetica associati 
biunivocamente ai termini di una progressione geometrica. 
Questa idea s’incontra nella storia della matematica anche in tempi molto più antichi.  Già Archimede (278-212 
a.C.) adotta un sistema di rappresentazione di numeri “grandi” che, con notazione moderna, equivale all’uso di 
potenze di 10, osservando la proprietà fondamentale che, sempre con linguaggio moderno, possiamo scrivere 
10m !10n = 10m+n . 
Andando ancora indietro, una tavoletta babilonese (circa 2000 a.C.) contiene il seguente problema, in sostanza 
un’equazione esponenziale: 
“Il capitale di una mina, posto all’interesse [semplice] del 20%, dopo cinque anni si raddoppia.  Se il capitale 
così raddoppiato si mette a frutto, e dopo altri 5 anni si rimette a frutto, e via di seguito, quale sarà il capitale 
dopo 6 lustri?  E dopo quanto tempo si sarà accumulata una determinata somma?” 
Anche il Papiro di Rhind, ancora più antico, contiene fra l’altro accenni problemi riconducibili a progressioni 
aritmetiche e geometriche. 
In epoca più recente sono ancora frequenti i problemi che rinviano a equazioni esponenziali.  Uno abbastanza 
noto si trova nell’opera del di Nicolas Chuquet, 1484, Le Triparty en la Science des Nombres (il titolo si 
riferisce al modo di denominare le potenze di 10 di tre in tre: “migliaia”, “milione”, “bilione”, “trilione” ecc.  Il 
problema a cui accennavamo è il seguente: 
Una botte si vuota ogni giorno di un decimo del suo contenuto.  Dopo quanto tempo il contenuto si sarà 
dimezzato? 
In sostanza si tratta di risolvere l’equazione esponenziale 910( )x = 12 ; ma questo formalismo all’epoca non 
esisteva ancora.  L’autore riporta i risultati del calcolo esplicito delle potenze, con le quantità contenute nella 
botte all’inizio di ciascun giorno.  Il “pieno” (contenuto all’inizio del primo giorno) è assunto come unità di 
misura. 
 
Deduce che il dimezzamento è avvenuto nel corso del settimo giorno, e calcola l’istante in cui si verifica 
mediante un’interpolazione lineare: la frazione del settimo giorno giorno che fino all’istante del dimezzamento 
viene stimata con t tale che 
 1: t = 0,531! 0,478( ) : 0,531! 0,5( )  
da cui (i risultati sono arrotondati) 
 t = 0,531! 0,50,531! 0,478 = 0,592  
corrispondente a 14 ore e 12 minuti.  Il risultato è errato per eccesso, in quanto la funzione 0,9( )x  è convessa, 
quindi la corda che unisce i due punti noti sta sopra al grafico.  All’ora indicata il livello della botte è inferiore 
alla metà, come si vede nella figura.  Il dimezzamento avviene leggermente prima: 
 0,9( )x!1 = 0,5" x = 1+ ln 0,5( )ln 0,9( ) = 7,579  
corrispondente a 7 giorni 13 ore e 53 minuti. 
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Non molto tempo dopo, Michael Stifel (Esslingen 1487 - Jena 1567), uno dei maggiori algebristi tedeschi del 
sec. 16 riprende questi argomenti nella sua Arithmetica integra (1544).  Stifel è da annoverarsi tra coloro che 
aprirono la via a Nepero, fondatore del calcolo per logaritmi, avendo osservato (come già N. Chuquet nel 1484) 
che una tavola delle potenze di un numero permette di trasformare moltiplicazioni e divisioni delle potenze in 
addizioni e sottrazioni degli esponenti.  Stifel è il primo a utilizzare il termine “esponente”. 
Nel 1617 John Napier pubblica l’opera Mirifici logarithmorum canonis descriptio (Descrizione della regola 
meravigliosa dei logaritmi).  La “meraviglia” decantata nel titolo consiste nella “rapidissima e facilissima” 
esecuzione di calcoli mediante il nuovo strumento, che realmente fu di grande aiuto in questo campo, tanto che 
Laplace affermò che Napier aveva “raddoppiato la vita degli astronomi”. 
Il modo in cui Napier definisce i logaritmi è di tipo “cinematico”.  Egli immagina due punti in movimento su 
due semirette distinte, di origini A e a; il primo si muove con velocità costante mentre il secondo ha la stessa 
velocità iniziale del primo, ma diminuisce progressivamente la sua velocità, in modo tale che in tempi uguali 
percorre parti uguali di un segmento a,b[ ]  della semiretta in cui si muove; b è quindi la posizione verso cui 
tende il secondo punto quando cresce indefinitamente il tempo trascorso.  
Può essere interessante osservare che questo tipo di moto è quello che soddisfa una equazione differenziale 
rappresentativa di un modello di moto rettilineo soggetto a una forza resistente, negativa e direttamente 
proporzionale alla velocità: 
 !!y = "k !y k > 0( ) ; y 0( ) = 0 ; !y 0( ) = v0 > 0  
che si risolve facilmente ottenendo 
 y x( ) = v0k 1! e
!kx( ) . 
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Si assume come unità di misura la lunghezza del segmento di estremi a, b. 
La descrizione dei due moti viene “discretizzata” fissando un numero intero m;  il punto b1  è scelto sul 
segmento a,b[ ]  in modo che a,b1[ ]  sia 1m .  Nel tempo in cui il  punto partito da a raggiunge b1 , quello partito 
da A raggiunge un punto B1 .  Nel successivo intervallo di tempo di uguale durata, lungo la semiretta di origine 
A si raggiunge un punto B2  con AB1 = B1B2 ; lungo l’altra si raggiunge b2  tale che 
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E così via: i punti B3 ,…Bn ,… si succedono equidistanti tra loro; i punti b3 ,…bn ,… sono invece tali che le 
misure bn b  formano una progressione geometrica di ragione 1! 1m . 
Napier definisce logaritmo di bn b  la lunghezza ABn ; come avevamo anticipato, vengono messe in 
corrispondenza una progressione geometrica e una aritmetica. 
La scelta che fa Napier per m è m = 107 ; questo valore di m, piuttosto grande, permette di supporre in buona 
approssimazione AB1 = ab1 = 1m( ) ; ammesso ciò, la regola è 
(1) nm = log 1!
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Non è indicata una base per questi logaritmi neperiani; anzi, il concetto di base qui non è esplicitamente 
presente.  Possiamo però ragionare così: detto x = nm , quindi n = mx , la (1) si scrive 
(2) x = log 1! 1m
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formula che, usando un linguaggio attuale, manifesta come base dei logaritmi neperiani il valore 1! 1m( )m , 
valore non lontano da e!1 , in virtù del valore grande di m.  In particolare, log 1! 1m( )m( ) = 1 . 
Poco tempo dopo, nel 1624, Henry Briggs perfezionò le idee di Napier, anche collaborando con quest’ultimo.  I 
logaritmi di Briggs sono nuovamente definiti come “numeri equidifferenti associati a numeri proporzionali”, 
ma viene posta la clausola che valga 0 il logaritmo di 1 e valga 1 il logaritmo di 10: sono dunque i logaritmi 
decimali.  Briggs produce tavole assai accurate dei logaritmi decimali, comprendenti anche i logaritmi dei seni 
e delle tangenti di angoli con divisione di un centesimo di grado.  Queste tavole sono state in uso senza 
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sostanziali variazioni fino agli anni ’70 del XX secolo, quando l’avvento della calcolatrici “scientifiche” le ha 
rese obsolete per le applicazioni computistiche. 
Evangelista Torricelli, coevo di Napier e Briggs, studia a sua volta le funzioni logaritmo.  Il suo approccio è di 
tipo geometrico.  L’idea di Torricelli consiste nell’innalzare da due punti D, E di una retta r due segmenti DA, 
EC perpendicolari a r, dalla stessa parte di r, di lunghezza diversa.  Poi 
prende il punto medio F di DE, e da F traccia un segmento FB parallelo 
e concorde ai primi due, la cui lunghezza sia la media geometrica delle 
lunghezze di DA, EC, cioè FB = DA !CE .  Poi itera il procedimento, 
dimezzando i segmenti su r e da ciascun punto medio alzandosi della 
media geometrica tra le due altezze dei segmenti alla sinistra e alla 
destra.  In questo modo i punti su r (ovvero, le loro ascisse) si 
succedono in progressione aritmetica; le lunghezze dei segmenti 
innalzati sono invece in progressione geometrica.  I punti A, B, C e i successivi, ottenuti con questo 
procedimento appartengono quindi al grafico di una funzione logaritmica (o esponenziale, secondo la scelta 
dell’asse sul quale si pensa la variabile indipendente). 
Ancora, Torricelli si occupa di logaritmi “integrando” l’iperbole y = 1x .  Fissato un numero intero positivo n, 
sia b = 1+ 1n .   Sull’asse delle ascisse si considerano i punti 1, b, b
2 , b3 , … , bn = B , e poi si traccia la 
funzione a scala che tra bk  e bk+1  vale b!k .  Il sottografico di tale funzione è un “plurirettangolo” formato da 
n rettangoli accostati, ciascuno dei quali ha area 
bk+1! bk( ) "b!k = b !1 ; quindi l’area sottesa tra le 
ascisse 1 e bk  è k b !1( ) .  I punti segnati sull’asse 
delle ascisse si succedono in progressione geometrica; 
le corrispondenti aree sottese formano invece una 
progressione aritmetica.  Queste ultime possono quindi 
essere pensate come logaritmi dei valori 1, b, b2 ,
b3,  … , bn .  È interessante capire quale sia la base di 
questi logaritmi; sia r.  La corrispondenza descritta 
definisce logr bn( ) = n ! b "1( ) , cioè 
logr 1+ 1n( )n( ) = n ! 1n = 1 .  la base r è pertanto 1+ 1n( )n .   Se si assegnano a n valori via via più grandi, la base 
1+ 1n( )n  si avvicina al numero e; e le aree dei plurirettangoli approssimano sempre per eccesso, ma con 
precisione crescente, le aree sottese dall’iperbole.  In sostanza la costruzione di Torricelli stabilisce la regola 
1
x dx1
a
! = lna . 
Oltre a questa regola di integrazione, Torricelli conosceva le regole che, con notazioni moderne, scriviamo 
xn dxa
b
! = 1n+1 bn+1" an+1( ) . 
I logaritmi in base 10 (che indicheremo senz’altro con la sigla “log”) sono più comodi per i calcoli perché la 
parte intera del logaritmo in base 10 di un numero scritto in base 10 è palese; ciò che la tavole deve fornire è 
soltanto la mantissa, ossia la differenza log x ! log x"# $% ; per valori positivi di log x  sono le cifre dopo la virgola 
o il punto decimale.  Per esempio, senza alcuno strumento sappiamo che log4321= 3,… perché 
103 < 4321<104 .  Una tavola di logaritmi ci indica la mantissa 6356; perciò concludiamo che 
log 4321( ) = 3,6356 . 
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Qui riportiamo una tavola di logaritmi in base 10 estremamente sintetica: mantisse con (soltanto) 4 cifre per i 
logaritmi dei numeri interi compresi tra 100 e 999; non è sufficiente per ottenere risultati molto accurati, ma 
basta per comprendere il metodo. 
Si voglia per esempio calcolare il risultato q della divisione 67891011÷ 2345678 .  Questo calcolo può anche 
svolgersi manualmente con tecniche elementari, ma è alquanto laborioso.  Osserviamo invece che 
 log 67891011÷ 2345678( ) = log 67891011( )! log 2345678( ) . 
Ora, log 67891011( ) = 7,… .  La mantissa è la stessa di log 678,91011( ) , che ricaviamo dalla tavola.  Questa 
fornisce le seguenti mantisse 
 n 678 679mantissa di logn 8312 8319  
La migliore approssimazione che possiamo ottenere da queste informazioni per la mantissa di log 678,91011( )  
si calcola con una interpolazione lineare: 
 8312 + 0,91011! 8319 " 8312( ) = 8318  (arrotondato alla quarta cifra). 
Con questo abbiamo 
 log 67891011( ) ! 7,8318 . 
Analogamente, log 2345678( ) = 6,…; la mantissa è la stessa di log 234,5678( ) .  La tavola dà 
 n 234 235mantissa di logn 3692 3711  
e l’interpolazione lineare approssima la mantissa di log 234,5678( )  con il valore 
 3692 + 0,5678 ! 3711" 3692( ) = 3703  
e quindi 
 log 2345678( ) ! 6,3703 . 
Il calcolo della sottrazione (assai più semplice da svolgere manualmente, rispetto alla divisione originale) dà 
 log 67891011÷ 2345678( ) = log 67891011( )! log 2345678( ) " 7,8318 ! 6,3703= 1,4615  
Il risultato q della divisione proposta è, nell’approssimazione consentita dai calcoli svolti, 101,4615 , valore 
compreso tra 10 e 99.  Cerchiamone il valore (approssimato), ancora servendoci delle tavole.  Questa volta 
consultiamo le mantisse; vorremmo trovare la stringa 4615.  Troviamo  invece 
 n 289 290mantissa di logn 4609 4624  
Il valore di n per il quale la mantissa di logn  sia (approssimata) 4615 risulta ancora con una interpolazione 
lineare, ed è 
 289 + 4615 ! 46094624 ! 4609 = 289 +
6
15 = 289 +
2
5 = 289,4  
Questo vuole dire che log 289,4( ) ! 2,4615 ; quindi log 28,94( ) !1,4615 ; il quoziente q è perciò approssimato 
con q ! 28,94 .  Il risultato “esatto” della divisione che dà q, fornito dalla calcolatrice, è 28,94302244… 
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Con la stessa tecnica si ottengono risultati approssimati anche di calcoli non eseguibili in modo esatto in alcun 
modo (diversamente dalla divisione, per la quale il metodo logaritmico serve soltanto ad abbreviare il tempo di 
lavoro).  Per esempio potremo calcolare 345678912  tenendo presente che log 345678912( ) = 112 log 3456789( ) ; 
il calcolo si svolge similmente all’esempio sopra riportato.  Ciascuno può inventare i propri esempi, calcolare la 
soluzione approssimata attraverso l’uso dei logaritmi e controllare la bontà del risultato ottenuto valutandolo 
alla fine in modo diretto con la calcolatrice. 
L’INSIEME DI CANTOR E LA FUNZIONE DI CANTOR 
L’«insieme di Cantor» è un semplice esempio di insieme di misura di Lebesgue nulla, non numerabile.  La sua 
descrizione segue una tecnica di suddivisione “esponenziale”; questo pur debole legame ci suggerisce di 
esporla ora, accanto alla sintetica storia dei logaritmi. 
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                     
                     


1761,0225,1)10*5,1(015,0
5119,0025,3)10*25,3(25,3
7559,337,5)10*7,5(5700
2
0
3
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Sia I0 = 0,1[ ] ; I1 = 0, 13!" #$% 23 ,1!" #$ . 
  
Cioè I0  è stato diviso in tre parti uguali, e si è dato luogo a I1  togliendo la parte centrale.  Formiamo ora I2  
seguendo la stessa procedura in ciascuno dei due intervalli componenti I1 , quindi 
I2 = 0, 19!" #$% 29 , 39!" #$% 69 , 79!" #$% 89 ,1!" #$ . 
  
Nello stesso modo definiremo poi I3 , che risulterà essere l’unione di 8 = 23  intervalli disgiunti, ciascuno di 
lunghezza uguale a 133 , e così via in modo ricorsivo.  A ogni passo, ciascun intervallo componente In  viene 
diviso in tre parti uguali, e la parte centrale viene eliminata; ciò che rimane è In+1  
  
Si definisce infine l’insieme di Cantor C0 : 
 
 
C0 = In
n=1
!
!  
L’insieme di Cantor è chiuso, perché intersezione di chiusi; è quindi compatto, essendo anche limitato. 
L’insieme di Cantor ha misura di Lebesgue nulla.  Infatti per ogni n è In+1 ! In , quindi 
mis C0( ) = limn!"mis In( ) ; la costruzione degli In  mostra che la misura di ciascun In+1  è 
2
3  della misura di In ; 
siccome poi mis I0( ) = 1 , si trova che mis In( ) = 23( )n  e quindi mis C0( ) = limn!"mis In( ) = limn!"
2
3( )n = 0 . 
L’insieme di Cantor è equipotente all’intervallo di numeri reali 0,1[ ]  (quindi è equipotente a  ! ).  Si tratta 
quindi di un esempio di insieme di misura nulla che non è numerabile.  La dimostrazione dell’equipotenza di 
C0  e 0,1[ ]  si può svolgere come segue: viene descritta una applicazione suriettiva da C0  0,1[ ] ; ciò implica che 
la cardinalità di C0  sia maggiore o uguale di quella di 0,1[ ] ; d’altra parte C0 ! 0,1[ ] , quindi la cardinalità del 
primo non può essere maggiore di quella di 0,1[ ] , da cui l’uguaglianza. 
Per descrivere l’applicazione accennata sopra, procediamo così.  Rappresentiamo i numeri reali tra 0 e 1 in base 
tre, convenendo di scegliere la rappresentazione con la cifra 2 periodica nei numeri altrimenti rapresentabili con 
una stringa finita che termina con la cifra 1: per esempio rappresenteremo “un terzo” in base tre con: 0,0222… 
e non 0,1.  Invece “due terzi” sarà scritto 0,2. 
In questo modo vediamo che I1  contiene i numeri che in base tre stanno tra 0 e 0,0222…, e quelli che stanno 
tra 0,2 e 0,222…; sono i numeri che in base tre si scrivono con prima cifra dopo la virgola uguale a 0 oppure 2. 
I numeri appartenenti a I2  hanno quattro possibilità: 
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1) stanno tra 0 e un nono, ossia 0,00222… 
2) stanno tra due noni (0,02000…) e un terzo (0,0222…) 
3) stanno tra due terzi (0,2000…) e sette noni (0,20222…) 
4) stanno tra otto noni (0,22000…) e uno (0,222…) 
Sono quindi i numeri la cui rappresentazione in base tre ha le prime due cifre dopo la virgola uguali a 0 oppure 
2.  Procedendo in questo modo si vede che In  ha come elementi i numeri che in base tre si scrivono con le 
prime n cifre dopo la virgola uguali a 0 oppure 2; e infine, C0  ha come elementi i numeri che si possono 
rappresentare in base tre usando in tutte le posizioni dopo la virgola le sole cifre 0 e 2.  Risulta allora ben 
definita un’applicazione f :C0! 0,1[ ]  che a x !C0 , x = 0 , a1a2…an…  (in base tre) associa il numero reale 
che in base due si scrive: y = 0 , a12
a2
2
a3
2 …
an
2 …   L’applicazione è evidentemente suriettiva, perché y! 0,1[ ] che 
in base due si scrive 0 , b1b2…bn… con ogni bn uguale a 0 oppure 1 è l’immagine tramite f dell’elemento 
x !C0  che in base tre si scrive 0 , 2b1( ) 2b2( )… 2bn( )… .  La funzione f non è invece iniettiva perché, ad 
esempio 
 f un terzo( ) = f 0,0222…( ) = 0,0111… (in base due) = un mezzo ; 
 f due terzi( ) = f 0,2( ) = 0,1 (in base due) = un mezzo . 
La mancanza di iniettività non pregiudica comunque il ragionamento relativo alle cardinalità. 
La funzione di Cantor. 
Chiamiamo funzione di Cantor il prolungamento crescente e continuo della funzione definita sopra da C0  a 
0,1[ ] , che estende tale funzione all’intero intervallo 0,1[ ] . 
La funzione f :C0! 0,1[ ]  definita sopra è chiaramente crescente (non strettamente, perché non è iniettiva).  
Abbiamo visto che f 13( ) = f 23( ) = 12  (qui e nel seguito torniamo a rappresentare i numeri nel modo consueto, in 
base 10).  Definiamo f x( ) = 12  per ogni x ! 13 , 23"# $% . 
Poi si nota che f 19( ) = f 29( ) = 14 ; definiamo f x( ) = 14  per ogni 
x ! 19 , 29"# $% ; ancora, f 79( ) = f 89( ) = 34 , e quindi poniamo 
f x( ) = 34  per ogni x ! 79 , 89"# $% .  Questo ragionamento si 
generalizza osservando che i valori di f negli estremi che “si 
guardano” di due intervalli consecutivi costituenti C0  sono 
uguali; tale valore comune viene assunto come valore di f tra i 
due estremi in questione. 
La funzione così ottenuta è ancora crescente; essa è pure 
continua.  Infatti se x1 ! x2 < 13n  allora f x1( )! f x2( ) <
1
2n . 
Alcune proprietà di questa funzione la rendono assai 
particolare.  La nostra funzione è costante quasi ovunque in 
0,1[ ] , nel senso che se x !C1 " 0,1[ ]#C0 , allora c’è un 
intorno di x nel quale f è costante.  Infatti C1  è aperto in 0,1[ ] , 
perché C0  è chiuso; e C0  ha misura nulla, come abbiamo visto. 
In tutti i punti di C1  f è quindi derivabile, e !f x( ) = 0 .  Allora f, derivabile quasi dappertutto, non è l’integrale 
della sua derivata: g x( ) = !f t( ) dt0
x
"  è identicamente nulla, quindi è diversa da f. 
Infine, f può essere prolungata in una funzione continua definita sull’intero asse reale, assegnando a f x( )  
valore 0 se x < 0 , valore 1 se x >1 .  In questo modo f si può pensare come la funzione ripartizione di una 
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variabile aleatoria X.  Tale variabile aleatoria X non è discreta, e neppure assolutamente continua.  Non è 
discreta perché la funzione ripartizione f non è costante a tratti, essendo continua; non è assolutamente 
continua, perché non esiste una funzione densità !  tale che f x( ) = ! t( ) dt
"#
x
$ , perché tale !  sarebbe la 
derivata quasi-dappertutto di f, derivata che abbiamo visto essere nulla in tutti i punti in cui esiste. 
Infine proviamo, come esercizio, a indicare qualche x !C0 .  Sicuramente ne fanno parte i numeri mn  che 
stanno tra 0 e 1, in cui n è una potenza di 3.  Troviamone qualcun altro.  La condizione affinché x ! 0,1[ ]  
appartenga a C0  è che la sua rappresentazione in base tre si possa esprimere usando soltanto le cifre 0 e 2.  Ad 
esempio 14 !C0 .  Calcoliamo infatti la divisione “uno diviso quattro” con rappresentazione in base tre, 
cosicché “quattro” = 11; si ottiene quanto segue: 
 
1 , 0 0 11
1 0 0 0 , 02
1
 
Spieghiamo: la prima cifra dopo la virgola è zero, perché “11” (quattro) non è contenuto in “10” (tre); invece 
“11” sta due volte in “100” (nove), con resto di 1.  Il resto 1 avvia il periodo, perché da quel momento in avanti 
la situazione si riproduce.  Dunque, “un quarto” si scrive in base tre come 0,020202…, e allora appariene a C0 .  
Siamo stati fortunati.  Proviamo invece a scrivere un numero che sappiamo dall’inizio che apparterrà a C0 : 
scriviamo una stringa periodica in base 3, che contenga solo le cifre 0 e 2; poi ricaviamo la “frazione 
generatrice” in base tre.  La regola è la stessa nota nel caso della base 10, tranne che le cifre 9 che si usano in 
quel caso sono ora delle cifre 2.  Per esempio: x = 0,2022  (la linea orizzontale denota il periodo) appartiene a 
C0 .  La frazione generatrice, in base tre, è 
 x = 0,2022 = 2022 ! 22220 =
2020
2220 =
101
111 =
dieci
tredici  
Quindi 1013 !C0 ; ora abbiamo usato la rappresentazione in base 10. 
Questa tecnica permette di scrivere quanti si vuole elementi razionali di C0 ; non sembra altrettanto ovvio 
mostrare elementi irrazionali di C0 , che naturalmente ci sono, e lo sono “quasi tutti”, in quanto C0  ha la 
cardinalità di  ! ; ma non approfondiamo questa ricerca. 
