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The stability and other properties of a staggered flux (SF) state or a correlated d-density wave state are studied
for the Hubbard (t-t′-U) model on extended square lattices, as a low-lying state that competes with the dx2−y2 -wave
superconductivity (d-SC) and possibly causes the pseudogap phenomena in underdoped high-Tc cuprates and organic
κ-BEDT-TTF salts. In calculations, a variational Monte Carlo method is used. In the trial wave function, a configuration-
dependent phase factor, which is vital to treat a current-carrying state for a large U/t, is introduced in addition to ordinary
correlation factors. Varying U/t, t′/t, and the doping rate (δ) systematically, we show that the SF state becomes more
stable than the normal state (projected Fermi sea) for a strongly correlated (U/t & 5) and underdoped (δ . 0.16)
area. The decrease in energy is sizable, particularly in the area where Mott physics prevails and the circular current
(order parameter) is strongly suppressed. These features are consistent with those for the t-J model. The effect of the
frustration t′/t plays a crucial role in preserving charge homogeneity and appropriately describing the behavior of hole-
and electron-doped cuprates and κ-BEDT-TTF salts. We argue that the SF state does not coexist with d-SC and is not a
‘normal state’ from which d-SC arises. We also show that a spin current (flux or nematic) state is never stabilized in the
same regime.
1. Introduction
Superconductivity (SC) in underdoped high-Tc cuprates
should be understood through the relationship to the pseudo-
gap phase observed for Tc < T < T ∗, where Tc [T ∗] is the
superconducting (SC) transition [pseudogap] temperature.1, 2
Because the pseudogap phase appears in the proximity of
half filling, it is probably related to Mott insulators3, 4 (pre-
cisely, charge-transfer insulators5). Experimentally, the pseu-
dogap phase presents various features distinct from an ordi-
nary Fermi liquid.3, 4 (1) A large gap different from the dx2−y2 -
wave SC (d-SC) gap opens in the spin degree of freedom near
the momenta of (π, 0) and (0, π). (2) However, the material is
conductive and does not have a charge gap. (3) Fragmentary
Fermi surfaces, i.e., Fermi arcs6, 7 or hole pockets,8, 9 appear
in the zone-diagonal direction near (π/2, π/2).
The origin of the pseudogap has often been studied as a
linkage to d-SC, although it will not be related to SC fluc-
tuation.10–15 On the other hand, recent experimental stud-
ies argued that the pseudogap phase is accompanied by
some symmetry-breaking phase transitions at T ∗.2 (1) Time-
reversal symmetry breaking16–19 is claimed from polarized
neutron scattering signals at the momentum (0, 0) as well as
from the appearance of the Kerr effect. (2) Rotational sym-
metry breaking (or nematic order) similar to the stripe phase
is observed, and the oxygen sites between copper atoms are
involved.2, 20 (3) Charge orders or charge density waves are
observed in resonant X-ray scattering experiments.21–23 (4)
(π, π)-folded (shadow) bands appear in ARPES spectra, and
so forth.24–27 Note, however, that the thermodynamic proper-
ties such as specific heat and spin susceptibility have not pro-
vided any evidence of the phase transition. It is also important
to study whether a pseudogap and other orders coexist or are
mutually exclusive.15, 28–30
In this context, we study a symmetry-breaking state—a
∗E-mail, yoko@cmpt.phys.tohoku.ac.jp
staggered flux (SF) state (sometimes called a d-density wave
state)—as a possible pseudogap state for the Hubbard model.
We should understand such a state in the context of a doped
Mott insulator.3, 4 To respect the strong correlation, we use a
variational Monte Carlo (VMC) method,31 which deals with
the local correlation factors exactly and has yielded consis-
tent results for many aspects of cuprates.32–37 If the pseudo-
gap phenomena are generated by a symmetry-breaking state,
it should be more stable than the (symmetry-preserved) or-
dinary normal state. Also, when a predominant antiferro-
magnetic (AF) or d-SC state is suppressed for some reason,
features of the symmetry-breaking state will manifest them-
selves. Note that a recent VMC calculation with a band-
renormalization effect showed that an AF state is consider-
ably stabilized compared with the d-SC state in a wide region
of the Hubbard model.38
Since the early years of research on cuprate SCs, the SF
state has been studied by many groups from both weak- and
strong-correlation sides. In the early studies,39–45 the main
aim was to check whether the SF state becomes the ground
state, but it was shown mainly using the t-J model that the
SF state yields to other ordered states (AF and d-SC) for any
relevant parameters. Later, the SF state was mainly studied
as a candidate for a normal state that causes the pseudogap
phenomena and underlies d-SC in underdoped cuprates.46–50
At half filling, for the Heisenberg model, owing to the
SU(2) symmetry, the SF state is equivalent to the d-wave BCS
state,51, 52 which has a very low energy31, 32 comparable to that
of the AF ground state.53–55 The t-J model with finite dop-
ing was studied using U(1) and SU(2) slave-boson mean-field
theories56–58 and a perturbation theory of Hubbard X opera-
tors,59 which revealed that the SF phase exists in phase dia-
grams but is restricted to very small doping regions.58 As a
more reliable treatment, VMC calculations32, 43, 44, 60 showed
that the SF state has lower energy than the projected Fermi
sea, although the d-SC state has even lower energy. It was
1
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pointed out that the δ dependence of the SC condensation en-
ergy using the SF state as a normal state becomes domelike60
but that the SF state tends to be unstable toward phase separa-
tion.61 These VMC results claim that the strongly correlated
Hubbard model should have the same features.
For the Hubbard model, SF states have been studied using
a phenomenological theory,62 mean-field theories,63–65 and
more refined renormalization group methods66, 67 from the
weak-correlation side. These studies obtained various knowl-
edge of the SF state, but it is still unclear whether or not the
SF state is stabilized in the weakly as well as strongly corre-
lated regions. On the other hand, a Gutzwiller approximation
study65 claimed that the SF state is not realized in the Hub-
bard model. A study using a Hubbard operator approach68
showed the absence of SF order for a large U/t (= 8) un-
less an attractive intersite interaction is introduced. A study
using a dynamical cluster approximation for a 2 × 2 clus-
ter69 argued that the circular-current susceptibility increases
in the pseudogap-temperature regime but does not diverge,
and there is no qualitative change as U/t and t′/t are varied.
A study using a variational cluster approach70 concluded that
the SF phase is not stabilized with respect to the ordinary nor-
mal state for a strongly correlated region (U/t & 4). An ex-
tended dynamical-mean-field approximation showed that al-
though the SF susceptibility is enhanced, it is dominated by
d-SC and an inhomogeneous phase for t′/t = 0.71 Thus, it
is still unclear whether the results in the Hubbard model are
consistent with those in the t-J model.
The purpose of this paper is to show that the SF state be-
comes considerably stable with respect to the projected Fermi
sea (an ordinary normal state) in the underdoped regime for
large values of U/t and t′/t ∼ −0.3 in the Hubbard (t-t′-U)
model, and to clarify various properties of this state on the
basis of systematic VMC calculations. It is essential to intro-
duce a configuration-dependent phase factor to treat a current-
carrying state such as the SF state in the regime of Mott phys-
ics.72 Without it, the SF state is never stabilized in models
permitting double occupation such as the Hubbard model. We
change the model parameters U/t, t′/t, and the doping rate
δ (= 1 − N/Ns) in a wide range, with N and Ns being the
numbers of electrons and sites, respectively. Additionally, we
study the spin-current flux phase (sometimes called the spin-
nematic phase) using the same method.
Besides cuprates, we consider a model for layered organic
conductors, κ-(BEDT-TTF)2X, [henceforth, abbreviated as κ-
(ET)2X] with X being a univalent anion.73–75 In these com-
pounds, SC arises for Tc . 12 K, and a pseudogap behavior
similar to that of cuprates has been observed. Therefore, we
need to check whether its origin is identical to that of cuprates.
Various low-energy properties of κ-(ET)2X are considered to
be described by the Hubbard model76 on an anisotropic two-
dimensional triangular lattice. The value of U/t can be con-
trolled by applying pressure. U is estimated as U ∼ W–2W
with W being the band width.73 The degree of frustration t′/t
can be varied by substituting X or applying uniaxial pressure.
t′/t is estimated by ab initio calculations as 0.4–0.7 for weakly
frustrated compounds and ∼ 0.8 for the highly frustrated com-
pound κ-(ET)2Cu2(CN)3.73, 77 Among the former compounds,
deuterated κ-(ET)2Cu[N(CN)2]Br (t′/t ∼ 0.4) under applied
pressure has been shown to exhibit pseudogap behavior such
as a steep decrease in the NMR spin-lattice relaxation time
(1/T1T ) in the metallic phase (T > Tc). On the other hand,
κ-(ET)2Cu2(CN)3, which has a spin liquid state in the insu-
lating phase under ambient pressure, exhibits the Korringa re-
lation (1/T1T = const.) in the metallic phase under pressure,
namely, pseudogap behavior is absent.78 Furthermore, sim-
ilar pseudogap behavior was observed in a hole-doped κ-ET
salt [κ-(ET)4Hg2.89Br8],79 in which the doping rate is 0.11 and
t′/t ∼ 0.8. With these experimental results in mind, we study
the SF state on an anisotropic triangular lattice in the frame-
work applied to the frustrated square lattice for cuprates.
This paper is organized as follows. In Sect. 2, we introduce
the model and method used in this paper. In Sects. 3 and 4, we
discuss the results mainly for the simple square lattice (t′ = 0)
at half filling and in doped cases, respectively, to grasp the
common properties of the SF state. Section 5 is assigned to the
effect of the diagonal hopping term t′ for the frustrated square
lattice and anisotropic triangular lattice. In Sect. 6, we discuss
the results. In Sect. 7, we recapitulate this work. In Appendix
A, we summarize the fundamental features of the noninteract-
ing SF state. In Appendix B, we briefly review the stability of
the SF phase for t-J-type models with new accurate data. In
Appendix C, we show that the spin current (flux) state is un-
stable toward the projected Fermi sea in t-J-type models for
any J (> 0) and δ. Preliminary results on the effect of t′ terms
have been reported in two preceding publications.80, 81
2. Model and Wave Functions
In Sects. 2.1 and 2.2, we explain the model and variational
wave functions used in this paper, respectively. In Sect. 2.3,
we introduce a phase factor essential for treating a current-
carrying state in a strongly correlated regime. In Sect. 2.4, we
describe the numerical settings of our VMC calculations.
2.1 Hubbard model
As models of cuprates and κ-ET organic conductors, we
consider the following Hubbard model (U ≥ 0) on extended
square lattices (Fig. 1):
H = Hkin +HU
= −
∑
(i, j),σ
ti j
(
c
†
iσc jσ + H.c.
)
+ U
∑
j
n j↑n j↓, (1)
where n jσ = c†jσc jσ and (i, j) indicates the sum of pairs on
sites i and j. In this work, the hopping integral ti j is t for near-
est neighbors (≥ 0), t′ for diagonal neighbors, and 0 otherwise
(Hkin = Ht + Ht′ ) for the two lattices shown in Fig. 1. The
bare energy dispersions are
ǫk =

−2t
(
cos kx + cos ky
)
− 4t′ cos kx cos ky, (a)
−2t
(
cos kx + cos ky
)
− 2t′ cos
(
kx + ky
)
. (b) (2)
In the following, we use t and the lattice spacing as the units
of energy and length, respectively.
We refer to the former (latter) lattice as a frustrated square
(anisotropic triangular) lattice for convenience. The effec-
tive values of t′/t are considered to be −0.4–−0.1 (∼ 0.3)
in hole-doped (electron-doped) cuprates.3, 82 For the organic
compounds, t′/t is 0.4–0.8. Hubbard models have been exten-
sively studied, and we have shown that a first-order Mott tran-
sition occurs at U = Uc ∼ W at half filling for nonmagnetic
cases and that a doped Mott insulator is realized for U & W
2
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Fig. 1. (Color online) Lattice connectivity or hopping paths in extended
square lattice addressed in this study. (a) Frustrated square lattice for cuprate
SCs. (b) Anisotropic triangular lattice for organic κ-ET salt SCs. At lattice
points (solid circles), onsite repulsion U acts.
near half filling.33–35 In this paper, we show that similar Mott
physics appears in the SF states. It has been shown that, in a
wide range of the parameter space of concern, a d-SC state
becomes stable compared with the projected Fermi sea (ordi-
nary normal state).35
2.2 Trial wave functions
We follow many-body variation theory using Jastrow-type
trial wave functions:Ψ = PΦ, where P indicates a product of
many-body projection (Jastrow) factors discussed later and Φ
is a mean-field-type one-body wave function.
As a normal (paramagnetic) and reference state, we use a
projected Fermi sea, ΨN = PΦN, with
ΦN(t1/t) =
∏
k∈kF(t1/t), σ
c
†
kσ|0〉, (3)
where t1/t is a band-adjusting variational parameter indepen-
dent of t′/t inH and kF(t1/t) denotes a Fermi surface obtained
by replacing ǫk(t′) in Eq. (2) with ǫk(t1). It was shown for
ΨN
38 that the band-renormalization effect through t1/t owing
to the electron correlation (P) is sizable for U & Uc, a finite
t′/t, and δ ∼ 0.
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Fig. 2. (Color online) (a) Schematic figure of local current in staggered
flux state. Arrows denote the directions of currents. (b) Peierls phase factors
attached to hopping terms in HSF (a case of sublattice A); the sign of the
phase depends on the relative directions of the hopping and current.
As a candidate for the pseudogap state, we study a cor-
related SF state, ΨSF = PΦSF. Here, ΦSF is the one-body
SF state, namely, the ground state of the noninteracting SF
Hamiltonian HSF [shown in Eq. (A·1)], given as
ΦSF =
∏
k∈kF ,σ
1√
Ns

∑
i∈A
Γθ,ke
ik·ri c†Aiσ +
∑
i∈B
eik·ric†Biσ
 |0〉, (4)
with
Γθ,k =
eiθ cos kx + e−iθ cos ky
Sθ,k , (5)
Sθ,k =
√
cos2 kx + 2 cos 2θ cos kx cos ky + cos2 ky. (6)
In HSF, a Peierls phase θ is added to the hopping integrals
so that circular current flows in alternate directions in each
plaquette as shown in Fig. 2(a). In the present variational the-
ory, θ is a variational parameter to be optimized together with
the other parameters. Because HSF breaks time-reversal and
lattice-translational symmetries,ΦSF does not have these sym-
metries. The lower-band energy dispersion of HSF is given as
ESF− (k) = −2tSθ,k = −
√
1 + cos 2θ
2
√
ε2k + ∆
2
k, (7)
with
εk = −2t(cos kx + cos ky), (8)
∆k = ∆θ(cos kx − cos ky), (9)
and ∆θ = 2t
√(1 − cos 2θ)/(1 + cos 2θ). Equation (7) is sim-
ilar to the quasiparticle dispersion of the d-wave BCS wave
function. Note that some important features of the bare ΦSF
(summarized in Appendix A) survive in ΨSF = PΦSF. We
do not consider Band-renormalization effects on ΨSF because
those due to diagonal currents or hopping are known to raise
the variational energy for typical cases.83
The correlation factor P is defined as
P = Pφ PQ PG. (10)
Here, PG is the fundamental onsite (Gutzwiller) projection
PG = ∏ j[1 − (1 − g)n j↑n j↓]84 and PQ is an asymmetric pro-
jection between a nearest-neighbor doubly occupied site (dou-
blon) and an empty site (holon),35, 85, 86
PQ =
∏
j
1 − ζdd j
∏
τ
(
1 − h j+τ
)
− ζhh j
∏
τ
(
1 − d j+τ
) ,
(11)
where d j = n j↑n j↓, h j = (1− n j↑)(1− n j↓), and τ runs over the
nearest-neighbor sites of site j. g, ζd, and ζh are variational
parameters. As shown before,33, 34 the doublon-holon (D-H)
binding effect is crucial for appropriately treating Mott phys-
ics. At half filling, ζd and ζh become identical because of the
D-H symmetry. In addition to PG and PQ, it is vital for the SF
state to introduce a phase-adjusting factor Pφ, which we will
explain in the next subsection.
2.3 Configuration-dependent phase factor
A current-carrying state is essentially complex, because the
current is proportional to |Ψ|2∇Θ, if we represent the state as
Ψ(r) = |Ψ(r)|eiΘ(r). It is natural that when electron correlation
is introduced, the phase part Θ(r) varies accordingly. How-
ever, the conventional correlation factors, PG and PQ, are real
and do not modify the phase in ΦSF. Therefore, we need to
introduce an appropriate phase-adjusting factor into the trial
wave function. Such a phase factor was recently introduced
for calculating the Drude and SC weights in strongly corre-
lated regimes;72 thereby, a long-standing problem proposed
by Millis and Coppersmith87—D-H binding wave functions
yield finite (namely incorrect) Drude weights even in the Mott
3
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insulating regime— was solved.
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Fig. 3. (Color online) Illustration for assigning configuration-dependent
phase φ in Pφ. Here, we assume that an electron hops in the x direction.
For the hopping in the y direction, the signs of θ and φ have to be reversed.
The (Peierls) phase factor assigned by ΦSF in hopping [Fig. 2(b)] is shown in
the blue dashed box. The values in the red boxes are the phase factors in Pφ
corresponding to the three-site parts shown. The ratio (e±φ) indicated by red
arrows is produced by Pφ in hopping.
We show that this type of phase factor also plays a vital
role in the correlated SF state. In ΦSF, a phase θ or −θ is
added when an electron hops to a nearest-neighbor site de-
pending on the direction and position (sublattice), as shown
in Fig. 2(b). In the noninteracting case, such hopping occurs
equally in all directions. On the other hand, in the strongly
correlated regime, the probability of hopping depends on the
surrounding configuration (see Fig. 3). For example, when
a D-H pair is created [configurations (a) and (a′)], the next
hopping occurs probably in the direction in which the singly
occupied configuration is recovered [configuration (b)]. This
hopping process does not contribute to a global current in the
Mott regime (U >∼ Uc).35 According to a previous study,72 to
reduce the energy, it is important to cancel the phase attached
in this type of hopping (±θ) by introducing a phase parameter.
This hopping process can be specified by its local configu-
rations and, correspondingly, we can attach a phase-adjusting
variational factor to the trial wave function. To be more spe-
cific, Pφ gives e−iφ as shown by the solid boxes (red) in Fig. 3,
with φ being a variational parameter. This phase assignment
can be written as
Pφ = exp
[
iφ
2∑
λ=1
(−1)λ+1
∑
j
dλ, j
×
(
hλ, j+x + hλ, j−x − hλ, j+y − hλ, j−y
) ]
, (12)
where x and y indicate the lattice vectors in the x and y di-
rections, respectively, λ = 1 (λ = 2) indicates sublattice A
(B), and j runs over all the lattice points in sublattice λ. By
Pφ, a phase factor e±iφ is assigned to a D-H creation or anni-
hilation process, in which e∓iθ is yielded by ΦSF as shown in
the dashed box (blue) in Fig. 3. Therefore, when the relation
φ = θ holds, the total phase shift in a D-H process vanishes.88
This phase cancelation is acceptable since a phase shift does
not appear in an exchange process in the t-J model. On the
other hand, the phase is not canceled in the hopping processes
unrelated to doublons (or of isolated holons).89
The configuration-dependent phase factor Pφ is conceptu-
ally distinct from position-dependent phase factors used in
various contexts.36, 43, 90 Note that, without Pφ, the energy of
the SF state is never reduced from that of ΨN for any model
parameters, but ΨSF with Pφ has lower energy than ΨN, as we
will see below.91 Incidentally, this type of phase factor was
also recently shown to be crucial for SF states in a Bose Hub-
bard model92 and a d-p model.93 In the regime of Mott phys-
ics, the D-H binding affects not only the real part but also the
phase in the wave function.
2.4 Variational Monte Carlo calculations
To estimate variational expectation values, we adopt a plain
VMC method.94–97 In this study, we repeat linear optimization
of each variational parameter with the other ones being fixed,
typically for four rounds of iteration. The linear optimization
is convenient for obtaining an energy that is discontinuous in
some parameters (θ in this case). After convergence, we con-
tinue the same processes for more than 16 rounds and estimate
the optimized energy by averaging the data measured in these
rounds, excluding excessively scattered data (beyond twice
the standard deviation). In each optimization, 2.5 × 105 sam-
ples are collected, so that substantially about 4×106 measure-
ments are averaged. Only for ΨSF with L = 16 and δ = 0, the
sample number is reduced to 2.5×104 to save CPU time. Typ-
ical statistical errors are 10−4t in the total energy and 10−4–
2 × 10−3 in the parameters, except near the Mott transition
points. We use systems of Ns = L × L sites with L = 10–18
under periodic-antiperiodic boundary conditions.
3. Staggered Flux State at Half Filling
First, we study the unfrustrated cases (t′ = 0) in order to
grasp the global features of the SF state because most of them
do not change even if t′ is introduced. In this section, we focus
on the half-filled case.
3.1 Variational energy
Figure 4(a) shows the variational energy per site of ΨSF
measured from that of ΨN,
˜E = ESF(θ) − EN, (13)
as a function of θ for five values of U/t. Here, the variational
parameters other than θ are optimized for both ΨSF and ΨN.
The size dependence in the case of U/t = 12 is also shown to
see the convergence of the values. For U/t = 6, ˜E monoton-
ically increases as a function of θ. This behavior is the same
for U/t = 0 shown in Fig. A·2(b) in Appendix A. Hence, ΨSF
is not stabilized for small values of U/t. The situation changes
for U/t > 6; ˜E/t becomes considerably negative for finite θ
and has a minimum at θ/π ∼ 0.2 for large values of U/t (= 8–
16). This behavior is qualitatively consistent with that of the
t-J model, the results of which are summarized in Appendix B
for comparison. In Fig. 4(b), we plot the optimized values of
the configuration-dependent phase factor φ as a function of θ.
At the optimized points indicated by arrows, φ is very close to
θ, especially for large values of U/t. As discussed in Sect. 2.3,
the Peierls phase θ in the hopping process is mostly canceled
by φ. Although θ is canceled out, the state ΨSF preserves the
nature of the original flux state, as shown shortly in Sects. 3.3
and 3.4. That is, a local staggered current flows and the mo-
mentum distribution function has a typical k-dependence.
Next, we discuss the U/t dependence of the energy gain of
4
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Fig. 4. (Color online) (a) Variational energy per site of the staggered flux
state ΨSF (including Pφ) measured from that of ΨN [E(θ = 0)] as a function
of θ for several values of U/t (L = 10) in the Hubbard model at half filling.
Data for L = 12 and 14 are added by dashed lines for U/t = 12. (b) Optimized
phase parameter φ for the same values of U/t as in (a). The line of φ = θ is
added for comparison. The size dependence in (b) is small. In both panels,
the arrows indicate the optimal values of θ when ˜E/t is minimum.
10 20 30
0.05
0.1
0.15
0
U / t
∆E
 
/ t
t' / t = 0
 AF 
 d-wave
 Stag. flux
δ = 0  
0 0.005 0.01
-0.5
-0.4
-0.3
1 / L2
E 
/ t N
SF
d
AF
U / t = 8.0 
1014
L=18
Fig. 5. (Color online) Energy gain of AF, d-SC, and SF states with respect
to projected Fermi sea (ΨN) at half filling as functions of U/t. Data for L =
14, 12, and 10 for each state are plotted as solid lines with symbols, dash-
dotted lines, and dashed lines, respectively. A guide curve proportional to
t/U is drawn for ∆E(SF) with L = 14 (dash-dotted line). In the inset, the
system-size dependence is shown for U/t = 8.0 and fitted by second-order
polynomials.
the fully optimizedΨSF with respect to the reference stateΨN,
∆E(SF) = E(N) − E(SF), (14)
where E(N) and E(SF) are the optimized (including θ) ener-
gies per site of ΨN and ΨSF, respectively. If ∆E(SF) is posi-
tive, the SF state is stabilized with respect to ΨN. In Fig. 5,
we show ∆E(SF) compared with other ordered states, i.e., the
AF state, ΨAF = PΦAF, and the d-SC (projected BCS) state,
Ψd = PΦd. We use the same ΦAF and Φd as in the preced-
ing study (Ref. 35)98, 99 but we adopt Eq. (11) for PQ. For
δ = 0 and U > Uc, Ψd is not SC but Mott insulating. In
Fig. 5, each state exhibits a maximum at U ∼ W (= 8t). The
system-size dependence of ∆E for each state is large near the
maximum but, as shown in the inset of Fig. 5, ∆E remains
finite and the order of the variational energy will not change
as L → ∞. ∆E(AF) is largest, i.e., the AF state has the lowest
energy for any U/t.33 For the SF state, ∆E(SF) ∼ 0 for small
values of U/t (. 5). Although ∆E(SF) is always smaller than
∆E(d−SC), it is close to ∆E(d−SC). At U/t ∼ 5, ∆E(SF)
starts to increase abruptly. The range of U/t whereΨSF is sta-
bilized (U/t & 5) is similar to that of Ψd. In addition, the
behavior of physical quantities such as the momentum dis-
tribution function is similar between ΨSF and Ψd as shown
shortly. As mentioned, in the Heisenberg model, ΨSF(g = 0)
and Ψd(g = 0) are equivalent due to the SU(2) symmetry, but
in the Hubbard model, the two states are not equivalent, prob-
ably due to the difference in the distribution of doublons and
holons.
3.2 SF transition and Mott transition
Figure 6 shows the optimized θ and φ in ΨSF as a function
of U/t. We find two transition points: USF/t at ∼ 4 – 5 and
Uc/t at ∼ 7. The former corresponds to the SF transition at
which ΨSF starts to have finite θ and φ and its variational en-
ergy becomes lower than that of ΨN. The latter corresponds
to a Mott transition at which the system starts to have a gap in
the charge degree of freedom. The symmetry does not change
at Uc/t.
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At USF/t, θ and φ exhibit first-order-transition-like discon-
tinuities, for example, at USF/t = 6.28 for L = 10. However,
as L increases, USF/t shifts to lower values and the discon-
tinuities become small and unclear, suggesting that the SF
transition is continuous and occurs at a small U/t. Because
an appropriate scaling function is not known, we simply per-
form a polynomial fit of USF/t up to the square of 1/L2 as a
5
J. Phys. Soc. Jpn. DRAFT
rough estimate. This yields USF/t = 2.93 for L = ∞ with a
small error. In any case, since θ and φ are tiny for U/t . 5,
we consider that ΨSF is substantially not stable in a weakly
correlated regime.
Y Z [ \ ] ^_
`
abc
def
ghi
jkl
m
n
opq
rst
u v w
x
yz{|}~ 
 


Ł





  
    

 
¡
¢
£¤
Fig. 7. (Color online) U/t dependences of optimized D-H binding param-
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some system sizes. The arrow indicates the Mott transition point.
Next, we examine the Mott transition at Uc/t, where the
behaviors of θ and φ change as shown in Fig. 6. Uc/t = 7.1
for L = 16.100–102 (Note that in the t-J model, the Mott tran-
sition cannot be discussed.) To confirm that Uc/t is a Mott
transition, we plot the U/t-dependences of the optimized D-
H binding parameter ζ (= ζd = ζh) and the doublon density
d = EU/U in Fig. 7. These quantities are sensitive indicators
of Mott transitions. In Fig. 7, we find abrupt changes in both
ζ and d at Uc/t, similarly to those in the Mott transitions in
Ψd andΨN.34 In ΨSF, discontinuities in ζ and d at Uc/t are not
found even for the largest system we treat (L = 16). However,
because the behavior of both ζ and d becomes more singular
as L increases, we consider that this transition is first-order,
similarly to those in Ψd and ΨN.34
3.3 Spin-gap metal
In the intermediate regime USF < U < Uc, the present SF
state is expected to be metallic. In order to clarify the nature
of ΨSF, we calculate the momentum distribution function
n(k) = 1
2
∑
σ
〈c†kσckσ〉 (15)
for the optimized ΨSF. Figure 8(a) shows n(k) along the path
(0, 0)-(π, 0)-(π, π)-(0, 0) in the original Brillouin zone for var-
ious values of U/t. In the region of U < USF (i.e., θ = 0),
we find two discontinuities (crossings of the Fermi surface)
at k ∼ (π, 0) and (π/2, π/2), indicating a typical Fermi liq-
uid. For USF < U < Uc (half-solid symbols), the discon-
tinuity at k ∼ (π, 0) disappears, while the discontinuity at
k ∼ (π/2, π/2) remains. This is qualitatively identical to that
of the noninteracting SF state ΦSF, in which there is a Dirac
point at (π/2, π/2) and a certain gap opens near the antinodal
points. On the other hand, for U > Uc (solid symbols), both
discontinuities disappear, indicating that a gap opens in the
whole Brillouin zone. This is consistent with a Mott insulator.
We can reveal the characters of the gaps to some extent by
analyzing the charge density and spin structure factors,
N(q) = 1
Ns
∑
i, j
eiq·(Ri−R j)
〈
nin j
〉
− n2, (16)
S (q) = 1
Ns
∑
i j
eiq·(Ri−R j)
〈
S zi S
z
j
〉
. (17)
On the basis of the single-mode approximation,103–105 excita-
tions in the charge sector are gapless when N(q) ∝ |q| for
|q| → 0, whereas a gap opens in the charge sector when
N(q) ∝ |q|2. For S (q), a similar relation holds for the spin
sector, although excitations cannot be sharply divided into the
charge and spin sectors except for in one-dimensional sys-
tems. In Figs. 8(b) and 8(c), N(q) and S (q) are respectively
shown for various values of U/t. For U < USF, both N(q)
and S (q) behave linearly for |q| → 0 as expected for a Fermi
liquid. For U > Uc, the behaviors of both N(q) and S (q) ap-
pear to be quadratic and consistent with a Mott insulator. For
USF < U < Uc, N(q) is linear near (0, 0), whereas S (q) is
quadratic-like,106 indicating that the state is a spin-gap metal.
Namely, the charge and spin sectors show different tendencies
in excitation. This feature is distinct from that of the noninter-
acting SF state ΦSF, which has a gap common to both sectors,
and thus N(q) = S (q) holds (see Appendix A). Therefore, the
metallic SF state stable for USF < U < Uc is not perturba-
tively connected to ΦSF. We will show in the next section that
this state is connected to the metallic SF state in the doped
case.
3.4 Circular current
Now, we turn to the local circular current in a plaquette
defined as
JC/t =
1
Ns
∑
ℓ∈A,σ
∑
τ
(−1) ˜ℓ+τ˜Im〈c†
ℓ+τ,σ
cℓ,σ − c†ℓ,σcℓ+τ,σ〉, (18)
where ℓ runs over all the A sublattice sites, ˜ℓ = ℓx + ℓy, τ
indicates the nearest-neighbor directions, and τ˜ = 1 [−1] for
τ = (±1, 0) [(0,±1)]. JC is regarded as the order parameter
of the SF phase. In the main panel of Fig. 9, we show |JC|/t
at half filling as a function of U/t. In the metallic SF phase
(USF < U < Uc), a relatively large current flows. In the insu-
lating SF phase (U > Uc), the local current is reduced but still
finite. At U/t = 12, however, |JC|/t is 1/20 of that in ΦSF with
the same θ. The U/t-dependence of JC/t in this regime is fitted
by a curve proportional to (t/U)2 and the system-size depen-
dence is small, as shown in Fig. 9. This suggests that JC in
this range of U/t has a localized nature. More specifically, |Jc|
will be related to the local four-site ring exchange interaction,
which appears in the fourth-order perturbation with respect to
t/U in the large-U expansion of the Hubbard model.
4. Staggered Flux State at Finite Doping
4.1 Energy gain and optimized phase parameters
First, we show the energy gain of ΨSF with respect to the
reference state ΨN [Eq. (14)] in Fig. 10(a) for four values of
the doping rate δ. Similarly to the half-filled case (Fig. 5),
∆E is zero for the weakly correlated regime (U < USF); the
value of the SF transition, USF/t, increases as δ increases. The
sharp peak of ∆E for δ = 0 changes to a broader peak with a
maximum at U/t ∼ 12 – 16, and finally vanishes at δ ≡ δSF ∼
6
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0.1.
In Fig. 10(b), optimized values of the phase parameters are
plotted. Both parameters decrease as δ increases. Although θ
and φ have a discontinuity at USF/t at this system size, this
behavior is owing to a finite-size effect.107 The SF transition
for L → ∞ will be continuous, similarly to the half-filled
case. When we compare with the results at δ = 0, we see that
ΦSF is realized in the strongly correlated region (U > W), and
it is smoothly connected to the Mott insulating state at half
filling. It is also interesting that φ becomes larger than θ as δ
increases, while they are close to each other when δ = 0. This
suggests that φ overscreens the phase θ in the D-H processes
owing to the increasing number of free-holon processes.
Figure 11 shows the δ-dependence of ∆E/t for the case
with U/t = 16. Except for the case with δ = 0, ∆E/t mono-
tonically decreases as a function of δ. Because the L depen-
dence is appreciable, δSF should be somewhat larger in the
L → ∞ limit. The behavior of ∆E is consistent with that for
the t-J model shown in Appendix B.108 In the inset of Fig. 11,
the δ-dependences of the optimized θ and φ are plotted. Their
system-size dependences are very small.
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Fig. 10. (Color online) (a) Energy gain of SF state with respect to ΨN as
a function of U/t for four values of doping rate δ (L = 12). For δ = 0, data
for three system sizes are shown. (b) Optimized phase parameters θ and φ. In
both panels, the SF transition is indicated by arrows.
4.2 Various properties
(i) Spin-gap metal: In Fig. 12, we show the behavior of
correlation functions in the momentum space n(k), N(q), and
S (q) for δ = 0.0556 (L = 12). The U/t-dependences of
these quantities are basically similar to those at half filling
discussed in Fig. 8. In the region of U > USF, n(k) preserves
a discontinuity near (π/2, π/2), indicating that ΨSF is always
metallic and there is no Mott transition. Furthermore, N(q)
is linear in |q| for |q| → 0, indicating that the charge degree
of freedom is gapless. On the other hand, S (q) appears to be
approximately quadratic at small |q| for U > USF, suggest-
ing that the SF state in the doped region has a gap in the spin
7
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Fig. 11. (Color online) Energy gain of SF state with respect to ΨN as a
function of doping rate at U/t = 16. Data for four system sizes are shown. In
the inset, the optimized phase parameters θ and φ are shown.
sector.
(ii) Segmented Fermi surface: The bare SF state, ΦSF, has a
segmented (or small) Fermi surface around k = (π/2, π/2) as
shown in Appendix A (see Fig. A·4). Here we show that this
feature is preserved for strongly correlated cases. Shown in
Fig. 13 are contour maps of n(k) for U/t = 12 and four values
of δ. Here, we show the data for t′/t = −0.3 because ΨSF is
stabilized in a wide doping range (see Fig. 15 later) and the
behavior is similar to that for t′/t = 0. At half filling, there is
no Fermi surface, as shown in panel (a). Upon doping, how-
ever, pocket Fermi surfaces appear around (π/2, π/2) and, as δ
increases, they extend to the antinodes along the AF Brillouin
zone edge. These Fermi surfaces are shown by blue dashed
ovals in panels (b)-(d). A gap remains open near (π, 0).
(iii) Circular currents: The local circular currents JC de-
fined in Eq. (18) for the doped cases have already been shown
in the inset of Fig. 9, where the evolution of JC with increas-
ing δ is shown as a function of U/t. We find that JC increases
as δ increases, although the optimized phase parameters θ and
φ decrease [see Fig. 10(b)]. This is probably because the num-
ber of mobile carriers increases as δ increases in the strongly
correlated regime, whose feature is typical of a doped Mott
insulator. In contrast, as shown in Appendix A, JC decreases
as δ increases in the noninteracting ΦSF. At the phase tran-
sition point δSF, where E(SF) becomes equal to E(N), the or-
der parameter |JC|/t drops suddenly from 0.25–0.3 (almost the
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Fig. 13. (Color online) Contour maps of momentum distribution function
n(k) of the optimized ΨSF in the original Brillouin zone for t′/t = −0.3,
U/t = 12, L = 10 – 14, and four values of δ in (a)-(d). The wiggles of lines
are simply due to the small number of k points and are not important. The AF
Brillouin zone boundary is indicated by pink dotted lines, and zone-diagonal
lines are shown with gray dotted lines in (c). Fermi surfaces are indicated
with blue ovals in the third quadrants. In (d), the scattering vector of q = Q
connecting the antinodes, discussed in Sect. 6.4, is shown with a blue arrow.
maximum value) to zero. This indicates that this transition is
first-order, in contrast to the corresponding AF and d-SC tran-
sitions, as a function of δ.
5. Effect of Diagonal Hopping t′
In this section, we study the effect of diagonal hopping t′ in
the two cases shown in Fig. 1.
5.1 Frustrated square lattice
Figure 14 summarizes the total energies of ΨSF, ΨN, and
Ψd as functions of t′/t. Note that the energy for ΨN with-
out band renormalization exhibits complicated behaviors as
8
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Fig. 14. (Color online) Comparison of total energies among ΨN,ΨSF, and Ψd as functions of t′/t in frustrated square lattice of L = 12. Panels (a)-(c) display
the cases of different doping rates for U/t = 12 and (d) shows the case of U/t = 8 and δ = 0.0833. In (a), data for L = 10 are also shown. Symbols are common
to all panels. The black and red bold lines indicate the values of ΨN and Ψd , respectively, when the band-renormalization effect is considered (for details, see
Ref. 38). The arrows indicate the positions of the energy crossings. The inset in (d) shows a magnification of the area of energy crossings.
a function of t′/t. This is because the occupied k-points in the
Fermi surface change discontinuously in ΦN. However, if we
consider the band-renormalization effect38 for ΨN and use the
optimized t1/t, the lowest energy for ΨN becomes the black
solid line in Fig. 14. We use the solid lines as energies forΨN.
Although we expect some size effects in ΨN, we can see gen-
eral trends of the energy differences between ΨSF, ΨN, and
Ψd.
At half filling [Fig. 14(a)], E is symmetric with respect to
t′/t = 0 owing to the electron-hole symmetry.35 E(SF) is al-
ways lower than E(N) and does not depend on t′/t because
〈Ht′〉 = 0 for any t′/t and U/t. E(d−SC) tends to increase
as |t′/t| increases. (When band renormalization is taken into
account, E(d−SC) also becomes constant.38, 81)
In a slightly doped case [Fig. 14(b)], E for every state be-
comes a decreasing function of t′/t, but the order of the en-
ergies does not change. E(SF) slightly depends on t′ and re-
mains a linear function of t′. However, for large δ, the situ-
ation changes as shown in Fig. 14(c). The range of E(SF) <
E(N) is restricted to t′
c2 < t
′ < t′
c1, as indicated by arrows. This
range becomes smaller when U/t decreases [Fig. 14(d)]. We
also find that this stable range ofΨSF becomes smaller as δ in-
creases and finally vanishes at δSF ∼ 0.16 (0.12) for U/t = 12
and 16 (8).
Obtaining similar data for different values of δ, t′/t, and L,
we construct a phase diagram, as shown in Fig. 15(a). The
stable area of the SF state expands above the optimum doping
of cuprates (δ ∼ 0.15) for −0.4 . t′/t . −0.1, which corre-
sponds to the hole-doped cuprates. As L increases, the area of
ΨSF tends to expand slightly. For t′/t > 0, on the other hand,
the area of ΨSF shrinks to a very close vicinity of half filling,
especially for U/t = 8.
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Fig. 16. (Color online) Phase diagram between SF and normal states in δ-
U plane for three values of t′/t. The area of the SF phase may be somewhat
smaller for δ ∼ 0 because the band renormalization in ΨN is not considered
here.
It is useful to draw a phase diagram in the δ-U plane. Figure
16 shows the region in which the SF state is stabilized for
the cases with t′/t = −0.3, 0, and 0.2. Irrespective of t′/t,
the boundary value, USF/t, increases as δ increases.109, 110 For
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t′/t = −0.3 (corresponding to the hole-doped case), the SF is
stable in the whole underdoped regime (δ . 0.16) for U/t &
10. In contrast, for t′/t = 0.2 (electron-doped case), USF/t
rapidly increases as δ increases.
This stability of ΨSF in a wide range of δ for −0.4 . t′/t .
−0.1 originates primarily from the large t′/t dependence of
ΨN and the very small t′/t dependence of ΨSF. This means
that the nature ofΨSF for t′ = 0 quantitatively remains that for
t′/t , 0. For example, we show in Fig. 17 the t′/t dependences
of the optimized phase parameters and local circular current,
JC, which do not strongly depend on t′/t. Furthermore, we
confirm that the momentum distribution function n(k) is al-
most the same for t′/t , 0. Note that this is in sharp contrast to
the d-SC state, in which n(k) in the antinodal region markedly
changes with t′/t (see Fig. 29 in Ref. 35). The reason for this
difference between ΨSF and Ψd will be as follows. Since ΨSF
is very appropriately defined for the simple square lattice, t′
change the wave function of ΨSF only slightly. On the other
hand, Ψd has a gap opening at the Fermi surface near (π, 0),
which is markedly affected by t′. In this context, it is natural
to expect that extra current, such as diagonal currents in chiral
spin states,111 will not be favored.83
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Fig. 17. (Color online) t′/t dependences of the optimized phase parameters
θ and φ and the local circular current JC in ΨSF for two values of δ. The
unstable regions of ΨSF are indicated by gray dashed lines and “metastable”.
In many studies on the t-J and Hubbard models, the insta-
bility toward phase separation near half filling has been dis-
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Fig. 18. (Color online) Inverse charge susceptibility of the SF state shown
as a function of doping rate δ for some parameter sets for the frustrated square
lattice [Fig. 1(a)]. We add guide lines (thick dashed) for t′/t = 0 and −0.3
(U/t = 12, L = 14). The same quantity of the d-SC state is also shown with
half-solid green symbols for comparison. Zigzags of the data for ΨSF are due
to the discontinuous change in the occupied k points and other finite-size
effects.
cussed. Recently, states with AF long-range orders have been
shown to be unstable toward phase separation for t′/t ∼ 0 for
the Hubbard model using the VMC method.35, 38, 112–114 For
the t-J model, an SF state has also been shown to be unstable
toward phase separation in a wide range of δ for t′/t = 0.61
Therefore, we need to check this instability in the present
case. To this end, we consider the charge compressibility κ or
equivalently the charge susceptibility χc (= n2κ), the inverse
of which is given as
χ−1c =
∂2E(n)
∂n2
∼ N2s
E(N + 4) + E(N − 4) − 2E(N)
42
, (19)
with n = N/Ns. If χ−1c < 0, the system is unstable toward
phase separation. In Fig. 18, we show the δ dependence of
χ−1c for three values of t′/t and L. We find that χ−1c is basically
negative for t′/t = 0 and 0.3, indicating that ΨSF is unstable
toward phase separation (data points of δ ∼ 0 should be dis-
regarded because they are affected by the Mott singularity at
δ → 0). This result is consistent with the previous one for the
t-J model for t′/t = 0.61 In contrast, for t′/t = −0.3, χ−1c be-
10
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comes positive for δ & 0.05 and comparable to that of d-SC
(green symbols). Therefore, a homogeneous SF state is possi-
ble for the parameters of hole-doped cuprates.
5.2 Anisotropic triangular lattice
For the anisotropic triangular lattice, Fig. 19 summarizes
the total energies of ΨSF, ΨN, and Ψd as a function of t′/t.
Again, E(N), the lowest energy ofΨN considering band renor-
malization,38 is shown by the black solid lines. First, let
us consider the half-filled case [Fig. 19(a)]. E is symmetric
with respect to t′/t = 0 owing to the electron-hole symme-
try.35 Similarly to the case on the frustrated square lattice,
E(FS) and E(d−SC) (if the band renormalization is consid-
ered115, 116) are constant. For the ground state, we find from
Fig. 19(a) that ΨN has a lower energy than Ψd for t′ > t′SC
with t′SC/t = 0.807 for L = 12. However, the (π, π)-AF state or
incommensurate AF states including the case of a 120◦ struc-
ture has a lower energy at half filling.115–117
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Fig. 19. (Color online) Comparison of total energy among ΨN , ΨSF, and
Ψd as functions of t′/t. Panel (a) displays the half-filled case for U/t = 8
(only the data for t′/t ≥ 0 are shown) and L = 10 and 12, and (b) a doped case
for U/t = 12 (δ = 0.0556) and L = 12. We show the optimized values by the
band renormalization for ΨN with (black) solid lines. The band-renormalized
data for Ψd are also shown in (a) with a (red) solid line.
We compare the energies between ΨN and ΨSF, assuming
that AF states are not stabilized. In Fig. 19(a), ΨSF is more
stable than ΨN for t′ < t′c2 with t′c2/t = 0.749 (0.763) for
U/t = 8 and L = 12 (10). We employ the value U/t = 8 sim-
ply because it is frequently used as a plausible value for κ-ET
salts.73 Actually,ΨSF is Mott insulating at U/t = 8; a value of
U/t . 7.1 is necessary for a metallic state. However, the point
here does not change qualitatively irrespective of whetherΨSF
is insulating or metallic. On the basis of similar calculations
for various values of U/t and t′/t, we construct a phase dia-
gram within the SF and normal state at half filling (Fig. 20),
which is relevant for organic conductors. The boundary value
USF/t between ΨSF and ΨN increases as t′/t increases.
As shown before, the Mott transition occurs at Uc ∼ 7.1t
for t′ = 0. Since the properties of ΨSF are similar to the case
of t′ = 0, the SF state is metallic for U . Uc and insulating
for U > Uc. This phase boundary is also shown in Fig. 20.
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Fig. 20. (Color online) Phase diagram between the SF and normal states in
t′-U plane at half filling on anisotropic triangular lattice. Boundaries (USF,
solid lines) are determined for three system sizes. The green arrow near the
vertical axis represents the range of the metallic SF state. The dashed lines
show the boundary in ΨN regarding whether the nesting condition is restored
(t1 = 0) or not (t1 , 0) in the renormalized band (see Sect. 6.2 later).
For a doped case, we show in Fig. 19(b) the t′/t dependence
of the total energy for the three states for typical parameters.
It is noteworthy that E/t for ΨN and Ψd decreases rapidly for
large values of |t′/t| (∼ 1). Obtaining similar data for various
values of t′/t and δ, we construct a phase diagram in the δ-t′
space [Fig. 15(b)]. Compared with the case of the frustrated
square lattice [Fig. 15(a)], the area of ΨSF is restricted to the
small doping region.
6. Discussion
6.1 Phase cancelation mechanism
First, let us consider intuitively why ΨSF has a low energy
in the strongly correlated region of the Hubbard model. As
discussed in a previous study,35 the processes corresponding
to the J term in the t-J model are those in which a D-H pair
is created or annihilated as shown in Fig. 21(a). Generally
speaking, the phase yielded in this process causes a loss of
kinetic energy. In order to reduce this kinetic energy loss, the
phase θ should be eliminated by the phase φ by applying Pθ
with φ ∼ θ in the same manner as introduced in Ref. 72.
We expect a similar phenomenon in the Heisenberg inter-
action in the t-J model. In the J term, an ↑ spin at site i hops to
site j (= i+τ) and simultaneously a ↓ spin at site j hops to site
i. As shown in Fig. 21(b), if the former hopping yields a phase
θ, the latter yields −θ in ΦSF; the total phase in the exchange
process precisely cancels out (shown in the square brackets in
Fig. 21). Since the two processes occur simultaneously, it is
unnecessary to introduce φ in the t-J model to stabilize the SF
state. On the other hand, in the Hubbard model [Fig. 21(a)],
a hopping resulting in D-H-pair annihilation does not neces-
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sarily occur immediately after a D-H pair is created; these
two processes are mutually independent events. Therefore, it
is necessary to introduce the phase φ to eliminate ±θ in each
process in order to stabilize the SF state.
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Fig. 21. (Color online) Illustration of phase factors added in (a) creation
or annihilation process of doublon-holon (D-H) pair in ΨSF for large-U/t
Hubbard model, (b) spin exchange process in ˜ΨSF for t-J model, and (c) spin
exchange process in ˜ΨSSC for t-J model. For details, see text.
Finally, let us apply the present mechanism to the spin-
current-carrying state. Staggered spin current (SSC) states (or
sometimes called spin-nematic states63) have been considered
to be candidates for hidden orders in various systems.118 In
these states, counter-rotating currents of ↑ and ↓ spins al-
ternately flow in each plaquette [Fig. A·1(b)]. We have car-
ried out similar VMC calculations for the projected SSC state
˜ΨSSC = PG(0)ΦSSC. The results are summarized in Appendix
C. We conclude that ˜ΨSSC is not stabilized for any J/t and un-
derdoped δ. We can easily see the reason for this by consid-
ering the phase cancelation. As we can see from Fig. 21(c),
the total phase added in an exchange process in ˜ΨSSC re-
mains 2θ. We found that this phase is difficult to eliminate
by configuration-dependent phase factors such as Pφ. There-
fore, we conclude that the SSC state or spin-nematic state will
never be stabilized.
6.2 Kinetic energy gain
We discuss another physical reason for the stabilization of
the SF state. In Fig. 22. we show the difference in the kinetic
energy ∆Et and interaction energy ∆EU between the optimal
SF state and the projected Fermi sea,
∆Et = Et(N) − Et(SF),
∆EU = EU(N) − EU(SF), (20)
for four values of δ. In previous papers, we perfomed the same
analysis for Ψd and ΨN,33, 34 and showed that the SC transi-
tion is driven by the kinetic energy gain for U & Uco with
Uco/t being the crossover value from weakly to strongly cor-
related regimes. In Fig. 22, we find that a similar phenomenon
emerges between ΨSF and ΨN: Kinetic energy gain occurs in
the strongly correlated region. The physical reason for this
will be as follows. In the strongly correlated regime, the ki-
netic energy is dominated by the D-H pair creation or annihi-
lation processes (not shown). Since the phases arising in these
processes are canceled out by φ, this kinetic energy gain cor-
responds to that in the J-term in the t-J model.
In Fig. 23. we show a similar comparison between the d-SC
and optimal SF states, i.e.,
∆Et = Et(SF) − Et(d−SC),
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Fig. 22. (Color online) The two components of the energy difference be-
tween the SF state and the projected Fermi sea are shown for some doping
rates (t′/t = 0, U/t = 12): (a) kinetic energy and (b) interaction energy parts.
For δ = 0, we add data for L = 10 and 14. The arrows indicate USF/t for
L = 12.
∆EU = EU(SF) − EU(d−SC). (21)
In particular, in the regime of U > Uc(SF) at half filling and
U > USF for δ > 0, the energy gain occurs exclusively in
the kinetic part (∆Et > 0 and ∆EU < 0). Thus, the cause
of stabilization both in ΨN → ΨSF and in ΨSF → Ψd is the
kinetic energy gain for a sufficiently large U/t.119
6.3 Comparison with experiments
(i) High-Tc cuprates: Here, we discuss the lattice transla-
tional symmetry, which is broken in the present SF state. The
peaks arising from local loop currents in the polarized neu-
tron scattering spectra are found at k = (0, 0),17–19 suggest-
ing that the lattice translational symmetry is preserved in the
pseudogap phase. Some authors have argued that the SF state
breaks this symmetry, but physical quantities calculated with
SF states display a (0, 0) peak in addition to a (π, π) peak.120
The above neutron experiments appear to be consistent with
more complicated circular-current states that do not break
this symmetry.90, 121, 122 Recently, however, one of the authors
showed that this type of circular-current state is not stabilized
with respect to the normal state in a wide range of the model
parameters on the basis of systematic VMC calculations with
refined wave functions for d-p-type models. Instead, SF states
are stabilized in some parameter ranges.123 On the other hand,
the shadow bands observed in the ARPES spectra,24–27 which
also characterize the pseudogap phase, seem to require the
scattering of (π, π) and a folded Brillouin zone. Therefore, the
issue of translational symmetry breaking is still controversial.
(ii) Organic conductors: In Sect. 5.2, we studied the
anisotropic triangular lattice. Let us here discuss the rele-
vance of the present results to experiments. As discussed in
Sect. 1, deuterated κ-(ET)2Cu[N(CN)2]Br has t′/t ∼ 0.4.
12
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Fig. 23. (Color online) The two components of the energy difference be-
tween the d-SC and SF states are shown for some doping rates (t′/t = 0,
L = 12): (a) kinetic energy and (b) interaction energy parts. The symbols are
common to all panels. For δ = 0, data for L = 10 and 14 are added. The
arrows indicate USF/t in the SF state for δ > 0. The inset in (a) shows the
difference in total energy (∆E = ∆Et + ∆EU ) for four values of δ.
The present results show that the SF state is stabilized for
the case of t′/t ∼ 0.4. Therefore, the pseudogap behavior
for T > Tc observed in deuterated κ-(ET)2Cu[N(CN)2]Br
is probably caused by the SF state. On the other hand, κ-
(ET)2Cu2(CN)3 with t′/t ∼ 0.8 shows Fermi-liquid-like be-
havior above Tc. Since the present result shows that the SF
state is not stabilized for the case of t′/t ∼ 0.8, the normal
state of κ-(ET)2Cu2(CN)3 is naturally understood on the basis
of ΨN. Although our results are consistent with experiments,
quantitative discussions will be necessary to determine the ef-
fective value of U/t as well as t′/t more accurately for each
compound..124, 125
For the organic conductors with finite doping, we find that
ΨSF is not stabilized at δ = 0.11 for both U/t = 8 and 12, re-
gardless of the value of t′/t. Thus, concerning the pseudogap
phenomena found in a doped κ-ET salt,79 we cannot conclude
that the SF state is a candidate for the pseudogap phase. Other
factors may be necessary to understand this pseudogap.
6.4 Related studies and coexistence with other orders
A decade ago, Yang, Rice, and Zhang introduced a phe-
nomenological Green’s function that can represent vari-
ous anomalous properties of the pseudogap phase.126 Their
Green’s function contains a self-energy that reproduces the
dx2−y2 -wave RVB state at half filling. For finite doping, the
Green’s function is assumed to have the same self-energy but
without the features of SC. On the other hand, the SF state
used in the present paper is also connected to the dx2−y2 -wave
RVB state due to the SU(2) symmetry at half filling. For finite
doping, however, the SF state does not show SC. Therefore,
we expect a close relationship between the present SF state
and the phenomenological Green’s function, although the ex-
plicit correspondence is not known.
As mentioned in Sect. 1, an AF state was recently studied
by applying a VMC method with a band-renormalization ef-
fect to the Hubbard model on the frustrated square lattice.38
It revealed that the AF state is considerably stable and occu-
pies a wide range of the ground-state phase diagram. In doped
metallic cases for t′/t . −0.05, an AF state called type-(ii) AF
state is stabilized, while for t′/t & −0.05, a type-(i) AF state
is stabilized. In a type-(ii) AF state, a pocket Fermi surface
arises around (π/2, π/2) and a gap opens in the antinode [near
(π, 0)]. As δ increases, the Fermi surface around (π/2, π/2)
extends toward the antinodes along the AF Brillouin zone
edge. Such behavior resembles the pseudogap phenomena,
as the SF state treated in this paper does. Thus, if such fea-
tures are preserved when the AF long-range order is broken
into a short-range order for some reason, as actually observed
in cuprates,127 a (disordered) type-(ii) AF state becomes an-
other candidate for a pseudogap state, although the symmetry
breaking is rather different from that in the SF state.
Let us discuss the coexistence with d-SC. The same study38
as discussed above showed that, although type-(ii) AF states
do not coexist with d-SC, metallic AF states for t′/t & −0.05
[called type-(i) AF] coexist with d-SC; these type-(i) AF
states have pocket Fermi surfaces in the antinodes. This cor-
roborates the fact that the electron scattering of q = (π, π) that
connects two antinodes is crucial for the appearance of d-SC.
From this result, we expect that the SF state is unlikely to co-
exist with d-SC because gaps open in the antinodes in the SF
state, as shown in Fig. 13(d). As an exception, coexistence
may be possible for δ ∼ δSF, where the Fermi surfaces extend
to the antinodes, as discussed in Ref. 38. Thus, the SF order
probably competes with the d-SC order rather than underlies
it.128 We need to directly confirm this by examining a mixed
state of the SF and d-SC orders.
Finally, we consider the possibility of the coexistence of AF
and SF orders. Recently, a Hubbard model with an SF phase,
namely,H = HSF +HU [see Eqs. (1) and (A·1)], was studied
using a VMC method with a mixed state of SF and AF orders,
ΨSF+AF.
129 For θ = 0 [Eq. (1) with t′ = 0], the optimized
ΨSF+AF is reduced to ΨAF, which belongs to the type-(i) AF
phase. Namely, the SF order is excluded by the type-(i) AF
order. This is probably because the AF order is energetically
dominant over the SF order, and the loci of Fermi surfaces
compete with each other.
7. Conclusions
In this paper, we studied the stability and other properties
of the staggered flux (SF) state in the two-dimensional Hub-
bard model at and near half filling. We carried out systematic
computations for U/t, t′/t, and δ, using a variational Monte
Carlo method, which is useful for treating correlated systems.
In the trial SF state, a configuration-dependent phase factor
was introduced, which is vital to treat a current-carrying state
in the regime of Mott physics. In this SF state, we found a
good possibility of explaining the pseudogap phenomena in
high-Tc cuprates and κ-ET salts. The main results are summa-
rized as follows:
(1) The SF state is not stabilized in a weakly correlated
regime (U/t . 5), but becomes considerably stable in a
strongly correlated regime [Figs. 5 and 10(a)]. The physical
properties in the latter regime are consistent with those of the
13
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t-J model.32, 43, 44, 60 The transition fromΨN to ΨSF at USF/t is
probably continuous.
(2) At half filling (δ = 0), the SF state becomes Mott in-
sulating for U > Uc ∼ 7t. A metallic SF state is realized for
USF < U < Uc, which is gapless in the charge degree of free-
dom but gapped in the spin sector. This gap behavior of the
metallic SF state at δ = 0 continues to the doped cases of
U > USF. However, it is distinct from the case of the nonin-
teracting SF state ΦSF in the sense that spin-charge separation
occurs. In doped cases, ΨSF has a segmentary Fermi surface
near the nodal point (π/2, π/2) but is gapped near the anti-
nodal (π, 0) (Fig. 13). By analyzing the kinetic energies (Et),
we found that Et(Ψd) < Et(ΨSF) < Et(ΨN) for a large U/t,
meaning that a kinetic-energy-driven SC takes place even if
we assume that the SF state is realized above Tc.
(3) Although ΨSF is unstable toward phase separation for
t′/t ∼ 0 in accordance with the feature in the t-J model,61
ΨSF restores stability against inhomogeneity for t′/t ∼ −0.3.
This aspect is similar to that of AF states.35, 38, 113
(4) For the simple square lattice (t′/t = 0), the stable SF
area is δ . 0.1. In the anisotropic triangular lattice (|t′/t| > 0),
this area does not expand. In the frustrated square lattice, how-
ever, the t′ term makes this area expand to δ . 0.16 for
−0.4 . t′/t . −0.1 (hole-doped cases) but shrink to a very
close vicinity of half filling for t′/t > 0 (electron-doped cases)
(Fig. 15). This change is mostly caused by the sensitivity of
ΨN to t′, while ΨSF is insensitive to t′ because it is defined
suitably for the square-lattice plaquettes. This result may be
related to the fact that pseudogap behavior is not clearly ob-
served in electron-doped cuprates.130–135
(5) On the basis of this study and another study,38 we argue
that the SF state does not coexist with d-SC as a homogeneous
state and is not an underlying normal state from which d-SC
arises. This is because the SF state has no Fermi surface in
the antinodes necessary for generating d-SC. However, when
the optimized θ becomes small (for δ ∼ δSF), coexistence is
possible. The coexistence of SF and AF orders also does not
occur for t′/t & −0.05;129 further study is needed to clarify
the cases of t′/t . −0.05.
(6) The local circular current in a plaquette, which is an
order parameter of the SF phase, is strongly suppressed in the
large-U/t region, but it does not vanish even in the insulating
phase. A so-called chiral Mott insulator is realized.
(7) We showed that the spin current state (or spin-nematic
state) is not stabilized for the t-J and Hubbard models.
Because these results are mostly consistent with the behav-
iors in the pseudogap phase of cuprates, the SF state should be
reconsidered as a candidate for the anomalous ‘normal state’
competing with d-SC in the underdoped regime. Note that the
AF state is considerably stabilized in a wide region of the
Hubbard model.38 Therefore, possible disordered AF [type-
(ii)] is another candidate for the pseudogap phase, although
the symmetry breaking is different. Besides this claim, there
are relevant subjects left for future studies. (i) What will be
the phase transition between the SF and d-SC states if the SF
state is the state above Tc? (ii) In this study, we treated the
SF and d-SC states independently. However, it is important to
check directly whether the two orders coexist,15, 28, 29 and how
the coexistent state behaves, if it exists.44, 136 (iii) In this study,
we introduced a phase factor for the doublon-holon processes.
It will be worthwhile to search a useful phase factor that con-
trols isolated (doped) holons for δ > 0. (iv) It will be intrigu-
ing to search for a low-lying circular-current state other than
the SF state and the state proposed by Varma.90, 121, 122
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Appendix A: Details of Bare Staggered Flux State
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Fig. A·1. (Color online) (a) Coordinates in the extended unit cell used in
HSF. (b) Currents in staggered spin current state for up and down spins dis-
cussed in Appendix C. The arrows denote the directions of easy flow.
In this Appendix, we give a definition of the one-body SF
state ΦSF used in this study (see Sect. 2.2) and summarize its
characteristic properties. ΦSF is the ground state of a nonin-
teracting SF Hamiltonian HSF(θ) written as
HSF = −t
∑
j∈A,σ
[
eiθ
(
c
†
A j,σcB j,σ + c
†
A j,σcB j−2x,σ
)
+e−iθ
(
c
†
A j,σcB j−x+y,σ + c
†
A j,σcB j−x−y,σ
)
+ H.c.
]
(A·1)
in the sublattice (A,B) representation [see Fig. A·1(a)]. Here,
we abbreviate r j (the position of site j) as j, and x (y) is the
unit vector in the x (y) direction. For θ = 0, HSF is reduced to
Ht in Eq. (1). HSF is diagonalized as
HSF =
∑
k,σ
[
ESF− (k) α†kσαkσ + ESF+ (k) β†kσβkσ
]
, (A·2)
with the band dispersions given as
ESF± (k) = ±2t Sθ,k, (A·3)
by applying the unitary transformation(
cAkσ
cBkσ
)
=
1√
2
(
γθ,k γθ,k
1 −1
) (
αkσ
βkσ
)
, (A·4)
where
γθ,k =
e−ikx
(
eiθ cos kx + e−iθ cos ky
)
Sθ,k (A·5)
with Sθ,k given in Eq. (6). The lower band dispersion can be
transformed to the form of Eq. (7). The one-body SF state for
n ≤ 1 is given by filling the lower band as
ΦSF =
∏
k∈kF(θ),σ
α
†
kσ |0〉 =
∏
k∈kF(θ),σ
1√
2
(
γθ,k c
†
Akσ + c
†
Bkσ
)
|0〉,
(A·6)
which leads to Eq. (4) by applying the Fourier transformation,
cΛ jσ =
√
2
Ns
∑
k
eik·r j cΛkσ. (Λ = A,B) (A·7)
14
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Because ΦSF is a current-carrying state, ΦSF is essentially
complex except when 4θ = 0 and π.
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Fig. A·2. (Color online) Total energies per site of ΦSF measured from that
of ΦN [Eq. (A·8)] are drawn as functions of θ for (a) the SF Hamiltonian
[Eq. (A·1)] and (b) the Hubbard Hamiltonian [Eq. (1)]. In (a), Eqs. (A·10)
and (A·12) are used with a common θ in ΦSF and HSF as the ground state.
In (b), Eqs. (A·9) and (A·11) are used with θ being varied in ΦSF; we plot
VMC data for some cases in addition to the analytic result at half filling. We
confirmed that P has almost no effect for U = 0. t′ is fixed at 0.
The total energy per site of ΦSF measured from that of the
bare Fermi sea ΦN is written as
˜E = ESF − EN. (A·8)
Here, EN for ΨN is obtained for the Hubbard model [Eq. (1)
with U = 0] through
EN =
1
Ns
〈ΦN|Ht|ΦN〉
〈ΦN|ΦN〉 =
1
Ns
∑
k∈kF(θ=0),σ
εk, (A·9)
where εk [Eq. (8)] is the bare dispersion of an ordinary Fermi
sea, and EN is obtained for the SF model [Eq. (A·1)] through
EN =
1
Ns
〈ΦN|HSF|ΦN〉
〈ΦN|ΦN〉 =
1
Ns
∑
k∈kF(θ=0),σ
ESF− (k). (A·10)
The energy of ΦSF for the Hubbard model is given by
ESF =
〈ΦSF|Ht|ΦSF〉
Ns〈ΦSF|ΦSF〉 = −
2t cos θ
Ns
∑
k∈kF(θ),σ
(
cos kx + cos ky
)2
Sθ,k ,
(A·11)
and that for the SF Hamiltonian is given by
ESF =
1
Ns
〈ΦSF|HSF|ΦSF〉
〈ΦSF|ΦSF〉 =
1
Ns
∑
k∈kF(θ),σ
ESF− (k). (A·12)
In Fig. A·2(a), we show ˜E/t for HSF as a function of θ. Be-
cause ΦSF is the exact ground state of HSF, ˜E/t ≤ 0 holds; at
half filling, ESF and EN are identical because the Fermi sur-
faces of ΦN and ΦSF are identical, but the energy of ΦSF is
sizably reduced as δ or θ increases. In contrast, for the Hub-
bard model with U = 0 (Ht), ˜E/t is positive because the exact
ground state of Ht is ΦN [ΦSF(θ = 0)]. ˜E/t monotonically in-
creases as θ increases, as shown in Fig. A·2(b). For θ ∼ 0, ESF
in Eq. (A·11) increases quadratically as
ESF = EN + θ2t
∑
k∈kF (θ),σ
(
cos kx − cos ky
)2
∣∣∣cos kx + cos ky∣∣∣ + · · · , (A·13)
at least for δ = 0. Hence, the SF state is unlikely to be stabi-
lized even if U/t is added as a perturbation; this feature is in
agreement with that for U < USF discussed in Sects. 3 and 4.
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Fig. A·3. (Color online) Energy dispersion of the bare SF state ΦSF for
several values of θ along (0, 0)-(π, 0)-(π/2, π/2)-(0, 0).
The (lower) band structure of the bare SF state, ESF− (k)
[Eq. (A·3)], is shown in Fig. A·3 for several values of θ. In
the ordinary Fermi sea (θ = 0), the band top is degenerate
along the AF Brillouin zone edge (π, 0)-(0, π)-(−π, 0)-(0,−π),
namely, the nesting condition is completely satisfied at half
filling. By introducing θ, this degeneracy is lifted and the band
top becomes located at (π/2, π/2) and the three other equiv-
alent points. In particular, for the π-flux state (θ = π/4), the
band top forms an isotropic Dirac cone centered at (π/2, π/2).
This cone becomes elongated in the (π, 0)-(0, π) direction as θ
decreases from π/4.
This peculiar band structure brings about anomalous prop-
erties in ΦSF. At half filling, the state for θ > 0 is not a con-
ventional metal. Although it is not explicitly shown here, n(k)
is a smooth continuous function except for a discontinuity at
k = (π/2, π/2), and N(q) = S (q) becomes a quadratic func-
tion of |q| for |q| → 0. In a doped case, a Fermi surface appears
that is made of a cross section of the elongated Dirac cone
near k = (π/2, π/2), which is shown in Fig. A·4 for some
values of θ and δ and is reminiscent of a Fermi arc or hole
pocket observed in cuprates by ARPES and so forth. This is
in contrast to the d-SC state Φd, in which the Fermi surface is
a point on the nodal line irrespective of the value of δ. As δ in-
creases or θ decreases, this segmentary Fermi surface of ΦSF
becomes longer, and the gap region shrinks to the vicinity of
the antinodal points. However, the behavior of N(q) [= S (q)]
for |q| → 0 in doped ΦSF is basically unchanged from that
at half filling. This gap behavior differs from the case of the
metallic SF state ΨSF for U > USF, as discussed in Sects. 3.3
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Fig. A·4. (Color online) Fermi surfaces of the bare SF state ΦSF shown for (a) θ = 0.0625, (b) θ = 0.125, and (c) θ = 0.25 (π flux) for some doping rates. k
points near kF (k ∈ kF) for L = 1000 are plotted. The (π, π)-folded Brillouin zone edge is shown by a gray dash-dotted line.
and 4.2.
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Fig. A·5. (Color online) Local circular currents of one-body SF state (ΦSF)
are shown as functions of Peierls phase for four doping rates. The data are
numerically computed using Eq. (A·14) for L = 200. For comparison, VMC
data of ΨSF for U/t = 12 and L = 12 are shown for four values of δ.
The local circular current defined by Eq. (18) is calculated
for ΦSF as
JC = −2t sin θNs
∑
k∈kF(θ),σ
(
cos kx − cos ky
)2
Sθ,k , (A·14)
and is shown in Fig. A·5; the optimal θ is always 0 for
the Hubbard model [Fig. A·2(a)]. For comparison, data for
strongly correlated cases are also plotted. Here, we only point
out two notable features. (i) As δ increases, |JC| decreases for
the noninteracting ΦSF, while |JC| increases for the strongly
correlated ΨSF for the Hubbard model with U/t = 12. (ii) As
the interaction increases, |JC| is markedly reduced.
Appendix B: Staggered Flux State for t-J Model
In this Appendix, we summarize the stability of the SF state
in t-J-type models with calculations of reliable accuracy for a
comparison with the Hubbard model treated in the main text.
For this purpose, we include the following three-site (or pair-
hopping) term H3site, which is the same order as HJ [t2/U
(= J/4)] in the strong-coupling expansion:
Ht-J = Ht +HJ , H3 = Ht-J +H3site, (B·1)
with
Ht = −t
∑
〈i, j〉,σ
(
c˜
†
iσc˜ jσ + H.c.
)
, (B·2)
HJ = J
∑
〈i, j〉
(
Si · S j − 14 n˜in˜ j
)
, (B·3)
H3site = − J4
∑
j,τ,τ′,σ
(
c˜
†
j,−σc˜ j,−σc˜
†
j+τ,σc˜ j+τ′,σ
+c˜
†
j+τ,−σc˜ j,−σc˜
†
j,σc˜ j+τ′,σ
)
, (B·4)
where c˜ jσ = c jσ(1 − n j−σ), n˜ j = ∑σ c˜†jσc˜ jσ, and S j =
1
2
∑
α,β c
†
jασαβc jβ with σ being the Pauli matrix for S = 1/2
spins. We callHt-J the t-J model andH3 the three-site model.
In doped cases, the behavior of the Hubbard model should be
more similar to that of H3. Here, we disregard diagonal hop-
ping terms for simplicity.
To these models, we apply a VMC scheme similar to that
for the Hubbard model. As a many-body factor, we use only
the complete Gutzwiller projector, P = PG with g = 0,
as in previous studies.32, 43, 44, 60 Thus, ˜ΨSF = PG(0)ΦSF(θ)
[ ˜ΨN = PG(0)ΦN] has one [no] variational parameter. Here,
we concentrate on the decrease in energy of ˜ΨSF from that of
˜ΨN,
˜E = ESF(θ) − EN, (B·5)
where EN = ESF(θ = 0).
First, we consider the half-filled case (δ = 0), in which Et
(= 〈Ht〉/Ns) and E3site (= 〈H3site〉/Ns) vanish; the total en-
ergy is given by the exchange term E = EJ = 〈HJ〉/Ns. In
Fig. B·1, we plot ˜EJ/J (= ˜E/J) as a function of θ. ˜EJ has
a minimum at θ/π ∼ 0.08. Because ˜ΨSF is equivalent to the
d-SC state ˜Ψd = PGΦd owing to the SU(2) symmetry,39, 52
the minimum energy of ˜ΨSF [e.g., ESFJ /J = −1.1396(4) for
L = 10] coincides with that of ˜Ψd [EdJ/J = −1.1398].32 This
value is very low and broadly comparable to the minimum
energy of the AF state on the same footing, ˜ΨAF = PGΨAF
[EAF/J = −1.1412].53 Thus, the SF state is very stable at half
filling irrespective of the value of J/t.
For doped cases (δ > 0), Et and E3site also make contribu-
tions. Figure B·2 shows the θ dependence of the three energy
components of ˜ΨSF measured from those of ˜ΨN. By introduc-
ing θ, the exchange energy is lowered ( ˜EJ/J < 0), similarly
16
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Fig. B·2. (Color online) Energy components of SF state measured from those of ΨN as functions of θ: (a) exchange term 〈HJ 〉, (b) hopping term 〈Ht〉, and
(c) three-site term 〈H3site〉. In each panel, data for several doping rates are plotted. The cusplike foldings appearing for δ > 0 are caused by the discontinuous
change in the occupied k-points in ΦSF as θ varies owing to a finite L.
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Fig. B·1. (Color online) Exchange energy per site ˜EJ/J of ˜ΨSF measured
from that of ˜ΨN at half filling as a function of θ. The graph is symmetric with
respect to θ/π = 1/4 (π-flux). The inset shows the magnification near the
minimum (θopt) of the smaller θ. Data for four values of L are compared.
to the case of half filling, in a wide range of δ [Fig. B·2(a)];
| ˜EJ |/t is large, especially near half filling. In contrast, ˜Et/t and
˜E3site/J monotonically increase with θ, namely, they desta-
bilize the SF state, and become more marked as δ increases
[Figs. B·2(b) and B·2(c)]. For fixed values of δ and J/t, the
total energy ˜E/t is the sum of these competing components.
For example, in Fig. B·3, we plot ˜E/t for the t-J and three-site
models for typical values of δ and J/t of underdoped cuprates.
We find that ΨSF is stable with respect to ΨN in a wide range
of J/t. Because ˜E3site/J is disadvantageous to the SF state
[Fig. B·2(c)], the decrease in ˜E3/t is somewhat smaller than
that in ˜Et−J/t.
Finally, we look at the δ dependence of the stability of ˜ΨSF.
In Fig. B·4(a), we plot the energy gain or difference of ˜ΨSF as
compared with ˜ΨN, defined as
∆E(SF) = E(N) − E(SF), (B·6)
for J/t = 0.3. Note that ∆E has the inverse sign to ˜E. In
Fig. B·4(b), we show the optimized θ (θopt). The behavior of
θopt is similar to that of ˜E, but θopt vanishes abruptly at the
boundary δSF owing to finite-size effects. From the system-
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Fig. B·3. (Color online) Total energies of the SF state (ΨSF) measured from
that of ΨN plotted as a function of θ for (a) the t-J model and (b) the three-
site model. The doping rate is fixed at 0.08 and the values of J/t are chosen
appropriately for cuprates. The values of U/t in (b) are converted using J =
4t2/U . Arrows in both panels indicate the energy gains ∆E/t by the SF state
for J/t = 0.3.
size dependence, the range of the SF state seems to expand to
some extent in the thermodynamic limit.
Appendix C: Staggered Spin Current State
In this Appendix, we study the staggered spin cur-
rent (SSC) state ΨSSC = PΦSSC,40, 63, 64 as illustrated in
Fig. A·1(b). The one-body state, ΦSSC, is obtained as the
ground state of the noninteracting SSC model written as
HSSC = −t
∑
i∈A,σ
[
eiθs(σ)
(
c
†
Ai,σcBi,σ + c
†
Ai,σcBi−2x,σ
)
+e−iθs(σ)
(
c
†
Ai,σcBi−x+y,σ + c
†
Ai,σcBi−x−y,σ
)
+ H.c.
]
, (C·1)
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Fig. B·4. (Color online) (a) Doping rate dependence of energy gain of SF
state measured from the energy of ΨN for the t-J (∆E2) and the three-site
(∆E3) models. Data for three values of L are plotted for each model. (b)
Optimized values of θ in SF state as functions of doping rate.
where s(σ) = 1 or −1 according to whether σ =↑ or ↓. HSSC
is diagonalized in the same way as HSF. The energy disper-
sion is identical to ESF± (k) [Eq. (A·3)]. Consequently, we have
ΦSSC =
∏
k∈kF ,σ
1√
2
[
γσk (θ) c†Akσ + c†Bkσ
]
|0〉, (C·2)
γσk (θ) =
e−ikx
(
eiθs(σ) cos kx + e−iθs(σ) cos ky
)
Sθ,k . (C·3)
ΦSSC has a doubled unit cell but, in contrast to ΨSF, it has no
magnetic flux and preserves the time-reversal symmetry. The
SU(2) symmetry is broken in ΦSSC even at half filling.
For the noninteracting Hubbard model, it is trivial that ˜E
[= ESSC(θ) − EN] increases as θ increases because ΨN is the
exact ground state and ESSC(θ) is equivalent to ESF(θ) [see
Eq. (A·13)]. To consider strongly correlated cases, we apply
˜ΨSSC = PG(0)ΦSSC to the t-J-type model 〈H3〉 in Eq. (B·1) in
the same manner as ˜ΨSF in Appendix B. Figure C·1 shows the
θ dependence of the three energy components of H3. The be-
havior of ˜Et/t and ˜E3/J is similar to that of ˜ΨSF [Figs. B·2(b)
and B·2(c)]. In contrast to ΨSF, however, ˜EJ/J also mono-
tonically increases with θ. The cause of this difference is dis-
cussed in Sect. 6.1. Because every component of the energy
increases as θ increases, we conclude that ΨSSC never has a
lower energy than ΨN for δ ∼ 0 and positive J/t.
Although we have argued that ΨSSC is not stabilized in
the square-lattice t-J and Hubbard models, a recent VMC
study125 showed that an SSC state has a lower energy than the
paramagnetic state for the Heisenberg model on anisotropic
triangular lattices with J′ ∼ J in magnetic fields.118
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Fig. C·1. (Color online) Energy components of staggered spin current state measured from those of ΨN = ΨSSC(θ = 0), similarly to in Fig. B·2. In (a), data
for three values of L are compared at half filling to show the small finite-size effect.
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