The Potts model is a generalized Ising model with Q > 2 components. In the fully connected ferromagnetic Potts model, a first-order phase transition is induced by varying thermal fluctuations. Therefore, the computational time required for obtaining the ground states by simulated annealing increases exponentially with the system size. This study analytically verifies that the transverse magnetic-field quantum annealing also induces a first-order phase transition. This result implies that the quantum annealing does not show an exponential acceleration for the ferromagnetic Potts model. In order to avoid the first-order phase transition, we propose an iterative optimization method using a half-hot constraint that is applicable to both quantum and simulated annealing. In the limit of Q → ∞, a saddle point equation under the half-hot constraint is observed to be identical to that of the fully connected ferromagnetic Ising model, confirming a second-order phase transition. We further denote a same relation between the fully connected Potts glass model and the Sherrington-Kirkpatrick model under assumptions of the static approximation and the replica symmetric solution. The proposed method is expected to be utilized to efficiently obtain low-energy states of Potts models using Ising-type computers such as the D-Wave quantum annealer and the Fujitsu Digital Annealer.
I. INTRODUCTION
The combinatorial optimization problems, which minimize the cost function with discrete variables, exhibit significant real-world applications. Further, the cost function of a combinatorial optimization problem can be generally mapped to the Hamiltonian of a classical Ising model [1] . Simulated annealing (SA) [2] is a heuristic algorithm that searches the ground state of a Hamiltonian, exploiting thermal fluctuations to escape the local minima. In contrast to SA, quantum annealing (QA) [3] , strongly related to adiabatic quantum computation [4] , escapes the local minima through the tunneling effects induced by the quantum fluctuations, which are usually imposed by a transverse magnetic field. At the beginning of QA, the strong transverse magnetic field is applied, and the system is set in the trivial ground state with all the spins aligned along the transverse magnetic field. Then, it is reduced toward zero, and the system evolves according to the Schrödinger equation. Given that the system changes sufficiently slowly, it remains close to the instantaneous ground state of the time-dependent Hamiltonian, according to the adiabatic theorem [5] . Whether the quantum effects accelerate the computation of searching ground states is one of the main research topics, that has been addressed in several publications [6] [7] [8] [9] [10] [11] . Recently, D-Wave Systems Inc. has developed commercial QA machines based on the superconducting flux qubits [12] . The performance of QA and SA has been compared in experimental studies on QA machines [13] [14] [15] . Additionally, the applicability of QA machines to practical problems has also been demonstrated [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Further improvements to QA machines have also been deeply discussed. One of the promising directions of improvements is to implement the XX interaction and introduce a nonstoquastic Hamiltonian. Except for certain cases [32] , the XX interaction and other non-trivial quantum fluctuations hamper efficient classical computations due to a sign problem. However, the non-trivial quantum fluctuations accelerate the computation of several specific problems [33] [34] [35] [36] [37] . The introduction of non-trivial quantum fluctuations might be essential for achieving quantum supremacy and for boosting the power of quantum annealing.
In this study, we analytically investigate the phasetransition order during QA and SA in the fully connected ferromagnetic Potts model, based on the mean-field theory. The Potts model is a generalized Ising model with Q > 2 components [38] . Many cost functions in practical problems can be naturally mapped to the Hamiltonian of a Potts model rather than that of an Ising model. While obtaining the ground state, the D-Wave quantum annealer requires that the Hamiltonian of the Potts model is represented in the same form as the Ising model. This is generally achieved by imposing a one-hot constraint [1] . We denote that a first-order phase transition occurs during QA in the fully connected ferromagnetic Potts model, whose Hamiltonian is represented by that of an Ising model under the one-hot constraint. This result implies that the computational time of QA increases exponentially with the system size, as with SA. Then, in order to avoid the first-order phase transition, we propose an iterative optimization method with a half-hot constraint that is applicable to both QA and SA. Under the half-hot constraint and in the limit of Q → ∞, the saddle point equation is identical to that of the fully con-nected ferromagnetic Ising model, indicating a secondorder phase transition. We further verify the same relation between the fully connected Potts glass model [39] and the Sherrington-Kirkpatrick (SK) model by assuming the static approximation and the replica symmetric solution. According to these results, the difficulty of obtaining the ground states of a Potts model might be reducible to that of obtaining the ground states of the corresponding Ising model by introducing the half-hot constraint. The proposed method is not limited to the D-Wave quantum annealer but is suitable also for optimizations on the Fujitsu Digital annealer [40] , and other Ising-type computers.
The remainder of this study is organized as follows. Section II briefly explains the one-hot representation of the Potts models. Section III verifies that a first-order phase transition occurs during QA and proposes an iterative optimization under the half-hot constraint, which avoids the first-order phase transition in the fully connected ferromagnetic Potts model. Section IV investigates the iterative optimization of the fully connected Potts glass model under the half-hot constraint, and Section V presents our discussion and conclusion.
II. ONE-HOT REPRESENTATION OF POTTS MODELS
This section briefly explains the one-hot representation of Potts models. The Hamiltonian of the Potts model investigated in this study is
where S i ∈ (1, 2, ..., Q) is a Potts spin with Q components, N represents the number of Potts spins, J ij is an interaction between two Potts spins, and δ is the Kronecker delta function. Using the one-hot constraint, this Hamiltonian can be represented in terms of binary variables as follows:
where x qi ∈ (0, 1) is binary variable, the second term formulates the one-hot constraint, and λ controls the strength of the one-hot constraint. In this representation, Q binary variables {x qi } q=1,2,...,Q are assigned to each S i . When x qi = 1, the component q is selected for S i . The one-hot constraint restricts optimal solutions to states in which one component is selected for each Potts spin. The Potts spin S i is then given by
By writing x qi = (1−σ qi )/2, Eq. (2) can be easily rewritten as the Hamiltonian of a Ising model. In the following section, however, we employ the Hamiltonian as shown below:
In Eq. (4), the binary variables x qi in the first term of Eq. (2) 
III. ANNEALING OF THE FERROMAGNETIC POTTS MODEL
This section analytically investigates the order of the phase transitions during QA in the fully connected ferromagnetic Potts model and proposes an iterative optimization under the half-hot constraint. The proposed method is applicable to both QA and SA. The Hamiltonian of QA is given as follows:
where J > 0, and Γ controls the strength of the transvers magnetic field. Equation (5) 
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We denote that a first-order phase transition occurs during QA when Q > 2. By applying the Suzuki-Trotter formula [41] and introducing the closure relations,
the partition function can be rewritten as follows:
and {σ
is the summation over all the spin configurations in the z basis for the Trotter slice t. The first term of H 0 can be reduced to the following form using the Hubbard-Stratonovich transformation [42] :
. (14) By substituting Eq. (14) into Eq. (10) and applying the static approximation followed by the inverse operation of the Suzuki-Trotter formula, we can obtain
The exponent of Eq. (15) is proportional to N , and the integrals of m q can be evaluated by the saddle point method in the limit of N → ∞. The free energy at β → ∞ is given by
where ε (eff) min ({m q }) is the lowest eigenvalue ofĤ (eff) , and
min ({m q }) can be numerically calculated for small Q. The order parameters {m q } are determined as the minimizer of the free energy. Because the one-hot constraint is used inĤ 0 , we can divide the Q order parameters {m q } q=1,2,...,Q into two groups; one negative order parameter m (−) and Q − 1 positive order parameters m
at small Γ. The trivial ground state of the Hamiltonian at Γ = 0 is m (−) = −1 and m (+) = +1. The order parameters m (±) as functions of Γ for Q = 2,3, and 4 are plotted in Figs. 2, 3, and 4. In all cases, λ is set to 1. While a second-order phase transition occurs for Q = 2, a first-order one occurs for Q > 2. These results imply that the computational time of QA increases exponentially with the system size N for the fully connected ferromagnetic Potts model for Q > 2, as with SA.
The first-order phase transition is caused by the longitudinal magnetic field of the one-hot constraint term, whose strength is λ(Q − 2)/Q. Because λ(Q − 2)/Q > 0 for Q > 2, both order parameters m (±) become positive when Γ is large, though m (±) must be m (±) ≷ 0 when Γ is small. Consequently, the order parameters discontinuously change from m (±) > 0 to m (±) ≷ 0 by decreasing Γ. This biased m (±) at large Γ, which originates from the longitudinal magnetic field of the one-hot constraint term, causes the first-order phase transition. While for Q = 2, the longitudinal magnetic field is equal to zero; therefore the order parameters continuously change from m (±) = 0 to m (±) ≷ 0.
B. Iterative optimization In order to avoid the first-order phase transition, we propose an iterative optimization under the half-hot constraint. In this scenario, the cost function is given bŷ
where the second term is the half-hot constraint. After optimizing the cost function, Q/2 components are selected from the original Q components. Using Eq. (5), we can rewrite the Hamiltonian as follows:
(20) Note that the longitudinal magnetic field of the half-hot constraint is equal to zero. Following the method described in the previous subsection, the free energy in the limits of N → ∞ and β → ∞ is calculated as
and ε (eff) min represents the lowest eigenvalue ofĤ (eff) . As described for the one-hot constraint, we divide the order parameters {m q } q=1,2,...,Q into two groups; negative Q/2 order parameters m is not biased at large Γ. By iterating the optimization under the half-hot constraint twice, we obtain the ground state of the fully connected ferromagnetic Potts model with Q = 4 components. Two of the four components are selected by the first optimization, and one of the two components is selected by the second optimization.
C. Optimization under the half-hot constraint in the limit of Q → ∞
In this subsection, we analytically verify that the firstorder phase transition can be avoided even in the limit of Q → ∞. Thus, the ground states of the ferromagnetic Potts model can be obtained by iterating the optimization under the half-hot constraint log 2 Q times, where the computational time of each optimization is polynomial.
The mean-field theory can be applied to the second term of Eq. (20) in the limit of Q → ∞. Using the delta function and its Fourier transformation, the second term can be rewritten as
The evaluation of the integrals of k i by the saddle point method yields
By substituting Eqs. (14) and (24) into Eq. (10) and applying the static approximation followed by the inverse operation of the Suzuki-Trotter formula, we obtain
ln 2 cosh βΞ qi , (26) where
The integrals of m q and M i can be evaluated by the saddle point method, where the saddle point equations are given by
The above simultaneous equations contain an infinite number of unknown quantities. In order to obtain a physically reasonable solution of these equations, we assume the following symmetries:
• m q are equally divided into m q = m (+) ≥ 0 and m q = m (−) ≤ 0.
• |m
From Eqs. (28) and (29), m q and M i are observed to satisfy
The right hand side of this expression vanishes under the second and third assumptions, and the first assumption yields M = 0. Substituting M i = 0 into Eq. (28) yields
The right hand side of Eq. (31) is an odd function, consistent with the third assumption. The saddle point equation (31) is identical to that of the fully connected ferromagnetic Ising model, meaning that the half-hot constraint removes the first-order phase transition during both QA and SA even when Q → ∞.
IV. ANNEALING OF THE POTTS GLASS MODEL
This section verifies that the saddle point equations of the fully connected Potts glass model under the half-hot constraint are identical to those of the SK model. The Hamiltonian is given as follows:
A. Free energy and saddle point equations assuming the replica symmetric solution and the static approximation
The free energy can be evaluated by applying the replica trick [43] ,
where the square brackets indicate that the quantity is averaged over the disorder. By applying the SuzukiTrotter formula, we obtain
where
and σ (t,α) qi represents the z spin in Trotter slice t and replica α. Note that the exponent of the integrand is summed over q in addition to t and α. Therefore, to explicitly formulate the free energy, assumptions of symmetry for q will be required. By assessing the integrals and introducing appropriate order parameters, we obtain
The saddle point equations are given as follows:
where the average < · · · > Li is done with respect to the effective Hamiltonian L i .
Next, we apply the static approximation and assume the following replica symmetric solution:
As q = 1, 2, ..., Q are equally treated in Eqs. (32), (33), and (34), we further assume that θ′ and ϕ′ are independent of (q, q ′ ).
The resulting expression of the free energy is given by
and
The order parameters are determined as the minimizer of the free energy, and the saddle point equations are given by
Because θ and ϕ are of order Q −1 , θ, ϕ → 0 in the limit of Q → ∞. As described for the ferromagnetic Potts model, we assume the following symmetries:
From Eqs. (58) and (61), m q and M i satisfy
The right hand side of this expression vanishes under the second and third assumptions, and the first assumption yields M = 0. By substituting θ = ϕ = 0 and M i = 0 into the above saddle point equations, we obtain
These saddle point equations are identical to those of the SK model in the transverse magnetic field [44] , meaning that the QA and SA of the Potts glass model under the half-hot constraint undergo the same phase transitions as the SK model.
B. Applicability of the iterative optimization under the half-hot constraint to the Potts glass model
Obviously, we can obtain the ground states of the ferromagnetic Potts model by the iterative optimization under the half-hot constraint, if each optimization is successfully solved. However, it is unclear whether the proposed method can retrieve the ground states of the Potts glass model. As shown in Fig. 6 , the ground states of Eq. (33) are consist of the degenerated ground states of the SK model. The individual ground states of the SK model are denoted by GS i , and GS i is the ground state of the SK model whose spins are all reversed from GS i . The state shown in Fig. 6 simultaneously minimizes both the first and second terms in Eq. (33), meaning its optimality. {GS i } i=1,2,...,Q/2 can be selected from numerous combinations. Moreover, depending on {GS i }, the Hamiltonian will change between the first and second iterations. Figure 7 shows the local interactions in the second iteration for Q = 4. There are three cases.
1. The same components are selected for the adjacent Potts spins in the first iteration. In this case, the local interactions in the first and second iterations are identical except for the number of components. If the optimization in the first iteration is successfully solved for the ferromagnetic Potts model, the Hamiltonian in the second iteration consists of this local interaction alone.
2. Different components are selected for the adjacent Potts spins in the first iteration. In this case, the Potts spins are independent in the second iteration. If the optimization in the first iteration is successfully solved for the anti-ferromagnetic Potts model, the Hamiltonian in the second iteration consists of this local interaction alone.
3. One of the two selected components is same for the adjacent Potts spins. In this case, effectively different components interact in the second iteration. After successful optimization in the first iteration, this local interaction is observed neither in the ferromagnetic Potts model nor the anti-ferromagnetic Potts model.
The Hamiltonian of the Potts glass model in the second iteration contains all kinds of the above local interactions and changes from that in the first iteration. Although the proposed method should be applicable also to the Potts glass model, it is not verified whether all the combinations of {GS i } finally converge to the original ground states. The validity of the proposed method for the Potts glass model must be investigated in a future work.
V. DISCUSSION AND CONCLUSION
We analytically investigated the order of phase transitions during QA and SA in the fully connected ferro- 
The ground states of the SK model {GSi} and {GSi} minimize the first term, and the pairs of (GSi, GSi) satisfy the halfhot constraint. Consequently, this spin configuration minimizes both the first and second terms of Eq. (33).
magnetic Potts model. As with SA, QA undergoes the first-order phase transition when Q > 2. It is conjectured that the computational time of QA increases exponentially with the system size N , and QA does not show exponential acceleration for obtaining the ground state of the ferromagnetic Potts model. In order to avoid the first-order phase transition, we proposed the iterative optimization under the half-hot constraint. The proposed method is applicable to both QA and SA and is suitable for the optimization on the Ising-type computers such as the D-Wave quantum annealer and the Fujitsu Digital Annealer. The first-order phase transition is caused by the longitudinal magnetic field of the one-hot constraint term, which biases the order parameters m (±) > 0 when Γ is large. In contrast, the half-hot constraint annuls the longitudinal magnetic field. Consequently, as Γ decreases, m (±) continuously change from m (±) = 0 to m (±) ≷ 0. We verified that the saddle point equation is identical to that of the fully connected ferromagnetic Ising model in the limit of Q → ∞. Therefore, the firstorder phase transition is avoided even when Q → ∞. This indicates that the ground states of the ferromagnetic Potts model can be obtained by iterating the proposed optimization under the half-hot constraint log 2 Q times, where the computational time of each optimization is polynomial.
We further investigated the half-hot optimization of the fully connected Potts glass model. As observed in the ferromagnetic Potts model, the saddle point equations of the Potts glass model under the half-hot constraint are identical to those of the SK model in the limit of Q → ∞. This result indicates that QA and SA of the Potts glass model under the half-hot constraint undergo the same phase transitions as those of the SK model. The ground states of the first iteration consists of the degenerated ground states of the SK model {GS i }. In the second iteration, the Hamiltonian strongly depends on the combination of {GS i }. Although the proposed method is expected to be applicable to the Potts glass model, whether all the combinations of {GS i } finally lead to the original ground states of the Potts glass model is not clarified and should be assessed in a future work.
The free energy can be evaluated using the replica trick,
where the square brakets indicate average over the disorder. By applying the Suzuki-Trotter formula, we obtain
and σ (t,α) qi represents the z spin in Trotter slice t and replica α. The integrals of J ij can be easily calculated as shown below:
(A.8) The first and second terms of the exponent of Eq. (A.8) are rewritten as follows:
Substitution of the above equations into Eq. (A.8) yields
(A.11)
Then, by applying the Hubbard-Stratonovich transformation for each term of the exponent, we obtain the free energy as 
it . (A.25)
As q = 1, 2, ..., Q are equally treated in Eqs. (A.1), (A.2), and (A.3), we further assume that θ′ and ϕ′ are independent of (q, q ′ ).
The resulting expression of L i is given by 
