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New quantum codes from dual-containing cyclic codes
over finite rings
Yongsheng Tang1, Shixin Zhu2, Xiaoshan Kai2, Jian Ding3
Abstract Let R = F2m +uF2m + · · ·+u
k
F2m , where F2m is the finite field with 2
m elements, m is a
positive integer, and u is an indeterminate with uk+1 = 0. In this paper, we propose the constructions
of two new families of quantum codes obtained from dual-containing cyclic codes of odd length over
R. A new Gray map over R is defined and a sufficient and necessary condition for the existence of
dual-containing cyclic codes over R is given. A new family of 2m-ary quantum codes is obtained via
the Gray map and the Calderbank-Shor-Steane construction from dual-containing cyclic codes over R.
In particular, a new family of binary quantum codes is obtained via the Gray map, the trace map and
the Calderbank-Shor-Steane construction from dual-containing cyclic codes over R.
Key words Quantum codes; dual-containing cyclic codes; Gray map; trace map
1 Introduction
Quantum codes play an important role not only in quantum communication but also in
quantum computation. Since quantum codes provide a guarantee for quantum computation
and quantum communication, the construction of quantum codes with good parameters has
been an important topic in quantum information. After the work of Calderbank et al.[1] gave a
thorough discussion of the principles of quantum codes, the most of the constructions of quan-
tum codes were transformed to construct self-orthogonal (or dual-containing) classical codes.
Many works have been done for constructing good binary quantum codes by using classical
codes, such as Bose-Chaudhuri-Hocquenghem (BCH) codes, Reed-Solomon codes, Reed-Muller
codes and algebraic geometric codes (see Refs. 2-6). Some of these constructions were general-
ized to the case of nonbinary quantum codes, since nonbinary quantum codes can be applied in
fault-tolerant quantum computation. Ashikhmin and Knill[7] constructed nonbinary quantum
codes by using classical self-orthogonal codes. Ketkar et al.[8] constructed many families of non-
binary quantum codes, including quantum Hamming codes, quadratic residue codes, quantum
Melas codes, quantum BCH codes, and quantum character codes. La Guardia[9,10] constructed
new families of nonbinary quantum codes derived from classical BCH codes.
Cyclic codes are a well-studied class of codes that have play an essential role in both the-
ory and practice. Cyclic codes have also extensively been used to construct quantum codes.
Thangaraj and McLaughlin[11] constructed quantum codes from cyclic codes over GF(4m). R.
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2Li and X. Li[12] constructed binary quantum codes from cyclic code of length 2αn with n odd
and n ≤ 99, and α ≤ 2. Qian et al.[13] constructed quantum codes from quasi-cyclic codes. Kai
et al.[14−16] constructed many classes of quantum codes from negacyclic and constacyclic codes.
Wang and Zhu[17] constructed non-binary quantum from repeated-root cyclic codes. Chen et
al.[18] constructed quantum codes from constacyclic codes.
Recently, many good quantum codes have been constructed from cyclic codes over finite
rings. Qian and Zhang[19] constructed quantum codes from cyclic codes over F2+uF2. Kai and
Zhu[20] constructed quantum codes from cyclic codes over F4 + uF4. Guenda and Gulliver
[21]
constructed quantum codes from linear codes over finite commutative Frobenius rings. Ashraf
and Mohammad[22] constructed quantum codes from cyclic codes over F3 + vF3.
The purpose of this paper is to construct two new families of quantum codes by taking
advantage of dual-containing cyclic codes over the finite commutative ring F2m + uF2m + · · ·+
ukF2m . This paper is organized as follows. In Section 2, some definitions and notations about
linear and cyclic codes over F2m+uF2m+· · ·+u
k
F2m are provided. In Section 3, a new Gray map
on F2m+uF2m+ · · ·+u
k
F2m is defined. In Section 4, a necessary and sufficient condition for the
existence of dual-containing cyclic codes is obtained and a new family of 2m-ary quantum codes
is constructed. In Section 5, a new family of binary quantum codes is constructed. Section 6
concludes the paper.
2 Preliminaries
Let F2m be the finite field with 2
m elements and R be the commutative ring F2m + uF2m +
· · · + ukF2m ≃ F2m [u]/(u
k+1). The ring R is a finite chain ring whose ideals can be linearly
ordered by inclusion; that is, 0 = uk+1R ⊂ ukR ⊂ · · · ⊂ u2R ⊂ uR ⊂ R. The ring R is given by
the obvious addition and multiplication with uk+1 = 0. The units of R are the elements a ∈ R
such that a 6≡ 0(mod u) and the residue field is R/uR ≃ F2m . A code of length n over R is a
nonempty subset of Rn, and a code is linear over R if it is an R-submodule of Rn. Given two
vectors x = (x0, x1, . . . , xn−1), and y = (y0, y1, . . . , yn−1) ∈ R
n, their Euclidean inner product
is defined as
x · y = x0y0 + x1y1 + · · ·+ xn−1yn−1 ∈ R.
The vectors x and y are called orthogonal with respect to the Euclidean inner product if
x · y = 0. For a linear code C of length n, the Euclidean dual code of C is defined as
C⊥ = {x ∈ Rn|x · y = 0 for all y ∈ C}.
A linear code C of length n over R is called dual-containing if C⊥ ⊆ C, and it is called self-dual
if C = C⊥. Two codes are equivalent if one can be obtained from the other by permuting the
coordinates. Any code over R is permutation equivalent to a code C with generator matrix of
the form
G =


Il0 A1,1 A1,2 A1,3 · · · A1,k−1 A1,k
0 uIl1 uA2,1 uA2,2 · · · uA2,k−1 uA2,k
0 0 u2Il2 u
2A3,1 · · · u
2A3,k−1 u
2A3,k
· · · · · · · · ·
0 0 0 0 · · · ukIlk u
kAk,1

 ,
where li are all positive integers, Ai,j are all matrices over R. Then C is an abelian group of type
{l0, l1, . . . , lk}, C contains (2
(k+1)m)l0(2km)l1 · · · (2m)lk codewords, and C is a free R-module if
3and only if l1 = l2 = · · · = lk = 0. A linear code C of length n over R is called cyclic if it is
invariant under the cyclic shift τ of Rn:
τ(c0, c1, . . . , cn−1) = (cn−1, c0, . . . , cn−2).
Each codeword c = (c0, c1, . . . , cn−1) ∈ C is customarily identified with its polynomial represen-
tation c(x) = c0 + c1x+ · · ·+ cn−1x
n−1, and the code C is in turn identified with the set of all
polynomial representations of its codewords. Then in the ring R[x]/〈xn − 1〉, xc(x) corresponds
to a cyclic shift of c(x). It is well known that a linear code C of length n over R is cyclic if and
only if C is an ideal of the quotient ring R[x]/〈xn − 1〉. Throughout this paper, we assume that
the length n is odd. It has been shown that the ring R[x]/〈xn − 1〉 is a principal ideal ring.
3 Gray Map on R
Every element c ∈ R can be written uniquely as
c = β0(c) + uβ1(c) + · · ·+ u
kβk(c),
where βi(c) ∈ F2m , for i = 0, 1, . . . , k. A new Gray map Φ on R is defined as
Φ : R→ Fk+12m ,
β0(c)+uβ1(c)+ · · ·+u
kβk(c) 7→ (βk(c), βk(c)+β0(c), βk−1(c)+β0(c), βk−1(c)+β1(c), · · · , e(c)),
where
e(c) =
{
βt+1(c) + βt(c), if k = 2t+ 1,
βt(c) + βt−1(c), if k = 2t.
The Gray weight wG of c ∈ R is defined to be the sum of the Hamming weight of Φ(c), i.e.,
wG(c) = wH(Φ(c)). This extends to a weight function in R
n : if c = (c0, c1, . . . , cn−1), then
wG(c) =
∑n−1
i=0 wG(ci). The Gray distance dG(c, c
′) between any distinct vectors c, c′ ∈ Rn
is defined to be wG(c − c
′). The minimum Gray distance of C is the smallest nonzero Gray
distance between all pairs of distinct codewords of C. The minimum Gray weight of C is the
smallest nonzero Gray weight among all codewords of C. If C is linear, then the minimum Gray
distance is the same as the minimum Gray weight. The Hamming weight wH of a codeword
c ∈ C is the number of its nonzero components. The Hamming distance dH(c, c
′) between two
codewords c and c′ is the Hamming weight of the codeword c − c′. The minimum Hamming
distance dH of C is defined as min{d(c, c
′)|c, c′ ∈ C, c 6= c′}. For any linear code, the minimum
Hamming distance dH(C) of C is its minimum Hamming weight. It is clear that Φ preserves
linearity. The Gray map Φ can be extended to Rn in an obvious way and the extended Φ is a
bijection from Rn to F
(k+1)n
2m .
The following property of the Gray map is obvious from the above definitions.
Proposition 3.1 The map Φ is a weight preserving map from (Rn, Gray weight) to (F
(k+1)n
2m ,
Hamming weight) and a distance preserving map from (Rn, Gray distance) to (F
(k+1)n
2m , Ham-
ming distance).
4Proposition 3.2 Let C be a linear code of length n and type {l0, l1, . . . , lk} over R, and let
C⊥ be the dual of the code C. Then
Φ(C)⊥ = Φ(C⊥).
Proof Let c1 = β0(c1) + uβ1(c1) + · · · + u
kβk(c1) ∈ C, c2 = β0(c2) + uβ1(c2) + · · · +
ukβk(c2) ∈ C
⊥. Then c1 · c2 = 0; that is, β0(c1)β0(c2) = β1(c1)β0(c2) + β0(c1)β1(c2) = · · · =∑t
i=0 βi(c1)βt−i(c2) = 0, for t = 0, 1, . . . , k. Therefore
Φ(c1) · Φ(c2) = (βk(c1), βk(c1) + β0(c1), βk−1(c1) + β0(c1), βk−1(c1) + β1(c1), · · · , e(c1))
·(βk(c2), βk(c2) + β0(c2), βk−1(c2) + β0(c2), βk−1(c2) + β1(c2), · · · , e(c2))
=
k∑
i=0
βi(c1)βk−i(c2) +
k−1∑
i=0
βi(c1)βk−1−i(c2)
= 0.
Since Φ is a bijection, it follows that Φ(C⊥) ⊆ Φ(C)⊥. Now it is enough to show that the two
sets have the same cardinality. Suppose C is a linear code of length n and type {l0, l1, . . . , lk}
over R, we can get Φ(C) is a [(k + 1)n, (k + 1)l0 + kl1 + · · · + lk]-linear code over F2m .
This implies that Φ(C)⊥ is a [(k + 1)n, (k + 1)n − ((k + 1)l0 + kl1 + · · · + lk)]-linear code
over F2m . Therefore, |Φ(C)
⊥| = 2m((k+1)n−((k+1)l0+kl1+···+lk)). Since Φ is a bijection, then
|Φ(C⊥)| = |C⊥| = 2m((k+1)n−((k+1)l0+kl1+···+lk)). Hence |Φ(C)⊥| = |Φ(C⊥)|. 
4 Code Construction I
In this section, we construct a new family of 2m-ary quantum codes by using dual-containing
cyclic codes of odd length over R. A fundamental link between linear codes and quantum codes
is given by the Calderbank-Shor-Steane (CSS) construction. We first recall some definitions
and notations.
Let f(x) = akx
k + ak−1x
k−1 + · · · + a0 be a polynomial in R[x]. Define the reciprocal
polynomial of f(x) as f∗(x) = xkf(x−1), i.e., f∗(x) = a0x
k + a1x
k−1 + · · · + ak. Obvi-
ously, (f∗(x))∗ = f(x) and (f(x)g(x))∗ = f∗(x)g∗(x). If there exists a unit ε in R such
that f(x) = εf∗(x), then f(x) is called self-reciprocal over R; otherwise, f(x) is called non
self-reciprocal over R. If f(x) is an irreducible and non self-reciprocal divisor of xn − 1, then
f∗(x) is also an irreducible and non self-reciprocal divisor of xn − 1. Such f(x) and f∗(x) are
called irreducible reciprocal polynomial pairs. Let f(x) be a monic factor of xn − 1, then we
denote f̂(x) = x
n
−1
f(x) . Every cyclic code C has generator polynomial in the following form.
Theorem 4.1[23] Let C be a cyclic code over R of length n. Then there exists a unique fam-
ily of monic pairwise coprime polynomials f0(x), f1(x), f2(x), . . . , fk+1(x) in R[x] such that
f0(x)f1(x)f2(x) · · · fk+1(x) = x
n − 1 and
C =
〈
f̂1(x), uf̂2(x), u
2f̂3(x), . . . , u
kf̂k+1(x)
〉
with |C| = 2m(
∑
k
i=0
(k+1−i)degfi+1(x)). Moreover
C⊥ =
〈
f̂∗0 (x), uf̂
∗
k+1(x), u
2f̂∗k (x), . . . , u
kf̂∗2 (x)
〉
5with |C⊥| = 2m(
∑
k+1
i=0
idegfi+1(x)).
Now we obtain a sufficient and necessary condition for the existence of dual-containing cyclic
codes over R by using generator polynomials of cyclic codes over R.
Theorem 4.2 Let C be a cyclic code over R of length n. Then there exists a unique fam-
ily of monic pairwise coprime polynomials f0(x), f1(x), f2(x), . . . , fk+1(x) in R[x] such that
f0(x)f1(x)f2(x) · · · fk+1(x) = x
n − 1 and
C =
〈
f̂1(x), uf̂2(x), u
2f̂3(x), . . . , u
kf̂k+1(x)
〉
.
Let ri(x) be the product of irreducible and non self-reciprocal divisors in fi(x) which do not occur
in pairs, for i = 2, 3, . . . , k+ 1. Then C⊥ ⊆ C if and only if (f0(x)r2(x)r3(x) · · · rk+1(x))|f
∗
1 (x).
Proof By Theorem 4.1, we obtain
C⊥ =
〈
f̂∗0 (x), uf̂
∗
k+1(x), u
2f̂∗k (x), . . . , u
kf̂∗2 (x)
〉
.
If C⊥ ⊆ C, then there exists a(x) ∈ F2m [x] such that f̂
∗
0 (x) = f̂1(x)a(x). Let fi(x) = bi(x)ri(x),
where bi(x) = εib
∗
i (x) with εi ∈ F
∗
2m for i = 2, 3, . . . , k + 1. Then
f∗1 (x)b
∗
2(x)r
∗
2(x) · · · b
∗
k+1(x)r
∗
k+1(x) = f0(x)b2(x)r2(x) · · · bk+1(x)rk+1(x)a(x).
For i = 2, 3, . . . , k + 1, each ri(x) is not a self-reciprocal polynomial, then ri(x) and b
∗
i (x)r
∗
i (x)
are relatively coprime. Therefore, ri(x)|f
∗
1 (x), for i = 2, 3, . . . , k+1. Since distinct ri(x) are rela-
tively coprime, for i = 2, 3, . . . , k+1, it follows that (r2(x)r3(x) · · · rk+1(x))|f
∗
1 (x).We know that
f∗1 (x)f
∗
2 (x) · · · f
∗
k+1(x)f1(x) = f0(x)f1(x)f2(x) · · · fk+1(x)a(x) = −f
∗
0 (x)f
∗
1 (x)f
∗
2 (x) · · · f
∗
k+1(x)
a(x), then f0(x)|f
∗
1 (x). Since f0(x) and each ri(x) are relatively coprime, we have (f0(x)r2(x)r3(x)
· · · rk+1(x))|f
∗
1 (x).
On the other hand, if (f0(x)r2(x)r3(x) · · · rk+1(x))|f
∗
1 (x), there exists m(x) ∈ F2m [x] such
that f∗1 (x) = f0(x)r2(x)r3(x) · · · rk+1(x)m(x). Since f1(x) and fk+1(x) are relatively coprime,
there exist s(x) and t(x) in F2m [x] such that f1(x)s(x) + fk+1(x)t(x) = 1. Therefore
uf̂∗k+1(x) = uf
∗
0 (x)f
∗
1 (x)f
∗
2 (x) · · · f
∗
k (x)(f1(x)s(x) + fk+1(x)t(x))
= uf∗0 (x)(f0(x)r2(x)r3(x) · · · rk+1(x)m(x))(b2(x)r2(x) · · · bk(x)rk(x))
∗f1(x)s(x)
+uf∗0 (x)(f0(x)r2(x)r3(x) · · · rk+1(x)m(x))(b2(x)r2(x) · · · bk(x)rk(x))
∗fk+1(x)t(x)
= uε2 · · · εkf0(x)f1(x)f2(x) · · · fk(x)f
∗
0 (x)r
∗
2(x) · · · r
∗
k(x)rk+1(x)m(x)s(x)
+uε2 · · · εkf0(x)f2(x)f3(x) · · · fk+1(x)f
∗
0 (x)r
∗
2(x) · · · r
∗
k(x)rk+1(x)m(x)t(x) ∈ C.
Similarly, we can prove that u2f̂∗k (x) ∈ C, . . . , u
kf̂∗2 (x) ∈ C. Furthermore
f̂∗0 (x) = (f0(x)r2(x)r3(x) · · · rk+1(x)m(x))(b2(x)r2(x) · · · bk+1(x)rk+1(x))
∗
= ε2 · · · εk+1f0(x)f2(x) · · · fk+1(x)m(x)r
∗
2 (x)r
∗
3(x) · · · r
∗
k+1(x) ∈ C.
Hence C⊥ ⊆ C. This completes the proof. 
An important application of dual-containing codes is the constructions of quantum codes.
We denote by [[n, l, d]]q a q-ary quantum code for n qubits having q
l codewords and minimum
6distance d. It is well known that quantum codes with parameters [[n, l, d]]q must satisfy the
quantum Singleton bound: l ≤ n− 2d+ 2 (see Refs. [14-16]). A quantum code achieving this
bound is called a quantum maximum-distance-separable (MDS) code. Quantum MDS codes
are optimal. A fundamental link between linear codes and quantum codes is given by the CSS
construction.
Theorem 4.3[1] (CSS construction) Let C and C′ be two linear codes over Fq with parameters
[n, t1, d1]q and [n, t2, d2]q. If C
⊥ ⊆ C′, then there exists a q-ary quantum code with parameters
[[n, t1 + t2 − n, min {d1, d2}]]q. Especially, if C
⊥ ⊆ C, then there exists a q-ary quantum code
with parameters [[n, 2t1 − n, d1]]q.
Now, based on dual-containing cyclic codes over R, the Gray map and the CSS construction,
we construct a new family of 2m-ary quantum codes. From Theorems 4.2 and 4.3, we directly
get the following results.
Theorem 4.4 Let
C =
〈
f̂1(x), uf̂2(x), u
2f̂3(x), . . . , u
kf̂k+1(x)
〉
be a cyclic code over R of length n, type {l0, l1, . . . , lk} and the minimum Gray distance dG,
where f0(x), f1(x), f2(x), . . . , fk+1(x) are a unique family of monic pairwise coprime polynomi-
als in R[x] and f0(x)f1(x)f2(x) · · · fk+1(x) = x
n− 1. If there exist ri(x) are the product of irre-
ducible and non self-reciprocal divisors in fi(x) which do not occur in pairs, for i = 2, 3, . . . , k+1
and (f0(x)r2(x)r3(x) · · · rk+1(x))|f
∗
1 (x), then C
⊥ ⊆ C, and there exists a 2m-ary quantum code
with parameters [[(k + 1)n, 2((k + 1)l0 + kl1 + · · ·+ lk)− (k + 1)n, dG]]2m .
Let us use the following examples to illuminate the method of the above construction.
Example 4.5 Consider a cyclic code with length 15 over F2 + uF2 + u
2
F2 + u
3
F2.
Note that
x15 − 1 = (x− 1)(x2 + x+ 1)(x4 + x+ 1)(x4 + x3 + 1)(x4 + x3 + x2 + x+ 1)
over F2+ uF2+u
2
F2+ u
3
F2. Taking f1(x) = 1, f2(x) = (x
2 + x+1)(x4 + x+1)(x4 + x3+ x2 +
x+ 1), f3(x) = x
4 + x3 + 1, f4(x) = 1, f5(x) = x− 1. Then
C =
〈
f̂1(x), uf̂2(x), u
2f̂3(x), u
3f̂4(x)
〉
is a cyclic code over F2 + uF2+ u
2
F2 + u
3
F2 of length 15, type {10, 4, 0, 1}, the minimum Gray
distance 4 and C⊥ ⊆ C. By Theorem 4.4, we can obtain a Q = [[60, 46, 4]]2 quantum code, which
meets the bound in Ref. 24. Thus, the obtained quantum code is optimal.
5 Code Construction II
In this section, we will give an another method to construct quantum codes by using dual-
containing cyclic codes of odd length over R. We recall some definitions on the finite field F2m
firstly.
Definition 5.1[25]. Let B = {α1, α2, · · · , αm} be a basis for F2m over F2. We call that B is a
Trace Orthogonal Basis (TOB), if we have
Tr(αiαj) =
{
0, if αi 6= αj ,
1, if αi = αj ,
7where Tr is the usual Trace function from F2m to F2.
In this work, we let B = {α1, α2, · · · , αm} be a self-dual basis for F2m over F2. Let C
′ be a
cyclic code over F2m of length N. For c
′ = (c′1, c
′
2, . . . , c
′
N ). Define a map ϕ by
ϕ : FN2m → F
mN
2 ,
(c′1, c
′
2, . . . , c
′
N ) 7→ (c11, c21, . . . , cN1, c12, c22, . . . , cN2, . . . , c1m, c2m, . . . , cNm),
where c′i =
∑m
j=1 cijαj for i = 1, 2, . . . , N and cij ∈ F2. Let a ∈ F
mN
2 , with
a = (a11, a21, . . . , aN1, a12, a22, . . . , aN2, . . . , a1m, a2m, . . . , aNm) = (a
(1)| · · · |a(m)),
where a(i) ∈ FN2 , for i = 1, 2, . . . ,m. Let σ
⊗(m) be the map from FmN2 to F
mN
2 given by
σ⊗(m)(a) = (τ(a(1))| · · · |τ(a(m))),
where τ is the usual cyclic shifts defined in Section 2 on F2. A code C of length mN over F2,
if σ⊗(m)(C) = C, then the code C is said to be a quasi-cyclic code of index m over F2.
Now we need the following theorems for constructing a new family binary quantum codes
from dual-containing cyclic codes of odd length over R.
Theorem 5.2[13] Let C be a cyclic codes over F2m with parameters [N, t, d]2m . Then ϕ(C) is
a quasi-cyclic code of index m with parameters [mN,mt, d′ ≥ d]2.
Theorem 5.3 Let C be a cyclic code over R of length n, type {l0, l1, . . . , lk}, the minimum
Gray distance dG and C
⊥ ⊆ C. Then ϕ ◦Φ(C) is a quasi-cyclic code of index m with parameters
[(k + 1)mn,m((k + 1)l0 + kl1 + · · · + lk), d
′ ≥ dG]2 and ϕ ◦ Φ(C
⊥) ⊆ ϕ ◦ Φ(C), where ◦ means
the composition of maps.
Proof Since C is a cyclic code over R of length n, type {l0, l1, . . . , lk}, and the minimum Gray
distance dG, Φ(C) is a cyclic code F2m with parameters [(k+1)n, (k+1)l0+kl1+ · · ·+ lk, dG]2m .
By Theorem 5.2, we obtain that ϕ ◦ Φ(C) is a quasi-cyclic code of index m with parameters
[(k+1)mn,m((k+1)l0+kl1+ · · ·+ lk), d
′ ≥ dG]2. Now, we show that ϕ◦Φ(C
⊥) ⊆ ϕ◦Φ(C). Let
c1 = β0(c1) + uβ1(c1) + · · · + u
kβk(c1) and c2 = β0(c2) + uβ1(c2) + · · · + u
kβk(c2) be any two
elements in C, where βi(c1) = ai1α1+ai2α2+· · ·+aimαm and βi(c2) = bi1α1+bi2α2+· · ·+bimαm,
with aij , bij ∈ F2 for i, j = 0, 1, . . . , k. Since C
⊥ ⊆ C and Φ is a bijection, it follows that Φ(C⊥) ⊆
Φ(C). Therefore,
∑t
i=0 βi(c1)βt−i(c2) = 0, for t = 0, 1, . . . , k; that is,
∑
i,µ,λ ai,µbt−i,λαµαλ = 0,
for t = 0, 1, . . . , k and µ, λ = 1, 2, . . . ,m. Taking the trace over F2, we get∑
i,µ,λ
ai,µbt−i,λTr(αµαλ) = 0.
Since B = {α1, α2, · · · , αm} is a self-dual basis for F2m over F2, we get that Tr(α
2
λ) = 1 for
µ = λ and Tr(αµαλ) = 0 for µ 6= λ. Therefore,
∑
i,λ ai,λbt−i,λ = 0. This completes the proof.

Now, based on dual-containing cyclic codes over R, the Gray map and the trace map, we
construct a new family of binary quantum codes by using the CSS construction. From Theo-
rems 4.2 and 5.3, we directly get the following results.
8Theorem 5.4 Let
C =
〈
f̂1(x), uf̂2(x), u
2f̂3(x), . . . , u
kf̂k+1(x)
〉
be a cyclic code over R of length n, type {l0, l1, . . . , lk} and the minimum Gray distance dG,
where f0(x), f1(x), f2(x), . . . , fk+1(x) are a unique family of monic pairwise coprime polyno-
mials in R[x] and f0(x)f1(x)f2(x) · · · fk+1(x) = x
n − 1. Let ri(x) be the product of irreducible
and non self-reciprocal divisors in fi(x) which do not occur in pairs, for i = 2, 3, . . . , k + 1 and
(f0(x)r2(x)r3(x) · · · rk+1(x))|f
∗
1 (x). Then C
⊥ ⊆ C. Hence, there exists a binary quantum code
with parameters [[(k + 1)mn, 2m((k + 1)l0 + kl1 + · · ·+ lk)− (k + 1)mn,≥ dG]]2.
In the following, we give an example for construction a 4-ary quantum code and a binary
quantum code by taking advantage of a dual-containing cyclic code over F22 + uF22 .
Example 5.5 Let F22 = {0, 1, ω, ω
2} be a finite field with four elements, where ω2 = ω + 1.
Consider a cyclic code with length 21 over F22 + uF22 .
Note that
x21 − 1 = (x − 1)(x + ω)(x + ω2)(x3 + x + 1)(x3 + x2 + 1)(x3 + ωx + 1)(x3 + ωx2 + 1)(x3 +
ω2x+ 1)(x3 + ω2x2 + 1)
over F22 + uF22. Let f(x) = x
3+ω2x+1, g(x) = (x− 1)(x+ω)(x+ω2)(x3 + x2+1)(x3+ωx+
1)(x3 + x+ 1)(x3 + ωx2 + 1)(x3 + ω2x2 + 1), h(x) = (x− 1). Then
C = 〈f(x)h(x), uf(x)g(x)〉
is a cyclic code over F22 + uF22 of length 21, type {20, 0, 1}, the minimum Gray distance 2 and
C ⊆ C⊥. By Theorem 4.4, we can obtain a Q′ = [[42, 40, 2]]4 quantum code, which is a quantum
MDS code. Thus, the obtained quaternary quantum code is optimal. On the other hand, we
know that B = {1, ω} is a self-dual basis for F22 over F2. By Theorem 5.4, we can obtain a
Q′′ = [[84, 80, d′′ ≥ 2]]2 quantum code, which meets the bound in Ref.[24]. Thus, the obtained
binary quantum code is good.
We list some quantum codes which can be constructed starting from dual-containing cyclic
codes over F22 +uF22 in Table I. Compared the parameters of quantum codes available in Refs.
12, 24, 26-28, we find that most of our obtained quantum codes have good parameters.
TABLE I Quantum codes from dual-containing cyclic codes over F22 + uF22
Length Minimum Gray distance Type Quantum code I Quantum code II
7 2 {6, 0, 1} [[14, 12, 2]]4 [[28, 24, d
′ ≥ 2]]2
17 4 {13, 0, 4} [[34, 26, 4]]4 [[68, 52, d
′ ≥ 4]]2
31 4 {25, 0, 6} [[62, 50, 4]]4 [[124, 100, d
′ ≥ 4]]2
35 4 {30, 0, 5} [[70, 60, 4]]4 [[140, 120, d
′ ≥ 4]]2
43 5 {36, 0, 0} [[86, 78, 5]]4 [[172, 156, d
′ ≥ 5]]2
Remark 5.5 Compared with previously known quantum codes in Refs. 12, 24, 26-28, some
of our obtained quantum codes are optimal and new in Table I. For quaternary case, our
obtained quantum codes [[14, 12, 2]]4 and [[86, 78, 5]]4 are quantum MDS codes. Thus, they
are optimal. Comparing with the known quantum code [[34, 24, 4]]4 given in Ref.26, our ob-
tained quantum code [[34, 26, 4]]4 is optimal and new. Comparing with the highest achievable
minimum distance quantum codes [[n, n− 12, 4]]4 given in Ref.27(Corollary 3.2), the obtained
quantum code [[62, 50, 4]]4 has the same parameters and the obtained quantum code [[70, 60, 4]]4
is optimal and new. For binary case, we obtain the first three quantum codes, which nearly
9meet the bound in Ref.24. Comparing with the known quantum code [[143, 121, 3]]2 given in
Ref.28, our obtained quantum code [[140, 120, d′ ≥ 4]]2 is good. Furthermore, we obtain the
quantum code [[172, 156, d′ ≥ 5]]2. Comparing with the known quantum codes [[170, 130, 5]]2
and [[178, 154, 3]]2 given in Ref.12, our obtained quantum code is good. The example shows
that optimal and new quantum codes also can be constructed from cyclic codes over finite rings.
6 Conclusion
Constructing quantum codes with good parameters has been an important topic in quantum
information. Many good quantum codes were constructed from Hamming codes, BCH codes,
Reed-Solomon codes, Reed-Muller codes and algebraic geometry codes. In this paper, two new
families of quantum codes have been constructed by taking advantage of dual-containing cyclic
codes over the finite ring F2m +uF2m + · · ·+u
k
F2m . The constructed quantum codes have good
parameters. Furthermore, some of the constructed quantum codes are new. The results show
that cyclic codes over finite rings are also a good resource of constructing quantum codes. Our
constructions are almost theoretical, while it is very significant to discuss the implementation
of these constructions in hardware. It would be very interesting to find a practical physical
implementation for a quantum code from finite rings.
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