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Suppose we observe the outcomes but not the 
events that might imply the outcomes. In many 
situations the relations between events and out-
comes are indeterministic, i.e., a single event 
may lead to different outcomes, and an outcome 
may have several events that may lead to it. Such 
relations can be characterized by a bipartite 
graph  G = (, , φ) , where  is a set of unob-
servable events,  is a set of observed outcomes, 
and φ is a correspondence mapping from  to  such that  φ(u) ⊂  is the set of all possible 
outcomes that could be led by event  u ∈  .
One important application of the above partite 
graph structure is game theory. When multiple 
equilibria exist, we have a partially identified 
model. Such a partially identified model can be 
characterized as a bipartite graph  G = (, , φ) 
as we mentioned above. The key interest is to 
estimate bounds on the measure of  , denoted 
as  v , given a measure  μ on . Artstein’s (1983)
theorem indicates that all the information on  v is 
contained in a collection of inequalities indexed 
by any subset  A of  , i.e.,
  v(A) ≤ μ(φ(A)). 
Therefore, the number of inequalities  equals 
2  d u  − 2 , where  d u denotes the cardinality of .
In such a case, when  d u is large, numerous 
inequalities will be generated from the corre-
sponding bipartite graph. Such a case leads to 
two problems: first, many inference procedures 
such as those described in Chernozhukov, Hong, 
and Tamer (2007) may fail with large num-
ber of inequalities; second, the computation of 
these inference procedures is extremely time 
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 consuming and may cost intolerably long time 
in practice.
Galichon and Henry (2011) defines “Core 
Determining Class’’ as a collection of subsets 
of  that contains sharp information. Chesher 
and Rosen (2012) proposes an algorithm that is 
able to eliminate some redundant inequalities. 
Our main contribution can be summarized as the 
following:
 (i) We propose a method to select the exact 
set of irredundant inequalities. We define 
such a set of inequalities as “exact Core 
Determining Class.” We prove that the 
inequalities selected are only dependent 
on the structure of the graph but inde-
pendent from the probability measure 
observed on  under mild nondegen-
eracy conditions, i.e., the noise in the 
observed measure on  does not affect 
the “exact Core Determining Class” in 
general.
 (ii) For a general linear inequalities selec-
tion problem under noise, we propose 
a selection procedure similar to the 
Dantzig-selector described in Candes 
and Tao (2007). We prove that the selec-
tion procedure has good statistical prop-
erties under some sparse assumptions.
 (iii) We apply the selection procedure to con-
struct the set of irredundant inequalities 
for the bipartite graph with data noise. 
We prove that the selection procedure 
has better statistical properties compared 
to that applied to the general problem 
due to the structure of the graph.
 (iv) We demonstrate the good performance 
of our selection procedure through sev-
eral sets of Monte-Carlo experiments: 
first, the inference based on the selection 
procedure has desired size; second, in 
Luo and Wang (2016), we designed an 
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experiment to demonstrate that the pro-
cedure has strong power against local 
alternatives; third, it is relatively compu-
tationally efficient.
I. Exact Core Determining Class
The Artstein’s theorem stated in Artstein (1983) presents that all information of  v in the 
bipartite graph model  G = (, , φ) is charac-
terized by the set of constraints described below:
LEMMA 1 (Artstein’s Theorem): The follow-
ing set of inequalities/equalities contains sharp 
information on  v :
 (i) for any  A ⊂  ,
  v(A)  :=  ∑ 
u∈A
 v(u) ≤ μ(φ(A)) , 
  where  μ(φ(A))  :=  ∑ y∈φ(A) μ(y) ;
 (ii)  ∑ u∈ v(u) = 1 .
According to Artstein’s theorem, the mini-
mum set of irredundant inequalities, referred as 
“exact Core Determining Class’’ in this paper, 
can be characterized by the following conditions 
using linear programming.
DEFInITIOn 1 (Set   ⁎ ): The Exact Core 
Determining Class   ⁎ is the collection of all 
subsets  A ⊂  and  A ≠  , such that
  v  M 
∗  (A) > μ(φ(A)) , 
where
 v  M 
∗  (A)  :=  max 
 
 
 {v(A)  | v(A′ ) ≤ μ(φ(A′ )), 
  ∀ A′ ⊂ , A′ ≠ A; v( ) = 1}. 
We define a collection of subsets of   using 
the following combinatorial rules.
DEFInITIOn 2 (Set   u ):   u ′ ⊂  2  is the collec-
tion of all nonempty subsets  A ⊂  and  A ≠ U , 
such that:
 (i)  A is self-connected, i.e.,  ∀ A 1 ,  A 2 ⊂ A 
such that  A 1 ,  A 2 ≠ ∅ and  A 1 ∪  A 2 = A , it 
holds that  φ(  A 1 )  ∩ φ(  A 2 ) ≠ ∅ ;
 (ii) there exists no  u ∈  , such that  u ∉ A 
and  φ(u) ⊂ φ(A) .
Similarly, we can define   y as follows.
DEFInITIOn 3 (Set   y ):   y ′ ⊂  2  is the collec-
tion of all subsets  B ⊂  and  B ≠  , such that:
 (i)  B is self-connected, i.e.,  ∀ B 1 ,  B 2 ⊂ B , 
such that  B 1 ,  B 2 ≠ ∅ and  B 1 ∪  B 2 = B , it 
holds that  φ −1 (  B 1 )  ∩  φ −1 (  B 2 ) ≠ ∅ ;
 (ii) there exists no  y ∈  , such that  y ∉ B 
and  φ −1 (y) ⊂  φ −1 (B). 
We can define   y −1 := {A | A ≠ ,  there exists 
B ∈   y , such that A =  φ −1  (B) c } .
THEOREM 1: Assume that G is self- 
connected. If the measure  μ on  is nondegen-
erate, i.e., μ(y) is non-zero for all  y ∈  , then 
 S ∗ =   u ∩   y −1 .
Theorem 1 shows that in general the “exact 
Core Determining Class” does not depend on 
the numerical value of  μ , but only depends on 
the structure of the graph  G , since both  S u and 
S y 
−1 depend on the structure of the graph  G only. 
Luo and Wang (2016) proposes a fast combi-
natorial algorithm to construct  S ∗ by exploring 
the structure of the graph  G . In example 3 of 
Luo and Wang (2016), the algorithm helps to 
eliminate  98.56 percent of the inequalities for a 
15 × 25 bipartite graph. The bipartite graph is 
available as Figure 1 in the online Appendix. In 
this example,  471 out of  32,766 inequalities are 
selected as the “exact Core Determining Class,” 
while other inequalities are recognized as redun-
dant inequalities.
II. A General Linear Inequality Selection 
Procedure
A. General Framework
We consider a more general framework where 
many linear inequalities exist. Consider a set 
of inequalities such that  Mv ≤ b with  M being 
an  m × d matrix and  b being an  m × 1 vector, 
v ≥ 0 .
Suppose the set of irredundant inequalities 
is indexed by   0 . For any   ⊂ {1, 2,  .  .  . , m} , 
we define  M  and  b  as the corresponding 
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 subvector of  M and  b . Define  Q = {v | Mv ≤ b} 
and  Q  := {v |  M  v ≤  b  } .
Farkas Lemma implies that there exists an 
m × m matrix  Π ̃ such that
(1)  Π ̃ M ≥ M,   Π ̃ ≥ 0, 
(2)  Π ̃ b ≤ b. 
In practice, assume that we observe  b ̂as a con-
sistent estimator of  b . In order to select the set 
of irredundant inequalities, we consider a proce-
dure similar to the “Dantzig Selector’’:
 Procedure   ˆ ,
  min Π 
 
  ∑ 
k=1
m
 ||  Π ∗k | | ∞ 
subject to
(3)  ΠM ≥ M, Π ≥ 0, 
(4)  Π( b ˆ −  Λ n )  + 2diag(Π)  Λ n ≤  b ˆ +  Λ n , 
where  Π ∗k is the  k th column of  Π ,  Λ n 
:= (  λ n, 1 , .  .  . ,  λ n, m ) is a vector of relaxation 
parameters, and objective function  || · | | ∞ is the 
sup-norm over a vector.
To guarantee good properties of   ˆ , we require Λ n to be chosen such that with probability 
 1 − α ,  λ n, j ≥ |  b ˆ j −  b j | uniformly for all 
j = 1, 2,  .  .  . , m ;  α should be chosen as a small 
number, e.g.,  0.05 . In practice, this can be 
done by utilizing results in Peña, Lai, and Shao (2009) or Chernozhukov, Chetverikov, and Kato (2013). The benefit of choosing the objective 
function as the sup-norm is that the optimiza-
tion of the procedure   ˆ becomes a linear pro-
gramming problem, and linear programming is 
widely known to be fast in computational time.
Denote the solution of   ˆ as  Π ˆ  L 1  . Such a 
solution can be called the  L − 1 selector. 
The selected set of inequalities is defined 
by   ˆ η := {k : | |  Π ˆ ∗k  L 1 | | ≥ η} , where  0 < η < 1 is a 
tuning parameter. Luo and Wang (2016) shows 
that under certain sparsity assumptions,   ̂η ⊃   0 
with probability going to  1 . Luo and Wang (2016) also discusses a conservative inference 
procedure that is easy to implement in practice. 
Under their assumptions, Luo and Wang (2016) 
shows that  Q ̂   ˆ η  ⊕  Λ n := {v | v ≥ 0,  M j v ≤  b ̂j + 
λ n, j ,  for all j ∈   ̂η } covers the identified region 
Q := {v | v ≥ 0, Mv ≤ b} with  probability at 
least  1 − α .
For comparison, we also consider a proce-
dure similar to   ˆ , but using  sign( | | ⋅ | | ∞ ) as the 
objective function instead of  | | ⋅ | | ∞ . We denote 
the solution of such a procedure as the  L − 0 
selector. The optimization of the  L − 0 selector 
requires integer programming, and therefore its 
computation in general much slower than the 
L − 1 selector.
B. Hybrid Methods in Core Determining Class 
Problem
We propose a hybrid method to eliminate 
redundant inequalities in the Core Determining 
Class problem: First, we use the combinato-
rial algorithm described in Section I. Second, 
we apply the procedure   ˆ to the inequalities 
selected from the first step. All the results are 
available in the Table 1 and Table 2 of the online 
Appendix.
In this experiment, we consider using the 
hybrid method for the bipartite graph with size 
15 × 25 as we mentioned earlier. We examined 
different cutoff levels  η = 0, 0.1, 0.2 and sample 
size  n = 500 and  2,000 . The number of inequal-
ities are cut down substantially, with an average 
of  26.73 − 187.42 , depending on the value of η and the sample size. We compare our  L − 1 
with the  L − 0 selector. While the  L − 0 selector 
is choosing  79 inequalities, our  L − 1 selector 
with cutoff level  η = 0.05 and  η = 0.10 choose 
78 out of  79 inequalities that are selected by the 
L − 0 selector. The time cost of the  L − 1 selec-
tor is  1.45 minutes, while the time cost of the 
L − 0 selector is  2,195 minutes. Both  L − 1 and 
L − 0 selectors are calculated with single thread 
on Intel Xeon Quad Core E5430 2.66GHz with 
8GB memory.
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