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Abstract—The consensus problem for multi-agent systems
with quantized communication or sensing is considered. Cen-
tralized and distributed self-triggered rules are proposed to
reduce the overall need of communication and system updates.
It is proved that these self-triggered rules realize consensus
exponentially if the network topologies have a spanning tree and
the quantization function is uniform. Numerical simulations are
provided to show the effectiveness of the theoretical results.
I. INTRODUCTION
In the past decade, distributed cooperative control for
multi-agent systems, particularly the consensus problem, has
gained much attention and significant progress has been
achieved, e.g., [1]–[3]. Almost all studies assume that the
information can be continuously transmitted between agents
with infinite precision. In practice, such an idealized assump-
tion is often unrealistic, so information transmission should
to be considered in the analysis and design of consensus
protocols [4].
There are two main approaches to handle the communi-
cation limitation: event-triggered and quantized control. In
event-triggered (and self-triggered) control the control input
is piecewise constant and transmission happens at discrete
events [5]–[8]. For instance, [5] provided event-triggered and
self-triggered protocols in both centralized and distributed
formulations for multi-agent systems with undirected graph
topology; [8] proposed a self-triggered protocol for multi-
agent systems with switching topologies. Other authors con-
sidered systems with quantized sensor measurements and
control inputs [9]–[11].
The authors of the papers [13]–[17] combined event-
triggered control with quantized communication. For exam-
ple, [16] considered model-based event-triggered control for
systems with quantization and time-varying network delays;
[17] presented decentralised event-triggered control in multi-
agent systems with quantized communication.
When considering event-triggered control in multi-agent
systems with quantized communication or sensing, some
aspects should be paid special attention to. Firstly, the notion
of the solution should be clarified since in some cases the
classic or hybrid solutions may not exist. For instance, [10]
and [11] used the concept of Filippov solution when they
considered quantized sensing. Secondly, the Zeno behavior
must be excluded [12]. Thirdly, the need of continuous state
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access for neighbors should be avoided. In [17], which is
a key motivation for the present paper, the authors did
not explicitly discuss the first aspect and used periodic
sampling to exclude the Zeno behavior. They did not give any
accurate upper bound of the sampling time, which restricts
the application of the results.
Inspired by [3] and [8], we propose centralized and
distributed self-triggered rules for multi-agent systems with
quantized communication or sensing. Under these rules, the
existence of a unique trajectory of the system is guaranteed
and the frequency of communication and system updating is
reduced. The main contribution of the paper is to show that
the trajectory exponentially converges to practical consensus
set. It is shown that continuously monitoring of the triggering
condition can also be avoided. An important aspect of
this paper is that the weakest fixed interaction topology is
considered, namely, a directed graph containing a spanning
tree. The proposed self-triggered rules are easy to implement
in the sense that triggering times of each agent are only
related to its in-degree.
The rest of this paper is organized as follows: Section
II introduces the preliminaries; Section III discusses self-
triggered consensus with quantized communication; Section
IV treats instead self-triggered consensus with quantized
sensing; simulations are given in Section V; and the paper
is concluded in Section VI.
II. PRELIMINARIES
In this section we will review some results on algebraic
graph theory [18]-[19] and stochastic matrices [20]-[23].
A. Algebraic Graph Theory
For a matrix A ∈ Rn×n, the element at the i-th row and
j-th column is denoted as aij ; and denote diag(A) = A −
diag([a11, · · · , ann]).
For a (weighted) directed graph (or digraph) G =
(V, E , A) with n agents (vertices or nodes), the set of agents
V = {v1, . . . , vn}, set of links (edges) E ⊆ V × V , and
the (weighted) adjacency matrix A = (aij) with nonneg-
ative adjacency elements aij . A link of G is denoted by
e(i, j) = (vi, vj) ∈ E if there is a directed link from
agent vj to agent vi with weight aij > 0, i.e. agent vj can
send information to agent vi while the opposite direction
transmission might not exist or with different weight aji. It
is assumed that aii = 0 for all i ∈ I, where I = {1, . . . , n}.
Let N ini = {vj ∈ V | aij > 0} and degin(vi) =
n∑
j=1
aij denotes the in-neighbors and in-degree of agent vi,
ar
X
iv
:1
60
4.
02
83
2v
2 
 [c
s.S
Y]
  6
 N
ov
 20
16
respectively. The degree matrix of digraph G is defined
as D = diag([degin(v1), · · · , degin(vn)]). The (weighted)
Laplacian matrix is defined as L = D −A. A directed path
from agent v0 to agent vk is a directed graph with distinct
agents v0, . . . , vk and links e(i+ 1, i), i = 0, . . . , k.
Definition 1: We say a directed graph G has a spanning
tree if there exists at least one agent vi0 such that for any
other agent vj , there exits a directed path from vi0 to vj .
Obviously, there is a one-to-one correspondence between
a graph and its adjacency matrix or its Laplacian matrix.
In the following, for the sake of simplicity in presentation,
sometimes we don’t explicitly distinguish a graph from its
adjacency matrix or Laplacian matrix, i.e., when we say
a matrix has some graphic properties, we mean that these
properties are held by the graph corresponding to this matrix.
B. Stochastic Matrix
A matrix A = (aij) is called a nonnegative matrix if aij ≥
0 for all i, j, and A is called a stochastic matrix if A is
square, nonnegative and
∑
j aij = 1 for each i. A stochastic
matrix A is called scrambling if, for any i and j, there exists
k such that both aik and ajk are positive. Moreover, given a
nonnegative matrix A and δ > 0, the δ-matrix of A, which is
denoted as Aδ , and its element at i-th row and j-th column,
aδij , is
aδij =
{
δ, aij ≥ δ
0, aij < δ
(1)
If Aδ has a spanning tree, we say A contains a δ-spanning
tree. Similarly, if Aδ is scrambling, we say A is δ-scrambling.
A nonnegative matrix A is called a stochastic indecompos-
able and aperiodic (SIA) matrix if it is a stochastic matrix
and there exists a column vector v such that limk→∞Ak =
1v>, where 1 is the n-vector containing only ones. For
two n-dimension stochastic matrices A and B, they are said
to be of the same type, denoted by A ∼ B, if they have
zero elements and positive elements in the same places. Let
Ty(n) denotes the number of different types of all SIA
matrices in Rn×n, which is a finite number for given n.
For two matrices A and B of the same dimension, we write
A ≥ B if A − B is a nonnegative matrix. Throughout this
paper, we use
∏k
i=1Ai = AkAk−1 · · ·A1 to denote the left
product of matrices.
Here, we introduce some lemmas that will be used later.
From Corollary 5.7 in [20], we have
Lemma 1: For a set of n × n stochastic matrices
{A1, A2, . . . , An−1}, if there exists δ > 0 and δ′ > 0 such
that Ak ≥ δI and Ak contains a δ′-spanning tree for all
k = 1, 2, . . . , n − 1, then there exists δ′′ ∈ (0,min{δ, δ′}),
such that
∏n−1
k=1 Ak is δ
′′-scrambling.
From Lemma 6 in [3], we have
Lemma 2: Let A1, A2, . . . , Ak be n×n matrices with the
property that for any 1 ≤ k1 < k2 ≤ k,
∏k2−1
i=k1
Aδi is SIA,
where δ > 0 is a constant, then
∏k
i=1Ai is δ
k-scrambling
for any k > Ty(n).
Definition 2: ([21]) For a real matrix A = (aij), define the
ergodicity coefficient µ(A) = mini,j
∑
k min{aik, ajk} and
its Hajnal diameter ∆(A) = maxi,j
∑
k max{0, aik − ajk}.
Remark 1: Obviously, if A is a stochastic matrix, then
0 ≤ µ(A),∆(A) ≤ 1. Moreover, if A is δ-scrambling for
some δ > 0, then µ(A) ≥ δ.
Lemma 3: ([22], [23]) If A and B are stochastic matrices,
then ∆(AB) ≤ (1− µ(A))∆(B).
Lemma 4: ([20]) For a vector x = [x1, · · · , xn]> ∈ Rn,
define d(x) = maxi{xi}−mini{xi}. For an n×n stochastic
matrix A, and x ∈ Rn, then d(Ax) ≤ ∆(A)d(x) ≤
∆(A)
√
2‖x‖.
Remark 2: It is straightforward to see that for any x, y ∈
Rn, d(x+ y) ≤ d(x) + d(y).
III. SELF-TRIGGERED CONTROL WITH QUANTIZED
COMMUNICATION
We consider a set of n agents that are modelled as a single
integrator:
x˙i(t) = ui(t), i ∈ I (2)
where xi(t) ∈ R is the state and ui(t) ∈ R is the input of
agent vi, respectively.
In many practical scenarios, each agent cannot access the
state of the system with infinite precision. Instead, the state
variables have to be quantized in order to be represented by
a finite number of bits to be used in processor operations
and to be transmitted over a digital communication channel.
In this section, each agent has a self-triggered control input
based on the latest quantized states of its in-neighbours.
Denoting the triggering time sequence for agent vj as the
increasing time sequence {tjk}∞k=1, the control input is given
as
ui =
∑
j∈Nini
lij [q(xi(t
i
ki(t)
))− q(xj(tjkj(t)))] (3)
where ki(t) = arg maxk{tik ≤ t}, q : R→ R is a quantizer.
In this paper, we consider the following uniform quantizer:
|qu(a)− a| ≤ δu, ∀a ∈ R (4)
Remark 3: Compared with other papers, we do not need
any additional assumptions about the quantizing function.
For example, we do not need the quantizer to be an odd
or monotonic function. However, at this moment we do not
incorporate logarithmic quantizers as they do not satisfy (4).
A. Centralized Triggering
In this subsection, we consider centralized self-triggered
control, i.e., all agents simultaneously trigger at every trig-
gering time. In this case, the triggering time sequence can
be denoted as t1, t2, . . . . From (2) and (3), we get:
x˙(t) = −Lq(x(tk)), t ∈ (tk, tk+1] (5)
where x(t) = [x1(t), · · · , xn(t)]> and q(v) =
[q(v1), · · · , q(vn)]> for any v ∈ Rn.
Here we give a rule to determine the triggering time
sequence such that all agents converge to practical consensus.
Theorem 1: Assume the communication graph is directed,
and contains a δ-spanning tree with δ > 0. Given the first
triggering time t1, use the following self-triggered rule to
find t2, t3 . . . for known tk, choose an arbitrary tk+1 ∈ (tk+
tl, tk + tu), where tl = δ
′
Lmax
, tu = 1−δ
′
Lmax
, δ′ ∈ (0, 12 ) and
Lmax = maxi lii. Then the trajectory of (5) exponentially
converges to the consensus set {x ∈ Rn|d(x) ≤ C1δu},
where C1 = [n−1δ′′ +1]4(1−δ′) and δ′′ ∈ (0,min{δ′, δ
′δ
Lmax
}).
Proof: From the self-triggered rule, for any given t1,
the system can arbitrarily choose t2 ∈ [t1 + tl, t1 + tu] for
every agent. Similarly, after tk has been chosen, the system
can arbitrarily choose tk+1 ∈ [tk+tl, tk+tu] for every agent.
Then, in the interval (tk, tk+1], the only solution1 to (5) is
x(t) = x(tk)− (t− tk)Lq(x(tk)). Particularly, we have
x(tk+1) = x(tk)−∆tkLq(x(tk))
= Akx(tk)−∆tkLQ(x(tk))
where ∆tk = tk+1−tk, Ak = I−∆tkL and Q(v) = q(v)−v
for any v ∈ Rn. Then
x(t2) =A1x(t1)−∆t1LQ(x(t1))
x(t3) =A2x(t2)−∆t2LQ(x(t2))
=A2A1x(t1)−A2∆t1LQ(x(t1))−∆t2LQ(x(t2))
...
x(tk+1) =Akx(tk)−∆tkLQ(x(tk))
=
k∏
i=1
Aix(t1)−
k−1∑
i=1
k∏
j=i+1
Aj∆tiLQ(x(ti))
−∆tkLQ(x(tk))
Obviously, for every k, Ak is a stochastic matrix; Ak has
a δδ
′
Lmax
-spanning tree since L has a δ-spanning tree and
∆tk ≥ δ′Lmax ; Ak > δ′I since [Ak]ii = 1 − ∆tkLii ≥
1 −∆tkLmax ≥ δ′. Then, from Lemma 1, for any positive
integer k0, we know that
∏k0+n−2
i=k0
Ai is δ′′-scrambling for
some 0 < δ′′ < δ′ < 12 .
Then from Remark 1, Lemma 3 and Lemma 4, we have
d(x(tk+1)) <(1− δ′′)n(k)d(x(t1))
+
n(k−1)∑
i=0
(n− 1)(1− δ′′)itu4Lmaxδu
where n(k) = b kn−1c. Thus
lim
k→+∞
d(x(tk+1)) ≤ 4(n− 1)(1− δ
′)
δ′′
δu
For any t > t1, there exists a positive integer k such that
t ∈ (tk, tk+1]. Then, we have
x(t) = [I − (t− tk)L]x(tk)− (t− tk)LQ(x(tk))
Thus, d(x(t)) ≤ d(x(tk)) + 4(1− δ′)δu. Hence
lim
t→+∞d(x(t)) ≤ limk→+∞d(x(tk)) + 4(1− δ
′)δu ≤ C1δu
The proof is completed.
1Different from other papers that consider quantization, here we can
explicitly write out the unique solution.
B. Distributed Triggering
In this subsection, we consider distributed self-triggered
control. In contrast to the centralized triggering where all
agents trigger at the same time, each agent can now freely
choose its own triggering times no matter when other agents
trigger. Here we extend Theorem 1 to distributed such a
distributed setup.
Theorem 2: Assume the communication graph is directed,
and contains a δ-spanning tree with δ > 0. For each agent
vi, given the first triggering time ti1, use the following self-
triggered rule to find ti2, . . . , t
i
k, . . . for known t
i
k, choose
an arbitrary tik+1 ∈ (tik + til, tik + tiu), where til = δilii ,
tiu =
1−δi
lii
and δi ∈ (0, 12 ). Then the trajectory of (2)
with input (3) exponentially converges to the consensus set
{x ∈ Rn|d(x) ≤ C2δu}, where C2 is a positive constant
which can be determined by δ, δ1, . . . , δn.
Proof: (a) (This proof is inspired by [3] and [8].) We
say the system triggers at time t if there exists at least
one agent triggers at this time. Let {t1, t2, . . . } denotes
the system’s triggering time sequence. Obviously, this is a
strictly increasing sequence. For simplicity, denote ∆tik =
tik+1 − tik and ∆tk = tk+1 − tk. We first point out the
following fact:
Lemma 5: For any agent vi and positive integer k, the
number of triggers occurred during (tik, t
i
k+1] is no more than
τ1 = (d tmaxtmin e + 1)(n − 1), where tmin = mini{t1l , . . . , tnl }
and tmax = maxi{t1u, . . . , tnu}. Moreover, for any positive
integer k, every agent triggers at least once during (tk, tk+τ2 ],
where τ2 = (d tmaxtmin e+ 1)n.
The proof of this lemma can be found in [8].
Let y(tk) = [y1(tk), y2(tk), · · · , yn(tk)]> with yi(tk) =
xi(t
i
ki(tk)
), then, we can rewrite (2) and (3) as
x˙i(t) = −
n∑
j=1
lijq(yj(tk)), t ∈ (tk, tk+1] (6)
Now we consider the evolution of y(tk). If agent vi does
not trigger at time tk+1, then tiki(tk+1) = t
i
ki(tk)
. Thus
yi(tk+1) = yi(tk) (7)
If agent vi triggers at time tk+1, then tiki(tk+1) = tk+1.
Assume tiki(tk) = tk−dik be the last update of agent vi before
tk+1, where integer dik ≥ 0 is the number of triggers which
are triggered by other agents between (tiki(tk), t
i
ki(tk+1)
).
Then, yi(tk) = yi(tk−1) = · · · = yi(tk−dik).
Noting (tiki(tk), t
i
ki(tk+1)
] =
⋃k
m=k−dik(tm, tm+1] and (6),
we can conclude that there exists a unique solution to (2).
Then
yi(tk+1) = xi(t
i
ki(tk+1)
) = xi(t
i
ki(tk)
) +
∫ tiki(tk+1)
ti
ki(tk)
x˙i(t)dt
=yi(tk−dik) +
k∑
m=k−dik
∫ tm+1
tm
x˙i(t)dt
=yi(tk)−
k∑
m=k−dik
∆tm
n∑
j=1
lijq(yj(tm))
=yi(tk)−
dik∑
m=0
∆tm+k−dik
n∑
j=1
lijq(yj(tm+k−dik))
=yi(tk)−
dik∑
m=0
∆tm+k−dik liiq(yi(tm+k−dik))
−
dik∑
m=0
∆tm+k−dik
n∑
j 6=i
lijq(yj(tm+k−dik))
=yi(tk)−
dik∑
m=0
∆tm+k−dik liiq(yi(tk))
−
dik∑
m=0
∆tm+k−dik
n∑
j 6=i
lijq(yj(tm+k−dik))
=yi(tk)−∆tiki(tk)liiq(yi(tk))
−
dik∑
m=0
∆tm+k−dik
n∑
j 6=i
lijq(yj(tm+k−dik)) (8)
If agent vi triggers at time tk+1, then let a0ii(k) = 1 −
∆tiki(tk)lii, b
0
ii(k) = −∆tiki(tk)lii, amii (k) = bmii (k) = 0
for m = 1, 2, . . . , τ1, amij (k) = b
m
ij (k) = −∆tk−mlij for
i 6= j and m = 0, 1, 2, . . . , dik, and amij (k) = bmij (k) = 0
for i, j = 1, . . . , n and m = dik + 1, . . . , τ1. Otherwise,
let amij (k) = b
m
ij (k) = 0 for all i, j,m except a
0
ii(k) = 1.
Obviously,
a0ii(k) ≥ 1− (1− δi) = δi ≥ δmin (9)
− (1− δmin) ≤ −(1− δi) ≤ b0ii(k) ≤ −δi ≤ −δmin (10)
τ1∑
m=0
n∑
j=1
amij (k) = 1,
τ1∑
m=0
n∑
j=1
bmij (k) = 0, a
m
ij (k) ≥ 0 (11)
where δmin = min{δ1, . . . , δn}.
Then we can uniformly rewrite (7) and (8) as
yi(tk+1) =
τ1∑
m=0
n∑
j=1
amij (k)yj(tk−m)
+
τ1∑
m=0
n∑
j=1
bmij (k)[q(yj(tk−m))− yj(tk−m)] (12)
Denote z(tk) = [y(tk)>, y(tk−1)>, · · · , y(tk−τ1)>]> ∈
Rn(τ1+1), Am(k) = (amij (k)) ∈ Rn×n, Bm(k) = (bmij (k)) ∈
Rn×n,
C(k) =

A0(k) A1(k) · · · Aτ1−1(k) Aτ1(k)
I 0 · · · 0 0
0 I · · · 0 0
...
...
. . .
...
...
0 0 · · · I 0

and
D(k) =

B0(k) B1(k) · · · Bτ1−1(k) Bτ1(k)
0 0 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0

From (9) and (11), we know that C(k) is a stochastic matrix.
We can rewrite (12) as
z(tk+1) = C(k)z(tk) +D(k)[q(z(tk))− z(tk)] (13)
(b) Next, we will prove that there exists δC ∈ (0, 1) such
that for any k1 > 0,
∏K0+k1−1
k=k1
C(k) is δC scrambling,
where K0 = (Ty(n) + 1)τ2.
From (9) and (11), we know that Am(k) is a nonnegative
matrix for any m and k, and A0(k) ≥ δminI . Hence,∑k+τ2
l=k
∑τ1
m=0A
m(l) ≥ δminI . Denote
M0 =

I 0 · · · 0 0
I 0 · · · 0 0
0 I · · · 0 0
...
...
. . .
...
...
0 0 · · · I 0

and C ′(k) = diag(C(k)−M0). Then,
C(k) ≥ δminM0 + C ′(k) ≥ δminE(k) (14)
where E(k) = M0 + C ′(k).
From Lemma 5, we know that, for any k,∑k+τ2
l=k
∑τ1
m=0A
m(l) ≥ −δminL since each agent triggers at
least once during (tk, tk+τ2 ]. Hence,
∑k+τ2
l=k+1
∑τ1
m=0A
m(l)
has a δminδ-spanning tree. Thus, from Lemma 7 and its
proof in [8], we know that there exists 0 < δ0F < δminδ
such that Fk =
∏kτ2
i=(k−1)τ2+1E(i) is δF -SIA and has a
δF -spanning tree for any δF ∈ (0, δ0F ]. Here we choose a
δF such that 0 < δF , (δF )
1
τ2 ≤ δ0F < δminδ.
For any 1 ≤ k1 < k2, note
k2∏
k=k1
F δFk =
k2∏
k=k1
kτ2∏
i=(k−1)τ2+1
[E(i)][(δF )
1
τ2 ]
=
k2τ2∏
i=(k1−1)τ2+1
[E(i)][(δF )
1
τ2 ]
and the first block row sum of
∑k2τ2
i=(k1−1)τ2+1[C
′(i)](δF )
1
τ2
has a spanning tree since 0 < (δF )
1
τ2 ≤ δ0F < δminδ. Then
from Lemma 7 and its proof in [8], we know that
∏k2
k=k1
F δFk
is SIA.
Then, from Lemma 2, we know that
∏Ty(n)+k1
k=k1
F δFk
is (δF )(Ty(n)+1)-scrambling. Hence, from (14), we can
conclude that
∏(Ty(n)+k1)τ2
k=(k1−1)τ2+1 C(k) is δ
C-scrambling, where
0 < δC ≤ (δF )(Ty(n)+1)(δmin)K0 .
(c) Similar to the proof of Theorem 1, we can find the C2
and complete the proof or this theorem.
Remark 4: In both Theorems 1 and 2, the evolutions of
x(t) obey ξ>x(t) = ξ>x(0), where ξ>L = 0.
Remark 5: There is no Zeno behavior in the centralized
and distributed self-triggered systems. Note that the trigger-
ing times are not dependent on the state, but the triggering
rules are related only to the degree matrix.
IV. SELF-TRIGGERED CONTROL WITH QUANTIZED
SENSING
In this section, we consider the situation that, each agent
vi discretely sense or measures the quantized value of the
relative positions between its in-neighbors and itself. In other
words, the only available information to compute the control
inputs of each agent are the latest quantized measurements
of the relative positions measured by itself:
ui(t) =
∑
j∈Nini
aijq(xj(t
i
ki(t)
)− xi(tiki(t))) (15)
Remark 6: Compared to (3), the advantage of (15) is that
the input is not affected by other agents’ triggering.
A. Centralized Triggering
In this subsection, we consider centralized self-triggered
consensus rule and denote the triggering time sequence as
t1, t2, . . . . Then, we get
ui(t) =
∑
j∈Nini
aijq(xj(tk)− xi(tk)), t ∈ (tk, tk+1] (16)
Similar to Theorem 1, we have the following result.
Theorem 3: Under the assumptions and self-triggered rule
of Theorem 1, the trajectory of system (2) with input
(16) exponentially converges to the consensus set {x ∈
Rn|d(x) ≤ C3δu}, where C3 is a positive constant which
can be determined by δ′ and δ.
Proof: From the self-triggered rule in Theorem 1, for
any given t1, the system can arbitrarily choose t2 ∈ [t1 +
tl, t1+tu] for every agent. Similarly, after tk has been chosen,
the system can arbitrarily choose tk+1 ∈ [tk+ tl, tk+ tu] for
every agent. Then, in the interval (tk, tk+1], the only solution
to (2) with input (16) is
xi(t) = xi(tk) + (t− tk)
m∑
j=1
aijq(xj(tk)− xi(tk)) (17)
Particularly, we have
xi(tk+1) = xi(tk) + ∆tk
m∑
j=1
aijq(xj(tk)− xi(tk))
Then, x(tk+1) = Akx(tk) + ∆tkW (x(tk)), where
W (x(tk)) = [W1(x(tk)),W2(x(tk)), · · · ,Wn(x(tk))]> and
Wi(x(tk)) =
∑m
j=1 aij [q(xj(tk) − xi(tk)) − (xj(tk) −
xi(tk))]. The proof follows similarly to the proof to Theorem
1.
B. Distributed Triggering
In this subsection, we consider distributed self-triggered
consensus rule. Similar to Theorem 2, we have
Theorem 4: Under the assumptions and self-triggered rule
of Theorem 2, the trajectory of (2) with input (15) exponen-
tially converges to the consensus set {x ∈ Rn|d(x) ≤ C4δu},
where C4 is a positive constant which can be determined by
δ, δ1, . . . , δn.
Proof: We omit the proof since it is similar to the proof
of Theorem 2.
V. SIMULATIONS
In this section, a numerical example is given to demon-
strate the effectiveness of the presented results.
Consider a network of seven agents with a directed re-
ducible Laplacian matrix
L =

9 −2 0 0 −7 0 0
0 8 −4 0 0 0 −4
0 −3 10 −4 0 0 −3
−4 0 −5 14 0 −5 0
0 0 0 0 6 −6 0
0 0 0 0 0 7 −7
0 0 0 0 −5 −4 9

which is described by the graph in Fig. 1. The initial
value of each agent is randomly selected within the interval
[−5, 5] in our simulation and the next triggering time is
randomly chosen from the permissible range using a uniform
distribution. The uniform quantizing function used here is
q(v) = 2kδu if v ∈ [(2k − 1)δu, (2k + 1)δu).
Fig. 1. The communication graph.
Fig. 2 shows the evolution of d(x(t)) under the four self-
triggered rules treated in Theorems 1-4 with δu = 0.5 and
δ′ = δi = 0.25. In this simulation, it can be seen that under
all self-triggering rules all agents converge to the consensus
set with C1 = C2 = C3 = C4 < 2.
Let the quantizer parameter δu take different values. Fig.
3 illustrates limt→+∞ d(x(t)) under the four self-triggering
rules for different δu. The curves show the averages over
100 overlaps. As expected, the smaller δu, the smaller is the
consensus set.
Fig. 2. The evolution of d(x(t)). The dots indicate the triggering times
of each agent.
Fig. 3. The evolution of limt→+∞ d(x(t)) with different δu.
VI. CONCLUSIONS
In this paper, consensus problems for multi-agent sys-
tems defined on directed graphs under self-triggered con-
trol have been addressed. In order to reduce the overall
need of communication and system updates, centralized and
distributed self-triggered rules have been proposed in the
situation that quantized information can only be transmitted,
i.e., quantized communication, and the situation that each
agent can sense only quantized value of the relative positions
between neighbors, i.e., quantized sensing. It has been shown
that the trajectory of each agent exponentially converges
to the consensus set if the directed graph containing a
spanning tree. The triggering rules can be easily implemented
since they are related only to the degree matrix. Interesting
future directions include considering stochastically switching
topologies and more precise expression of the consensus sets.
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