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A inferência filogenética envolve uma tentativa de estimar a história evolutiva 
de um conjunto de organismos (taxa) ou de uma família de genes. Isto é 
equivalente a inferir a sequência de ramificações ou transformações 
evolutivas que tiveram lugar. Uma forma natural de ilustrar esta questão é 
através de uma árvore. O padrão de ramificação da árvore (a sua topologia) 
indica de que forma os taxa estão relacionados, i. e. quais os taxa que 
partilham o ancestral comum mais recente. Os comprimentos dos ramos, se 
estiverem incluídos, representam o tempo ou a quantidade de evolução que 
ocorreu entre cada dois nós na árvore. 
O papel tradicional da inferência filogenética tem sido na sistemática 
biológica, contudo, hoje em dia, constitui uma ferramenta essencial em áreas 
que vão desde as ciências forenses à previsão da evolução de vírus, das 
funções de genes não caracterizados e de proteínas ancestrais. 
 
Até hoje não se conhece nenhum algoritmo para inferir árvores evolutivas 
suficientemente versátil ao ponto de ser adequado a todos os tipos de dados. 
Em contrapartida, existe uma vasta gama de métodos filogenéticos 
complementares comummente utilizados, cada um deles com as suas 
vantagens (e desvantagens) particulares. O trabalho aqui apresentado 
pretende contribuir para a compreensão destas diferenças fornecendo um 
“case study” simples e conhecido à partida. Uma das formas de avaliar estas 
diferenças é através da medição da exactidão da inferência filogenética de 
cada algoritmo. A avaliação implica um conhecimento antecipado da filogenia 
verdadeira subjacente a um determinado grupo de taxa. No entanto, na 
maioria das situações, essa informação não está disponível de forma que este 
resultado é obtido por estudos de congruência (com base na ideia de que se 
conjuntos de dados diferentes produzem a mesma árvore então o método é 
exacto), simulação ou filogenias conhecidas. Os estudos de simulação são 
insubstituíveis na exploração exaustiva dos efeitos dos modelos de evolução, 
das topologias das árvores, das taxas de evolução relativas ou absolutas ou 
de qualquer outro parâmetro que possa afectar a “performance” dos métodos 
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filogenéticos. Embora estes estudos sejam simplificações grosseiras do 
processo evolutivo, eles são úteis para detectar generalizações acerca do 
desempenho dos métodos que possam ser aplicadas a situações reais. As 
filogenias experimentais permitem testar eficientemente estas previsões. 
Idealmente o sistema experimental deverá incluir um organismo de 
crescimento rápido, com genoma de pequena dimensão e capacidade de 
originar mutantes ao longo de múltiplas gerações de crescimento controlado. 
Os bacteriófagos parecem corresponder de forma excepcional a estes 
requisitos, uma vez que podem ser facilmente manipulados em laboratório 
durante milhares de gerações por ano, possuem genomas de pequenas 
dimensões e a sua taxa de mutação pode ser facilmente aumentada pela 
utilização de agentes mutagénicos.  
 
Esta dissertação teve por objectivo principal testar a eficiência de diferentes 
métodos de inferência filogenética na recuperação da árvore verdadeira numa 
situação desfavorável para a generalidade dos algoritmos como é o caso de 
uma topologia assimétrica. Esta árvore compreende a maioria das situações 
problemáticas previstas pelos estudos de simulação tais como ramos internos 
curtos, ramos longos e curtos alternados (diferentes taxas de evolução entre 
os taxa) e ainda a complexidade inerente a um organismo real. Estudos 
anteriores testaram um sistema equivalente com base numa filogenia 
completamente simétrica. Esse sistema, considerado pelos autores como um 
modelo nulo, ou seja a situação mais favorável do ponto de vista da 
inferência, permitiu validar a potencialidade do sistema (como modelo 
experimental para estudos filogenéticos) mas não a diferenciação dos 
algoritmos testados, uma vez que todos inferiram a árvore verdadeira. 
 
Foi testada a possibilidade da utilização de um sistema experimental 
alternativo para a obtenção de filogenias experimentais. Esse sistema 
envolveu o fago bIL170, cujo hospedeiro é a bactéria Lactocococcus lactis. 
Inicialmente tido como um sistema promissor e inovador devido ao seu 
impacto na indústria de lacticínios, este fago revelou uma fidelidade do 
complexo de replicação inesperadamente alta, o que impossibilitou a sua 
utilização como modelo experimental. 
 
O protocolo experimental utilizado para a obtenção da filogenia experimental 
consistiu na propagação seriada do bacteriófago T7 (cujo hospedeiro é a 
bactéria Escherichia coli) na presença do mutagénio N-metil-N’-nitro-N’-
nitrosoguanidina. Para tal procedeu-se à propagação seriada do fago em meio 
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líquido, em que cada nova cultura de E. coli era infectada com uma alíquota 
do lisado anterior. De cinco em cinco lisados este processo era interrompido 
por um plaqueamento em meio sólido, uma vez que a ocorrência de 
“bottlenecks” frequentes ajuda à fixação de mutações. Este procedimento foi 
repetido o número de vezes indicado pelo comprimento dos ramos da árvore 
representada na Figura 1 do capítulo 3, sendo as bifurcações criadas pela 
utilização de um stock clonal recuperado de uma única placa fágica para a 
infecção de duas linhas independentes. Os dados utilizados na inferência 
filogenética foram de dois tipos: locais de restrição e sequências 
nucleotídicas. Para tal construíram-se mapas físicos com 36 enzimas para 
todos os nós (internos e externos) e sequenciou-se 12% do genoma (contidos 
em 9 regiões diferentes distribuídas ao longo do genoma) de cada um dos 
fagos correspondentes aos nós terminais.  
 
Quando estão em consideração conjuntos diferentes de dados, que dizem 
respeito a grande parte do genoma ou a múltiplos genes, é necessária uma 
análise de congruência. A existência de incongruência ligeira entre os vários 
conjuntos de dados pode ser devida a amostras de tamanho inadequado, mas 
a ocorrência de uma forte incongruência pode ter origem em diferentes taxas 
de evolução entre as partições consideradas (posição no codão, 
constrangimentos funcionais) ou em partições que tiveram diferentes histórias 
(transferência horizontal ou duplicação de genes). Por este motivo a análise 
filogenética foi precedida de uma análise de congruência. Testou-se a 
congruência entre os dados de restrição e os de sequência, entre os locais de 
reconhecimento da enzima Sau3AI (enzima cujos locais de reconhecimento 
no genoma sofreram uma taxa de evolução particularmente alta face às 
restantes) e os de todas as outras enzimas e ainda entre cada par de genes. 
Tal como esperado, uma vez que a filogenia verdadeira é conhecida e todas 
as partições tiveram a mesma história, o número detectado de casos de 
incongruência grave foi muito reduzido. De facto, o único caso relevante foi a 
incongruência detectada entre os locais de restrição da enzima Sau3AI e os 
de todas as outras enzimas. Este resultado, apoiado pela diminuição da 
precisão da filogenia obtida quando se combinou estas duas partições numa 
só análise, está em concordância com a hipótese da necessidade de 
utilização de um modelo de evolução específico para esta enzima.  
 
Os métodos tradicionais de inferência filogenética avaliados foram: 
“unweighted pair-group method of arithmetic averages” (UPGMA), “neighbour 
joining” (NJ), evolução mínima (ME), método de Cavalli-Sforza (uLS), método 
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de Fitch-Margoliash (wLS), máxima parcimónia (MP) e máxima 
verosimilhança (ML). Além destes foram ainda testados métodos Bayesianos, 
métodos baseados na compatibilidade e no caso dos métodos de distância, 
foi ainda calculada a distância Euclidiana com base na frequência de 
sequências assinatura.  
 
No geral, os dados de restrição produziram estimativas mais precisas, em 
relação à topologia, do que os dados de sequência. Este resultado pode ser 
explicado pelo facto dos dados de restrição representarem mais amplamente 
o genoma e por isso estarem menos sujeitos à violação do pressuposto de 
independência de evolução entre posições e sofrerem menos os efeitos do 
enviesamento provocado pelos erros de amostragem. Desta forma não é de 
estranhar que a combinação dos dados de restrição e dos dados de 
sequência numa análise única tenha aumentado a precisão da inferência 
filogenética na maioria dos casos. 
 
A análise do potencial de cada gene para conduzir à inferência da árvore 
correcta revelou uma forte dependência entre a exactidão da inferência e o 
tamanho do gene. Por outro lado, a tentativa do estabelecimento de uma 
relação entre este potencial e a função individual de cada gene não foi 
conclusiva.  
Uma propriedade que torna uma topologia difícil de inferir é a existência de 
ramos internos curtos, daí que ramos com estas características estejam 
presentes na árvore planeada. Os resultados obtidos (mesmo no melhor 
cenário da análise global) revelaram ser estes ramos a principal fonte de erro 
para os métodos testados. Particularmente dois dos ramos foram 
incorrectamente inferidos, consistentemente, por todos os métodos excepto 
aqueles que assumem um relógio molecular (UPGMA, ME e ML com relógio 
molecular) ou que utilizam a distância baseada em sequências assinatura. A 
observação de que o número de diferenças de locais de restrição em um 
destes ramos era bastante inferior ao esperado, tendo em conta o seu 
comprimento, conduziu a uma experiência de “bootstrap” paramétrico. Nesta 
experiência os parâmetros do modelo evolutivo foram estimados a partir dos 
dados reais e a topologia seguida foi equivalente à planeada, excepto no 
ramo que aparentemente sofreu menos evolução que o esperado (foi-lhe 
atribuída uma dimensão proporcional ao número de mudanças de locais de 
restrição). Os resultados da simulação apresentaram uma concordância 
razoável com os dados reais, excepto no ramo 9-10 (Figura 1, Capítulo 3), 
que embora erradamente inferido pelos dados reais, não ofereceu problemas 
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ao estudo de simulação. Posteriormente, métodos de compatibilidade 
permitiram verificar que também este ramo teve uma quantidade de evolução 
inferior ao esperado. 
Outro dos aspectos a salientar foi o excelente desempenho da distância 
baseada nas sequências assinatura (particularmente na análise global). Tal 
como referido anteriormente, apenas este método e os que assumem um 
relógio molecular conseguiram obter a árvore verdadeira. Uma das hipóteses 
explicativas para este facto reside na possibilidade do “bias” mutacional deste 
sistema influenciar as frequências dos motivos de sequências e este facto 
reflectir-se nas matrizes de distância Euclidiana. Existem outros sistemas com 
espectros mutacionais semelhantes, tais como os pseudogenes de eucariotas 
e o vírus HIV; estudos preliminares sugeriram que esta poderá ser igualmente 
uma boa abordagem para estes casos. 
 
Esta tese tem a seguinte estrutura: 
Capítulo 1 – Introduction – apresenta uma introdução à inferência filogenética 
e aos principais métodos utilizados por esta disciplina. Faz uma revisão 
bibliográfica dos principais trabalhos publicados relacionados com filogenias 
experimentais. Descreve sumariamente os modelos experimentais utilizados. 
Capítulo 2 - Experimental phylogenies: picking a (the right) model – 
Demonstra os passos necessários à selecção de um modelo adequado à 
construção de filogenias experimentais tomando como exemplo o fago 
bIL170. 
Capítulo 3 – Exploring tree-building methods and distinct molecular data to 
recover a known asymmetric phage phylogeny – Apresenta a construção de 
uma filogenia experimental (utilizando o fago T7) e sua utilização na 
comparação da eficácia de métodos tradicionais de inferência filogenética 
com outros mais recentes ou em estado primordial. Apresenta ainda uma 
análise comparativa de vários tipos de dados. 
Capítulo 4 - Inference of an experimental phage phylogeny with compatibility 
methods: comparison with parsimony – Discute a importância da homoplasia 
na inferência filogenética e a eficácia de métodos desenvolvidos para obviar 
os seus efeitos. 
Capítulo 5 – Concluding remarks – Comenta as principais conclusões deste 
trabalho e discute futuros desenvolvimentos. 
 
Palavras-chave: Métodos de inferência filogenética, filogenias experimentais, 











































Experimental phylogenies built through controlled laboratory evolution of 
actual organisms seem to be an excellent way of testing predictions from 
simulations. Nevertheless, choosing a model for these studies is not always a 
straightforward matter. This work presents the steps necessary to select such 
a model using bacteriophage bIL170 as an example. This phage which 
seemed a promising and innovating system revealed an unexpected high 
fidelity replication complex thus impairing its potential as a valuable 
experimental model.  
The construction of an experimental phylogeny with phage T7 is reported. This 
phage was propagated in the presence of a mutagen following an asymmetric 
tree topology. The performance of several phylogenetic methods was tested 
using restriction sites and nucleotide data. Only methods that encompassed a 
molecular clock or those based on sequence signatures recovered the true 
phylogeny. The probable explanation for the exceptional performance of the 
sequence signature based methods lies in the mutation bias of this system 
which can shift motif frequencies and be reflected in the Euclidean distance 
matrices. If this hypothesis is confirmed, this methodology may be extended to 
infer phylogenies within systems with similar mutation spectrums, such as 
eukaryotic pseudogenes and HIV virus. 
All the other methods failed consistently in the inference of two internal 
branches. To test if these results could have been predicted by simulation 
studies, a parametric bootstrap experience was conducted using the true tree 
and the evolution parameters estimated from the real data. The simulation 
predicted most but not all of the problems encountered by phylogenetic 
inference methods. Short interior branches may be more prone to error than 
predicted by theoretical studies. 
With the level of homoplasy registered in this study, the performance of 
compatibility based methods (which allegedly eliminate homoplastic characters 
from the analysis) could not be distinguished from parsimony.  
 
Keywords: Phylogenetic inference methods, experimental phylogenies, 
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“Phylogenies, or evolutionary trees, are the basic structures necessary to think 
clearly about differences between species, and to analyse those differences 
statistically. They have been around for over 140 years, but statistical, 
computational, and algorithmic work on them is barely 40 years old.”  [1] 
 
 
1.1  Philosophical foundation 
 
The biological process of evolution – descent with modification – generates 
and structures the remarkable diversity of life on Earth today and in the 
geological past [2]. Continued speciation generates groups of related species 
that can be represented by a unique inclusively hierarchical pattern of 
relationships between all organisms based on their similarities and differences 
which Darwin named “Tree of life” [3]. Even now, the meaning, role in biology, 
and support in evidence of the universal Tree of life, is still in debate. The 
central metaphor of phylogenetics is the Tree of life and imagination of its unity 
and uniqueness is of philosophical nature [4]. Many evolutionists believe that 
we have already, or will in time, reconstruct this tree quite accurately. Other 
evolutionists question even this most fundamental belief, that there is a single 
tree [5]. They argue that lateral gene transfer, recombination, gene loss, 
duplication, and gene creation are a few of the processes that cause variation 
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within and between bacterial species that is not due to vertical transfer. 
Therefore the Tree of life is not a useful way of modelling life at this level [5].  
 
The second half of the 20th century witnessed the growth of a great interest in 
phylogenetic reconstructions at macrotaxonomic level [6]. This was not a 
revival of classical phylogenies, rather a new approach emerged as a result of 
the merging of three disciplines, namely cladistics, numerical phyletics and 
molecular phylogenetics [6]. Thus, the new phylogenetics could be defined as 
a branch of evolutionary biology aimed at elaboration of “parsimonious” 
cladistic hypotheses by means of numerical methods on the basis of mostly 
molecular data. The main input of molecular phylogenetics was due to 
molecular data which makes it possible to compare directly such far distant 
taxa as prokaryotes and higher eukaryotes. Also the development of algorithm 




1.2  Applications  
 
Reconstruction of the evolutionary history of genes and species was the first 
role of phylogenetic inference methods. Only the production of reliable 
phylogenies can help to understand the sequence of evolutionary events that 
generated present day diversity and the mechanisms of evolution. In the 
present, however, there is also a growing recognition of trees as a tool for 
understanding biological processes not necessarily related to phylogenetics or 




Finding residues that are important to natural selection might help to 
predict the evolution of influenza virus and assist vaccine preparation. 
 
In 1999, Bush et al. [7,8] found eighteen codons in the HA1 domain of the 
hemagglutinin genes of human influenza A virus that appear to be under 
positive selection1.  They thought that if the selective pressure was to evade 
the host immune system, then virus sustaining mutations at these codons in 
                                                 
1 Positive selection is defined as a significant excess of nucleotide substitutions that result in 
amino acid replacements. 
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the past should have been more fit2 than other coexisting virus. In addition, if 
this hypothesis was correct, then screening extant strains for additional 
mutations in these codons might help to identify the most fit viral strains in 
circulation. The construction of (most parsimonious) phylogenetic trees using 
hemagglutinin genes revealed, over time, a single successful lineage, which 
they called “trunk lineage”. The trunk lineage is the only lineage from which 
strains in all subsequent years arise and its course within the upper portions of 
the tree (most recent influenza season) becomes identifiable only in 
retrospect. So they performed retrospective tests for 11 influenza seasons and 
searched for the lineage undergoing the most amino acid replacements in the 
18 positively selected codons in every season. These lineages identified the 
section of the tree from which the future lineage emerged in 9 of the 11 
seasons tested. They claimed that these methods can be used to examine the 
evolution of the hemaggluitinins of influenza B and influenza A H1 viruses 
circulating in humans to identify sets of codons that may have predictive value 
for these important pathogens. It has also been argued that this information 
might assist vaccine preparation [9]. 
 
 
Predicting function of uncharacterized genes 
 
In the genomic age, in which numerous gene sequences are generated with 
little or no accompanying experimentally determined functional information, the 
ability to accurately predict gene function based on gene sequence is an 
important tool. Eisen  [10,11] noted that almost all functional prediction 
methods rely on the identification, characterization, and quantification of 
sequence similarity between the gene of interest and genes for which 
functional information is available. However since sequence similarity does not 
ensure identical functions, the same author suggested that functional 
predictions could be greatly improved by focusing on how genes became 
similar in sequence (by phylogenetic analysis) rather than on the sequence 
similarity itself. He identified several conditions in which similarity methods 
produce inaccurate predictions of function and proposed a method that makes 
use of information about evolutionary relationships among genes to predict the 
functions of uncharacterized genes. Such unfavourable conditions include: 
functional change during evolution, functional change and rate variation, and 
gene duplication and rate variation. He claims that phylogenetic methods have 
                                                 
2 The viral strain most closely related to future lineages was considered the best fit strain 
regardless of the severity of disease it caused. 
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the advantage, over similarity methods, of correcting for most of this problems 
by the process of masking (exclusion of regions of genes in which sequence 
similarity is misleading rather than biologically important) and by the allowance 
for evolutionary branches to have different lengths. The method to predict the 
functions of uncharacterized genes involves: a) the identification of 
homologous genes to the gene of interest, b) aligning sequences, c) building 
phylogenetic tree, d) overlaying known functions onto tree and finally e) infer 
likely function of gene of interest (uncharacterized genes can be assigned a 
likely function if the function of any ortholog3 is known).  
 
 
Inference of ancestral proteins  
 
In 1963 Pauling and Zukerkandl [12] first suggested the use of phylogenetic 
inference in predicting ancestral sequences. Since then, this technique has 
been used to predict primary structures of ancient proteins, and the function of 
these proteins has been tested following expression of the recreated gene. An 
interesting example of these studies was presented by Wouters et al. [13]  who 
recreated an ancestor to one of the subbranches of the trypsin superfamily of 
serine proteases. In this superfamily, non trypsin-like primary specificities have 
arisen in only two monophyletic descendent subbranches. They reconstructed 
an ancestral to one of these non-trypsin members by total gene synthesis and 
protein expression. Ancestral sequence prediction was made using parsimony 
(a maximum-likelihood tree was also constructed and found to exhibit a high 
level of congruence to the maximum parsimony tree). Unlike the extant 
members of this serine protease family, the recreated ancestor tolerates 
mutational changes in the specificity conferring residues. However, the cost of 
this “structural and functional plasticity” is a relaxation of the presumed narrow 
trypsin-like primary specificity of its immediate predecessor. That is, 
despecialization or evolution in reverse was required for further diversification. 
Functional studies of the reconstructed enzyme indicate that this deep 
evolutionary reconstruction (<170 million years old) is accurate. Such 





                                                 
3 Homologous genes (genes descended from a common ancestor) that have diverged from each 
other after speciation events. 
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Forensic science 
 
A paradigmatic example of phylogenetic inference application in forensic 
science is the Florida dental case. In 1992, Ou et al. [14] reported a case of a 
Florida dentist suspected of transmitting human immunodeficiency virus (HIV) 
to some of his patients. It is known that for a virus with substantial genomic 
variation (such as HIV), identification of strains with a high degree of genetic 
relatedness may imply an epidemiologic linkage between persons infected 
with these strains. They sequenced the C2-V3 domains of the gp120 gene of 
HIV obtained from the dentist, seven patients and 35 control individuals from 
the local population. Phylogenetic analyses of these sequences originated 
many equally parsimonious trees; however, the monophyletic clade containing 
the sequences of the dentist and five of the patients (the dental clade) was 
common to all of the trees. The other two patients had already been confirmed 
to have other risk factors for HIV infection. To assess the reliability of the 
inferred dental clade, later Hillis et al. [15], noticing an important departure in 
HIV evolution from the Kimura model of evolution (see section 3.2.2.3), took 
the relative frequencies of all 12 types of nucleotide change and the estimated 
phylogeny as a model to simulate the phylogeny at varying rates of overall 
change. They concluded that at the level of change seen in the original study, 
90% to 94% of all the branches in the tree were resolved in the simulations by 
every method except UPGMA, and that the dental clade was resolved 100% of 
the time with every method except UPGMA. They added that these 
simulations results provided significant support for a phylogeny consistent with 
the dental transmission hypothesis, although they acknowledge that no 
simulation can take all the complexities of HIV evolution into account. For 
example changes in HIV that result from the duration of the infection, pressure 
from the host’s immune system, stage of the disease or therapy can result in 




1.3  Methods 
 
There are an ever growing number of methods for molecular phylogenetic 
inference. These methods differ essentially by how they handle the data and 
by the approach taken when building trees. The next section will describe 
some of the most used and well known methods. 
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“Proceeding from the simple assumption that as the time increases since two 
sequences diverged from their last common ancestor, so does the number of 
differences between them, tree estimation seems to be a relatively simple 
exercise: count the number of differences between sequences and group 
those that are most similar. The simplicity of such an algorithm underestimates 
the complexity of the phylogenetic-inference problem. The rate of sequence 
evolution is not constant over time, so a simple measure of the genetic 
differences between sequences is not necessarily a reliable indication of when 
they diverged. Natural selection or changing mutational biases during the 
history of an organism might cause distantly related sequences to diverge from 
each other more slowly than is expected, or even become more similar to each 
other at some residues. Many of the sites in a DNA sequence are not helpful 
for phylogenetic reconstruction: some are functionally constrained so that they 
are invariant among all known sequences; others evolve rapidly (and, 
therefore, are not reliable indicators of deep relationships). As a result of such 
‘noise’, often several phylogenetic hypotheses can explain the data reasonably 
well. So, the researcher must take this uncertainty into account.” [9] 
 
 
1.3.1  Distance matrix methods 
 
Distance matrix methods comprise a large family of methods first introduced 
by Cavalli-Sforza and Edwards (1967) [16] and by Fitch and Margoliash (1967) 
[17]. They assume that a measure of the distance4 between each pair of taxa 
is calculated and then find a tree that predicts the observed set of distances as 
accurately as possible. Computer simulations have shown that the amount of 
information that is lost by transforming sequences into a table of pairwise 
distances is remarkably small [1].  
In distance matrix methods, branch lengths are not simply a function of time, 
they reflect expected amounts of evolution in different branches of the tree.  
 
 
1.3.1.1  Least squares methods 
 
The basis of distance matrix methods is to construct a matrix of observed 
distances (Dij) from the data and then infer a tree which branch lengths 
                                                 
4 The evolutionary distance is defined as the number of base substitutions per homologous site 
that have occurred since the divergence of the two DNA sequences. 
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represent the predicted distances (dij). Least squares methods measure the 














                             (1) 
wij represents weights that differ between different least squares methods. 
Cavalli-Sforza and Edwards (1967) [16] defined the unweighted least squares 
method in which wij = 1 and Fitch and Margoliash (1967) [17] used wij = 1/Dij 5. 
The tree topology and branch lengths that minimize Q are chosen.  
 
 
1.3.1.2  Minimum evolution (ME) 
 
The minimum evolution  method as presently used was introduced by 
Rzhetsky and Nei [18,19]. The criterion used by this method to choose the 
best tree is to minimize total branch length (S). In the ME method the tree is 
fitted to the data and the unweighted least squares method is used to 
determine the branch lengths. The shortest total length least square tree is 
chosen among every possible topology. 
 
 
1.3.1.3  Unweighted pair group method with arithmetic mean (UPGMA) 
 
Unweighted pair group method with arithmetic mean [20] instead of choosing 
the best tree by some criterion from all the possible trees is an algorithm that 
builds the tree directly from the distance matrix (clustering algorithm). UPGMA 
assumes that the evolutionary rate is the same in al lineages (a molecular 
clock is in effect). This amounts to constrain the branch lengths in a way that 
the distance from the root to any tip is the same. Beginning with the distance 
matrix the algorithm works in the following way [1]: 
 
1. It finds the pair of taxa, i and j that have the smallest distance, Dij. 
2. Creates a new group, (ij), which has n(ij) = ni + nj members. 
3. Connects i and j on the tree to a new node. The two branches 
leading to i and j each have a length of Dij / 2. 
                                                 
5 See chapter 3 for an application of these two methods named as weighted and unweighted least 
squares. 
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4. Computes the distance between the new group and all the other 



















+=),(                       (2) 
 
5. Deletes the columns and rows of the data matrix that correspond to 
groups i and j, and adds a column and row for group (ij). 
6. Return to step 1. 
 
The main disadvantage of UPGMA is that it can lead to seriously wrong trees if 
the distance matrix reflects a substantially nonclocklike tree. For instance if the 
evolutionary rate is not the same on different branches, two distant taxa may 
be joined simply because they are similar in not having changed. 
 
 
1.3.1.4  Neighbor-joining (NJ) 
 
Neighbor-joining [21] is also a clustering algorithm, it approximates a simplified 
version of the ME method for inferring a bifurcating tree [22]. In this method, 
the S value is not computed for all the topologies but the examination of 
different topologies is imbedded in the algorithm, so that only one final tree is 
produced. It starts with a star phylogeny in which all interior branch lengths are 
zero. The total branch length of this topology (S0) is clearly much higher than S 
for the true tree. The next step is to compute Sij for a tree in which i and j are 
neighbors (connected through a single interior node) and separated from the 
rest of the taxa. As it is impossible to know a priori which pair of neighbors 
minimize S, this procedure must be repeated with every pair of taxa to choose 
the one that produces the tree with the smallest Sij. This pair of taxa is then 
regarded as a single taxon, and the next pair of taxa that gives the smallest 
sum of branch lengths is again chosen. This process is continued until all 
multifurcating nodes are resolved into bifurcating ones.  
When the extent of sequence differences and the number of nucleotides 
examined are sufficiently large, NJ nearly always produces the same topology 
as ME [23,24]. However when the sequence length is <500 bp NJ tree can be 
considerably different from ME tree, even though the difference in S is usually 
statistically nonsignificant [19].  
1.3 METHODS  9 
    
 
When variation of evolutionary rates from site to site is large, correction of 
distances become increasingly important. While likelihood methods can use 
information from changes in one part of the tree to inform the correction in 
others, distance matrix methods are inherently incapable of propagating 
information in this manner [1]. This constitutes a disadvantage of these 
methods. 
 
1.3.1.5  Distance measures 
 
The evolutionary distance between a pair of sequences is usually measured 
by the number of nucleotide or amino acid substitutions between them. 
Theoretically, if the total number of substitutions between any pair of 
sequences is known, all the above described distance methods (except for 
UPGMA with non ultrametric numbers of susbstitutions) produce the correct 
phylogenetic tree [22]. However, this number is almost always unknown and 
since the most serious problem of distance methods is that they require a 
reliable measure of evolutionary distances between sequences, many different 
methods (evolutionary models) for estimating this number have been 
proposed. Some of these methods may be very sophisticated and include 
several parameters. The most common parameters are added to correct for 
the different substitution rates for each type of nucleotide change, for the 
proportion of sites which are unable to change and for variable rates across 
sites and among lineages. Combining different parameters has resulted in a 
large number of models [25] and a corresponding number of evolutionary 
distances. Nevertheless in this section only those distances used in chapter 3 
will be described (see section 1.3.3.1 for more information on evolutionary 
models). The efficiency of distance measures in obtaining the correct tree 
depends on at least two factors: the linear relationship with the number of 
substitutions and the standard error or coefficient of variation of the estimate of 
the distance measure [22]. 
 
 
p - distance 
 
This distance is merely the proportion (p) of nucleotide sites at which the two 
sequences compared are different. This is obtained by dividing the number of 
nucleotide differences (nd) by the total number of nucleotides compared (n). 
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n
np d=                                          (3) 
 
The p-distance is approximately equal to the number of substitutions per site 
only when p is small (<0.1). The computation of this distance is simple and it 
gives essentially the same results as more complicated distances as long as 
all pairwise distances are small [26]. 
 
 
Jukes-Cantor (JC) distance 
 
The Jukes-Cantor distance [27] is based on the simplest possible model of 
DNA sequence evolution. It assumes that the four bases have equal 
frequencies, and that all substitutions are equally likely. Under this model the 




⎛ −−= pd xy 3
41ln
4
3                                (4) 
 
dxy represents the distance between sequence x and sequence y expressed as 
the number of nucleotide substitutions per site and p is computed by using 
equation (4). ln, the natural log function is used to correct for superimposed 
substitutions. The 3/4 and 4/3 terms reflect that there are four types of 
nucleotides and three ways in which a second nucleotide may not match a first 
with all types of change being equally likely (i. e. unrelated sequences should 
be 25% identical by chance alone). 
 
 
Kimura’s two parameter (K2P) distance 
 
Kimura’s two parameter model [28] differs from Jukes-Cantor’s because it 
doesn’t assume that all substitutions have the same probability. K2P 
incorporate the observation that the rate of transitions (α) per site may differ 
from the rate of transversions (β) [29]. In this model the number of nucleotide 
substitutions per site is given by: 
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where P and Q are the proportional differences between the two sequences 
due to transitions and transversions, respectively. If α = β, then the K2P model 
becomes the JC model. 
 
 
Upholt and Nei-Li distances 
 
Much of the early work on variation in DNA sequences used variation in 
restriction sites rather than full sequences. The first distance between 
restriction sites pattern was derived by Upholt  [30]. It assumes a Jukes-Cantor 
model of evolution, that is, all nucleotide sites have an equal probability of 
undergoing a substitution. Thus the distance between two sequences (x and y) 
digested with an enzyme r-base cutter with a proportion S of ancestral 





ln−=                                      (6) 
 
Nei and Li [31] developed a similar distance that also assumes a Jukes-Cantor 
model of base change and that identical sites are those that remain 
unchanged from the common ancestor. It includes a correction for gamma 
















xy Sd                         (7) 






2ˆ                                      (8) 
 
1. INTRODUCTION  12 
     
Where nXY is the number of shared restriction sites between the two 
sequences X and Y, and nX and nY are number of restriction sites present in 




1.3.1.6 Alignment-free sequence comparison (distances) 
 
It is commonly believed that to infer a phylogenetic tree representing the 
history of a set of molecular sequences, they need first be arranged relative to 
each other in a way that represents the best hypothesis of homology at every 
position; i.e., an optimal multiple sequence alignment [32]. Most alignment 
methods implicitly make the assumption of collinearity over long stretches 
frequently leading to suboptimal alignments in cases of sequences that have 
undergone recombination, proteins with shuffled domains, and genomic 
sequences (which often feature large-scale rearrangements) [33]. Alignment-
free methods are devoid of this assumption and have proven to be very useful 
in a number of these situations [34-37]. Nevertheless the proposition of these 
methods is recent being the earliest systematic publications from Blaisdell [38].  
Two main categories of methods have been proposed – methods based on 
word frequency, and methods that do not require resolving the sequence with 
fixed word length segments. They include the use of Kolmogorov complexity 
theory and scale-independent representation of sequences by iterative maps.  
This last category will not be further commented since it is still in experimental 




Sequence signatures distances 
 
All the distance measures in section 1.3.1.5 require a prior sequence 
alignment followed by a mismatch count and then the assumption of an 
evolutionary model (except for p distance) permits the computation of 
distances themselves. Sequence signatures based distance doesn’t assume 
such a model. Instead it computes the whole set of frequencies of short 
oligonucleotides (words, until ten nucleotides [34]) of the sequences and then 
different types of comparisons based in some distance definitions between 
frequencies of L-words can be made to construct a distance matrix. The basic 
rationale for sequence comparison is that similar sequences will share word 
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composition to some extent, which is then quantified by a variety of techniques 
[39].  
 
A sequence X, of length n, is defined as a linear succession of n symbols from 
a finite alphabet, A, of length r.  
A segment of L symbols, with L ≤ n, is designated an L-tuple. The set WL 
consists of all possible L-tuples that can be extracted from sequence X and 
has K elements.  
 
{ }KLLLL WWWW .2.1. ,...,,=  
LrK =                                                                                                             (9) 
 
The identification of L-tuples in the sequence X can then be the object of 
counting occurrences with overlapping (Equation 10). Computationally, the 
counting is usually performed by taking a sliding window L-wide that is run 








L ccc =                                   (10) 
 
The vector of frequencies XLf  is obtained as the relative abundance of each 


















L                    (11) 
 
For example, for a sequence A = {ATCG}, r = 4, a three letter word, L = 3, 
could be w = ATC. For the sequence X = ATATAC, where n = 6, the vector 
Yp3 is estimated by the relative frequencies of all trinucleotides. The 
frequencies, determined by sliding a three letter window n – L + 1 = 4 times 
would be: 
 }{ ,...,,,3 AAATACTATATAW =  ( ),...0,1,1,1,23 =Xc  ( ),...0,25.0,25.0,5.03 =Xf  
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The vectors Xc3  and 
Xf3  have length K = 43 = 64 and the zero coordinates 
correspond to missing words in X, in this case absent trinucleotides [39]. 
Sequence signatures can be easily computed with the algorithm “Chaos game 
representation” [40]. Species-specificity and conservation of signature in any 
part of the genome makes sequence-signature a promising tool for 
phylogenetic analysis [41]. 
 
The first distance, between two sequences, computed from L-tuple counts, 
was the square Euclidean distance [38] (Equation 12). 
 













..,                           (12) 
 
Since then a large variety of metric systems have been proposed, for example 
the calculation of the linear correlation coefficient from L-tuple frequencies 
[42], distances that take into account the data covariance structure 
(Mahalanobis [43] and standardized Euclidean), a pattern-based approach 
[33,44], and many others. 
 
 
1.3.2  Maximum parsimony (MP) methods 
 
Maximum parsimony is a family of methods that seek the tree involving the 
minimum net amount of evolution [45] (compatible with the minimum number 
of substitutions among sequences [46]). The total number of evolutionary 
changes in a tree is the sum of the number of changes in each position (tree 
length). The length of each possible tree is computed and the topology that 
requires the smallest number of substitutions is chosen to be the best tree 
[47]. MP is expected to find the correct tree as long as no multiple substitutions 
occur and a sufficient number of informative nucleotide positions are provided. 
A position is considered phylogenitically informative only if it favours some 
trees over the others. This will only happen if a minimum of two different 
nucleotides exist in that position and each of the character states is 
represented in at least two of the sequences under study [48]. 
There are three stages in the construction of the MP tree: the optimality 
criterion used to infer the tree, the algorithm employed in the search for 
optimal trees under those conditions and the measure used to evaluate the 
result. The optimality criterion specifies the restrictions imposed on character 
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changes, while the algorithm that searches for the optimal tree is concerned 
with the practical problem of inspecting all possible topologies [49]. There are 
multiple optimality options, in this work only those concerning nucleotide 
sequences will be discussed. 
Camin and Sokal [50] first proposed a discrete character parsimony analysis. 
Their method included the restriction that character transformations are 
irreversible, that is they assumed evolution to be irreversible. All homoplasy6 
must therefore be accounted for by parallelism or convergence. Such a 
restriction will be unwarranted most of the times, so this condition has since 
been relaxed. 
The Wagner method is appropriate for binary or ordered multistate characters 
[51,52]. Yet it is unlikely that there would be sufficient knowledge to allow 
ordering of nucleotide character states. 
Fitch [47] expanded the original Wagner algorithm to allow for unordered 
multistate characters, where any state is allowed to transform directly into any 
other state; that is any nucleotide can transform with equal probability into any 
of the others. This is the most frequently used initial condition. In fact, all the 
above parsimony models can be considered special cases of a generalized 
method of parsimony. Under the generalized parsimony criterion a “cost” is 
assigned to each transformation between states. The costs are represented as 
a square m-by-m matrix, in which the elements, Sij, represent the increase in 
tree length associated with the transformation from state i to j, and m is the 
total number of states for the character. The stepmatrices for Camin-Sokal, 
Wagner and Fitch parsimony are represented in Table 1. 
 
 
Table 1 - Comparison of m x m stepmatrices for Camin-Sokal, Wagner and 
Fitch parsimony 
 
  Camin-Sokal  Wagner  Fitch 
  0 1 2 3  0 1 2 3  0 1 2 3 
0  - 1 2 3  - 1 2 3  - 1 1 1 
1  ∞ - 1 2  1 - 1 2  1 - 1 1 
2  ∞ ∞ - 1  2 1 - 1  1 1 - 1 




                                                 
6 Homoplasy relates to similarity that arose through convergence or parallel evolution rather then 
from common ancestry. 
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Weighted parsimony    
 
There are two types of a priori weighting fundamentally different; one weights 
characters and the other weights character state changes [49]. Examples of 
the first type of weighting is assigning different weights to paired and unpaired 
sites, where paired sites are those which form Watson-Crick base pairs in the 
stem regions of a molecule and unpaired sites are those that occur in the loop 
regions of a molecule. Another example of the same type is the differential 
weighting of the first, second and third nucleotide positions in codons. 
“Transversion parsimony” is an example of the second type of weighting. It 
follows the observation that transversions occur much more rarely than do 
transitions. Table 2 illustrates a model in which transversions are allocated five 
times the cost of transitions. Under this model, it would require at least five 
transition substitutions to support an alternative topology before a topology 
supported by a single transversion substitution would be rejected. 
 
 
Table 2 – Stepmatrix for transversion parsimony 
 
 
 A C G T 
A - 5 1 5 
C 5 - 5 1 
G 1 5 - 5 
T 5 1 5 - 
  
In addition to a priori weighting a posteriori weighting is also possible. Farris 
[53] suggested a successive weighting algorithm based on the fit of the 
characters to the tree obtained after a round of analysis with equal weights. 
These a posteriori weights are then used as input for another (successive) 
analysis. This procedure can be repeated until the weights or the trees do not 
change for two consecutive analyses. The idea is to give higher weight to 
characters consistent with the tree and penalize characters which fit the tree 
poorly (are homoplastic). Reweighting can be based on the consistency index, 
retention index or rescaled consistency index (see next section for an 
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Goodness of fit statistics    
  
There are several parameters that measure the fit of characters to particular 
trees [52,54,55]. Three parameters are used to define these indices. 
 
s = length (number of steps) required by the character on the tree 
being evaluated. 
 
m = minimum amount of change that the character may show on any 
possible tree. 
 
g = maximum possible amount of change that a character could 
possibly require on any conceivable tree.  
Overall indexes are calculated for a group of characters by the sum of 
individual characters parameters: 
 






Retention index                       RI    =    






Rescaled consistency index7   RC   =    CI . RI 
 
The better the evaluated tree explains the data the closer to 1 these indices 
will be.  
 
 
Some properties of parsimony 
 
Felsenstein has deduced under what circumstances parsimony will make a 
maximum estimate of the tree, that is both maximum parsimony tree and 
maximum likelihood tree will be the same. These circumstances involve low 
rates of rates of change even though the different characters may have very 
different rates of change [56].  
The same author had previously identified the region of the parameter space 
in which Parsimony will give inconsistent estimates of the tree (Figure 1, b)). 
This has become known as the “Felsenstein zone” and may be described as 
the situation where “long branches attract” [57].  
                                                 
7 RC was used to weight MP in Chapter 3. 
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 Kim [58] examined a number of special cases finding that there were 
exceptions to many proposed generalizations about when parsimony would be 
consistent, such as “long branches do not necessarily result in inconsistent 
estimates if large numbers of data are involved” or “even trees with equal 
branch lengths can produce inconsistent estimates”. 
Felsenstein [59] proposed that imposing a molecular clock was sufficient to 
assure that parsimony was consistent, yet Hendy and Penny [60] have shown 
that this may not hold by giving an example that includes internal short 
branches8. 
Yang [61], Siddall [62], and Steel and Penny [63] have pointed out a region of 
the tree space in which parsimony outperforms likelihood (Figure 1, a)). This 
zone has become known as the “Farris zone”. The inherent bias of Parsimony 
towards long branch attraction helps guarantee that in this situation the tree is 
correctly inferred.  
 
 











Figure 1 – a) A tree in the Farris zone. b) A tree in the Felsenstein zone. 
 
This happens because there is no correction for parallel changes on the two 
branches, and those changes are reconstructed as occurring on the branch 
ancestral to the two long branches. 
 
  
1.3.3  Maximum likelihood (ML) methods 
 
Maximum likelihood methods were first applied to phylogenetics by Edwards 
and Cavalli-Sforza [64] for gene frequency data. Neyman [65] applied ML 
estimation to molecular sequences (aminoacids and nucleotides) but it was not 
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until Felsenstein’s implementation [66] that a general ML approach was fully 
developed for nucleotide sequence data. 
The method of ML depends on the complete specification of the data and a 
probability model to describe the data. The probability of observing the data 
under the assumed model will change depending on the parameter values of 
the model. The ML method chooses the value of a parameter that maximizes 
the probability of observing the data [67]. 
An example of the computation of the likelihood of tree will be given in order to 
facilitate the understanding of these methods. For ML methods the data are 
the individual site patterns. Consider the following aligned DNA sequences of  
s = 4 taxa and m sites: 
 
 
Taxon 1 ACCAGC 
Taxon 2 AACAGC 
Taxon 3 AACATT 
Taxon 4 AACATC 
 
The observations are x1 = {A,A,A,A}’, x2 = {C,A,A,A}’, x3 = {C,C,C,C}’, x4 = 
{A,A,A,A}’, x5 = {G,G,T,T}’ and x6 = {C,C,T,C}’. Two of the sites exhibit the 
same site pattern (x1 and x4). There is a total of r = 4s site patterns possible for 
s species. The number of sites exhibiting different site patterns can also be 
considered as the data in a phylogenetic analysis. For example, the above 
data matrix can also be described as: 
 
Taxon 1 AAAAAAAAA...C...C...C...G...TTT 
Taxon 2 AAAAAAAAA...A...C...C...G...TTT 
Taxon 3 AAAACCCCG...A...C...T...T...TTT 




Where the matrix is now a 4 x 256 matrix of all r = 44 = 256 site patterns 
possible for four species. Most of the possible site patterns are not observed, 
however 5 site patterns are. ML assumes an explicit model for the data that 
allows the computation of the probabilities of changes of states along the tree 
(T), i.e. the probability that state j will exist at the end of a branch of length t, if 
the state at the start of the branch is i. Two assumptions, central to computing 
likelihoods, are made: 
 
1. Evolution in different sites (on the given tree) is independent.  
2. Evolution in different lineages is independent.   
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In this way, likelihood can be decomposed into a product, one for each site: 
 






==                       (13) 
 
The likelihood of a tree is the probability of the data given that tree. The 
product is over characters because it is assumed that the evolutionary 
processes that effect character change in different characters are 
independent, so the likelihood is simply the product of a series of terms. The 
terms have different values of i, the index for the characters. Where D(i) is the 
data at the ith site.  
Each of these terms in the product is a sum over all possible ways that states 
can be assigned to the interior nodes of the tree (the hypothetical ancestors). 
The summation, over many possibilities, is used because these alternative 
possibilities are mutually exclusive events.   
If the tree represented in Figure 2 and a single site are considered, the 
likelihood of the tree for this site is given by equation 14. 
 
 ( ) ( )∑∑∑∑=
x y z w
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The probability of x may be the probability of any of the bases (x = A, C, G or 
T) at a random point on an evolving lineage. Usually it is reasonable to take 
Prob (x) to be the equilibrium probability of base x under the particular model 
of base substitution that is being considered. The other probabilities are 
derived from the model of base substitution. On a tree with n species, there 
are n -1 interior nodes, each can have 4 states, so 4n -1 terms are needed. In 
the example being presented 44 = 256 terms need to be summed for each site. 
 
 
1.3.3.1  Models of nucleotide evolution 
 
“In the context of phylogenetics, a model provides a framework through which 
the phylogenetic construction method estimates parameters used to find the 
preferred tree. The model represents the footprint of evolutionary phenomena 
that has generated the observed sequence data, such as mutation, selection, 
and genetic drift. The particular model selected for a data set depends on 
features of the data such as the level of variation and nucleotide frequencies” 
[25]. 
 
Models vary on complexity based on the number of parameters they 
accommodate to explain evolutionary change. While simple models 
summarize nucleotide substitutions with one or two parameters, the most 
general models can include more than 60 parameters (e.g. codon models, 
implemented in some Bayesian methods). 
                         b 
      A                                G         Transitions 
 
    
    a           d              c         f        Transversions 
           
                      
      C                                 T         Transitions 
                         e 
 
Figure 3 – Substitution matrix representing the possible different rates of evolution for 
transitions and transversions. 
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Table 3 shows some of the most commonly used nucleotide substitution 
models. Model parameters can reflect differences in nucleotide frequencies, 
substitution rate and among-site rate variation. The different rates of evolution 
between specific nucleotide pairs9 are represented by the substitution matrix of 
the model, and the gamma distribution models among-site rate variation 
[68,69] (that is the overall substitution rate at a nucleotide site). The statistical 
representation of rate variation is independent of substitution models and can 
simply be added to a pre-existing model [25].   
 
 
Table 3 – Some commonly used models of nucleotide substitution. In Bos et al [25]. 
 
Model Parameters 
   





rate in Fig 3 
Reference 
JC69 1 Not included a = b =c =d = 
e =f 
[27] 
F81 4 πA, πC, πG, πT Not included [66] 
K80 2 Not included a = c = d = f, b 
= e 
[28] 
K81 3 Not included a = f, b = e, c 
= d 
[70] 
HKY85 6 πA, πC, πG, πT a = c = d = f, b 
= e 
[71] 
SYM 6 Not included a, b, c, d, e, f [72] 
TrN 7 πA, πC, πG, πT a = c = d =f, b, 
e 
[73] 
GTR 10 πA, πC, πG, πT a, b, c, d, e, f [74] 
 
The fit of the evolution model to the data may affect the performance of the 
model-based phylogenetic method [67]. Specially when dealing with divergent 
sequences, the use of one model over another can alter the result of the 
analysis, ultimately producing strong support for the wrong tree topology [75]. 
The use of objective criteria to select the model helps avoiding problems 
associated with model over-fitting and phylogenetic bias by selecting more 
realistic models [76]. Methods for selecting the best fit model for a particular 
data set have been proposed. Two of the most used are the likelihood ratio 
test (LRT) [67,76] and the Akaike information criterion (AIC) [77].  
                                                 
9 Like for example the special case of bacteriophage T7 propagation in the conditions described in 
chapter 3, which are known to bias nucleotide substitution favouring two special cases of 
transitions: from G → A and C → T. 
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The LRT statistic is calculated by obtaining the likelihood scores of a null 
model (L0) and an alternative model (L1). The two scores are then compared 
by calculating the statistic δ: 
 ( )01 lnln2 LL −=δ                                  (16) 
 
When the compared models are nested, the Chi-square distribution is a good 
approximation of the null distribution of the LRT statistic (df = difference in the 
number of free parameters in the two models). LRT requires an a priori input 
phylogeny to estimate the likelihood of the models [78].  
The Akaike information criterion is another way of selecting the most 
appropriate model for a data set. It represents the amount of information lost 
when a particular model is used to approximate reality. The AIC implements 
best-fit model selection by calculating the likelihood of proposed models and 
imposing a penalty based on the number of model parameters. Parameter-rich 
models are penalized so fitting an excessively complex model is not likely 
under this criterion. The best fitting model is the one with the smallest AIC 
value. 
 ( )ii NLAIC 2ln2 +−=                             (17) 
 
Where Li is the likelihood for model i and Ni is the number of free parameters 
in model i. The AIC has the advantage over LRT of simultaneously comparing 
all candidate models and also has an adjustment that more heavily penalizes 
complex models for data comprised of small samples (short sequences) [25]. 
 
 
1.3.3.2  Assessing confidence – bootstrap 
 
The most widely used method of estimating the reliability of trees is the 
nonparametric bootstrap [79]. The reliability of the tree topology (how strongly 
does the data support the relationships depicted in the tree) is addressed by 
this method through the calculation of the bootstrap percentage (BP) for each 
interior node, or clade, in a tree. The data set (sites in a set of aligned 
sequences) is randomly sampled with replacement to create pseudo-replicate 
data sets. The tree building algorithm is performed on each of these replicate 
data sets. Typically, 100-2000 bootstrap trees are estimated, and the BP for 
each clade (on the original phylogenetic tree) is the percentage of these trees 
that also include that clade. The bootstrap offers a measure of which clades 
are weakly supported, since a grouping that is present in a low percentage of 
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the bootstrap replicates is sensitive to the exact combination of sites that were 
sequenced. Therefore bootstrap proportions help predict if the same result 
would be seen if more data were collected, no whether the result is correct. A 
drawback to the bootstrap method is that it can be very time consuming since 
the original analysis must be repeated hundreds of times. This is not a concern 
for fast analysis (like NJ) but can be prohibitive for ML. In Bayesian analysis a 
corresponding measure of phylogenetic uncertainty, though calculated very 
differently, is assessed by posterior probabilities (see section 3.2.3, below). 
Another disadvantage is the assumption made by bootstrap that nucleotide 
sites are independent and identically distributed. 
 
 
1.3.3.3  Parametric bootstrap 
 
Parametric bootstrap [80] emerges as an alternative to the standard, 
nonparametric bootstrap, for testing specific hypotheses of relationship [81], in 
which a single data set can be used to parameterize a model of sequence 
evolution. In effect it is similar to a cross between bootstrap and simulation in 
the sense that like simulation it involves generating artificial data. However, 
whereas simulation studies are generally conducted using an artificial tree and 
simple evolutionary models, in parametric bootstrapping the evolution of the 
DNA sequences is simulated using parameters (including the tree) estimated 
from real data. In this manner, new independent data sets can be generated 
and used to create a distribution against which a specific hypothesis can be 
tested [82]. 
The main concern about parametric bootstrap is its great dependence upon 
the correctness of the statistical model of evolution, because if this model is 
not correct instead of the variation in the correct model (as nonparametric 
bootstrap) it will reflect the variation in the incorrect model. 
 
 
1.3.3.4  Molecular clock tests 
 
Assuming the existence of a molecular clock amounts to admit that the 
number of differences of substitutions between two sequences is proportional 
to the elapsed time since they last shared a common ancestor. The likelihood 
ratio test (described above for the selection of the nucleotide substitution 
model) can also be used to test the molecular clock [66,83]. For example, if 
the tree represented in Figure 2 is to be tested in order to determine if it is 
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consistent with a molecular clock a few requirements need to be fulfilled. A 
clocklike tree can be obtained if t1 = t2, t4 = t5, t3 = t7 + t4,  t6 + t2 = t8 + t3 and t6 + 
t2 = t8 + t3.  This means that a tree of 8 parameters, the branch lengths, is 
constrained by the clockness assumption to have only 5 parameters, t1, t4, t7, t6 
and t8. The LRT is done by calculating the ML score of the trees with and 
without the constraint. Twice the logarithm of the ratio of their likelihoods is 
(asymptotically) distributed under the null hypothesis of clockness as a chi-
square variable with n – 2 degrees of freedom (n = number of tips). 
 
 
1.3.4  Bayesian methods 
 
Bayesian inference of phylogeny (BI)  was independently proposed by three 
groups [84-86] in 1996. It is based on a quantity called the posterior probability 
of a tree and is calculated using Bayes’s theorem, 
 












Pr                  (18) 
 
where trees are labelled from 1 to B(s). B(s) is the number of possible trees for 
s species. [ ]DTob iPr  is the posterior probability of tree i, [ ]iTDobPr  is the 
likelihood of tree i, and [ ]iTobPr  is the prior probability of tree i. Unlike ML, 
Bayesian inference of phylogeny can incorporate prior information about the 
phylogeny through the specification of a prior probability distribution of trees. In 
MrBayes 3 [87], for example, a known software for Bayesian inference of 
phylogeny, the structure of the substitution model must be supplied and then, if 
former information is available, the prior probability distributions on the 
parameters of the model can be defined. The substitution rates and stationary 
nucleotide frequencies of rate matrix can be fixed, the shape (α) parameter of 
gamma distribution of rate variation can be given an exponential distribution, 
the topology can be constrained, etc. However, when there are not strong prior 
beliefs, flat priors are placed on the parameters over a range of values likely to 
contain the true value of the parameter. Equal probability is placed on all 
possible values within the specified range, so that most of the differences in 
the posterior probability of hypotheses are attributable to differences in the 
likelihood. Besides that, in the Bayesian approach, there is only a moderate 
computational penalty associated with estimating parameters rather than fixing 
them prior to analysis [87].  
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The denominator in equation 18 is a normalizing constant that involves a 
summation of the numerators over all possible trees (B(s)) [88].  Because of 
this, the denominator may be very difficult to compute. So, samples from the 
posterior distribution can be drawn using a Markov chain that does not need to 
know the denominator. Markov chain Monte Carlo (MCMC) methods in BI 
draw a random sample from the posterior probability of trees. The most widely 
used MCMC method is the Metropolis algorithm [89]. The idea of MCMC 
methods is to wander randomly in a space of trees in order to settle down into 
an equilibrium distribution of trees that has the desired posterior distribution f 
(T). It works as follows: 
 
1. Start the Markov chain with a tree with branch lengths (randomly 
chosen or one that is likely to be a good description of the data). 
2. A new tree is proposed. The proposal mechanism must satisfy a few 
conditions:  
a) Be stochastic. 
b) Every possible tree must be accessible by repeated 
application of the proposal mechanism. 
c) The chain must be aperiodic.  
3. The new tree is accepted with a probability described by Metropolis et 
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4. If R ≥ 1, accept the new tree as the current tree. 
5. If R < 1, draw a uniform random number (a random fraction between 0 
and 1). If it is less than R, accept the new tree as the current tree. 
6. Otherwise, reject the new tree and continue with tree Ti  as the current 
tree. 
7. Go back to step 2.  
 
In step 3, R is the probability that the proposed state, Tj, becomes the next 
state of the chain. In the Metropolis algorithm the denominator of Bayes’s 
theorem, complex summation, cancels out. Thus the formula reduces to the 
product of three ratios. Steps 2-7 are repeated many thousands or millions of 
times. The fraction of time that any particular tree is visited by the chain is a 
valid approximation of the posterior probability of that tree.  
After reaching equilibrium, that is after the chain has converged on a stable 
likelihood value, usually some percentage of trees is discarded (trees before 
parameter convergence). There are several ways of summarizing the 
information conveyed in the fraction of trees with the highest posterior 
probabilities. Li et al. [90] considered the cloud of sampled trees and found the 
tree central to the cloud. They then took as their interval the 90% of all trees 
closest to this central tree. Another way is to estimate the posterior probability 
(PP) of clades by calculating among the trees the fraction of the time that each 
clade appears [91], i. e. the repeatability with which a clade occurs among the 
set of nearly equally likely trees after the Bayesian process has converged on 
a set of trees with nearly identical likelihoods [92]. Considerable differences 
between nonparametric bootstrapping (BS) and PP have been revealed by 
many empirical studies; usually BS values tend to be lower than PP [93]. 
 
The most interesting aspect of BI using MCMC seems to be its computational 
efficiency [94]. The size and complexity of the models, previously impossible to 
analyze with statistical methods, are now at reach by BI. Nevertheless there 
are also some pitfalls, such as the sensitivity of the results to the chosen prior 
distributions, the difficulty of knowing whether the chain has run long enough 
and some difficulty to interpret discrepancies between ML bootstrap estimates 
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1.4  Tree disagreement: incongruence and competing trees  
 
Frequently when a data set is partitioned into smaller data sets, they produce 
trees with different topologies. This effect is known as incongruence and may 
have two explanations: (1) some or all the trees are wrong and partitions share 
the same history, (2) or the trees are correct and the different partitions 
experienced distinct evolutionary histories (e.g. horizontal transfer and 
duplication events). To determine if the differences in topology occurred simply 
by chance statistical testing is required [95].  
Another situation where it may be necessary to test competing trees is when 
an un-partitioned dataset gives rise to more than one tree with equivalent 
scores. First, tests for assessing incongruence between partitions will be 
described and then techniques to test competing trees given an un-partitioned 
dataset will also be presented. It is worth noting that these techniques can 
easily be adapted to test partitioned data as well.  
Most tests start with a measurement of the difference between the optimal 
scores (S) of the data given the trees specified in competing hypotheses. 
 
10 HH
SS −∝δ                                      (20) 
 
The value δ  is the difference between the hypothesis of incongruence or that 
one tree is significantly better than the other (H1) and the null hypothesis of 
congruence or that the two trees are not significantly different (H0). If the 
observed δ  occurred simply by chance, then when comparing this value with 
a null distribution of δ  measurements it will be found that it can be readily 
obtained. In this situation, the value of δ   must not be considered significant 
enough to warrant rejection of the null hypothesis.  
The different tests differ in how the score S is calculated, types of null 
hypothesis and the choice of a method for defining the distribution for 
assigning statistical significance to δ  [95].  
 
 
1.4.1  Incongruence length difference (ILD) test  
 
If two (or more) data partitions infer different topologies it might be interesting 
to know if these are noticeably different. An alternative to resample (as in 
bootstrap) is to reorder. If the datasets have, respectively, n1 and n2 
characters, then n1 + n2 is taken and allocated randomly (permuted) into two 
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data sets of size n1 and n2. This procedure is repeated R times and the 
difference between the numbers of steps required by individual and combined 
analysis is the incongruence length difference [96-98]. The distribution of the 
ILD statistic can be estimated by calculating the ILD first for the original 
partition and then for R randomized partitions that are equal in size to the 
originals. These partitions are created by randomly selecting characters 
(columns in a phylogenetic matrix) from all partitions. If this value is in the top 
5% of these R + 1 numbers the null hypothesis of congruence can be rejected.  
When more than two data partitions exist, as in the case of chapter 3, where 
12 partitions were considered for the sequence data (see chapter 3, Annex 2), 
the ILD statistic can still be calculated but the results may be difficult to 
interpret. In this case a significant level of incongruence only suggests that 
there is some disagreement amongst the 12 partitions. Single incongruent 
partitions could be isolated by serially testing each partition against the 
remaining 11. However this technique may also fail to identify incongruence 
when it is distributed over more than one partition. A logical solution is to limit 
ILD analysis to comparisons between two partitions, but even in this case 
problems may arise if for example A is congruent with B, B is congruent with C 
but C is not congruent with A. A method that seems to work very well (at least 
with a moderate number of partitions and level of asymmetry) is the one 
proposed by Planet et al. [99]. This author performed multiple rounds of 
pairwise tests choosing selected combinations of symmetrically congruent 
partitions for inclusion as single partitions in the next round. This process is 
repeated until all partitions have been combined or are found to be 
symmetrically incongruent. 
The ILD family of methods can also be used for distance matrix or likelihood 
methods. 
 
1.4.2  Sitewise tests 
 
Sitewise tests (also called “paired-sites”) examine data on a character by 
character basis. These tests use a value that is based on a sitewise δ  
statistic, that is, the difference in score (parsimony or likelihood scores) for 
each character on each tree topology. The rationale behind these tests is that 
if two trees are not significantly different, then, even though each individual 
character may favour one tree or the other, the differences of scores between 
all the characters must be drawn form a distribution with mean of zero, i. e.: 
H0: E [δ ] = 0 and H1: E [δ ] ≠ 0. Many of these tests were originally designed 
to analyze different tree topologies given the same data set; to adapt such 
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tests for partitioned data each partition must be tested independently with the 





The Templeton test was developed by Templeton [100] for restriction site data 
and was the first sitewise test. This method uses the Wilcoxon signed ranks 
test in the following manner, first for each site the sitewise δ  statistic is 
calculated, second the characters are ranked from highest to lowest in terms 
of support, third the absolute values of their differences are replaced by their 
ranks and finally the signs are reassigned. The sum of the less numerous sign 
is used for a two tailed Wilcoxon signed ranks. 
 
 
“Winning sites test” 
 
The “winning sites test” [101] is similar to the Templeton test but simpler, each 
site is assigned a + or – based on which tree it favours (uses just the sign of 
δ , doesn’t take into account the magnitude of the differences in support). 
Then a binomial distribution is used to test whether the fraction of + versus – 
differs significantly from ½. If the differences are assumed to be normally 
distributed this becomes a z test [1]. 
 
 
1.4.3  Kishino-Hasegawa test (KH) 
 
The Kishino-Hasegawa test [102,103] was the first test to be proposed to 
compare topologies in the framework of likelihood-based statistical tests and is 
also the most commonly used [104]. It is closely related to the Templeton test. 
The KH implemented in most software packages differs from its fundamental 
concept, originally described by Kishino and Hasegawa, and differs between 
softwares. These differences lye mostly in the optimization method for 
bootstrapped data and in the methods used to generate the null hypothesis 
distribution of the KH statistic. For the sake of clarity the fundamental concept 
of KH and the implementation of KH in three popular phylogenetic softwares 
will be described. The fundamental concept was essentially given by 
Hasegawa and Kishino [102], although they did not use the procedure for 
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significance testing. The procedure for this test is as follows (see footnote for 
terminology and notation10): 
 
1. Calculate the test statistic 21 LL −≡δ . 
2. Resample data (repeated bootstrap datasets i).  
3. Reestimate any free parameters (branch lengths, etc) to get 
maximized log-likelihoods ( )iL1   and ( )iL2  under T1 and T2, respectively. 
4. Calculate bootstrap values of ( ) ( ) ( )iii LL 21 −≡δ . 
5. Replace ( )iδ  by ( ) ( ) ( )iii γδδ −≡~ , where ( )iγ  is the mean over 
bootstrap replicates i of  ( )iδ . This procedure is known as “centering”, 
and the resulting set of values ( )iδ~  gives an estimate of the 
distribution of δ  under H0. 
6. Test whether the attained value of δ  (from the original data) is a 
plausible sample from the distribution of the ( )iδ~  by seeing if it falls 
within the confidence interval for E [δ ]. 
 
The fundamental KH has the disadvantage of needing to estimate ML 
parameters for every replicate in order to estimate the log-likelihoods of the 
two trees being compared. To reduce the computational burden, Kishino and 
Hasegawa [103] developed a resampling estimated log-likelihood (RELL) 
technique. Instead of performing time-consuming likelihood optimizations for 
each bootstrap dataset, the resampling is made from the sitewise log-
likelihoods to create the null hypothesis distribution of the ( )iδ ′~  against which 
the attained value of δ  (from the original data) is tested. The necessary 
likelihood calculations require no optimization after the initial analysis of the 
original data, which saves a large amount of computational effort.  
It was further shown [103] that δ  would follow a normal distribution; the mean 
and variance of which could be specified in terms of the differences in log-
likelihoods ( ( )iδ ) calculated for bootstrap datasets i. More usually, an 
additional assumption is also made: that the variance of δ  can be estimated 
                                                 
10 E[X] denotes the expectation of a statistic X. ( )ixL  is the log-likelihood of Tx for the ith 
replicate dataset. ( )iδ  is the difference in log-likelihoods between topologies from the 
ith replicate dataset. ( )2µσΝ  indicates a normal distribution with mean µ and variance 
σ2.  
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from the variance (over sites k = 1, 2,..., S) of the sitewise log-likelihood 
differences ( ) ( ) ( )kk LLk 21 −≡δ . In this case a test can be made without any 
resampling, thus saving time even further. The following procedure is 
described as implemented in PHYLIP [105], MOLPHY [106] and PUZZLE 
[107] packages: 
 
1. Calculate the test statistic 21 LL −≡δ . 
2. Compute sitewise log-likelihoods L1(k) and L2(k), under T1 and T2, 
respectively for the k sites of the original dataset. 
3. Calculate the values ( ) ( ) ( )kLkLk 21 −≡δ  and hence the centered 
values ( ) ( ) ( )kkk γδδ −≡~  and an estimate of their variance 
( )( )
( )∑ −= k S k 1
~ 2
2 δν . 
4. Test whether the attained value of δ  calculated from the original data 
is a plausible sample from a ( )2,0 νSΝ . 
 
Even though KH is one the most commonly ways of testing topologies it 
makes strict assumptions frequently violated [104]. One of the key 
assumptions is that tree topologies should be specified a priori, that is, the 
trees should have been selected independently, and without knowledge 
whether or not the optimal tree is included. When the optimal tree is included 
the E [δ ] > 0. One of the most frequent examples of the violation of this 
assumption is to compare the ML tree derived from the data to one or more 
pre-specified trees. Goldman et al. [104] claim strongly that the result of such a 
test is invalid. 
 
 
1.4.4  Shimodaira-Hasegawa test (SH) 
 
Shimodaira-Hasegawa test [108] is also based on a non-parametric bootstrap 
test, similar to KH. It was developed to compare multiple topologies making 
the appropriate allowance for these multiple comparisons. The group of trees 
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H0: All trees being compared are equally good explanations of the data. 
H1: One or several trees are better approximations of the data. 
 
The test proceeds as follows: 
 
1. Calculate a test statistic xδ  for each topology (Tx) being tested. 
xMLx LL −=δ  
2. Generate bootstrap replicates datasets i and for each replicate 
calculate the ML score ( ( )ixL ) for each topology.  
3. For each topology Tx, compute 





x LL ϑ−≡~ . ( )ixϑ  is the mean 
over replicates i of  ( )ixL . 
4. For each bootstrap replicate i calculate ( ) ( ) ( )ixiMLix LL
~~ −≡δ , where ( )ixL~  
is the adjusted maximum log-likelihood over all the topologies being 
tested. This allows for the a posteriori selection of TML. 
5. For each topology Tx, test whether the attained xδ  is a plausible 
sample from the distribution (over replicates i) of the ( )ixδ  by seeing if it 
falls within the confidence interval for E[ xδ ]. 
 
This is a one-side test, which is appropriate since it is known that only 




~~ ≥  is possible. The RELL method can be used to approximate SH.  
 
 
1.4.5  Swofford-Olsen-Wadel-Hillis (SOWH) 
 
Swofford-Olsen-Wadel-Hillis test [109] is a parametric test of topologies. 
Parametric tests offer the chance of increasing power however this comes at 
the expense of a greater reliance on the correct specification of the 
evolutionary model. The SOWH is closely related to the likelihood ratio test. 
The hypotheses compared are: 
 
H0: T1 is the true topology. 
H1: Some other topology is true. 
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In this test a parametric bootstrap is used to construct the distribution of the 
test statistic. The replicate datasets are simulated under the null hypothesis 
topology T1 and ML estimates of any free parameters (derived for T1 from the 
original dataset). The distribution of ( )iδ  is built for the tested tree T1 using ( ) ( ) ( )ii
ML
i LL 1−≡δ . This test has a substantial time penalty, caused by the 
need to repeatedly maximize likelihoods over topologies under the hypothesis 
H1, yet the knowledge it can use of the form of the distribution giving rise to the 
data is unavailable to nonparametric tests. 
   
1.5  Assessing phylogenetic accuracy 
 
Usually the criteria to assess phylogenetic accuracy are consistency, 
efficiency, and robustness [110].   
A phylogenetic method is said to be consistent if it approaches the right tree as 
more data is added. However, knowing that a method will obtain a correct tree 
given an infinite amount of data when its assumptions are met is probably of 
less interest that knowing how the method will perform under more realistic 
conditions [111]. Consistency studies provide a means for identifying the 
underlying implicit assumptions of phylogenetic methods.  
Statistical efficiency is a measure of how quickly a method converges to the 
right solution as it is given more data, in the phylogenetic context this is the 
same as measuring the number of characters needed to find the correct 
solution at a given frequency. This concept may seem related to consistency 
but it can actually be very different as in the case investigated by Hillis et al. 
[111] where for a given phylogeny two methods were consistent but one 
needed about 200 nucleotides to find the correct tree and the other more than 
109. 
Robustness of a method is related to the degree to which violations of its 
assumptions will affect the performance of the method. This is one of the most 
important criteria since all methods are based in explicit or implicit 
assumptions about the evolutionary process and yet these assumptions are 
frequently violated in real data. 
Methods to assess phylogenetic accuracy frequently involve congruence 
studies, simulation and known phylogenies.  Congruence studies assess 
accuracy based on the idea that if multiple trees, inferred from independent 
data sets, are identical (or very similar), this is usually taken as evidence of 
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1.5.1  Simulation studies and known phylogenies 
 
Numerical simulations under explicitly stated evolutionary models are one of 
the most common methods of comparing phylogenetic methods. Simulations 
are irreplaceable in exhaustively exploring the effects of models of evolution, 
tree topologies, relative or absolute rates of evolution, or any other parameters 
that are thought to affect the performance of phylogenetic methods [110]. 
Although the models of evolution are gross oversimplifications of actual 
evolutionary processes, the goal of simulations is to detect generalizations 
about the performance of methods that will be widely applicable to real 
situations [110]. One way of effectively test the predictions from simulations is 
through known phylogenies. 
 
There are several kinds of known phylogenies: natural histories of existing 
organisms for which the phylogeny is firmly established by fossil records and 
morphological characters [41,112,113], known transmission histories of 
viruses (epidemiological relationships) [114], laboratory lineages for which 
records have been kept [115,116], experimental phylogenies generated for the 
purpose of testing phylogenetic methods [117,118] and even in vitro evolution 
of sequences through PCR [119] with the same goal.   
 
Experimental phylogenies are of paramount importance and the information 
they provide have been used in several areas (molecular evolution and 
phylogenetics). A paradigmatic study is the one performed by Hillis et al [117] 
in 1992 with bacteriophage T7. Since then many more studies have been 
published that explore the data produced by this original paper. Nevertheless 
these are mainly theoretical works since laboratory work extending this 
approach have not been produced. This is at least surprising, when we take 
into consideration the number of papers that have been published further 
exploring the data produced by this first study. One would expect that by now, 
new works, perhaps exploring different (more complex) topologies or 
prolonging the propagation of the phage to attain higher levels of mutation 
(eventually till extinction) would have been produced. A clear picture is given 
by the careful inspection of these publications. 
 
 In 1992, Hillis et al. [117] created a known phylogeny of the T7 bacteriophage 
by serially propagating this phage in the presence of a mutagen. The model 
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tree they chose to propagate the phage had completely symmetrical branching 
and equal time between splitting events. Another interesting aspect of the 
experimental protocol was the frequent (every 5 lysates) bottlenecking of the 
population to a single plaque. This procedure had two goals, first it reduced 
the effective population size, so that natural selection was greatly weakened 
and random drift was conversely strengthened; as a consequence, the rate of 
fixation of deleterious mutations should be enhanced. Second, bottlenecks of a 
single plaque in every node ensured that all descendants in a lineage had a 
single, defined ancestor [82]. They tested the effectiveness of methods for 
inferring phylogeny and ancestral genetic character states by comparing the 
inferred evolutionary history against the known phylogeny and the true 
ancestors. The data for the phylogenetic analysis were fine-scale restriction 
maps of the entire genomes of the experimental lineages, including the 
ancestors. The methods of phylogenetic inference tested were parsimony, the 
Fitch-Margoliash method, the Cavalli-Sforza method, neighbour-joining, and 
the unweighted pair-group method of arithmetic averages (UPGMA). All 
methods predicted the true topology; parsimony was the best predicting 
branch lengths and UPGMA the worst. The main conclusion of this study was 
to provide direct support for the legitimacy of methods for phylogenetic 
estimation. 
 
The first reaction to this study was of disbelieve of the validity of its 
conclusions based on the design of the experiment. Sober [120]  claimed that 
since all methods inferred the same topology it provided no help in choosing 
among the methods, plus he argued that a situation in which all methods 
agree is unlikely to occur in inference problems presented by nature. He also 
interpreted the assertion made by Hillis et al. [117] “the results of this study 
directly support the legitimacy of methods for phylogenetic estimation” as 
meaning that the experiment provided evidence that the methods will retrieve 
true phylogenies in nature when the methods all agree. Finally he also implied 
that the chosen model was not a realistic model of natural processes. In the 
same journal number Hillis et al. [121], presented their point of view. They 
argued that the advantage of the experimental approach is that the relevant 
details of evolutionary history are known a priori, so it is possible to determine 
with precision if a reconstruction is accurate. In contrast one can never know 
with certainty whether a reconstruction of a natural phylogeny is correct. They 
also stated that a “best case” tree was explicitly chosen, because if the 
methods failed for this tree there would be little point in attempting to 
reconstruct more difficult topologies. Even though, this “best case” couldn’t 
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imply a constant rate of evolution (as pointed by Sober) since the phages were 
not forced to evolve at equal rates (as could have been the case in a 
simulation). In the experimental system, the rates of evolution are actual rates, 
controlled only by the constraints of real biological organisms. As to the 
concern whether bacteriophage T7 undergo molecular evolution in a manner 
similar to that of natural systems they pointed that no single model of 
molecular evolution represents nature and that although the mutagen used to 
raise the mutation rate shaped the spectrum of basepair changes it still fell 
within the bounds observed in natural systems [122,123].  
 
In the same year, Hillis et al. [124] used computer simulations and the 
laboratory-generated phylogeny to test bootstrapping results on parsimony 
analyses, both as measures of repeatability11 and accuracy12. They showed 
that the relationship between bootstrap proportions and the probability of an 
estimated branch being correct was virtually the same for the T7 phylogeny as 
it was in the simulations (with the same characteristics of topology, branch 
lengths and mutation rate).  
 
A month later, Bull et al. [82] presented a detailed analysis of molecular 
evolution in the T7 phylogeny, in order to produce a model of restriction-site 
convergence and divergence (evolutionary parameters model - determined by 
the rates by which restriction sites were gained and lost) in the experimental 
lineages. Besides the restriction sites data they also sequenced 665bp on 
every node. This model allowed the estimative of parameters needed to make 
simulations and pseudo-replicate the empirical study, thereby providing a data 
base for statistical evaluation of phylogeny reconstruction methods. This 
methodology, named parametric bootstrapping, was used to answer the 
question of how often the methods were expected to recover the correct 
topology, if this study was repeated, and whether they differ in this ability. They 
concluded that the methods differed significantly both in their ability to recover 
the correct topology and in their ability to predict branch lengths. 
 
In 1994, Hillis et al. [15], based on the same phylogeny, compared the 
difference in the performance of the phylogenetic analyses when different data 
were used, namely: restriction fragments versus restriction sites and restriction 
sites versus nucleotide sites (an extra 1091bp were sequenced for this study). 
They concluded that since restriction fragments did not evolve independently it 
                                                 
11 Repeatability is the probability of repeating a result given a new sample of characters.  
12 Accuracy is the probability that a result represents the true phylogeny. 
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was not surprising that they were outperformed by restriction sites. He also 
added that this difference has not been apparent in simulation studies, 
possibly because simulations rarely include deletions (which can affect 
fragments produced by many restriction fragments simultaneously) in their 
model of evolutionary change. Another conclusion of this study was that with 
the sequence data only parsimony estimated the correct tree (although a 
second tree that differs by a branch is equally parsimonious). Maximum 
likelihood, neighbor joining, the Fitch-Margoliash method, and UPGMA each 
estimate a single, incorrect tree that differs from the true tree by a one branch 
rearrangement. They hypothesized that a possible explanation for the worse 
performance of nucleotide data lies in the non-independence evolution of 
some nucleotides; the variable restriction sites are distributed across the entire 
T7 genome and therefore are more likely to vary independently of one another. 
The conclusions emergent from this study were the need to incorporate 
insertion-deletion events into simulations and the importance of accounting for 
non-independence among nucleotide sites. 
 
Very shortly after, Crandall [125] used the same data set to test the algorithm 
introduced by Templeton [126]. This method was developed for use at the 
intraspecific level where mutational differences are few. In fact he concluded 
that the method of Templeton had a great statistical power and appeared to be 
complementary to methods of phylogeny reconstruction developed for higher 
levels of divergence, since it performed well with few variable sites 
(outperforming parsimony) and the others (distance, parsimony, and Lake’s 
invariants methods) performed well with greater number of variable sites.  
Crandall also emphasized that his study demonstrates the utility of T7’s 
system for studying the performance of various reconstruction methods and 
their underlying models. 
 
Later, Wiens and Reeder [127] debated the problem of combining data sets 
with different numbers of taxa for phylogenetic analysis. This situation might 
be posed if morphological data are to be combined with molecular data, when 
some taxa lack data of one type or another. The question that arises is if these 
“incomplete” taxa should be included in a combined analysis. Their criterion to 
evaluate the consequences of including taxa, versus excluding taxa that are 
missing from one of the data sets, was to measure the accuracy of the 
resulting phylogenetic estimates in relation to the true phylogeny. They pointed 
that accuracy can only be addressed using computer simulations and 
laboratory-produced phylogenies. In real data sets one has to rely on the 
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criterion of whether the inclusion of the incomplete taxa leads to trees that are 
more or less similar to the tree based on the complete data. Two empirical 
systems were chosen: phrynosomatid lizards for which morphological and 
molecular data [128] were available and the T7 known phylogeny. The overall 
results suggested that including taxa that are missing data from one or more 
data sets in a combined analysis decreases the similarity of the resulting trees 
to the phylogeny based on the complete data and to the true phylogeny. 
However this decrease appears to be minor, so they favour including these 
incomplete taxa based on the argument that it is preferable to have a 
phylogenetic hypothesis that is mostly right rather than having no hypothesis 
for them at all. Another important consideration was the overall similarity of the 
results between two systems with great differences (e.g. vertebrates vs. 
viruses, morphological vs. molecular data sets). 
 
Poe [129] examine the relationship of taxon sampling to accuracy using the 
restriction site data of the known phylogeny of T7. The overall conclusions 
were that adding taxa tends to cause a slight increase in accuracy if enough 
characters are used; adding taxa can cause a decrease in accuracy but this 
decrease does not generally involve pre-existing relationships and some times 
adding taxa can improve pre-existing relationships. Simulations had also 
predicted conditions under which adding data can worsen relationships 
[58,130], but these conditions were found to be rare for the T7 data set. 
 
The phylogeny created by Hillis et al. [117] also produced continuous 
phenotypic characters that allowed Oakley et al. [130] the first empirical test of 
methods of ancestor reconstruction. The phage phenotypic characters 
measured were plaque diameter and shape, lysis efficiency and growth rate in 
liquid culture. The methods used to reconstruct ancestral states were: the 
rooted squared-change parsimony algorithm [131,132], maximum likelihood 
implemented with a Brownian motion model [133] and linear parsimony. They 
also compared actual and reconstructed correlations for all six possible 
pairwise combinations of four phenotypic characters. The correlational 
methods were: independent contrasts [134] and a nonphylogenetic correlation 
(Pearson correlation). All reconstruction methods inaccurately estimated 
ancestral viral phenotypes despite several factors in this experimental system 
favouring accuracy. Interestingly this result is in direct conflict with the study of 
Hillis et al. [117], which accurately reconstructed discrete genetic characters 
using the same phylogeny. According to the authors, the conflict may be 
explained by the difference in mode of evolution between character types. 
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They stated that there was far less homoplasy in the genetic characters, in 
contrast to extreme homoplasy in the measured phenotypes. Also the error in 
reconstructions was caused by directional trend in character evolution and 
rapid rates of character evolution. Computer simulations confirmed that such 
factors affect reconstructions of continuous characters in general. Another 
important result was the success of independent contrasts in accurately 
estimates the correlation between characters with little bias. 
 
A Bayesian approach to the T7 phylogeny was performed by Li et al. [90]. 
They claim to have developed a new phylogenetic reconstruction method. The 
method generates a new sequence of phylogenetic trees using the Markov 
chain Monte Carlo technique (based on the Metropolis algorithm). The 
distribution of the generated trees converges to the conditional distribution of 
the phylogeny given the observed sequences. In the paper they describe the 
prior distribution that arises from the evolutionary model, present the details of 
the algorithm and apply it to generate phylogenetic trees for the bacteriophage 
T7 experimental data. They used the 1091bp data set with their method and 
arrived at the correct tree. To compare their results with commonly used 
techniques, three consensus trees out of 500 bootstrap topologies using NJ, 
MP and ML were created. The true tree was the consensus tree only for the 
Markov chain and the bootstrap parsimony methods.  
 
In 2003, Bull et al.[135] published an interesting work that could further 
improve the described protocol of T7 propagation. They completely sequenced 
the genomes of two terminal lines of Hillis [117] phylogeny. As noted before 
viral fitness declined during Hillis [117] protocol so the subsequent passaging 
of each mutated line in large population sizes restored some of the lost fitness. 
However substitution levels during these recoveries were less than 6% of 
those during the bottleneck phase, and only two changes were reversions of 
the original mutations.  They also performed exchanges of genomic fragments 
between the two recovered lines and found that fitness effects of some 
substitutions were not additive, that interactions were accumulating which 
could lead to incompatibility between the diverged genomes. They then 
predicted that these results may preclude unprecedented high rates of 
nucleotide change and that functional divergence in viral genomes should be 
attainable experimentally by using repeated population bottlenecks at a high 
rate interspersed with recovery.  This finding might be very useful in further 
improving the use of this system for experimental phylogenies studies. 
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Very recently, Stankov [136] announced the development of a new method 
“strict mutational compatibility consensus tree building method” for 
phylogenetic inference. He illustrates the potential of this method for obtaining 
unambiguous and precise results based on the analysis of the T7 data set 
(1091bp)13.  
 
All these works (and others) give Bull’s [82] words a perfect meaning: 
 
“The experimental approach is labor-intensive and it is not feasible to generate 
empirical data with near the ease of computer simulations. “...” The dilemma 
that faces experimental phylogenetics is that a small number of empirical data 
sets provide little statistical power in evaluating methods, yet each data set 
requires months or years of laboratory work. It is thus desirable to have some 
means of maximizing the utility of individual data sets.” 
 
Maybe Hillis’s experimental phylogeny can be regarded as “the four taxon 
case” of the experimental phylogenies and other more complex (and perhaps 
less general) and equally relevant systems are yet to emerge.  
 
 
Another relevant example of known phylogenies is the one concerning the 
evolution of inbred strains14 of mice [115,116]. The evolutionary history of 
inbred lines is often well known, so they constitute a group of organisms 
important for testing hypotheses about general evolutionary mechanisms. 
While evaluating different methods of reconstructing the phylogeny of the 
inbred strains of mice, unexpectedly large amounts of genetic divergence 
among strains was discovered [115]. Evidence against the commonly express 
belief that the diversity results from contamination was presented, and two 
alternative mechanisms, conversion and selection for heterozygosity were 
proposed to explain the observed divergence. The phylogenetic relationships 
inferred with all the methods tested were a faithful reproduction of the known 
genealogy. In another study  [116] of the same extended (from 10 to 24 inbred 
strains) genealogy, the concordance between gene trees and species trees 
                                                 
 
13 For more details on this algorithm refer to chapter 4. 
14 An inbred strain is one that has been maintained by sibling (sister x brother) mating for 20 or 
more consecutive generations. Except for the sex difference, mice of an inbred strain are as 
genetically alike as possible, being homozygous at virtually all of their loci (probability of 
heterozigosity < 0.02). An inbred strain has a unique set of characteristics that sets it apart from all 
other inbred strains. Many traits do not vary from generation to generation. Other traits are easily 
influenced by diet and environmental conditions and therefore may vary from one generation to 
the next. 
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was examined. It was found that partitioning loci into structured subsets 
representing loci coding for proteins, the immune-system and endogenous 
viruses give incongruent phylogenetic results. The gene tree based on protein 
loci provided an accurate picture of the genealogical relationships among 
strains; however, gene trees based upon immune and viral data showed 
significant deviations from known genealogical affinities. Arguments to explain 
these results are provided but the main conclusion is that analyses suggest 
that not all genetic data have equivalent information content for phylogenetic 
reconstructions. For example, in the case of the immune-system genes, many 
of the loci are tightly linked; Atchley and Fitch [116] note that this effectively 
reduces the number of independent loci. They concluded that analyses of 
multiple loci are needed to overcome the stochastic effects of gene trees. 
 
The validity and correct use of phylogenetics in the study of transmission 
patterns of human immunodeficiency virus (HIV) was extensively discussed in 
a series of three papers [114,137,138]. These were based on a unique 
reported HIV-1 transmission cluster consisting of nine infected individuals for 
whom the direction and time for each transmission were exactly known. The 
analysis of this history enabled the authors to reinforce the validity of the 
phylogenetic methods in HIV-1 research since it argued against convergent 
evolution and selective transmission of certain virus variants (which are known 
to obscure epidemiological patterns). Also it revealed the nucleotide 
substitution model that fits HIV-1 evolution best, raising the accuracy of 
phylogenetic inference.     
 
A yet different approach was an experimental phylogeny of evolving DNA 
sequences generated by polymerase chain reactions (PCR) [119]. The authors 
argue that “the experimental approach to phylogeny inference by a 
biochemical assay is advantageous over plain computer simulations, because 
the introduction of variations in sequences along the phylogeny is driven by 
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errors of an enzymatic reaction, which is a better approximation of the real 
event”. The model topology for the of bifurcated series of nested PCR was of 
the same type of the one tested by Hillis et al.[117], completely symmetrical 
branching and equal time between splitting events. Parsimony, distance, and 
maximum likelihood analysis reconstructed the topology of the real phylogeny 
and branch lengths accurately. This approach was considered by the authors 
as an extension of Hillis et al. [117], because mutations were allowed to occur 
neutrally rather than by addition of a mutagenic agent, which produced biased 
mutational changes. They also suggested that the method described, which 
explores the high Taq DNA polymerase error rate, simulates the evolution of a 
DNA segment in a thermophilic organism, and that it may contribute new 
insights about the genome evolution of these organisms. 
 
 
1.6  Experimental model: bacteriophages 
 
It has been estimated that there are 4-6 x 1030 prokaryotic cells in biosphere 
[139], and direct counts on environmental samples points to a number ∼10 
superior of tailed phage particles [140]. Thus, the total number of extant 
phages is enormous.  There is no way of calibrating the age of phages as 
group, since they leave no fossils, but they are presumed to be ancient, 
possibly comparable in age to their bacterial hosts [141]. The double-stranded 
DNA containing bacteriophages are very likely the most numerically abundant 
group of similar organisms, however these phages have proven difficult to 
classify, in part because of their great genetic variation. For example, phages 
with similar morphologies, modes of replication, and overall genomic 
architectures may be completely unrelated at the nucleotide level [141]. Plus 
phages with near identical genomes are rarely isolated from independent 
sources in nature, so the term “species” is of limited use in describing 
relationships among phages [142].  
 
Phages were first described in the early 1900s [143,144]. Studies of phage 
model systems revolutionized biology and established the field of molecular 
biology. Their propagation under controlled experimental conditions has 
provided insights on the main evolutionary processes acting on viral variability 
under different population dynamics and has argued in favor of phages as an 
especially amenable experimental model to study phylogenetics. The high 
number of generations per year, the limited sequence space of the viral 
genomes, their extremely large population sizes and their high mutational 
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rates permit the manipulation of phage lineages in the laboratory through 
thousands of generations per year, thus making phylogenetic studies feasible. 
 
The merits and demerits of the phages described above, as potential 
experimental models for phylogeny reconstruction, are further discussed in 
chapters 2 and 3. 
 
 
1.6.1  Bacteriophage bIL170 
 
Bacteriophage bIL170, belongs to the 936 group of lactococcal phages, family 
Siphoviridae and order Caudovirales [145]. Morphologically consists of a head 
and a tail and is not enveloped. It has a head with icosahedral symmetry and a 
tail with helical symmetry. This virulent phage takes about 45 minutes to lyse 
its host (from adsorption to lysis). bIL170 possesses a genome of double 
strand DNA with 31754 bp. Sixty-four known or potential genes have been 
described [146]. Genes are organized in three clusters corresponding to the 
early, middle and late regions (Figure 4). 
There are many overlapping genes and these are coded in both strands. Of 
the 64 predicted ORFs 16 have been assigned by significant homology to 
proteins in databases. Three putative homing endonucleases of the HNH 
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1.6.2  Bacteriophage T7 
 
Bacteriophage T7, a virulent phage (isolated in 1945), is the type species of 
the genus “T7-like viruses”, family Podoviridae and order Caudovirales [145]. 
Morphologically, bacteriophage T7 is compound and consists of a head and a 
tail. Virus capsid (core) is not enveloped. Phage has a head with icosahedral 
symmetry and a tail with helical symmetry [145]. The usual laboratory host for 
T7 is Escherichia coli B but it grows equally well on K-12 and C strains. The 
distinguishing characteristic of the group is the synthesis of an RNA 
polymerase that is resistant to the antibiotic rifampin and highly specific for 
phage promoters. The phage genome is a double strand DNA molecule of 
39937bp. Sixty known or potential T7 genes have been described – less than 
half are essential for phage growth. These are close-packed but essentially not 
overlapping [148]. More than 90% of the genome is coding and most of the 
remainder contains recognizable genetic signals. The few cases of 
overlapping refer to genes 4, 0.6, 5.5 and 10. Gene 4 produces two proteins, 
4A and 4B, by initiating translation at two different sites in the same reading 
frame. Programmed ribosomal frameshifting yields two products from gene 
0.6, gene 5.5 (yielding a 5.5-5.7 fusion) and gene 10. The translational 
frameshift of gene 10 produces two proteins, gp10A and gp10B (longer, -1 
frameshifted), both are assembled into wild-type particles but either alone 
suffices for viability. 
Genetic signals include promoters and terminators for the host and phage 
RNA polymerases, RNA III recognition sequences, the primary origin of DNA 
replication, and a terminal repetition of 160bp used in forming concatemers 
during replication. An interesting fact is that the sequence GATC (a major 
regulatory sequence in E. coli) is highly underrepresented; statistically, this 
sequence was expected to occur 156 times in a 40 kb genome, yet it occurs 
only six times in T7. One possible explanation is that the presence of this 
sequence is disadvantageous to the phage, since T7 inactivates type I 
restriction enzymes but remains susceptible to cells harbouring type II and III 
enzymes [147]. 
T7 genes are numbered in order from left to right, according to their position 
on the genetic map (Figure 5). Three classes of genes have been identified: 
class I, or early, genes are expressed until 8 minutes after infection at 30ºC; 
class II genes are expressed about 6 to 15 minutes after infection; and class III 
genes are expressed from about 8 minutes until lysis (about 25 minutes at 
30ºC). 
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1.7  Scope of the thesis 
 
This dissertation aims to test the efficiency of different phylogenetic inference 
methods in recovering the true phylogeny in an unfavourable situation to most 
of the algorithms as is the case of an asymmetric topology. This tree includes 
many of the problematic situations predicted by simulation studies such as 
internal short branches, alternate short and long branches (different evolution 
rates among taxa) plus the additional complexity inherent to a real organism. 
 
 
Chapter 1 – Introduction – presents an introduction to phylogenetic inference 
and to the principal methods used by this discipline. The most significant 
papers describing experimental phylogenies are reviewed. Describes 
summarily the experimental models used in this work. 
Chapter 2 - Experimental phylogenies: picking a (the right) model – shows the 
necessary steps to the selection of an adequate model to the construction of 
experimental phylogenies using as an example bacteriophage bIL170. 
Chapter 3 - Exploring tree-building methods and distinct molecular data to 
recover a known asymmetric phage phylogeny – presents the construction of 
an experimental phylogeny (using phage T7) to compare the efficiency of 
traditional phylogenetic inference methods with others more recent or even in 
primordial state. The efficiency of distinct molecular data for the phylogenetic 
inference is also evaluated. 
Chapter 4 - Inference of an experimental phage phylogeny with compatibility 
methods: comparison with Parsimony – discusses the relevance of homoplasy 
in phylogenetic inference and the efficiency of methods especially designed to 
overcome its effects. 
Chapter 5 - Concluding remarks – comments on the main conclusions of this 
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Choosing a model for experimental phylogeny studies is not always a 
straightforward matter. Important features like generation time, genome size, 
detection of new rising mutants and plasticity of the genome are of crucial 
importance. Virus and in particular bacteriophages are (a priori) good 
candidates to fulfil these requirements. Despite the unquestionable relevance 
of simulation studies, experimental phylogenies have the advantage of 
displaying the typical complexity of biological models which seems impossible 
to reach by theoretical methods. Nevertheless, the majority of experimental 
phylogenies have been done with laboratory strains (of limited interest) since 
they are easier to manipulate. Bacteriophage bIL170, a small isometric headed 
of the 936 species, lactococcal phage with relevance in dairy industry, was 
selected as a promising and innovating model. The propagation of this phage 
in stress conditions and in the presence of a strong mutagen (causing 90% 
host mortality) for several generations revealed no detectable mutations. 
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Based on previous results [1] thousands of mutations should be expected, a 
magnitude of change that would allow the use of this system in experimental 
phylogeny studies. Our results suggest an unexpected high fidelity of bIL170 
replication complex.  
This constitutes an alert when it comes to the choice of new models for 
phylogeny studies.  
 
 
2.1  Introduction 
 
It is now common knowledge that experimental phylogenies are of 
irreplaceable value to evolution and phylogeny studies [2,3]. From a practical 
point of view the ideal experimental model should have a rapid growth rate, an 
amenable genome size, (so it could be easily and fully inspected for the 
appearance of new mutations by restriction analysis), and the ability to 
generate mutants by growth in serial transfer cultures [4]. 
Bacteriophages should meet these criteria since they can be manipulated in 
the lab through thousands of generations per year, and mutation should easily 
be raised through the use of mutagens. Interesting work has been done in this 
area using T7, which is a phage that has long been proven to be an unusually 
flexible experimental system to evaluate phylogenetic methods and to study 
molecular evolution  [1,5,6]. Albeit the unquestionable value of these studies, 
two major drawbacks can be pointed, which are the fact that the experimental 
organism is not of special interest by itself, so the value of the study must rest 
on its generality to other systems, and the use of N-methyl-N’-nitro-N’-
nitrosoguanidine (NG), a potent mutagen, to accelerate the rate of appearance 
of mutations [7]. This agent is known to bias the mutation spectrum (as an 
alkylating agent, causes specific misparing, being most changes G → A or     
C → T) and, of course, is not present in free natural evolving systems. 
Aiming to construct an experimental phylogeny in the absence of a mutagen 
and with an organism that has a practical interest a dairy phage was chosen. 
Due to their economical importance, phages infecting bacterial hosts involved 
in food-industry processes have stood out as some of the best studied with 
respect to genome analysis being nowadays the best documented phage 
group in the databases [8]. For these reasons, dairy phages became an 
interesting test field for comparative genomics and phage evolution-inference 
studies [9-11]. bIL170 is a bacteriophage that infects Lactococcus lactis subsp 
lactis. This dairy bacterium is worldwide used to produce cheese such as 
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Camembert, Cheddar or Gouda. The phages that infect this bacterium are 
always present in the raw material and in the complex starter mixtures of 
strains utilized to produce cheese. In spite of the implementation of rigorous 
technological measures to control the multiplication during the fermentation 
process, both the non-aseptic character of the processes involved and the 
manipulation of thousands of litres of milk remain as favourable conditions to 
virus multiplication. Bacterial strains have developed resistance mechanisms 
to prevent initial DNA penetration or phage intracellular development. 
However, probably due to dynamic evolution of the phages, phage attacks 
remain a persistent problem [12]. Further developments in the knowledge of 
mechanisms of molecular evolution of these phages will help to find ways of 
controlling their dissemination. 
 
bIL170 is an obligatory lytic phage of 31754 bp linear dsDNA with cohesive 
ends. The analysis of the genome predicted 64 ORFs and the function of 16 of 
them were assigned by significant similarity to protein sequences in databases 
[13]. These putative genes are organized in 3 clusters corresponding to the 
early, middle and late regions [14]. It takes about 45 minutes to lyse its host 
(from adsorption to lysis). 
 
Experimental phylogenies constructed in the lab produce very valuable data 
since in almost no cases of attempting to reconstruct phylogenies of living 
(and, in some cases, extinct) taxa is a phylogeny known a priori [15]. 
Simulation studies are an attractive alternative, but it is unlikely that any 
simulation will ever be complex enough to incorporate all the details of the 
evolutionary process [16]. Our goal was to produce a laboratory controlled 
phylogeny (in terms of order and time between branching events, and 
population size) under one of the real stress conditions that lactococcal 
phages undergo in dairy plants and in the manufacturing processes knowing 
that, ultimately, the evolutionary changes incorporated depend on the 
constraints imposed by the experimental organism. Since the presence of 
mutagens is known to raise the rate of spontaneous mutation considerably, 
their use in these experiments ensures the necessary level of mutation to 
apply methods of phylogenetic inference. Hence many experimental 
phylogenies studies have frequently turned to them. 
In this study, the effect of several stress conditions was tested to serially 
propagate the phage, after which its genome was inspected by restriction 
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analysis. To higher the mutation rate NG was added to the growth medium 
and a new series of lysates was performed. Aiming to improve the resolution 
of the screening procedure seven regions scattered along the genome (ca.20 
%) were sequenced for the last lysate.   
 
 
2.2  Materials and Methods 
 
 
2.2.1  Phages, bacterial strains and media 
 
The lactococcal phage used in this study, bIL170 (family Siphoviridae, group 
936), as well as the bacterium used as host, Lactococcus lactis subsp lactis 
strain IL1403 (No plasmids; r- m-), were obtained from the collection of the 
“Laboratoire de Génétique Microbienne”, INRA. This strain carries in its 
genome 6 prophages, the 3 larger bIL285, bIL286 and bIL309 (36-42 kb) 
belong to the group P335 of temperate phages and the smaller bIL310, bIL311 
and bIL312 (13-15 kb) are most probably satellites [17] IL1403 was grown at 
30 ºC in M17 broth supplemented with 4 g glucose l-1 [18]. To propagate the 
phage an additional 10 mM CaCl2 was added to the growth medium.  
 
 
2.2.2 Growth studies (for host and phage) in suboptimal 
conditions  
 
Growth parameters (λ is lag phase, µ is the slope of the straight line obtained 
by the logarithmic representation of the growth curve and A is the maximum 
value of the biomass) of IL1403 were derived from its growth curve for every 
tested stress conditions. Growth curves were obtained by following the O.D.600 
raising through time in the following suboptimal conditions of temperature 
(20ºC and 40ºC), pH (5, 6, 8 and 9), osmolarity (3% NaCl, 0.03% bile salts) 
and aeration (100 rpm) and as a positive control in the optimal conditions pH 
7, 30 ºC and no NaCl nor bile salts. Lethal and sub-lethal values of such 
conditions for other strains of L. lactis have been previously determined by Kim 
et al. [19], so the chosen situations were based on the results of these authors.  
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All the experiments were done in triplicate. In order to compute a common 
equation for the linear part of the growth curve, the slopes and the elevations 
of the three replicas were compared through an F test. There were cases in 
which one of the replica was proved to have a different slope or elevation (by 
multiple comparison testing of slopes – F test) and in these cases those 
replica were discarded, the common equation was computed with the 
remaining replicas.  
The possible induction of the prophages present in IL1403 genome in any of 
the stress conditions in study was controlled by DNA extraction directly from 
the stationary phase cultures. After pelleting 5 ml of bacterial cells, prophage 
DNA was extracted from the supernatant by phenol/chloroform treatment and 
precipitated with isopropanol. The DNA extracted was ressuspended in 100 µl 
of H2O and 10 µl were digested with restriction enzyme EcoRI in a final volume 
of 20 µl. The restriction of prophages DNA produces a characteristic profile of 
bands in opposition to the smear originated by the digestion of the host DNA. 
As a control we used the DNA extracted from a culture of IL1403 (O.D.600 ≈ 
0.2) induced with 1µg mitomycin C ml-1. 
Phage bIL170 growth parameters were calculated through the construction of 
the one-step growth curve [20]. 
 
 
2.2.3  Serial propagation of bIL170 in the presence of 0.03 % bile 
salts 
 
Since the lysis of the culture by the infection with bIL170 in the presence of 
0.03 % bile salts in liquid medium, is not always visible, the serial lysates were 
done in solid medium in the following manner: 1 ml of overnight grown cells 
were infected with bIL170 (m.o.i.≈ 10-1) and after 10 min (to allow phage 
adsorption) the dilutions 10-1 to 10-4 were plated. A suspension of phages was 
then recovered from the Petri dishes where confluent lysis occurred with 3 ml 
of M17 (3 hours with slow agitation) titrated and used to make the next lysate 
till the 20th lysate was complete (care was taken to keep the m.o.i. constant).   
   
 
2.2.4 Serial propagation of bIL170 in the presence of 250µg NG ml-1 
 
bIL170 phage was grown in 10 ml cultures of IL1403 in the presence of NG 
250 µg ml-1 . This mutagen concentration was determined to cause a mortality 
of about 90 % in this strain. This value is of the same magnitude of the 
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concentrations determined by Monnet et al. [21], to cause a similar rate of 
mortality for several strains of L. lactis. After lysis a new culture was infected 
with 180 µl of the previous lysate (m.o.i.≈ 10-2). After every five serial lysates, 




2.2.5 DNA extraction and restriction 
 
Phage DNA was obtained essentially as described by Hill et al. [22] from a 
concentrated phage suspension obtained by centrifugation of the lysate for 
about 3 hours at 30 000 g. The restriction of the phage DNA was done in a 25 
µl reaction mixture using 10 U of each enzyme and ≈ 2 µg of DNA. The 
enzymes were ApoI, BclI, BspHI, BstUI, CfoI, DdeI, DraI, EcoRI, EcoRV, 
HaeIII, HpaI, HincII, HinfI, HpaI, MspI, NdeI, RsaI, Sau3AI, SnaBI and TaqI. 
The digestion products were subjected to electrophoresis in agarose gel (1%) 
for 7 h at 80 V.  
 
 
2.2.6  PCR amplification and sequencing 
 
Ten DNA fragments (with ca. 650 bp) corresponding to seven regions (Table 
1) scattered throughout the phage genome were amplified and sequenced 
using the primers in Table 1. Promega Taq polymerase (2.5 U) was used in 
standard reactions with 0.5 µM each primer, 0.2 mM each dNTP and 1.5 mM 
MgCl2 in a final volume of 100 µl. Phage lysates (1 µl) were used as templates. 
Amplification was carried in a DNA thermal cycler (Robocycler 96; Stratagene) 
as follows: an initial denaturation step of 95 ºC for 3 min, followed by 35 cycles 
of denaturation at 95 ºC for 1 min, annealing at 55 ºC for 1 min and elongation 
at 72 ºC for 1 min. A final step at 72 ºC for 7 min was performed to allow 
complete extension of the PCR products.  
PCR products were purified using the Jet Quick-PCR Purification Kit 
(Genomed). The seven genomic regions were sequenced at least once on 
both strands using the CEQ Dye Terminator Cycle Sequencing (DTCS) Quick 
Start Kit (Beckman Coulter). Nucleotide sequences were determined with a 
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ORFs and sequences 
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٭ORF not completely covered. 
†Results extracted from Crutz-Le Coq et al. [13]. 
‡Sequence comprised by P1, P2 and P3.  
§Sequence comprised by P4 and P5. 
 
2.2.7  Sequence data analysis  
 
For each PCR product, the complete sequence was assembled by combining 
the sequences generated by each primer, using the CEQ Investigator program 
(software CEQ 2000 XL, Beckman Coulter). These sequences were compared 
with bIL170 genome sequence deposited in GenBank under the accession 
number AF009630 using the BioEdit program (Biological sequence alignment 
editor for Windows 95/98/NT. T. Hall, North Carolina State University). 
 
 
2.3  Results 
 
2.3.1  Determination of growth parameters (phage and bacterium) 
led to the choice of a condition that poses a significant level of 
stress to the bacterium-phage system. 
 
The determination of the growth parameters of IL1403 (Table 2) in the 
conditions described in the Methods section showed that lag phase increased 
remarkably for bacteria grown in media with pHs 5, 6 and 9, moderately in 
cultures grown in the presence of bile salts and NaCl, reduced drastically at 
40ºC, moderately in the aerated culture and remained essentially the same for 
the other conditions. The duplication time was significantly reduced for the 
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conditions that showed the shortest latency phases (40 ºC and aeration), was 
maximum at 20ºC and at pH 9 and registered a moderate increase in the other 
conditions. The biomass values showed no significant alterations except in the 
culture grown with aeration, in which case this value was much higher, and at 
20 ºC and 40 ºC where the final biomass was much reduced in regard to the 
optimal condition. At least one of the replicas done in the presence of 3 % 
NaCl showed prophage induction, thus eliminating the possibility of using this 
condition for bIL170 propagation. 
 
Table 2  - Growth parameters of IL1403. 
 

























g (min)* 41 86 32 59 44 55 63 59 53 32 
A 1.34 0.37 0.34 1.05 0.82 1.7 1.51 1.17 1.2 3.5 
 
a) Confidence intervals are given for µ.  
b) *Mean generation time (g) values were computed from µ. 
 
 
Parallel to the evaluation of bacterial growth under the abovementioned 
conditions, the phage plating efficiency was also determined under exact same 
stress conditions (Figure. 1). A drastic drop in the plating efficiency in the basic 
pHs (pH 8 and 9) and in the most acidic pH (pH 5) was observed. This effect 
was followed by a decrease in plaque size, which was also visible at pH 6 
even though the plating efficiency remained 100 % at this pH value. An 
essentially opposite result to pH 6 was obtained at 20 ºC, since the efficiency 
was about 70-96 % but the plaque size was the same as the optimum 
condition. At 3 % NaCl and pH 8 the efficiency was about 30 % and the plaque 
size also decreased. In contrast, the presence of 0.03 % bile salts in the 
growth medium led to a reduction of the infection to 5-15 % but the plaque size 
remained the same as the optimum. At 40 ºC the cells didn’t form an overlayer 
so it was impossible to detect the presence of phage by simple plating. 
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Figure 1  - Plating efficiency of bIL170 in the studied stress conditions. The histograms represent 
the mean of two independent essays. The error bars represent the standard error of the means. 
 
 
In this study we considered that the adequate level of stress imposed to the 
phage-bacterium system should not be lethal, yet have a visible effect on the 
growth of the host/phage but not in such an extent that the necessary time for 
the number of generations required for the phylogeny studies would become 
impractical. The induction of the host prophages should also be avoided, 
since, though very unlikely, could lyse the culture before bIL170 was able to 
infect it or the phage DNA under study could be mixed with that of the 
prophages. 
The results of bIL170 infection in solid medium helped to choose a condition 
that met the necessary criteria, since they had a more straightforward 
interpretation than the determination of the growth parameters of the host 
alone. 
 
Taken together, the obtained results suggested the use of 0.03% bile salts as 
an appropriate stress-inducing, since it had the greater effect on 
growth/infection without rendering the process unviable. We calculated the 
growth parameters of the phage in this condition and though the latency period 
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was almost the same, 30 minutes (the optimum being about 35 min), there 
was a significant drop in the burst size, from 82 to 20 phages per cell.  
 
 
2.3.2  Serial lysates in the presence of bile salts and restriction 
analysis of the phage genome 
 
The 20th lysate, obtained by serial propagation in the presence of bile salts 
was plated and a random plaque was picked. A clonal stock lysate was 
produced from it and phage DNA was extracted and digested with 19 enzymes 
(Figure 2.). Nine of these enzymes have a target sequence of 4 bp and the 
other 10 recognise 6 bp. Complex profiles of 22 to 76 fragments were 
generated with 8 of the selected enzymes (7 of these profiles are shown in Fig. 
2). We were able to detect about 35 % (P<0.05) of such fragments (141 
fragments out of 403) in the electrophoresis conditions utilized, since many of 
these fragments were either overlapping or formed a continuum with others of 
similar size and the remaining were too small to be visualised. As to what 
concerns the enzymes generating a much smaller number of fragments (0 to 
11), we were able to identify about 87 % of the predicted fragments (61 
fragments out of the 70). The total restriction analysis showed the 
conservation of about 202 fragments, i. e. the digestion profiles were 
compared with the ones obtained for the wild type and no single difference 
was found. These results suggest not only the maintenance of the restriction 
sites but also a conservation of the general genome organization, since no 
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Figure 2  - DNA from the 20th  lysate of  bIL170 grown in the presence of bile salts and from wild-
type bIL170, cleaved with seven restriction enzymes. Theses enzymes produce complex profiles 
of up to 76 fragments. Lane 1 and 9 contain size standards (sizes shown in kilobase pairs); A 
through G indicate two lanes each, the first lane contains DNA from the 20th lysate and the second 
lane contains DNA from wild-type bIL170, cleaved with ApoI, DraI, DdeI, CfoI, HinfI, HincII and 
TaqI, respectively.  
 
 
2.3.3  Serial lysates in the presence of NG and sequence analysis 
of 20 % of the phage genome 
 
The fact that under the chosen environmental condition the phage showed no 
detectable change in its genome led us to decide to propagate the phage in 
the presence of a potent mutagen such as NG. The viability of IL1403 in 
growth medium supplemented with several concentrations of NG was tested 
and the presence of 250 µg ml-1 NG was found to reduce the strain viability to 
about 10% and the lysate titer to 40%. We propagated the phage for 40 serial 
1   2    3   4    5    6   7   8   9   10 11 12 13 14 15 16
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lysates and refined the screening strategy by sequencing 7 regions of the 
phage genome (Table 1) which comprise 6296 bases. Despite the fact that this 
represents about 20% of the genome, not a single mutation was detected.  
 
The sequenced regions were chosen to include the three clusters of genes 
(early, middle and late). Gene l12 (DNA fragments P1, P2 and P3; Table 1) 
has been assigned by homology studies to be a putative accessory fibre 
(neck?), possibly involved in host range determination [13]. The absence of 
this protein in sk1, a very closely related phage to bIL170 and the fact that its 
deletion did not impair phage bIL170 propagation indicates that the function of 
this protein is dispensable for the infection of the laboratory host strain [13], 
thus possibly a target for mutations. Genes l21 and l22 (DNA fragments P4 
and P5; Table 1) have been assigned to holin and endolysin genes, which 
perform essential functions in the phage life cycle [23,24]. e5 has a strong 
similarity to putative DNA polymerase gpe5 in L. lactis. DNA fragment P8 
encompasses part of the putative ori region in bIL170. Extensive divergence 
has been noted in this region between bIL170 and sk1 as well as among other 
lactococcal phages [25]. m3 (DNA fragments P9; Table 1) has a 
representative similarity to a holliday junction endonuclease and the remaining 
regions have no attributed function.  
 
 
2.4  Discussion 
 
When a given bacterium-phage system is being studied, it is known that, in 
order for lysis to occur the host cells must be growing in an appropriate 
physical and chemical environment. The infectious ability of the phage 
depends directly on the physiological state of the host cells [24], so if the cells 
are growing in a suboptimal situation this might mean that the phage has to 
adapt in order to survive. Thus it is not hard to find such conditions of 
temperature, pH, salt concentration or chemical composition of the medium in 
which the host cells will multiply but lysis will not occur [26]. The effect of 
adverse growth conditions for the phage is reflected by the increase of 
duration of its infectious cycle and in the decrease of the mean number of 
phage particles produced per cell.  
 
When globally considered Table 2, it seems strikingly evident that growth with 
aeration was the best situation, nevertheless, the results of Duwat et al. [27] 
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demonstrated that the viability of stationary phase aerated cells was about 
100-1000 times  reduced. This reduction in viability was accompanied by a 
greater genomic DNA degradation, which is a sign of the toxic effect of O2 in 
this bacterium (H2O2 accumulation). 
Our results (Figure 1. and Table 2) showed that pH 6 is very close to the 
optimal condition not imposing significant stress to the growth of the 
phage/host. At 20 ºC and at pH 9 the duplication time was to low and at pH 5 
the lag phase was to high to allow an expedite propagation of the phage. At 
40ºC the host is not able to grow on solid medium rendering impossible the 
necessary bottlenecks at every 5 lysates (this procedure helps the fixation of 
deleterious mutations [16]). Although the presence of salt in cheese 
manufacture environments causes a stress response in L. lactis, induction of 
prophages was observed with 3% NaCl preventing the use of this stress 
condition. The drastic drop of plating efficiency and burst size in the presence 
of 0.03 % bile salts indicated that this could be a challenging situation to the 
phage/host system, enhancing the acquisition of mutations to raise its fitness. 
The ionic environment is a crucial factor for the phage adsorption (thus being a 
very important stage in the phage growth).  
 
Even though, the level of stress imposed by the chosen environmental 
condition was not apparently sufficiently high as to cause any detectable 
changes by the performed restriction analysis, the addition of the potent 
chemical agent NG should raise the mutation rate. L. lactis has a spontaneous 
mutation frequency of about 10-6-10-7 [28] and an induced mutation rate, 
measured by acquisition of Rifampycin resistance of 3 x 10-5 [29]. This is 
similar to other lactic bacteria such as Lactobacilli and Streptococcus 
thermophilus [30] which showed a mutation frequency between 1-5 x 10-4 for 
the acquisition of the same resistance, when NG concentration was adjusted 
to cause 99% lethality. Other studies have been published that report the 
inactivation [21,31] of non essential genes in L. lactis by random mutagenesis 
with NG (concentration adjusted to cause 90% lethality). These studies verified 
mutation frequencies in the targeted genes between 5 x 10-3 and 2 x 10-4. In 
the presence of a concentration that causes 90 % of lethality in the host cells, 
the phage should also be seriously affected. Bull et al. [1] used a similar 
methodology with T7 and they are convinced that it could be easily applied to 
other viruses leading to potentially thousands of substitutions. 
 
The existing information for both phages suggested, a priori, that the L. 
lactis/bIL170 model would be as good as Escherichia coli/T7 model. The 
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availability of both genome sequences of bIL170 and IL1403 [32] was another 
advantage of the former system.  
 
bIL170 and T7 [33] have genomes of equivalent sizes (≈31.7 kb and 39.9 kb) 
and number of genes (64 and 60). The genes in both phages are “close-
packed” but essentially not overlapping in the nucleotide sequence with very 
few intergenic spaces. T7 has only 8 overlapping genes (whose coding 
sequences overlap completely that of another gene in a different reading 
frame) and bIL170 has only one. The rate of evolution is expected to be slower 
in stretches of DNA encoding overlapping genes than in similar DNA 
sequences that only use one reading frame [34] so this should favour the 
accumulation of mutations in bIL170 since its genome has a smaller proportion 
of overlapping genes.  
 
Since NG induces essentially two types of mutations G → A and C → T, the 
higher GC content of T7, 48.4 % against 34.3 % in bIL170, should favour the 
occurrence of a greater number of mutations in T7. However, the results 
presented in this paper do not seem to be easily explained by this fact alone 
since as Bull et al. [7] stated, growing T7 in the presence of 20 µg NG ml-1 [2] 
gave rise to 0.5-1.5 % mutations (in bps) in the genome. Expecting a similar 
mutation rate 31 to 94 nt should be mutated in the 6296 sequenced bases of 
bIL170. 
 
It has been reported that there is no efficient inducible error-free repair system 
for alkylation damage in L. lactis subsp. lactis [29] similar to the ‘adaptive 
response’ described for Escherichia coli [35,36]. If host inducible error-free 
repair systems have a role in phage replication, a higher level of mutation 
could be expected in bIL170 relatively to T7.   
 
In this study a total of 202 restriction recognition sites in the 20th lysate (in the 
presence of bile salts) were conserved in relation to the wild type. In the study 
published by Bull et al. [7] the 40th lysate of T7 grown in the presence of NG, 
analysed with 34 restriction enzymes (that recognized 148 restriction sites) 
showed 17-18 changes in relation to the wild type. These 148 restriction sites 
represent about 1.7 % of the T7 genome, which contrasts to the 2.8 % of 
bIL170 genome analysed in this study. One could argue that they studied 
twice the number of generations and besides in the presence of a chemical 
mutagen. But even when the number of generations in the presence of the 
same mutagen was equalled and the strategy for scanning mutations covered 
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completely 20 % of the genome, no single mutation was detected. Considering 
that exposing Lactococcus lactis to a concentration of NG causing a 90% rate 
of mortality proved to be an efficient way of obtaining mutant strains [21] the 
high fidelity of bIL170 replication complex constitutes an astonishing or at least 
unexpected result. 
 
In this work it is shown that what looked like a promising model to 
experimental phylogeny purposes was indeed an extremely robust system in 
what it concerns the simultaneous occurrence of mutations (even in the 
presence of a mutagen) and the maintenance of viability.  
Consequently, in spite of the relevance to industry of studies that would help to 
understand the evolution of dairy phages the use of this particular system to 
construct experimental phylogenies is not advisable because of its lack of 
plasticity.  
 
To our knowledge this is the lowest mutation rate ever reported in 
bacteriophage evolution studies. The average mutation rate per base is 
considered to be inversely proportional to genome size [37] and phages with 
small genomes and replication times are considered “fast evolving”. Our 
results may constitute an alert, in the renewed interest in phage therapy as an 
alternative to the use of antibiotics [11,38-40] that the constrains that rule 
genome plasticity in host/phage systems should be taken in consideration. 
This study presents surprising results facing the actual knowledge in 
bacteriophage biology showing in accordance to recent reports [11,40,41] that 
a lot more is to be known in phage genomics.  
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An experimental phylogeny was constructed using bacteriophage T7 and a 
propagation protocol, in the presence of the mutagen N-methyl-N’-nitro-N’-
nitrosoguanidine, previously described by Hillis et al [1]. An asymmetric tree 
topology known to present difficulties to phylogenetic inference methods was 
chosen to propagate the phage. The performance of several phylogenetic 
methods (conventional and less conventional) was tested using restriction site 
and nucleotide data. Only methods that encompassed a molecular clock 
(UPGMA, ME and ML with a molecular clock enforced) or those based on 
sequence signatures recovered the true phylogeny. Nevertheless a likelihood 
ratio test rejected the hypothesis of the existence of a molecular clock when 
the whole sequence data set was considered. This fact or the particular 
substitution pattern (mainly G→A and C→T) may be related to the unexpected 
performance of distance methods based on sequence signatures.  
To test if the results could have been predicted by simulation studies we 
estimated the evolution parameters from the real phylogeny and used them to 
simulate evolution along the same tree (parametric bootstrap). We found that 
simulation could predict most but not all of the problems encountered by 
phylogenetic inference methods in the real phylogeny. Short interior branches 
may be more prone to error than predicted by theoretical studies.    
 
 
3.1  Introduction 
 
Studies that specifically address the subject of known phylogenies essentially 
report the cases of known transmission stories for which records have been 
kept [2], well established phylogenetic relationships (by fossil records and 
morphological data) [3,4]  and experimental phylogenies [5] or pseudo-
phylogenies [6] generated for the purpose of testing phylogenetic methods. It 
can be argued that historical records are severely limited, that such organisms 
have undergone relatively little genetic divergence (as is the case for 
experimentally generated phylogenies where mutation rate is usually an issue) 
or that they cover little diversity of the phylogenies estimated from the real 
world. Nevertheless they do involve real, evolving biological organisms and 
situations for which phylogenetic methods are supposed to be applicable. In a 
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simulation a particular mutation model is defined but then there’s no way of 
knowing which substitution model would be tolerated by a real organism or 
how substitutions in different parts of a gene might interact. This is not a 
limitation for experimental phylogenies [7].  
 
The experimental model used in this study has been implemented elsewhere 
[1] and its merits [5,8] and demerits [9] extensively argued in the literature. We 
must add, however, that in the past few years several studies have been 
conducted that continue to argue on the advantages of this model. For 
example, the amazing potential of T7 to recover from the most severe 
conditions was demonstrated by the work of Heineman et al [10] that reported 
the re-evolution of lysis in T7  deleted for its lysin gene or by the experiences 
of Springman et al [11] that showed the regain of wild type position of the 
RNApol coding gene ectopically positioned. These results illustrate the 
extreme plasticity of T7 genome, an essential feature for an experimental 
phylogeny model, since many of the interesting problems in phylogenetic 
reconstruction concern organisms that differ by a large percentage of their 
genome.  
 
There are a number of papers exploring the applications and pitfalls of 
bayesian inference [12,13]. Like the maximum likelihood method, bayesian 
estimation of phylogeny is based on the likelihood function which should be an 
advantage since maximum likelihood (ML) is known to outperform other 
methods of phylogenetic estimation under a range of conditions. Bayesian 
methods for phylogeny inference are now a practical alternative to more 
traditional methods. The primary analysis of bayesian inference produces both 
a tree estimate and measures of uncertainty for the groups of the tree (faster 
than ML bootstrapping) and in addition allows complex models of sequence 
evolution to be implemented. Major disadvantages are that the prior 
distributions for parameters must be specified and that it can be difficult to 
determine whether the Markov chain Monte Carlo approximation has run long 
enough. For the above reasons, bayesian analysis seems unavoidable when 
the goal is to compare the efficiency of tree building methods.  
 
Besides traditional and Bayesian methods, the emergence of new approaches 
to molecular phylogeny that take into account new characteristics of 
sequences has been rising. Among these approaches is the sequence 
signature method. A sequence signature is defined as the whole set of 
frequencies of short oligonucleotides in a sequence [14]. Species-specificity 
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and conservation of signature in any part of the genome makes sequence-
signature a promising tool for phylogenetic analysis. It has been hypothesized 
that a phylogenetic analysis of signatures can reflect genomic changes that 
shift motif frequencies, yielding higher-order homologies available for 
phylogenetic analysis [15]. In T7, RNApol causes a class of transcription-
induced mutations (C→T) that alter the composition of bacteriophage T7 
genome and may be a significant force in genome evolution [16]. In addition to 
this “natural” substitution process, T7 was propagated in the presence of NG, 
which enhanced several times this kind of mutation rate and also G→A 
mutations. The previous knowledge of this preferential mutation spectrum led 
us to the use of the of sequence signature, since we suspected it might be a 
favourable situation for this method.  
 
Our goal was to test the performance of traditional and a few emergent 
phylogeny inference methods in the recovery of an asymmetric known 
phylogeny. The symmetric topology had already been tested in the paper of 
Hillis et al. [17] and all methods recovered the true tree, so in order to perform 
a comparison an almost symmetric tree was adapted from the more complex 




3.2  Materials and Methods 
 
 
3.2.1  Propagation of bacteriophage T7  
 
Escherichia coli strain W3110 was used to propagate bacteriophage T7 strain 
NCCB 3462 following a protocol similar to the one described by Hillis et al. [1]. 
The phage was grown in 1ml cultures of E. coli in the presence of 20µg/ml of 
the mutagen N-methyl-N’-nitro-N’-nitrosoguanidine (NG). After lysis proceeded 
to completion a 10µl aliquot of this lysate was used to infect another culture. 
This procedure was repeated 5 times and then the phages were plated on 
solid medium. Next, a single plaque was randomly chosen, the clonal stock of 
phages present in this plaque was eluted from the agar and an aliquot was 
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3.2.2  Phylogeny construction 
 
Bacteriophage T7 was serially propagated (as described above) according to 
the topology and branch lengths of the tree depicted in Fig.1A. At each internal 
node, the clonal stock recovered from one plaque was used to infect two 
independent lineages. 
To check possible contamination or swaps between different lineages, the 
genomes of the phages in every isolated plaque were fully mapped with HpaI 
and ClaI and partly mapped with Sau3AI. The restriction pattern of these 
enzymes evolved very quickly in this system (in particular Sau3AI) so the few 
cases of contamination were immediately detected and lineages were regrown 














Figure 1 – A -True asymmetric tree. B – True symmetric tree. Circled numbers represent interior 
nodes. Numbers above branches indicate number of differences in restriction sites.  
 
 
3.2.3  Restriction data (physical mapping) 
 
Both the terminal and internal nodes were mapped for 36 enzymes (the same 
34 enzymes used by  Hillis et al. [1]: ApaLI, AseI, BamHI, BclI, BglII, BstBI, 
BstEII, BstNI, ClaI, DraI, EcoNI, EcoRI, EcoRV, HindIII, HpaI, KpnI, MboI, 
MluI, NcoI, NdeI, NheI, NsiI, PstI, PvuI, PvuII, SacI, SalI, ScaI, SpeI, SspI, 
StuI, XbaI, XhoI and XmnI, plus Eco72I and SnaBI). Viral DNA from these 26 
nodes (internal and terminal) was digested with each of the enzymes, 
electrophoresed on 0.8% agarose gels and then Southern blotted. Fine 
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for each of the nodes, of 22 partly overlapping fragments ranging from 615bp 
to 4907bp (Fig.2) covering the whole genome (except for the first 1363bp and 
the last 63bp) for each of the nodes (Annex 1). These fragments were either 
used as probes for Southern blots hybridization or to be digested with 
restriction enzymes in order to infer the loss or gain of new sites. This 
methodology allowed a precise location of the majority of the newly created 
sites. The data produced from the whole set of enzymes, from all the enzymes 
except Sau3AI and exclusively from Sau3AI were gathered in 3 matrixes 









Figure 2 – T7 bacteriophage genome. Gray boxes stand for the PCR amplified regions used for 
sequencing (P1-P9). Solid lines, above the genome, represent amplified sequences used for fine 
restriction site mapping (dimension of these sequences, in bp, are showed above the lines). Inside 
the triangles are the genes present in sequenced fragments. * Means fully sequenced gene. The 
known functions for some of these genes are also shown. All boxes and lines represented are 
drawn to scale.    
 
 
3.2.4  Sequence data 
 
A total of 4824 bp were sequenced for each of the 14 terminal nodes. The 
sequenced regions (Fig. 2) consisted of 9 fragments scattered through the 
genome and covering both essential and non essential functions of the phage. 
This strategy was chosen in light of the finding by Cummings et al. [18] that 
“bloks of contigous sites are less likely to lead to the whole-genome tree than 
samples composed of sites drawn individually from throughout the genome”. 
These fragments were sequenced at least once on both strands using the 
CEQ Dye Terminator Cycle Sequencing (DTCS) Quick Start Kit (Beckman 
Coulter). Nucleotide sequences were determined with a CEQ 2000 XL 
Sequencer (Beckman Coulter) and are available at Genbank under the 
accession numbers: EF516992-EF517117. 
All the sequence alignments were performed with CLUSTAL X (version 1.83) 
[19] with the default option.  
 
 
P1 P2 P3 P4 P5 P6 P7 P8 P9
1 1.3 1.7 3.5, 3.8 4.3, 4.5*
5.7*
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Measuring and testing the significance of phylogenetic incongruence is 
necessary when considering genome-scale datasets composed of multiple 
genes [20]. Weak incongruence can be due to inadequate sample sizes but 
strong incongruence can arise from different rates of evolution between 
partitions (codon position, functional constraints) or from partitions that have 
had different histories.   
Four character incongruence tests were performed to decide whether or not to 
combine nucleotide and restriction site data. In addition incongruence between 
each pair of genes and between the fast evolving Sau3AI restriction sites and 
all the other enzymes was also assessed.  
The parsimony-based tests were the incongruence length difference test (ILD) 
[21], Kishino-Hasegawa test (KH) [22], winning-sites test [23] and Templeton 








The seven methods of  phylogenetic inference evaluated were: unweighted 
pair-group method of arithmetic averages (UPGMA) [26], neighbour joining 
(NJ) [27], minimum evolution (ME) [28], Cavalli-Sforza method (uLS) [29], 
Fitch-Margoliash method (wLS) [30], maximum parsimony (MP) [31] and 
maximum likelihood (ML) [32]. 
For the restriction site data the distance methods UPGMA, NJ, ME, uLS and 
wLS the mean character difference, total character difference, Upholt distance 
and Nei-Li distance were used. All the analyses were performed in PAUP 
except for the maximum likelihood analysis that was done with RestML 
program of the PHYLIP [33] (version 3.66) package. 
 
The same seven phylogenetic inference methods were used for the analysis of 
sequence data and the distance measures were: p, Jukes-Cantor (JC) and 
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Kimura-2-parameter (K2P) distances. We used these methods as 
implemented in PAUP*, with heuristic searches for ME, uLS and wLS and the 
search algorithm branch and bound for MP (weighted with the rescaled 
consistency index and unweighted). ML analysis was also performed in PAUP* 
with a full heuristic search with 100 random additions of sequences and the 
evolution model (that best fits the data based on the Akaike information 
criterion, AIC [34]) selected by Modeltest (version 3.7) [35]. For the symmetric 
tree exhaustive searches were performed for all the analyses.  
The robustness of tree topologies was evaluated by bootstrap. The bootstrap 
procedure was replicated 1000 times for UPGMA, NJ and MP and 100 times 
for ML.  





MrBayes (version 3.1) [36,37] allows the specification of a partitioned model, 
making it  possible to assign different evolution models for each gene partition 
in a single analysis. It also permits the combined analysis of different data set 
(e.g. restriction site and nucleotide), so besides the separate analysis of 
sequence and restriction data we also joined these data in a unique analysis. 
Analysis of individual partitions by MrModeltest  [38] indicated the best fit 
model for each partition according to the AIC.  
For the Bayesian analysis, besides the partitions considered above, we also 
considered the following: all sequences and a single evolution model, all 
sequences and one evolution model per sequenced region, all sequences and 
one evolution model per gene, all sequences plus one evolution model for first 
and second codon positions and one evolution model for the third position and 
finally all sequences and one evolution model for the first and second codon 
positions of each gene and one evolution model for the third position.  
For the combined data set analysis we considered all sequences and a single 
evolution model plus the restriction sites of all enzymes or all enzymes except 
Sau3AI or only Sau3AI. 
For all analyses we treated each partition as “unlinked”, so that separate 
parameter estimates were obtained for all runs. Two independent runs of one 
million generations were performed, each with 4 chains and trees were 
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sampled every 100 generations. We checked the stationarity of the sampled 





Sequence signatures were computed with the algorithm “Chaos game 
representation” implemented in NASC software (version 4.21) [40]. NASC 
performs different types of sequence comparison based in some distance 
definitions between frequencies of L-words or L-tuples. For each sequence 
and each chosen sub-sequence of length L, a vector of counts was extracted. 
These vectors were used to calculate the Euclidean distance1 between the 
sequences and the sample probabilities distributions of the 6-words present. 
This metric distance and word length have been reported to give the best 
results for phylogenetic analysis [15]. The distance matrices were then used to 
infer trees with UPGMA, NJ, ME, uLS and wLS algorithms implemented in 
PAUP*.  
 
For all of the phylogenetic methods whenever a method produced more than 
one but less than 5 trees the strict consensus tree was obtained; above 5 trees 
the majority rule consensus tree was constructed. 
 
 
 Accuracy of topology 
 
The accuracy of topology of the trees obtained from each gene was evaluated 
from the topological distance (dT) [41,42] of each inferred tree to the true tree. 
This distance reflects the number of internal branches present in one tree but 
not in the other. In our data set (tree A) dT ranges from 0 (same topology as 
the true tree) to 22, as the true tree has 11 internal branches. 
 
 
3.3  Results and discussion 
 
As expected, since the true phylogeny is known and all the partitions have had 
the same history, no major incongruence cases were detected. ILD tests 
detected no cases of significant (p < 0.05) incongruence for all the partitions 
                                                 
1 the square root of the sum of the square of the differences in frequency of strings between 
species 
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considered (Annex 3.1 and 3.2) and the KH and Templeton tests considered 
the nucleotide and restriction site data incongruent with respect to the first 
partition but not significantly incongruent when the second partition was 
considered (Annex 3.1). For the non-ILD tests of incongruence (Annex 3.3) the 
66 pairwise comparisons of genes revealed a generalized non-significant level 
of incongruence (p > 0.05) the only exceptions being the genes 1.3, 1.7, 7.7, 
and 10B (without a Bonferroni correction2). For genes 1.3, 1.7 and 10B this 
might be the result of these genes having twice the length of the remaining but 
this was not the case for gene 7.7. In fact, although the probability of rejecting 
the null hypothesis of congruence for all the pairwise gene comparisons 
involving this gene was never significant with the ILD test (Annex 3.2), these 
had the lowest p values. These results compelled us to test the accuracy of 
the phylogeny inferred when this gene was omitted. Five equally parsimonious 
trees were produced (in opposition to the single MP tree inferred by the whole 
data set) when gene 7.7 was discarded from the global analysis, but the strict 
consensus tree had half the dT to the true tree. The topological accuracy didn’t 
improve for the other inference methods when gene 7.7 was deleted. 
The two partitions in the restriction site data were considered significantly 
incongruent (p < 0.05) by the KH and Templeton test with respect to the first 
partition (Annex 3.1). By contrast to the gene data, the accuracy of tree 
reconstruction suffered from combining both partitions since when the 
restriction site data (omitting Sau3AI sites) were considered alone the true tree 
was recovered (UPGMA, NJ, ME and wLS) or at least the dT was smaller than 
for the combined analysis. In comparison, the Sau3AI partition performed 













                                                 
2 If this correction was applied only genes 1.3, 1.7 and 10B show a few cases of significant 
incongruence. 
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Table 1 - Topological distances (dT) of inferred trees from the true tree for restriction site data and 
both restriction site data and sequence data combined in a single data set. 
 
 
A ll E nz A ll E nz b  S S au
 +  +  +
D ata  se ts A ll E nz A ll E nz b  S S au  A ll S eqs  A ll S eqs  A ll S eqs
S um S um
U P G M A
U pho lt 2 0 6 8
N e i-L i 2 0 6 8
T ot d iff 2 0 4 6 0 0 0 0
M ean  d iff 2 0 4 6 0 0 0 0
N J
U pho lt 4 0 10 14
N e i-L i 4 0 10 14
T ot d iff 4 0 6 10 2 2 2 6
M ean  d iff 4 0 6 10 2 2 2 6
M E
U pho lt 4 0 6 10
N e i-L i 4 0 6 10
T ot d iff 2 0 5 7 2 2 2 6
M ean  d iff 2 0 6 8 2 2 2 6
uLS
U pho lt 4 2 8 14
N e i-L i 4 2 8 14
T ot d iff 4 2 5 11 2 2 4 8
M ean  d iff 4 2 6 12 3 3 5 8
w LS
U pho lt 2 0 10 12
N e i-L i 2 0 10 12
T ot d iff 2 2 4 8 2 2 2 6
M ean  d iff 2 2 4 8 2 2 2 6
M P
U nw eigh ted 4 3 6 13 2 2 2 6
W e igh ted 4 2 5 11 2 2 2 6
M L
6 2 10 18
B ayes ian
6 2 6 14 2 3 4 9
S um 80 21 157 23 21 29  
 
All Enz        restriction sites from all the enzymes 
All Enz b S  restriction sites from all the enzymes except Sau3AI 
Sau             restriction sites from Sau3AI 
Upholt         Upholt distance 
Nei-Li          Nei-Li distance 
Tot diff        total difference distance 
Mean diff    mean difference distance 
 
 
3.3.1  Inferred and actual phylogeny comparison 
 
 
Accuracy of topology 
 
As expected from the incongruence analysis results, combining all the 
restriction site data did not improve the accuracy of topology. In fact the dT 
values were between 2 and 6 for the complete data set but dropped to a 
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minimum of 0 and a maximum of 3 when the Sau3AI sites were omitted from 
the analysis (Table 1). When these sites were considered alone the trees 
inferred departed from the true tree by a dT of 4 to 10. As Bull et al [5] pointed 
out in a similar study, Sau3AI recognition sites have unique features in T7 
genome that distinguishes them from the other enzymes. Based on the wild 
type genome and on the knowledge of the mutation spectrum they identified 
the sites that are a single mutation G → A or C → T from becoming a 
recognition sequence (1-off sites) for all the enzymes. These sites are much 
more abundant for Sau3AI than they are for the other enzymes, since the 
recognition sequence of this enzyme is counter selected in the wild type [5]. 
The recognition sequence of Sau3AI, GATC, is statistically expected 156 times 
in a 40 kb genome but occurs only 6 times in T7 [43].  As in the work by Hillis 
et al [1], the gains of new restriction sites for this enzyme were almost half of 
the total gains (131 new sites only for Sau3AI against 144 for all the other 
enzymes). In our work, the mapping strategy of Sau3AI was improved but a 
high level of convergent gains is still expected (that is two different gains being 
scored as only one due to their proximity or to the same mutation arising in two 
individuals by chance alone). This may disturb phylogenetic inference, 
particularly for methods based on the Nei-Li distance [44]. This model makes 
the assumption that all sites that are shared between two species were 
present at a common ancestor halfway between them.  
Sau3AI sites didn’t affect phylogeny inference in Hillis et al [1] probably due to 
the simple chosen topology. This hypothesis is supported by the results with 
the symmetric topology (Fig 1 – B), for which all the methods with any of the 
restriction site data set inferred the true phylogeny. This result is also in 
disagreement with the work published by Poe [45] who noted little effect in 
accuracy by adding taxa for 55-character data sets. In our study phylogenetic 
analysis were never done with less than 55 parsimony informative restriction 
sites, yet adding taxa always decreased the accuracy by parsimony analysis. 
Poe worked with the phylogeny published by Hillis et al. [1], his results on the 
effect of taxonomic sampling on accuracy of phylogeny estimation might not 
be extensible to more complex phylogenies like the one presented in this work.  
Bull et al [5], in their study of the molecular evolution of T7, estimated 
probabilities  of gains and losses for Sau3AI sites and found that these were 
significantly different from the rest of the enzymes. The use of these 
parameters in complex phylogenies, such as the one presented in this paper, 
might be a real necessity. 
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Ranking the methods by their overall performance with restriction site data we 
get almost the opposite order than by doing the same procedure with 
nucleotide data. With restriction site data, UPGMA and ME had the best 
performance, Bayesian and likelihood criteria produced the worst topologies. 
 
If instead we consider the data set composed of all the restriction sites except 
those of Sau3AI than all methods performed almost equally well but only the 
distance methods retrieved the exact true topology (dT = 0). MP, ML, and 
Bayesian methods consistently failed to correctly place lineage H and MP 
(unweighted), uLS and wLS (with total and mean differences distance) couldn’t 
resolve or correctly infer branch 3-5.  
 
The distance matrices produced by the sequence signature method led to the 
inference of trees that differed from the true tree by very high dTs (data not 
shown).   
 
Gene length is usually considered an important factor in recovering the true 
topology. In our study, omitting gene 1 from the regression analysis, 80% of 
the variance of the performance of the genes could be explained by gene 
length (results based on regression analysis of the sum of dTs of the trees 
produced by each gene versus its length). Therefore a dependence of the 
accuracy of the inferred topology on sequence length is apparent. Gene 1 will 
be discussed later. 
 
Table 2 summarises some statistical properties of the genes included in this 
analysis. g1 statistics [46] is related to phylogenetic signal. A more negative g1 
value (left-skewed distribution) indicates a stronger phylogenetic signal. 
Consistency of information among individual parsimony informative sites in the 
true tree is apparent from average consistency indices (CI), average retention 
indices (RI) and rescaled consistency indices (RC). The range of these indices 
is 0-1, a higher value indicates a higher agreement between the characters in 
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Table 2 - Statistical properties of genes included in this study. 
 
 
Genes ntot npinf nvar p (%) g1 CI RI RC
1 532 16 33 1.77   (0-3) -0.58 0.94 0.97 0.91
1.3 553 27 49 2.63 (0-4.3) -0.65 0.85 0.90 0.76
1.7 564 27 54 2.5 (0.5-3.9) -0.47 0.81 0.83 0.67
3.5 292 9 28 2.2 (0-4.5) -0.60 0.93 0.93 0.87
3.8 186 8 21 2.68 (0-6.5) -1.15 0.88 0.85 0.74
4.5 270 6 18 1.66 (0-3.7) -0.29 0.90 0.92 0.83
5.5 239 12 25 2.6 (0-5.5) -0.90 0.86 0.88 0.76
5.7 210 9 19 2.5 (0-3.79) -0.68 0.86 0.91 0.79
7.3 238 13 22 2.99 (0-6.8) -0.45 0.85 0.92 0.78
7.7 275 15 33 3.12 (0-5.81) -0.63 0.83 0.84 0.69
10B 565 22 48 2.3 (0.2-3.9) -0.57 0.87 0.90 0.79
19.5 150 5 15 2.2 (0-4.8) -0.55 0.76 0.70 0.54
All 4824 200 434 2.4 (0.5-3.7) -0.59 0.85 0.88 0.75  
 
ntot      total number of nucleotides of each gene 
npinf    number of parsimony informative sites  
nvar    number of variable positions 
p (%) mean pair wise p distance in percent and range 
CI      average consistency index 
RI      average retention index 
RC     rescaled consistency index 
 
 
The values of mean pair wise proportion of differences in percent (Table 2) are 
relatively small so that synonymous sites are most certainly not saturated. 
Despite this, we examined the efficiency in obtaining the correct tree by using 
all three codon positions versus only first and second codon positions. As 
predicted, trees inferred with the first approach showed generally lower dT 
values (data not shown). Interestingly the use of all codon positions but with 
one evolution model for the first and second positions and a different model for 
the third positions (Bayesian inference with all sequence data) reduced dT from 
4 to 2. This may indicate that although there’s no saturation in synonymous 
positions their evolution under different constraints is worth taking into 
account. 
 
In Table 3, nc stands for the number of genes that produced a tree with dT ≤ 4. 
For the distance methods this was accomplished 38 times, 12 of them when 
the Euclidean distance was used (between six base sequence signatures).  
If we now consider the global analysis, all methods recovered the true 
topology, at least once, except for uLS, MP and Bayesian criterion. UPGMA is 
the only method that assumes an evolutionary clock, and was also the 
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distance method that recovered more often the true tree. The best-fit model 
(TIM+G) selected by AIC in Modeltest accounts for base frequency 
differences, substitution rate variation among sites and bias in substitution 
types.  These features are neglected by simpler models such as JC or K2P, 
yet the accuracy of the topologies inferred didn’t benefit from this more 
sophisticated model (dT = 4, for both models of nucleotide substitution). 
Excluding the distance methods, the true topology was only recovered when a 
molecular clock was enforced. This seems in agreement with UPGMA results. 
Nevertheless a likelihood ratio test rejected the null hypotheses of the 
existence of a molecular clock (p < 0.01). This test was also made for each 
gene separately and none rejected the hypothesis of a molecular clock.  
Even when we consider the best estimates of the known phylogeny, every 
method, except those assuming a molecular clock (UPGMA, ME and ML with 
a molecular clock) seem to have difficulty inferring the small internal branch 
(slow evolving) that leads to H, I and J cluster (branch 8-9) and branch 9-10. 
 
 
Table 3 - Topological distances (dT) of inferred trees from the true tree for nucleotide sequence data.  
 
Genes 1 1.3 1.7  3.5  3.8  4.5  5.5  5.7  7.3  7.7 10B  19.5 All Sum nc
UPGMA
p 12 4 10 12 16 16 14 14 16 12 0 18 0 130 2
JC 12 4 10 12 16 14 14 14 16 8 0 18 0 124 2
K2P 12 4 10 12 16 14 14 14 16 8 0 18 0 124 2
L6 12 4 10 12 16 16 14 14 16 10 0 20 4 148 2
NJ
p 12 8 4 8 14 14 8 12 12 8 4 18 4 106 2
JC 14 8 4 6 14 12 8 12 14 8 4 18 4 106 2
K2P 14 8 4 6 14 12 8 12 14 8 4 18 4 106 2
L6 10 4 4 12 14 14 10 12 10 8 0 18 0 116 3
ME
p 8 5 4 9 10 11 7 9 11 9 4 16 4 80 2
JC 10 5 4 6 11 13 7 11 12 8 4 16 4 88 2
K2P 10 7 5 8 11 13 7 11 12 8 4 16 4 92 1
L6 9 2 4 8 13 14 10 12 8 8 0 14 0 102 3
uLS
p 11 6 4 8 10 10 8 9 11 9 4 13 3 89 2
JC 11 6 4 8 10 11 9 9 11 9 3 13 3 94 2
K2P 11 6 4 8 10 10 8 9 11 8 3 13 3 91 2
L6 10 4 6 7 11 12 12 12 10 10 1 14 4 113 2
wLS
p 11 7 6 7 10 13 7 11 11 9 4 15 4 97 1
JC 11 7 6 6 12 13 7 10 11 8 4 15 4 98 1
K2P 11 7 6 6 12 13 7 10 11 8 4 15 4 98 1
L6 9 4 8 10 13 14 10 14 8 10 0 14 0 114 2
MP
Unweighted 7 5 3 5 8 8 7 7 9 8 4 12 4 66 2
Weighted 7 5 3 5 8 8 7 7 9 8 4 12 4 79 2
ML
8 7 5 5 8 8 7 7 9 8 4 13 4 59 1
clock nd 1 5 6 10 9 7 9 12 9 4 13 0 85 2
Bayesian
9 7 4 5 7 9 7 7 7 8 4 12 4 90 2  
 
nc  number of genes that produced a tree with a dT≤4 from the true tree.  
nd  non determined because it didn’t converge. 
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It has been verified, by simulation studies [47] , that these small interior 
branches tend to be frequently misinferred. On top of that, if we look at the 
number of differences in restriction sites in branch 8-9, we have reasons to 
suspect that, in reality, this branch is even smaller than planned, i. e. fewer 
differences than expected arise. To test if this fact was related to the 
consistently failure of most of the methods we conducted a simulation study 
(parametric bootstrapping) generating 100 data sets using the true tree plus 
the evolution parameters estimated from the real data (model – general time 
reversible; frequency of bases – A = 0.2931, C = 0.2162, G = 0.2339, T = 
0.2568; rate matrix – 1.0000, 233.4292, 4.2426, 4.2426, 303.5897, 1.0000; 
gamma rate heterogeneity with shape=0.2172). All the branch lengths were 
the same as in the real phylogeny, except for the branch 8-9, which was 
shrunken to fit the relative size observed from the number of differences of 
restriction sites. One hundred data sets were produced and used to infer the 
UPGMA (JC distance), NJ (JC distance), MP and ML (JC distance) trees. 
UPGMA predicted the true tree 4% of the time, NJ 43%, MP 30% and ML 
54%.  
 
Figure 3 shows a comparison between the results of the simulation with those 
from real data. UPGMA results were reasonably in agreement with those of 
the real data. As stated before, UPGMA produced the true topology for all the 
distances except for sequence signatures. In the later case one or both of the 
two branches misinferred were also wrong in 65% (dT = 2 and dT = 4) of the 
simulated trees. The rest of the methods were all wrong about branches 9-10 
and 8-9 in the real phylogeny. Branch 8-9 was also misinferred in a high 
percentage of trees by all the methods in the simulation study, but this was not 
the case for branch 9-10, which was never incorrectly predicted. Branches 3-5 
and 3-4 were also a problem for the simulation study probably because these 
branches were larger in the true phylogeny (relying on restriction site data). 
Branch 6-7 was also a small problem for MP and ML, probably because of a 
phenomenon known as “long branches attraction”. Parametric bootstrapping 
failed to predict the misplacing of branch 9-10, yet in the real phylogeny this 
branch was consistently misinferred by all methods but UPGMA, with 
moderate to high support (bootstrap indices from 52% to 86%). This fact may 
indicate that theoretical studies (even with empirical parameters) can’t predict 
all the details of “real life” and some other explanation must be found to 
account for this phenomenon.  
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Branches 3-4 and 3-5 were also predicted to be misinferred a significant 
number of times, yet they were both correctly inferred by NJ, MP and ML in the 
real phylogeny. This was probably due to a phenomenon inverse to what led to 
the misinference of 8-9 in the real phylogeny, i. e. a higher number of 
substitutions accumulate in these branches than were expected by the known 
length (number of lysates) of these branches (number of differences in 
branches 3-4 and 3-5  in Fig 1). It is known that variable rates among lineages 
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Taken together the overall performance of the methods, ML and MP produced 
the smaller sum of dTs. By this criterion NJ and UPGMA performed the worst 
and the other methods were fairly similar. The use of different evolution 
models for each gene or each sequenced region, in the global analysis, by the 
bayesian criterion didn’t improve the accuracy of the inferred phylogeny (data 
not shown). 
 
Since heuristic searches were done for all the methods except parsimony, the 
ME and ML scores were calculated for both the true tree and the tree inferred 
for each method. The true tree had always a higher ME score and a lower 
likelihood (so even if an exhaustive search was conducted it would never 
converge to the true topology).  
 
Ranking the genes by their performance in recovering the most accurate trees 
and relating it to their known features, such as length, proportion of differences 
(p distance), phylogenetic signal or biological function is not straightforward 
matter. Lengthier genes usually produced more accurate trees, but this was 
not true for gene 1, which performed worst than expected, or for gene 3.8 
which was the second smaller but the fifth in performance.  
Approximately half of the 59 genes in T7 are considered nonessential, or at 
least conditionally essential. These genes are designated with fractional 
numbers [49]. Not surprisingly gene 7.7, 5.5, and 1.3 presented 3, 1 and 1 
nonsense mutations, respectively, and gene 1.7 presented one dinucleotide 
(AT) insertion. 
Gene 1 and 10 are the only essential genes for viability in this study. Gene 1 
codes for T7 RNA polymerase, which is highly specific for phage promoters, 
being responsible for the expression of class II and III genes and for the 
translocation of 81% of the phage genome into the bacterium. Gene 10 codes 
for the major capsid protein gp10A and, by programmed ribosomal frameshift 
originates the minor capsid protein gp10B. Both are assembled into wild-type 
particles but either alone suffices for viability. Being essential, gene 1 has a 
lower proportion of differences which makes this a poor gene for phylogenetic 
inference. As expected gene 10A has a lower proportion of differences too, but 
after the frameshift, that permits the transcription of gene 10B, we see a 
greater accumulation of mutations than expected (27 different mutations were 
seen in the first 441bp of gene 10 and 19 mutations in the 124bp sequenced 
after the frameshift). To ensure that at least the smaller capsid protein 
maintained its structure with relatively few errors was probably enough for 
phage viability.  
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Gene 10B produced by far the best accurate trees, almost as well as the 
global analysis. Probably this result arises from stochastic effects, since 
neither of the above reasons seems to justify it. Despite its exceptional 
performance, gene 10B encountered the same problems of misplacing 
lineages H, I and J. 
 
A great part of T7’s genome was well represented by restriction site data, 
since a large set of restriction sites was determined for each individual. This 
kind of information (except for Sau3AI recognition sites) is less prone to 
sampling errors that arise from bad choices of genes. In fact, at least in this 
case, joining the two data sets (restriction and nucleotide) improved the 
accuracy of the analysis except for the data set composed of all the enzymes 
but Sau3AI (Tables 1 and 3).  
 
The overall results obtained with the symmetric topology are illustrated in Fig 
4. The percentage of branches correctly inferred was usually superior or 
equivalent to the asymmetric tree except for genes 3.8 and 19.5. However, if 
we consider only the parsimony results, four of the 9 genes with ∼10 
parsimony informative sites, improved the accuracy by adding more taxa to the 
phylogeny. This fact disagrees with the observation by Poe [45] that “adding 
taxa consistently decreases accuracy in 10-character data sets”. Though care 
should be taken in making these comparisons since Poe worked with 
restriction sites and with a maximum of 9 taxa. 
Nevertheless branch 8-10 (9-10 in the asymmetric tree) is still consistently 
misinferred by many of the algorithms. Lineages I and J differ from the wild 
type (wt - common ancestor of all lineages) in 38 and 47 positions, 
respectively (70 mutations were expected given the distance between these 
nodes and the wt). The observed and expected number of differences 
between all the terminal nodes and the wt were considered significantly 
different by a χ2 test (p < 0.005), but this difference became not significant if 
lineages I and J were removed from the analysis. Taken together these results 
may indicate that the sampled sequences of lineages I and J evolved at a 
sufficiently lower rate as to confound the majority of the inference methods 
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Figure 4 – Percentage of branches correctly inferred for the symmetric tree (white columns) and 
asymmetric tree (black columns). Each column set of distance methods represent a different 
distance measure (from left to right: p, JC, K2P and sequence signature based distance). MP is 
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Branch lengths and ancestral states 
 
In order to assess the accuracy of branch length estimates a correlation 
analysis between estimated and known/observed branch lengths was done 
(Annex 4). The correlation (for all the data partitions) was always greater when 
the branch lengths were measured in restriction site differences (observed 
lengths) than in number of lysates (real lengths). Estimates of branch lengths 
are known to be particularly sensitive to the choice of model so the evaluation 
of the reliability of an estimated tree may be misleading if oversimplified 
models are used. [50]. This was particularly true for UPGMA, which always 
produced the worst estimates of branch lengths regardless of the distance 
measure, data partition or branch length units (correlation ranging from 0.4 to 
0.7). Total and mean differences distance, most of the times, gave better 
estimates of branch lengths than Upholt and Nei-Li distances, especially when 
the branches were measured in number of lysates. Euclidean distance was the 
worst distance measure. Distance methods were all fairly equivalent but 
slightly worse than MP and ML. Overall restriction site (0.53-0.75, number of 
lysates; 0.8-0.96, number of differences) and combined data sets  produced 
better estimates of branch lengths than sequence data (0.46-0.69, number of 
lysates; 0.63-0.83, number of differences).   
Parsimony correctly inferred 97.4% of ancestral states (12 internal nodes) from 
restriction site data.  
 
 
3.4  Conclusions 
 
The purpose of this study was to compare different data and different tree-
building methods with a well studied experimental model in the recovery of a 
known phylogeny. The novelty of this study consists in the choice of a tree with 
unequal evolutionary rates and the use of an alignment free method such as 
the sequence signatures that still is in a primordial phase in the phylogenetic 
context.  
Parametric bootstrapping offers a method of producing independent replicates 
of observed data sets, which can be used to test the performance of 
competing methods or to extend the conclusions of experimental studies [7]. 
Though this might be a valuable tool in predicting in what aspects most 
methods will fail, our results show that there will always be some details of 
“natural history” difficult to incorporate in simulation. 
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Overall restriction site produced more accurate trees in respect to topology 
and branch length estimates than nucleotide data. This is not an unexpected 
result since the former data represents the genome more broadly than 
sequence data. Only 12% of the genome was sequenced, so the bias coming 
from sampling errors is probably larger than from restriction sites. 
 
For nucleotide data (all) only methods that assume a molecular clock 
(UPGMA), had a molecular clock enforced (ML and ME - using FITCH from 
PHYLIP, data not shown) or used sequence signature based distance 
recovered the true tree. For restriction site (all enzymes but Sau3AI) all the 
distance methods infer the true tree except uLS. So we can conclude that 
when all sequences are considered, distance methods (UPGMA being the 
best) performed better for both data sets.  
If we consider the individual performance of each gene, then the order is 
almost reversed with UPGMA and NJ being the worst, ML and MP the best 
and the others intermediate. It is important to note that many of the high values 
of dT produced for most of the genes are due to polytomies (lack of resolution) 
rather than to errors in the branching pattern. 
 
A previous study [17] compared the ability of methods to infer the correct 
phylogeny from restriction sites versus nucleotide sequences. Restriction sites 
proved to be somehow superior, yet it was partly attributed to the fact that the 
number of variable sites almost tripled the number of variable positions in the 
nucleotide sequence. In the present work, the number of variable restriction 
sites (304) for the symmetric tree was equivalent to variable nucleotide 
positions (312), nevertheless the performance of restriction sites was 
undoubtedly superior since all the methods produced the correct tree. As 
stated before [17] this might be explained by the independence of evolution 
(an assumption of most of the methods) being less affected in restriction sites 
than in nucleotide sequences. The violation of this assumption might thus be 
more serious than expected. Although restriction mapping implies a much 
bigger effort than sequencing it may be rewarding. 
 
We must also emphasize the excellent performance of sequence signature 
based distance in the global analysis. As stated before we are convinced that 
the mutation bias of this system (page T7 propagated in the presence of NG) 
can shift motif frequencies and this may be reflected in the Euclidean distance 
matrices. Sequence signature has been described as a fast tool for exploring 
phylogenetic data since it avoids the alignment step and allows the use of 
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numerous sequences of varying size that need not be homologous. It has also 
been demonstrated that long word frequencies describes DNA sequence 
information more accurately, but long words are difficult to apply to short 
sequences because word frequencies are poorly estimated [15]. In the system 
described in this paper all the sequences are homologous, their mean pair 
wise proportion of differences in percent is small (about 2.4%) and the genes 
size is also small between 150bp and 565bp. In spite of these limiting features, 
sequence signatures based methods were the only methods (apart from those 
assuming a molecular clock) capable of inferring the true phylogeny, even for 
a small gene like 10B.  
There are several other systems that have similar mutation spectrums, such 
as eukaryotic pseudogenes [51,52] and HIV virus [50,53,54], and preliminary 
studies (data not shown) have suggested that this might also be a good 
approach for these cases. 
Nevertheless some other method must be used to infer branch lengths since 
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Inference of an experimental 
phage phylogeny with 
compatibility methods: 
comparison with parsimony 
 
 
Supplementary material: Annex 5 shows character reconstructions both on the 
true and inferred trees. Annex 6 shows the details of the Potomak algorithm 






Homoplasy, as similarity that occurred independently (through convergences, 
reversals or parallelisms), has long been regarded as a general distressing 
factor in phylogenetic inference. Recently Stankov [1] described a new 
compatibility algorithm for the inference of phylogenies that he claimed to be 
“the ultimate solution” for dealing with homoplasic characters. In this work we 
compare the performance of this recently developed method with Parsimony 
and Clique analysis in the inference of an experimental phylogeny. We 
concluded that, at least with this level of homoplasy, parsimony was equally 
efficient as the compatibility methods, being able to accommodate homoplasic 
characters without decreasing accuracy. Also the existing compatibility 
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methods could not be differentiated from the one reported by Stankov, 
suggesting that the differences in “the strategy of tree construction and the 
creation of groups of equivalent markers” between the two methods are 
probably not enough to prove the superiority of this newly announced method. 
 
 
4.1  Introduction 
 
It is commonly accepted that only homologous similarity reflects common 
ancestry and that homoplasy is a poor indicator of evolutionary relationships 
because the similarity does not reflect common ancestry. If two character 
states are identical (e.g. the same nucleotide base) it may be because they 
were inherited directly from the same ancestor, in which case we call it 
homology, or alternatively the similarity may have occurred independently 
which is known by homoplasy [2]. Convergence and parallel evolution are the 
result of independent evolution of the same feature in two unrelated 
sequences; the difference lies in whether the similarity was acquired from the 
same (parallelism) or a different (convergence) ancestral condition. Another 
case of homoplasy is reversion to ancestral condition [2].  
 
Some character weighting methods try to discount the information of noisier 
characters and emphasize the information of those characters that have the 
least homoplasy. The simplest way would be to use only non homoplasic 
characters, the ones that have a perfect fit to the tree. Yet it is impossible to 
predict in anticipation which characters belong to that category.  
One of the ways to solve this problem is to calculate the number of state 
changes that each character requires for every possible tree and then score it 
as compatible or non-compatible with each of the trees. A character is 
compatible with a tree if it can evolve in that tree without homoplasy, i. e. if a 
character has k states for a single position in the data it can’t require more 
than k-1 changes, because one of the states is ancestral and the other k -1 
must have arise at least once each. If it requires more than k-1, then one of 
the states will arise more than once on the tree.  
Then the tree that maximizes the number of compatible characters is selected. 
This compatibility criterion, first proposed by  Le Quesne [3], is similar to 
parsimony, in fact it can be equivalent if the characters all have two states and 
the threshold is set to T = 2 (weighted parsimony).  
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This compatibility method has the same disadvantages of all the methods that 
require searching among all possible trees and evaluating the thresholded 
number of changes. 
In a certain number of cases a different strategy can be used. In cases of two 
states (such as 0 and 1) with no ambiguous or missing data, it is possible to 
test directly if two characters are compatible with the same tree. This then 
leads to a very different algorithm to find the best tree. This test, introduced by  
Wilson (1969) [4], says that for any pair of characters we take a taxon at a 
time. There are four possible state combinations, since the first state can be 0 
or 1 and the second state can also be 0 or 1 (Table 1). 
 
 













Table 2 exemplifies the compatibility test with two pairs of characters. For 
characters 1 and 2 there are only three from the four possible combinations, 
whereas all combinations were found for characters 1 and 4. 
 
Table 2 – Compatibility test for characters 1 and 2 (A) and 1 and 4 (B) for the data of Table 1. In 
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Wilson test says that if all combinations are marked, then the two characters 
are not compatible, in the sense that they cannot occur in the same phylogeny 
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without at least one of the characters changing twice. If on the other hand 
three or less combinations are marked, then the characters are compatible. 
This means that there is a phylogeny with which both of them are compatible. 
In this way it is possible to test all pairs of characters for compatibility and build 
a compatibility matrix (Figure 1) 
 
                                        
                                         1    2    3     4    5    6 
      
      
      
      
      
      
  
 
Figure 1 – Compatibility matrix. In Felsenstein (2004) [5]. Shaded cells refer to compatible 
characters. 
  
The main reason to build this matrix is to use it to choose the largest set of 
data compatible with the same tree. Estabrook (1976) [6,7] and others have 
proven that every character pair belonging to one character set are compatible 
if and only if all  the characters are jointly compatible (i.e. there is a tree with 
which all of them are compatible). This theorem is true for characters with two 
states at most and is not valid for data with missing states or for nucleotide 
sequences with four states. 
If we consider the set of species in which one of the states occurs, the test of 
compatibility between two characters amounts to saying that the two sets of 
taxa (one for each character) S and T are either disjoint, so that S ∩ T = 0, or 
S ⊆ T, or S  ⊇ T. In this way we can say that the two sets are part of a 
hierarchical structure. If the two sets overlap but neither is contained in the 
other, then there are four possible combinations of states. The Pairwise 
Compatibility Theorem amounts to the assertion that if all pairs of the sub-sets 
are part of a hierarchical structure, then when taken together they are all part 
of the same hierarchical structure. 
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Figure 2 – Graphic representation of the compatibility matrix in Figure 1. Points represent 




In this scheme each character is represented by one point joined by lines to all 
compatible characters. The set of characters, pairwise compatible, correspond 
in this graph to a set of characters that together form a clique (points that are 
mutually connected). A maximal clique is a clique to whom no point can be 
added and still be a clique. For example, in the graph of Figure 2, the 
character set {1,2,3} is a clique but not a maximal clique (since 6 can be 
added). {1,2,3,6} is a maximal clique. The other maximal clique in the graph is 
{4,5,6}. According to the Pairwise Compatibility Theorem, there must be a tree 
for every clique, all the characters in this clique being compatible with that tree.  
It is easy to find the maximal clique on Figure 2 by visual inspection, but in 
most real situations we have to use an algorithm (such as that of Bron [9]) 
because they are too complex. The next step is to derive the phylogeny. This 
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Figure 3 - Process of “Tree popping”, sequential sub-division of characters according to the 
characters in a clique. The result is a tree that is compatible with all characters in the clique. In 
Felsenstein (2004) [5]. 
 
 
This algorithm was described by Meacham (1981) [10] and became known as 
“tree popping”. Each character defines a partition of the taxa set following its 
state 0 or 1. In Table 1 data, with the clique {1,2,3,6}, the first character divides 
taxa in two sets according to the character state. It divides taxa as {Alpha, 
Gamma, Delta} and {Beta, Epsilon, Omega}. Implicitly there is a branch on the 
tree between these groups, with character 1 changing once along that branch. 
The second character separates the group {Gamma, Delta}; sub-dividing the 
first group of that pair. Since character 2 separates {Gamma, Delta} from the 
other taxa implicitly leaves {Allpha} connected to {Beta, Epsilon, Omega}. The 
sub-division process of one group or another proceeds in this manner. Each 
sub-division introduces at most one branch. Some of the characters may not 
sub-divide the groups any further but will reinforce it and add another change 
to that branch.  When a new branch is introduced, the character shows which 
of the taxa are separated by that new branch. Figure 3 shows the process and 
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Estabrook [7] has shown that for multistate characters, when the states are 
related by a character state tree, that is, when the states are ordered and may 
be recoded in binary characters (0/1), the Pairwise Compatibility Theorem 
works and it is possible to use compatibility methods. 
For data with missing states or multistate characters that are not ordered, like 
in the case of nucleotide sequences, the clique method can’t be used. Fitch 
[13] has shown the existence of a set of nucleotide sequences for which all 
pairs of sites are compatible, but for which there is no tree with which all of the 
sites can be compatible. 
 
Recently a new method based on compatibility criteria and applicable to 
multistate characters has been described by Stankov [1]. It has been named 
“strict mutational compatibility consensus” tree building method (SMCC) and 
makes use of the Potomak algorithm. To illustrate the functioning of this 
algorithm, take for example the data on Table 1 and convert those into 
sequences (Table 3), in this situation each character have only two states. 
Nevertheless the same method may be used with characters with four states 
if, in the next step, which consists in making a list of markers (changes in 
relation to the original sequence), each state of a character be considered as 
different marker. 
 
Table 3 – Nucleotide sequence dataset for 6 hypothetic taxa. Omega was considered 
the ancestor or outgroup. Taxon Lambda will not be included in the phylogeny, its only 















In order to define the markers as exemplified in Figure 4, an outgroup or the 
ancestor needs to be included (set as Omega in Table 3). 
Characters 
Taxa 
1 2 3 4 5 6 
Alpha A G G A A G 
Beta G G A G G G 
Gamma A A G G G G 
Delta A A G A A A 
Epsilon G G A A A G 
Omega G G G G G G 
Lambda T G G G G G 
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M1      G1 → A     { Alpha, Gamma, Delta } 
    (  M2      G1 → T     [14] )      
M2      G2 → A     { Gamma, Delta } 
M3      G3 → A     { Beta, Epsilon } 
M4      G4 → A     { Alpha, Delta, Epsilon } 
M5      G5 → A     { Alpha, Delta, Epsilon } 
M6      G6 → A     { Delta } 
 
 
Figure 4 – Marker list. Each observed marker is represented by the base in the 
ancestral sequence, by base position and by the derived base. Taxa that possess a 
certain marker are in curly brackets. 
 
Next, a list of groups of equivalent markers is built; this means that the 




 G1    2     M4     { Alpha, Delta, Epsilon } 
                 M5 
 
 G2     1     M1     { Alpha, Gamma, Delta }   
 
 G3     1     M2     { Gamma, Delta } 
  
 G4     1     M3     { Beta, Epsilon } 
 
 G5     1     M6     { Delta } 
 
Figure 5 – List of groups of equivalent markers (G). The numbers of markers in each 
group are indicated between groups and markers.  
 
Those groups which sets of taxa partially include each others are considered 
incompatible (Figure 6, A). Incompatibility relations are then summarized and 
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      G2   ↔   G1                        G1   ↔   G2, G3, G4                   G1                     
      G3   ↔   G1                        G2   ↔   G1                         
      G4   ↔   G1                        G3   ↔   G1                         
                                                        G4   ↔   G1      
       A                                         B                                                C           
 
Figure 6 – Incompatibility relations and incompatible (irregular) markers. A – Irregular markers. B 
– Summary of incompatibility relations. C – List of minimal irregular markers. 
 
The minimal combination of irregular markers that when removed from the 
table of incompatibility relations eliminates all the conflicts is then chosen 
(Figure 6, C). Markers included in this list are termed irregular (homoplasic), 
while the others represent the maximal combination of compatible characters. 
In those cases that there are two or more minimal possible combinations of 
characters all the characters that are part of those combinations are 
eliminated. 
A total inclusion list is then constructed and for each group those groups that 
are included in the former are indicated (Figure 7, A). From this list an 
immediate inclusion list is created in which for each group only those groups 
(from the previous list) whose members are not part of any smaller group, are 
included (Figure 7, B). Groups with elements not included in any other group 
are placed in direct connection with the root. 
 
Groups G4 and G2 are not included in any of the groups. 
 
G2      ⊃        {G3, G5} 




Groups G4 and G2 are not directly included in any other groups. 
 
G2    immediately includes {G3} 




Delta  -        G2 → G3 → G5 
Gamma -     G2 → G3 
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Figure 7 – A – Total inclusion list. B – Immediate inclusion list. C - Path formed exclusively by 
regular markers, mutually compatible associated to each species. D – Tree inferred by SMCC. E – 
Tree inferred by the clique method (equivalent to tree in Figure 3 using Omega as an outgroup). 
 
 
Tree construction then proceeds through immediate inclusion lists to their 
ends. Each taxon is placed in the marker group with the fewer number of 
elements that includes it. Each node, except the root, is represented by a 
unique marker. 
Strict mutational compatibility consensus tree (Figure 7, D) differs from tree 
inferred by clique (Figure 7, E) by considering Alpha the ancestor of Gamma 
and this the ancestor of Delta. Potomak algorithm places taxa at the internal 
nodes of a tree when there are not enough data (sequences to short) that 
ensures a complete resolution of the branching pattern (here the resolution of 
the branching pattern differs from the common concept that refers to the 
placing of more than one taxon on the same node). 
 
Essentially the two methods differ on the following: 
 
- SMCC implies necessarily that an ancestral or outgroup be defined. 
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- Clique method only works with two state characters or characters that 
can be recoded to meet this condition. SMCC works with four state characters 
such as nucleotide sequences. 
 
- Clique method evaluates the pairwise compatibility of all characters in 
order to find cliques (sets of characters all pairwise compatibles). Potomak 
algorithm verifies compatibility between groups (here a group is a set of 
equivalent markers, each marker is treated as a character but in reality it is a 
character state) creating groups of equivalent markers to simplify the analysis 
[15]. 
 
- The way the tree is derived by the two methods (described above) is also 




4.2  Materials and Methods 
 
 
Nucleotide sequence data from a previously constructed experimental 
phylogeny (see chapter 3) with bacteriophage T7 (strain NCCB 3462) was 
used. The phage was propagated in Escherichia coli strain W3110 in the 
presence of 20µg/ml of the mutagen N-methyl-N’-nitro-N’-nitrosoguanidine 
(NG) by a protocol designed by Hillis et al. [16]. Bacteriophage T7 was serially 
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Figure 8 – True phylogeny. Branch lengths are proportional to the number of lysates. A – Rooted 
phylogram. B – Unrooted cladogram. 
 
For each of the terminal nodes 4824 bp (Genbank acession numbers: 
EF516992-EF517117) are available (see chapter 3) comprising 9 fragments 
scattered through the genome. All the sequence alignments were performed 
with CLUSTAL X (version 1.83) [17] with the default option.  
 
 
4.2.1  Phylogenetic inference  
 
Compatibility analysis was done with DNAcomp and Clique programs of 
PHYLIP [18] (version 3.66) package. Besides lineages A through O, the wild 
type sequence (wt - common ancestor of all lineages) was also included in the 
analysis and treated as an outgroup. For the Clique method, nucleotide data 
was recoded as 0/1 characters considering the wild type sequence as being 0 
for all the positions. The positions for which a lineage differed from the wild 
type were recoded as 1. Since most of the changes in this system are from C 
→ T and G → A all but 15 of the 435 variable positions had only two states.  
Potomak algorithm was used for SMCC tree reconstruction.  
Parsimony analysis was used as implemented in PAUP* [19] with the search 
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4.3  Results and discussion 
 
Results of the inference of the phylogeny (see Figure 8 for the true phylogeny) 
with Maximum Parsimony (MP), strict mutational compatibility consensus tree 
(SMCC) building method and Clique method and DNAcomp are presented in 
Figures 9 and 10 (also see Annex 6 for SMCC analysis details). The MP tree 
without an outgroup differs from the true tree in two branches. When an 
outgroup was added to the analysis only one branch was still misinferred. The 
SMCC and compatibility methods produced the same tree as MP, regardless of 
the exclusion of (the same) homoplasic characters by the compatibility 
methods. Table 4 shows character substitutions in misinferred branches (see 
Fig 9 and 10) in MP tree with and without outgroup and in the true tree.  
Sequence data comes from nine regions of T7’s genome; these regions vary in 
the frequency of homoplasic characters from 0.06 to 0.26, nevertheless no 
relation was found between this frequency and the accuracy of the topologies 
inferred by each of the regions.  
Of the 435 substitutions recorded, about 96.6% were G→A and C→T. A 
reversion rate between 0.2% and 1.6% was estimated from the direct 
inspection of every change along the true tree.  
 
 
Table 4 – Character changes in MP tree with and without outgroup and in the true tree. 
            
Characters MP without outgroup MP with outgroup        True tree 
 
898 A → G G → A  G → A     G → A 
3501 T → C C → T     C → T     C → T     
1166 C → T       T → C (rev) C → T     C → T     
4245 C → T       T → C (rev) C → T     C → T C → T     C → T     
2154 G → A G → A    G → A G → A     G → A 
3435 G → A G → A    G → A G → A     G → A 
4447 C → T     C → T     C → T C → T     C → T     
606 G → A       G → A G → A    G → A G → A     G → A 
291 A → G G → A     G → A     
1607 T → C C → T     C → T     
1865 A → G G → A     G → A     
2566 T → C C → T     C → T     
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Unweighted Parsimony deals with homoplasy adapting the tree to the full scope 
of the data, i. e., trying to minimize it without discarding information of any 
informative character. Even when the level of homoplasy is relatively low it can 
lead to error if few characters are available for analysis. Unlike most of the 
situations, here the true topology is known so we can asses the impact of 

















Figure 9 – MP tree without outgroup. Numbers above (and sometimes below) branches represent 
substitutions per branch inferred by Parsimony. Numbers in brackets stand for the number of 
homoplasic changes.  Numbers in white circles identify particular nodes. Red ellipse depicts 
character positions that changed in a particular branch. Tree is represented both as a cladogram 
(A) and as an unrooted cladogram (B) to facilitate the analysis. 
 
 
The topological distance between this tree and the true tree is four, which 
means that two branches were misinferred (1-8 and 8-9). Again because we 
know the true topology we can determine which characters are truly homoplasic 
in this data set according to the true tree (see Annex 5.1). The number of 
homoplasic changes according to the MP tree is represented in brackets next 
to the changes on each branch. Of the four changes that took place on branch 
1-8, two of them (characters 1166 and 4245) were homoplasic (see Annex 5.2) 
involving one substitution from C→T (which should be common) and one 
reversion from T→C (which should be rare, reversion rate 0.2%-1.6%). 
Changes in characters 898, 3501 and 4245 are parallelisms for the true tree 
(involving two steps, each) but the evolution of character 1166 is perfectly 
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changes (one step each) in the MP tree; these characters (2154, 3465 and 
4447) were all compatible with the MP tree but homoplasic for the true tree.  
The addition of an outgroup to the analysis improved the accuracy by 
“directing” the evolution. For example, in Figure 9, in order for characters 898, 
3501, 291, 1607, 1865, 2566 and 3017 to be compatible with the MP tree all 
the substitutions must be from A→G or from T→C, this should be very unlikely 
since we know that the vast majority of the mutations in this system (96.6%) are 
C→T and G→A. The addition of the outgroup inverted the direction of mutation 
in these characters making them compatible with a more accurate tree (one 
branch away from the true tree)(see Fig 10 and Annex 5.3). Nevertheless this 
tree was still wrong about one branch, the one that joins H with I and J clade.  
H was joined with the clade L, M, N and O by two characters (898 and 3501) 
that are known to be homoplasic (from the true tree). The most plausible 
reconstruction for these characters is depicted in Annex 5.1, it involves either 
two changes from G→A or two substitutions from C→T for characters 898 and 
3501, respectively. Nevertheless an alternative that involves two equally 
parsimonious reconstructions can be imagined for each of the characters. This 
would require one (common) substitution in the branch leading to the clade H, I, 
J, L, M, N, and O and one reversion in the branch leading to the clade I and J 
(see Annex 5.1). This scenario is certainly much more unlikely than the 
previous and we definitely have no way of confirming it, although we can 
imagine a situation where this alternative path could have been favoured. For 
example, the evolution leading to the lineages H, I, and J was previously 
reported (see chapter 3) to be significantly slower than in the rest of the tree, 
this was attributed mainly to the two interior branches connecting these 
lineages (based on restriction site data). This lower evolution rate may be 
related to the occurrence of one or a few mutations particularly deleterious, 
making difficult the further accumulation of mutations in these lineages. On the 
other hand the recovery in the substitution rate observed in the terminal 
branches leading to these lineages might have been due to the compensation 
of these particularly deleterious mutations by others that somehow compensate 
for the effect of the first or to the occurrence of one or more reversions. Like we 
said before any of these hypotheses is very hard to prove, especially taking into 
account the small sequenced portion of the genome. Nevertheless, if this was 
really the true scenario lineage H would not have been clustered with the L, M, 
N, and O clade but it wouldn’t either be correctly positioned since there are still 
missing markers that cluster H with I and J, so the most parsimonious tree 
would be unresolved for this lineage. 
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Figure 10 – Tree inferred by MP (with outgroup), SMCC and Clique methods. wt represents the 
outgroup (in this case the known ancestor). Numbers above (and sometimes below) branches 
represent substitutions per branch inferred by Parsimony. Numbers in brackets stand for the 
number of homoplasic changes.  Numbers in white circles identify particular nodes. Red ellipses 
depict character positions that changed in a particular branch. Tree is represented both as a 
cladogram (A) and as an unrooted cladogram (B) to facilitate de analysis. 
 
 
The SMCC and Clique methods excluded de same 68 characters originating 
the same tree. This tree was the same as the MP tree. Compatibility methods 
failed to identify characters 898 and 3501 as homoplasic, probably because 
there were no exclusive markers that supported a common ancestor between H 
and I and J clade. As stated before, this branch presented a mutation rate 
significantly lower than expected producing insufficient data for a correct 
inference not only for parsimony but also for all the character based methods 
previously tested (chapter 3). Distance based methods (especially UPGMA) 
were superior in this particular situation (chapter 3) being able to infer the true 
tree. Character 606 separates all the lieages from H, I and J from but as it is 
homoplasic it was discarded. 
 
Short interior branches have been pointed as particular difficult cases for 
phylogenetic inference and compatibility methods seemed to be no exception. 
No doubt homoplasy is another disturbing factor, but at least at the level 
investigated in this work, it may be diluted by the rest of the data, not affecting 
the final result, as parsimony inference showed. In fact the exclusion of 
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same error as parsimony. Further studies with higher homoplasy levels are 
needed to understand the real impact of not discarding homoplasic characters. 
 
The main differences between SMCC and the Clique methods have been 
reported by Stankov (2006) to be the strategy of tree construction and the 
creation of groups of equivalent markers. With the available data both methods 
inferred exactly the same tree so further work with probably a more complex 
data set is still needed in order to differentiate both methods. 
 
Dr Stankov, author of the SMCC algorithm, has made interesting comments on 
our work that we thank and reproduce below: 
 
“...parsimony analysis is especially suitable for cases in which there is a strict 
bifurcational topology without polytomies, and, more importantly, only one 
most parsimonious tree exists. In this case, it is obvious that both 
conditions are fulfilled, so it is not surprising that parsimony performed as well 
as SMCC analysis. However, the advantage of the latter would be obvious 
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The previous chapters described the construction and analysis of an 
experimental phylogeny and the importance and applicability of these studies 
have been reviewed in the Introduction.  
The second chapter emphasises the interest in developing new experimental 
models with broader applicability to practical situations. This was the case of 
bacteriophage bIL170, a dairy phage that remains a persistent problem as it 
infects Lactococcus lactis subsp lactis, a bacterium that is worldwide used to 
produce cheese such as Camembert, Cheddar or Gouda. Due to their 
economical importance, phages infecting bacterial hosts involved in food-
industry processes have stood out as some of the best studied with respect to 
genome analysis, being nowadays the best documented phage group in the 
databases. For these reasons, dairy phages became an interesting test field 
for comparative genomics and phage evolution-inference studies. The 
propagation of such a phage in severe stress conditions should have caused 
thousands of mutations [1], allowing this system to be used in experimental 
phylogeny studies. Nevertheless the results revealed no detectable mutations 
and suggested an unexpectedly high fidelity of bIL170 replication complex.  
The experimental phylogeny constructed with phage T7, a system of proved 
efficiency, extended and further explored the theme of experimental 
phylogenies. The novelty of this work consisted in the asymmetric phylogeny 
that was built. It comprised most of the problematic situations predicted by 
simulation studies, such as an overall asymmetric configuration, short interior 
branches, interspersed long and short branches (different evolution rates 
among taxa), plus the complexity inherent to a real organism. In contrast to 
previous studies [2], this work permitted the differentiation of methods and 
data type by its phylogenetic accuracy. Another original contribution was the 
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use of new emerging alignment free (sequence signatures) techniques for 
phylogenetic inference. In the very few studies that mention these, they have 
been reported as a fast tool for exploring phylogenetic data, since the 
alignment step is avoided making it possible to be used on numerous 
sequences of varying size that need not be homologous. Also it has been 
advised the use of long sequences since long word frequencies describe DNA 
sequence information more accurately and these are poorly estimated in short 
sequences. In spite of these findings, the homologous, very similar (average 
difference ∼2.4%) and sometimes very small sequences (e.g. gene 10B, 
565bp) of our study were able to produce very accurate phylogenies based on 
the distance matrices of Euclidean distance between sequence signatures. 
The success of this methodology is probably attributable to the mutation bias 
present in this system which can shift motif sequences and this may be 
reflected in the Euclidean distance matrices. Preliminary studies with HIV 
sequences of a known phylogeny [3] have suggested that this approach can 
possibly be applied with success to systems that have similar mutation 
spectrums such as HIV and eukaryotic pseudogenes. On the other hand, 
sequence signatures based methods produced the worst estimates of branch 
lengths, so methods like MP or ML are best suited alternatives to this purpose.  
The individual analysis of genes revealed an apparent dependency of the 
accuracy of the inferred topology on sequence length. Other associations such 
as to gene function were not obvious. When considering the overall sequence 
analysis, all the phylogenetic inference methods consistently made the same 
errors, except for sequence signature based methods and the algorithms that 
assumed a molecular clock which were able to infer the correct tree. 
Parametric bootstrap explained most but not all of these errors, meaning that 
there is clearly room to improvement of the evolution model.    
Restriction sites, covering most of the genome, proved to be more accurate 
than nucleotide sequences for phylogenetic inference when the same number 
of variable positions was considered. This fact highlights the importance of 
violating the assumption (made by most of the methods) of independence of 
evolution between adjacent positions. Another relevant contribution was the 
finding that enzymes, which recognize sequences that evolve differently, might 
need specific evolution models and can’t be combined with other enzymes in a 
single analysis. 
Combining restriction sites data and nucleotide data usually improved the 
accuracy of the inference, though overall, restriction sites produced more 
accurate trees in respect to topology and branch length estimates. 
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The compatibility analysis revealed that the level of homoplasy (and perhaps 
the strict bifurcational topology without polytomies) displayed by T7 phylogeny 
is probably not enough to confound traditional phylogenetic inference methods 
such as parsimony, so no distinction could be made between the two 
approaches. 
 
No single tree can be representative of all nature so further topologies, 
perhaps more complicated involving polytomies, network configurations, 
situations of recombination between different branches and larger numbers of 
taxa are awaiting to be built and tested against present and upcoming 
methods of phylogenetic inference.  
Purely simulation studies are surely much more appealing than experimental 
phylogenies since the ease and resources needed for its completion are in no 
way comparable to the experimental situation. But so are the results of 
experimental phylogenies since a simulation that incorporated all the relevant 
details would have to be as complex as a real organism and this is a very 
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Annex 1 – Physical maps of interior and terminal nodes depicted in the above 
tree. Wt represents the wild type, which is also the common ancestor (root). 
This map contains all the restriction sites present at the wild type. There are 7 
enzymes (BamHI, EcoRI, EcoRV, HindIII, PstI, PvuI and SacI) that have no 
recognition sequences in the wild type. The wild type used presents an 
additional restriction site compared to the sequence in Genbank. This site 
belongs to BclI and is located around 27,8kb. 
In the remaining maps only variable restriction sites, among interior and 
terminal nodes, are represented. There are two maps per node, one that 
represents the restriction sites for all the enzymes except Sau3AI and one that 
shows exclusively Sau3AI sites and the enzymes (BclI, BglII, BamHI and PvuI) 
whose recognition sequences contains the recognition sequence of Sau3AI. 
This was done for the sake of clarity in the reading of the map and also to 
make it easier to understand the contribution of Sau3AI to the restriction sites 



































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   





























































































































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   






























































































































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   





























































































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   




























































































































































































































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   






























































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   










































































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   











































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   


























































































































































































































































































































































































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   


















































































































































































































ANNEX 2                                                                                                                   150 




















































ANNEX 2                                                                                                                   151 

































































ANNEX 2                                                                                                                   152 
    











All Enzymes but Sau3AI 
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A      
000101010000100000000010000000000000001000101000001000110010000000000000100010
00001000000010000100001000100000011010000010000000100001 
B      
000111010000000000100010000000000000001000101000000000010010000001000000100010
00001000000010000000001001100000011010000010000000100001 
L      
101000001011000000010000000000000010000101000000000000000000000010000000001010
00100000000010000000110110101101010100010000100000000010 
C     
000001010000000000001010000000000000001000100001000000010010000000000000100010
0000000000001000000000?000110000111010000010000000100001 
I     
000000000001000010000000000110000000010001000000000000000000000000000000010100
01000000000010000000001000100100010000000000000000000000 
J     
000000000001000000000000000110000000000001000010000100000000000000000000000000
01000010000010000000000000101110010000000100001100001000 
D      
000001010000000000000010000000000000101000101000111000110010100100000000100010
0000000010001000000000?000100000001010000010000011100001 
E      
00?000000000001000000111010001000010000000100000000000010110000001100100000010
00000001000000000000001000100010011010100010000000100010 
F      
00?000000000010000000011001001101110000010100000001000110010001001100100000010
10000001010010000010001001100010001010001010000000000001 
M     
111000001011000001000100000000000010000001010100000001000000000000010000001011
00000000000010000000100111101100010100010000100000010110 
N     
10?000001011000000000110000000000010000001000100000001000000000000010010001011
00000000010010000000100111100110010101010000100000000110 
O     
101000001011000000000110000000000010000001000100000001000000010000011010001011
00000100010010100000100111100110010101010000100000000110 
H      
000000000101000000000100100000010000000001000000000000000001000000010000000000
00010000000110110001010000100000010000000000100000000000 
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Annex 3.1 - Incongruence tests for the partitions considered for the restriction 
sites and mixed data. 
1st Partition 2nd Partition
ILD Templeton Winning sites KH δ Parsimony Templeton Winning sites KH δ Parsimomy
All Enz b S Sau NS <0,05 NS <0,05 6 NS NS NS 1
All Seqs All Enz NS <0.05 NS <0.05 6 NS NS NS 6
All Seqs All Enz b S NS <0.05 NS <0.05 6 NS NS NS 2  
 







Annex 3.2 - P values for pairwise ILD tests of incongruence for the partitions 
considered for the nucleotide data.  
 




3.5 1 1 1
3.8 1 0,795 0,648 1
4.5 1 1 1 1 1
5.5 1 1 1 1 1 1
5.7 1 0,761 0,802 1 0,543 1 1
7.3 0,711 0,324 0,345 0,298 0,699 1 1 0,593
7.7 0,597 0,517 0,160 0,552 1 1 0,590 0,138 0,091
10B 1 0,907 0,503 1 0,563 1 1 1 0,174 0,361


















ANNEX 3                                                                                                                 158 
    
 
Annex 3.3 - Non-ILD tests of incongruence for the partitions considered for the 
nucleotide data. 
 
δ Parsimony Templeton Winning sites KH
1 NS NS NS
1 NS NS NS
0 NS NS NS
11 <0,05 <0,05 <0,05
7 <0,01 <0,05 <0,01
1 NS NS NS
1 NS NS NS
1 NS NS NS
1 NS NS NS
0 NS NS NS
5 <0,05 NS <0,05
6 <0,05 <0,05 <0,05
1 NS NS NS
1 NS NS NS
17 <0,01 <0,01 <0,01
19 <0,01 <0,01* <0,01
7 <0,01 <0,05 <0,01
2 NS NS NS
13 <0,01 <0,01 <0,01
0 NS NS NS
0 NS NS NS
19 <0,01 <0,01* <0,01
4 NS NS NS
5 NS NS NS
1 NS NS NS
21 <0,01 <0,05 <0,01
17 <0,01 <0,01 <0,01
6 <0,05 <0,05 <0,05
3 NS NS NS
12 <0,01 <0,01 <0,01
4 NS NS NS
3 NS NS NS
23 <0,01 <0,01* <0,01
1 NS NS NS
1 NS NS NS
1 NS NS NS
7 NS NS NS
6 NS NS NS
2 NS NS NS
1 NS NS NS
4 NS NS NS
1 NS NS NS
0 NS NS NS
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δ Parsimony Templeton Winning sites KH
2 NS NS NS
1 NS NS NS
2 NS NS NS
2 NS NS NS
4 NS NS NS
3 NS NS NS
3 NS NS NS
2 NS NS NS
0 NS NS NS
1 NS NS NS
3 NS NS NS
2 NS NS NS
1 NS NS NS
1 NS NS NS
2 NS NS NS
7 NS NS NS
2 NS NS NS
2 NS NS NS
1 NS NS NS
1 NS NS NS
0 NS NS 1
3 NS NS NS
0 NS NS NS
1 NS NS NS
0 NS NS NS
0 NS NS NS
6 NS NS NS
5 NS NS NS
0 NS NS NS
1 NS NS NS
1 NS NS NS
0 NS NS NS
6 NS NS NS
2 NS NS NS
2 NS NS NS
1 NS NS NS
1 NS NS NS
8 <0,05 NS <0,05
8 <0,05 NS <0,05
2 NS NS NS
4 NS NS NS
2 NS NS NS
1 NS NS NS
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δ Parsimony Templeton Winning sites KH
2 NS NS NS
4 NS NS NS
2 NS NS NS
3 NS NS NS
11 <0,05 <0,05 <0,05
5 NS NS NS
3 NS NS NS
3 NS NS NS
3 NS NS NS
2 NS NS NS
7 <0,05 <0,05 <0,05
8 <0,05 <0,05 <0,05
4 <0,05 NS <0,05
4 <0,05 NS <0,05
4 <0,05 NS <0,05
10 <0,05 <0,05 <0,05
10 <0,05 <0,05 <0,05
9 <0,01 <0,01 <0,01
5 <0,05 NS <0,05
12 <0,05 <0,05 <0,05
3 NS NS NS
13 <0,01 <0,01 <0,01
7 <0,01 <0,05 <0,01
5 <0,05 NS <0,05
2 NS NS NS
5 <0,05 NS <0,05
20 <0,01 <0,01* <0,01
13 <0,01 <0,05 <0,01
8 <0,01 <0,01 <0,01
6 <0,05 <0,05 <0,05
10 <0,01* <0,01 <0,01
4 <0,05 NS <0,05
19 <0,01* <0,01* <0,01
2 NS NS NS
2 NS NS NS
2 NS NS NS
2 NS NS NS
4 NS NS NS
2 NS NS NS
2 NS NS NS
2 NS NS NS
2 NS NS NS
1 NS NS NS



















































NS means non-significant, that is P > 0.05. 
* Refers to P values that would have remained significant after a Bonferroni correction. All the 
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Annex 4 - Correlation coefficients between observed (measured in number of 
lysates or number of differences in restriction sites per branch) and predicted 
branch lengths for the true tree. The situations where UPGMA and NJ didn’t 
infer the true tree are left with a blank space. The mixed data couldn’t be 
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J      T
L      C
M     C
N     C
O     C
E     C
F     C
G     C
A     C
B     C
C     C
D     C
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I      T
J      C
L      C
M     C
N     C
O     C
E     T
F     T
G     T 
A     T
B     T
C     T
D     T
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I      A
J      G
L      G
M     G
N     G
O     G
E     A
F     A 
G     A
A     A
B     A
C     A
D     A
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L      T
M     T
N     T
O     T
E     C
F     C
G     C
A     C
B     C
C     C
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N     G
O     G
E     A
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Annex  5.3 – Character reconstructions on MP tree with wt. 
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                                       Annex  6 
                      Details of Potomak algorithm results 
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LIST OF HAPLOTYPES 
 
H1 (E1)   wt 
H2 (E2)   H 
H3 (E3)  A 
H4 (E4)  B 
H5 (E5)  L 
H6 (E6)  C 
H7 (E7)  I 
H8 (E8)  J 
H9 (E9)  D 
H10 (E10)  E 
H11 (E11)  F 
H12 (E12)  G 
H13 (E13)  M 
H14 (E14)  N 
H15 (E15)  O 
 
 
LIST OF MARKERS 
 
M1 G32->A { H13 H14 H15  } 
M2 G53->A { H2  } 
M3 G54->A { H8  } 
M4 C80->T { H8  } 
M5 G93->A { H11 H12  } 
M6 G108->A { H6  } 
M7 G113->A { H5 H7  } 
M8 G114->A { H13 H14 H15  } 
M9 C138->T { H8  } 
M10 G144->A { H7  } 
M11 G149->A { H4  } 
M12 C157->T { H7  } 
M13 C197->T { H3  } 
M14 G206->A { H7  } 
M15 G231->A { H3 H4 H6 H9 H10 H11 H12  } 
M16 G235->A { H5 H13 H14 H15  } 
M17 G258->A { H2  } 
M18 G265->A { H3 H4 H6 H9 H12  } 
M19 C272->T { H3  } 
M20 C290->T { H5 H13 H14 H15  } 
M21 G291->A { H2 H5 H7 H8 H13 H14 H15  } 
M22 C294->T { H5 H13 H14 H15  } 
M23 C319->T { H8  } 
M24 C333->T { H3 H4 H6 H9 H10 H11 H12  } 
M25 C372->T { H7  } 
M26 C397->T { H5 H13 H14 H15  } 
M27 G458->A { H5 H13 H14 H15  } 
M28 C473->T { H13 H14 H15  } 
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M29 G480->A { H3 H4 H6 H9 H10 H11 H12  } 
M30 G483->A { H3 H4 H6 H9 H10 H11 H12  } 
M31 G491->A { H5  } 
M32 C503->T { H10  } 
M33 C515->T { H6  } 
M34 C567->T { H11  } 
M35 C573->T { H5 H13 H14 H15  } 
M36 C595->T { H5 H13 H14 H15  } 
M37 G598->A { H13 H14 H15  } 
M38 G606->A { H3 H4 H5 H6 H9 H10 H11 H12 H13 H14 H15  } 
M39 C607->T { H2  } 
M40 G625->A { H13 H14 H15  } 
M41 C630->T { H6  } 
M42 C640->T { H6 H9  } 
M43 C654->T { H5 H13 H14 H15  } 
M44 C660->T { H5 H10 H11 H12 H13 H14 H15  } 
M45 G690->A { H4  } 
M46 C694->T { H6 H11 H12  } 
M47 G700->A { H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14 H15} 
M48 G705->A { H7  } 
M49 G706->A { H4  } 
M50 G707->A { H10  } 
M51 C714->T { H10 H11 H12  } 
M52 G725->A { H5  } 
M53 G731->A { H10 H11 H12  } 
M54 C736->T { H8 H13 H14 H15  } 
M55 C744->T { H2 H3 H4 H6 H9 H10 H11 H12  } 
M56 C774->T { H3 H4 H6 H9 H10 H11 H12  } 
M57 G807->A { H13 H14 H15  } 
M58 C821->T { H7  } 
M59 C822->T { H5 H13 H14 H15  } 
M60 C856->T { H2  } 
M61 C867->T { H5  } 
M62 G893->A { H3 H4 H6 H9 H10 H11 H12  } 
M63 G895->A { H13  } 
M64 G898->A { H2 H5 H13 H14 H15  } 
M65 C900->T { H3 H7  } 
M66 C946->T { H4  } 
M67 C949->T { H9  } 
M68 G954->A { H10 H11 H12  } 
M69 C966->T { H11  } 
M70 C969->T { H5 H8 H10 H11 H12 H13 H14 H15  } 
M71 G979->A { H3 H4 H6 H9 H10 H11 H12  } 
M72 G991->A { H9  } 
M73 C992->T { H4  } 
M74 C998->T { H2  } 
M75 G1006->A { H6  } 
M76 G1018->A { H3  } 
M77 C1024->T { H3 H4 H6 H9 H10 H11 H12  } 
M78 C1027->T { H6  } 
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M79 C1033->T { H3 H4 H6 H9 H10 H11 H12  } 
M80 G1041->A { H2 H10  } 
M81 G1044->A { H10 H11 H12  } 
M82 G1065->A { H13 H14 H15  } 
M83 C1069->T { H10  } 
M84 C1086->T { H9  } 
M85 G1104->A { H3 H4 H6 H9  } 
M86 G1108->A { H5 H13 H14 H15  } 
M87 G1121->A { H6 H13  } 
M88 G1129->A { H9 H13 H14 H15  } 
M89 G1147->A { H6  } 
M90 C1149->T { H13 H14 H15  } 
M91 C1156->T { H3  } 
M93 --1165-1166->AC { H3 H4 H9 H10  } 
M94 --1165-1166->AT { H6 H11 H12  } 
M95 C1166->T { H7 H8  } 
M96 G1177->A { H10 H11 H12  } 
M97 C1180->T { H5 H11  } 
M98 C1214->T { H2 H3 H4 H6 H9 H10 H11 H12  } 
M99 G1239->A { H3 H4 H6 H9  } 
M100 G1240->A { H8  } 
M101 C1246->T { H4  } 
M102 C1265->T { H3 H4  } 
M103 T1268->A { H10  } 
M104 C1272->T { H7  } 
M105 C1274->T { H4  } 
M106 C1277->T { H3 H6  } 
M107 C1286->T { H10 H11 H12  } 
M108 C1295->T { H2  } 
M109 C1301->T { H8  } 
M110 C1302->T { H14  } 
M111 C1303->T { H3 H4 H6 H9 H10 H11 H12  } 
M112 G1322->A { H5  } 
M113 G1344->A { H7  } 
M114 C1362->T { H10 H11 H12 H13  } 
M115 C1365->T { H6  } 
M116 C1378->T { H9  } 
M117 C1393->T { H4  } 
M118 G1395->A { H10  } 
M119 C1400->T { H8 H10 H11 H14 H15  } 
M120 G1403->A { H10 H15  } 
M121 C1404->T { H4  } 
M122 G1410->A { H10  } 
M123 G1415->A { H11 H14  } 
M124 G1436->A { H11 H12  } 
M125 C1437->T { H3 H4 H6 H9 H10 H11 H12  } 
M126 C1441->T { H8  } 
M127 C1448->T { H3 H4 H6 H9 H10 H11 H12  } 
M128 A1459->G { H3 H4 H6 H9  } 
M129 G1470->A { H2  } 
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M130 C1471->T { H9  } 
M131 G1500->A { H4  } 
M132 G1505->A { H3  } 
M133 G1565->A { H8  } 
M134 C1592->T { H5  } 
M135 G1596->A { H3 H4 H6 H9  } 
M136 G1605->A { H5 H7  } 
M137 C1607->T { H2 H5 H7 H8 H13 H14 H15  } 
M138 G1617->A { H2  } 
M139 C1620->T { H3 H4 H6 H9 H10 H11 H12  } 
M140 C1654->T { H5  } 
M141 G1661->A { H2  } 
M142 G1665->C { H10  } 
M143 A1672->G { H10  } 
M144 G1702->A { H3 H4 H6 H9 H10 H11 H12  } 
M145 C1709->T { H3 H4 H6 H9  } 
M146 C1730->T { H11  } 
M147 G1746->A { H5 H13 H14 H15  } 
M148 C1766->T { H12  } 
M149 C1783->T { H10 H11 H12  } 
M150 G1801->A { H4  } 
M151 C1818->T { H14  } 
M152 G1824->A { H2  } 
M153 C1825->T { H9  } 
M154 C1853->T { H3  } 
M155 G1863->A { H13 H14 H15  } 
M156 G1865->A { H2 H5 H7 H8 H13 H14 H15  } 
M157 G1866->A { H11  } 
M158 C1869->T { H7 H11 H12  } 
M159 G1898->A { H4  } 
M160 C1916->T { H11  } 
M161 C1920->T { H11  } 
M162 T1921->C { H3  } 
M163 G1923->A { H2 H6  } 
M164 C1934->T { H13 H14 H15  } 
M165 G1938->A { H7  } 
M166 G1939->A { H14  } 
M167 A1942->G { H10 H11 H12  } 
M168 G1973->A { H8  } 
M169 G1976->A { H3 H4 H6 H9 H10 H11 H12  } 
M170 C1980->T { H5  } 
M171 G1986->A { H4  } 
M172 G1996->A { H13 H14 H15  } 
M173 G2009->A { H8  } 
M174 C2040->T { H13  } 
M175 G2045->A { H14 H15  } 
M176 G2048->A { H13  } 
M177 G2063->A { H13 H14 H15  } 
M178 G2064->A { H5 H13 H14 H15  } 
M179 C2071->T { H8  } 
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M180 G2078->A { H5 H13 H14 H15  } 
M181 G2091->A { H8  } 
M182 G2092->A { H2  } 
M183 C2105->T { H6  } 
M184 C2117->T { H11 H12  } 
M185 C2121->T { H8 H10 H15  } 
M186 C2134->T { H3  } 
M187 G2139->A { H2  } 
M188 G2149->A { H5 H13 H14 H15  } 
M189 G2154->A { H3 H4 H6 H7 H9 H10 H11 H12  } 
M190 C2155->T { H8  } 
M191 C2157->T { H10  } 
M192 C2180->T { H13  } 
M193 C2191->T { H2  } 
M194 G2246->A { H13  } 
M195 G2249->A { H10 H11 H12  } 
M196 G2267->A { H5  } 
M197 C2281->T { H3 H4 H6 H9 H10 H11 H12  } 
M198 G2288->A { H14  } 
M199 C2317->T { H11 H12  } 
M200 C2332->T { H13  } 
M201 G2334->A { H2  } 
M202 G2337->A { H10 H11 H12  } 
M203 C2341->T { H5 H13 H14 H15  } 
M204 C2377->T { H13  } 
M205 C2390->T { H3 H4 H6 H9 H10 H11 H12  } 
M206 G2393->A { H2  } 
M207 C2399->T { H8  } 
M208 G2428->A { H6  } 
M209 G2474->A { H6  } 
M210 G2492->A { H6  } 
M211 G2523->A { H10 H14 H15  } 
M212 G2531->A { H2  } 
M213 C2537->T { H12  } 
M214 C2545->T { H6 H7 H9  } 
M215 G2565->A { H3  } 
M216 C2566->T { H2 H5 H7 H8 H13 H14 H15  } 
M217 G2568->A { H3 H4 H6 H9 H10 H11 H12  } 
M218 C2573->T { H13  } 
M219 G2589->A { H10  } 
M220 C2594->T { H13 H14 H15  } 
M221 T2606->C { H11  } 
M222 G2616->A { H5 H13 H14 H15  } 
M223 G2621->A { H3 H10  } 
M224 C2626->T { H9  } 
M225 C2628->T { H3  } 
M226 G2647->A { H9  } 
M227 T2661->C { H3  } 
M228 G2677->A { H4 H6 H9 H10 H11 H12  } 
M229 C2689->T { H8  } 
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M230 G2695->A { H13 H14 H15  } 
M231 G2719->A { H6 H8  } 
M232 G2723->A { H11  } 
M233 G2727->A { H7  } 
M234 C2746->T { H4  } 
M235 G2751->A { H6 H7  } 
M236 G2758->A { H8  } 
M237 C2773->T { H2  } 
M238 C2774->T { H3 H4 H6 H9  } 
M239 C2779->T { H3 H5 H13 H14 H15  } 
M240 C2780->T { H7  } 
M241 C2784->T { H13 H14 H15  } 
M242 G2790->A { H13 H14 H15  } 
M243 G2795->A { H8  } 
M244 G2798->A { H5  } 
M245 G2803->A { H13  } 
M246 G2846->A { H2  } 
M247 G2867->A { H5 H13 H14 H15  } 
M248 G2873->A { H7  } 
M249 C2875->T { H5 H13 H14 H15  } 
M250 C2892->T { H5  } 
M251 C2898->T { H11 H13  } 
M252 G2904->A { H3 H4 H6 H9 H10 H11 H12  } 
M253 G2905->A { H3 H4 H6 H9 H10 H11 H12  } 
M254 C2928->T { H5 H7 H13 H14 H15  } 
M255 G2935->A { H3 H4 H6 H9  } 
M256 C2938->T { H10 H13 H14 H15  } 
M257 G2944->A { H5 H11 H13 H14 H15  } 
M258 C2949->T { H7  } 
M259 G2954->A { H15  } 
M260 C2970->T { H13 H14 H15  } 
M261 C2996->T { H11  } 
M262 C3000->T { H9  } 
M263 G3007->A { H7  } 
M264 C3017->T { H2 H5 H7 H8 H13 H14 H15  } 
M265 C3033->T { H4  } 
M266 C3039->T { H10 H11 H12  } 
M267 C3044->T { H13  } 
M268 C3047->T { H10  } 
M269 C3060->T { H5 H13 H14 H15  } 
M270 G3065->A { H10  } 
M271 G3095->A { H11  } 
M272 C3096->T { H3 H4 H6 H9 H10 H11 H12  } 
M273 C3132->T { H3 H5 H13 H14 H15  } 
M274 C3137->T { H9  } 
M275 G3143->A { H10 H11 H12  } 
M276 G3154->A { H3  } 
M277 C3167->T { H10  } 
M278 G3177->A { H3 H4 H6 H9 H10 H11 H12  } 
M279 G3185->A { H4 H10  } 
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M280 C3188->T { H5 H14 H15  } 
M281 C3188->A { H13  } 
M282 G3189->A { H3 H4 H6 H9 H11 H12  } 
M283 G3212->A { H13 H14 H15  } 
M284 C3224->T { H10  } 
M285 G3230->A { H10  } 
M286 G3240->A { H2 H3 H4 H6 H9 H11  } 
M287 G3245->A { H15  } 
M288 A3258->T { H3 H4 H6 H9 H10 H11 H12  } 
M289 G3260->A { H5 H13 H14 H15  } 
M290 C3273->T { H13 H14 H15  } 
M291 G3323->A { H8  } 
M292 C3324->T { H14 H15  } 
M293 G3342->A { H10  } 
M294 G3346->A { H10  } 
M295 C3372->T { H3 H4 H6 H9 H10 H11 H12  } 
M296 G3378->A { H8  } 
M297 G3383->A { H3 H4 H6 H9 H10 H11 H12  } 
M298 C3385->T { H8  } 
M299 C3391->T { H13 H14 H15  } 
M300 G3396->A { H2  } 
M301 G3399->A { H3 H4 H6 H9 H10 H11 H12  } 
M302 G3420->A { H4  } 
M303 G3423->A { H8  } 
M304 G3432->A { H8  } 
M305 G3435->A { H3 H4 H6 H7 H9 H10 H11 H12  } 
M306 C3437->T { H15  } 
M307 G3448->A { H7  } 
M308 C3451->T { H13 H14 H15  } 
M309 G3456->A { H4 H10 H11 H12  } 
M310 G3457->A { H14 H15  } 
M311 T3460->C { H4  } 
M312 G3488->A { H3 H4 H6 H9 H10 H11 H12  } 
M313 G3489->A { H10  } 
M314 G3496->A { H10 H11 H12  } 
M315 C3501->T { H2 H5 H13 H14 H15  } 
M316 C3508->T { H6  } 
M317 G3518->A { H13  } 
M318 C3521->T { H10 H11 H12  } 
M319 G3533->A { H2 H4 H10  } 
M320 G3541->A { H8  } 
M321 C3543->T { H11 H12  } 
M322 G3555->A { H10  } 
M323 G3556->A { H8  } 
M324 C3575->T { H13 H14 H15  } 
M325 G3590->A { H7  } 
M326 G3630->A { H2  } 
M327 C3637->T { H10 H11 H12 H13  } 
M328 G3639->A { H9  } 
M329 G3665->A { H6  } 
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M330 G3672->A { H3 H4 H6 H9 H10 H11 H12  } 
M331 G3673->A { H2 H13  } 
M332 G3675->A { H5 H13 H14 H15  } 
M333 C3681->T { H2  } 
M334 C3697->T { H9  } 
M335 G3701->A { H9  } 
M336 C3703->T { H7  } 
M337 C3707->T { H8  } 
M338 G3710->A { H13 H14 H15  } 
M339 C3736->T { H2  } 
M340 C3745->T { H6  } 
M341 C3748->T { H3 H4 H6 H9  } 
M342 C3767->T { H13 H14 H15  } 
M343 C3797->T { H6  } 
M344 G3814->A { H3 H4 H6 H9  } 
M345 G3825->A { H4  } 
M346 C3838->T { H9  } 
M347 G3859->A { H8  } 
M348 C3870->T { H2  } 
M349 G3897->A { H2  } 
M350 C3922->T { H14 H15  } 
M351 C3927->T { H3  } 
M352 G3936->A { H9  } 
M353 G3942->A { H5 H13 H14 H15  } 
M354 C3949->T { H9  } 
M355 G3968->A { H5 H10 H13 H14 H15  } 
M356 C3977->T { H13 H14 H15  } 
M357 G4012->A { H3 H4 H6 H9 H10 H11 H12 H13  } 
M358 C4028->T { H3 H4 H6 H9 H10 H11 H12  } 
M359 C4051->T { H3 H4 H6 H9 H10 H11 H12  } 
M360 C4054->T { H15  } 
M361 G4060->A { H14  } 
M362 C4093->T { H8  } 
M363 C4105->T { H4  } 
M364 G4115->A { H6 H9  } 
M365 G4139->A { H3 H4 H6 H9 H10 H11 H12  } 
M366 G4149->A { H10  } 
M367 G4153->A { H5  } 
M368 G4156->A { H4  } 
M369 G4165->A { H10  } 
M370 C4177->T { H3 H4 H10 H11 H12  } 
M371 G4188->A { H5 H13 H14 H15  } 
M372 G4192->A { H8  } 
M373 G4207->A { H10 H14 H15  } 
M374 C4211->T { H11 H12  } 
M375 G4218->A { H11  } 
M376 G4230->A { H10 H11 H12  } 
M377 C4232->T { H2  } 
M378 C4239->T { H5  } 
M379 C4241->T { H5 H13 H14 H15  } 
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M380 C4245->T { H3 H4 H6 H8 H9 H10 H11 H12  } 
M381 C4247->T { H7  } 
M382 C4250->T { H2 H10 H11 H12  } 
M383 C4260->T { H3 H4 H6 H9 H10 H11 H12 H13  } 
M384 G4266->A { H2  } 
M385 G4275->A { H8  } 
M386 G4282->A { H10  } 
M387 C4299->T { H14  } 
M388 G4303->A { H10 H11 H12  } 
M389 C4309->T { H2  } 
M390 C4344->T { H14  } 
M391 C4345->T { H10  } 
M392 C4358->T { H5 H13 H14 H15  } 
M393 C4385->T { H4 H7 H11  } 
M394 G4397->A { H13  } 
M395 C4400->T { H7  } 
M396 C4404->T { H2  } 
M397 G4409->A { H15  } 
M398 C4421->T { H2  } 
M399 C4447->T { H3 H4 H6 H7 H9 H10 H11 H12  } 
M400 C4451->T { H14  } 
M401 G4456->A { H5 H13 H14 H15  } 
M402 C4471->T { H6  } 
M403 G4474->A { H5  } 
M404 C4495->T { H2 H7 H8 H13 H14 H15  } 
M405 C4495->G { H5  } 
M406 C4505->T { H15  } 
M407 G4522->C { H6 H15  } 
M408 G4529->A { H13 H14  } 
M409 C4533->T { H2 H15  } 
M410 C4536->T { H10 H11 H12  } 
M411 G4561->A { H5  } 
M412 G4571->A { H6 H10 H11 H12  } 
M413 C4580->T { H4  } 
M414 C4598->T { H15  } 
M415 G4605->A { H3  } 
M416 G4610->A { H11 H13 H14 H15  } 
M417 C4612->T { H2 H6  } 
M418 C4613->T { H8 H9 H15  } 
M419 G4618->A { H2  } 
M420 T4619->A { H6 H9  } 
M421 C4623->T { H3 H4  } 
M422 G4631->C { H13  } 
M423 G4643->A { H11  } 
M424 C4645->A { H15  } 
M425 C4649->T { H3 H4 H6  } 
M426 C4678->T { H8 H13 H14 H15  } 
M427 C4683->T { H14  } 
M428 G4685->A { H12  } 
M429 C4692->T { H15  } 
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M430 G4712->A { H2  } 
M431 C4726->T { H15  } 
M432 G4760->A { H4  } 
M433 C4766->T { H9 H14 H15  } 
M434 G4783->A { H11  } 
M435 C4786->T { H10  } 
M436 G4791->A { H8  } 
M437 C4794->T { H8 H9  } 
M438 G4815->A { H5 H13 H14 H15  } 
 
(Note: The program inferred marker 92 -1165->A that 
actually does not exist, because current version can not 
count neighboring indels as a single marker; therefore I 
made manual corrections for markers 93 and 94 and deleted 
marker 92; so there are 437 markers in total) 
 
 
LIST OF EQUIVALENT MARKER GROUPS 
 
G1 1 M47 { H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12             
H13 H14 H15  } 
 
G2 1 M38 { H3 H4 H5 H6 H9 H10 H11 H12 H13 H14 H15  } 
 
G3 2 M55 { H2 H3 H4 H6 H9 H10 H11 H12  } 
  M98 
 
G4 1 M70 { H5 H8 H10 H11 H12 H13 H14 H15  } 
 
G5 3 M189 { H3 H4 H6 H7 H9 H10 H11 H12  } 
  M305 
  M399 
 
G6 2 M357 { H3 H4 H6 H9 H10 H11 H12 H13  } 
  M383 
 
G7 1 M380 { H3 H4 H6 H8 H9 H10 H11 H12  } 
 
G8 5 M21 { H2 H5 H7 H8 H13 H14 H15  } 
  M137 
  M156 
  M216 
  M264 
 
G9 31 M15 { H3 H4 H6 H9 H10 H11 H12  } 
  M24 
  M29 
  M30 
  M56 
  M62 
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  M71 
  M77 
  M79 
  M111 
  M125 
  M127 
  M139 
  M144 
  M169 
  M197 
  M205 
  M217 
  M252 
  M253 
  M272 
  M278 
  M288 
  M295 
  M297 
  M301 
  M312 
  M330 
  M358 
  M359 
  M365 
 
G10 1 M44 { H5 H10 H11 H12 H13 H14 H15  } 
 
G11 1 M286 { H2 H3 H4 H6 H9 H11  } 
 
G12 1 M228 { H4 H6 H9 H10 H11 H12  } 
 
G13 1 M282 { H3 H4 H6 H9 H11 H12  } 
 
G14 1 M404 { H2 H7 H8 H13 H14 H15  } 
 
G15 1 M257 { H5 H11 H13 H14 H15  } 
 
G16 1 M119 { H8 H10 H11 H14 H15  } 
 
G17 2 M64 { H2 H5 H13 H14 H15  } 
  M315 
 
G18 1 M355 { H5 H10 H13 H14 H15  } 
 
G19 1 M18 { H3 H4 H6 H9 H12  } 
 
G20 1 M370 { H3 H4 H10 H11 H12  } 
 
G21 2 M239 { H3 H5 H13 H14 H15  } 
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  M273 
G22 1 M254 { H5 H7 H13 H14 H15  } 
 
G23 2 M54 { H8 H13 H14 H15  } 
  M426 
 
G24 27 M16 { H5 H13 H14 H15  } 
  M20 
  M22 
  M26 
  M27 
  M35 
  M36 
  M43 
  M59 
  M86 
  M147 
  M178 
  M180 
  M188 
  M203 
  M222 
  M247 
  M249 
  M269 
  M289 
  M332 
  M353 
  M371 
  M379 
  M392 
  M401 
  M438 
 
G25 1 M309 { H4 H10 H11 H12  } 
 
G26 9 M85 { H3 H4 H6 H9  } 
  M99 
  M128 
  M135 
  M145 
  M238 
  M255 
  M341 
  M344 
 
G27 1 M88 { H9 H13 H14 H15  } 
 
G28 1 M93 { H3 H4 H9 H10  } 
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G29 1 M256 { H10 H13 H14 H15  } 
G30 1 M382 { H2 H10 H11 H12  } 
 
G31 2 M114 { H10 H11 H12 H13  } 
  M327 
 
G32 1 M412 { H6 H10 H11 H12  } 
 
G33 1 M416 { H11 H13 H14 H15  } 
 
G34 1 M319 { H2 H4 H10  } 
 
G35 17 M51 { H10 H11 H12  } 
  M53 
  M68 
  M81 
  M96 
  M107 
  M149 
  M167 
  M195 
  M202 
  M266 
  M275 
  M314 
  M318 
  M376 
  M388 
  M410 
 
G36 1 M158 { H7 H11 H12  } 
 
G37 1 M185 { H8 H10 H15  } 
 
G38 2 M46 { H6 H11 H12  } 
  M94 
 
G39 1 M280 { H5 H14 H15  } 
 
G40 1 M393 { H4 H7 H11  } 
 
G41 2 M211 { H10 H14 H15  } 
  M373 
 
G42 1 M214 { H6 H7 H9  } 
 
G43 25 M1 { H13 H14 H15  } 
  M8 
  M28 
  M37 
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  M40 
  M57 
  M82 
  M90 
  M155 
  M164 
  M172 
  M177 
  M220 
  M230 
  M241 
  M242 
  M260 
  M283 
  M290 
  M299 
  M308 
  M324 
  M338 
  M342 
  M356 
 
G44 1 M418 { H8 H9 H15  } 
 
G45 1 M425 { H3 H4 H6  } 
 
G46 1 M433 { H9 H14 H15  } 
 
G47 1 M80 { H2 H10  } 
 
G48 1 M279 { H4 H10  } 
 
G49 1 M120 { H10 H15  } 
 
G50 1 M123 { H11 H14  } 
 
G51 3 M42 { H6 H9  } 
  M364 
  M420 
 
G52 2 M163 { H2 H6  } 
  M417 
 
G53 4 M175 { H14 H15  } 
  M292 
  M310 
  M350 
 
G54 1 M331 { H2 H13  } 
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G55 1 M87 { H6 H13  } 
 
G56 2 M7 { H5 H7  } 
  M136 
 
G57 1 M65 { H3 H7  } 
 
G58 1 M95 { H7 H8  } 
 
G59 1 M223 { H3 H10  } 
 
G60 1 M97 { H5 H11  } 
 
G61 1 M231 { H6 H8  } 
 
G62 1 M407 { H6 H15  } 
 
G63 1 M408 { H13 H14  } 
 
G64 1 M409 { H2 H15  } 
 
G65 1 M235 { H6 H7  } 
 
G66 2 M102 { H3 H4  } 
  M421 
 
G67 1 M251 { H11 H13  } 
 
G68 1 M106 { H3 H6  } 
 
G69 6 M5 { H11 H12  } 
  M124 
  M184 
  M199 
  M321 
  M374 
 
G70 1 M437 { H8 H9  } 
 
G71 3 M148 { H12  } 
  M213 
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G72 30 M3 { H8  } 
  M4 
  M9 
  M23 
  M100 
  M109 
  M126 
  M133 
  M168 
  M173 
  M179 
  M181 
  M190 
  M207 
  M229 
  M236 
  M243 
  M291 
  M296 
  M298 
  M303 
  M304 
  M320 
  M323 
  M337 
  M347 
  M362 
  M372 
  M385 
  M436 
 
G73 19 M10 { H7  } 
  M12 
  M14 
  M25 
  M48 
  M58 
  M104 
  M113 
  M165 
  M233 
  M240 
  M248 
  M258 
  M263 
  M307 
  M325 
  M336 
  M381 
  M395 
 
G74 15 M31 { H5  } 
  M52 
  M61 
  M112 
  M134 
  M140 
  M170 
  M196 
  M244 
  M250 
  M367 
  M378 
  M403 
  M405 
  M411 
 
G75 10 M259 { H15  } 
  M287 
  M306 
  M360 
  M397 
  M406 
  M414 
  M424 
  M429 
  M431 
 
G76 24 M32 { H10  } 
  M50 
  M83 
  M103 
  M118 
  M122 
  M142 
  M143 
  M191 
  M219 
  M268 
  M270 
  M277 
  M284 
  M285 
  M293 
  M294 
  M313 
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  M322 
  M366 
  M369 
  M386 
  M391 
  M435 
G77 14 M63 { H13  } 
  M174 
  M176 
  M192 
  M194 
  M200 
  M204 
  M218 
  M245 
  M267 
  M281 
  M317 
  M394 
  M422 
 
G78 13 M34 { H11  } 
  M69 
  M146 
  M157 
  M160 
  M161 
  M221 
  M232 
  M261 
  M271 
  M375 
  M423 
  M434 
 
G79 22 M11 { H4  } 
  M45 
  M49 
  M66 
  M73 
  M101 
  M105 
  M117 
  M121 
  M131 
  M150 
  M159 
  M171 
  M234 
  M265 
  M302 
  M311 
  M345 
  M363 
  M368 
  M413 
  M432 
G80 9 M110 { H14  } 
  M151 
  M166 
  M198 
  M361 
  M387 
  M390 
  M400 
  M427 
 
G81 16 M67 { H9  } 
  M72 
  M84 
  M116 
  M130 
  M153 
  M224 
  M226 
  M262 
  M274 
  M328 
  M334 
  M335 
  M346 
  M352 
  M354 
 
G82 14 M13 { H3  } 
  M19 
  M76 
  M91 
  M132 
  M154 
  M162 
  M186 
  M215 
  M225 
  M227 
  M276 
  M351 
  M415 
 
G83 31 M2 { H2  } 
  M17 
  M39 
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  M60 
  M74 
  M108 
  M129 
  M138 
  M141 
  M152 
  M182 
  M187 
  M193 
  M201 
  M206 
  M212 
  M237 
  M246 
  M300 
  M326 
  M333 
  M339 
  M348 
  M349 
  M377 
  M384 
  M389 
  M396 
  M398 
  M419 
  M430 
 
G84 16 M6 { H6  } 
  M33 
  M41 
  M75 
  M78 
  M89 
  M115 
  M183 
  M208 
  M209 
  M210 
  M316 
  M329 
  M340 
  M343 




TOTAL INCLUSION LIST 
 
 
G1 includes { G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 
G15 G16 G17 G18 G19 G20 G21 G22 G23 G24 G25 G26 G27 G28 
G29 G30 G31 G32 G33 G34 G35 G36 G37 G38 G39 G40 G41 G42 
G43 G44 G45 G46 G47 G48 G49 G50 G51 G52 G53 G54 G55 G56 
G57 G58 G59 G60 G61 G62 G63 G64 G65 G66 G67 G68 G69 G70 
G71 G72 G73 G74 G75 G76 G77 G78 G79 G80 G81 G82 G83 G84 } 
G2 includes { G6 G9 G10 G12 G13 G15 G18 G19 G20 G21 G24 
G25 G26 G27 G28 G29 G31 G32 G33 G35 G38 G39 G41 G43 G45 
G46 G48 G49 G50 G51 G53 G55 G59 G60 G62 G63 G66 G67 G68 
G69 G71 G74 G75 G76 G77 G78 G79 G80 G81 G82 G84 } 
G3 includes { G9 G11 G12 G13 G19 G20 G25 G26 G28 G30 G32 
G34 G35 G38 G45 G47 G48 G51 G52 G59 G66 G68 G69 G71 G76 
G78 G79 G81 G82 G83 G84 } 
G4 includes { G10 G15 G16 G18 G23 G24 G29 G31 G33 G35 G37 
G39 G41 G43 G49 G50 G53 G60 G63 G67 G69 G71 G72 G74 G75 
G76 G77 G78 G80 } 
G5 includes { G9 G12 G13 G19 G20 G25 G26 G28 G32 G35 G36 
G38 G40 G42 G45 G48 G51 G57 G59 G65 G66 G68 G69 G71 G73 
G76 G78 G79 G81 G82 G84 } 
G6 includes { G9 G12 G13 G19 G20 G25 G26 G28 G31 G32 G35 
G38 G45 G48 G51 G55 G59 G66 G67 G68 G69 G71 G76 G77 G78 
G79 G81 G82 G84 } 
ANNEX  6 
 
                                                                                                                                   192 
 
G7 includes { G9 G12 G13 G19 G20 G25 G26 G28 G32 G35 G38 
G45 G48 G51 G59 G61 G66 G68 G69 G70 G71 G72 G76 G78 G79 
G81 G82 G84 } 
G8 includes { G14 G17 G22 G23 G24 G39 G43 G53 G54 G56 G58 
G63 G64 G72 G73 G74 G75 G77 G80 G83 } 
G9 includes { G12 G13 G19 G20 G25 G26 G28 G32 G35 G38 G45 
G48 G51 G59 G66 G68 G69 G71 G76 G78 G79 G81 G82 G84 } 
G10 includes { G15 G18 G24 G29 G31 G33 G35 G39 G41 G43 G49 
G50 G53 G60 G63 G67 G69 G71 G74 G75 G76 G77 G78 G80 } 
G11 includes { G26 G45 G51 G52 G66 G68 G78 G79 G81 G82 G83 
G84 } 
G12 includes { G25 G32 G35 G38 G48 G51 G69 G71 G76 G78 G79 
G81 G84 } 
G13 includes { G19 G26 G38 G45 G51 G66 G68 G69 G71 G78 G79 
G81 G82 G84 } 
G14 includes { G23 G43 G53 G54 G58 G63 G64 G72 G73 G75 G77 
G80 G83 } 
G15 includes { G24 G33 G39 G43 G50 G53 G60 G63 G67 G74 G75 
G77 G78 G80 } 
G16 includes { G37 G41 G49 G50 G53 G72 G75 G76 G78 G80 } 
G17 includes { G24 G39 G43 G53 G54 G63 G64 G74 G75 G77 G80 
G83 } 
G18 includes { G24 G29 G39 G41 G43 G49 G53 G63 G74 G75 G76 
G77 G80 } 
G19 includes { G26 G45 G51 G66 G68 G71 G79 G81 G82 G84 } 
G20 includes { G25 G35 G48 G59 G66 G69 G71 G76 G78 G79 G82 
} 
G21 includes { G24 G39 G43 G53 G63 G74 G75 G77 G80 G82 } 
G22 includes { G24 G39 G43 G53 G56 G63 G73 G74 G75 G77 G80 
} 
G23 includes { G43 G53 G63 G72 G75 G77 G80 } 
G24 includes { G39 G43 G53 G63 G74 G75 G77 G80 } 
G25 includes { G35 G48 G69 G71 G76 G78 G79 } 
G26 includes { G45 G51 G66 G68 G79 G81 G82 G84 } 
G27 includes { G43 G46 G53 G63 G75 G77 G80 G81 } 
G28 includes { G48 G59 G66 G76 G79 G81 G82 } 
G29 includes { G41 G43 G49 G53 G63 G75 G76 G77 G80 } 
G30 includes { G35 G47 G69 G71 G76 G78 G83 } 
G31 includes { G35 G67 G69 G71 G76 G77 G78 } 
G32 includes { G35 G38 G69 G71 G76 G78 G84 } 
G33 includes { G43 G50 G53 G63 G67 G75 G77 G78 G80 } 
G34 includes { G47 G48 G76 G79 G83 } 
G35 includes { G69 G71 G76 G78 } 
G36 includes { G69 G71 G73 G78 } 
G37 includes { G49 G72 G75 G76 } 
G38 includes { G69 G71 G78 G84 } 
G39 includes { G53 G74 G75 G80 } 
G40 includes { G73 G78 G79 } 
G41 includes { G49 G53 G75 G76 G80 } 
G42 includes { G51 G65 G73 G81 G84 } 
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G43 includes { G53 G63 G75 G77 G80 } 
G44 includes { G70 G72 G75 G81 } 
G45 includes { G66 G68 G79 G82 G84 } 
G46 includes { G53 G75 G80 G81 } 
G47 includes { G76 G83 } 
G48 includes { G76 G79 } 
G49 includes { G75 G76 } 
G50 includes { G78 G80 } 
G51 includes { G81 G84 } 
G52 includes { G83 G84 } 
G53 includes { G75 G80 } 
G54 includes { G77 G83 } 
G55 includes { G77 G84 } 
G56 includes { G73 G74 } 
G57 includes { G73 G82 } 
G58 includes { G72 G73 } 
G59 includes { G76 G82 } 
G60 includes { G74 G78 } 
G61 includes { G72 G84 } 
G62 includes { G75 G84 } 
G63 includes { G77 G80 } 
G64 includes { G75 G83 } 
G65 includes { G73 G84 } 
G66 includes { G79 G82 } 
G67 includes { G77 G78 } 
G68 includes { G82 G84 } 
G69 includes { G71 G78 } 




IMMEDIATE INCLUSION LIST 
 
G1 IMMEDIATELY includes{ G2 G3 G4 G5 G7 G8 G44 } 
G2 IMMEDIATELY includes{ G6 G10 G21 G27 G62 } 
G3 IMMEDIATELY includes{ G9 G11 G30 G34 } 
G4 IMMEDIATELY includes{ G10 G16 G23 } 
G5 IMMEDIATELY includes{ G9 G36 G40 G42 G57 } 
G6 IMMEDIATELY includes{ G9 G31 G55 } 
G7 IMMEDIATELY includes{ G9 G61 G70 } 
G8 IMMEDIATELY includes{ G14 G17 G22 } 
G9 IMMEDIATELY includes{ G12 G13 G20 G28 } 
G10 IMMEDIATELY includes{ G15 G18 G31 } 
G11 IMMEDIATELY includes{ G26 G52 G78 } 
G12 IMMEDIATELY includes{ G25 G32 G51 } 
G13 IMMEDIATELY includes{ G19 G38 } 
G14 IMMEDIATELY includes{ G23 G54 G58 G64 } 
G15 IMMEDIATELY includes{ G24 G33 G60 } 
G16 IMMEDIATELY includes{ G37 G41 G50 } 
G17 IMMEDIATELY includes{ G24 G54 G64 } 
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G18 IMMEDIATELY includes{ G24 G29 } 
G19 IMMEDIATELY includes{ G26 G71 } 
G20 IMMEDIATELY includes{ G25 G59 G66 } 
G21 IMMEDIATELY includes{ G24 G82 } 
G22 IMMEDIATELY includes{ G24 G56 } 
G23 IMMEDIATELY includes{ G43 G72 } 
G24 IMMEDIATELY includes{ G39 G43 } 
G25 IMMEDIATELY includes{ G35 G48 } 
G26 IMMEDIATELY includes{ G45 G51 } 
G27 IMMEDIATELY includes{ G43 G46 } 
G28 IMMEDIATELY includes{ G48 G59 G66 G81 } 
G29 IMMEDIATELY includes{ G41 G43 } 
G30 IMMEDIATELY includes{ G35 G47 } 
G31 IMMEDIATELY includes{ G35 G67 } 
G32 IMMEDIATELY includes{ G35 G38 } 
G33 IMMEDIATELY includes{ G43 G50 G67 } 
G34 IMMEDIATELY includes{ G47 G48 } 
G35 IMMEDIATELY includes{ G69 G76 } 
G36 IMMEDIATELY includes{ G69 G73 } 
G37 IMMEDIATELY includes{ G49 G72 } 
G38 IMMEDIATELY includes{ G69 G84 } 
G39 IMMEDIATELY includes{ G53 G74 } 
G40 IMMEDIATELY includes{ G73 G78 G79 } 
G41 IMMEDIATELY includes{ G49 G53 } 
G42 IMMEDIATELY includes{ G51 G65 } 
G43 IMMEDIATELY includes{ G53 G63 } 
G44 IMMEDIATELY includes{ G70 G75 } 
G45 IMMEDIATELY includes{ G66 G68 } 
G46 IMMEDIATELY includes{ G53 G81 } 
G47 IMMEDIATELY includes{ G76 G83 } 
G48 IMMEDIATELY includes{ G76 G79 } 
G49 IMMEDIATELY includes{ G75 G76 } 
G50 IMMEDIATELY includes{ G78 G80 } 
G51 IMMEDIATELY includes{ G81 G84 } 
G52 IMMEDIATELY includes{ G83 G84 } 
G53 IMMEDIATELY includes{ G75 G80 } 
G54 IMMEDIATELY includes{ G77 G83 } 
G55 IMMEDIATELY includes{ G77 G84 } 
G56 IMMEDIATELY includes{ G73 G74 } 
G57 IMMEDIATELY includes{ G73 G82 } 
G58 IMMEDIATELY includes{ G72 G73 } 
G59 IMMEDIATELY includes{ G76 G82 } 
G60 IMMEDIATELY includes{ G74 G78 } 
G61 IMMEDIATELY includes{ G72 G84 } 
G62 IMMEDIATELY includes{ G75 G84 } 
G63 IMMEDIATELY includes{ G77 G80 } 
G64 IMMEDIATELY includes{ G75 G83 } 
G65 IMMEDIATELY includes{ G73 G84 } 
G66 IMMEDIATELY includes{ G79 G82 } 
G67 IMMEDIATELY includes{ G77 G78 } 
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G68 IMMEDIATELY includes{ G82 G84 } 
G69 IMMEDIATELY includes{ G71 G78 } 
G70 IMMEDIATELY includes{ G72 G81 } 
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LIST OF HAPLOTYPE PATHS 
 
H1 = ROOT 
------------------------ 
H2  G1->G8(5)->G17(2)->G83(31) 
------------------------ 
H3  G1->G9(31)->G26(9)->G66(2)->G82(14) 
------------------------ 
H4  G1->G9(31)->G26(9)->G66(2)->G79(22) 
------------------------ 
H5  G1->G8(5)->G17(2)->G24(27)->G74(15) 
------------------------ 
H6  G1->G9(31)->G26(9)->G51(3)->G84(16) 
------------------------ 
H7  G1->G8(5)->G58->G73(19) 
------------------------ 
H8  G1->G8(5)->G58->G72(30) 
------------------------ 
H9  G1->G9(31)->G26(9)->G51(3)->G81(16) 
------------------------ 
H10  G1->G9(31)->G35(17)->G76(24) 
------------------------ 
H11  G1->G9(31)->G35(17)->G69(6)->G78(13) 
------------------------ 
H12  G1->G9(31)->G35(17)->G69(6)->G71(3) 
------------------------ 








ANNEX  6 
 
                                                                                                                                   202 
 
 
