In our previous works we found a power series expansion of a particular case of Fox's H function H q,0 p,q in a neighborhood of its positive singularity. An inverse factorial series expansion of the integrand of H q,0 p,q served as our main tool. However, a necessary restriction on parameters is missing in those works. In this note we fill this gap and give a simpler and shorter proof of the expansion around the positive singular point. We further identify more precisely the abscissa of convergence of the underlying inverse factorial series. Our new proof hinges on a slight generalization of a particular case of Braaksma's theorem about analytic continuation of Fox's H function.
Introduction
Fox's H function is a very general function defined by the Mellin-Barnes integral (1) below. It was introduced by Fox [4] in the context of symmetrical Fourier kernels and has been studied by a number of authors thereafter [1, 9, 11, 14] . Fox's H function has a number of important applications, most notably in statistics [2, 5, 11] and fractional calculus [10, 11] . Braaksma's mammoth manuscript [1] remains among the deepest investigations on the topic. In this note we will be only interested in the case when the parameter µ defined in (2) equals zero (Braaksma's work contains a careful study of both cases µ > 0 and µ = 0, while the case µ < 0 reduces to µ > 0 by a simple change of variable). When µ = 0 the integral (1) defining the H function only converges if |z| < β −1 , where β is given in (2) . It also converges for |z| > β −1 but over a different integration contour so that the two functions obtained in this way are not, generally speaking, analytic continuations of each other. Braaksma constructed analytic continuations of the H function to an infinite set of sectors forming a partition of the Riemann surface of the logarithm. The points of intersection of the circle |z| = β −1 with the rays bounding these sectors are singular points of H. He further derived analytic continuation from each such sector to the domain |z| > β −1 on this Riemann surface.
Under certain restrictions to be specified below the positive semi-axis arg(z) = 0 forms the boundary between two such sectors, so that the point z = β −1 is a singular point of Fox's H function.
We studied the behavior of a particular case H q,0 p,q of Fox's H function in the neighborhood of this point in our recent papers [6, 7] (as Braaksma's parameter µ is called ∆ in our papers following [9] , the case µ = 0 was given the denomination "delta-neutral"). In particular, we found a convergent inverse factorial series for the integrand of the delta-neutral H q,0 p,q function and utilized it to derive a power series expansion of this function in a neighborhood of the singular point z = β −1 . We also deduced recursive and determinantal formulas for the coefficients of this expansion. However, our work contained an error caused by an incorrect citing and use of Nørlund's results in [6, Theorem 2] . The consequence of this error was omission of the condition that the scaling factors α i , β j in (1) should all be strictly greater than 1/6 (and not only positive as claimed) in [6, Theorem 5] and [7, Theorem 1] .
The purpose of this note is to correct, simplify, refine and generalize our results presented in [6, 7] . We give a simpler proof, refine the convergence abscissa of the inverse factorial series and present another expansion that works for arbitrary positive scaling factors α i , β j . This is done in section 3. In order to obtain these results we needed a slight generalization of a particular case of [1, Theorem 2], which we establish in section 2. As some parts of Braaksma's work do not seem to be well-understood we also rewrite some of his ideas here.
Braaksma revisited
As we will need to modify some parts of Braaksma's proof, for reader's convenience we adhere to the notation of [1] . Define
where z s = exp{s(log |z| + i arg z)}, and arg z may take any real value. Here
The contour C is the right loop separating the poles s = (b j + ν)/β j , j = 1, . . . , m, ν = 0, 1, . . . (lying to the right of C, hence inside the contour) from the poles s = (a j − 1 − ν)/α j , j = 1, . . . , n, ν = 0, 1, . . . (lying to the left of C, hence outside the contour). Denote
and
Next, by [1, (4.26) ,(4.27),p.270]
In [1, Lemma 4, p.263] Braaksma uses sin(z) = e iz (1 − e −2iz )/(2i) to expand:
For sufficiently large positive ℑ(s) we will have ℜ(2iπ(β j s − b j )) < 0 so that |e 2iπ(β j s−b j ) | < 1, and we can expand 1 − e 2iπ(β j s−b j ) −1 in geometric series:
Expanding we get:
where A k = e −2iπa k . Multiplying all these expressions yields:
If ℑ(s) is negative and of large absolute value, we can use sin(z) = −e −iz (1 − e 2iz )/(2i) to similarly expand
sorts it in ascending order, removes the repeated elements and calls the new set
We next assume γ 0 = δ 0 = 0. Then δ j = −δ −j and δ j > 0 for j = 1, 2, . . ., and, according to [ 
for ℑ(s) > 0, and
for ℑ(s) < 0; each series obviously uniformly converges: first for ℑ(s) ≥ ǫ > 0, while the second for ℑ(s) ≤ −ǫ < 0. Hence, c j , d j can be viewed as generalized Fourier coefficients in the upper and lower half-planes, while δ j are "generalized frequencies".
Having made these preparations we can formulate (a part of) [1, Theorem 3,p.280] as follows.
Theorem 1 Suppose µ = γ 0 = 0 (see (2) and (6) for definitions). Then H(z) can be continued analytically into the sector
where γ 1 is defined in (7), by
and into the sector
the contour D starts at s = −i∞ + σ and terminates at s = i∞ + σ, σ is arbitrary real number, leaves the points s = (a j − ν − 1)/α j , j = 1, . . . , p, ν = 0, 1, . . . (the poles of h 0 (s)) on the left and the points s = (b j + ν)/β j , j = 1, . . . , m, ν = 0, 1, . . ., which do not coincide with the points (a j − ν − 1)/α j , j = 1, . . . , p, ν = 0, 1, . . ., (the poles of h(s) which are not poles of h 0 (s)) on the right. The function V (z) is the sum of residues of h(s)z s in the points which are poles of both h(s) and h 0 (s). This function is equal to zero if
Moreover, the function H(z) can be continued analytically from the sector ∆ − to the domain |z| > β −1 by the formula
and from the sector ∆ + to the domain |z| > β −1 by the formula
Here Q and P are defined in (4) and (5), respectively. Both series (4) and (5) converge for |z| > β −1 .
Our next goal is to find conditions that would guarantee that the analytic continuations to the sectors ∆ − and ∆ + are analytic in the "large" sector ∆ − ∪ [0, ∞) ∪ ∆ + . First, we have to require c 0 = d 0 . Writing the definitions of c 0 and d 0 and performing some simple calculations we arrive at the condition:
where η is any integer. In this case we have
In particular, if n = 0, m = q and η = 1 we obtain
which corresponds to the case considered in [7] . Now in this particular situation (µ = δ 0 = 0, c 0 = d 0 ) we obtain a strengthened version of [1, Lemma 4a, p.265]:
For the proof note that c 0 = d 0 and use (8) and (9) 
Theorem 2 Suppose µ = δ 0 = 0, where µ and δ 0 are defined in (2) and (3), respectively, and
Furthermore, the function H m,n p,q (z) defined in (1) can be continued analytically to the sector
where γ 1 is defined in (7) by means of
the contour D and the function V (z) have been defined in Theorem 1. Moreover, the function H(z) can be continued analytically from this sector to the domain |z| > β −1 on the Riemann surface of the logarithm by the formula
Proof p,q (z) (m = q, n = 0) we have Q(z) = 0 by (4), so that if µ = 0 (and hence in this case δ 0 = πµ = 0) and
(note that η = α − 1/2, where α is defined in [1, (3.24)]), then H q,0 p,q (z) is analytic in the sector
where γ 1 is defined in (7), its analytic continuation to this sector is given by (11) (with c 0 = (−1) η (2π) q−p ) and from this sector to the domain |z| > β −1 by
residues of h 0 (s)z s in the points s = (a j − 1 − ν)/α j , j ∈ {1, . . . , p}, ν ∈ N 0 , according to (5).
Expansion in the neighborhood of the singular point
We now focus on the function H q,0 p,q (z) with µ = 0. For further convenience we also apply the change of variable s → −s in the integral (1) to obtain for |z| < β −1 the definition
where the contour C ′ = −C, it is the left loop starting at −∞ − ik, terminating at −∞ + ik and encompassing all the poles s = (
To be consistent with [6, 7] denote
Assuming that η = 1, we see by Theorem 2 that the function H q,0 p,q (ρt) is analytic in the domain G := U − ∪ ∆ γ 1 , where U − = {t : |t| < 1} \ (−1, 0] denotes the unit disk cut along the interval (−1, 0] (we need a cut in view of the branch point at t = 0) and
is the sector defined in (10) (note that change of variable z → ρt does not alter this sector). Hence, for arbitrary complex σ we have the power series expansion
convergent in the disk |1 − t| < R, where R is the distance from t = 1 to the boundary of the domain G. Elementary geometry shows that R = 1 if γ 1 ≥ π/3 (in view of (7), this is equivalent to min(α 1 , . . . , α p , β 1 , . . . , β q ) ≥ 1/6) and R = 2 sin(γ 1 /2) if γ 1 < π/3. Assume for a moment that γ 1 ≥ π/3. Multiplying the above expansion by t z−1 and integrating term by term (to be justified below) we get
.
On the other hand, by [8, Theorem 6]
This inverse factorial series was derived in [6, Theorem 1], where the coefficients were found explicitly. However, the condition γ 1 ≥ π/3 was mistakenly omitted in this reference.
Here we give a more direct proof of this inverse factorial series expansion than that presented in [6] , which will lead to a corrected proof of the expansion [7, Theorem 1] generalizing (14) to the case η = 1. Our proof will be based on a theorem due to Nørlund. To formulate this theorem we need to define the Hadamard order of a function f = n≥0 f n x n holomorphic inside the unit disk |x| < 1. According to [12, 23 (1),p.46] the Hadamard order of f on the circle |x| = 1 is defined by: Assume that γ 1 > π/3. Then, according to the above, for some ε > 0 and any 0 < φ < π/2 the function H q,0 p,q (ρt) is holomorphic in the domain ∆(φ, ε) = {t : |1 − t| ≤ 1 + ε and − π + φ ≤ arg(t) ≤ π − φ}, which is larger than the disk |1 − t| < 1. We want to apply Theorem 3 with φ(t) = t −σ H q,0 p,q (ρt) and w = z + σ. Hence we need to determine the order of φ(t)t −1 = t −σ−1 H q,0 p,q (ρt) on the circle |1 − t| = 1 and the order of [φ(t) − φ(0+)]/t when φ(0+) = ∞. First recall the shifting property [9, (2.1.5)]
where s runs over all distinct poles of the integrand of t −σ H q,0 p,q (ρt) which is given by
, and r stands for the multiplicity of the corresponding pole. We need the following definitions: denote by P ′ σ the set P σ where the elements of the form (m, 1), m ∈ Z ≤0 , have been removed (in other words simple poles at non-positive integers are removed); and definê
Note thatβ(σ) = max 1≤j≤q ℜ(σ −b j /β j ) except when this maximum is attained for σ −b j /β j ∈ Z ≤0 and the corresponding pole is simpe. It is also convenient to write P σ,1 for the set of the first components of the elements of P σ (i.e. the set of poles of h σ (s) without multiplicities). Similarly for P ′ σ .
Lemma 2 Let φ(t) be defined in (14) . If the series n≥0 V n (σ) diverges, then the Hadamard order h of t −1 φ(t) on the circle |1− t| = 1 is given by h =β(σ) + 1.
If the series n≥0 V n (σ) converges, then the Hadamard order h ′ of [φ(t)− φ(0+)]/t on the circle |1 − t| = 1 is given by the same expression h ′ =β(σ) + 1.
Proof. Denote
By definition I σ ⊂ Z ≥0 . The residue theorem applied to the definition of t −σ H q,0 p,q (ρt) gives as t → 0 [9, Theorem 1.5]:
. . , l, are the elements of P ′ σ,1 with ℜ(b k ) =β(σ) and having maximal multiplicity (which we denoted by r) among all poles with real partβ(σ). The precise values of the non-zero constants C 1 , . . . , C l can be found in [9, Theorem 1.5], but they are immaterial for our purposes here.
To determine the order note first that if the series n≥0 V n (σ) converges, then lim t→0 φ(t) < ∞ by Abel's theorem. Hence, by (18) this series diverges ifβ(σ) > 0 orβ(σ) = 0 and r > 1 or even whenβ(σ) = 0, r = 1 and ℑ(b k ) = 0 for some k ∈ {1, . . . , l} (because no finite limit lim t→0 φ(t) exists in all these cases). Asb k ∈ P ′ σ,1 the caseb k = 0 is impossible by definition of P ′ σ . Hence, we conclude that n≥0 V n (σ) diverges ifβ(σ) ≥ 0. To determine the of Hadamard order of t −1 φ(t) in these situations we apply [3, Theorem VI.4] with
and ζ = 1. This gives the following asymptotic relation for the power series coefficients V n (σ + 1)
with some complex constants D k and o(1) being different in each term. By definition of the Hadamard order (16) the above asymptotic formula leads immediately to h =β(σ) + 1. Next, we assume that the series n≥0 V n (σ) converges, so that lim t→0 φ(t) < ∞. By the above argument this is only possible ifβ(σ) < 0. Then, by (18) which is holomorphic around t = 0 and does not affect the order of t −1 (φ(t) − A 0 ) (see [12, section 26]). Hence (19) with A 0 removed holds true again, and the order h ′ of t −1 (φ(t) − A 0 ) still equals h ′ =β(σ) + 1.
The coefficients V n (σ) have been computed in [6, Corollary 1] and [7, Theorem 1] via rearrangement of Poincaré asymptotics of W (z) defined in (15) as z → ∞ into inverse factorial series (this method dates back to Stirling). Putting these facts together we arrive at the following statements.
Theorem 4 Suppose γ 1 = 2π min(α 1 , . . . , α p , β 1 , . . . , β q ) > π/3, µ = 0 and η = 1, where µ and η are defined in (2) and (12), respectively. Then the function
defined in (13) , analytic in the sector −γ 1 < arg(z) < γ 1 by Theorem 2, can be developed in convergent power series (14) with coefficients given by
where ρ = β −1 and β is defined in (2), B 
The following theorem is a corrected and refined version of [6, Theorem 5] .
Theorem 5 Under conditions of Theorem 4 the inverse factorial series (15) converges in the half plane ℜ(z) > λ (save the points w = 0, −1, −2, . . .) and diverges in ℜ(z) < λ. The convergence abscissa λ =β(σ) − ℜ(σ), whereβ(σ) is defined in (17).
Remark. Ifβ(σ) = max 1≤j≤q ℜ(σ − b j /β j ) (which will be the case if this maximum is not attained for σ − b j /β j ∈ Z ≤0 ), then, clearly,
In the boundary case γ 1 = π/3 the function φ(t) has three singularities of the circle |1 − t| = 1 and our calculation of order in Lemma 2 becomes inapplicable. Hence, the convergence abscissa will, generally speaking, be different from that given in Theorem 5.
To get rid of the restriction η = 1 we applied the following simple trick in [6, Corollary 1]. Given W (z) from (15) with η = 1, consider
where θ is arbitrary real number. Obviously, the parameter η defined in (12) computed for W 1 (z) takes the value unity: η 1 = 1. Hence, we can apply (15) to W 1 (z). Taking σ = θ + η we obtain:
where the coefficients h n = V ′ n (θ + η)n! are obtained by applying formulas (20), (21) to the function W 1 (z). In other words, in these formulas we have to make the following replacements:
The resulting expressions are given explicitly in [6, Corollary 1] . The convergence abscissa of the above expansion equals that for W 1 (z) and hence by Theorem 5 is computed as follows: remove non-positive integers from the set of simple poles of W 1 (z) and denote byβ 1 (θ + η) the maximum of the real parts of the remaining poles. The convergence abscissa then equalsβ 1 (θ + η) − θ + ℜ(η). Given the convergent inverse factorial series (22) we can substitute the beta integral
and exchange the order of summation in integration. Then uniqueness of the inverse truncated Mellin transform immediately leads to
These steps have been rigourously justified in [7, Theorem 1] , where we also presented alternative formulas for the coefficients. Finally we remark that the radius of convergence of (24) is the same as for the expansion (14) , where η = 1. Indeed, this series has the same radius of convergence as the series n≥0 h n (1 − t) n /n! which is an instance of (14) with substitutions (23). Altogether, this yields the following statement generalizing Theorem 4 to arbitrary values of parameters.
Theorem 6 For arbitrary positive α i , β j and complex a i , b j , the series in (24) with coefficients h n = V ′ n (θ + η)n!, where V ′ n (θ + η) are given by (20), (21) with substitutions (23), has the radius of convergence R = 1 if γ 1 = 2π min(α 1 , . . . , α p , β 1 , . . . , β q ) ≥ π/3
and R = 2 sin(γ 1 /2) if γ 1 < π/3.
In case γ 1 ≤ 1/3 we can easily get an expansion convergent in the disk of radius 1, but at the price of having powers of 1−t ω instead of powers of 1−t with some ω > 0 . Indeed, the substitution t = u 1/ω with ω > 1 extends the sector ∆ γ 1 to the sector ∆ ωγ 1 , where ωγ 1 can be made greater than π/3 by choosing the appropriate ω. Hence, u → H q,0 p,q (ρu 1/ω ) is analytic in |1 − u| < 1 for such ω. On the other hand, according to [9, b 1 ) , . . . , (ωβ q , b q ) .
Writingα i = ωα i andβ j = ωβ j , formula (2) and the definition ρ = β −1 imply thatρ = ρ ω , in view of 
where, obviously, the coefficients are calculated as described in Theorem 6, but writingα i ,β j instead of α i , β j . The series (25) converges in the domain |1 − t ω | < 1.
