The aim of this present work is to achieve better accuracy of facial emotion recognition and classification with limited training samples under varying illumination. A method (involving two versions) for achieving high accuracy with limited samples is proposed. Global and local features of facial expression images were extracted using Haar Wavelet Transform (HWT) and Gabor wavelets respectively. Dimensionalities of extracted features are reduced using Nonlinear principal component analysis (NLPCA). Concatenated and weighted fusion techniques have been employed for fusing the global and local features. To recognize and classify six emotions (joy, surprise, fear, disgust, anger, and sadness) from facial expressions a Support Vector Machine was used. The proposed method is evaluated on Extended CohnKanade dataset. The average recognition rates of 97.3 % and 98 % are achieved with the two versions of the proposed method, providing better recognition accuracy compared with the existing methods.
detected using a face detector in the first step. Facial features are extracted from either static images or frames in a video in second step and a feature vector is formed. In the third step, a classifier classifies the expressions.
For extracting features geometric-based extraction methods [5] and appearance-based extraction methods [6] are used. The former methods extract location and shape-related metrics from the eyes, eyebrows, mouth, and nose. Conversely, appearance-based feature extraction methods extract skin appearance or facial features. Facial features can be extracted from entire face or specific regions in a face by these methods. Feature extraction methods in facial expression classification systems generate high-dimensional data. Dimensionality reductions through linear or nonlinear methods are applied to reduce feature dimensions.
Appearance-based methods such as Gabor wavelet [7] , LBP [8] , pyramid Local Binary Pattern, LDA [6] or ICA [6] , PCA [6] , project facial images into a lower dimensional subspace. Geometric-based techniques include the multi-resolution active shape model, canny edge detection, and AAM.
High-accuracy facial expression recognition can be achieved through vigorous feature extraction techniques. Most classifiers fail to achieve accurate recognition rates with insufficient features. The extraction of unique features that represent facial expressions is critical to enhancing the accuracy of feature extraction techniques. In automatic facial expression recognition and classification systems, classifiers play a crucial role. The classifier recognizes as well as classifies facial expressions.
There are several classification algorithms such as SVM, least-square method, two nearest neighbor, random forest, decision tree, Naive Bayes, distance ratio-based classifier, and the Hidden Markov Model. Today, most researchers use deep learning as well as ML algorithms for extraction and classification of features. For efficient facial expression recognition and classification, deep neural networks [9] are also used.
In this study, appearance-based facial features are extracted using the Gabor wavelet and Haar wavelet feature extraction methods. Gabor wavelets exhibit high-discriminative power. Dimensionality of features will be reduced by NLPCA. SVM act like a classifier to classify the expressions.
Section 2 explains the literature survey whereas section 3 describes about proposed method. Feature extraction techniques are presented in section 4. In section 5, dimensionality reduction technique has been explained whereas section 6 deals with fusion techniques. Section 7 describes the classifier and the proposed algorithm is described in section 8. Section 9 describes experimental results as well as conclusion.
LITERATURE SURVEY
There have been considerable studies on expression classification of facial images; however, results have been unsatisfactory under varied illumination, pose variation, and occlusions. Deng et al. [10] used a Gabor filter for extracting features and implemented PCA and LDA for feature reduction. Experiments performed on the JAFFE database yielded 97% accuracy.
Praseeda Lekshmi et al. [11] implemented an RBF neural network to classify four facial expressions using the JAFFE database. Kishore et al. [12] proposed a method which is constructed from the fusion of facial features. Gabor wavelets and DCT were implemented to retrieve the features and PCA was implemented to reduce dimensionality. The Hybrid Emotional Neural Network was used as a classifier to classify emotions. Experiments performed on the Cohn-Kanade (CK) dataset yielded 98.5% of Recognition rate.
For recognizing the facial expressions and classification a feature learning-based pixel difference representation was proposed by Sun et al. [13] . A DFM called as discriminative feature matrix was first generated from original images and a discriminative feature dictionary was constructed. DFD served as the input to vertical 2D linear discriminate analysis in the direction (V-2DLDA). To classify the images, a nearest neighbor classifier was used. The proposed method was evaluated on a CK+ dataset and yielded an accuracy of 91.87 %.
Uddin et al. [9] stated a depth camera-based novel approach. Local directional rank histogram pattern (LDRHP) and local directional pattern (LDP) was used to retrieve the features. KPCA was used for dimensionality reduction. Finally, the convolutional neural network was used for classification.
RamiReddy et al. [8] proposed a method which is constructed from the combination of local and global features. DLBP and DCT were used to get global and local features from non-dynamic face expression images respectively. For classification RBF neural network was used. Evaluation was performed using the Cohn-Kanade dataset, which yielded an accuracy of 97 %.
Kumar et al. [14] proposed a framework depending on getting the instructive regions of a face image. In the feature extraction stage, LBP features were extracted and then Procrustes analysis was used to model the reference image. Features were finally extracted only from selected regions. An SVM was used as a classifier to classify the expressions. Experiments performed on the MUG database yielded an accuracy of 98 %.
To recognize and classify facial expressions in video sequences, Kamarol et al. [15] proposed an approach based on appearance features. At first step, Viola-Jones face detector was used for detecting faces from frames. The Spatio temporal texture map (STTM) algorithm was then used to model the facial features. SVM classifier was implemented to classify the features. The accuracy achieved was approximately 95.37 on the CK+ database.
Siddiqi et al. [16] stated an approach based on localized features. SWLDA was implemented to find the features from images which contain expressions of a face. SWLDA used partial F-test values to choose localized features from the frames. An HCRF model was used for recognition. Four datasets were used for performance evaluation of the proposed approach and yielded an accuracy of 96.37 %.
Qayyum et al. [17] Proposed an approach based on a stationary wavelet transform. Features were extracted using the stationary wavelet transform. The horizontal and vertical sub-bands of a stationary wavelet transform contain muscle movement information of facial expressions. DCT was applied on these sub-bands for feature dimensionality. A Feed Forward Neural Network (FFNN) with back propagation algorithm was implemented to recognize and classify the expressions. Average accuracies of 96.61% and 98.83% were achieved on extended Cohn-Kanade and JAFFE datasets, respectively.
Ding et al. [18] stated a method for recognizing and classifying facial expressions in videos. A peak expression frame from the video was detected using DLBP. LogarithmLaplace (LL) domain was used to obtain accurate facial features. The Taylor expansion theorem was applied to extract the features and a Taylor feature map was created, which was given as an input to Taylor Feature Pattern (TFP) for extracting accurate features. CK and JAFFE datasets were used for testing.
PROPOSED SYSTEM Figure 1. Architecture of the Proposed method
The architecture of facial expression recognitio0n and classification system is outlined in Figure 1 . Global and local features are extracted using Haar wavelets and Gabor filters respectively. Because the features extracted are high in dimensionality, the required time complexity for training the model is higher. Dimensionality reduction is typically achieved through PCA. However, in the proposed method, NLPCA is implemented for dimensionality reduction to improve the performance of the model. PCA detects linear correlations in a feature set, whereas NLPCA finds both linear and nonlinear correlations. Information content is equally distributed among the components in NLPCA. The reduced features from both extraction methods are fused to improve accuracy.
FEATURE EXTRACTION

Haar wavelet
The Haar wavelet is a transform that includes multi-layer decomposition. The Haar wavelet transform is implemented for the extraction of global attribute from a face image by decomposing image of face into wavelet coefficients. Decomposed wavelet coefficients consist of four portions, each with a quarter of the authentic image area as presented in 
Gabor wavelet
The extraction of local features like eyes, mouth, cheeks, and nose, involves finding attributes in a localized manner. Local attributes can be pulling out using Gabor wavelets [7] in frequency and spatial domain. The Gabor wavelet transformation is represented by
where o is the orientation and s is the scale, which are obtained by the following equations.
Here, f=√2 is the spacing factor between the kernels and km is the frequency domain.
The Figure 3 shows the real part of the Gabor kernels at 4 scales and 5 orientations and their magnitude.
Figure 3. Real part of the Gabor kernels
In the proposed method, Gabor wavelets with five orientations and four scales are used. Gabor kernels are convolved with the face image to extract facial features using the below relationship.
, ,
I(x,y) is a gray-level face image, and Gu,v(x,y) is a Gabor kernel.
The Figure 4 shows the Gabor wavelet representation of an image.
Figure 4. Gabor wavelet representation of an image
By concatenating all features using orientation selectivity, spatial frequencies, and spatial localities, a feature vector is generated. Because Gabor kernels are complex representations, a high-dimensionality feature vector is generated.
DIMENSIONALITY REDUCTION
NLPCA
The feature vectors that are generated using Gabor and Haar wavelets are high in dimensionality so consequently it requires more training time. Therefore, transformation of higher dimensional feature vectors to a lower dimensional sub-space using a nonlinear transformation function is required. The nonlinear generalization of PCA is a NLPCA [19] . Therefore NLPCA is implemented to decrease the dimensionality of feature vector. It projects the principal components from straight lines to nonlinear curves. Nonlinear principal components can be computed using a neural network referred to as an auto-encoder.
The edifice of the NLPCA network model is displayed in Figure 5 . Neurons in the input layer and the output layer are equivalent to optimum features selected from Gabor wavelets. Hidden neurons are placed to the left and the right of the output layer. The bottleneck layer is an encoding layer. A nonlinear function maps the high-dimensional input space with the Kdimensional bottleneck space. Reverse transform mapping is performed from the bottleneck space to the original space represented by the outputs x to ensure minimum error. Fivelayer architecture with a node ratio of 1: 20 in terms of input layer dimensions is used in the compression layer to obtain an optimum feature number (dimensions). 
Concatenated fusion
In this phase, the features extracted from both methods are concatenated for increasing the accuracy of the model. Normalization is implemented so that features share a common scale.
Weighted fusion
The weighted summation method is applied to combine or fuse normalized features. Weights are set based on feature ranking. Feature ranking is computed by determining the variance between a feature vector and the mean of the feature set. Based on this view, weights are assigned to the features. The weighted summation is given as 
SUPPORT VECTOR MACHINE CLASSIFIER
A SVM is a ML algorithm that is simple to implement and provides good generalization performance, and with a little tuning, the same algorithm can solve a variety of problems. The SVM starts training on two sets of vectors in an ndimensional space and determines the hyper plane that maximizes the margin between two close points in the training set, which are known as support vectors. Further calculations involve only support vectors.
The kernel function does operations in an input space, but not in attribute space, which exhibits higher dimensionality. The kernel function maps attributes of the input space to the attribute space which decreases computational complexity.
A legitimate inner product in the attribute space is represented by a kernel. Input space does not separate training set linearly, but in the case of the attribute space, the training set will be linearly separable. This is known as the "Kernel trick" Proposed by Shenetal [14] [15] .
The following are the various SVM kernels:
(1). Gaussian radial basis function:
. Exponential radial basis function:
PROPOSED SYSTEMALGORITHM
In this study, four methods are proposed, namely PCA_SVM with concatenated fusion (Proposed method-1 with CF), PCA_SVM with weighted fusion (Proposed method-1 with WF), NLPCA-SVM with concatenated fusion (Proposed method-2 with CF), and NLPCA-SVM with weighted fusion (Proposed method-2 with WF). In all the methods, Gabor and Haar wavelets are used to extract global features as well as local features from facial expression images and an SVM is used as a classifier to recognize six emotions.
In the PCA_SVM with a concatenated fusion method, PCA was implemented to decrease the dimensionality of features. A concatenated fusion technique was implemented for fusing global and local features.
In the PCA_SVM with a weighted fusion method, PCA was implemented to decrease the dimensionality of features. A weighted fusion technique was implemented for fusing global and local features.
In the NLPCA_SVM with a concatenated fusion method, NLPCA was implemented to decrease the dimensionality of features. A concatenated fusion technique was implemented for fusing global and local features.
In the NLPCA_SVM with a weighted fusion method, NLPCA was implemented to decrease the dimensionality of features. A weighted fusion technique was implemented for fusing global and local features. <no of classes, no of samples, 6 expressions>(x, y) Gabor wavelet transform is G u ,v(x, y) (ii) Om,n= I(x, y)*G u ,v(x, y) (iii) Feature set: Xi = Om,n 3. Case I: Feature extraction using PCA 
Training samples: <classes, expressions> ( , )=I
(i) Let
(x, y) (iv) svmclassify(model, T(x, y))
Case II:
(ii) Model=svmtrain(Train set, Group); (iii) Repeat step 1 to step5 on test sample: T(x, y) (iv) svmclassify(model, T(x, y))
EXPERIMENTAL RESULT
The Extended Cohn-Kanade (CK+) Facial Emotion Database is considered for evaluating the proposed methods. For validating the four proposed methods (two variations of each version), three datasets are created from the CK+ database with 900, 1200, and 1500 samples. Dataset-I contains 900 facial expression images that consist of six facial expressions taken from 15 people. Out of 900 face images, 450 are reserved for training and 450 are reserved for testing. Dataset-II contains 1200 facial expression images consisting of six facial expressions obtained from 20 people. Out of the 1200 images available, 600 are reserved for training and 600 are reserved for testing. Dataset-III contains 1500 facial expression images consisting of six facial expressions obtained from 25 people. Out of the 1500 face images, 750 are reserved for training and 750 are reserved for testing. The accuracy rates of all four proposed methods PCA_SVM with concatenated fusion (Proposed method-1 with CF), PCA_SVM with weighted fusion (Proposed method-1 with WF), NLPCA-SVM with concatenated fusion (Proposed method-2 with CF), and NLPCA-SVM with weighted fusion (Proposed method-2 with WF) are evaluated on the three datasets as given in 
CONCLUSION
A novel method was proposed in this study based on the fusion of different feature sets extracted from input face images. A multi-feature system is an effective method compared to a uni-feature method to improve the recognition and classification accuracy of the FERCS. In the proposed methods, the Gabor wavelet method was adopted for extracting local features and the Haar wavelet was used for extracting global features. NLPCA was used for dimensionality reduction. Weighted fusion was then used for fusing the global and local features obtained from the facial expression samples. SVM was used as a classifier to recognize six emotions (joy, surprise, fear, disgust, anger, and sadness) from the images. The Extended Cohn-Kanade database was used in this study to evaluate the results of the proposed approach. The proposed method and its variations provided better results when compared with other existing methods tested on the CK+ database, as shown in Table 1 . The future scope of this study involves the recognition of expressions under different head poses.
