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This paper shows how the generalised empirical likelihood method can be used to obtain
valid asymptotic inference for the finite dimensional component of semiparametricmodels
defined by a set of moment conditions. The results of the paper are illustrated using
three well-known semiparametric regression models: partially linear single index, linear
transformation with random censoring, and quantile regression with random censoring.
Monte Carlo simulations suggest that some of the proposed test statistics have competitive
finite sample properties. The results of the paper are applied to test for functional
misspecification in a hedonic price model of a housing market.
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1. Introduction
The generalised empirical likelihood (GEL henceforth) method introduced by Newey and Smith [1] provides a general
framework to obtain estimators and test statistics for the parameters of statistical models defined by moment conditions
models. Well-known special cases of GEL that have been the focus of recent attention in both the econometrics and
statistical literature are empirical likelihood (EL) [2–4], exponential tilting [5,6], and continuous updating (CU) (known also
as Euclidean likelihood (EU)) [7,8].
In this paper we consider GEL in the context of semiparametric models. To be specific we show how GEL can be used
for semiparametric models that can be defined in terms of a set of moment conditions. This set-up is quite general and
can be applied to a number of semiparametric models widely used in applied research, including partially linear, single
index, transformation and randomly censored quantile regression. Our main interest is to obtain inferences for the finite
dimensional parameters. To do so, we propose a two-step procedure in which in the first step we use the plug-in principle
and replace any unknown nuisance parameters with a consistent estimate. In the second step we maximise the resulting
profile GEL criterion function, and use the resulting (centred) maximised criterion function as the GEL test statistic. We also
consider a second test statistic which is similar to a robust Lagrange multiplier statistic and is based on a direct by-product
of the maximisation process.
In this paperwe show that theGEL test statistic converges typically to a nonstandard distribution that can be expressed as
a weighted sum of chi-squared distributions, whereas the robust Lagrange multiplier type statistic converges to a standard
chi-squared distribution. This difference in the asymptotic behaviour of the proposed test statistics, which is reminiscent of
the difference between a likelihood ratio and a Lagrangemultiplier test statistic inmisspecified parametric likelihood theory
[9], can be explained considering the internal studentisation property of GEL. GEL automatically estimates a covariance of
the (profile) moment indicators that is typically different from that characterising the asymptotic normality of the profile
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moment indicator itself. On the other hand, exactly as in the case ofmisspecified parametric likelihoodmodels, the Lagrange
multiplier type statistic can be robustified so as to take into account the difference between these two covariance matrices.
In this paper we make three contributions: First we show that GEL can be used to construct tests and confidence regions
for possibly a subset of the finite dimensional parameter vector. Second we provide Monte Carlo evidence about the finite
sample properties of a number of GEL-based statistics that are used in practice, and compare them with those based on
a traditional Wald statistic. These results, which extend and complement those recently obtained by Quin and Tsao [10],
Hjort, McKeague and Van Keilegom [11], Lu and Liang [12], Xue and Zhu [13] among others, are particularly important
from an empirical point of view because most of the hypotheses of interest in empirical work typically involve nuisance
parameters. Indeed as the last contribution of this paper we illustrate the usefulness of the GEL method in the context of
testing for functional misspecification in a hedonic price model of a housing market. The proposed GEL test statistic is also
of independent interest because it can be easily modified to construct various specification tests in semiparametric models.
It is important to note that the two-step GEL method of this paper compares favourably to the standard GEL from a
computational point of view. The latter requires solving systems of possibly nonsmooth nonlinear estimating equations
containing possibly nonparametric estimates, which are in general difficult to handle numerically and time-consuming
to program. On the other hand the former is based on two separate simpler optimisation problems. The first one can be
carried out using standard numerical methods and often standard statistical packages. The second one involves maximising
a globally concave function over a convex domain.
The rest of the paper is organised as follows. In Section 2 we review briefly GEL, describe the two-step procedure and
develop the necessary asymptotic theory. In Section 3we illustrate themain results with three examples: the partially linear
single index model, the transformation model with known distribution of the error and random censoring, and the quantile
regression model with random censoring. In Section 4 we present the results of the Monte Carlo study. In Section 5 we
present the empirical application. In Section 6 we conclude. All proofs are in the Appendix.
The following notation is used throughout the paper: ‘‘a.s. ’’ stands for almost surely,
p→, d→ denote convergence in
probability and in distribution, respectively, and ‖·‖ denotes the Euclidean norm. Finally ‘‘τ ’’ denotes transpose, while
‘‘′’’ denotes derivative.
2. Main results
Let {zi}ni=1 denote an i.i.d. sample from an unknown distribution P whose support is Z ⊂ Rd. We denote by Θ and H ,
respectively, a finite and an infinite dimensional parameter set, and by θ0 ∈ Θ , h0 ∈ H the true unknown finite and infinite
dimensional parameters. Suppose that there exists a measurable vector valued functionm : Rd × Rk × H → Rk such that
E [m (zi, θ, h0)] = 0 if θ = θ0. (1)
Let mi (θ, h) = m (zi, θ, h), θ =
[
θ τ1 , θ
τ
2
]τ where dim (θj) = Rkj ,∑j kj = k (j = 1, 2); assume that Θ = Θ1 × Θ2,
and suppose that we are interested in testing the composite hypothesis H0 : θ1 = θ10. If h0 were known the standard GEL
approach to test such hypothesis would be to compute the following test statistic
Dρ = 2
(̂
Pρ
(
θ10, θ̂2, h0, λ̂
)− ρ (0)) (2)
where θ̂2 is a saddlepoint estimator defined as
arg min
θ2∈Θ2
P̂ρ
(
θ10, θ2, h0, λ̂
)
and
λ̂ := arg max
λ∈Λ̂n(θ10,h0)
P̂ρ (θ10, θ2, h0, λ) ,
Λ̂n (θ10, h0) = {λ|λτmi (θ10, θ2, h0) ∈ V}, V is an open interval of the real line containing 0,
P̂ρ (θ, h, λ) =
n∑
i=1
ρ (λτmi (θ, h)) /n, (3)
and ρ : V→ R satisfies certain regularity properties described in Assumption ρ below. Examples of ρ (v) are given in (18)
in Section 4.
The test statistic Dρ is based on the difference in the GEL criterion function between the constrained estimator θ˜ =[
θ τ10, θ̂
τ
2
]τ
and the unconstrained Z-estimator θ̂ that solves
∑n
i=1mi
(
θ̂ , h0
)
/n = 0, which, because the model considered is
exactly identified, results in P̂ρ
(
θ̂ , h0, λ̂
) = ρ (0). Note also that in the case of EL (and more generally for the Cressie–Read
discrepancy [14]) Dρ has an interesting interpretation as twice the logarithm of a nonparametric likelihood ratio (twice
a nonparametric likelihood discrepancy) statistic, with the estimated auxiliary parameter λ̂ as a Lagrange multiplier
ensuring that the moment conditions (1) are satisfied in the sample. Under mild regularity conditions it can be shown that
Dρ
d→χ2k1 [15].
Suppose now that h is unknown, and we are still interested in obtaining inferences about θ1. To construct an analogue
of (2) we can estimate h and θ2 either simultaneously or sequentially. In either cases the resulting test statistic requires the
computation of the saddlepoint
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min
θ2∈Θ2,h∈H
max
λ∈Λ̂n(θ10)
P̂ρ (θ10, θ2, h, λ)
which can be numerically difficult to solve and potentially unstable. To avoid these problems we propose a simple two-step
procedure, in which the moment indicator (1) is partitioned as
mi (θ, h) = [m1i (θ1, θ2, h)τ ,m2i (θ1, θ2, h)τ ]τ (4)
wheremj : Rd × Rkj × H → Rkj (j = 1, 2). The idea behind this procedure is to use in the first step one of the two moment
indicators, saym2i (θ1, θ2, h), to obtain a relatively easy (and possibly computationally simple) consistent estimator for the
nuisance parameter θ2. To be specific for a fixed θ10 the estimator θ̂2 solves
∑n
i=1m2i
(
θ10, θ2, ĥ
)
/n = 0, where ĥ denotes
an estimator for hwhose precise form depends on the structure of the problem under investigation (see Section 3 for some
examples). In the second step we use the profile first moment condition m1i
(
θ1, θ̂2, ĥ
)
to compute the GEL statistic for
H0 : θ1 = θ10.
Remark 1. The partition (4) is fairly arbitrary: we only require that dim (m2) ≥ k2 to ensure estimability of θ2. There
are however some empirically relevant cases in which there is a ‘‘natural’’ partition of mi (θ, h): one such case is the
‘‘triangular’’ form in which m2i (θ1, θ2, h) = m2i (θ2, h). For example the following semiparametric extension of the model
used by Barro [16]
y1i = q (xi, θ10, θ20)+ ε1i,
y2i = g0 (x1i)+ xτ2iθ20 + ε2i,
where q : Rdx × Rk → R is a known continuously differentiable function, g0 : R → R is an unknown function, {εi}ni=1
are unobservable i.i.d. random errors with E (εi|xi) = 0 a.s. and εi = [ε1i, ε2i]τ , can be cast into a triangular form with
m1i (θ1, θ2, h) = ∂q (xi, θ1, θ2) /∂θ τ (y1i − q (xi, θ1, θ2)), and m2i (θ2, h) = xτ2i
(
yi − g (x1i)+ xτ2iθ2
)
. A second important
example of ‘‘natural’’ partition of (4) is provided by any semiparametric regression model. In this case m2i (θ1, θ2, h)
corresponds to the first-order conditions associated with the nuisance parameters θ2. Section 3 describes three examples of
these first-order conditions (see (9), (13) and (16)), which illustrate the broad applicability and simplicity of using (4) in the
context of semiparametric regression models.
Remark 2. In case E
[
∂m1i (θ10, θ2, h) /∂θ τ2
] = E [m1i (θ10, θ2, h)m2i (θ10, θ2, h)τ ] (the so-called generalised information
equality) holds uniformly in H and in a neighbourhood of θ20 the following moment indicator
m∗1i (θ10, θ2, h) = m1i (θ10, θ2, h)− E
[
∂m1i (θ10, θ2, h) /∂θ τ2
]
Ω2 (θ10, θ2, h)−1
×m2i (θ10, θ2, h) ,
whereΩ2 (θ10, θ2, h) = E [m2i (θ10, θ2, h)m2i (θ10, θ2, h)τ ], is ‘‘optimal’’ in the sense of being orthogonal to m2i (θ10, θ2, h).
Furthermore if m∗1i (θ10, θ2, h) satisfies assumptions M , Ω and N given below, the resulting GEL test statistics (5) can be
thought of as generalisations of Neyman’s [17] C (α) test statistic to semiparametric models.
Let Ω̂1 (θ1, θ2, h) =∑ni=1m1i (θ1, θ2, h)m1i (θ1, θ2, h)τ /n; assume that:
(ρ) ρ is concave on V, twice continuously differentiable in a neighbourhood of 0, and ρj = −1 (j = 1, 2) where ρj (v) =
djρ (v) /dvj and ρj := ρj (0).
(C)
∥∥̂θ2 − θ20∥∥ p→ 0, ∣∣̂h− h0∣∣ p→ 0,
(M) maxi
∥∥m1i (θ10, θ̂2, ĥ ) /n1/2∥∥ p→ 0,
(Ω)
∥∥Ω̂1 (θ10, θ̂2, ĥ )−Ω10∥∥ p→ 0 for some positive definite matrixΩ10,
(N)
∑n
i=1m1i
(
θ10, θ̂2, ĥ
)
/n1/2
d→N (0,Ξ10) .
Theorem 3. Assume that ρ , C , M,Ω and N hold. Then under H0 : θ1 = θ10
Dρ = 2
(̂
Pρ
(
θ1, θ̂2, ĥ, λ̂
)− ρ (0)) d→ k1∑
j=1
ωjχ
2
1,j, (5)
LMρ = n̂λτΩ10Ξ−110 Ω10λ̂ d→χ2k1 ,
where χ21,j are independent chi-squared random variables with one degree of freedom and the weights ωj are the eigenvalues of
Ω−110 Ξ10.
Remark 4. Theorem 3 implicitly assumes the existence of the maximiser λ̂. This follows (with probability approaching 1)
as long as λτm1i (θ10, θ2, h) is in the domain V of the function ρ for all λ ∈ Λn, θ2 ∈ Θ2, h ∈ H and 1 ≤ i ≤ n. Given
assumptionM it suffices for the theory here thatΛn places a bound on λ that shrinks with n slower than n−1/2 (see the proof
of Theorem 3 for an example ofΛn).
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Remark 5. To compute both statistics Dρ and LMρ we need to obtain consistent estimates of Ω10 and Ξ10. Moreover to
avoid resorting to simulations to compute Dρ we can use two adjusted statistics. The first one is based on results of Rao and
Scott[18] and is given by
Da1ρ =
(
p/trace
(
Ω−110 Ξ10
))
Dρ
d→χ2k1 . (6)
The second one is as in [13] and is given by
Da2ρ =
[(
trace
(
Ξ−110 M10
))
/trace
(
Ω−110 M10
)]
Dρ
d→χ2k1 (7)
whereM10 =∑ni=1m1i (θ10, θ̂2, ĥ )∑ni=1m1i (θ10, θ̂2, ĥ )τ .
Remark 6. Note that in the case of simple hypotheses the conclusion of the theorem are still valid with k replacing k1, and
Ω10,Ξ10 replaced by their full parameter analoguesΩ0 = E
[
mi
(
θ10, θ20, ĥ
)
mi
(
θ10, θ20, ĥ
)τ]
,Ξ0 = COV
(
mi
(
θ10, θ20, ĥ
))
.
In case Ω−110 Ξ10 = I under the same assumptions of Theorem 3 it is easy to see that the distance statistic Dρ converges in
distribution to a standard χ2k1 .
3. Examples
3.1. Partially linear single index model
Let {zi}ni=1 = {yi, xi}ni=1 denote an i.i.d. sample from an unknown distribution F with support Z = Y × X ⊂ R× Rdx . The
partially linear single index model
yi = g0
(
xτ1iθ10
)+ xτ2iθ20 + εi (8)
where g0 : R→ R is an unknown function, {εi}ni=1 are unobservable i.i.d. random errorswith E (εi|xi) = 0 a.s. and ‖θ10‖ = 1
for identifiability. Model (8) covers two important cases: the single indexmodel with θ20 = 0, and the partially linear model
with θ10 = 1.
Note that because of the identifiability restriction on θ10, g does not have a derivative at θ10. Thus as in [13] we can use
the so-called delete-one-component and write
θ10 =
[
θ110, θ120, . . . , θ1(p−1)0,
(
1−
∥∥∥θ (j)0 ∥∥∥)1/2 , θ1(p+1)0, . . . , θ1k10]τ
θ
(j)
1 =
[
θ11, θ12, . . . , θ1(j−1), θ1(j+1), . . . , θ1k1
]τ
,
and since
∥∥∥θ (j)1 ∥∥∥ < 1 by the implicit function theorem θ is differentiable in a neighbourhood of θ (j)10 with Jacobian matrix
∂θ1/θ
jτ
1 = Jθ (j) =
[
γ1, . . . , γk1
]
and
γl = −
(
1− ∥∥θ (j)∥∥)−1/2 [θ110, θ120, . . . , θ1(l−1)0,− (1− ∥∥∥θ (j)0 ∥∥∥)1/2 , θ1(l+1)0, . . . , θ1k10]τ .
The moment indicator is
mi (θ1, θ2, h) =
[
g ′
(
xτ1iθ1
)
xτ1iJθ (j) , x
τ
2i
]τ (yi − g (xτ1iθ1)− xτ2iθ2) ,
where g ′
(
xτ1iθ1
) = ∂g (xτ1iθ1) /∂θ (j) and h = [g, g ′].
To obtain an estimator ĥ of hwe use the local linear smoother [19], which has the advantage over the Nadaraya–Watson
kernel estimator of estimating g and g ′ simultaneously. Let α̂, β̂ solve the local (weighted) least squares problem
min
α,β
n∑
i=1
(
yi − xτ2iθ2 − α − β
(
xτ1iθ1 − t
))2 Kh (xτ1iθ1 − t) ,
where Kh (·) = Kh (·/h) /h, K (·) is a kernel function with bandwidth h = h (n). Standard calculations show that the
estimators ĝ (θ, t) and ĝ ′ (θ, t) are
ĝ (θ, t) =
n∑
i=1
wi (θ1, t)
(
yi − xτ2iθ2
)
,
ĝ ′ (θ, t) =
n∑
i=1
w˜i (θ1, t)
(
yi − xτ2iθ2
)
,
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wherewi (θ1, t) = ui (θ1, t) /∑nj=1 uj (θ1, t), w˜i (θ1, t) = u˜i (θ1, t) /∑nj=1 u˜j (θ1, t), and
ui (θ1, t) = Kh
(
xτ1iθ1 − t
) [
s2n (θ1, t)−
(
xτ1iθ1 − t
)
s1n (θ1, t)
]
,
u˜i (θ1, t) = Kh
(
xτ1iθ1 − t
) [(
xτ1iθ1 − t
)
s0n (θ1, t)− s1n (θ1, t)
]
,
sjn (θ1, t) =
n∑
i=1
(
xτ1iθ1 − t
)j Kh (xτ1iθ1 − t) /n j = 0, 1, 2.
Suppose thatwe are interested in testingH0 : θ1 = θ10. Partitionmi
(
θ10, θ2, ĥ
) = [m1i (θ10, θ2, ĥ )τ ,m2i (θ10, θ2, ĥ )τ]τ ;
an estimator θ̂2 for the nuisance parameter θ2 can be defined as the solution to
n∑
i=1
x2i
(
yi − ĝ
(
xτ1iθ10
)− xτ2iθ2) /n = 0. (9)
Then the profile moment indicator to be used in the GEL criterion function is
m1i
(
θ1, θ̂2, ĥ
) = [ĝ ′ (xτ1iθ1) xτ1iJθ (j)]τ (yi − ĝ (xτ1iθ1)− xτ2îθ2) . (10)
Let
Ω12 (θ) = E
[(
x1i − E
(
x1i|xτ1iθ1
)) (
x2i − E
(
x2i|xτ1iθ1
))τ ]
,
Ω22 (θ) = E
[
x2i − E
(
x2i|xτ1iθ1
) (
x2i − E
(
x2i|xτ1iθ1
))τ ]
,
q1i (θ, t) = g ′
(
xτ1iθ1
)
Jθ (j)x1i −Ω12 (θ)Ω22 (θ)−1 x2i,
q1i (θ, t) = g ′
(
xτ1iθ1
)
Jθ (j)
[
x1i − E
(
x1i|xτ1iθ10
)]−Ω12 (θ)Ω22 (θ)−1 (x2i − E (x2i|xτ1iθ10)) ,
and assume as in [13] that:
A1 the density function f (t) of xτ1θ1 is bounded away from 0 and satisfies |f (t1)− f (t2)| ≤ C |t1 − t2| for all t1, t2 ∈ Tx
and C is a constant (i.e. it satisfies a Lipschitz condition of order 1 on Tx), where Tx =
{
x|t = x′1θ1, x ∈ X1
}
and X1 is the
bounded support of x1,
A2 g0 (t) is twice continuously differentiable on Tx and E
(
x1i|xτ1iθ1 = t
)
satisfies a Lipschitz condition of order 1,
A3 the kernel K (u) is a bounded probability density function satisfying
∫∞
−∞ uK (u) du = 0,
∫∞
−∞ u
2K (u) du 6= 0,∫∞
−∞ u
8K (u) du <∞,
A4 E (εi|xi) = 0 a.s., supx E
(
ε4i |xi = x
)
<∞, supt∈Tx E
(‖x2i‖2 |xτ1iθ1 = t) <∞,
A5 nh2 →∞, nh4 → 0, nhh31 →∞, lim supn→∞ nh51 <∞,
A6 Ω10 = E
[
ε2i q1i (θ0, t) q1i (θ0, t)
τ
]
, andΞ10 = E
[
ε2i q1i (θ0, t) q1i (θ0, t)
τ
]
are positive definite.
Condition A5 introduces another bandwidth h1 = h1 (n) to control for the variability of g ′0. This is because the
convergence rate for derivative estimation is slower than that for regression functions, and would imply a slower than
n1/2 convergence rate for θ̂1 unless a third-order kernel, undersmoothing and the more stringent condition nh6 → 0 are
used.
Proposition 1. Assume that ρ and A1–A6 hold. Then under H0 : θ1 = θ10 the conclusions of Theorem 3 are valid for the profile
moment indicator (10).
Remark 7. It should be noted that because of the restriction ‖θ1‖ = 1 the actual dimension of θ1 is k1 − 1. Therefore as
long as the jth component of θ1 is positive, Proposition 1 can be reformulated in terms of θ
(j)
10 to produce an asymptotic χ
2
approximation with k1−1 degrees of freedom. Such an approximation, which is used in [13], can improve the finite sample
accuracy of the GEL statistic.
Consistent estimators for the matricesΩ10 andΞ10 are
Ω̂1 =
n∑
i=1
q̂1i
(̂
θ
)
q̂1i
(
θ̂
)τ
ε̂2i /n, (11)
Ξ̂1 =
n∑
i=1
q̂1i
(̂
θ
)
q̂1i
(
θ̂
)τ
ε̂2i /n,
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where
q̂1i
(
θ̂
) = ĝ ′ Ĵθ (j) [x1i − Ê (x1i|xτ1îθ1)]− Ω̂12 ( θ̂) Ω̂22 (θ)−1 (x2i − Ê (x2i|xτ1îθ1)) ,
Ê
(
x1i|xτ1îθ1
) = n∑
i=1
wi
(
θ̂1, xτ1îθ1
)
x1i, Ê
(
x2i|xτ1îθ1
) = n∑
i=1
wi
(
θ̂1, xτ1îθ1
)
x2i,
Ω̂j2
(
θ̂
) = n∑
i=1
[(
xji − Ê
(
xji|xτ1îθ1
)) (
x2i − Ê
(
x2i|xτ1îθ1
))τ]/
n (j, k = 1, 2) ,
ε̂2i =
(
yi − ĝ
(
xτ1îθ1
)− xτ2îθ2)2 ,
and θ̂ is a consistent estimator of θ0.
3.2. Linear transformation models with random censoring
Let {zi}ni=1 =
{
y∗i , xi
}n
i=1 denote an i.i.d. sample fromanunknowndistribution F with support Z = Y×X ⊂ R+×Rdx .With
right random censoring the available sample is {yi, xi, δi}ni=1 where yi = min
(
y∗i , ci
)
, δi = I
{
y∗i ≤ ci
}
and ci is the censoring
variable from an unknown distribution G with support C ⊂ R+, assumed independent from F . The linear transformation
model is
g0 (yi) = −xτi θ0 + εi (12)
where g0 (·) is an unknownmonotone increasing function and {εi}ni=1 are i.i.d. random errors from a known distribution φε .
For example if φε is the extreme value distribution, (12) becomes the well-known proportional hazard model of Cox [20].
Note that since g0 is unknown the parametric assumption on ε should not be viewed as restrictive.
Let λε (·) andΛε (·) denote the hazard and cumulative hazard functions of ε, respectively, and letNi (t) = δiI {yi ≤ t} and
Yi (t) = I {yi ≥ t} denote the counting process and the at-risk process, respectively. The moment indicator is the (counting
process) martingale integral
mi (θ, h) =
∫ ∞
0
xi
[
dNi (t)− Yi (t) dΛε
(
g (t)+ xτi θ
)]
,
and h = g [12]. Partition θ = [θ τ1 , θ τ2 ]τ and suppose that we are interested in testing H0 : θ1 = θ10. Estimators ĝ and θ̂2 for
g and θ2 can be defined as in [21] as
n∑
i=1
(
dNi (t)− Yi (t) dΛε
(̂
g (t)+ xτ1iθ10 + xτ2iθ2
)) = 0, (13)
n∑
i=1
x2i
[
dNi (t)− Yi (t) dΛε
(̂
g (t)+ xτ1iθ10 + xτ2îθ2
)] = 0,
where g is an nonincreasing function satisfying g (0) = −∞. This requirement ensures that Λε (C + g (0)) = 0 for any
finite C .
The profile moment indicator to be used in the GEL criterion function is
m1i
(
θ1, θ̂2, ĥ
) = ∫ ∞
0
x1i
[
dNi (t)− Yi (t) dΛε
(̂
g (t)+ xτ1iθ1 + xτ2îθ2
)]
. (14)
Let τ = inf (t : Pr (yi > t) = 0), and for any s, t ∈ (0, τ ] let
B (t, s) = exp
{∫ t
s
E
[
λ′ε
(
g0 (u)+ xτi θ
)
Yi (u)
]
E
[
λε
(
g0 (u)+ xτi θ
)
Yi (u)
]dg0 (u)} ,
µj (t) = E
[
xjiλε
(
g0 (yi)+ xτi θ
)
Yi (t) B (t, yi)
]
E
[
λε
(
g0 (yi)+ xτi θ
)
Yi (t) B (t, yi)
] j = 1, 2,
and
Ω12 (θ) =
∫ τ
0
E
[
(x1i − µ1 (t)) xτ2iλ′ε
(
g0 (t)+ xτi θ
)
Yi (t)
]
dg0 (t) ,
Ω22 (θ) =
∫ τ
0
E
[
(x2i − µ2 (t)) xτ2iλ′ε
(
g0 (t)+ xτi θ
)
Yi (t)
]
dg0 (t) ,
q1i (θ, t) = x1i − µ1 (t)−Ω12 (θ)Ω22 (θ)−1 (x2i − µ2 (t)) .
Let ψε (t) = ∂ log λε (t) /∂t = λ′ (t) /λ (t); assume that:
B1 λε (·) > 0, ψε (·) is a continuous function, lims→−∞ λε (s) = 0 = lims→−∞ ψε (s) ,
B2 τ is finite, Pr (yi > τ) > 0, Pr (ci = τ) > 0,
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B3 xi is compactly supported, that is Pr (‖xi‖ ≤ X0) = 1 for some X0 > 0,
B4 g0 has a continuous and positive first derivative,
B5 Ω10 =
∫ τ
0 E
[
x1ixτ1iλε
(
g0 (t, )+ xτi θ0
)
Y (t)
]
dg0 (t),
Ξ10 =
∫ τ
0 E
[
q1i (θ0, t) q1i (θ0, t)τ λε
(
g0 (t)+ xτi θ0
)
Y (t)
]
dg0 (t) are positive definite,Ω22 (θ0) is nonsingular.
Proposition 2. Assume that ρ and B1–B5 hold. Then under H0 : θ = θ10 the conclusions of Theorem 3 are valid for the profile
moment indicator (14).
Consistent estimators for the matricesΩ10 andΞ10 are
Ω̂10 =
∫ τ
0
n∑
i=1
[
x1ixτ1iλε
(̂
g (t)+ xτi θ̂
)
Yi (t)
]
d ĝ (t) /n,
Ξ̂10 =
∫ τ
0
n∑
i=1
[̂
q1i
(
θ̂ , t
)
q̂1i
(
θ̂ , t
)τ
λε
(̂
g (t)+ xτi θ̂
)
Yi (t)
]
d ĝ (t) /n,
where
q̂1i
(
θ̂ , t
) = x1i − µ̂1 (t)− Ω̂12 ( θ̂ ) Ω̂22 (̂θ )−1 (x2i − µ̂2 (t)) ,
µ̂j (t) =
n∑
i=1
[
xjiλε
(̂
g (yi)+ xτi θ̂
)
Yi (t) B̂ (t, yi)
]
n∑
i=1
[
λε
(̂
g (yi)+ xτi θ̂
)
Yi (t) B̂ (t, yi)
] j = 1, 2,
B̂ (t, s) = exp

∫ t
s
n∑
i=1
[
λ′ε
(̂
g (u)+ xτi θ̂
)
Yi (u)
]
n∑
i=1
[
λε
(̂
g (u)+ xτi θ̂
)
Yi (u)
]d ĝ (u)
 ,
Ω̂j2
(
θ̂
) = ∫ τ
0
n∑
i=1
[(
xji − µ̂j (t)
)
xτ2iλ
′
ε
(
ĝ (t)+ xτi θ̂
)
Yi (t)
]
d ĝ (t) /n,
and θ̂ is a consistent estimator for θ0.
3.3. Quantile regression models with random censoring
Let {zi}ni=1 =
{
y∗i , xi
}n
i=1 denote an i.i.d. sample from an unknown distribution F with support Z = Y × X ⊂ R+ × Rdx .
As in the previous example we assume that the available sample is {yi, xi, δi}ni=1 where yi = min
(
y∗i , ci
)
, δi = I
{
y∗i ≤ ci
}
and ci is the censoring variable from an unknown distribution G with support C ⊂ R+, assumed independent from F . The
quantile regression model
yi = xτi θ0 + εi (15)
where {εi}ni=1 are unobservable i.i.d. random errors such that Pr (εi ≤ 0|xi) = pi ∈ (0, 1). Noting that Pr
(
y ≥ x′iθ0
) =
(1− pi) S (x′iθ0), where S (·) = 1− G (·) is the survival function of ci, the moment indicator is
mi (θ, h) = xi
(
I
{
yi ≥ xτi θ
}
S
(
x′iθ
) − (1− pi)) ,
and h = S (see also [10]). Partition θ = [θ τ1 , θ τ2 ]τ , and suppose that we are interested in testing H0 : θ1 = θ10. Estimators
for g and θ2 can be defined as in [22] as the solution to
n∑
i=1
x2i
[
I
{
yi ≥ xτ1iθ10 + xτ2iθ2
}
Ŝ
(
xτ1iθ10 + xτ2iθ2
) − (1− pi)] ' 0, (16)
where Ŝ (·) = 1− Ĝ (·) and Ĝ (·) is the Kaplan–Meier estimator [23] for G (·).
The profile moment indicator to be used in the GEL criterion function is
m1i
(
θ1, θ̂2, ĥ
) = x1i I {yi ≥ xτ1iθ1 + xτ2îθ2}
Ŝ
(
xτ1iθ1 + xτ2îθ2
) − (1− pi) . (17)
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Let
Ωjk = E
[
xjixτkif (0|xi)
]
(j, k = 1, 2) ,Ψ (t) = (1− pi) r (t)
h (t)
dMi (t) ,
q1i (θ, t) =
[
I,−Ω12 (θ0)Ω22 (θ0)−1
] [xiI {yi ≥ xτi θ0}
S
(
xτi θ0
) − (1− pi)− ∫ ∞
−∞
Ψ (t)
]
,
where r (t) = ∑ni=1 E (xiI {yi ≥ t} /n), h (t) = E (I {yi ≥ t} /n), Mi (t) = I {yi ≤ t, δi = 0} − ∫ t−∞ I {yi ≥ v} dΛc (v), and
Λc (·) is the cumulative hazard of c . Assume that:
C1 The parameter spaceΘ = Θ1 ×Θ2 is a compact set,
C2 The conditional density f (εi|xi) satisfies
∫∞
−∞ I {ε ≤ 0} f (εi|xi) dεi = pi ∈ (0, 1), is bounded away from 0 in a
neighbourhood of 0 and satisfies a Lipschitz condition of order 1 uniformly in xi,
C3 The derivatives of f
(
xτi θ |xi
)
and G
(
xτi θ
)
are bounded uniformly in xi andΘ ,
C4 xi is compactly supported, that is Pr (‖xi‖ ≤ X0) = 1 for some X0 > 0,
C5 There exists a t0 such that Pr (yi ≥ t0) > 0, Pr
(
supθ∈Θ xτi θ ≤ t0
) = 1 and Pr (∣∣ci − xτi θ ∣∣ ≤ δ) = O (δ) if ‖θ − θ0‖ ≤ η,
C6 Ω22,Ω10 = E
[
x1ixτ1i
(
I
{
yi ≥ xτi θ0
}
/S
(
xτi θ0
)− (1− pi))2],Ξ10 = E [q1i (θ0, t) q1i (θ0, t)τ ] are positive definite.
Proposition 3. Assume that ρ and C1–C6 hold. Then under H0 : θ = θ10 the conclusions of Theorem 3 are valid for the profile
moment indicator (17).
Consistent estimators for the matricesΩ10 andΞ10 are
Ω̂10 =
n∑
i=1
x1ixτ1i
(
I
{
yi ≥ xτi θ̂
}
Ŝ
(
xτi θ̂
) − (1− pi))2
/n,
Ξ̂10 = Γ̂
Ω̂10 − n∑i=1 (1− pi)2 (1− δi)n

n∑
j=1
xixτi I
{
xτj θ̂ ≥ yi
}
n∑
j=1
I
{
yj > yi
}

 Γ̂ τ
Γ̂ =
[
I,−Ω̂12
(
θ̂
)
Ω̂22
(
θ̂
)−1]
,Ωjk =
n∑
i=1
xjixτkîf (0|xi) /n (j, k = 1, 2)
and f̂ (0|xi) is a consistent estimator for f (0|xi) .
4. Monte Carlo results
In this section we use simulations to assess the finite sample properties of GEL-based statistics (5) for the three examples
discussed in the previous section. In the simulations we consider the three GEL statistics that are most used in practice,
namely the empirical likelihood (EL), Euclidean distance (EU) and the exponential tilting (ET ). They are given, respectively,
by
DEL = 2
n∑
i=1
log
(
1− λ̂τm1i
(
θ10, θ̂2, ĥ
))
(18)
DEU =
n∑
i=1
(
1+ λ̂τm1i
(
θ10, θ̂2, ĥ
))2
/2
DET = 2
n∑
i=1
(
1− exp (̂λτm1i (θ10, θ̂2, ĥ ))) .
Note that, in general, to compute λ̂ one can apply the multivariate Newton’s algorithm to
∑n
i=1 ρ
(
λτm1i
(
θ10, θ̂2, ĥ
))
.
This amounts to using Newton’s method for solving the nonlinear system of k first-order conditions
n∑
i=1
∂ρ
(
λτm1i
(
θ10, θ̂2, ĥ
))
/∂λ = 0
with starting point in the iterative process set to λ0 = 0τ . For such a choice of the starting point, the convergence of the
algorithm is typically quadratic. Note also that in the case of EU there is no need to use any numerical optimisation, since λ̂
can be obtained in closed form and is given by λ̂ = Ω̂1
(
θ10, θ̂2, ĥ
)−1∑n
i=1m1i
(
θ10, θ̂2, ĥ
)
/n.
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Table 1
Finite sample size and power (in %) for the global hypothesis H0 : θ =
[(
1/21/2
)τ
, 0τ
]τ
in the partially linear single index model (19).
n 50 100
θ1, θ2 = 0τ 1√2 , 1√2 1√3 ,
√
2√
3
1√
2
,
√
3
2
1√
5
, 2√
5
1√
2
, 1√
2
1√
3
,
√
2√
3
1√
2
,
√
3
2
1√
5
, 2√
5
DEL 7.213 30.511 48.512 74.142 6.993 35.664 58.112 83.776
Da2EL 7.102 30.179 44.469 70.358 6.812 34.264 59.687 77.534
LMEL 7.281 32.958 45.269 69.245 7.005 40.025 56.033 82.045
DET 6.997 28.218 47.460 82.508 6.716 33.513 54.997 81.519
Da2ET 7.032 28.144 47.124 78.570 6.673 35.144 57.416 83.594
LMET 7.324 30.175 50.765 74.994 7.070 37.284 58.398 85.175
DEU 8.213 33.345 53.108 79.36 7.014 39.990 61.213 82.607
Da2EU 7.502 31.292 51.351 86.697 7.541 36.875 59.469 84.603
LMEU 7.413 29.578 48.190 80.42 7.123 34.831 60.163 85.175
W 8.641 27.478 43.55 73.424 7.132 42.575 53.666 78.153
Significance level 5%. Second and fourth columns: size; third and fifth columns: power calculated at θ2 = [0, 0]τ .
In the simulations we compute the finite sample size and power at the 5% significance level1 for ten statistics: the three
distance and Lagrange multiplier test statistics Dρ and LMρ given in (5), the three adjusted distance test statistic D
a2
ρ (7),
and a Wald test statisticW . We also compute the average length of confidence intervals for a parameter of interest in the
transformation model and quantile regression model examples below. We consider two types of hypothesis of interest:
a global one which does not involve finite dimensional nuisance parameters (i.e. H0 : θ = θ0), and a local one where
the are nuisance parameters (i.e. H0 : θ1 = θ10). The latter hypothesis is included to evaluate the effects (if any) of
nuisance parameters on the finite sample properties of the test statistics considered.2 The size is obtained from 5000
replications with critical values of the test statistic Dρ based on 50000 replications. The power is obtained from 1000
replications using Monte Carlo critical values obtained under the null hypothesis, and thus it represents size-adjusted
power.
4.1. Partially linear single index model
We consider the partially linear single index model
yi = 4
(
xτ1iθ10 − 1/21/2
)2 + 4+ xτ2iθ20 + εi (19)
where x1i is a bivariate vector with independent U (0, 1) components, x2i is a bivariate standard normal vector, θ10 =[
(1/2)1/2 , (1/2)1/2
]τ
, θ20 = [0, 0]τ and εi is N (0, 0.04) .
As in [13] we use as the kernel function K (t) = 15 (1− t2)2 I {|t| ≤ 1} /16, and select the bandwidths h, h1 as
h = ĥoptn−2/15, h1 = ĥopt
where ĥopt is chosen by least squares cross-validation. To compute the Wald statistic we estimate θ0 using the minimum
average variance estimation (MAVE) method recently proposed by Xia and Härdle[24]. The same estimates are used to
compute the covariance matrices Ω̂1 and Ξ̂1 defined in (11), which are also used to simulate the asymptotic distribution
of Dρ .
Table 1 reports the finite sample size and power for the various distance, Lagrange multiplier and Wald test statistics
for the global hypothesis H0 : θ =
[
θ τ10, θ
τ
20
]τ = [(1/21/2)τ , 0τ ]τ using the asymptotic critical values from the simulated
and the χ24 distributions for the distance and the other test statistics, respectively. The power is calculated at the three
global alternatives
[
1/31/2, (2/3)1/2 , 0τ
]τ
,
[
1/21/2, (3/4)1/2 , 0τ
]τ
and
[
1/51/2, (4/5)1/2 , 0τ
]τ
. Table 2 reports the same
results for the local hypothesis H0 : θ1 =
[
(1/2)1/2 , (1/2)1/2
]τ
with the power calculated at the three local alternatives[
1/31/2, (2/3)1/2
]τ
,
[
1/21/2, (3/4)1/2
]τ
and
[
1/51/2, (4/5)1/2
]τ
using the asymptotic critical values from the simulated and
the χ22 distributions.
4.2. Linear transformation model
We consider as [21,12] the transformation model
log (yi) = −xτi θ0 + εi (20)
1 The results at the 10% significance level are qualitatively similar and thus not reported.
2 We use the same seeds for the random number generators in both sets of simulations to make the comparison meaningful.
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Table 2
Finite sample size and power (in %) for the local hypothesis H0 : θ1 =
[
1/21/2, 1/21/2
]τ in the partially linear single index model (19).
n 50 100
θ1, θ̂2
1√
2
, 1√
2
1√
3
,
√
2√
3
1√
2
,
√
3
2
1√
5
, 2√
5
1√
2
, 1√
2
1√
3
,
√
2√
3
1√
2
,
√
3
2
1√
5
, 2√
5
DEL 7.351 32.658 43.859 73.135 7.123 36.536 58.321 79.132
Da2EL 7.138 32.237 43.037 70.892 6.941 35.866 60.172 77.746
LMEL 7.321 31.758 43.991 70.644 7.044 38.737 55.876 73.084
DET 7.031 30.753 46.604 82.516 6.945 35.970 54.658 82.861
Da2ET 7.067 29.659 46.203 80.101 6.790 34.915 57.502 81.917
LMET 7.264 30.232 47.546 77.091 7.211 36.468 57.657 82.794
DEU 8.170 32.249 43.34 88.986 7.353 38.695 61.966 81.749
Da2EU 7.546 31.648 42.245 87.213 7.665 33.980 60.916 86.112
LMEU 7.455 29.476 43.475 80.175 7.261 34.542 60.932 82.791
W 8.607 28.815 41.941 72.33 7.113 31.778 55.094 82.478
Significance level 5%. Second and fourth columns: size; third and fifth columns: Power.
where xi = [x1i, x2i]τ , x1i is a Bernoulli random variable with probability 0.5, x2i is U (0, 1), and θ0 = [θ10, θ20] = [0, 0]τ .
The hazard function for the error term ε is specified as λε (t) = exp (t) / (1+ 2 exp (t)).3 The censoring variables, assumed
to be independent of xi, are U (0, c)where c takes different values according to the expected proportion of censoring.
To compute ĝ and θ̂2 we use the same iterative algorithm suggested by Chen, Jin and Ying[21]. To be specific for observed
(failure) times t1, . . . , tk and fixed initial value θ
(0)
2 we first obtain ĝ
(0) (t1) as the solution to
n∑
i=1
Yi (t1)Λε
(̂
g(0) (t1)+ xτ1iθ10 + xτ2iθ (0)2
)
= 1. (21)
Then obtain ĝ(0)
(
tj
)
j = 2, . . . , k recursively using
ĝ(0)
(
tj
) = ĝ(0) (tj−)+ 1n∑
i=1
Yi
(
tj
)
λε
(̂
g(0)
(
tj−
)+ xτ1iθ10 + xτ2iθ (0)2 ) . (22)
Next obtain θ̂ (1)2 as the solution of
n∑
i=1
∫ τ
0
x2i
[
dNi (t)− Yi (t) dΛε
(̂
g(0) (t)+ xτ1iθ10 + xτ2îθ (1)2
)]
= 0, (23)
and repeat (21)–(23) until convergence.
Table 3 reports the finite sample size and power for the various distance, Lagrange multiplier and Wald test statistics
for the global hypothesis H0 : θ = [0, 0]τ using the asymptotic critical values from the simulated and the χ22 distributions
for the distance and the other test statistics, respectively. The power is calculated at the three global alternatives [0, 1]τ ,
[−1, 0]τ and [−1, 1]τ . Table 4 reports the same results for the local hypothesis H0 : θ2 = 0 with the power calculated at
the two local alternatives 1 and−1 using the asymptotic critical values from the simulated and the χ21 distributions. Table 4
contains also the average lengths of the confidence intervals for θ2.
4.3. Quantile regression model
We consider the quantile regression model
yi = xτi θ0 + εi (24)
where xi = [1, x1i]τ , x1i is U (0, 1), θ0 = [0, 1]τ and εi ∼ N (0, 0.25). The censoring variables, assumed to be independent of
xi, are N (c, 0.25) where c takes different values according to the expected proportion of censoring. To estimate θ0 we use
the same grid search method suggested by Ying, Jung and Wei [22].
Tables 5 and 7 report, respectively for pi = 0.25 and pi = 0.5, the finite sample size and power for the various distance,
Lagrange multiplier and Wald test statistics for the global hypothesis H0 : θ = [0, 1]τ using the asymptotic critical values
from the simulated and χ22 distributions for the distance and the other test statistics, respectively. The power is calculated
at the three alternatives [0, 0.5]τ , [0, 1.5]τ and [0.5, 0.5]τ . Tables 6 and 8 report the same results for the local hypothesis
H0 : θ2 = 0 with the power calculated at the two alternatives 0.5 and 1.5 using the asymptotic critical values from the
simulated and the χ21 distributions. Tables 6 and 8 contain also the average lengths of the confidence intervals for θ2.
3 Results for the case λε (t) = exp (t) (the proportional hazardmodel) are available upon request. Note that in this case the estimator for θ0 is equivalent
to that obtained using Cox’s partial likelihood equation [21].
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Table 3
Finite sample size and power (in %) for the global hypothesis H0 : θ = [0, 0]τ in the transformation model (20).
n 100 200
θ1, θ2 0, 0 0, 1 −1, 0 −1, 1 0, 0 0, 1 −1, 0 1, 1
C = 0.25
DEL 6.944 11.751 39.686 52.571 6.130 18.216 40.442 56.024
Da2EL 6.255 13.214 37.864 44.48 5.899 18.681 46.012 55.107
LMEL 7.61 11.950 35.050 40.806 6.533 14.167 39.275 55.229
DET 6.556 13.477 35.492 41.982 5.936 16.709 43.381 46.991
Da2ET 6.390 14.257 37.173 49.749 5.671 18.044 46.905 48.315
LMET 6.948 12.237 30.375 45.274 5.811 16.991 46.698 45.082
DEU 6.784 13.641 42.459 53.653 6.720 18.072 39.659 54.47
Da2EU 6.460 15.684 44.9 48.561 6.341 18.389 49.479 56.036
LMEU 7.018 13.553 35.959 49.234 6.041 18.229 46.362 49.473
W 3.356 12.937 36.308 43.529 4.026 18.120 42.609 53.131
C = 0.50
DEL 6.004 9.791 35.728 41.810 5.886 14.002 40.985 43.373
Da2EL 5.412 9.107 33.978 36.931 5.299 12.239 38.959 45.215
LMEL 5.971 8.713 29.599 35.778 5.535 10.938 38.428 47.196
DET 5.358 8.943 29.551 41.727 4.770 11.245 38.477 38.559
Da2ET 5.243 10.582 32.408 41.533 4.614 12.785 38.341 48.237
LMET 6.242 8.562 36.765 36.035 5.623 11.418 43.227 46.266
DEU 5.956 11.536 35.358 44.348 6.282 13.298 46.46 50.031
Da2EU 6.020 8.831 38.679 39.236 5.903 11.503 44.216 44.068
LMEU 5.944 10.030 30.289 43.211 4.963 12.343 39.263 42.557
W 3.412 10.165 32.406 36.697 4.324 11.811 47.592 45.782
Significance level 5%. Second and fourth columns: Size; third and fifth columns: Power. C is the level of censoring.
Table 4
Finite sample size and power (in %) for the local hypothesis H0 : θ2 = 0 in the transformation model (20).
n 100 200
θ̂1, θ2 0 ALa 1 −1 0, 0 ALb 1 −1
C = 0.25
DEL 7.084 2.311 14.721 20.685 6.219 1.698 17.315 21.270
Da2EL 6.305 2.318 15.417 18.774 6.006 1.675 18.383 24.848
LMEL 7.720 2.344 13.360 19.5 18 6.751 1.698 15.618 20.252
DET 6.766 2.403 16.261 19.366 6.148 1.704 17.517 24.018
Da2ET 6.609 2.422 17.765 18.763 5.851 1.702 18.115 25.768
LMET 7.007 2.397 14.281 19.648 6.015 1.699 17.042 23.911
DEU 6.960 2.405 14.788 15.700 6.964 1.689 18.818 17.612
Da2EU 6.665 2.395 16.346 19.377 6.460 1.694 18.969 20.347
LMEU 7.029 2.399 13.505 20.524 6.091 1.698 20.994 21.4 91
W 3.416 2.431 13.692 17.927 4.106 1.702 19.542 20.354
C = 0.50
DEL 6.177 2.487 12.492 17.463 6.003 1.677 16.109 16.561
Da2EL 5.648 2.491 12.691 17.098 5.515 1.658 14.199 16.108
LMEL 6.129 2.495 10.708 15.935 5.777 1.659 14.838 16.409
DET 5.287 2.496 12.228 14.736 5.003 1.689 14.084 16.109
Da2ET 5.165 2.498 11.794 15.222 4.994 1.675 15.364 15.918
LMET 6.226 2.512 10.441 16.844 5.323 1.672 14.123 17.091
DEU 6.122 2.502 11.389 12.880 6.133 1.681 14.046 16.697
Da2EU 6.289 2.521 10.912 13.432 6.095 1.693 13.511 16.470
LMEU 6.107 2.523 13.005 13.603 5.127 1.696 14.315 15.134
W 3.511 2.522 13.133 14.520 4.260 1.756 14.921 14.909
Significance level 5%. Second and fifth columns: Size; fourth and seventh columns: Power. C is the level of censoring.
a AL: Average length of confidence interval.
4.4. Discussion of the results
We now summarise the results of Tables 1–8, starting with the finite sample size of the global tests (Tables 1, 3, 5 and
7): First, all the test statistics based on the GEL approach have good size properties, typically better than those based on
a standard Wald statistic, with size improvements ranging from 4% to 25%. Second, the size improvement is particularly
evident for the smaller sample sizes and, in the case of censored data, when the proportion of censoring is high. For example
in the partially linear single indexmodel (Table 1) the improvement is approximately between 5% and 23%when the sample
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Table 5
Finite sample size and power (in %) for the global hypothesis H0 : θ = [0, 1]τ in the quantile regression model (24) for pi = 0.25.
n 100 200
θ1, θ2 0, 1 0, 1.5 0, 0.5 0.5, 0.5 0, 1 0, 1.5 0, 0.5 0.5, 0.5
C = 0.25
DEL 7.325 22.163 33.402 42.583 6.253 25.95 38.457 46.861
Da2EL 7.197 22.413 33.537 42.768 6.016 25.972 38.711 46.246
LMEL 8.252 22.347 32.903 40.717 6.875 24.970 37.750 46.27
DET 7.848 23.073 33.547 42.943 6.055 25.697 38.645 46.918
Da2ET 7.711 22.127 33.600 42.330 5.598 25.187 38.435 46.302
LMET 7.211 21.754 32.939 41.774 5.934 25.805 37.238 46.942
DEU 8.511 21.773 32.829 41.426 6.763 24.714 36.765 45.712
Da2EU 7.327 24.572 32.883 41.791 6.038 24.920 36.606 46.840
LMEU 7.902 22.199 32.013 40.394 6.805 24.847 36.682 45.035
W 9.392 21.086 31.733 38.397 7.609 24.348 36.049 41.551
C = 0.50
DEL 9.201 17.586 26.208 32.464 7.138 18.888 31.558 37.948
Da2EL 8.633 17.215 26.259 32.794 7.270 18.695 30.533 38.117
LMEL 9.340 17.459 26.145 32.264 7.417 18.548 30.501 37.012
DET 8.170 18.256 26.965 33.547 7.234 18.791 31.368 37.759
Da2ET 8.106 18.326 26.827 363.978 7.248 19.315 31.415 37.494
LMET 9.621 18.038 26.788 32.483 7.901 18.959 31.489 37.722
DEU 9.556 17.592 25.850 33.333 7.848 19.005 31.430 36.76
Da2EU 9.482 17.690 25.345 32.962 7.387 18.817 30.688 36.812
LMEU 10.23 17.070 25.417 32.258 7.273 19.322 30.012 36.728
W 11.51 15.507 24.501 30.868 8.978 17.968 29.335 35.856
Significance level 5%. Second and fourth columns: Size; third and fifth columns: Power. C is the level of censoring.
Table 6
Finite sample size and power (in %) for the local hypothesis H0 : θ2 = 1 in the quantile regression model (24) for pi = 0.25.
n 100 200
θ̂1, θ2 1 ALa 1.5 0.5 1 ALb 1.5 0.5
C = 0.25
DEL 7.491 1.127 22.136 32.746 6.331 0.902 26.488 37.366
Da2EL 7.320 1.124 22.835 31.104 6.092 0.910 26.099 37.634
LMEL 8.323 1.156 23.962 32.036 6.962 0.914 26.953 38.033
DET 7.991 1.143 24.113 35.451 6.129 0.926 27.995 38.941
Da2ET 7.996 1.169 22.416 33.506 5.667 0.924 27.572 38.397
LMET 7.452 1.188 21.087 31.419 6.006 0.928 27.395 39.672
DEU 8.679 1.199 21.551 31.279 6.845 0.930 26.941 38.479
Da2EU 7.466 1.193 23.944 32.513 6.213 0.932 28.724 36.029
LMEU 8.057 1.204 22.522 32.647 6.989 0.940 27.119 37.671
W 9.420 1.202 21.176 36.366 7.705 0.938 26.358 35.319
C = 0.50
DEL 9.325 0.912 19.546 27.514 7.154 0.724 20.290 28.854
Da2EL 8.738 0.909 19.777 26.832 7.286 0.720 20.278 27.397
LMEL 9.455 0.931 18.112 26.224 7.434 0.725 19.716 26.572
DET 8.270 0.932 20.391 26.632 7.251 0.733 20.027 27.0 41
Da2ET 8.207 0.953 19.664 25.844 7.265 0.734 20.504 26.0368
LMET 9.742 0.939 20.665 25.956 7.919 0.728 20.432 26.756
DEU 9.674 0.961 19.928 27.614 7.866 0.749 19.731 27.990
Da2EU 9.598 0.969 18.874 27.010 7.404 0.759 19.872 27.311
LMEU 10.357 0.972 18.107 28.002 7.290 0.745 20.884 28.257
W 11.656 0.991 17.301 25.313 8.999 0.763 18.975 26.695
Significance level 5%. Second and fifth columns: Size; fourth and seventh columns: Power. C is the level of censoring.
a AL: Average length of confidence interval.
size is 50, whereas in the median regression model with 50% censoring level and sample size equal to 100 (Table 5) the
improvement is approximately between 14% and 24%. Third, among the three types of GEL test statistics, the adjusted
distance test statistic Da2ρ seems to have an edge over the other two, while among the three GEL specifications EL, ET and EU ,
ET seems to be characterised by the smallest size distortions. Finally the sizes of all the test statistics improve as the sample
size increases.
Turning to the finite sample power of the global tests, we first note that all the test statistics have good power, even for
values of the alternative hypothesis relatively close to those of the null hypothesis. The power increases uniformly across
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Table 7
Finite sample size and power (in %) for the global hypothesis: H0 : θ = [0, 1]τ in the quantile regression model (24) for pi = 0.5.
n 100 200
θ1, θ2 0, 1 0, 1.5 0, 0.5 0.5, 0.5 0, 1 0, 1.5 0, 0.5 0.5, 0.5
C = 0.25
DEL 6.540 19.751 36.113 42.756 6.146 20.615 40.838 49.248
Da2EL 6.313 19.93 35.435 43.958 5.913 20.813 40.495 48.721
LMEL 7.175 19.820 34.072 42.03 6.814 20.371 40.168 48.553
DET 6.824 19.477 36.830 42.954 5.900 19.390 41.935 49.760
Da2ET 6.764 19.043 35.258 43.976 5.455 19.456 41.366 49.726
LMET 6.216 18.373 35.067 43.318 5.883 20.889 40.141 49.126
DEU 7.212 18.797 35.734 43.558 6.647 20.409 40.018 48.367
Da2EU 6.372 18.023 34.318 42.833 5.884 19.818 40.983 48.793
LMEU 6.993 18.405 34.348 42.214 5.658 18.066 39.715 47.576
W 8.134 15.637 32.699 40.426 7.461 16.916 38.840 46.062
C = 0.50
DEL 8.016 14.214 29.447 36.054 7.638 15.134 34.679 39.411
Da2EL 7.764 13.446 28.257 37.136 7.584 15.615 34.418 38.29
LMEL 7.875 13.184 28.882 36.193 7.933 15.187 33.952 38.756
DET 7.675 13.773 29.68 36.780 7.459 15.787 34.128 39.813
Da2ET 7.687 13.842 29.772 36.323 7.311 15.936 34.600 39.397
LMET 7.992 12.674 28.852 26.451 7.740 15.089 33.820 38.049
DEU 8.517 14.779 28.798 35.275 7.627 14.970 33.845 38.125
Da2EU 8.527 13.507 29.601 36.026 7.908 15.078 33.387 38.543
LMEU 8.456 13.415 28.188 35.881 7.812 14.639 33.937 38.238
W 10.002 11.612 26.876 34.683 9.065 12.964 31.652 37.156
Significance level 5%. Second and fourth columns: Size; third and fifth columns: Power. C is the level of censoring.
Table 8
Finite sample size and power (in %) for the local hypothesis H0 : θ2 = 1 in the quantile regression model (24) for pi = 0.5.
n 100 200
θ̂1, θ2 1 ALa 1.5 0.5 1 ALa 1.5 0.5
C = 0.25
DEL 6.643 1.732 20.267 34.708 6.264 1.187 20.655 36.356
Da2EL 6.488 1.712 20.478 34.367 6.026 1.192 20.834 36.440
LMEL 7.395 1.798 20.542 32.941 6.884 1.203 20.801 34.655
DET 7.049 1.766 20.551 33.417 6.099 1.204 20.794 33.61
Da2ET 6.972 1.772 20.929 34.449 5.937 1.210 21.009 34.878
LMET 6.393 1.803 20.823 33.732 5.996 1.232 20.943 33.693
DEU 7.410 1.813 19.475 34.832 6.854 1.230 19.825 33.471
Da2EU 6.451 1.823 19.227 34.937 6.091 1.239 19.408 35.119
LMEU 7.098 1.852 20.106 32.451 5.081 1.243 20.897 33.719
W 8.113 1.897 18.932 32.973 7.677 1.228 19.248 34.447
C = 0.50
DEL 8.273 1.332 16.741 30.637 7.864 0.930 17.694 31.586
Da2EL 7.833 1.322 15.971 29.253 7.793 0.912 17.383 31.235
LMEL 7.934 1.365 15.355 29.287 8.042 0.923 16.770 30.620
DET 7.731 1.355 15.79 29.878 7.668 0.941 17.630 31.433
Da2ET 7.844 1.354 16.303 29.059 7.519 0.953 17.843 30.517
LMET 8.063 1.377 15.193 29.135 7.949 0.956 16.629 30.179
DEU 8.612 1.397 17.365 29.258 7.837 0.944 16.459 31.798
Da2EU 8.723 1.374 15.909 29.048 8.017 0.934 16.613 31.526
LMEU 8.348 1.395 15.948 29.021 7.991 0.956 15.984 30.186
W 10.107 1.461 13.653 27.837 9.176 0.971 16.583 29.831
Significance level 5%. Second and fifth columns: Size; fourth and seventh columns: Power. C is the level of censoring.
a AL: Average length of confidence interval.
the three models as the sample size and/or magnitude of the departure from the null increases. Second, GEL-based test
statistics are in general more powerful than those based on the Wald statistic. This is particularly evident in the case of
quantile regression models where the power gains range between 3% and 27%. Finally among the three GEL specifications
and types of statistics, none seems to clearly dominate in terms of power.
We now consider the finite sample size of the local tests (Tables 2, 4, 6 and 8): First, we note that profile GEL statistics
have similar size properties to those obtained in the case of global tests. In particular they have better size properties than
those based on the Wald statistic. Moreover the profile adjusted test statistic Da2ET seems to be characterised by the smallest
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Table 9
Hedonic price function estimates and t-statistics.
Linear Partially linear
const 7.745 35.80 – –
log (lot) 0.303 11.35 – –
bdms 0.034 2.410 0.039 2.712
fb 0.165 8.154 0.151 7.444
sto 0.091 7.268 0.084 7.121
drw 0.110 3.904 0.101 3.594
rec 0.057 2.225 0.052 2.011
bas 0.104 4.817 0.101 4.721
gas 0.179 4.079 0.162 3.819
air 0.166 7.799 0.159 7.366
gar 0.047 4.178 0.056 4.517
pref 0.131 5.816 0.149 5.780
R2 = 0.685 R2 = 0.699
size distortion. Second we note that profiling nuisance parameters has in most cases a negative effect on GEL statistics.
However the magnitude of this effect is quite small, with the size distortions typically increasing by at most 3%.
As with the size properties we first note that the power properties of local tests are very similar to those obtained for
global tests. In particular all the test statistics have goodpower,with power increasing as the sample size increases.Moreover
profile GEL statistics are typically more powerful than those based on the Wald statistic, and no profile GEL statistic seems
to dominate in terms of power. Second, we note that in some cases profile GEL statistics can be more powerful than the
corresponding statistics for the global hypothesis. For example in the transformation model (Tables 3 and 4) the power
gains can be up to approximately 30% when θ2 = 1, the sample size is 100 and the censoring level is 50%, while for the
quantile regressionmodel with pi = 0.25 (Tables 5 and 6) the power gains can be up to 14%when the censoring level is 50%.
Finally we briefly consider the average confidence intervals length for the local tests in Tables 2, 4, 6 and 8, and first note
that profile-GEL-based confidence intervals are on average shorter than those based on the Wald statistic. Second, among
the three GEL specifications EL seems to produce the more accurate (i.e. shortest) confidence intervals.
Overall the results of Tables 1–8 can be summarised as follows. First, GEL statistics have in general good finite sample
size and power properties for both global and local tests, better than those based on a standard Wald statistic. Second,
among the nine GEL statistics considered, the adjusted distance statistic based on ET is characterised by the smallest size
distortion, whereas no GEL statistics dominate in terms of power. Third profiling finite dimensional nuisance parameters
can have a little negative effect on the size, but also a positive effect on the power of GEL statistics. Finally the average
length of confidence intervals of profile GEL statistics is typically shorter than the corresponding one based on the Wald
statistic.
5. An empirical application
In this section we consider an empirical illustration of the method described in the previous sections. To be specific we
consider semiparametric estimation of a hedonic price function (see, for example, [25]) of a housing market, that is of the
implicit price of a certain attribute (e.g. number of bedrooms) as revealed by the sale price of a house. The data4 we use are
taken from the study of Anglin and Gencay [26], and contain the sale prices (p) of 546 houses in the city of Windsor, Canada
in Summer 1987, along with the following characteristics: the lot size of the property in square feet (lot), the number of
bedrooms (bdms), full bathrooms (fb), garage places (gar) and number of stories (sto). In addition there are dummyvariables
for the presence of a driveway (drw), recreational room (rec), full basement (bas), central air conditioning (air), for using gas
for water heating (gas), and for being in a preferred area of the city (pref ). Table 9 reports the estimates, associated t-ratios
and R2 of the (benchmark) linear model that explains the logarithm of p from the logarithm of the lot size and all the other
variables, as well as those of a partially linear model where the functional form of the lot size variable is left unspecified.
Both specifications are characterised by a reasonably high R2, with that of the semiparametric specification being slightly
higher. However the R2 does not provide an appropriatemeans of comparison between these two specifications. To compare
the two models we consider as in [26] a test of linear against a semiparametric specification. The test, which is in the same
spirit as that suggested by Whang and Andrews[27], is based on the statistic
S =
(
n∑
i=1
mi
(
θ̂ , ĥ
)
/n
)τ
Ω̂−1
n∑
i=1
mi
(
θ̂ , ĥ
)
/n,
where
mi
(
θ̂ , ĥ
) = x̂2i ( ŷi − x̂2i τ θ̂2) , (25)
4 The data are available at the Journal of Applied Econometrics data archive http://qed.econ.queensu.ca/jae/.
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Ω̂ = ∑ni=1mi ( θ̂ , ĥ )mi ( θ̂ , ĥ )τ /n, ŷi = yi − Ê (yi|x1i), Ê (yi|x1i) is a nonparametric estimator of E (yi|x1i) (and similarly
for x̂2i), θ̂2 is the least squares estimator of the linear model, yi = log (pi), x1i = loti, and x2i is the vector containing all the
other 10 explanatory variables. Under the null hypothesis of correct linear specification, it follows by the general results of
Whang and Andrews [27] that S
d→χ210.
An alternative to S is to consider a GEL-based version, which exploits the fact that under the null hypothesis
E
[˜
x2i
(˜
yi − x˜τ2iθ20
)] = 0, where x˜2i = x2i − E (x2i|x1i). Let Ω0 = E (˜x2i˜xτ2iε2i ) and Ξ0 = E [˜x2i˜xτ2iε2i (1− x˜τ2iΩ−12 x2i)2], and
Ω2 = E
(
x2ixτ2i
)
.
Proposition 4. Assume that ρ and A1–A5 hold with θ1 = 1. Then under the null hypothesis of correct linear specification the
conclusions of Theorem 3 are valid for the profile moment indicator (25).
To compute ω̂j we use Ω̂ = ∑ni=1 (̂x2îx2i τ ε̂2i ) /n, Ξ̂ = ∑ni=1 [̂x2îx2i τ ε̂2i (1− x̂2i τ Ω̂−12 x2i)2] /n, Ω̂2 = ∑ni=1 (x2ixτ2i) /n,
ε̂i = ŷi − x̂2i τ θ̂2, and both Ê (yi|x1i) and Ê (x2i|x1i) are estimated using the local linear smoother with the same kernel
and selection method for the bandwidth h as those used in the single index model example. The value of S is 16.12
(p-value = 0.096), whereas the values of the corrected Da2ρ test statistic (7) using EL and ET are 22.65 (p-value = 0.012)
and 23.43 (p-value = 0.009), respectively. Thus while the S test statistic provides very weak evidence against the linear
specification, both GEL test statistics strongly reject it.
Remark 8. It should be noted that the test statistic proposed in this section can be easily modified to construct other
specification tests in partially linear models including a test for the omission of relevant regressors and a test for
heteroskedasticity.
6. Conclusion
In this paper we show how GEL methods can be used to obtain inferences for the parametric component of
semiparametric models. In particular we propose a computationally simple two-step method in which the nuisance
parameters (the infinite dimensional and possibly part of the finite dimensional ones) are profiled out using standard
methods (first step), and then the resulting profile estimating equations are used for inference using standard GEL distance
and Lagrange multiplier type statistics (second step).
We illustrate GEL methods in the context of three important semiparametric models: partially linear single index,
linear transformation with random censoring, and quantile regression with random censoring. Each of these applications
generalises existing results in the literature.
We use simulations to investigate the practical usefulness of GEL. In the simulations we consider the three specifications
of GEL that are most commonly used in practice, namely empirical likelihood, exponential tilting and Euclidean likelihood.
The results suggest that the proposed GEL-based test statistics have competitive finite sample properties. In particular the
results suggest that GEL-based test statistics have typically better finite sample size properties compared to those based on a
Wald statistic. The results also suggest that GEL test statistics have considerable finite sample power, which is also superior
to that of standard Wald statistics in most of the cases considered.
We provide an empirical application of GEL methods in the context of a hedonic price model for a housing market. We
propose a GEL-based test statistic for functional misspecification that, as opposed to an alternative standard one, strongly
rejects the null hypothesis of correct linear specification against that of a partially linear one.
These results illustrate the wide applicability and potential of GEL methods in the analysis of semiparametric methods.
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Appendix
Throughout the Appendix, C denotes a generic positive constant that may be different in different uses, ‘‘M’’, ‘‘CS’’,
‘‘T’’ denote Markov, Cauchy–Schwarz and Triangle inequalities, ‘‘CMT’’, ‘‘LLN’’ and ‘‘CLT’’ denote Continuous Mapping
Theorem, Law of Large Numbers and Central Limit Theorem, respectively.
Proof of Theorem 3. We use the same arguments of Guggenberger and Smith [15]. Let cn = n−1/2maxi
∥∥m1i (θ10, θ̂2, ĥ )∥∥
andΛn =
{
λ| ‖λ‖ ≤ n−1/2c−1/2n
}
. Then
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sup
λ∈Λn
∣∣λτm1i (θ10, θ̂2, ĥ )∣∣ = op (1)
and by (ρ), a second-order Taylor expansion about λ = 0 and (Ω)
0 ≤ P̂ρ
(
θ10, θ̂2, ĥ
)− ρ (0) ≤ −2̂λτ m̂1 (θ10, θ̂2, ĥ )− λ̂τ Ω̂ (θ10, θ̂2, ĥ ) λ̂
≤ 2 ∥∥̂λ∥∥ ∥∥m̂1 (θ10, θ̂2, ĥ )∥∥− C ∥∥̂λ∥∥2 .
By (N)we have that
∥∥̂λ∥∥ ≤ Op (n−1/2) and λ̂ ∈ Λn a.s. By construction
n∑
i=1
ρ1
(̂
λτm1i
(
θ10, θ̂2, ĥ
))
m1i
(
θ10, θ̂2, ĥ
) = 0,
so that by mean value expansion about 0
0 = −m̂1
(
θ10, θ̂2, ĥ
)+ Ω̂ (θ10, θ̂2, ĥ ) λ̂+ op (n−1/2) .
By (Ω) it follows that n1/2λ̂ = −Ω−110 n1/2m̂1
(
θ10, θ̂2, ĥ
) + op (1) and the conclusion follows by (N) and CMT. The second
conclusion of the theorem follows immediately by CMT, noting that n1/2λ̂
d→N (0,Ω−110 Ξ10Ω−110 ). 
Proof of Proposition 1. We first verify (C). Let ĝ
(
xτ1iθ10
) := ĝ , g0 (xτ1iθ10) := g0, and similarly for ĝ ′ and g ′0. Note that using
the same results of Xue and Zhu [13] it can be shown that for β ≥ 2
E
[|̂g − g0|β] = O (h2β)+ O (n−β/2h1−β) (26)
E
[∣∣̂g ′ − g ′0∣∣β] = O (hβ1)+ O (n−β/2h1−2β1 ) ,
uniformly in X1 and thus supX1
∣∣̂h− h0∣∣ p→ 0. By T, LNN, CS and (26)
∥∥̂θ2 − θ20∥∥ ≤
∥∥∥∥∥∥
(
n∑
i=1
x2ixτ2i
)−1∥∥∥∥∥∥
(∥∥∥∥∥ n∑
i=1
x2iεi
∥∥∥∥∥+
∥∥∥∥∥ n∑
i=1
x2i (̂g − g0)
∥∥∥∥∥
)
= op (1)+ Op (1)
(
O
(
h4
)+ O (nh)−1)→ 0.
Next we verify (M). Note that by T
max
i
∥∥m1i (θ10, θ̂2, ĥ )∥∥ ≤ C max
i
∥∥g ′0x1iεi∥∥+ C maxi ∥∥(ĝ ′ − g ′0) x1iεi∥∥
+ ∥∥̂θ2 − θ20∥∥max
i
∥∥g ′0x1i∥∥+ C maxi ∥∥g ′0x1i (̂g − g)∥∥+ C maxi ∥∥(̂g ′ − g ′0) x1i (̂g − g0)∥∥
+ C ∥∥̂θ2 − θ20∥∥max
i
∥∥x1ixτ2i (̂g − g0)∥∥ =: T1 + T2 + T3 + T4 + T5 + T6.
By the Borel–Cantelli lemma both T1 and T3 are o
(
n1/2
)
almost surely since E
(
T 2j
)
<∞ (j = 1, 3). By M for any  > 0
Pr
(
n1/2 ‖T2‖ > 
) ≤ n∑
i=1
E
[∥∥(̂g ′ − g ′0) x1iεi∥∥2]/(n2)
= O (h21)+ O ((nh31)−1)→ 0
Pr
(
n1/2 ‖T4‖ > 
) ≤ n∑
i=1
E
[∥∥(̂g − g0) x1ig ′0∥∥2]/(n2)
= O (h4)+ O ((nh)−1)→ 0
and similarly for T6. Finally M and CS show that
Pr
(
n1/2 ‖T5‖ > 
) = O (h8 + n−2h−3)1/2 O (h41 + n−2h−71 )1/2 → 0.
Next we verify (Ω). Note that
Ω̂10
(
θ10, θ̂2, ĥ
) = n∑
i=1
[
g ′0x
τ
1iJθ (j)0
]τ [
g ′0x
τ
1iJθ (j)0
]
ε2i /n+
n∑
i=1
RiRτi /n+
n∑
i=1
[
g ′0x
τ
1iJθ (j)0
]τ
εiRτ/n
+
n∑
i=1
Ri
[
g ′0x
τ
1iJθ (j)0
]
εi/n =: U1 + U2 + U3 + U4,
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where
Ri =
(̂
g ′ − g ′0
) [
g ′0x
τ
1iJθ (j)0
]τ
εi + (g0 − ĝ)
[
g ′0x
τ
1iJθ (j)0
]τ + [g ′0xτ1iJθ (j)0 ]τ xτ2i ( θ̂2 − θ20)
+ (g0 − ĝ)
(
g ′0 − ĝ ′
) [
g ′0x
τ
1iJθ (j)0
]τ + (g ′0 − ĝ ′) [xτ1iJθ (j)0 ]τ xτ2i ( θ̂2 − θ20)
= : R1i + R2i + R3i + R4i + R5i.
By LLN, U1
p→Ω10. Next note that ∑ni=1 ‖Ri‖2 /n ≤ ∑ni=1∑5j=1 C ∥∥Rij∥∥2 /n, and that by (26) E ‖Ri1‖2 = O (h21) +
O
(
n−1h−31
) → 0, E ‖Ri2‖2 = O (h4) + O ((nh)−1) → 0, E ‖Ri4‖2 = O (h8 + n−2h−3)1/2 O (h41 + n−2h−71 )1/2 → 0 and
E ‖Ri5‖2 = O
(
h21
)+ O (n−1h−31 ) while by the consistency of θ̂2 and CMT,∑ni=1 ‖Ri3‖2 /n p→ 0. Thus LLN∑ni=1 ‖Ri‖2 /n p→ 0
and hence by CS, U2
p→ 0. Similarly by CS
∥∥Uj∥∥ ≤ ( n∑
i=1
‖Ri‖2 /n
)1/2 ( n∑
i=1
∥∥∥[g ′0xτ1iJθ (j)0 ]τ εi∥∥∥2
/
n
)1/2
→ 0
for j = 3, 4. Finally we verify (N). Let xJ
θ
(j)
0
i = Jτ
θ
(j)
0
[
x1i − E
(
x1i|xτ1iθ10
)]
and x2i = x2i − E
(
x2i|xτ1iθ10
)
.
n∑
i=1
m1i
(
θ10, θ̂2, h0
)
/n1/2 =
n∑
i=1
ĝ ′Jτ
θ
(j)
0
x1i
[
1− xτ2iΩ−122 x2i
]
εi/n1/2 + op (1)
whereΩ22 = E
(
x2ixτ2i
)
. Note that
n∑
i=1
m1i
(
θ10, θ̂2, ĥ
)
/n1/2 =
n∑
i=1
g ′0xJ
θ
(j)
0
i
[
1− xτ2iΩ−122 x2i
]
εi/n1/2 +
n∑
i=1
(̂
g ′ − g ′0
)
Jτ
θ
(j)
0
x1iεi/n1/2
+
n∑
i=1
(̂
g ′ − g ′0
)
(g0 − ĝ) Jτ
θ
(j)
0
x1i/n1/2 +
n∑
i=1
g ′0 (g0 − ĝ) Jτθ (j)0 x1i/n
1/2
+
n∑
i=1
g ′0εiE
(
Jτ
θ
(j)
0
x1i|xτ1iθ10
)/
n1/2 −
n∑
i=1
g ′0εixJ
θ
(j)
0
iE
(
xτ2i|xτ1iθ10
)/
n1/2
=: S1 + S2 + S3 + S4 + S5 + S6.
S1
d→N (0, E [qi (θ10) qi (θ10)τ ]) by CLT. Next again by M and (26) E ‖S2‖2 = O
(
h21
) + O (n−1h−31 ), E ‖S3‖2 =
O
(
h8 + n−2h−3)1/2 O (h41 + n−2h−71 )1/2, E ‖s4‖2 = O (h4) + O ((nh)−1) and thus Sj p→ 0 (j = 2, 3, 4). Finally using similar
arguments as those used by Xue and Zhu [13]
S5 =
n∑
i=1
[
−
n∑
j=1
w˜j (θ10, t) g0 + g ′0
]
εiE
(
Jτ
θ
(j)
0
x1i|xτ1iθ10
)/
n1/2
+
n∑
i=1
n∑
j=1
w˜j (θ10, t) g0εiE
(
Jτ
θ
(j)
0
x1i|xτ1iθ10
)/
n1/2 =: S51 + S52
and
E ‖S51‖2 =
n∑
i=1
E ∣∣∣∣∣ n∑
j=1
−w˜j (θ10, t) g0
(
xτ1jθ10
)+ g ′0 (xτ1iθ10)
∣∣∣∣∣
4
1/2
×
(
E
∥∥∥∥εiE (Jτθ (j)0 x1i|xτ1iθ10
)∥∥∥∥4
)1/2/
n = O (h21)→ 0
E ‖S52‖2 =
n∑
i=1
E
∣∣∣∣∣ n∑
j=1
w˜j (θ10, t)
∣∣∣∣∣
4
1/2 (E ‖g0εi‖4)1/4
×
(
E
∥∥∥∥E (Jτθ (j)0 x1i|xτ1iθ10
)∥∥∥∥4
)1/4/
n = O
(
n−3/2h−7/21
)
→ 0,
and similarly for S6. Thus all of the conditions of Theorem 3 are met, hence the conclusion. 
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Proof of Proposition 2. We first verify (C). The results of Chen, Jin and Ying [21] show that
∂
n∑
i=1
x2i
[
dNi (t)− Yi (t) dΛε
(̂
g (t)+ xτ1iθ10 + xτ2iθ2
)]
/∂θ τ2
p→Ω2 (θ)
uniformly in t ∈ (0, τ ] and θ2 ∈ Γ (θ20, δ)where Γ (θ20, δ) is an open ball centred at θ20 with radius δ and
Ω2 (θ) = −
∫ τ
0
E
[
(x2i − µ2 (t)) xτ2iλ′ε
(
g (t)+ xτi θ
)
Yi (t)
]
dg (t) /n.
Moreover by B5, Ω2 (θ0) is nonsingular and by LLN, m̂2 (θ0, ĝ) = 0. Together these results imply (by the inverse function
theorem) that m̂2 (θ10, θ2, ĝ) is one-to-one from Γ (θ20, δ) onto the set Sε := {s : ‖s− m̂2 (θ0, ĝ)‖ < δ/C} ⊆ Sm2,Γ (θ20,δ)
where Sm2,Γ (θ20,δ) is the image of Γ (θ20, δ) underm2i (·, ĝ), and C is a constant such that with probability approaching 1
sup
θ2∈Γ (θ20,δ)
‖m̂2 (θ10, θ2, ĝ)−Ω2 (θ10, θ2)‖ ≤ 1/C
and ‖m̂2 (θ0, ĝ)‖ < 1/C , so that 0 ∈ Sε with probability approaching 1. Thus with probability approaching 1 there exists
a θ̂2 ∈ int {Γ (θ20, δ)}, where int {·} is the interior of a a given set, such that m̂2
(
θ10, θ̂2, ĝ
) = 0 and, since δ is arbitrary,
θ̂2
p→ θ20. Given the consistency of θ̂2, the consistency of ĝ follows using the same arguments of Chen, Jin and Ying[21] since∫ t
0
n∑
i=1
[
dNi (t)− Yi (t) dΛε
(
g (t)+ xτi θ̂
)] = ∫ t
0
n∑
i=1
[
dNi (t)− Yi (t) dΛε
(
g (t)+ xτi θ0
)]+ op (1) .
Next we verify (M). By the consistency of θ̂2
max
i
∥∥m1i (θ10, θ̂2, ĥ )∥∥ ≤ max
i
∥∥∥∥∫ ∞
0
x1i
[
dNi (t)− Yi (t) dΛε
(
g0 (t)+ xτi θ0
)]∥∥∥∥
+ max
i
∥∥∥∥∫ ∞
0
x1iYi (t)
[
dΛε
(̂
g
(
t, θ10, θ̂2
)+ xτ1iθ10 + xτ2îθ2)− dΛε (g0 (t)+ xτi θ0)]∥∥∥∥
≤ max
i
∥∥∥∥∫ ∞
0
x1i
[
dNi (t)− Yi (t) dΛε
(
g0 (t)+ xτi θ0
)]∥∥∥∥
+ max
i
∥∥∥∥∫ ∞
0
x1iYi (t)
[
dΛε
(̂
g (t)+ xτi θ0
)− dΛε (g0 (t)+ xτi θ0)]∥∥∥∥+ op (1)
≤ max
i
‖xi‖
∥∥λε (g (yi, θ0)+ xτi θ0) /λε (yi)∥∥
×
∥∥∥∥∥ n∑
j=1
∫ τ
0
Yi (t) λε (g (t)) /B2 (t) dMj (t) /n+ op (1)
∥∥∥∥∥
= oa.s
(
n1/2
)+ X0Op (1) op (1)
by the Borel–Cantelli lemma and M respectively.
Next we verify (Ω). Note that
∥∥Ω̂1 (θ10, θ̂2, ĥ )− Ω̂1 (θ0, h)∥∥ ≤ ∥∥Λε (̂g (t, θ10, θ̂2)+ xτ1iθ10 + xτ2îθ2)−Λε (g0 (t)+ xτi θ0)∥∥
∥∥∥∥∥ n∑
i=1
xixτi
/
n
∥∥∥∥∥
= op (1)Op (1)
by the consistency of ĝ , θ̂2 and CMT. Thus Ω̂1
(
θ0, ĥ
) p→Ω10 by T and LLN. Finally (N) holds for∑ni=1mi (θ10, θ̂2, ĥ ) /n1/2
since
n∑
i=1
m1i
(
θ10, θ̂2, ĥ
)
/n1/2 =
n∑
i=1
m1i (θ10, θ20, h) /n1/2 −
n∑
i=1
x1i∂
[
Λε
(̂
g
(
θ10, θ̂2
)+ xτi θ0)] /∂θ2 (̂θ2 − θ20) n1/2
=
n∑
i=1
∫ ∞
0
{
x1i − µ̂1 (t)− Ω̂12
(
θ̂
)
Ω̂22
(
θ̂
)−1
(x2i − µ̂2 (t))
}
dMi (t) /n1/2 + op (1) ,
[12], and the result follows by CLT, the consistency of θ̂2 and LLN. Thus all the conditions of Theorem 3 are met, hence the
conclusion. 
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Proof of Proposition 3. We first verify (C). By the uniform consistency of the Kaplan–Meier estimator (see for example
[28]) and the fact that under C1 and C4 the class of functions x2iI
{
yi ≥ xτi θ
}
/S
(
xτi θ
)
is Glivenko–Cantelli, the consistency
of θ̂2 follows by the convexity of m̂2 (θ10, θ2, ĝ) (implied by C6) and the LLN (see also [22]). Next we verify (M). By T and the
consistency of the Kaplan–Meier estimator
max
i
∥∥∥∥∥x1i
[
I
{
yi ≥ xτ1iθ10 + xτ2îθ2
}
Ŝ
(
xτ1iθ10 + xτ2îθ2
) − (1− pi)]∥∥∥∥∥
≤ max
i
‖x1i‖
(
sup
t≤t0
∥∥∥∥∥ I
{
yi ≥ xτi θ0
}
S (t)
∥∥∥∥∥+ 1
)
+max
i
sup
t≤t0
‖x1i‖
∣∣∣∣∣ I
{
yi ≥ xτ1iθ10 + xτ2îθ2
}− I {yi > xτi θ0}
S (t)
∣∣∣∣∣+ op (1)
= Op (1)+ op
(
n1/2
) = op (n1/2)
by C4, C5 and the fact that for every  > 0
Pr
(
max
i
∣∣I {yi ≥ xτ1iθ10 + xτ2îθ2}− I {yi > xτi θ0}∣∣ ≥ n1/2)
≤
n∑
i=1
[
E
(
I
{
yi − xτi θ0 ≤ ‖x2i‖
(
θ̂2 − θ20
)})]
/
(
n2
)→ 0, (27)
since by the consistency of θ̂2, C2 and C5
E
(
I
{
yi − xτi θ0 ≤ ‖x2i‖
(
θ̂2 − θ20
)}) ≤ Pr (|εi| ≤ ‖x2i‖ ( θ̂2 − θ20))+ Pr (∣∣ci − xτi θ0∣∣ ≤ ‖x2i‖ ( θ̂2 − θ20))→ 0.
Next we verify (Ω). Note that by T and simple algebra
∥∥Ω̂10 (θ10, θ̂2, ĥ )− Ω̂10 (θ10, θ20, h)∥∥ ≤ max
i
‖x1i‖2
n∑
i=1
∥∥∥∥∥
(
I
{
yi ≥ xτ1iθ10 + xτ2îθ2
}
Ŝ
(
xτ1iθ10 + xτ2îθ2
) − I {yi ≥ xτi θ0}
S
(
xτi θ0
) )∥∥∥∥∥
2/
n
+ 2max
i
‖x1i‖2
∣∣∣∣∣ I
{
yi ≥ xτ1iθ10 + xτ2îθ2
}
Ŝ
(
xτ1iθ10 + xτ2îθ2
) − I {yi ≥ xτi θ0}
S
(
xτi θ0
) ∣∣∣∣∣ n∑
i=1
∣∣∣∣∣ I
{
yi ≥ xτ1iθ10 + xτ2îθ2
}
Ŝ
(
xτ1iθ10 + xτ2îθ2
) + I {yi ≥ xτi θ0}
S
(
xτi θ0
) ∣∣∣∣∣
/
n
and
max
i
∣∣∣∣∣ I
{
yi ≥ xτ1iθ10 + xτ2îθ2
}
Ŝ
(
xτ1iθ10 + xτ2îθ2
) − I {yi ≥ xτi θ0}
S
(
xτi θ0
) ∣∣∣∣∣ ≤ C n∑
i=1
∣∣I {yi ≥ xτ1iθ10 + xτ2îθ2}− I {yi ≥ xτi θ0}∣∣ /n = op (1)
using similar arguments to those used by Qin and Tsao [10] and (27). Finally we show that (N) holds. Using the same
arguments as those used by Ying, Jung and Wei [22], a further Taylor expansion, the consistency of θ̂2 and LLN it follows
that
n∑
i=1
m1i
(
θ10, θ̂2, ĥ
)
/n1/2 =
n∑
i=1
m1i (θ0, h) /n1/2
−
n∑
i=1
x1i∂
[
(1− pi)− F {xτ1iθ10 + xτ2i ( θ̂2 − θ20)}] /∂θ2 ( θ̂2 − θ20) /n1/2 + op (1)
=
n∑
i=1
[
I,−Ω12Ω−122
] (
mi (θ0, h)− (1− pi)
∫ ∞
−∞
r (t)
h (t)
dMi (t)
)
/n1/2 + op (1) .
Thus the result follows by CLT and CMT. 
Proof of Proposition 4. Wenote that (C) and (M) follow by the same arguments as those used in the proof of Proposition 1.
Nextwe verify (Ω). Let Ω˜
(̂
θ
) =∑ni=1 (˜yi − x˜2îθ )2 x̂2îx2i τ/nwhere y˜i = yi−E (yi|x1i), x˜2i = x2i−E (x2i|x1i), and yi = ŷi−y˜i,
x2i = x̂2i − x˜2i. Note that by T and CS∥∥Ω̂ ( θ̂ , ĥ )− Ω˜ ( θ̂)∥∥ ≤ n∑
i=1
∥∥(yi − x2îθ ) x̂2i∥∥2 /n+ 2
[
n∑
i=1
∥∥(yi − x2îθ ) x̂2i∥∥2 /n
]1/2 [ n∑
i=1
∥∥(˜yi − x˜2îθ ) x̂2i∥∥2 /n]1/2 ,
and
n∑
i=1
∥∥(yi − x2îθ ) x̂2i∥∥2 /n ≤ 2
( n∑
i=1
‖yi‖4 /n
)1/2
+ ∥∥̂θ∥∥( n∑
i=1
‖xi‖4 /n
)1/2( n∑
i=1
‖̂x2i‖4 /n
)1/2
p→ 0
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by (26) and CMT. Thus
∥∥Ω̂ (̂θ, ĥ )− Ω˜ (̂θ )∥∥ = op (1), and by the consistency of θ̂ , T and LLN Ω˜ ( θ̂ ) p→ E (˜x2i˜xτ2iε2i ). Finally
(N) follows by a Taylor expansion, the consistency of θ̂ , CLT and CMT. 
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