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ABSTRACT
Development of a Three-Dimensional High-Order Strand-Grids Approach
by
Oisin Tong, Doctor of Philosophy
Utah State University, 2016
Major Professor: Dr. Aaron Katz
Department: Mechanical and Aerospace Engineering
Development of a novel high-order flux correction method on strand grids is presented.
The method uses a combination of flux correction in the unstructured plane and summation-
by-parts operators in the strand direction to achieve high-fidelity solutions. Low-order trun-
cation errors are cancelled with accurate flux and solution gradients in the flux correction
method, thereby achieving a formal order of accuracy of 3, although higher orders are often
obtained, especially for highly viscous flows.
In this work, the scheme is extended to high-Reynolds number computations in both
two and three dimensions. Turbulence closure is achieved with a robust version of the
Spalart-Allmaras turbulence model that accommodates negative values of the turbulence
working variable, and the Menter SST turbulence model, which blends the k- and k-ω
turbulence models for better accuracy. A major advantage of this high-order formulation
is the ability to implement traditional finite volume-like limiters to cleanly capture shocked
and discontinuous flows. In this work, this approach is explored via a symmetric limited
positive (SLIP) limiter.
Extensive verification and validation is conducted in two and three dimensions to de-
termine the accuracy and fidelity of the scheme for a number of different cases. Verification
iv
studies show that the scheme achieves better than third order accuracy for low and high-
Reynolds number flows. Cost studies show that in three-dimensions, the third-order flux
correction scheme requires only 30% more walltime than a traditional second-order scheme
on strand grids to achieve the same level of convergence.
In order to overcome meshing issues at sharp corners and other small-scale features,
a unique approach to traditional geometry, coined “asymptotic geometry,” is explored.
Asymptotic geometry is achieved by filtering out small-scale features in a level set domain
through min/max flow. This approach is combined with a curvature based strand shortening
strategy in order to qualitatively improve strand grid mesh quality.
(172 pages)
vPUBLIC ABSTRACT
Development of a Three-Dimensional High-Order Strand-Grids Approach
by
Oisin Tong, Doctor of Philosophy
Utah State University, 2016
Major Professor: Dr. Aaron Katz
Department: Mechanical and Aerospace Engineering
The strand-Cartesian grid approach is a unique method of generating and comput-
ing fluid dynamic simulations. The strand-Cartesian approach provides highly desirable
qualities of fully-automatic grid generation and high accuracy. This work focuses on devel-
opment of a high-accuracy methodology (high-order scheme) on strand grids for two and
three dimensions.
In this work, the high-order scheme is extended to high-Reynolds number computations
in both two and three dimensions with the Spalart-Allmaras turbulence model and the
Menter SST turbulence model. In addition, a simple limiter is explored to allow the high-
order scheme to accurately predict discontinuous flows.
Extensive verification and validation is conducted in two and three dimensions to de-
termine the accuracy and fidelity of the scheme for a number of different cases. Verification
studies show that the scheme is indeed high-order for various flows. Cost studies show
that in three-dimensions, the high-order scheme required only 30% more computational
time than a traditional scheme. In order to overcome meshing issues at sharp corners and
other small-scale features, a unique approach to traditional geometry, coined “asymptotic
geometry,” is explored.
vi
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1CHAPTER 1
INTRODUCTION
In recent years, improvements in hardware and the embracement of parallel computing
has seen computational fluid dynamics (CFD) become an industry standard tool for design
and an active research area. Real-time solutions for complex flows provide the ultimate
goal to any CFD developer. However, in order to achieve this, there still exists challenges
in obtaining high-fidelity solutions for high-Reynolds number viscous flows over complex
multi-body geometry which must first be conquered. First, the mesh generation is arguably
the greatest obstacle and bottleneck. Generation of meshes for complex multi-body geome-
try requires considerable experience, and even at that, mesh experts can still spend days or
even weeks generating a satisfactory mesh. As research into massively parallel computing
continues, with even the possibility of breaking the latency barrier [1], the percentage of
time devoted to mesh generation relative to simulation time will only be further increased.
Fully automated meshing is an obvious, yet difficult solution. Second, numerically diffuse
traditional second-order schemes often display accuracy limitation on unstructured grids.
Such methods are still dominant among CFD practitioners. In order for high-order meth-
ods on unstructured grids to be embraced by CFD practitioners, high-order methods need
to be refined, and high-order unstructured meshes need to accessible. Finally, complex
systems require ever-increasing mesh sizes, for which scalability becomes a greater issue.
Automating viscous mesh generation, preserving spatial and temporal accuracy, and main-
taining computational efficiency are currently among the greatest research challenges in
CFD today.
The primary goal of this work is to address these challenges and develop a three-
dimensional approach capable of alleviating these issues via flux correction and strand-
Cartesian approach, as shown in Figure 1.1. In this work, we focus on the near-body,
(strand grids), as adaptive high-order Cartesian solution methods in the off-body are al-
2ready mature. Furthermore, recent work by Wissink et. al. [2] shows excessive near-body
discretization error can cause non-physical diffusion of vortical flow features, spoiling the
accuracy of even the most advanced high-order off-body solution techniques. Near-body ac-
curacy is critical to obtaining body force computations, specifically drag. While high-order
wake-capturing in the off-body is critical for capturing vortex-body interactions, near-body
accuracy is imperative to properly capturing the initial generation of these structures from
the surface.
1.1 The Strand-Cartesian Approach
The strand-Cartesian approach was developed to directly tackle the challenges detailed,
and has shown some potential to alleviating these issues [3–5]. Strand and Cartesian grids
allow the possibility of fully automatic volume grid generation while enhancing scalability
and the potential for high-order accuracy.
In the strand paradigm, a body-fitted near-body mesh is constructed by a set of straight
line segments grown directly from the surface, each with the same point distribution in
the normal direction, forming a thin layer of mostly prismatic elements around the body.
Once outside the viscous boundary layer, strands transition to isotropic block structured
Cartesian grids. Strand and Cartesian grids communicate through implicit overset interpo-
lation [6–8], which is greatly facilitated by the fact that the entire strand-Cartesian mesh
system can be stored on each processor due to its compact grid representation. The proce-
dure is similar in concept to standard prismatic unstructured grid generation techniques, in
which prismatic cells are grown at the surface in the viscous boundary layer with tetrahedra
elsewhere, except in the strand approach prismatic lines are straight, and Cartesian grids
are used in place of tetrahedra for the Euler solution.
In addition to streamlined and automatic meshing capability, the strand-Cartesian
approach presents three other important advantages. First, both strand and Cartesian
meshes may be represented with extremely low memory descriptions, enabling the entire
global mesh description to fit on each processor in a parallel environment. This allows
for self-satisfying domain connectivity [3] and reduces the percentage of time needed for
3Fig. 1.1: Strand-Cartesian grid system.
inter-grid communication. [9]. The savings become even more significant in the case of
moving body simulations for which domain connectivity must be re-established at each
unsteady time-step. Second, both strand and Cartesian meshes possess at least some grid
structure, facilitating efficient implementations of high-order accurate discretizations and
solution methods. These methods include high-order finite differencing, line-implicit solvers,
and directional multi-grid coarsening. Third, both the strand and Cartesian grids easily
permit use of Adaptive Mesh Refinement (AMR). Because all strands use the same normal
point distribution, adaptation is entirely surface-based. This avoids cell quality and edge
swapping complexities that have traditionally plagued volume-based unstructured AMR.
AMR on Cartesian grids has been known for years to be very effective because the logical
data structure naturally facilitates a hierarchical mesh representation and Cartesian cells
do not suffer cell quality issues with frequent and persistent adaptation, as can occur with
tetrahedral elements.
1.2 Flux-Correction High-Order Method
Flux correction is a novel method of obtaining better than third-order accuracy on
strand grids, proposed to directly address the issues detailed. Prior research has shown [10–
12] the method shown a number of improvements over traditional second-order methods
4and even some complex high-order methods. The method is unique in two ways. First,
unlike most high-order methods under investigation today, the flux correction method uses a
node-centered finite volume method as a starting point to which truncation error-canceling
terms are added to increase accuracy. Second, the method requires no additional flux
quadrature or second derivatives in the solution reconstruction like quadratic finite volume
schemes [13–15]. Two-dimensional studies indicate the resulting scheme is nearly fourth-
order accurate and requires minimal computational overhead beyond second-order schemes
[10]. Chapters 2 and 3 give in-depth detail on the method.
1.3 Verification and Validation
In this work, detailed verification and validation is employed, and as such, it is necessary
define them in the context of CFD.
1.3.1 Verification
Verification is used in CFD to ensure computational accuracy and to test algorithm
integrity. Verification in this sense may be defined as:
The process of determining that a model’s implementation accurately represents the devel-
oper’s conceptual description of the model and the solution to the model [16].
Verification of a solver is commonly ascertained through the method of manufactured so-
lutions (MMS) [17–19], ensuring the solver is free from discretization errors, and supplying
an order of accuracy of the solution.
Complex problems may be verified through MMS, as demonstrated by Diskin et al. [20–
22], where different second-order schemes were tested extensively, as well the study on the
effects of irregular grids have on accuracy. The interior solution has generally been the
focus of MMS methodologies [23–28], however Folkner and Katz [29] performed a unique
investigation of this methodology on boundary conditions.
5Roache [17] describes a general MMS provides a general procedure for working with such
analytical solutions. The procedure is very simple. A continuum solution is constructed,
which in general will not satisfy the governing equations. An appropriate source term can
be determined to cancel any imbalance in the PDEs caused by the choice of the continuum
solution. The solution also defines the boundary conditions in all forms, be they Dirichlet,
Neumann or Robin. The chosen solution need not have a physical meaning since verification
(of codes or of calculations) is a purely mathematical exercise. But choosing a physically
realistic manufactured problem which has a closed form solution offers a useful advantage:
It exercises each term involved in the PDEs in a manner similar to that of a real problem
so that similar difficulties in the solution and error estimation processes will arise.
Once the manufactured solution has been constructed and the source terms determined
for the set of equations to be verified, code verification can take place on any grid in the
domain covered by the MMS. By verifying the code on increasing grid resolutions, we may
show that as grid resolution is increased, the solution becomes more accurate.
1.3.2 Validation
Validation of a solver must take place once verification has been performed. Validation
of an entire CFD code for all scenarios is not possible. Specific problems where previous data
exists may be tested. In validating a CFD code we aim to assess performance on specified
problems. One validates a model or simulation. Applying the code to flows beyond the
region of validity is therefore termed prediction. A more precise definition of validation in
this scenario is given as:
The process of determining the degree to which a model is an accurate representation of the
real world from the perspective of the intended uses of the model [16].
Validation examines if the conceptual models, computational models as implemented
into the CFD code, and computational simulation agree with real world observations. The
strategy is to identify and quantify error and uncertainty through comparison of simulation
6results with experimental data. The experiment data sets themselves will contain bias errors
and random errors which must be properly quantified and documented as part of the data
set. The accuracy required in the validation activities is dependent on the application, and
so, the validation should be flexible to allow various levels of accuracy.
1.4 Outline of Thesis
This thesis is organized into a multi-paper format, where each of the following chapters
corresponds to a paper that has either been published, or has been presented at a confer-
ence and been published as part of a conference proceedings. The paper references that
correspond to each chapter have been provided next to the chapter number.
The thesis is outlined as follows: Chapter 2 [30] details the verification and validation
for a two-dimensional flux correction solver for turbulent flows. Next, extensions to three-
dimensions are outlined in Chapter 3 [31]. Presented are a number of verification and
validation case studies. In Chapter 4 [32], where we investigate limiting techniques for
shock-turbulence interactions with the flux correction scheme on strand grids. A number of
validation cases are considered. In Chapter 5 [33], we extend the flux correction scheme to
use the Menter SST RANS turbulence model for turbulence closure, presenting verification
and validation of the scheme. Methods for complex geometry handling and improved strand
grid automation are investigated in Chapter 6 [34]. Finally, in Chapter 7, concluding
remarks are made, along with details of future directions for work.
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CHAPTER 2
VERIFICATION AND VALIDATION OF A HIGH-ORDER STRAND GRID METHOD
FOR TWO-DIMENSIONAL TURBULENT FLOWS
2.1 Abstract
In this paper, we construct a novel hybrid of two one-dimensional schemes in order
to leverage several advantages for solving two-dimensional turbulent flows. Building upon
previous work by the authors and others, we combine one-dimensional flux correction along
body surfaces along with high-order summation-by-parts finite differences normal to sur-
faces. A new semi-implicit multigrid solution method is presented that capitalizes on the
unique directional properties of each scheme, utilizing an explicit multigrid scheme along
the surface direction, and an implicit Gauss-Seidel scheme along the strand direction. Tur-
bulence closure is achieved with a robust version of the Spalart-Allmaras turbulence model
that accommodates negative values of the turbulence working variable. The hybrid scheme
exhibits fourth-order convergence using the method of manufactured solutions. Fundamen-
tal validation studies of the turbulent flux correction method are conducted in two dimen-
sions, using the NASA-Langley turbulence resource as a means for comparison. Results
are presented that demonstrate improvements in accuracy with minimal computational and
algorithmic overhead over traditional second-order algorithms.
2.2 Introduction
A present challenge in computational fluid dynamics (CFD) today is computing high-
fidelity solutions for high-Reynolds number turbulent flows over complex geometry. This
on-going challenge may be attributed to several sources. First, meshing tasks often require
a disproportionate amount of time to configure quality viscous meshes for complex config-
urations compared to computational time. Complex multi-body viscous meshes, such as
Co-Authors: Aaron Katz, Yushi Yanagita and Dalon Work.
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those employed for rotorcraft, can require days or weeks of set up time before the compu-
tational process even begins. A need for increased mesh automation is evident, otherwise
the percentage of time devoted to the meshing process will only increase relative to the
total computation time. Second, many CFD practitioners rely on the use of traditional nu-
merically diffuse second-order schemes, and thus observe limited accuracy on unstructured
meshes. High-order methods show potential to resolve this issue, however high-order meth-
ods for unstructured grids are generally not at a production level. Third, poor scalability
becomes an issue with ever-increasing mesh count for complex systems. Automating viscous
mesh generation, preserving spatial and temporal accuracy, and maintaining computational
efficiency are currently among the greatest research challenges in CFD today.
In this paper, we take the approach that a single scheme or method is unlikely to
address all these challenges simultaneously. Instead, we address these diverse challenges
through a carefully constructed hybrid scheme which leverages the automation of strand
grids, the efficiency of a high-order finite volume flux correction scheme, and the proven
stability properties of summation-by-parts methods near boundaries.
First, the strand approach has shown potential to alleviate certain meshing and scaling
difficulties [1–4], allowing the possibility of fully automatic volume grid generation while
providing a compact and scalable [5–8] mesh topology for self-satisfying overset domain con-
wall spacing
{
clipping index
pointing vector
surface mesh
1D node dist.
(a) strand grid components (b) strand/Cartesian grid for TRAM rotor
Fig. 2.1: Strand grid elements and example strand/Cartesian grid system for the TRAM
rotor.
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nectivity. Near solid bodies, the strand approach automatically provides a prismatic mesh
along “strands” emanating from pointing vectors determined from a surface tessellation in
order to resolve viscous boundary layers and other near-body effects, as shown in Figure
6.1(a). Away from solid bodies, adaptive Cartesian grids (not investigated specifically in
this work) resolve vortical shedding and wake features with efficient high-order algorithms,
shown in Figure 6.1(b).
Second, the flux correction (FC) finite volume methodology of Katz and Sankaran
[9,10] is incorporated in order to efficiently maintain high-order accuracy in the presence of
complex geometry. Previous work on turbulent flow simulations using the strand-Cartesian
methodology has focused on traditional second-order finite volume methodology [11]. While
this approach generally yields results that fall within the range of established codes and
experiments, in this paper we investigate the potential advantages of a high-order accurate
formulation for turbulent flows. The focus on high-order accuracy comes as a result of the
recent findings of Wissink et al. [12] which demonstrate that even highly accurate high-
order off-body solution methods can easily be spoiled by excessive near-body discretization
error. As is characteristic of the FC scheme, the present method requires no additional flux
quadrature or second derivatives in the solution reconstruction like quadratic finite volume
schemes [13–15]. The method is also extensible to multi-dimensions, although that is not
the focus of the present paper.
Third, summation-by-parts (SBP) operators, first introduced by Kreiss and Scher-
rer [16] and further investigated by many others [17–21], provide stability and robustness
near boundaries, while supporting high-order accuracy for smooth boundary layer-capturing
strand distributions.
While none of these individual methods is new to this paper, the strand-FC-SBP com-
bination represents a targeted approach that leverages the advantages of each method. In
addition to the spatial discretization, we extend the hybrid nature of the methodology to the
solution method, which uses a combination of explicit multigrid for FC terms and implicit
Gauss-Seidel for SBP terms along strands. As such, the method only requires diagonal
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block-Jacobians consisting of contributions from structured strand stencils, which are easily
obtained via the inherent grid structure. The resulting scheme displays fourth-order accu-
racy, compares favorably to established methods for turbulent flows, and requires minimal
computational overhead beyond second-order schemes.
The paper is outlined as follows: First, we briefly review the high-order strand grid
discretization scheme of Katz and Work [22], focusing on extensions and modifications
for turbulent flows in two dimensions. Next, we introduce a new semi-implicit multigrid
procedure used to solve the discretization in the presence of high aspect ratio grids needed
for turbulent flows. We then present case studies and results which highlight the advantages
of the high-order method. Finally we conclude and discuss potential future work.
2.3 High-Order Hybrid Discretization
In this work, we solve the compressible Reynolds-Averaged Navier-Stokes (RANS)
equations in two-dimensions. The “negative” Spalart-Allmaras model [23], which admits
negative values of the turbulence working variable for robustness is used to achieve turbu-
lence closure. The combined RANS-SA equations are expressed as
∂Q
∂t
+
∂Fj
∂xj
− ∂F
v
j
∂xj
= S, (2.1)
where the vectors of conserved variables, Q, inviscid fluxes, Fj = (F,G), and viscous fluxes,
F vj = (F
v, Gv), are defined as
Q =

ρ
ρui
ρe
ρν˜

, Fj =

ρuj
ρuiuj + pδij
ρhuj
ρν˜uj

, F vj =

0
σij
σijui − qj
η
σ
∂ν˜
∂xj

, S =

0
0
0
P −D + Cb2ρ ∂ν˜∂xk ∂ν˜∂xk

.
(2.2)
The turbulent source term for the SA model consists of a production term, P, and a
destruction term, D. Here, ρ is the density, uj is the jth component of the fluid velocity, p is
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the pressure, e is the total energy per unit mass, h ≡ e+ p/ρ is the total enthalpy per unit
mass, ν˜ is the turbulence working variable, σij is the deviatoric stress tensor, qj is the j
th
component of the heat flux vector, and ησ is the turbulent diffusion coefficient. The stress
tensor is defined as
σij = 2(µ+ µT )
(
Sij − 1
3
∂uk
∂xk
δij
)
, (2.3)
where µ is the dynamic viscosity, µT is the turbulent viscosity, and Sij is the rate of strain
tensor, defined as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.4)
The heat flux vector is obtained with Fourier’s Law, and defined as
qj = −Cp
(
µ
Pr
+
µT
PrT
)
∂T
∂xj
, (2.5)
where T is temperature, Cp is the specific heat, Pr is the Prandtl number, and PrT is the
turbulent Prandtl number. In addition, Sutherland’s Law is utilized to relate viscosity and
temperature, and the ideal gas equation of state is used.
The “negative” SA model is designed to use the standard SA model when the turbulent
working variable, ν˜ is positive, and add modifications to the standard model when the
turbulent working variable is negative. The details of the standard SA model, including the
well-known definitions of the production and destruction terms, may be found in the original
work by Spalart and Allmaras [24]. Modifications to the model to accommodate negative
values of the turbulence working variable have been recently suggested by Allmaras [23],
and are employed in this work. Negative values of ν˜ are potentially encountered on under-
resolved grids, and at the edge of boundary layers and wakes.
We now explain the grid topology constructed to solve the RANS equations. Strand
grids consisting of an unstructured surface tessellation are extruded along straight lines
(strands) away from solid bodies in the physical domain and are locally mapped to a uniform
computational domain, as shown in Figure 5.2. The surface itself, lying in the s-direction,
is described by high-order one-dimensional “surface-elements,” which are shown as the bold
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surface-element
sub-element
Fig. 2.2: Two-dimensional mapping of strand stack from physical space to computational
space.
line in the figure. Quartic surface-elements are used for all applications in this work, and
are curved to smoothly capture geometry [25, 26]. Each high-order surface-element is sub-
divided equally into a number of “sub-elements,” which for purposes of a finite volume flux
balance, may be considered as linear line segments. To demonstrate this, a singular surface-
element has been highlighted with a red box in Figure 5.2, and its mapping to computational
space shown. A smoothly stretched distribution of nodes along each strand in the physical
space is mapped to an equally spaced distribution in the η-direction in the computational
space, where η ∈ (0, 1). In the computational space, the strand spacing is ∆η = 1/(N − 1),
where j = 1, · · · , N is the strand node numbering beginning with the node on the surface.
The combination of smoothly stretched strand distributions, high-order surface-elements,
and linear sub-elements, enable a novel discretization strategy, discussed below.
Upon transformation to the computational space, Equation 5.1 in two dimensions be-
comes
∂Qˆ
∂t
+
∂Fˆ
∂s
+
∂Gˆ
∂η
− ∂Fˆ
v
∂s
− ∂Gˆ
v
∂η
= Sˆ, (2.6)
Qˆ ≡ JQ, Sˆ ≡ JS,
Fˆ ≡ J (sxF + syG) , Fˆ v ≡ J (sxF v + syGv) ,
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Gˆ ≡ J (ηxF + ηyG) , Gˆv ≡ J (ηxF v + ηyGv) ,sx ηx
sy ηy
 = 1
J
 yη −ys
−xη xs
 ,
J = xsyη − ysxη.
Here, J is the Jacobian of the transformation, and (Fˆ , Gˆ) and (Fˆ v, Gˆv) are the transformed
inviscid and viscous fluxes, where partial differentiation is denoted with a subscript (e.g.
∂x/∂s = xs).
The unique aspect of the present scheme is the novel manner in which the discretization
is carried out and solved in the s- and η-directions independently to obtain high-order
accuracy. The general strategy is to perform a high-order finite-volume flux balance in
the s-direction, known as “flux correction,” and to use high-order finite-differences and
penalties based on SBP operators in the η-direction. In previous work [22] it was shown
that treating the η-derivatives in Equation 5.8 with a particular source term discretization
preserves the accuracy of the flux correction procedure in the s-direction. Applying this
idea in the present context, the η-derivatives and physical time derivative are moved to the
right-hand side and treated as source terms:
∂Qˆ
∂τ
+
∂Fˆ
∂s
− ∂Fˆ
v
∂s
= S˜, S˜ ≡ Sˆ − ∂Qˆ
∂t
− ∂Gˆ
∂η
+
∂Gˆv
∂η
. (2.7)
Note that a pseudo-time derivative is added on the left-hand side of Equation 5.9 to facilitate
the time-marching solution procedure to be described later.
Examining Equation 5.9, we now must solve a series of one-dimensional conservation
laws in the s-direction with a source term. In order to accomplish this, we borrow directly
from the FC methodology of Katz and Sankaran [9], which constructs numerical fluxes at
node i of a given surface-element as
∂Fˆ
∂s
≈ 1
∆s
(
Fˆi+ 1
2
− Fˆi− 1
2
)
, Fˆi+ 1
2
=
1
2
(
FˆL + FˆR
)
− 1
2
∣∣∣Aˆ∣∣∣ (QR −QL) , (2.8)
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where left and right fluxes and states are defined as
FˆL = Fˆi +
1
2
∆sFˆ hs,i, FˆR = Fˆi+1 −
1
2
∆sFˆ hs,i+1,
QL = Qi +
1
2
∆sQhs,i, QR = Qi+1 −
1
2
∆sQhs,i+1. (2.9)
Here, Fˆ hs and Q
h
s are numerical approximations to the flux and solution derivatives in the s-
direction, respectively, ∆s is the (uniform) spacing of s of sub-elements in the computational
domain, and
∣∣∣Aˆ∣∣∣ is the flux Jacobian computed via the method of Roe [27]. Note that the
FC methodology requires direct reconstruction of the non-linear flux, Fˆ .
The above numerical fluxes operate on linear sub-elements to form a finite-volume flux
balance at each node. The high-order surface-elements enter into the formulation in the
construction of the derivative approximations for Fˆ hs and Q
h
s which, according to Katz
and Sankaran [9], must be computed to second-order or better. These approximations are
formed by considering a finite element-like interpolation of Fˆ and Q in each element, which
for Q is
Qh(s) =
∑
m
lm(s)Qm, (2.10)
where lm(s) is the Lagrange polynomial at the m
th node in a given high-order surface-
element. The approximate gradient, Qhs , is then
Qhs =
∑
m
∂lm(s)
∂s
Qm.
At nodes shared by adjacent surface-elements, the derivative approximations are averaged
to achieve improved stencil centering. The computation of the flux derivative, Fˆ hs , proceeds
in the same way.
Recently, Pincock and Katz [10] extended the original FC scheme to include the viscous
terms in the Navier-Stokes equations by simply not averaging gradients that appear in the
viscous fluxes. Additionally, no artificial dissipation term is added to the numerical viscous
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flux. In this manner, the viscous flux derivative is approximated with
∂Fˆ v
∂s
≈ 1
∆s
(
Fˆ v
i+ 1
2
− Fˆ v
i− 1
2
)
, Fˆ v
i+ 1
2
=
1
2
(
Fˆ vL + Fˆ
v
R
)
where left and right viscous fluxes are defined as
Fˆ vL = Fˆ
v
i +
1
2
∆sFˆ vhs,i , Fˆ
v
R = Fˆ
v
i+1 −
1
2
∆sFˆ vhs,i+1.
Again, no averaging between adjacent elements is required for the viscous flux derivatives,
nor where gradients of Q are needed to form the viscous fluxes themselves.
By treating the flux derivatives in the s-direction in the above manner, we expect
to obtain at least third-order discretization accuracy. However, this will only be true if
each term in S˜ in Equation 5.9 is likewise computed to at least second-order accuracy in
terms of the truncation error. Examining equation 5.9, S˜ contains η-derivatives of the flux,
which can be computed to high-order accuracy via the now standard SBP/SAT-treatment
[16–19,28–30]. In this work, we utilize specific operators for the first- and second-derivatives
from Fernandez and Zingg [21] and Mattsson [20]. The η-derivatives of the flux in S˜ are
expressed as
∂Gˆ
∂η
≈ DηGˆ, ∂Gˆ
v
∂η
≈ Dη (BsQvs) +D2η (Bη)Qv.
Here, Dη and D2η are discrete first- and second-derivative operators designed for stability
in the energy norm, and are coupled with consistent penalty boundary conditions at the
endpoints of the strands. Note that the viscous flux is first decomposed as Gˆv = BsQvs +
BηQvη, where the B matrices contain non-constant coefficients (eg. viscosity), and Q
v =
(u, v, T ) consists of quantities appearing as derivatives in the viscous flux. The mixed-
derivative is treated with the conventionalDη operator, while the pure η-derivative is treated
with the special D2η operator for the second-derivative with variable coefficients. Further
details of D2η may be found in the work by Mattsson [20].
At this point, we wish to highlight the eclectic nature of the spatial discretization
scheme just described. We borrow pieces from finite volume (FC), finite element (gradient
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approximations), and finite difference (SBP) methodology to create an approach that hope-
fully contains the advantages of each, including complex geometry handling, high-order
accuracy, stability, and simplicity of implementation. We implement all these methods
within a strand grid approach to take advantage of automatic mesh generation and scalable
infrastructures.
2.4 Semi-Implicit Multigrid Solution Method
In this section, we extend our eclectic approach to the solution method of Equation
5.9. One advantage of the flux correction scheme is that it is based upon finite volume
methodology, for which numerous mature solution techniques already exist. While the
related method of Katz and Work [22] was limited to explicit solution techniques appropriate
for inviscid and laminar flows, it is unlikely that such techniques are optimal in the present
context for turbulent flows which require very high aspect ratio cells. In this work we
seek to take advantage of the best qualities of several solution techniques to achieve optimal
efficiency in terms of memory and computation time for such flows. Specifically, we combine
a non-linear LUSGS [31–33] implicit scheme in the strand direction with an explicit Runge-
Kutta method [34] in each unstructured layer of the strand grid. The entire procedure
is wrapped in an FAS multigrid algorithm [35]. In this way, stiffness due to high aspect
ratio cells needed for turbulent boundary layers is relieved via the implicit scheme, while
maintaining simplicity, robustness, and scalability in the more isotropic unstructured layers
of the grid via the Runge-Kutta algorithm and multigrid.
The solution algorithm proceeds by considering the contributions to the residual at
surface index i and strand index j, expressed as,
Ri,j = Ri,j(Q∈i, Q∈j), (2.11)
where Q∈i represents contributions from nodes in the s-direction at level j, and Q∈j repre-
sents contributions from nodes along the strand passing through node i. Following a non-
linear LUSGS procedure along strands, contributions from layers above and below layer j
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are treated implicitly in a Gauss-Seidel procedure. Sweeps are performed by advancing each
layer in the strand grid up and down, using the latest available data on the right hand side,
and maintaining left-hand side contributions from the currently layer only. The result is a
block diagonal equation, each line of which reads,
Di,j(Q
k+1 −Qk) +Ri,j(Qk∈i, Q∗∈j) = 0. (2.12)
Note that the nodes in the current layer are treated explicitly at the current pseudo-time
station, k, while the layers above and below the current layer are treated at the latest avail-
able station, ∗. The block diagonal consists of Jacobian terms of a lower order discretization
taken with respect to the current layer nodes only, while contributions from nodes in ad-
jacent layers are promoted to high-order and moved to the right-hand side in the form of
residual evaluations. The resulting block diagonal at each node is,
Di,j =
1
2
(|Bi,j−1/2|+ |Bi,j+1/2|)+ ∂∂Qi,j (D2η (Bη)Qp) , (2.13)
where B = ∂Gˆ/∂Q is the Jacobian of the inviscid flux in the strand direction, and D2η
is the SBP operator for the second derivative of the viscous variables, Qv = (u, v, T ),
with variable coefficient matrix, Bη, representing the discretization of the viscous fluxes.
Extensive numerical experiments have shown that it is sufficient to treat the inviscid fluxes
in the strand direction with first-order accuracy for obtaining the contributions to the block
diagonal, while the viscous contributions are maintained high-order. Note that mixed-
derivative viscous terms are not included on the left-hand side.
To avoid the need for complex and expensive linearization in each unstructured s-line,
an explicit Runge-Kutta algorithm is used. While the pseudo-time step size is limited by
the use of the explicit scheme, the limitation is based solely upon grid spacing in each
unstructured line. Because the grid spacing in each unstructured line in relatively isotropic
compared with the highly stretched spacing along strands, the procedure remains quite
efficient for cases tested so far. Following a standard ns-stage Runge-Kutta scheme of
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Jameson, updates in each layer of the strand grid may be computed with,
Vi,j
Qk+1,m −Qk
αm∆τ
+Di,j(Q
k+1,m −Qk) +Ri,j(Qk+1,m−1∈i , Q∗∈j) = 0, (2.14)
leading to a block diagonal equation at each node of the form,
[
Vi,j
αm∆τ
I +Di,j
]
(Qk+1,m −Qk) = −Ri,j(Qk+1,m−1∈i , Q∗∈j), (2.15)
Here, k is the pseudo-time counter, m is the stage counter, αm is the Runge-Kutta coefficient
for stage m, and Vi,j = ∆sJi,j is the “volume” associated with node i, j. Before the updates
are applied, they are smoothed with an implicit residual smoothing operation [36]. The
residuals are smoothed in the s-direction with approximately two Jacobi iterations. Once
the k + 1 station has been computed in layer j using a Runge-Kutta step, the j + 1 layer
is updated, followed by j + 2, all the way up the strand grid, and back down again. The
residual in each layer is computed using the latest available data from layers above and
below.
In this work, we use the surface-element data structure to form coarse levels for multi-
grid. This alleviates the need for agglomeration procedures and results in coarse surface-
elements that are perfectly nested. This simplifies the code and allows for optimal reuse of
subroutines for coarse and fine levels. Additionally, it facilitates discretization of the viscous
terms on coarse levels. Using fourth order elements, we typically form two coarse levels -
the first with quadratic elements, and the second with linear elements. This results in ideal
coarsening on each level. The multigrid algorithm provides good convergence acceleration
for the cases tested in this work.
Once coarse levels are obtained, restriction and prolongation operations are performed
by interpolating solutions, residuals, and corrections using Lagrange basis polynomials over
each element. Such an element representation is already available to us because we use a
Lagrange basis to compute flux and solution gradients, as described in Equation 2.10. This
allows for more accurate transfer operations than conventional agglomeration procedures,
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which often rely on low-order averaging or injection [37]. Multigrid forcing terms, formed
from the difference of the coarse level residual and agglomerated fine level residuals are
added on coarse levels in the standard fashion.
2.5 Results
The ability of the strand-FC-SBP method to accurately compute two-dimensional high
Reynolds number turbulent flows with strand grids is investigated in this section. Here,
we examine fundamental cases for verification and validation purposes, with extensive use
of the NASA-Langley turbulence modeling resource [38]. All cases examined use strand
grids only. Cases requiring an off-body overset Cartesian mesh are left as future work.
Two independent compressible CFD codes are used to aid validation: CFL3D and FUN3D.
When available, experimental data is also used for comparison.
2.5.1 Verification Studies with the Method of Manufactured Solutions
First, to ensure that algorithmic and/or coding errors in the flux correction solver are
minimized, fundamental grid refinement studies are employed. Verification is performed
using the method of manufactured solutions [39, 40]. Five meshes of increasing refinement
are constructed for the grid refinement procedure. The meshes contain 2,080 nodes, 8,256
nodes, 32,896 nodes, 131,328 nodes and 524,800 nodes on a square shape, placed irregularly
along the bottom of the square, as shown in Figure 2.3(a). Nodes along strands are dis-
tributed with a hyperbolic tangent stretching function to simulate a boundary layer mesh.
The manufactured solution is chosen based on smooth trigonometric functions similar to
previous work [41], which varies by approximately 10% in amplitude over the domain with
respect to reference values. Reference values are chosen to correspond roughly to physically
meaningful values of density, pressure, velocity, and ν˜. The manufactured solution for ν˜ is
shown in Figure 2.3(b).
Three flow cases are examined: inviscid dominated, viscous dominated, and mixed
inviscid-viscous (including turbulent source terms) at Re = 100, 000. These flow condi-
tions in turn are examined at three different solution orders: (2,2), (3,3) and (3,4). Here,
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Table 2.1: Order of accuracy of inviscid terms using (2,2), (3,3) and (3,4) schemes (x-
momentum error).
Scheme (2,2) Scheme (3,3) Scheme (3,4)
Mesh Nodes Error Order Error Order Error Order
2080 1.41e-6 - 1.33e-7 - 3.46e-8 -
8256 3.12e-7 2.135 1.59e-8 3.175 3.27e-9 3.354
32896 6.70e-8 2.827 1.85e-9 3.547 2.51e-10 4.157
131328 1.59e-8 1.872 2.35e-10 3.184 1.94e-11 4.124
524800 3.25e-9 2.095 2.42e-11 3.616 1.08e-12 4.253
Table 2.2: Order of accuracy of viscous terms using (2,2), (3,3) and (3,4) schemes (x-
momentum error).
Scheme (2,2) Scheme (3,3) Scheme (3,4)
Mesh Nodes Error Order Error Order Error Order
2080 8.79e-7 - 2.00e-8 - 5.65e-9 -
8256 1.19e-7 2.933 1.38e-9 3.925 2.31e-10 4.688
32896 1.60e-8 2.914 6.85e-11 4.371 7.95e-12 4.903
131328 2.01e-9 3.010 1.61e-12 5.432 1.32e-13 5.935
524800 2.65e-10 2.926 6.83e-14 4.571 1.14e-14 6.884
Table 2.3: Order of accuracy of inviscid and viscous terms combined (Re = 100, 000) using
(2,2), (3,3) and (3,4) schemes (x-momentum error).
Scheme (2,2) Scheme (3,3) Scheme (3,4)
Mesh Nodes Error Order Error Order Error Order
2080 3.05e-6 - 6.15e-7 - 1.69e-7 -
8256 6.84e-7 2.195 7.05e-8 3.176 1.72e-8 3.354
32896 1.65e-7 2.068 6.15e-9 3.548 9.89e-10 4.158
131328 4.11e-8 2.013 6.83e-10 3.185 5.74e-11 4.125
524800 1.06e-8 1.961 5.57e-11 3.623 2.94e-12 4.292
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(a) 76x32 grid (b) Manufactured solution, ν˜ (x,y).
Fig. 2.3: Grid and manufactured solution used for grid refinement study.
order (p,q) refers to a pth-order unstructured discretization (s-direction) and a qth-order
strand discretization (η-direction). For p = 3, the full flux correction algorithm is used,
while for p = 2, the flux gradient correction terms are omitted, reverting to a conven-
tional finite volume scheme. Additionally, we test schemes with q = 2, 3, 4. The results of
the grid refinement studies for the inviscid dominated, viscous dominated, and combined
Re = 100, 000 cases are shown in Figure 5.4 and reported in Tables 2.1-2.3. In the figures,
the characteristic cell size, h, is defined as the inverse of number of cells per strand. All
solutions are converged to machine zero. Shown clearly in Figure 5.4, the schemes (3,3) and
(3,4) deliver between third- and fourth-order accuracy. The scheme (2,2) generally delivers
second-order accuracy. While the flux correction scheme is formally third-order, it should
be noted that most of the time the scheme (3,4) yields near fourth-order accuracy. This
can be attributed to the high-order η-derivatives employed in the interior. Consistent with
results from previous work [10, 22], scheme (3,4) produces a lower error than scheme (3,3)
due to the higher order derivative approximations in the η-direction. It is interesting to
note the improved accuracy using scheme (3,4) for the pure viscous case. Also of interest is
the ability of the algorithm to achieve near fourth-order accuracy with the SA turbulence
model. This is a consequence of the fully-coupled treatment of the SA model as opposed to
the common segregated approach. Additionally, the negative-SA modifications allow us to
run the model fully high-order instead of the common approach of reducing the model to
26
100 300 500 700 900
1/h
10-4
10-6
10-8
10-10
10-12R
M
S
 E
rr
o
r 
(x
-m
o
m
e
n
tu
m
)
4
2
scheme (2,2)
scheme (3,3)
scheme (3,4)
(a) Inviscid Error
100 300 500 700 900
1/h
10-4
10-6
10-8
10-10
10-12
10-14R
M
S
 E
rr
o
r 
(x
-m
o
m
e
n
tu
m
)
4
2
scheme (2,2)
scheme (3,3)
scheme (3,4)
(b) Viscous Error
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(c) Combined Error with Source Terms
Fig. 2.4: Error convergence at various flow regimes using the method of manufactured
solutions with schemes (2,2), (3,3), and (3,4)
first-order.
2.5.2 Zero Pressure Gradient Flat Plate
With the implementation of the SA turbulence model verified through MMS, validation
of the solver is now performed. The first case we examine is a zero pressure gradient flat
plate at M = 0.2 and Re = 5×106, based on a plate of length unity. Grids from the NASA-
Langley turbulence modeling resource are used. However, sub-elements are generated within
each parent fourth-order element, thus giving more nodes along the surface then the original
grids provide. A grid size of 341 × 49 is used (originally 69 × 49 grid), shown in Figure
5.6(a). The plate leading edge begins at x = 0 and extends for a length of 2. A short inviscid
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wall entry way beginning at x = −0.33 is provided to allow for proper inflow conditions.
Stagnation temperature and pressure are specified at the inflow, and static pressure is
specified at the outflow. Details of the exact boundary conditions and case set-up may be
found on NASA-Langley turbulence resource website [38].
The turbulent viscosity field for this case is shown in Figure 2.6(b), which has been
scaled by a factor of 40 vertically to facilitate visualization. Stream-wise velocity and
turbulent viscosity profiles are shown for two locations downstream on the plate, and are
over-plotted with FUN3D and CFL3D results in Figure 5.8. Good agreement is obtained,
even for the 341 × 49 grid, approximately 13 times coarser than the grid (545 × 385) used
in the FUN3D and CFL3D results. It should be noted that even the coarsest grid available
with quartic elements computed matching normalized velocity and normalized turbulent
eddy-viscosity profiles.
It is evident from the figure that the strand FC-SBP solver requires significantly fewer
cells to produce a Cd value that both FUN3D and CFL3D achieve with considerably finer
meshes. The computed drag coefficient, which is entirely due to skin friction for this case,
is shown in Table 5.2 for the 341× 49 grid, along with FUN3D and CFL3D results for the
same grid. The drag coefficient falls within the range predicted by the established codes.
(a) 341x49 grid (b) Contours of µt/µ∞
Fig. 2.5: Grid and normalized turbulent eddy-viscosity contours for flow over a flat plate
at M = 0.2 and Re = 5× 106.
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(b) Normalized turbulent eddy-viscosity profile
Fig. 2.6: Comparison of normalized stream-wise velocity and normalized turbulent eddy-
viscosity profiles for flow over a flat plate at M = 0.2 and Re = 5× 106.
2.5.3 Bump-in-Channel
Further validation is performed for turbulent flux correction by way of a bump-in-
channel case. This case is conducted at a Mach number of M = 0.2, at a Reynolds number
of Re = 3 × 106 based on a grid length of unity. The body reference length is 1.5 units,
where the lower wall is a viscous-wall bump extending from x = 0 to 1.5. The maximum
bump height is y = 0.05. The upstream and downstream farfield extends 25 units from the
viscous-wall, with symmetry boundary conditions imposed on the lower wall between the
farfield and the solid wall. The upper boundary at y = 5.0 is set to an inviscid plane. A
further description and layout of the case may be found on the NASA-Langley turbulence
website [38].
Fourth-order elements are used to create a grid with 705× 96 nodes, shown in Figure
5.10(a), and close up in Figure 5.10(b). Figures 5.10(b) and 5.10(c) are scaled by a factor
Table 2.4: Comparison of computed drag coefficients for flow over a flat plate at M = 0.2
and Re = 5× 106.
Solver Cd
Strand FC 2.85836E-3
FUN3D (quads) 2.85246E-3
FUN3D (triangles) 2.84067E-3
CFL3D 2.85986E-3
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of 15 vertically to facilitate visualization. To avoid internal corner issues over the bump,
strands are fixed vertically to avoid crossings. Stagnation temperature and pressure are
specified at the inflow, and static pressure is specified at the outflow. The turbulent viscosity
field for this case is shown in Figure 5.10(c).
Stream-wise velocity and turbulent viscosity profiles are shown for two locations down-
stream on the bump, and are over-plotted with FUN3D and CFL3D results in Figure 5.11.
Good agreement is obtained for all profiles, even for the 705 × 96 grid, which is approxi-
mately 13.5 times more coarse than the FUN3D and CFL3D results shown in the figure.
In Figure 5.13, a plot of the surface coefficient of pressure and friction along the bump is
shown, and is over plotted with CFL3D and FUN3D results. The computed drag coefficient
is shown in Table 5.3. The drag coefficient falls within the range predicted by the estab-
lished codes. Drag prediction shows good agreement, despite containing skewed high-aspect
ratio cells over the critical areas of the bump.
2.5.4 NACA 0012 Airfoil
While the previous cases provide good initial test beds for smooth geometry, ultimately,
strand grids must be able to compute high Reynolds number turbulent flows over geometry
containing sharp corners. The final case presented provides the challenge of accurately
computing flow in the presence of a sharp corner at the trailing edge of a NACA 0012
airfoil. The case consists of flow at M = 0.15 and Re = 6× 106 at various angles of attack.
The grid used is shown in Figure 4.9, with a close up in Figure 2.10(b). The surface mesh
consists of 1024 nodes around the airfoil, and 256 nodes along each strand, which extend
for 10 chords, resulting in a volume mesh with a total of 262,144 nodes.
Table 2.5: Comparison of computed drag coefficients for flow through a bump-in-channel
at M = 0.2 and Re = 3× 106.
Solver Cd
Strand FC 3.58300E-3
FUN3D 3.56106E-3
CFL3D 3.57238E-3
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(a) 705x96 grid
(b) 705x96 grid close-up (c) Contours of µt/µ0
Fig. 2.7: Grid and turbulent viscosity contours for flow through a bump-in-channel at
M = 0.2 and Re = 3× 106.
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Fig. 2.8: Comparison of stream-wise velocity and turbulent viscosity profiles for flow through
a bump-in-channel at M = 0.2 and Re = 3× 106.
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(a) Surface coefficient of pressure.
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Fig. 2.9: Bump-in-channel surface coefficient of pressure and friction.
(a) NACA 0012 strand grid. (b) NACA 0012 strand grid close-up.
Fig. 2.10: Grid system for flow over a NACA 0012 airfoil.
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(c) α = 15o
Fig. 2.11: Pressure coefficient for flow over a NACA 0012 airfoil at M = 0.15 and Re =
6× 106 at various angles of attack.
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Fig. 2.12: Cl vs. α and Cl vs. Cd compared to experiment for flow over a NACA 0012
airfoil at M = 0.15 and Re = 6× 106.
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The surface pressure coefficients for α = 0o, 10o, 15o are shown in Figure 4.11(a) and
compared with the experimental data of Gregory and O’Reilly [42]. The Gregory data is
actually taken at Re = 3 × 106, not Re = 6 × 106, but little change in pressure and lift is
observed between the two Reynolds numbers. Excellent agreement is shown with the flux
correction method for all instances observed. Both the FUN3D and CFL3D solver use a
very fine two-dimensional C-grid, totaling 274,329 nodes. In contrast, the two-dimensional
grid used for this problem does not make specific refinements for the wake.
The calculated lift and drag from the case generally falls within range of the data
provided from the NASA Langley turbulence resource [38], and to the experimental data
of Ladson [43], as shown in Figure 2.12 and Table 4.2. However, larger discrepancies in
the drag than in the lift are observed. A likely reason for the discrepancy is the lack of an
off-body wake-refining Cartesian grid, which has been shown to provide enhanced accuracy
at sharp corners [44]. Future work will focus on finding optimal methods of coupling strand
and Cartesian grids for these types of geometries and flow features.
2.6 Conclusions and Future Work
A novel high-order algorithm for strand grids has been presented for two-dimensional
turbulent high-Reynolds number flows. The method utilizes a combination of flux correc-
tion in the unstructured direction and summation-by-parts finite differences in the strand
direction to achieve high-order accuracy. The flux correction method works by cancel-
ing low-order truncation errors with accurate flux and solution gradients. By treating the
high-order flux derivatives in the strand direction as a source term, it is possible to re-
tain the error cancellation of the flux correction method. The scheme does not require
Table 2.6: Comparison of computed lift and drag coefficients for flow over a NACA 0012
airfoil at M = 0.15, α = 15o Re = 6× 106.
Solver Cd Cl
Strand FC 3.57122E-3 1.6127
FUN3D 3.56106E-3 1.5547
CFL3D 3.57238E-3 1.5461
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high-order quadrature or second-derivative information, except in the case of source terms,
which are computed locally within surface-elements. The Reynolds-Averaged Navier-Stokes
equations with the Spalart-Allmaras turbulence model were employed within the flux cor-
rection methodology as a fully coupled system of equations. Near fourth-order accuracy
was observed for all solution variables, including the turbulent working variable.
When applied to two-dimensional high-Reynolds number turbulent flow over a flat
plate with zero pressure gradient, the flux correction method accurately predicted drag,
even on coarse meshes with significant stretching. Profiles of velocity and normalized eddy
viscosity were also accurately predicted. A simple grid refinement study comparing drag
against the number of cells used shows the flux correction solver requires significantly fewer
cells to produce a coefficient of drag within the range of the FUN3D and CFL3D codes.
When applied to high Reynolds number turbulent flow over a bump-in-channel, the high-
order strand scheme produces accurate velocity and eddy viscosity profiles, even on a mesh
with significant stretching and a high level of grid-skewness around the critical area of the
bump. When applied to high Reynolds number turbulent flow over a NACA 0012 airfoil at
various angles of attack, the flux correction method showed accurate coefficient of pressure
prediction. Small discrepancies were observed in the coefficient of drag. This would likely be
resolved by the use of a high-order adaptive off-body Cartesian mesh, as shown previously
by Work et al. [44].
The performance of strand-based schemes in the presence of non-smooth surface mesh
features, such as corners and ridges, is an on-going research issue requiring further inves-
tigation. Previous studies using second-order schemes have indicated sensitivity of strand
grid solutions to these features [44]. These studies need to be repeated with the present
high-order scheme to investigate any similar sensitivity. Moreover, as the ultimate goal of
the strand grid method is to enable fully automatic viscous quality mesh generation for
arbitrary geometry, these studies need to be carried out in three dimensions, for which the
challenges become more acute. Nonetheless, the present study represents an important and
encouraging step in this direction. Furthermore, optimal methods of coupling to off-body
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Cartesian grids need to be devised to handle these features. Other future efforts will focus
on extending the flux correction method to other turbulence models such as the Menter
SST k-ω model.
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CHAPTER 3
HIGH-ORDER METHODS FOR TURBULENT FLOWS ON THREE-DIMENSIONAL
STRAND GRIDS
3.1 Abstract
In this paper, we formulate a high-order flux correction method for three-dimensional
laminar and turbulent flows on strand grids. Building on previous work, we treat flux
derivatives along strands with high-order summation-by-parts operators and penalty-based
boundary conditions. Where turbulence modeling is required, a robust version of the
Spalart-Allmaras model is employed that accommodates negative values of the turbulence
working variable. Fundamental verification and validation studies are considered, which
demonstrate the flux correction method achieves high-order accuracy for both laminar and
turbulent flows. The high-order flux correction requires only 30% more walltime to converge
when compared to a second-order scheme.
3.2 Introduction
Computing high-fidelity solutions for unsteady high-Reynolds number viscous flows
over complex geometry presents one the of the greatest challenges for computational fluid
dynamics (CFD) today. First, geometry handling and meshing can require even experts to
spend days or weeks before the computation even begins. Without increasing mesh automa-
tion, the percentage of time devoted to mesh generation using current practices will continue
to increase relative to total simulation time. Second, the use of traditional second-order
schemes on unstructured grid configurations often results in accuracy limitations evident
once the computation is complete. Though high-order methods have seen an increasing
level of research in recent years, numerically diffuse second-order methods are still in use
by the vast majority of CFD practitioners. By in large, high-order accurate methods for
Co-Authors: Aaron Katz, Yushi Yanagita, Alex Casey and Robert Schaap.
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unstructured grids are not yet at production level. Finally, poor scalability becomes a seri-
ous issue with ever-increasing mesh sizes required by complex systems. Automating viscous
mesh generation, preserving spatial and temporal accuracy, and maintaining computational
efficiency via scalability are currently among the greatest research challenges in CFD today.
The strand-Cartesian approach has shown great potential to alleviate many of these
difficulties [1–4]. Strand and Cartesian grids allow the possibility of fully automatic volume
grid generation while enhancing scalability and the potential for high-order accuracy. Near
solid bodies, the strand approach automatically creates a prismatic mesh along “strands”
emanating from pointing vectors determined from a surface tessellation in order to resolve
viscous boundary layers and other near-body effects, as shown in Figure 6.1(a). Away from
solid bodies, adaptive Cartesian grids resolve vortical shedding and wake features with
efficient high-order algorithms, shown in Figure 6.1(b). Due to the robust and automatic
nature of the strand-Cartesian grid generation process, the technique is easily extensible
to moving-body problems for which the grid can readily be regenerated at each time step.
Strand and Cartesian grids communicate through implicit overset interpolation [5–7], which
is facilitated by the compact grid representation of the strand-Cartesian mesh system. A
typical three-dimensional strand-Cartesian grid system may be stored on each processor in
a parallel computation, allowing for self-satisfying domain connectivity [1] and reducing the
percentage of time needed for intergrid communication [8].
The primary goal of this work is to demonstrate improved near-body accuracy and
efficiency for turbulent flows through high-order flux correction methods in three dimen-
sions. We focus on the near-body strand region because even advanced off-body high-order
solution techniques may become ineffective if excessive near-body discretization error causes
non-physical diffusion of vortical flow features, as shown in recent work by Wissink et al. [9].
While high-order wake-capturing in the off-body is critical for capturing vortex-body in-
teractions, near-body accuracy is critical to properly capturing the initial generation of
these structures from the surface and to obtaining meaningful body force computations,
especially drag. Thus, in this work, we focus only on the flux correction method for strand
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Fig. 3.1: Strand grid elements and example strand/Cartesian grid system for the TRAM
rotor.
grids. Coupling with an off-set Cartesian grid is an eventual goal and is not addressed in
this work. Figure 6.1(b) shows an example of the goal we are currently working towards.
The high-order flux correction method, a novel method of obtaining third- and fourth-
order accuracy on strand grids, was recently investigated by Work and Katz [10] and Tong et
al. [11], building upon previous encouraging results [12,13] designed to address these issues.
The high-order strand method involves correction of the flux in the unstructured plane,
combined with stable summation-by-parts (SBP) operators [14–18] implemented as source
terms to approximate flux derivatives along strands. We impose boundary conditions weakly
through simultaneous approximation terms (SAT) [19] added as penalties at boundaries,
both as part of the SBP operator along strands [20,21] as well as the flux correction operator
in the unstructured plane, consistent with a stable finite volume scheme [22]. Unlike most
high-order methods under investigation today, the flux correction method uses a node-
centered finite volume method as a starting point to which truncation error-canceling terms
are added to increase accuracy. The method requires no additional flux quadrature or
second derivatives in the solution reconstruction like quadratic finite volume schemes [23–
25]. Recent studies indicate the resulting scheme requires minimal computational overhead
beyond second-order schemes [10]. This paper aims to extend our previous work to three-
dimensional turbulent flows in order to take an important step toward practical application.
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The paper is outlined as follows: First, we provide details of the high-order strand
grid discretization scheme, including turbulent flux correction and high-order summation-
by-parts operators for first derivatives and second derivatives with variable coefficients.
Next, we present results for three-dimensional cases involving the method of manufactured
solutions, flow over a sphere at various Reynolds numbers, and flow over a hemisphere-
cylinder. Finally, we conclude and discuss potential future work.
3.3 High-Order Strand Grid Discretization
In this work, we solve the compressible Reynolds-Averaged Navier-Stokes (RANS)
equations in three-dimensions. The “negative” Spalart-Allmaras model [26], which admits
negative values of the turbulence working variable, is used to achieve turbulence closure.
Negative values of ν˜ are often admitted on under-resolved grids, and at the edge of boundary
layers and wakes. The combined RANS-SA equations may be expressed as
∂Q
∂t
+
∂Fj
∂xj
− ∂F
v
j
∂xj
= S, (3.1)
where the vectors of conserved variables, Q, inviscid fluxes, Fj = (F,G,H), and viscous
fluxes, F vj = (F
v, Gv, Hv), are defined as
Q =

ρ
ρui
ρe
ρν˜

, Fj =

ρuj
ρuiuj + pδij
ρhuj
ρν˜uj

, F vj =

0
σij
σijui − qj
η
σ
∂ν˜
∂xj

, (3.2)
and the vector of source terms, S, is defined as
S =

0
0
0
P −D + cb2ρ ∂ν˜∂xk ∂ν˜∂xk

. (3.3)
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The turbulent source term for the SA model consists of a production term, P, and a
destruction term, D. Here, ρ is the density, uj is the jth component of the fluid velocity, p
is the pressure, e is the total energy per unit mass, h ≡ e+p/ρ is the total enthalpy per unit
mass, ν˜ is the turbulence working variable, σij is the deviatoric stress tensor, qj is the j
th
component of the heat flux vector, and ησ is the turbulent diffusion coefficient. The stress
tensor is defined as
σij = 2(µ+ µT )
(
Sij − 1
3
∂uk
∂xk
δij
)
, (3.4)
where µ is the dynamic viscosity, µT is the turbulent viscosity, and Sij is the rate of strain
tensor, defined as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (3.5)
The heat flux vector is obtained with Fourier’s Law, and defined as
qj = −Cp
(
µ
Pr
+
µT
PrT
)
∂T
∂xj
, (3.6)
where T is temperature, Cp is the specific heat, Pr is the Prandtl number, PrT is the
turbulent Prandtl number. In addition, Sutherland’s Law is utilized to relate dynamic
viscosity and temperature, and the ideal gas equation of state is used.
The “negative” SA model is designed to use the standard SA model when the turbulent
working variable, ν˜, is positive, and adds modifications to the standard model when the
turbulent working variable is negative. The details of the standard SA model, including
the well-known definitions of the production and destruction terms, may be found in the
original work by Spalart and Allmaras [27].
In this work, Equation 5.1 is solved on strand grids consisting of an unstructured
triangular surface tessellation extruded along straight lines (strands) away from solid bodies.
Each stack of prismatic cells emanating from the surface in the physical space may be
mapped to a standard computational space as shown in Figure 5.2. To facilitate high-
order algorithms, the triangular base of each prismatic element may be divided into equally
spaced sub-triangles in the r-s. plane. In this work, we investigate up to fourth-order surface
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Fig. 3.2: Mapping of strand stack from physical space to computational space.
elements. Quadratic surface elements are shown in Figure 5.2. The stretched distribution
of nodes along each strand in the physical space is mapped to an equally spaced distribution
in the η-direction in the computational space, where η ∈ (0, 1). In the computational space,
the strand spacing is ∆η = 1/(N − 1), where j = 1, ..., N is the strand node numbering
beginning with the node on the surface. To avoid confusion, the triangular-shaped elements
forming the various levels in the prism stack will be referred to as “surface elements,” while
the three-dimensional elements formed by an equally-spaced stacking the surface elements
in the η-direction will be referred to as “volume elements.” Additionally, the triangles
formed from sub-dividing each surface element will be referred to as “sub-triangles.”
Upon transformation to the computational space, Equation 5.1 becomes
∂Qˆ
∂t
+
∂Fˆ
∂r
+
∂Gˆ
∂s
+
∂Hˆ
∂η
− ∂Fˆ
v
∂r
− ∂Gˆ
v
∂s
− ∂Hˆ
v
∂η
= Sˆ, (3.7)
Qˆ ≡ JQ, Sˆ ≡ JS,
Fˆ ≡ J (rxF + ryG+ rzH) , Fˆ v ≡ J (rxF v + ryGv + rzHv) ,
Gˆ ≡ J (sxF + syG+ szH) , Gˆv ≡ J (sxF v + syGv + szHv) ,
Hˆ ≡ J (ηxF + ηyG+ ηzH) , Hˆv ≡ J (ηxF v + ηyGv + ηzHv) ,
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rx sx ηx
ry sy ηy
rz sz ηz
 = 1J

yszη − zsyη zryη − yrzη yrzs − zrys
zsxη − xszη xrzη − zrxη zrxs − xrzs
xsyη − ysxη yrxη − xryη xrys − yrxs
 ,
J = xη (yrzs − zrys) + yη (zrxs − xrzs) + zη (xrys − yrxs) .
Here, J is the Jacobian of the transformation, Fˆj and Fˆ
v
j are the transformed inviscid and
viscous fluxes, and partial differentiation is denoted with a subscript (e.g. ∂x/∂s = xs).
In previous work, we explain in detail the novel manner in which a high-order dis-
cretization is carried out on strand grids [10]. Here, we focus on significant improvements
and refinements to the original method. The general strategy is to perform a high-order
finite-volume flux balance in the r-s plane, known as “flux correction,” and to use high-order
finite-differences based on SBP operators in the η-direction. To facilitate the flux correction
algorithm, two-dimensional median-dual control volumes are constructed around each node
in each high-order surface element in the r-s plane. The sub-triangles and median-dual con-
trol volumes in a single surface element are shown as the black solid lines and red dashed
lines in Figure 5.3 for quadratic and cubic surface elements, respectively. In this work,
quartic elements are used, but are not shown in Figure 5.3. It is known that in order for
high-order schemes to deliver theoretical orders of accuracy, high-order curved boundary
elements are essential [28, 29], which we employ in this work.
A critical aspect of the method is to treat the η-derivatives in Equation 5.8 with a
(a) Quadratic elements. (b) Cubic elements.
Fig. 3.3: Element mappings used for gradient reconstruction.
48
particular source term discretization which preserves the accuracy of the flux correction
procedure in the r-s plane. Therefore, the η-derivatives and physical time derivative are
moved to the right-hand side and treated as source terms:
∂Qˆ
∂τ
+
∂Fˆ
∂r
+
∂Gˆ
∂s
− ∂Fˆ
v
∂r
− ∂Gˆ
v
∂s
= S˜, (3.8)
S˜ ≡ Sˆ − ∂Qˆ
∂t
− ∂Hˆ
∂η
+
∂Hˆv
∂η
.
A pseudo-time derivative is added on the left-hand side of Equation 5.9 to facilitate a semi-
implicit time-marching solution [11]. As long as each term in S˜ is computed to at least
second-order accuracy in terms of the truncation error, the corrected flux balance in the
r-s plane will retain desirable truncation error properties, resulting in a high-order accurate
scheme. Examining equation 5.9, the three-dimensional equations essentially reduce to a
two-dimensional problem in the r-s plane at each layer in the strand grid. The layers are
coupled together through the new source term, S˜, which contains η-derivatives of the flux.
In the following subsections new aspects of the flux correction procedure in the r-s
plane are discussed, followed by a discussion of the SBP operators used to approximate the
η-derivatives contributing to the modified source term, S˜. Additionally, we discuss issues
related to computing element mappings, as well as parallel communication strategies.
3.3.1 Unstructured Flux Correction in the r-s Plane
Equation 5.9 requires a two-dimensional discretization in the r-s plane suitable for
unstructured grids with a source term. The discretization used for this purpose here is the
flux correction scheme of Katz and Sankaran [12]. Recently, Pincock and Katz [13] extended
the original scheme to include the viscous terms in the Navier-Stokes equations. A defining
feature of the flux correction scheme is its ability to retain high-order accurate truncation
error on general simplex grids, which results in third-order discretization error for inviscid
fluxes, and fourth-order discretization error for viscous fluxes.
The flux correction procedure differs from a conventional finite volume scheme in the
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definition of the numerical fluxes. Following previous work on flux correction [12], the
inviscid numerical fluxes computed between nodes a and b are computed as
Fˆab,j = 1
2
(
FˆR + FˆL
)
− 1
2
∣∣∣Aˆ(QR, QL)∣∣∣ (QR −QL) . (3.9)
The unique aspect of the flux correction scheme is the use of reconstructed fluxes, along
with high-order gradient information. The left and right reconstructed fluxes are computed
as
FˆL = Fˆa,j + 1
2
∆rTab
(
∇hrsFˆ
)
a,j
, FˆR = Fˆb,j − 1
2
∆rTab
(
∇hrsFˆ
)
b,j
, (3.10)
where ∆rTab = (rb − ra, sb − sa), and ∇hrs is an estimate of the gradient in the r-s plane
computed to at least second-order accuracy, such that
∇hrs =∇rs +O(hq), q ≥ 2.
The strategy to compute such gradients is to compute the derivatives of a local polynomial
representation within each surface element, and then volume-average among the shared
representations in neighboring elements. The averaging is critical to centering the gradients
and to the overall stability of the scheme. The requirement that q ≥ 2 may be satisfied by
using at least quadratic surface elements shown in Figure 5.3.
The ability to compute accurate gradients, therefore, is critical to the overall accuracy
of the FC scheme. We may express the gradients in the r-s plane as
∂r
∂s

∣∣∣∣∣∣∣
h
0,j
=
xr yr zr
xx ys zs

∣∣∣∣∣∣∣
h
0,j

∂x
∂y
∂z

0,j
=
xr yr zr
xx ys zs

∣∣∣∣∣∣∣
h
0,j

rx∂r + sx∂s + ηx∂η
ry∂r + sy∂s + ηy∂η
rz∂r + sz∂s + ηz∂η

0,j
,
where the overbar denotes a volume average at nodes shared by more than one element.
Because η-contributions possess a unique value, even at shared nodes, then (ηx∂η)0,j =
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(ηx∂
h
η )0,j . The same is true for the ηy and ηz terms. Additionally, the quantities
(xrηx + yrηy + zrηz)
h
0,j , (xsηx + ysηy + zsηz)
h
0,j
are identically zero from the metric relations, allowing us to compute the gradients in the
r-s plane as
∂r
∂s

∣∣∣∣∣∣∣
h
0,j
=
xr yr zr
xx ys zs

∣∣∣∣∣∣∣
h
0,j

rx∂r + sx∂s
ry∂r + sy∂s
rz∂r + sz∂s

0,j
+O(hq). (3.11)
In this manner, gradient reconstructions of the flux and solution in Equation 5.11 may be
performed entirely within each r-s plane of the strand grid.
Viscous fluxes are computed in a manner similar to inviscid fluxes, but without averag-
ing gradients in order to maintain a compact viscous stencil [13]. In addition to the inviscid
and viscous flux treatment, the flux correction method requires special treatment involving
the gradient and Hessian of the source term, S˜h0,j . For the gradient and Hessian terms, local
computations with no element volume averaging of gradients is sufficient, as was done for
the viscous fluxes. Details of the source treatment may be found in previous work [10].
3.3.2 SBP Finite Differences in the η-Direction
In Equation 5.9, the η-flux derivatives are grouped within a new source term such
that the order of accuracy of the truncation error of the flux correction scheme may be
maintained. This strategy proves successful as long as the terms in S˜ are computed to
second-order accuracy or better in terms of truncation error. Consequently, the terms
∂Hˆ/∂η and ∂Hˆv/∂η require additional care to ensure high-order accuracy, stability, and
discrete conservation. Summation by parts (SBP) finite difference operators [14–18] provide
a framework for ensuring these properties are satisfied. As in our previous work [10],
we investigate inviscid and viscous SBP operators that are second, fourth, or sixth-order
accurate in the interior based on the work of Mattsson [17] and Fernandez and Zingg [18].
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We also add artificial dissipation based on the operators of Diener et al. [30]. The dissipation
operators possess order of accuracy greater than or equal to the derivative operators and
avoid spurious oscillations arising from non-linearities in the governing equations. In the
results section, we refer to our high-order scheme as “Strand FC.” Unless otherwise stated,
the Strand FC scheme uses SBP operators with fourth-order truncation error. We impose
boundary conditions weakly through simultaneous approximation terms (SAT) [19] added
as penalties at boundaries, both as part of the SBP operator along strands [20, 21] as well
as the flux correction operator in the unstructured plane, consistent with a stable finite
volume scheme [22].
Following Mattsson [17], a combination of SBP operators for the second derivative
with variable coefficients along with compatible first derivative operators may be used to
discretize, ∂Hˆv/∂η. In this approach, a second derivative operator is employed for the pure
η-derivative, while a compatible first derivative operator is used for the mixed derivative
terms:
∂Hˆv
∂η
≈ Dη
[
Br (Qpr)
h +Bs (Qps)
h
]
+D2η (B
η)Qp. (3.12)
Here, the partial derivative terms, (Qpr)
h
and (Qps)
h
, are computed locally within surface el-
ements with no averaging at nodes shared among adjacent elements. In Equation 3.12, Br,
Bs, and Bη are variable coefficient matrices containing viscosity and heat flux coefficients.
In this manner the viscous stencil remains compact. Further details of the source treat-
ment in the η-direction, including SBP operators, consistent source term discretization, and
boundary condition enforcement via penalty terms, may be found in previous work [10].
3.3.3 Numerical Approximation of Element Mappings
Despite the requirements of using high-order gradients and SBP operators in the FC
scheme, if consistent approximation of the mapping terms in Equation 5.8 is not followed,
high-order accuracy will be lost. In fact, the simplest flow–freestream preservation–will be
unattainable. Computation of mapping terms that admit freestream solutions have been
investigated most often in the context of high-order finite-difference schemes on curvilinear
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meshes [31]. Here, we formulate a novel method of computing element mappings for the
unique case of high-order strand grids.
In arbitrary freestream flow, Equation 5.8 leads to three constraints that must be
satisfied discretely:
(rˆx)r + (sˆx)s + (Jηx)η = 0, (3.13)
(rˆy)r + (sˆy)s + (Jηy)η = 0,
(rˆz)r + (sˆz)s + (Jηz)η = 0,
Only the first of these is discussed in detail as the other two follow a similar method.
In order to preserve freestream flow, we discretize Equation 3.13 in a manner completely
consistent with the flux formulation itself, complete with artificial dissipation and penalty
terms at boundaries. We first compute the mapping terms, rˆx and sˆx, locally within each
element according to the definition in Equation 5.8, except in “conservative” form,
rˆx ≡ Jrx = (ysz)η − (yηz)s, sˆx ≡ Jsx = (yηz)r − (yrz)η.
We then discretize Equation 3.13 to find ηx at each node, which may be expressed as
∑
i∈0
[
1
2
(rˆx,L + rˆx,R) Aˆr +
1
2
(sˆx,L + sˆx,R) Aˆs
]
+Dη (MJηx)− 1
2
dj+ 1
2
(MJηx) +
1
2
dj− 1
2
(MJηx)− penalty = 0.
Here, dj+ 1
2
represents artificial dissipation acting on the MJηx term, M represents the
source discretization operator, and “penalty” represents a boundary penalty term needed
to solve the mapping equation in a well-posed manner. Note the similarity in form of the
discretization to find ηx to the discretization of Equation 5.8 to solve for Q itself. This is
intentional because it ensures discrete satisfaction of the identity in Equation 3.13.
While the solution of Equation 3.13 requires little computational effort, it does require
inversion of the source operator, M , similar to a mass matrix inversion. In practice a few
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Jacobi iterations to invert the source operator is sufficient and is easily parallelizable.
3.4 Results
The ability of the flux correction method to accurately compute three-dimensional
laminar and high Reynolds number turbulent flow within the strand grid paradigm is inves-
tigated. First, we conduct an accuracy test through the method of manufactured solutions.
Next we perform a study of three-dimensional laminar flow over a sphere for a range of
Reynolds numbers. Finally we compute turbulent flow over a hemisphere-cylinder configu-
ration.
3.4.1 Verification Studies with Manufactured Solutions
First, we rigorously test the accuracy of the high-order strand algorithm by performing
grid refinement studies using manufactured solutions (MMS) [32, 33]. The use of MMS to
assess accuracy of discretizations for compressible viscous flows is important due to the lack
of exact solutions. Smooth trigonometric functions for velocity, pressure and temperature
are shown in Figure 5.4(a) for a cube geometry. When assessing high-Reynolds number
flows, the working variable of the Spalart-Allmaras model ν˜ is treated in a similar man-
ner. Four levels of grid refinement are used, and the error between the discrete and exact
manufactured solution is measured on each mesh after converging to machine precision.
Results of this study are shown in Figure 5.4. Two Reynolds number cases are shown;
Re = 10 and Re = 100, 000. Each show the inviscid and viscous terms in isolation as well
as combined. Where the RANS-SA equations are solved, the SA closure source terms are
turned off when examining inviscid and viscous terms in isolation, and turned on when all
the terms are combined. One advantage of verification via manufactured solutions is the
ability to isolate various terms (e.g. inviscid or viscous), to assess the accuracy of each.
As the figures show, the inviscid terms asymptote sharply to third-order accuracy. In the
case of the Re = 100, 000, the inviscid curve and combined curve fall directly on top of
one another. The viscous terms are significantly more accurate, generating accuracy better
than fourth-order. In fact, the viscous discretization is so accurate for both cases that error
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(a) x-velocity. (b) y-velocity. (c) z-velocity.
(d) pressure. (e) temperature.
Fig. 3.4: Manufactured solution used for order of accuracy verification studies.
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Fig. 3.5: Order of accuracy results for manufactured solution in a cube geometry.
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levels fall below machine precision after the second refinement level. Most importantly, the
combined inviscid and viscous discretizations are compatible, yielding an order of accuracy
of 3.3 and 3 for Re = 10 and Re = 100, 000, respectively. These results are valid for irregular
surface meshes and smooth strand distributions with potentially very high aspect ratios.
We demonstrate this with an additional MMS verification study over a sphere, shown in
Figure 5.5, where we observe the flux correction method maintains its high-order of accuracy
on an irregular sphere grid. It should be noted that conventional second order schemes are
easily recovered by turning off the flux correction terms and lowering the difference order
along strands, which is easily accomplished with an input flag.
We wish to emphasize the fact that the flux correction solver is able to maintain
high-order of accuracy with the Spalart-Allmaras turbulence model (e.g. ν˜ RMS error
follows a trend similar the to x-momentum error). The SA turbulence model within the
flux correction solver is fully coupled with the RANS equations, and thus exhibits greater
accuracy many traditional RANS solvers with segregated turbulent models, or models that
reduce the turbulence equation to first-order.
3.4.2 Steady Flow over a Sphere
We next examine the accuracy of the high-order strand flux correction method for
steady flow over a sphere at M = 0.2 and low Reynolds number. For this study, we use a
grid containing 1024 fourth-order surface elements, resulting in 9236 nodes on the surface.
We extend the strand length 20 diameters to the far field and use 128 nodes along each
strand. The resulting volume grid contains roughly 1 million nodes total. Figure 3.7(a)
Table 3.1: Order of accuracy of inviscid and viscous terms combined (Re = 10) (x-
momentum).
Mesh Nodes Error Order
2,048 4.943232823e-08 -
16,384 4.991030317e-09 3.473
131,072 5.296494751e-10 3.489
1,048,576 8.361858580e-11 3.326
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(a) Manufactured solution for pressure.
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(b) Order of accuracy results.
Fig. 3.6: Verification study for manufactured solution in a sphere geometry.
(a) Sphere surface mesh with quartic elements. (b) Sphere volume mesh.
Fig. 3.7: Sphere mesh configuration.
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shows the surface grid, and the volume strand grid mesh with a section cut out is shown
in Figure 3.7(b). At run time, we partition the grid using 24 cores. We also compare the
high-order results to a second-order strand method which uses the same mesh configuration,
denoted as “Strand” in the corresponding figures.
Because steady flow over a sphere has been studied extensively in the literature, we
have a large amount experimental and computational data available for validation. In this
study we examine three specific flow features: separation angle, length of the recirculation
bubble, and the location of the standing ring vortex center located just downstream of the
sphere. We examine five Reynolds numbers, Re = 40, 80, 120, 160, 200, and compare with
the computational results of Magnaudet [34] and Tomboulides [35], and to the experimental
results of Pruppacher [36] and Taneda [37].
Plots of the Strand FC data compared with the literature are shown in Figure 3.8 for
the three features. The high-order flux correction algorithm shows excellent agreement in
all cases. Slightly larger errors are observed in the recirculation length and vortex center
location at the higher Reynolds numbers, likely due to the fact that at higher Reynolds
numbers, the vortex migrates farther away from the sphere into a region of coarser mesh.
While this effect has a minor effect on the accuracy of the flux correction scheme, the
second-order scheme suffers greatly from it. The second-order scheme underpredicts the
recirculation length and x-coordinate of the vortex center.
3.4.3 Unsteady Flow over a Sphere
The case we present is unsteady flow over a sphere at M = 0.2 at a Re = 600. An
Table 3.2: Order of accuracy of inviscid, viscous and source terms combined (Re = 100, 000)
(x-momentum).
Mesh Nodes Error Order
2,048 1.028919706e-07 -
16,384 1.281676554e-08 3.183
131,072 1.455144065e-09 3.166
1,048,576 1.930668590e-10 3.058
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(d) Vortex center y-coordinates.
Fig. 3.8: Comparison of computed high-order strand results with experimental data mea-
suring various flow characteristics.
(a) Re = 40. (b) Re = 120. (c) Re = 200.
Fig. 3.9: Field plot of pressure for steady flow over a sphere for M = 0.2 at various Reynolds
numbers.
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(a) Re = 40. (b) Re = 120. (c) Re = 200.
Fig. 3.10: Velocity vectors for steady flow over a sphere for M = 0.2 at various Reynolds
numbers.
identical mesh configuration to the steady case is used, as shown in Figure 3.7, where the
surface mesh is shown in Figure 3.7(a), and the volume mesh with a quarter cut-out is
shown in Figure 3.7(b). Solutions were obtained using the flux correction scheme over a
physical time span of 3.75 seconds using a physical time step of 1 × 10−3 seconds. At run
time, we partition the grid using 512 cores.
Figure 3.11 shows the coefficient of force in the z-directions over time for both the
second-order strand solver and the high-order flux correction solver. From the figures, it
is clear that once the initial transience has dissipated, the second-order solver shows very
regular shedding, whereas flux correction shows highly irregular shedding throughout the
entire time period examined. It is well known that when the Reynolds number exceeds 480
over a sphere, an irregular mode is reached, and the shedding of hairpin vortical structures
becomes uneven [38, 39]. Thus, we see that the flux correction actually shows the more
accurate vortex shedding over the sphere. We suspect that the second-order scheme suffers
from numerical dissipation, thus effectively reducing the Reynolds number below 480 where
the shedding is regular.
Figure 3.12 shows plots of unsteady flow visualization at a physical time of 1.4 seconds.
The early development of a hairpin vortex directly on the lower half of the sphere is shown
in Figure 3.12(b), while another hairpin vortex has been shed further down the wake.
Coupling the strand mesh with an off-body adaptive Cartesian mesh will greatly increase
wake resolution far downstream of the sphere, where vortices were not captured by the
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(b) Flux correction strand solver.
Fig. 3.11: Coefficient of force in the z-direction over time.
(a) Isosurface of vorticity magnitude with stream-
lines.
(b) Close up of unsteady shedding.
Fig. 3.12: Unsteady flow visualization of a sphere at M = 0.2 and Re = 600.
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strands in regions where the grid is very coarse. Despite this, some vortex shedding has
been captured quite clearly in Figure 3.12(a), where a rendered three-dimensional isosurface
of the vorticity magnitude shows the shedding of a hairpin vortex formation. The opacity of
the isosurface has been reduced and streamlines have been added to aid in the visualization.
3.4.4 Hemisphere-Cylinder
The final validation case we present is a hemisphere-cylinder configuration to test the
SA turbulence model over a smooth body of revolution in three-dimensions. Geometry is
taken from work by Hsieh [40], where the cylinder has a radius of 0.5 and a length of 10.
Flow conditions consist of a Mach number M = 0.6 and unit length Reynolds number of
Re = 3.5× 105 at an angle of attack of 5 degrees. Further details and grids may be found
on the NASA-Langley turbulence resource website [41].
Figure 4.14 shows the hemisphere-cylinder surface and volume mesh configuration.
The surface mesh, shown in Figure 4.14(a) is tessellated with 19050 fourth-order surface
elements, totaling of approximately 152701 surface nodes. The strand grid volume mesh,
shown in Figure 4.14, consists of 64 nodes along the strands extending for a distance of 40
diameters, totaling in a total mesh size of 9.5 million nodes. At run time, we partition the
grid using 2048 cores.
We compare the coefficient of pressure calculated on the surface along the length of
(a) Hemisphere-cylinder surface mesh with quartic
elements.
(b) Hemisphere-cylinder volume mesh.
Fig. 3.13: Hemisphere-cylinder mesh configuration.
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Fig. 3.14: Surface coefficient of pressure comparison of experimental and Strand FC for
various φ.
the body with the results found by Hsieh [40]. We consider specific positions around the
azimuth of the body, namely the 0 degrees, 60 degrees, 90 degrees, 135 degrees positions,
with 0 degrees corresponding to the leeside of the body, pointing away from the incoming
wind. Plots containing the data computed by the strand algorithm in comparison with
experimental results are shown in Figure 3.14. It can be observed that the pressure co-
efficients calculated by the flux correction algorithm are in excellent agreement with the
pressure data collected by Hsieh. Further examination of the pressure coefficients towards
the front of the body shows the accuracy of the flux correction algorithm in calculating
the pressure coefficient in locations where large gradients in the pressure coefficient can be
observed. Field plots of velocity magnitude and normalized eddy-viscosity may be found in
Figure 4.15.
Figure 3.16 shows the the RMS density residual against the number of iterations and
walltime for the second-order scheme (“Strand”) and the high-order flux correction scheme
(“Strand FC”). The number of iterations for the second-order strand scheme and flux cor-
rection strand scheme to reach the same level of convergence is nearly identical, as shown
in Figure 3.16(a). It is noteworthy that in terms of walltime, the flux correction strand
scheme requires less than 30% more walltime than the second-order strand scheme to reach
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(a) Contours of velocity magnitude (b) Contours of normalized eddy-viscosity.
Fig. 3.15: Field plots of the hemisphere-cylinder at M = 0.6.
an identical level of convergence, as shown in Figure 3.16(b). This appears to be a small
price to pay for the increased accuracy observed by adding the flux corrections terms.
3.5 Conclusions
A novel high-order flux correction method for computing turbulent flows on strand
grids has been presented. The method uses a combination of summation-by-parts operators
in the strand direction and flux correction in the unstructured plane to achieve high-fidelity
solutions of compressible turbulent flows. Low-order truncation errors are cancelled with
accurate flux and solution gradients in the flux correction method, thereby achieving a
formal order of accuracy of 3, although higher orders are often obtained, especially for
highly viscous flows. We note that this paper extends previous two-dimensional laminar
work on flux correction [10, 11] to three dimensions and turbulent flow. For turbulence
simulations, a robust version of the Spalart-Allmaras turbulence model was employed that
accommodates negative values of the turbulence working variable.
Fundamental verification studies were conducted for both laminar and turbulent vis-
cous flows. Generally, fourth-order and higher accuracy was observed for viscous terms, and
third-order accuracy for inviscid flow. Combined inviscid and viscous orders of accuracy
(and source terms when applicable), yield a global order of accuracy around 3.3 and 3 for
Reynolds numbers of 10 and 100, 000, respectively. On an irregular sphere grid, it was shown
that the flux correction method maintained its high order of accuracy. When applied to a
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Fig. 3.16: Iterations and walltime vs. RMS density residual for the Strand FC and Strand
schemes.
three-dimensional steady laminar flow over a sphere for a range of Reynolds numbers, the
flux correction method accurately predicted the center and length of recirculation vortices
for each Reynolds number examined and showed an excellent comparison to experimental
data. Significant improvements over the second-order algorithm were observed. When ap-
plied to three-dimensional unsteady laminar flow over a sphere, the flux correction method
showed qualitatively the capability to resolve vortex shedding and propagation. The abil-
ity of the flux correction algorithm to resolve turbulent flows was demonstrated using a
hemisphere-cylinder configuration. The surface coefficient of pressure was accurately pre-
dicted for all azimuths at an angle of attack of 5 degrees. When analyzing the convergence
for this case, it was shown that the number of iterations required for second-order and
high-order scheme were nearly identical. The high-order scheme required only 30% more
walltime than the second-order scheme to achieve the same level of convergence.
Future work will focus on obtaining solutions to transonic and supersonic flows in the
presence of shock waves. We anticipate an advantage of our scheme to capture shocks by
using well-established limiting techniques. Additionally, we plan to extend this work to
more geometrically complex cases involving multiple bodies in motion. This will require
coupling with off-body Cartesian grids. Various strategies are under consideration for the
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best way to generate surface grids and subsequent strand grids for geometry with sharp
corners and ridges.
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CHAPTER 4
HIGH-ORDER STRAND GRID METHODS FOR SHOCK TURBULENCE
INTERACTION
4.1 Abstract
In this work, we examine the flux-correction method for three-dimensional transonic
turbulent flows on strand grids. Building upon previous work, we treat flux derivatives
along strands with high-order summation-by-parts operators and penalty-based boundary
conditions. A finite volume-like limiting strategy is implemented in the flux-correction
algorithm in order to sharply capture shocks. To achieve turbulence closure in the Reynolds-
Averaged Navier-Stokes equations, a robust version of the Spalart-Allmaras turbulence
model is employed that accommodates negative values of the turbulence working variable.
Validation studies are considered which demonstrate the flux-correction method achieves a
high degree of accuracy for turbulent shock interaction flows.
4.2 Introduction
Obtaining high-fidelity solutions for high-Reynolds number viscous flows over multi-
body complex geometry presents a unique set of challenges in computational fluid dynamics
(CFD) algorithms today. First, high-quality viscous meshes around multi-body complex ge-
ometry can take meshing experts days or even weeks to complete the gridding process using
current mesh practices. Improvements in hardware reduce the simulation time for com-
plex simulations. Thus, the percentage of time devoted to mesh generation under current
practices will only continue to increase relative to simulation time. Second, traditional
numerically diffuse second-order schemes often display accuracy limitations for complex
unstructured multi-body grid configurations, however, these schemes are still in use by the
majority of CFD practitioners despite the prominence of high-order methods in research.
Co-Authors: Yushi Yanagita, Robert Schaap, Shaun Harris, and Aaron Katz.
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High-order methods for unstructured grids are not yet at a production level, while standard
second-order methods for unstructured grids are easily accessible. Complex systems require
ever-increasing mesh sizes, for which scalability becomes a greater issue. Automating viscous
mesh generation, preserving spatial and temporal accuracy, and maintaining computational
efficiency are currently among the greatest research challenges in CFD today.
The strand-Cartesian approach has shown great potential to alleviate many of these
difficulties [1–4]. Strand and Cartesian grids allow the possibility of fully automatic volume
grid generation while enhancing scalability and the potential for high-order accuracy. Near
solid bodies, the strand approach automatically creates a prismatic mesh along “strands”
emanating from pointing vectors determined from a surface tessellation in order to resolve
viscous boundary layers and other near-body effects, as shown in Figure 6.1(a). Away from
the solid bodies, adaptive Cartesian grids shown in Figure 6.1(b) resolve vertical shedding
and wake features with efficient high-order algorithms. Due to the robust and automatic
nature of the strand-Cartesian grid generation process, the technique is easily extensible
to moving-body problems for which the grid can readily be regenerated at each time step.
Strand and Cartesian grids communicate through implicit overset interpolation [5–7], which
is facilitated by the compact grid representation of the strand-Cartesian mesh system. A
typical three-dimensional strand-Cartesian grid system may be stored on each processor in
a parallel computation, allowing for self-satisfying domain connectivity [1] and reducing the
percentage of time needed for intergrid communication [8].
The primary goal of this work is to demonstrate improved near-body accuracy and effi-
ciency for transonic turbulent flows through high-order finite difference and flux-correction
methods in three dimensions. We focus on the strand grid region because even advanced
off-body high-order solution techniques may become ineffective if excessive near-body dis-
cretization error causes non-physical diffusion of vortical flow features, as shown in recent
work by Wissink et al. [9]. While high-order wake-capturing in the off-body is critical for
capturing vortex-body interactions, near-body accuracy is critical to properly capture the
initial generation of these structures from the surface and to obtaining meaningful body
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(a) strand grid components (b) strand/Cartesian grid for TRAM rotor
Fig. 4.1: Strand grid elements and example strand/Cartesian grid system for the TRAM
rotor.
force computations, especially drag. Thus, this work focuses only on the flux-correction
method applied to strand grids. Coupling with an overset Cartesian grid is an eventual
goal. Figure 6.1(b) is an example of how strands will eventually be applied with a Carte-
sian mesh.
The flux-correction method is novel approach of obtaining better than third-order ac-
curacy on strand grids. Previous work on flux-correction [10, 11], paved the way for more
recent work [11–13]. The method involves correction of the flux in the unstructured plane,
combined with stable summation-by-parts (SBP) operators [14,15], implemented as source
terms to approximate flux derivatives along strands. Unlike most high-order methods under
investigation today, the flux-correction method uses a node-centered finite volume method
as a starting point to which truncation error-canceling terms are added to increase ac-
curacy. The method requires no additional flux quadrature or second derivatives in the
solution reconstruction like quadratic finite volume schemes [16–18]. Two-dimensional and
three-dimensional studies indicate the resulting scheme is nearly fourth-order accurate and
requires minimal computational overhead beyond second-order schemes [11, 13]. Because
the flux correction formulation begins with a finite volume scheme, robust limiting strate-
gies may be employed with ease. This paper aims to examine turbulent transonic flows with
the flux-correction method in three-dimensions to demonstrate advanced shock capturing
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and limiting capabilities.
The paper is outlined as follows: First, we provide details of the high-order strand
grid discretization scheme, including flux-correction and high-order summation-by-parts
operators for first derivatives and second derivatives with variable coefficients. Here, we
also provide a description of the limiting techniques applied in this work. Next, we present
results for a variety of three-dimensional cases. Finally, we draw conclusions based on the
existing results and suggest future research directions for the final paper.
4.3 High-Order Strand Grid Discretization
In this work, we solve the compressible Reynolds-Averaged Navier-Stokes (RANS)
equations in three-dimensions. The “negative” Spalart-Allmaras model [19], which admits
negative values of the turbulence working variable, is used to achieve turbulence closure.
Negative values of ν˜ are often admitted on under-resolved grids, and at the edge of boundary
layers and wakes. The combined RANS-SA equations may be expressed as
∂Q
∂t
+
∂Fj
∂xj
− ∂F
v
j
∂xj
= S, (4.1)
where the vectors of conserved variables, Q, inviscid fluxes, Fj = (F,G,H), and viscous
fluxes, F vj = (F
v, Gv, Hv), are defined as
Q =

ρ
ρui
ρe
ρν˜

, Fj =

ρuj
ρuiuj + pδij
ρhuj
ρν˜uj

, F vj =

0
σij
σijui − qj
η
σ
∂ν˜
∂xj

, (4.2)
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and the vector of source terms, S, is defined as
S =

0
0
0
P −D + cb2ρ ∂ν˜∂xk ∂ν˜∂xk

. (4.3)
The turbulent source term for the SA model consists of a production term, P, and a
destruction term, D. Here, ρ is the density, uj is the jth component of the fluid velocity, p
is the pressure, e is the total energy per unit mass, h ≡ e+p/ρ is the total enthalpy per unit
mass, ν˜ is the turbulence working variable, σij is the deviatoric stress tensor, qj is the j
th
component of the heat flux vector, and ησ is the turbulent diffusion coefficient. The stress
tensor is defined as
σij = 2(µ+ µT )
(
Sij − 1
3
∂uk
∂xk
δij
)
, (4.4)
where µ is the dynamic viscosity, µT is the turbulent viscosity, and Sij is the rate of strain
tensor, defined as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (4.5)
The heat flux vector is obtained with Fourier’s Law, and defined as
qj = −Cp
(
µ
Pr
+
µT
PrT
)
∂T
∂xj
, (4.6)
where T is temperature, Cp is the specific heat, Pr is the Prandtl number, and PrT is
the turbulent Prandtl number. In addition, Sutherland’s Law is utilized to relate dynamic
viscosity and temperature, and the ideal gas equation of state is used.
The “negative” SA model is designed to use the standard SA model when the turbulent
working variable, ν˜, is positive, and adds modifications to the standard model when the
turbulent working variable is negative. The details of the standard SA model, including
the well-known definitions of the production and destruction terms, may be found in the
original work by Spalart and Allmaras [20].
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Fig. 4.2: Mapping of strand stack from physical space to computational space.
In this work, Equation 5.1 is solved on strand grids consisting of an unstructured
triangular surface tessellation extruded along straight lines (strands) away from solid bodies.
Each stack of prismatic cells emanating from the surface in the physical space may be
mapped to a standard computational space as shown in Figure 5.2. To facilitate high-
order algorithms, the triangular base of each prismatic element may be divided into equally
spaced sub-triangles in the r-s. plane. In this work, we investigate up to fourth-order surface
elements. Quadratic surface elements are shown in Figure 5.2. The stretched distribution of
nodes along each strand in the physical space is mapped to an equally spaced distribution in
the η-direction in the computational space, where η ∈ (0, 1). In the computational space, the
strand spacing is ∆η = 1/(N−1), where j = 1, ..., N is the strand node numbering beginning
with the node on the surface. To avoid confusion, the triangular-shaped elements forming
the various levels in the prism stack will be referred to as “surface elements,” while the
three-dimensional elements formed by an equally-spaced stacking of the surface elements in
the η-direction will be referred to as “volume elements.” Additionally, the triangles formed
from sub-dividing each surface element will be referred to as “sub-triangles.”
Upon transformation to the computational space, Equation 5.1 becomes
∂Qˆ
∂t
+
∂Fˆ
∂r
+
∂Gˆ
∂s
+
∂Hˆ
∂η
− ∂Fˆ
v
∂r
− ∂Gˆ
v
∂s
− ∂Hˆ
v
∂η
= Sˆ, (4.7)
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Qˆ ≡ JQ, Sˆ ≡ JS,
Fˆ ≡ J (rxF + ryG+ rzH) , Fˆ v ≡ J (rxF v + ryGv + rzHv) ,
Gˆ ≡ J (sxF + syG+ szH) , Gˆv ≡ J (sxF v + syGv + szHv) ,
Hˆ ≡ J (ηxF + ηyG+ ηzH) , Hˆv ≡ J (ηxF v + ηyGv + ηzHv) ,
rx sx ηx
ry sy ηy
rz sz ηz
 = 1J

yszη − zsyη zryη − yrzη yrzs − zrys
zsxη − xszη xrzη − zrxη zrxs − xrzs
xsyη − ysxη yrxη − xryη xrys − yrxs
 ,
J = xη (yrzs − zrys) + yη (zrxs − xrzs) + zη (xrys − yrxs) .
Here, J is the Jacobian of the transformation, Fˆj and Fˆ
v
j are the transformed inviscid and
viscous fluxes, and partial differentiation is denoted with a subscript (e.g. ∂x/∂s = xs).
In previous work, we explain in detail the novel manner in which a high-order dis-
cretization is carried out on strand grids [11]. Here, we focus on significant improvements
and refinements to the original method. The general strategy is to perform a high-order
finite-volume flux balance in the r-s plane, known as “flux correction,” and to use high-order
finite-differences based on SBP operators in the η-direction. To facilitate the flux-correction
algorithm, two-dimensional median-dual control volumes are constructed around each node
in each high-order surface element in the r-s plane. The sub-triangles and median-dual con-
(a) Quadratic elements. (b) Cubic elements.
Fig. 4.3: Element mappings used for gradient reconstruction.
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trol volumes in a single surface element are shown as the black solid lines and red dashed
lines in Figure 5.3 for quadratic and cubic surface elements, respectively. While not shown
in Figure 5.3, quartic surface elements are used for all applications in this work. It is known
that in order for high-order schemes to deliver high orders of accuracy, high-order curved
boundary elements are essential [21, 22], which we employ in this work.
A critical aspect of the method is to treat the η-derivatives in Equation 5.8 with a
particular source term discretization which preserves the accuracy of the flux-correction
procedure in the r-s plane. Therefore, the η-derivatives and physical time derivative are
moved to the right-hand side and treated as source terms:
∂Qˆ
∂τ
+
∂Fˆ
∂r
+
∂Gˆ
∂s
− ∂Fˆ
v
∂r
− ∂Gˆ
v
∂s
= S˜, (4.8)
S˜ ≡ Sˆ − ∂Qˆ
∂t
− ∂Hˆ
∂η
+
∂Hˆv
∂η
.
A pseudo-time derivative is added on the left-hand side of Equation 5.9 to facilitate a semi-
implicit time-marching solution [12]. As long as each term in S˜ is computed to at least
second-order accuracy in terms of the truncation error, the corrected flux balance in the
r-s plane will retain desirable truncation error properties, resulting in a high-order accurate
scheme. Examining Equation 5.9, the three-dimensional equations essentially reduce to a
two-dimensional problem in the r-s plane at each layer in the strand grid. The layers are
coupled together through the new source term, S˜, which contains η-derivatives of the flux.
Treatment of the η-derivatives is accomplished with SBP operators, along with penalty-
based boundary conditions, and is discussed at length elsewhere [14, 15, 23–28], and in our
previous work [11]. Below, we focus on the high-order flux correction algorithm as it relates
to our new limiter strategy for transonic flows.
Equation 5.9 requires a two-dimensional discretization in the r-s plane suitable for
unstructured grids with a source term. The discretization used for this purpose here is the
flux-correction scheme of Katz and Sankaran [10]. Recently, Pincock and Katz [29] extended
the original scheme to include the viscous terms in the Navier-Stokes equations. A defining
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feature of the flux-correction scheme is its ability to retain high-order accurate truncation
error on general simplex grids, which results in third-order discretization error for inviscid
fluxes, and fourth-order discretization error for viscous fluxes.
The flux-correction procedure differs from a conventional finite volume scheme in the
definition of the numerical fluxes. Following previous work on flux-correction [10], the
inviscid numerical fluxes between nodes a and b are computed as
Fˆab,j = 1
2
(
FˆR + FˆL
)
− 1
2
∣∣∣Aˆ(QR, QL)∣∣∣ (QR −QL) . (4.9)
The unique aspect of the flux-correction scheme is the use of reconstructed fluxes, along
with high-order gradient information. The left and right reconstructed fluxes are computed
as
FˆL = Fˆa,j + 1
2
∆rTab
(
∇hrsFˆ
)
a,j
, FˆR = Fˆb,j − 1
2
∆rTab
(
∇hrsFˆ
)
b,j
, (4.10)
where ∆rTab = (rb − ra, sb − sa), and ∇hrs is an estimate of the gradient in the r-s plane
computed to at least second-order accuracy, such that
∇hrs =∇rs +O(hq), q ≥ 2.
The strategy to compute such gradients is to compute the derivatives of a local polynomial
representation within each surface element, and then volume-average among the shared
representations in neighboring elements. The averaging is critical to centering the gradients
and to the overall stability of the scheme. The requirement that q ≥ 2 may be satisfied
by using at least quadratic surface elements shown in Figure 5.3. Further details of the
gradient procedure used for the flux and solution may be found in our previous work [11].
With this background established, the new focus of this paper is to assess the ability
of the high-order strand grid scheme to capture shocks present in high-Reynolds num-
ber turbulent flows. While simple and robust limiting schemes have been developed for
second-order CFD methods, discontinuous flows continue to present significant challenges
for high-order methods due to Gibbs oscillations. Many approaches have been proposed
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to handle these flows in a high-order context. The most popular of these approaches in-
clude specialized limiting techniques [30] and artificial dissipation [31,32]. Both approaches
require substantially different formulations than traditional monotonicity-preserving lim-
iters used in second-order schemes. In the case of artificial dissipation, often an additional
equation for artificial viscosity is added, which increases the expense and complexity of the
scheme. Overall, there appears to be no consensus among the community regarding the
best approach for capturing shocks with a high-order method.
One advantage of our flux-correction high-order scheme is that it is possible to imple-
ment traditional finite volume limiters to locally introduce first-order dissipation at shocks.
Here, we explore such an approach. Just as in finite volume schemes, the form of artificial
dissipation in Equation 5.10 includes a difference of left and right states, QL and QR. For
smooth flows, we reconstruct these states using gradients with second order accuracy or bet-
ter. To handle discontinuous flows, we multiply these gradients by a limiter, which locally
switches the left and right states to the nodal values, resulting in a first-order dissipation
term. The reconstructed states with limiter, φ, may be expressed as,
QL = Qa,j +
φab
2
∆rTab∇hrsQa,j , QR = Qb,j −
φab
2
∆rTab∇hrsQb,j . (4.11)
Here, φab is the limiter at the edge in the r-s plane connecting nodes a and b. Similar to
the symmetric limited positive (SLIP) scheme of Jameson [33, 34], we compute the limiter
as,
φab = 1−
∣∣∣∣ u− vmax(|u|+ |v|, )
∣∣∣∣3 , u = 2∆rTab∇hrsQb,j −∆Qab, v = 2∆rTab∇hrsQa,j −∆Qab,
(4.12)
where  is a small number to avoid limiting at smooth extrema or dividing by zero in
freestream flow, and ∆Qab = Qb − Qa is the solution difference across the edge. The r-s
gradients in Equation 5.16 are calculated using the same method used to obtain the other
flux and solution gradients in the FC scheme. Therefore, no additional MPI communication
is required, and little extra computational effort or complexity is added.
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To date, we have successfully computed several shocked flows with the above method,
as described in the next section. Further tests are required to assess the limiter in terms of
robustness and accuracy. In particular, we need to evaluate the limiter for cases in which
discontinuities lie perpendicular to strands, such as for a bow shock. In this case, it may be
necessary to detect discontinuities along the strand direction in addition to the r-s plane,
as described by Equation 5.16. Nonetheless, the success in computing turbulent shocked
flows with a high-order method thus far is significant, especially in light of the relatively
simple SLIP formulation afforded by the flux-correction scheme.
4.4 Results
The ability of the high-order flux-correction method to accurately capture shocks for
high Reynolds number turbulent flow using strand grids is investigated in this section.
Three configurations are examined for validation with extensive use of the NASA-Langley
turbulence modeling resource [35]: a bump in a channel, an infinite wing, and a hemisphere-
cylinder configuration. Each case is run at subsonic conditions first, followed by transonic
conditions. The cases examined make use of strand grids only. When available, results
from independent compressible CFD codes (CFL3D, FUN3D) are used to aid validation.
Experimental data is also used for comparison when available.
4.4.1 Bump-in-Channel
The first case we examine is a bump-in-channel. For this geometry, we examine two
different flow conditions. First, we run a subsonic turbulent flow case to validate the
solver using the NASA-Langley turbulence [35] as a means of comparison. Next, we run
a qualitative transonic turbulent flow study to examine the shock capturing capabilities
over the bump-in-channel. The body reference length is 1.5 units, where the lower wall
is a viscous-wall bump extending from x = 0 to 1.5. The maximum bump height is y =
0.05. The upstream and downstream far-field extends 25 units from the viscous-wall, with
symmetry boundary conditions imposed on the lower wall between the far-field and the
solid wall. The upper boundary is a distance of y = 5.0 high, and is set as an inviscid plane.
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Each side of the channel is also set as an inviscid plane.
Fourth-order elements are used to create sub-triangles within each parent element.
The surface grid has a size of 14, 473 nodes, with 96 nodes in the strand direction, totaling
approximately 1.4 million nodes in the volume. The surface mesh is shown in Figure 4.4(a),
and the volume mesh is shown in Figure 4.4(b). To avoid internal crossing issues over the
bump, strands are fixed vertically, and are not smoothed or skewed.
Subsonic-Turbulent Flow
First, we run a Mach number of M = 0.2 and a Reynolds number of Re = 3 × 106
based on a grid length of unity. A further description and layout of the case may be found
on the NASA-Langley turbulence website [35]. Contour plots of velocity and pressure are
shown in Figure 4.5. Stream-wise velocity and turbulent viscosity profiles are shown for two
locations downstream on the bump, and are over-plotted with FUN3D and CFL3D results
in Figure 4.6. Excellent agreement is seen in both cases. The computed drag coefficient is
shown in Table 5.3. The drag coefficient falls within the range predicted by the established
codes.
Transonic-Turbulent Flow
Next, we run a Mach number of M = 0.8, at a Reynolds number of Re = 3 × 106
based on a grid length of unity. Contour plots of velocity and pressure are shown in
Figure 4.8. Shock-induced separation and recirculation is evident behind the bump in
Figure 4.8(a). The lack of validation or experimental data for these flow conditions makes
further comparisons difficult. However, qualitatively we can see in both contour plots that
the shock has been captured clearly with no overshoots, indicating the successful functioning
Table 4.1: Comparison of computed drag coefficients for flow through a bump-in-channel
at M = 0.2 and Re = 3× 106.
Data Source Cd
Strand FC 3.58300E-3
FUN3D 3.56106E-3
CFL3D 3.57238E-3
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(a) Bump surface mesh with quartic elements. (b) Bump volume mesh.
Fig. 4.4: Bump-in-channel mesh configuration.
(a) Contours of velocity magnitude. (b) Contours of pressure.
Fig. 4.5: Field plots of the bump-in-channel at M = 0.2.
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
u/U
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
Y
-Y
0
Strand FC, x = 0.75
FUN3D, x = 0.75
Strand FC, x = 1.2
FUN3D, x = 1.2
(a) x-velocity profiles at x = 0.75 and x = 1.2.
0 10 20 30 40 50 60 70 80 90
t/ 0
0.000
0.005
0.010
0.015
0.020
0.025
Y
-Y
0
Strand FC, x = 0.75
FUN3D, x = 0.75
CFL3D, x = 0.75
(b) Normalized eddy-viscosity profile.
Fig. 4.6: Comparison of stream-wise velocity and turbulent viscosity profiles for flow through
a bump-in-channel at M = 0.2 and Re = 3× 106.
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(b) Coefficient of friction along upper surface.
Fig. 4.7: Coefficient of pressure and friction for flow over the bump at M = 0.2.
of the limiter.
4.4.2 NACA 0012
The next case, a NACA 0012 infinite wing, provides additional geometric complexity in
the form of a sharp convex ridge at the trailing edge. To provide adequate mesh resolution
around the trailing edge, the strand vectors are smoothed, introducing mesh skewing. Again,
we examine two flow regimes: subsonic and transonic turbulent flow. For this case, only
strands are used, and no overset Cartesian meshing is employed. The surface mesh consists
of 1,280 fourth-order elements and 16,064 nodes, shown in Figure 4.9(a). We set 64 nodes
(a) Contours of velocity magnitude. (b) Contours of pressure.
Fig. 4.8: Field plots of the bump-in-channel at M = 0.8.
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along each strand, which extend 10 chords, resulting in a volume mesh with approximately
1 million nodes, shown in Figure 4.9(b). The wing has a chord length of c = 1 and a span of
S = 1. For both cases studied, the the boundary conditions consist of a far-field boundary
condition applied on the outer boundary, wall conditions on the surface of the airfoil, and
symmetry planes on the sides of the wing.
Subsonic-Turbulent Flow
We first validate the flux-correction method for subsonic turbulent flow over this air-
foil, as described in the NASA Langley Turbulence Modeling Resource. The resource case
consists of flow at M = 0.15 and Re = 6× 106 at various angles of attack. Corresponding
experimental data from Ladson [36], and Gregory and O’Reilly [37] are used for validation.
A further description and layout of the case may be found on the NASA-Langley turbulence
website [35].
Figure 4.10 shows contours of velocity and pressure around the airfoil. The surface
pressure coefficient and coefficient of friction for α = 0 degrees are shown in Figure 4.11,
and compared with the experimental data of Gregory and O’Reilly [37], as well as data from
CFL3D [35]. The Gregory data is actually taken at Re = 3×106, not Re = 6×106, but little
change in pressure and lift is observed between the two Reynolds numbers. Both the FUN3D
and CFL3D solver use a very fine two-dimensional C-grid, totaling 274,329 nodes. In
(a) NACA 0012 surface mesh with quartic elements. (b) NACA 0012 volume mesh.
Fig. 4.9: NACA 0012 mesh configuration.
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(a) Contours of velocity magnitude. (b) Contours of pressure.
Fig. 4.10: Field plots of the NACA 0012 at M = 0.15.
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(a) Coefficient of pressure along the surface.
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Fig. 4.11: Coefficient of pressure and friction for flow over a NACA 0012 airfoil at M = 0.15
and Re = 6× 106 at α = 0 degrees.
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contrast, the three-dimensional grid used for this problem does not make specific refinements
for the wake. The calculated drag from the case falls close to the data provided from the
NASA Langley turbulence resource [35], and to the experimental data of Ladson [36]. A
likely reason for the minor discrepancy between the Strand FC drag and the experimental
is the lack of an off-body wake-refining Cartesian grid. Inaccuracies of this sort using
strand grids were also observed previously by Work et al. [38]. This is demonstrated in
Figure 4.11(b), where the coefficient of friction follows the curve of the CFL3D result until
the trailing edge where the Cf exhibits a peak.
Transonic-Turbulent Flow
With the NACA 0012 subsonic turbulent case validated, we now test the limiting
techniques within in the flux-correction method to predict turbulent shock interaction over
an infinite NACA 0012 wing. We use a case set up by McDevitt and Okuno [39], consisting
of flow at M = 0.759 and Re = 6.3× 106 at an angle of attack of α = 2.05 degrees.
Figure 4.12 shows contours of velocity and pressure around the airfoil. The contours
of velocity magnitude show a shock induced separation of the boundary layer, effectively
altering the shape to the airfoil, similar to the upward deflection of a trailing edge flap,
as shown in Figure 4.13(b). This behavior concurs with that observed by McDevitt and
Okuno [39]. The calculated flux-correction scheme surface pressure coefficient with the lim-
iter is shown in Figure 4.13(a), and compared with the experimental results from McDevitt
and Okuno [39]. With the limiter, good agreement is observed, specifically at the shock
location on the upper surface. Moreover, the shock is captured sharply with no overshoots.
Table 4.2: Comparison of computed lift and drag coefficients for flow over a NACA 0012
airfoil at M = 0.15, α = 0 degrees, and Re = 6× 106.
Data Source Cd
Strand FC 8.44E-3
FUN3D 8.12E-3
CFL3D 8.19E-3
Ladson 8.04E-3
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(a) Contours of velocity magnitude. (b) Contours of pressure.
Fig. 4.12: Field plots of the hemisphere-cylinder at M = 0.759.
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(a) Coefficient of pressure along the surface. (b) Contour of velocity showing trailing edge sep-
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Fig. 4.13: Coefficient of pressure and trailing edge separation for a NACA 0012 airfoil at
M = 0.759 and Re = 6.3× 106 at α = 2.05 degrees.
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4.4.3 Transonic Hemisphere-Cylinder
The final case study we present is transonic flow over a hemisphere-cylinder configu-
ration. Geometry is taken from work by Hsieh [40], where the cylinder has a radius of 0.5
and a length of 10. In recent work, Tong et al. [13] validated the flux-correction method for
this case with subsonic turbulent flow conditions. Flow conditions consist of M = 0.85 and
unit length Reynolds number of Re = 4× 105 at an angle of incidence of 0 degrees. Further
details and grids may be found on the NASA-Langley turbulence resource website [35] and
in Hsieh [40].
Figure 4.14 shows the hemisphere-cylinder surface and volume mesh configuration. The
surface mesh, shown in Figure 4.14(a) is tessellated with 19,050 quartic elements, totaling of
approximately 152,701 surface nodes. The strand grid volume mesh, shown in Figure 4.14,
consists of 64 nodes along the strands extending for a distance of 40 diameters, bringing
the total mesh count to around 9.5 million nodes. At run time, we partition the grid using
192 cores.
Field plots of velocity magnitude and pressure may be found in Figure 4.15. An oblique
shock along with a separation bubble can be seen in Figure 4.15(a) which shows velocity
magnitudes surrounding the hemisphere-cylinder body. The formation of the shock and
separation bubble are consistent with the experimental results found by Hsieh [40]. Next,
we examine non-dimensional velocity profiles at various locations along the hemisphere
(a) Hemisphere-cylinder surface mesh with quartic
elements.
(b) Hemisphere-cylinder volume mesh.
Fig. 4.14: Hemisphere-cylinder mesh configuration.
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(a) Contours of velocity magnitude. (b) Contours of pressure.
Fig. 4.15: Field plots of the hemisphere-cylinder at M = 0.85.
Fig. 4.16: Location of velocity profiles along the hemisphere-cylinder.
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cylinder, shown by letter location in Figure 4.16. Each of the lettered locations corresponds
to the lettered subfigures in Figure 4.17, which show the velocity profiles. Here, we compare
the flux-correction method to experimental results [40], and to theoretical results obtained
with potential flow theory [41]. The flux-correction scheme shows excellent agreement with
the theoretical potential flow results presented by Hsieh, particularly in the regions where
Z/R ≤ 0.4, where viscous effects are considered to be of little impact. There are some
discrepancies between the flux-correction and theory after the shock, however, these may
be likely attributed to the separation bubble that forms after the shock, which potential flow
theory does not account for. In the regions where Z/R ≥ 0.8, the flux-correction scheme
and theory show some deviation from the experimental results. Hsieh [40] claims that this
deviation is due to particle lag from the laser doppler velocimetry method used to obtain
the results. Nonetheless, the flux correction results generally agree well with the theory
here.
4.5 Conclusions and Future Work
A novel high-order algorithm for strand grids has been presented for turbulent shock
interaction flows. The method uses a combination of summation-by-parts operators in
the strand direction and flux-correction in the unstructured layers to achieve high-fidelity
solutions of compressible turbulent flow. Low-order truncation errors are cancelled via
accurate flux and solution gradient terms in the flux-correction method, thereby achieving
a formal order of accuracy of three, although higher orders are often observed, especially for
highly viscous flows. To achieve turbulence closure in the RANS equations, a robust version
of the Spalart-Allmaras turbulence model was employed that accommodates negative values
of the turbulence working variable. A major advantage of our high-order formulation is the
ability to implement traditional finite volume-like limiters to cleanly capture shocks. We
explored this approach in this work via a symmetric limited positive (SLIP) limiter. The
ability of our high-order method to handle shocks via SLIP limiters is the major focus of
the paper.
When applied to a three-dimensional bump in a channel, the flux-correction method
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(a) Velocity profile in y-direction at z = −0.5.
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(c) Velocity profile in y-direction at z = 0.4.
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(d) Velocity profile in y-direction at z = 0.8.
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(e) Velocity profile in y-direction at z = 1.2.
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(f) Velocity profile in y-direction at z = 1.6.
Fig. 4.17: Velocity field about hemisphere-cylinder at various z locations.
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accurately predicted the drag for turbulent subsonic flow. When applied to turbulent tran-
sonic flow, the flux-correction method qualitatively showed the ability to capture shocks
cleanly. When applied to turbulent flow over a NACA 0012 airfoil, the flux-correction
method accurately predicted the drag for turbulent subsonic flow. When applied to tran-
sonic flow, the coefficient of pressure along the surface of the airfoil was accurately predicted,
including the shock location. Again, sharp and clean shocks were observed in the results.
The ability of the flux-correction algorithm to resolve turbulent shock interaction flows was
demonstrated using a hemisphere-cylinder configuration. The velocity profiles extending
radially at six different locations along the cylinder showed similar profiles to those found
theoretically and experimentally by Hsieh [40].
While this work appears promising in terms of accurately computing complex turbulent
flows, the test cases presented here are rather simple geometrically. Future work will focus
on extending our high-order methods to geometries of practical interest. Two research
areas are envisioned in this effort. First, we intend to couple the strand grids to off-
body Cartesian grids in an overset fashion. While overset grid methods are certainly not
new, specific challenges may arise in terms of stability and accuracy with our high-order
schemes. The effect of high-order interpolation and energy stable interface conditions will
be investigated. Second, we intend to investigate novel ways of representing and handling
complex surface geometry. The geometry surface serves as the starting point for strand
growth and off-body mesh generation. Therefore, the ability to handle any geometry with
complex combinations of convex, concave, and saddle regions, is of prime interest. One
possible approach would be to consider surface geometry as the zero level set of a higher-
dimensional function. Along with variable strand lengths, this could facilitate small surface
modifications and adaptations that would allow for the robust treatment of any geometry
with the strand method.
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CHAPTER 5
ASSESSMENT OF A TWO-EQUATION TURBULENCE MODEL IN THE
HIGH-ORDER FLUX CORRECTION SCHEME
5.1 Abstract
In this work, we examine a two-equation turbulence model in the flux correction
method for three-dimensional turbulent flows on strand grids. Building upon previous
work, flux derivatives along strands are treated with high-order summation-by-parts opera-
tors and penalty-based boundary conditions. To achieve turbulence closure in the Reynolds-
Averaged Navier-Stokes equations, the two-equation Menter SST k-ω turbulence model is
employed. Oscillations caused by the large specific dissipation rate viscous wall boundary
condition are damped with selected techniques and the symmetric limited positive scheme
of Jameson. Verification and validation studies are considered and demonstrate the flux
correction method achieves a high degree of accuracy for the Menter SST turbulence model
without any oscillations in the solution. High-order turbulent flux correction results demon-
strate improvements in accuracy with minimal computational and algorithmic overhead over
traditional second-order algorithms.
5.2 Introduction
In computational fluid dynamics (CFD), obtaining high-fidelity solutions for high-
Reynolds number flows over complex multi-body geometry remains one of the greatest
challenges. First, the gridding process for complex multi-body geometry, such as rotorcraft,
can take experts days or weeks to complete using current mesh practices. This current trend
will only be exacerbated by projected improvements in hardware, further increasing the per-
centage of time devoted mesh generation relative to total simulation time. Second, accuracy
limitations are often observed due to the use of traditional numerical-diffuse second-order
Co-Authors: Cole Blakely, Robert Schaap, and Aaron Katz.
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schemes. Despite increasing levels of research into high-order methods, these methods are
not yet at a production level for unstructured grids, while second-order methods are easily
accessible. Thus, the majority of CFD practitioners still adopt traditional second-order
methods. Finally, complex systems require ever-increasing mesh sizes, for which scalability
becomes a greater issue. Automating viscous mesh generation, preserving spatial and tem-
poral accuracy, and maintaining computational efficiency are currently among the greatest
research challenges in CFD today.
The strand-Cartesian approach has shown great potential to alleviate many of these
difficulties [1–4]. Strand and Cartesian grids allow the possibility of fully automatic volume
grid generation while enhancing scalability and the potential for high-order accuracy. Near
solid bodies, the strand approach automatically creates a prismatic mesh along “strands”
emanating from pointing vectors determined from a surface tessellation in order to resolve
viscous boundary layers and other near-body effects, as shown in Figure 6.1(a). Away from
solid bodies, adaptive Cartesian grids resolve vortical shedding and wake features with
efficient high-order algorithms, shown in Figure 6.1(b). Due to the robust and automatic
nature of the strand-Cartesian grid generation process, the technique is easily extensible
to moving-body problems for which the grid can readily be regenerated at each time step.
Strand and Cartesian grids communicate through implicit overset interpolation [5–7], which
is facilitated by the compact grid representation of the strand-Cartesian mesh system. A
typical three-dimensional strand-Cartesian grid system may be stored on each processor in
a parallel computation, allowing for self-satisfying domain connectivity [1] and reducing the
percentage of time needed for intergrid communication [8].
The primary goal of this work is to demonstrate improved near-body accuracy and ef-
ficiency for turbulent flows through high-order flux correction methods in three-dimensions.
Flux correction is a novel method of obtaining near fourth-order accuracy on strand grids.
Previous methods of “flux correction” [9, 10] have paved the way for recent work investi-
gating the method [11–14]. The high-order strand method involves correction of the flux in
the unstructured plane, combined with stable summation-by-parts (SBP) operators [15,16],
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(a) strand grid components. (b) strand/Cartesian grid for TRAM rotor.
Fig. 5.1: Strand grid elements and example strand/Cartesian grid system for the TRAM
rotor.
implemented as source terms to approximate flux derivatives along strands. Unlike most
high-order methods under investigation today, the flux correction method uses a node-
centered finite volume method as a starting point to which truncation error-canceling terms
are added to increase accuracy. The method requires no additional flux quadrature or sec-
ond derivatives in the solution reconstruction like quadratic finite volume schemes [17–19].
High-order near-body solution methods for turbulent flows are investigated as the accuracy
of even the most advanced adaptive high-order off-body methods can be spoiled by excessive
near-body discretization error, as shown by Wissink et al. [20]. Thus, in this work, we focus
only on the flux correction method for strand grids. Coupling with an off-set Cartesian grid
is an eventual goal and is not addressed in this work. Figure 6.1(b) shows an example of
the goal we are currently working towards.
Resolving highly turbulent flows in the near-body is critical for capturing the initial
generation of vortical structures, however, the choice of turbulent closure for the RANS
equations can greatly affect the solution accuracy. The Spalart-Allmaras [21, 22] (SA)
turbulence model is generally the model of choice due to its accuracy, simplicity, and ease of
implementation, however, it is known that it fails to provide accurate prediction for highly
separated flows [23]. The Menter shear stress transport (SST) two-equation turbulence
model [24, 25] has shown excellent prediction of highly-separated flows, but has yet to be
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embraced as a primary method for turbulence closure in high-order algorithms. While
some work has been made to implement the SST model into high-order schemes [26, 27],
it is generally avoided for two reasons. First, an extremely large specific dissipation rate
boundary condition on viscous walls is a source of instability and oscillations in the solution.
Second, the model switch at the edge of the boundary layer creates a discontinuity in the
solution, leading to oscillations when a high-order scheme attempts to resolve this. This
paper aims to extend the flux correction methodology to the SST turbulence model and
damp oscillations with the symmetric limited positive (SLIP) scheme of Jameson [28,29].
The paper is outlined as follows: First, we provide details of the high-order strand
grid discretization scheme, including flux correction and high-order summation-by-parts
operators for first derivatives and second derivatives with variable coefficients. Second,
we give a brief description of implementation details and methods used to overcome any
oscillatory behavior caused by the boundary conditions. Next, we present results for a
variety of three-dimensional cases. Finally, we draw conclusions based on the existing
results and suggest future research directions for the final paper.
5.3 High-Order Strand Grid Discretization
In this work, we solve the compressible Reynolds-Averaged Navier-Stokes (RANS)
equations in three-dimensions, and use the Menter SST k-ω (SST) model [24] to achieve
turbulence closure. The model uses blending functions to utilize the strengths of both the
k- and k-ω models. The RANS-SST equations may be expressed as
∂Q
∂t
+
∂Fj
∂xj
− ∂F
v
j
∂xj
= S, (5.1)
where the vectors of conserved variables, Q, inviscid fluxes, Fj = (F,G,H), and viscous
fluxes, F vj = (F
v, Gv, Hv), and the source terms, S, are defined as
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Q =

ρ
ρui
ρe
ρk
ρω

, Fj =

ρuj
ρuiuj + pδij
ρhuj
ρkuj
ρωuj

, F vj =

0
σij
σijui − qj
(µ+ σkµt)
∂k
∂xj
(µ+ σωµt)
∂ω
∂xj

, (5.2)
and the vector of source terms, S, is defined as
S =

0
0
0
P −Dk
γ
νt
P −Dω + 2(1− F1)ρσω2ω ∂k∂xj ∂ω∂xj

. (5.3)
Here, ρ is the density, uj is the j
th component of the fluid velocity, p is the pressure, e is
the total energy per unit mass, h ≡ e + p/ρ is the total enthalpy per unit mass, σij is the
deviatoric stress tensor, qj is the j
th component of the heat flux vector, k is the turbulent
kinetic energy, ω is the specific rate of dissipation, and γ, σk, and σω are blended coefficient
functions. The stress tensor is defined as
σij = 2(µ+ µT )
(
Sij − 1
3
∂uk
∂xk
δij
)
− 2
3
ρkδij , (5.4)
where µ is the dynamic viscosity, µT is the turbulent viscosity, and Sij is the rate of strain
tensor, defined as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (5.5)
The heat flux vector is obtained with Fourier’s Law, and defined as
qj = −Cp
(
µ
Pr
+
µT
PrT
)
∂T
∂xj
, (5.6)
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where T is temperature, Cp is the specific heat, Pr is the Prandtl number, PrT is the
turbulent Prandtl number. In addition, Sutherland’s Law is utilized to relate dynamic
viscosity and temperature, and the ideal gas equation of state is used.
The turbulent source term for the SST model consists of a production term, P, and
a destruction term for each working variable, Dk, and Dω, respectively. In this work we
apply a modification suggested by Menter [25] when working with aerodynamics flows. The
production term is defined as
P = µtΩ− 2
3
ρkδij
∂ui
∂xj
. (5.7)
The details of the standard SST model, including the well-known definitions of the produc-
tion and destruction terms, as well as the original closure coefficients which are used in this
work, may be found in the original work by Menter [24].
In this work, we follow the high-order strand grid discretization scheme of Katz and
Work [11]. In this method, strand grids consisting of an unstructured triangular surface
tessellation are extruded along straight lines (strands) away from solid bodies. Each stack
of prismatic cells emanating from the surface in the physical space may be mapped to a
standard computational space as shown in Figure 5.2. The triangular base of each prismatic
element may be divided into equally spaced sub-triangles in the r-s plane, facilitating high-
order solution and flux representation. In this work, we investigate linear, quadratic, and
cubic surface elements. Quadratic surface elements are shown in Figure 5.2. The stretched
distribution of nodes along each strand in the physical space is mapped to an equally
spaced distribution in the η-direction in the computational space, where η ∈ (0, 1). In the
computational space, the strand spacing is ∆η = 1/(N − 1), where j = 1, · · · , N is the
strand node numbering beginning with the node on the surface. To avoid confusion, the
triangular-shaped elements forming the various levels in the prism stack will be referred to
as “surface elements,” while the three-dimensional elements formed by an equally-spaced
stacking the surface elements in the η-direction will be referred to as “volume elements.”
Additionally, the triangles formed from sub-dividing each surface element will be referred
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Fig. 5.2: Mapping of strand stack from physical space to computational space.
to as “sub-triangles.” While not shown in Figure 5.3, quartic surface elements are used for
all applications in this work. It is known that in order for high-order schemes to deliver
high orders of accuracy, high-order curved boundary elements are essential [30, 31].
Upon transformation to the computational space, Equation 5.1 becomes
∂Qˆ
∂t
+
∂Fˆ
∂r
+
∂Gˆ
∂s
+
∂Hˆ
∂η
− ∂Fˆ
v
∂r
− ∂Gˆ
v
∂s
− ∂Hˆ
v
∂η
= Sˆ, (5.8)
Qˆ ≡ JQ, Sˆ ≡ JS,
Fˆ ≡ J (rxF + ryG+ rzH) , Fˆ v ≡ J (rxF v + ryGv + rzHv) ,
Gˆ ≡ J (sxF + syG+ szH) , Gˆv ≡ J (sxF v + syGv + szHv) ,
Hˆ ≡ J (ηxF + ηyG+ ηzH) , Hˆv ≡ J (ηxF v + ηyGv + ηzHv) ,
rx sx ηx
ry sy ηy
rz sz ηz
 = 1J

yszη − zsyη zryη − yrzη yrzs − zrys
zsxη − xszη xrzη − zrxη zrxs − xrzs
xsyη − ysxη yrxη − xryη xrys − yrxs
 ,
J = xη (yrzs − zrys) + yη (zrxs − xrzs) + zη (xrys − yrxs) .
Here, J is the Jacobian of the transformation, Fˆj and Fˆ
v
j are the transformed inviscid and
viscous fluxes, and partial differentiation is denoted with a subscript (e.g. ∂x/∂s = xs).
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(a) Quadratic elements. (b) Cubic elements.
Fig. 5.3: Element mappings used for gradient reconstruction.
A unique aspect of this scheme is the novel manner in which the discretization is
carried out in the r-s plane and the η direction to obtain high-order accuracy. The general
strategy is to perform a high-order finite-volume flux balance in the r-s plane, known as
“flux correction,” and to use high-order finite-differences based on SBP operators in the η-
direction. To facilitate the flux correction algorithm, two-dimensional median-dual control
volumes are constructed around each node in each high-order surface element in the r-s
plane. The sub-triangles and median-dual control volumes in a single surface element are
shown as the black solid lines and red dashed lines in Figure 5.3 for quadratic and cubic
surface elements, respectively.
In previous work [11] it was shown that treating the η-derivatives in Equation 5.8 with a
particular source term discretization preserves the accuracy of the flux correction procedure
in the r-s plane. Therefore, the η-derivatives and physical time derivative are moved to the
right-hand side and treated as source terms:
∂Qˆ
∂τ
+
∂Fˆ
∂r
+
∂Gˆ
∂s
− ∂Fˆ
v
∂r
− ∂Gˆ
v
∂s
= S˜, (5.9)
S˜ ≡ Sˆ − ∂Qˆ
∂t
− ∂Hˆ
∂η
+
∂Hˆv
∂η
.
A pseudo-time derivative is added on the left-hand side of Equation 5.9 to facilitate the
time-marching solution procedure is described in previous work [11]. As long as each term
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in S˜ is computed to at least second-order accuracy in terms of the truncation error, the
corrected flux balance in the r − s plane will retain desirable truncation error properties,
resulting in a high-order accurate scheme. Examining equation 5.9, the three-dimensional
equations essentially reduce to a two-dimensional problem in the r-s plane at each layer in
the strand grid. The layers are coupled together through the new source term, S˜, which
contains η-derivatives of the flux.
Equation 5.9 requires a two-dimensional discretization in the r-s plane suitable for
unstructured grids with a source term. The discretization used for this purpose here is the
flux-correction scheme of Katz and Sankaran [9]. Recently, Pincock and Katz [10] extended
the original scheme to include the viscous terms in the Navier-Stokes equations. A defining
feature of the flux-correction scheme is its ability to retain high-order accurate truncation
error on general simplex grids, which results in third-order discretization error for inviscid
fluxes, and fourth-order discretization error for viscous fluxes.
The flux-correction procedure differs from a conventional finite volume scheme in the
definition of the numerical fluxes. Following previous work on flux-correction [9], the inviscid
numerical fluxes between nodes a and b are computed as
Fˆab,j = 1
2
(
FˆR + FˆL
)
− 1
2
∣∣∣Aˆ(QR, QL)∣∣∣ (QR −QL) . (5.10)
The unique aspect of the flux-correction scheme is the use of reconstructed fluxes, along
with high-order gradient information. The left and right reconstructed fluxes are computed
as
FˆL = Fˆa,j + 1
2
∆rTab
(
∇hrsFˆ
)
a,j
, FˆR = Fˆb,j − 1
2
∆rTab
(
∇hrsFˆ
)
b,j
, (5.11)
where ∆rTab = (rb − ra, sb − sa), and ∇hrs is an estimate of the gradient in the r-s plane
computed to at least second-order accuracy, such that
∇hrs =∇rs +O(hq), q ≥ 2.
The strategy to compute such gradients is to compute the derivatives of a local polynomial
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representation within each surface element, and then volume-average among the shared
representations in neighboring elements. The averaging is critical to centering the gradients
and to the overall stability of the scheme. The requirement that q ≥ 2 may be satisfied by
using at least quadratic surface elements shown in Figure 5.3. Further details of the gradient
procedure used for the flux and solution may be found in our previous work [11]. There,
other details regarding the SBP/SAT-treatment [15, 16, 32–38] of the η-flux derivatives are
also provided.
5.4 Turbulence Model Implementation
Implementation of the Spalart-Allmaras turbulence model in high-order schemes is
both straight forward and common place as the single additional equation requires little
modification to the system. Previous work with flux correction has shown this to be an
effective model at high-orders of accuracy [13,14]. Source term treatment is simple, and an
exact source Jacobian is utilized in order to aid convergence, as suggested by Merkle [39].
Conversely, the Menter SST model is not commonly implemented in high-order schemes
due to its complexity, and oscillatory and convergence issues. In this section, we outline
efforts made to implement the model into the high-order flux correction scheme.
5.4.1 Oscillation Damping Treatment
The primary reason for not implementing SST into high-order methods stems from
the oscillations that occur due to the infinite wall boundary condition required by specific
dissipation rate, ω. While this is approximated with a large ω value at the wall, high-
order schemes struggle with this condition and suffer from oscillations and convergence
issues unless damping is applied. Bassi [26] implemented high-order SST into a high-order
discontinuous Galerkin (DG) scheme, and overcame this issue by rewriting the ω equation.
Similar efforts were also made by Balakumar [27] for an essentially non-oscillatory (ENO)
scheme.
In this work, we keep the original equation, however, various limiters are applied to
damp the oscillatory effects of the boundary conditions and to improve convergence. First,
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in order to prevent the negative non-physical turbulence working variables we apply an
update limiter, as outlined by Park and Kwon [40]. After each implicit sweep, ∆(ρk) and
∆(ρω) are limited to half of their original value if updated value becomes negative.
(ρω)new =

(ρω)old −∆(ρω) if ∆(ρω) < (ρω)old
1
2(ρω)old if ∆(ρω) ≥ (ρω)old
(5.12)
Second, we impose a lower limit to ω if it becomes unphysically low, resulting in
excessive generation of turbulent stresses and higher values of µt. Derivation of the limiter
is given by Zheng and Liu [41], with the final result giving
ω =

ω if ω > αS
αS if ω ≤ αS.
(5.13)
Here, α = 59 and S is the mean strain rate, defined as
S =
√
2SijSij − 2
3
S2kk, (5.14)
where, Sij is the strain rate tensor, as defined previously.
Third, in order to improve convergence, the implicit source term treatment described
by Merci [42] is implemented. Here, similar to SA, an exact Jacobian of the source terms is
constructed. In order to retain diagonal dominance, negative terms are treated implicitly,
while positive terms are treated explicitly.
Finally, we introduce simple limiting techniques to our flux-correction high-order scheme
to locally introduce first-order dissipation at discontinuities. While such a technique is gen-
erally used for shocked flows, we may implement these techniques to remove oscillations of
k and ω in the boundary layer where discontinuities occur due to the model switch. Just
as in finite volume schemes, the form of artificial dissipation in Equation 5.10 includes a
difference of left and right states, QL and QR. For smooth flows, we reconstruct these states
using gradients with second order accuracy or better. To handle discontinuous flows, we
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multiply these gradients by a limiter, which locally switches the left and right states to
the nodal values, resulting in a first-order dissipation term. The reconstructed states with
limiter, φ, may be expressed as,
QL = Qa,j +
φab
2
∆rTab∇hrsQa,j , QR = Qb,j −
φab
2
∆rTab∇hrsQb,j . (5.15)
Here, φab is the limiter at the edge in the r-s plane connecting nodes a and b. Similar to
the symmetric limited positive (SLIP) scheme of Jameson [28, 29], we compute the limiter
as,
φab = 1−
∣∣∣∣ u− vmax(|u|+ |v|, )
∣∣∣∣3 , u = 2∆rTab∇hrsQb,j −∆Qab, v = 2∆rTab∇hrsQa,j −∆Qab,
(5.16)
where  is a small number to avoid limiting at smooth extrema or dividing by zero in
freestream flow, and ∆Qab = Qb − Qa is the solution difference across the edge. The r-s
gradients in Equation 5.16 are calculated using the same method used to obtain the other
flux and solution gradients in the FC scheme. Therefore, no additional MPI communication
is required, and little extra computational effort or complexity is added.
5.4.2 Inviscid and Dissipation Flux Treatment
Treatment of the viscous and source terms for the RANS-SST system is relatively
simple, however, inviscid and dissipation terms require some additional modification. The
RANS stress tensor, defined in Equation 5.4, requires calculation of the term, 2/3ρk, referred
to as the turbulent kinetic pressure (TKP). The flux correction algorithm permits only terms
with first derivatives in viscous flux. Thus, for convenience, we place the TKP inside the
inviscid fluxes. Furthermore, the TKP behaves similarly to the thermodynamic pressure,
in that it contributes solely to the isotropic or mean stress component of the stress tensor,
as opposed to the viscous stresses which are purely deviatoric. The inviscid flux Jacobian
for RANS is then defined as
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A =

0 nx ny nz 0 0 0
γ1
U2
2 nx − uun unx − γ1unx + un uny − γ1vnx unz − γ1wnx γ1nx 0 0
γ1
U2
2 ny − vun vnx − γ1uny vny − γ1vny + un vnz − γ1wny γ1ny 0 0
γ1
U2
2 nz − wun wnx − γ1unz wny − γ1vnz wnz − γ1wnz + un γ1nz 0 0(
γ1
U2
2 − h
)
un hnx − γ1uun hny − γ1vun hnz − γ1wun γun 0 0
−kun knx kny knz 0 un 0
−ωun ωnx ωny ωnz 0 0 un

, (5.17)
where U is the velocity magnitude, γ is the specific heat ratio and γ1 = γ− 1. Modification
of the speed of sound is also required. The speed of sound is based on the total pressure,
and is thus related to the thermodynamic properties as well as to the turbulent kinetic
energy. Thus, it can now be defined as
c2 =
p+ 23ρk
ρ
. (5.18)
Next, we perform an eigenvalue decomposition on the inviscid fluxes, required for com-
puting dissipation fluxes, given as
A = XλX−1 (5.19)
This decomposition is used computing the dissipation fluxes. The eigenvalue matrix is
changed to include the absolute value of all diagonal terms. The matrices are multiplied
together to yield a modified inviscid flux Jacobian which is used to calculate the dissipation
fluxes which eliminate spurious oscillations. The decomposition is also employed in penalty-
based boundary conditions, used in the flux correction scheme. The eigenvalue matrix is
altered to include only selective diagonal terms and some off-diagonal terms. Terms are
selected such that the resulting inviscid flux Jacobian enforces characteristic relations such
as a specified pressure. Selections are also designed to maintain well-posedness [36].
Here, we set our eigenvalues as Λ = diag(un, un, un, un + c, un − c, un, un), requiring
calculation of the right and left eigenvectors, given as
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X =

nx ny nz 1 1 0 0
unx uny − cnz unz + cny u+ cnx u− cnx 0 0
vnx + cnz vny vnz − cnx v + cny v − cny 0 0
wnx − cny wny + cnx wnz w + cnz w − cnz 0 0
X51 X52 X53 h+ unc h− unc −
(
5
3 − γ
)
0
0 0 0 k k γ1 0
0 0 0 ω ω 0 1

(5.20)
where,
X51 =
U2
2
nx+c (vnz − wny) , X52 = U
2
2
ny+c (−unz + wnx) , X53 = U
2
2
nz+c (uny − vnx) ,
(5.21)
and
X−1 =

nx (1− b3)− vnz−wnyc b2unx b2vnx + nzc b2wnx − nyc −b2nx −b4nx 0
(1− b3)ny − unz−wnxc b2uny − nzc b2vny b2wny + nxc −b2ny −b4ny 0
(1− b3)nz − uny−vnxc b2unz + nyc b2vnz − nxc b2wnz −b2nz −b4nz 0
1
2 (b3 − unc) 12
(
b2u− nxc
)
1
2
(
b2v − nyc
)
1
2
(
b2w − nzc
)
1
2b2 b4 0
1
2 (b3 + unc)
1
2
(
b2u+
nx
c
)
1
2
(
b2v +
ny
c
)
1
2
(
b2w +
nz
c
)
1
2b2 b4 0
−M2t U2 M2t u M2t v M2t w −M2t h−U
2
c2
0
−ωb3 ωb2u ωb2v ωb2w −ωb2 −ωb4 1

(5.22)
where,
M =
U
c
, M2t =
k
c2
, b2 =
γ − 1
c2
, b3 = b2U
2, and b4 =
5
3 − γ
c2
. (5.23)
Some CFD algorithms and turbulence models, such as Spalart-Allmaras, neglect the
TKP on the basis that the relatively small size of k makes its contribution to the stress tensor
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negligible. While it is true that k is typically small in comparison to the thermodynamic
pressure, the magnitude of the gradient of a variable is more impactful than the magnitude
of the variable itself [43]. Thus in mixing regions, where the gradient of k is relatively large,
the TKP can have substantial effects on the solution. The TKP is of particular importance
for supersonic flow [23]. Further discussion with respect to the flux correction scheme is
provided by Katz and Work [11].
5.5 Results
The ability of the flux correction method to accurately compute three-dimensional
high Reynolds number turbulent flow within the strand grid paradigm is investigated with
the Menter SST turbulence model. In this section, we present SST results, and compare
these against results from established solvers, provided by the NASA-Langley Turbulence
Modeling Resource (TMR) website [23]. First, we conduct rigorous accuracy tests through
the method of manufactured solutions. Next, we perform a study of three-dimensional flow
over a zero pressure gradient flat plate. A study of turbulent three-dimensional flow over a
bump-in-channel is investigated.
5.5.1 Method of Manufactured Solutions
First, we rigorously test the accuracy of the high-order strand algorithm by performing
grid refinement studies using manufactured solutions (MMS) [44, 45]. The use of MMS to
assess accuracy of discretizations for compressible viscous flows is important due to the
lack of exact solutions. Smooth trigonometric functions for x-velocity are shown in Figure
5.4(a) for a cube geometry. Similar smooth trigonometric variables are used for each of
the working variables. When assessing high-Reynolds number flows, the working variables
of the Menter SST model k and ω are treated in a similar manner. Four levels of grid
refinement are used, and the error between the discrete and exact manufactured solution is
measured on each mesh after converging to machine precision.
The results of the MMS study are shown in Figure 5.4, where SLIP limiting is not
employed over the cube grid. Here, we show the inviscid and viscous terms in isolation as
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Fig. 5.4: Manufactured solution and order of accuracy results in a cube geometry.
well as combined together. The SST closure source terms are turned off when examining
inviscid and viscous terms in isolation, and turned on when all the terms are combined.
One advantage of verification via manufactured solutions is the ability to isolate various
terms (e.g. inviscid or viscous), to assess the accuracy of each. As the figures show, the
inviscid terms asymptote sharply to third-order accuracy. The inviscid curve and combined
curve fall directly on top of one another. The viscous terms are significantly more accurate,
generating accuracy slightly better than fourth-order. Most importantly, the combined
inviscid and viscous discretizations are compatible, yielding an order of accuracy of 3 for
SST. These results are valid for irregular surface meshes and smooth strand distributions
with potentially very high aspect ratios. We demonstrate this with an additional MMS
verification study over a sphere, shown in Figure 5.5(b), where we observe the flux correction
method maintains its high-order of accuracy on an irregular sphere grid (Figure 5.5(a)),
with and without the use of SLIP limiting techniques. The figure shows that the use of the
SLIP limiter does not corrupt the smooth solution accuracy. Furthermore an high-order of
accuracy was observed with both the limiter being used and without it. It should be noted
that conventional second order schemes are easily recovered by turning off the flux correction
terms and lowering the difference order along strands, which is easily accomplished with an
input flag.
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(a) x-velocity for sphere.
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Fig. 5.5: Manufactured solution and order of accuracy results in a sphere geometry.
We wish to emphasize the fact that the flux correction solver is able to maintain
high-order of accuracy with the of the Menter SST turbulence model (e.g. k and ω RMS
error follows a trend similar the to x-momentum error). The turbulence model within the
flux correction solver is fully coupled with the RANS equations, and thus exhibits greater
accuracy than many traditional RANS solvers with segregated turbulent models, or models
that reduce the turbulence equation to first-order.
5.5.2 Zero Pressure Gradient Flat Plate
With the implementation of turbulence models verified through MMS, validation of the
solver is now performed. The first case we examine is a zero pressure gradient flat plate at
M = 0.2 and Re = 5×106, based on a plate of length unity. Grids from the NASA-Langley
turbulence modeling resource are used. However, sub-elements are generated within each
Table 5.1: Error for inviscid, viscous and source terms combined (Re = 100, 000) for a cube
geometry (x-momentum).
Mesh Nodes Error Order
2,048 1.776615827e-04 -
16,384 1.864328530e-05 2.947
131,072 2.191720008e-06 2.976
1,048,576 2.524722826e-07 3.008
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parent fourth-order element, thus giving more nodes along the surface then the original grids
provide. In this work, we examine a number of different grids, starting with the coarsest
grid, up to the middle grid provided. These grids are 35 × 25, 69 × 49, and 137 × 97,
where the first number corresponds to the number of points in the surface direction, and
the second in the strand direction. As the flux correction scheme performs better which
high-order grids, increase the number of nodes in the strand direction to match the new
resolution that fourth-order grids provide. The number of nodes in the strand direction used
are: 97, 192, and 384, and we denote these in the text and figures as “coarse,” “medium,”
and “fine,” respectively. An example grid is shown in Figure 5.6(a). The plate leading edge
begins at x = 0 and extends for a length of 2. A short inviscid wall entry way beginning at
x = −0.33 is provided to allow for proper inflow conditions. Stagnation temperature and
pressure are specified at the inflow, and static pressure is specified at the outflow. Details of
the exact boundary conditions and case set up may be found on NASA-Langley turbulence
resource website [23].
First, we examine the normalized x-velocity profiles in Figure 5.7 at two different
locations, x = 0.97003 and x = 1.9003, for increasing grid resolution. We see the high-order
scheme quickly asymptotes to the results from the established solvers FUN3D and CFL3D.
The turbulent viscosity field for this case is shown in Figure 5.6(b), which has been scaled
by a factor of 40 vertically to facilitate visualization.
We examine the normalized k and ω profiles in Figure 5.8 at two different locations,
(a) 341x97 grid (b) Contours of µt/µ∞
Fig. 5.6: Grid and normalized turbulent eddy-viscosity contours for flow over a flat plate
at M = 0.2 and Re = 5× 106.
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(a) Normalized x-velocity profiles at x = 0.97003
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(b) Normalized x-velocity profiles at x = 1.9003
Fig. 5.7: Comparison of normalized stream-wise velocity profiles for flow over a flat plate
at M = 0.2 and Re = 5× 106.
x = 0.97003 and x = 1.9003, for increasing grid resolution. Importantly, all grid resolutions
show no oscillatory behavior for the high-order k and ω profiles. Some minor discrepancies
in the curves can be seen at coarser grids, however, high-order scheme asymptotes to the
results from the established solvers FUN3D and CFL3D.
Figure 5.9 shows the effect of applying the SLIP limiting technique to the Menter SST
model in a high-order scheme, and is compared the results from the established solvers,
CFL3D and FUN3D. As expected, the flux correction scheme without any limiting tech-
niques shows severe oscillations at the discontinuities in both the k and ω profiles. Critically,
the flux correction scheme with the SLIP limiting technique shows no oscillations at the
discontinuity in the non-dimensional profile. It should be noted, that limiting is only ap-
plied to the k and ω equations when needed, thus, other conserved variables such as velocity
maintains its high-order of accuracy in areas where limiting is required.
The computed drag coefficient, which is entirely due to skin friction for this case, is
shown in Table 5.2 for the finest grid, along with FUN3D and CFL3D results for the finest
grid available on the TMR. The drag coefficient shows excellent agreement to the established
codes.
119
10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3
k/a2ref
10-7
10-6
10-5
10-4
10-3
10-2
10-1
Y
Strand FC, Coarse
Strand FC, Medium
Strand FC, Fine
FUN3D
CFL3D
(a) Normalized turbulent kinetic energy profile at
x = 0.97003
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Fig. 5.8: Comparison of normalized turbulent kinetic energy and normalized specific dissi-
pation rate profiles for flow over a flat plate at M = 0.2 and Re = 5× 106.
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(a) Normalized turbulent kinetic energy profile at
x = 0.97003 with and without SLIP limiter
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(b) Normalized specific dissipation rate profile at
x = 0.97003 with and without SLIP limiter
Fig. 5.9: Comparison of normalized turbulent kinetic energy and normalized specific dissi-
pation rate profiles with and without a SLIP limiter for medium grid refinement over a flat
plate.
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5.5.3 Bump in Channel
Further validation is performed for turbulent flux correction by way of a bump-in-
channel case. This case is conducted at a Mach number of M = 0.2, at a Reynolds number
of Re = 3 × 106 based on a grid length of unity. The body reference length is 1.5 units,
where the lower wall is a viscous-wall bump extending from x = 0 to 1.5. The maximum
bump height is y = 0.05. The upstream and downstream farfield extends 25 units from the
viscous-wall, with symmetry boundary conditions imposed on the lower wall between the
farfield and the solid wall. The upper boundary at y = 5.0 is set to an inviscid plane. A
further description and layout of the case may be found on the NASA-Langley turbulence
website [23].
Fourth-order elements are used to create a grid with 705× 97 nodes, shown in Figure
5.10(a), and close up in Figure 5.10(b). Figures 5.10(b) and 5.10(c) are scaled by a factor
of 15 vertically to facilitate visualization. To avoid internal corner issues over the bump,
strands are fixed vertically to avoid crossings. Stagnation temperature and pressure are
specified at the inflow, and static pressure is specified at the outflow. The turbulent viscosity
field for this case is shown in Figure 5.10(c).
Stream-wise velocity profiles are shown for two locations downstream on the bump,
and are over-plotted with FUN3D and CFL3D results in Figure 5.11. Good agreement is
obtained for all profiles, even for the 705 × 96 grid, which is approximately 7 times more
coarse than the FUN3D and CFL3D results shown in the figure. Minor oscillatory behavior
is observed in the specific dissipation rate curve at edge of the boundary layer in the region
where the model switch occurs, however, good agreement is seen otherwise. In Figure 5.13,
a plot of the surface coefficient of pressure and friction along the bump is shown, and is over
Table 5.2: Comparison of computed drag coefficients for flow over a flat plate at M = 0.2
and Re = 5× 106.
Solver Cd
Strand FC 2.858552E-3
FUN3D 2.844174E-3
CFL3D 2.85332E-3
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(a) 705x97 grid
(b) 705x97 grid close-up (c) Contours of µt/µ0
Fig. 5.10: Grid and turbulent viscosity contours for flow through a bump-in-channel at
M = 0.2 and Re = 3× 106.
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(a) Normalized x-velocity profiles at x = 0.75
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(b) Normalized x-velocity profiles at x = 1.2.
Fig. 5.11: Comparison of normalized stream-wise velocity profiles for flow through a bump-
in-channel at M = 0.2 and Re = 3× 106.
122
10-11 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3
k/a2ref
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
Y
Strand FC, Coarse
FUN3D
CFL3D
(a) Normalized turbulent kinetic energy at x =
0.75.
10-110-210-310-410-510-610-710-810-9
ref/( refa
2
ref)
100
10-1
10-2
10-3
10-4
10-5
10-6
10-7
10-8
10-9
Y
Strand FC, Coarse
FUN3D
CFL3D
(b) Normalized specific dissipation rate profile at
x = 0.75.
Fig. 5.12: Comparison of normalized turbulent kinetic energy and specific dissipation rate
profiles for flow through a bump-in-channel at M = 0.2 and Re = 3× 106.
plotted with CFL3D, FUN3D and SA results. The computed drag coefficient, is shown in
Table 5.3. Drag prediction shows a minor discrepancy compared to the established codes.
This is reflected in the minor discrepancies observed in the coefficient of friction curve
in Figure 5.13(b). However, relatively good agreement is seen, despite containing skewed
high-aspect ratio cells over the critical areas of the bump.
5.6 Conclusions and Future Work
An assessment of a two-equation Menter SST turbulence model in the high-order flux
correction method on strand grids has been presented for high-Reynolds number viscous
flows. The high-order scheme requires roughly the same computational cost as standard
second-order finite volume schemes. The method combines flux correction in the unstruc-
tured plane of the strand grids and summation-by-parts finite differences to compute flux
derivatives in the strand direction. The flux correction method works by canceling low-order
Table 5.3: Comparison of computed drag coefficients for flow through a bump-in-channel
at M = 0.2 and Re = 3× 106.
Solver SST Cd
Strand FC 3.45830E-3
FUN3D 3.58605E-3
CFL3D 3.59931E-3
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Fig. 5.13: Bump-in-channel surface coefficient of pressure and friction.
truncation errors with accurate flux and solution gradients. By treating the high-order flux
derivatives in the strand direction as a source term, we were able to retain the error can-
cellation of the flux correction method. Limiters implemented to damp specific dissipation
rate oscillations as well as treatment of inviscid and dissipation terms are briefly discussed.
Detailed verification studies with the method of manufactured solutions showed that the
Menter SST model in the flux correction achieved at least third order accuracy for irregular
and regular surface meshes with uniform and hyperbolic strand spacing. When applied to
boundary layer flows, the high-order strand scheme produces accurate velocity profiles, even
on coarse meshes with significant stretching. When applied to a three-dimensional bump in
a channel, the flux-correction method accurately predicted the drag for turbulent subsonic
flow. Minimal oscillations were seen in the specific dissipation rate for both cases.
While this work appears promising in terms of accurately computing complex turbulent
flows, the test cases presented here are rather simple geometrically. Future work will focus
on extending our high-order methods to geometries of practical interest. Two research
areas are envisioned in this effort. First, we intend to couple the strand grids to off-
body Cartesian grids in an overset fashion. While overset grid methods are certainly not
new, specific challenges may arise in terms of stability and accuracy with our high-order
schemes. The effect of high-order interpolation and energy stable interface conditions will
be investigated. Second, we intend to investigate novel ways of representing and handling
124
complex surface geometry. The geometry surface serves as the starting point for strand
growth and off-body mesh generation. Therefore, the ability to handle any geometry with
complex combinations of convex, concave, and saddle regions, is of prime interest. One
possible approach would be to consider surface geometry as the zero level set of a higher-
dimensional function. Along with variable strand lengths, this could facilitate small surface
modifications and adaptations that would allow for the robust treatment of any geometry
with the strand method.
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CHAPTER 6
ASYMPTOTIC GEOMETRY REPRESENTATION FOR COMPLEX
CONFIGURATIONS ON STRAND GRIDS
6.1 Abstract
The strand-Cartesian approach provides many advantages for complex moving-body
flow simulations, including fully-automatic volume grid generation, highly scalable domain
connectivity, and high-order accuracy. The purpose of this work is to evaluate methods
of handling small-scale features, such as sharp corners and ridges, with strand grids by
smoothing the geometry, thus allowing strands to preserve orthogonality regardless of the
corner or edge concavity and acuteness. Specifically, we investigate surface smoothing
as a function of mesh refinement, creating an “asymptotic geometry”. Results provided
qualitatively demonstrate superior strand grid meshing compared to previous methods.
6.2 Introduction
In computational fluid dynamics (CFD), mesh generation for complex geometry re-
mains one of the greatest bottlenecks. This issue is only further exacerbated by multiple
complex bodies in relative motion. Days or even weeks can be spent by meshing experts
generating high-quality viscous meshes around complex multi-body geometry, such as rotor-
craft. With the advent of reliable higher-order schemes and improvements in computational
hardware, the percentage of time devoted to mesh generation with current methods will only
continue to increase relative to total simulation time. Mesh automation is yet to be fully
embraced by the CFD community, thus, there is a heavy burden on CFD practitioners for a
wide array of complex problems, including rotorcraft and other external aerodynamic appli-
cations. Complex systems require ever-increasing mesh sizes, for which scalability becomes
Co-Authors: Yushi Yanagita, Shaun Harris, Dalon Work, and Aaron Katz.
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a greater issue. Automating viscous mesh generation, preserving spatial and temporal ac-
curacy, and maintaining computational efficiency are currently among the greatest research
challenges in CFD today.
The strand-Cartesian approach has shown great potential to alleviate many of these
difficulties [1–4]. Strand and Cartesian grids allow the possibility of fully automatic volume
grid generation while enhancing scalability and the potential for high-order accuracy. Near
solid bodies, the strand approach automatically creates a prismatic mesh along “strands”
emanating from pointing vectors determined from a surface tessellation in order to resolve
viscous boundary layers and other near-body effects, as shown in Figure 6.1(a). Away from
solid bodies, adaptive Cartesian grids resolve vortical shedding and wake features with
efficient high-order algorithms, shown in Figure 6.1(b). Due to the robust and automatic
nature of the strand-Cartesian grid generation process, the technique is easily extensible
to moving-body problems for which the grid can readily be regenerated at each time step.
Strand and Cartesian grids communicate through implicit overset interpolation [5–7], which
is facilitated by the compact grid representation of the strand-Cartesian mesh system. A
typical three-dimensional strand-Cartesian grid system may be stored on each processor in
a parallel computation, allowing for self-satisfying domain connectivity [1] and reducing the
percentage of time needed for intergrid communication [8].
Previous work on strand grids by the authors and others generally appears promis-
ing, while certain challenges yet remain. In particular, a recent validation study of the
strand mesh approach was performed with an existing general unstructured grid solver [9].
While most of the results of this study appeared favorable, the study also revealed certain
difficulties handling sharp corners in the geometry. The method of sharp corner handling
used in the study involved bending strands at the roots in order to achieve reasonable grid
resolution and smoothness. However, root bending of strands also led to skewness and a
loss of orthogonality at the surface, which resulted in an apparent loss of accuracy of the
general unstructured solver used in the study. Following this, Work et al. [10] investigated
an alternative method of handling sharp corners, “multi-strands,” where multiple strands
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{
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pointing vector
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1D node dist.
(a) strand grid components. (b) strand/Cartesian grid for TRAM rotor.
Fig. 6.1: Strand grid elements and example strand/Cartesian grid system for the TRAM
rotor.
emanate from a single corner point. This method was compared to strand smoothing and
telescoping Cartesian refinement. It was shown that multi-strand method creates mesh dis-
continuities leading to losses in accuracy. The major conclusion form this work was that for
high-aspect ratio grids, smoothed strands with telescoping Cartesian refinement provides
the most accurate results and the least complexity. Related to the issue of sharp corner
handling is the need for greater near-body accuracy at trailing edges and wing tips in order
to efficiently capture wakes and vortices. In recent work by Wissink et. al [11], it was
shown how near-body inaccuracy can cause excess diffusion of flow features, despite the use
of highly accurate off-body solution techniques.
In light of this recent work, an alternative method of handling small-scale features,
such as sharp corners, edges, ridges and saddle points, with strand-Cartesian grids is to be
investigated. While smoothing strands at the roots has shown to be an effective method of
handling corners, there exists certain geometry for which there are visibility problems for
prismatic grids, as detailed by Kallinderis [12] and Sharov et al [13]. In addition, highly
smoothed strands may display losses in accuracy. To avoid accuracy losses in this fashion,
the most obvious solution is to keep the strands normal to the surface at all times, however,
this returns us to the original predicament of sufficient mesh resolution at external corners
and avoiding strands crossing at internal corners. A possible solution to fit this criteria is
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to smooth the geometry surface itself. In real world application, no corner is truly sharp,
however, there exists some resistance among CFD practitioners to adopt this paradigm. An
alternative view to preserving the initial geometry is to consider geometry a function of the
grid resolution. In this sense, as we refine the mesh, we also allow the geometry to return
closer to its original shape, thus, closer to retaining its true small-scale features. We define
geometric manipulation in this fashion as “asymptotic geometry.” To accomplish this, the
surface is defined implicitly, allowing for the surface to be maneuvered freely through the use
of the level sets method [14,15]. Smoothing small-scale features allows strand orthogonality
to be preserved without any mesh discontinuities. Where features are more acute, the strand
length at the corners are shortened rather than clipped to preserve stencils and allow for
Cartesian grids to telescope close to the body to improve resolution and accuracy of wakes
and vortical flow features near sharp corners. In order to evaluate this procedure, we employ
a number of quantitative and qualitative studies.
The paper is organized as follows: First, small-scale-smoothing via the level sets method
is presented, along with a description of previous efforts at handling sharp small-scale
features. Second, a brief overview of strand mesh generation procedures is provided, with
an emphasis on the procedure for shortening the strands to the curvature. Results for a
number of case studies are presented. Finally, we conclude and discuss future work.
6.3 Small-Scale Feature Smoothing Procedure
In this section, we detail the smoothing procedures applied to geometry in order to
smooth small-scale features and achieve an asymptotic geometry. The approach is designed
to eliminate, or at least reduce, the amount of root-bending to strands in order to provide
sufficient coverage at small-scale features. In the proposed method, geometry with small-
scale features are smoothed to allow for increased visibility and preservation of strand
orthogonality. In order to accommodate this approach to small-scale feature smoothing, we
rely heavily on the level set method [14].
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6.3.1 Level Set Representation
Traditionally, a geometry is represented by a set of discrete points. Should we wish to
manipulate the geometry, each point must be reassigned in a rather cumbersome fashion.
The method of level sets is an elegant solution that allows for the geometry to be defined
implicitly. With this method, we embed our geometry as a propagating interface as the
zero level set of a high-dimensional function, φ, where
φ(x, y, z, t = 0) = ±d. (6.1)
Here, d is the distance from an x, y, z location to our our geometry, which is a closed
hypersurface, Γ. In Figure 6.2, we provide an example of a distance function field in three-
dimensions for a cube. Figure 6.2(a) shows a three-dimensional contour of the distance func-
tion. The zero level set, highlighted in black, represents our closed surface Γ. Figure 6.2(b)
shows a two-dimensional slice of the distance function field shown in Figure 6.2(a). We
denote the area or volume inside Γ with a negative φ, and the area or volume outside Γ
with a positive φ.
The equation of motion of the level set may be represented by
φt + F |∇φ| = 0, (6.2)
(a) Three-dimensional distance function contour
for a cube.
(b) Two-dimensional slice of a distance function
contour for cube.
Fig. 6.2: Level set representation of a cube.
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where,
φ(x, y, z, t = 0) = given. (6.3)
Here, F is defined as the speed of the flow. For our purposes, F shall be a function of the
curvature, κ, however, it may also be a function of any other parameters desired. Thus
we have a formulation to now evolve our curve, Γ, under a speed, F . With the notation
of negative φ inside the curve, and positive φ outside, a speed of F = κ corresponds to
the collapsing curvature flow, since the boundary moves in the direction of its normal with
negative speed and hence inwards.
6.3.2 Min/Max Flow
In order to evolve our geometry in such a way that small-scale features are smooth,
we employ the min/max flow method of Malladi and Sethian [16]. Originally created to
remove noise and enhance images, this method may be transferred to fit our purposes by
considering our initial geometry with small-scale features as a “noisy” shape.
The min/max flow method requires us to first define two flows,
F (κ) = min(κ, 0) (6.4)
and
F (κ) = max(κ, 0). (6.5)
Flow under F (κ) = min(κ, 0) allows inward concave fingers to grow outwards, while sup-
pressing the motion of outward convex regions. Thus, motion halts as soon as a convex
hull is obtained. Conversely, flow under F (κ) = max(κ, 0) allows outward regions to move
inwards while suppressing the motion of inward concave regions. Once the shape becomes
fully concave, the curvature is always positive, and the flow becomes the same as regular
curvature flow; hence collapses the curve to a point.
Simply evolving the flow under either of these flow conditions will not provide us with
a sufficient solution, thus, we utilize a switch function. This switch allows us to choose the
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”correct” flow in order to smooth our desired features.
Fmin/max =

min(κ, 0) if φ¯ < 0
max(κ, 0) if φ¯ ≥ 0.
(6.6)
Here, φ¯ is the average φ value in a disk or sphere of radius kh. We define h as the discretiza-
tion size, and k as some size coefficient. This flow attempts to remove structures of width
kh. By choosing a larger radius to calculate φ¯, more features are smoothed. Conversely,
by choosing a smaller radius, less features are smoothed. Malladi and Sethian [16] describe
this method in further detail.
6.3.3 Asymptotic Geometry Representations
Applying the min/max flow on a zero level set with small-scale features, we demonstrate
the asymptotic geometry approach. In this section we show a number of examples with and
without any smoothing to small-scale features.
Cube
First, we demonstrate an asymptotic geometry representation with a cube. Figure 6.3
shows the zero level set of a cube with various levels of smoothing. Here, we increased the
number of cells in the grid, decreasing the discretization size, and thus, we decrease the size
of what features are smoothed. Figure 6.3(a) shows the zero level set of the cube with no
smoothing, while Figures 6.3(b) to 6.3(d) shows the cube with min/max flow applied to an
increasing grid size.
We also examine the asymptotic representation of the cube quantitatively. Taking the
RMS value of the change in Euclidean distance of the surface nodes, we may obtain an
“asymptotic error,” as shown in Figure 6.4. In other words, we obtain a quantitative value
for how much our new asymptotic geometry deviates from our original geometry. Similar to
a flow solution, we obtain an order of accuracy, where, as we increase the grid resolution, we
achieve a lower error. Here, we observe an order of accuracy of 1. A table of the asymptotic
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(a) No smoothing. (b) 61× 61× 61 grid size. (c) 101 × 101 × 101 grid
size.
(d) 181 × 181 × 181 grid
size.
Fig. 6.3: Asymptotic geometry representation for a cube.
error for each of the grid sizes has been provided in Table 6.1.
Cube with a Sharp Point
Figure 6.5 shows an asymptotic geometry representation applied to a cube with a
sharp point. Malladi and Sethian [16] previously showed this example in two-dimensions
to demonstrate the removal of the sharp point. Here, we apply a similar methodology to
a three-dimensional shape. In Figure 6.5(a) we show the zero level set with no smoothing.
Next in Figure 6.5(b), we show the removal of the point using min/max flow.
Cylinder-Block
Finally in Figure 6.6 we demonstrate an asymptotic geometry representation of a cylin-
der with an intersecting rectangular block. This shape provides particular interest, as it is
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Fig. 6.4: Order of accuracy results for asymptotic geometry for a cube geometry.
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(a) No smoothing. (b) 117 × 156 × 117 grid size.
(c) No smoothing (Zoom). (d) 117 × 156 × 117 grid size (Zoom).
Fig. 6.5: Asymptotic geometry representation for a cube with a sharp point.
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analogous to a representation of a wing-body geometry. Figure 6.12 shows the zero level set
of the shape with no smoothing on a relatively coarse grid with a size of 81× 81× 61 cells.
On the same grid we apply min/max flow and allow small-scale features to be smoothed.
Figure 6.6(b) shows new zero level set. In Section 6.5 we demonstrate strand generation on
the smoothed geometry and compare this to previous methods.
6.4 Strand Grid Generation Procedure
In this section, we review basic strand grid generation procedures that are currently in
use and provide details of a new procedure to shorten strand grids. Details of strand grid
generation procedures may be found by Wissink [17]. Strands are generated from a surface
tessellation of the geometry, which can readily be made through CAD or other geometry-
meshing software. Figure 6.1(a) shows an illustration of the basic elements of a strand grid.
Each strand within the grid consists of a surface node or root, a pointing vector derived from
the faces surrounding the node, and a clipping index. The clipping index is used to prevent
strands from crossing and forming negative-volume prisms. Points after the clipping index
contain boundary conditions interpolated from the surrounding Cartesian mesh.
Spacing of points along a strand are based on a hyperbolic tangent stretching function,
and is the same for all strands. Surface point spacing, outer boundary point spacing, and
a maximum allowed stretching ratio are prescribed for use in the stretching function. The
initial spacing is usually estimated as a function of the Reynolds number to produce y+
values of 1 or less. To adequately capture boundary layer effects, boundary layer theory
is used to estimate the thickness of the boundary layer [18]. The strand length, l, is then
expressed as a multiple, K, of the boundary layer thickness at some characteristic length
Table 6.1: Asymptotic error for a cube.
Grid Size Number of Grid Nodes Error Order of Accuracy
61× 61× 61 226,981 5.35959e-02 -
101× 101× 101 1,030,301 2.3145e-02 1.110
181× 181× 181 5,929,741 1.026943e-02 0.929
341× 341× 341 39,561,821 4.03453e-03 0.983374
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(a) No smoothing. (b) 81 × 81 × 61 grid size.
Fig. 6.6: Asymptotic geometry representation for a cylinder with an intersecting rectangular
block.
of the problem, L:
l = Kδ(L). (6.7)
The characteristic length, L, may vary for different components or bodies, such as a wing
and fuselage [9].
An important process in the strand generation procedure is the computation of the
pointing vector of each strand in the mesh. Pointing vectors are initialized as the average of
the normals of the faces surrounding each node. The result of this initialization procedure
are strand meshes of the type shown in Figure 6.7(a). As the figure shows, many gaps
and overlaps exist around sharp corners in the geometry. To reduce these effects, strand
direction smoothing is performed. This technique applies a local optimization procedure to
make each pointing vector as parallel as possible to its nearest neighbors. The optimization
procedure involves the method of Lagrange multipliers applied iteratively in a Jacobi fash-
ion. Convergence of the global mesh smoothing is monitored by a RMS value showing how
much the vectors have changed from one iteration to the next. The result of the smoothing
procedure is shown in Figure 6.7(b).
While the smoothing procedure provides even spacing around sharp corners, the result
is a loss of orthogonality of the strands with respect to the surface. Previous studies have
shown that solution accuracy degrades with excessive strand-bending [9]. Efforts to main-
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(a) Non-smoothed (b) Smoothed
Fig. 6.7: Demonstration of strand direction vector smoothing. (a) Strands with direction
vector normal to surface, no smoothing applied, (b) strands with smoothed direction vectors
tain good accuracy around sharp corners have focused on introducing the proper amount
of directional smoothing to balance the competing needs for coverage and orthogonality.
With too much smoothing, good coverage is obtained, but orthogonality is sacrificed. With
too little smoothing, orthogonality is maintained, but coverage is inadequate. The opti-
mal amount of smoothing is problem dependent, requiring user expertise and experience to
obtain.
6.4.1 Strand Grid Shortening Procedure
Traditionally, stands are clipped to allow for smooth merging with the Cartesian mesh.
This approach has its deficits however. The flux-correction method [19,20] has been applied
with success to the strand methodology, however, this method requires a large stencil to
calculate gradients with accuracy. Thus, nodes that are clipped may clip the stencil and
spoil the accuracy of the method. To counter this, we propose to simply shorten the length
of that strand without any clipping, thus preserving the stencil required for high-order
calculations. Shortening in this fashion serves multiple advantages over clipping. First,
as already mentioned, stencil required for the flux-correction scheme is preserved. Second,
by keeping the node spacing along each strand proportional, resolution around small-scale
features is increased compared to simply clipping strands at the same length. Thus, less
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telescoping Cartesian refinement is required compared to clipping.
To shorten each strand, a shortening factor is determined based on the local curvature
of the surface, according to Equation 6.8
f(κ) =

1 if max(|κ1|, |κ2|) ≤ κThreshold
finternal if |κ2| ≥ max(|κ1|, κThreshold), otherwise 1
fexternal if |κ1| > max(|κ2|, κThreshold), otherwise 1
, (6.8)
where, κ1 and κ2 represent the maximum and minimum curvatures, respectively, and
κThreshold is a user-defined value which determines the minimum curvature magnitude re-
quired to shorten strands at any surface node. Once the shortening factors are determined,
an averaging routine is implemented to eliminate any sudden increases or decreases in strand
length along the surface. This averaging routine takes the arithmetic mean of the shortening
factor at a node and shortening factors of all adjacent nodes. The maximum strand length is
then multiplied by the averaged shortening factor for each node to obtain the length of the
strand extending from each individual node. The number of times each averaging routine
should be implemented is heavily dependent on surface geometry, and surface mesh density
around certain geometric features. Currently the number of times both averaging routines
are implemented is taken in as user inputs, requiring some user experience and a priori
knowledge of the geometry. In future works, methods to further automate this process will
be investigated in order to automate the strand shortening process.
An example of strand-shortening over a cube geometry can be seen in Figures 6.8
and 6.9. In Figures 6.8, the strand mesh before and after the application of strand-shortening
can be compared. As seen in Figure 6.8(b), the strands extending from the edges and
corners of the cube have been shortened such that the resulting volume mesh geometry
remains smooth. In Figure 6.9, the cross section geometry of the volume mesh, taken
parallel to a surface of the cube can be seen. As shown, the strand-shortening routine
has successfully shortened the strands while smoothing out any sudden changes in strand
lengths, thus eliminating any sudden changes in grid size from strand to strand. Here, the
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increase in mesh resolution near the surface of the edge of the cube is observed. Due to the
strand-shortening, the aspect ratio of each cell is increased, thus providing better resolution
for small-scale turbulent features that are generated at edges and corners. In Figures 6.9(c)
and 6.9(d), a close up view of the corner has been provided. Further away from the corner
in the non-shortened cube, large, long cells are created at the corners, providing poor wake
refining ability, as shown in Work et al. [10]. By shortening the strands, these cells have their
aspect ratio reduced, closer to 1, allowing for better wake refining capabilities in critical
areas.
Next, we examine shortening strands on an interior duct-style mesh. Figure 6.10 shows
a duct with and without strand-shortening. Without clipping or shortening, strands cross at
the interior corners, as shown in Figure 6.10(a). While clipping alleviates this issue, the issue
of disrupting the higher-order stencils remains. Figure 6.10(b) demonstrates how strand-
shortening successfully eliminates crossing strands while maintaining a smooth, continuous
volume mesh. No crossing is evident, and clipping is not required, thus preserving higher-
order stencils. Figures 6.11 shows a two-dimensional slice for a clearer view of the strand
shortening method compared to no shortening.
6.5 Strand Grid Generation on Asymptotic Geometry
In this section, we present a case study that highlight the advantages and disadvantages
of the previously described approaches to accommodating asymptotic geometry with strand
shortening. Here, we refer to “smooth” as an asymptotic geometry with strand shortening,
and “non-smooth” as the original geometry with traditional root-bending.
6.5.1 Cylinder-Block Geometry
Here, we examine the cylinder with an intersecting block from Section 6.3.3. To ob-
tain an asymptotic representation, the geometry was run on an 81× 81× 61 level set grid.
Figure 6.12 shows the volume mesh of the geometry with current methods and new meth-
ods, root-bending and asymptotic geometry with strand-shortening, respectively. No root-
bending was applied on the smooth geometry, while significant root-bending was applied to
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(a) No strand-shortening (b) Strand-shortening
Fig. 6.8: Volume mesh of a cube with and without strand-shortening.
the non-smoothed geometry. Even with significant root-bending, crossing is evident at the
internal corners. This can be seen more clearly in Figure 6.13, where two-dimensional slices
of the z-plane and y-plane are presented. The asymptotic representation shows smooth
transitions where small-scale features occur. Combining this with strand shortening avoids
any strands crossing without the use of root-bending, and increased mesh resolution in ar-
eas with increased curvature. In both the y- and z-planes, the non-smooth geometry shows
crossing at the internal corners. Further examination of the cylinder-block case can be made
with a close-up of the interior corner, as shown in Figure 6.14. From the figure, it is clear
the smooth geometry shows a superior mesh to the non-smooth case.
6.6 Conclusions and Future Work
A new method is proposed in this paper to obtain coverage around small-scale features
using strand grids with the goal of maintaining orthogonality of strands with the surface.
The method smoothes small-scale features via a level set method implementation, referred
to in this work as “asymptotic geometry”. Small-scale feature smoothing is performed as
a function of grid resolution to ensure adequate mesh resolution around these features. As
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(a) No strand-shortening (b) Strand-shortening
(c) No strand-shortening (Corner zoom) (d) Strand-shortening (Corner zoom)
Fig. 6.9: Two-dimensional slice of a cube with and without strand-shortening.
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(a) No strand-shortening (b) Strand-shortening
Fig. 6.10: Volume mesh of a duct with and without strand-shortening.
a result, strand direction smoothing is kept to a minimum, and orthogonality is generally
preserved. Two geometries are identified, a square cylinder and a NACA 0012 airfoil, for
which corners have been smoothed to demonstrate the method. In addition to smoothing
corners and edges, a strand-shortening method is presented. Shortening strands in this
manner preserves the large stencils required for gradient calculations in the high-order flux-
correction method. Some example cases are presented.
The primary focus of future work will be assessing the impact of asymptotic geometry
on flow solutions. In addition, methods to reconstruct high-order surfaces will also be
investigated, with a future goal of achieving adaptive strand meshing. Adaptive strand
meshing will allow for more elements in critical areas, thus reducing the need to smooth
strands to provide better coverage.
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(a) No strand-shortening (b) Strand-shortening
(c) No strand-shortening (Corner zoom) (d) Strand-shortening (Corner zoom)
Fig. 6.11: Two-dimensional slice of a duct with and without strand-shortening.
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(a) Non-smooth. (b) Smooth.
Fig. 6.12: Volume mesh of cylinder-block.
(a) Non-smooth, y-plane (b) Smooth, y-plane.
(c) Non-smooth, z-plane (d) Smooth, z-plane.
Fig. 6.13: Two-dimensional slices of cylinder-block.
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(a) Non-smooth. (b) Smooth.
Fig. 6.14: Close-up of cylinder-block internal corner.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
Presented in this work is the development of a novel high-order flux correction method.
High-fidelity solutions are obtained by combining flux correction in the unstructured plane
and summation-by-parts operators in the strand direction, to achieve a unique strand grid
specific method. The flux correction method cancels low-order truncation error with accu-
rate flux and solution gradients, thereby achieving a formal accuracy of 3, however, higher
orders are often obtained, especially for highly viscous flows, such as those seen in modelling
rotorcraft.
The scheme was extended to high-Reynolds number computations in both two and three
dimensions. Turbulence closure was achieved with a robust version of the Spalart-Allmaras
turbulence model that accommodates negative values of the turbulence working variable,
and the Menter SST turbulence model which blends the k- and k-ω turbulence models.
A major advantage of this high-order formulation is the ability to implement traditional
finite volume-like limiters to cleanly capture shocks and discontinuites. We explored this
approach in this work via a symmetric limited positive (SLIP) limiter.
Extensive verification and validation was conducted in two and three dimensions to
determine the accuracy and fidelity of the scheme for a number of different cases. Verifica-
tion studies showed that the scheme achieved better than third order accuracy for low and
high-Reynolds number flows. Cost studies show that in three-dimensions, the third-order
flux correction scheme required only 30% more walltime than a traditional second-order
scheme on strand grids to achieve the same level of convergence.
In order to overcome meshing issues at sharp corners and other small-scale features,
a unique approach to traditional geometry, coined “asymptotic geometry,” was explored.
Asymptotic geometry is achieved by filtering out small-scale features in a level set domain
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through min/max flow. This approach was combined with a curvature based strand short-
ening strategy in order to qualitatively improve strand grid mesh quality.
While this work appears promising in terms of accurately computing complex turbulent
flows in three-dimensions, the test cases presented here are rather simple geometrically.
Future work will focus on extending our high-order methods to geometries of practical
interest involving multiple bodies in motion, such as rotorcraft. This will require coupling
with off-body Cartesian grids, an eventual goal. Various strategies are under consideration
for the best way to use the method of level sets to reconstruct high-order surfaces for
arbitrary geometry.
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