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Bank credit to Egypt's private sector decreased over the last decade, despite a recapitalized banking system and high rates of economic growth. Recent macroeconomic turmoil has reinforced the trend. This paper explains the decrease based on credit supply and demand considerations by 1) presenting stylized facts regarding the evolution of the banks' sources and fund use in 2005 to 2011, noting two different cycles of external capital flows, and 2) estimating private credit supply and demand equations using quarterly data from 1998 to 2011. The system of simultaneous equations is estimated both assuming continuous market clearing and allowing for transitory price rigidity entailing market disequilibrium. The main results are robust to the market clearing assumption. During the global financial crisis, a significant capital outflow stalled bank deposit growth, which in turn affected the private sector's credit supply. At the same time, the banking sector increased credit to the government. Both factors reduced the private sector's credit supply during the period under study. After the This paper is a product of the Economic Policy, Poverty and Gender, Middle East and North Africa Region. It is part of a larger effort by the World Bank to provide open access to its research and make a contribution to development policy discussions around the world. Policy Research Working Papers are also posted on the Web at http://econ.worldbank.org. The author may be contacted at sherrera@worldbank.org. trough of the global crisis, capital flowed back into Egypt and deposit growth stopped being a drag on the supply side, but bank credit to the government continued to drive the decrease in the private sector's credit supply. Beginning in the final quarter of 2010, capital flows reversed in tandem with global capital markets, and in January 2011 the popular uprising that ousted President Hosni Mubarak added an Egypt-specific shock that accentuated the outflow. Lending capacity dragged again, accounting for 10 percent of the estimated fall in private credit. Credit to the government continued to drain resources, accounting for 70-80 percent of the estimated total decline. Reduced economic activity contributed around 15 percent of the total fall in credit. The relative importance of these factors contrasts with that of the preceding capital inflow period, when credit to the government accounted for 54 percent of the estimated fall, while demand factors accounted for a similar percentage.
Introduction
Since 2000, banking credit to the private sector has declined in real terms and as a share of Egypt's GDP. During the past decade the banking system witnessed recapitalization of public banks and two different cycles of external capital flows. Capital flowed in until mid-2008 when the global financial crisis erupted, and flowed out until mid-2009. As global risk appetite recovered, capital flowed back in until the last quarter of 2010, when global capital markets tightened again and the January 2011 uprising accentuated the capital outflow.
Aside from the capital flows' stop-go cycles, public finance deficits and financing needs created an expansion-contraction-expansion cycle that affected bank credit to the private sector. Output fluctuations with episodes of high growth as well as output contractions affected the private sector's demand for credit. This paper describes how these factors interact to produce a decline in credit to the private sector.
The paper first examines the stylized facts of bank credit to the private sector in an international context, benchmarking the expected amount of private sector credit for a country with Egypt's characteristics (using FINSTAT, a benchmarking tool developed by the World Bank). It also explores the evolution of banking sector sources and uses, based on its aggregate balance sheet and similar exercises performed for Latin America and the MENA regions (Barajas et al., 2002; 2010) .
The central objective of the paper is to estimate credit supply and demand equations in line with the abundant empirical literature on the topic. Some studies examine the issue assuming that prices are flexible enough to clear the market by equalizing supply and demand. Others assume that prices are not perfectly flexible and estimate demand and supply equations using the short-side rule (i.e. that observed credit quantities can occur on the demand or supply schedules, whichever is smallest, at a given interest rate). Assuming an excess supply or demand at a given point, the researcher infers the likelihood of the observed quantity being on the supply or demand regimes. Empirical studies based on aggregate time series data and applied to business loans include Laffont and Garcia (1977) for the Canadian market, Sealey (1979) and King (1986) for the US market. Pazarbasioglu (1997) and Kim (1999) investigate whether there was a credit crunch, respectively in Finland following the banking crisis of 1991-92, in Korea following the financial crisis in December 1997. In Latin America, Catao (1997) and Braun and Levy-Yeyati (2000) assessed credit contraction for Argentina, Berrospide and Dorich (2001) for Peru, Carrasquilla, Galindo and Vasquez (2000) and Barajas, Lopez and Oliveros (2001) for Colombia, Barajas and Steiner (2002) for Colombia, Peru and Mexico, and Hurlin and Kierzenkowski (2007) for Poland. The rest of the paper is organized as follows. Section Two describes some stylized facts for the credit market in Egypt and compares the case with peer countries. It also discusses the evolution of the banking sector's main sources and uses of funds. Section Three describes the methodology of credit demand and supply estimation and presents the data sources. Section Four reports and interprets the empirical results within the macroeconomic context. Section Five concludes.
Stylized Facts

Private Credit in Egypt in an International Context
In comparing Egypt to other countries, two trends emerge. First, while private credit to GDP declined continuously since 2000 in Egypt, it increased in Morocco, Tunisia, India and Turkey (see Figure 1) . Second, in 2009, Egypt was performing below the MENA countries' average (40 percent), the middle income countries average (41.6 percent) and its peer group average (49.9 percent) (see Figure 2 and Table 1 ). Source: Finstat (2011) Having examined the international context for evolution of private credit in Egypt and expected levels based on this sample of countries, we turn now to the domestic context. 
Sources and Uses of Funds of the Banking Sector
Total bank credit as a share of GDP has been falling since 2006, except in 2011, when credit to the government jumped by six percentage points of GDP (see Table 2 ). 5 The banking sector's claims on the government (Figure 3 ) and on the business sector ( Figure 4) show divergent trends. To explain private sector lending we will examine the sources and uses of banking funds during this period using the methodology of an existing study of bank credit contraction in Latin America (IMF Staff papers Barajas-Steiner, 2002) , to facilitate comparison. The banking sector's fund sources are deposits (D t ); net foreign liabilities (NFL t ), and bank capital (K t ). Uses include lending to the private sector (CPS t ), lending to the government (GOV t ), changing its net credit position with the CBE (CB t ), and cash holdings or other assets (OTH t ). Hence, credit to private sector can be defined as follows:
CPS t = D t + NFL t + K t -GOV t -CB t -OTH t
Private sector credit growth (and change) can be decomposed into changes in these other balance sheet items that either contribute to or offset the decline: In 2011, against a background of political unrest, real credit to the private sector decreased by 8.5 percent, as a result of contraction of sources by 17 percent and of alternative uses by 8.5 percent. The banking sector's adjustment to capital outflow consisted of compensating the contraction of net foreign liabilities with a reduction in the net credit position with the CBE by a similar magnitude. During the capital inflow period 2006 to 2008, the Egyptian banking sector did not fund credit operations expanding its net foreign liabilities. In fact, during the capital inflow years the banking sector's liabilities with the rest of the world became instead a contractive factor. In 2009, when capital flowed out in response to the global crisis, banks used their external liabilities as a funding source, playing a counter-cyclical role. Only in 2011, during the capital outflow related to the January uprising, were the net foreign liabilities pro-cyclical.
The role of Egypt's central bank (CBE) helps explain this puzzling behavior. During the capital inflow period, the CBE intervened to prevent the domestic currency's appreciation. Table 3 also shows a significant expansion of credit to government in FY2009 (30 percent), accompanied by a change in the banking sector's net credit position with the CBE. This may reflect a countercyclical monetary policy by the CBE who provided liquidity to the banking system to accommodate the government's higher demand for credit.
Figures 5 and 6 show the evolution of bank deposits. Until 2008 they grew at a significantly higher rate than the uses of funds. As of mid-2008 they stagnated and growth rates in Figure 6 show a close synchronicity with capital flows. 
Methodology
Given the stylized facts regarding credit demand and supply determinants, we can verify the statistical validity of expected relationships and quantify the impact of different factors.
Following Laffont and Garcia (1977) and others, this section estimates aggregate demand and supply functions of bank credit to Egypt's private sector using two assumptions: an equilibrium approach and a disequilibrium one. The first assumes that prices are flexible and clear the market continuously, and estimates the system of simultaneous equations using traditional methods. The second method relaxes the market clearing assumption, allowing for transitory excess supply or demand situations, and estimates the system of equations using the Maddala and Nelson (1974) disequilibrium technique.
Equilibrium Hypothesis
In the specification of the supply and demand functions, the identification of the model requires that one or more variables included in one function be excluded from the other. Following Barajas and Steiner (2002) , our identification variables in the demand equation capture the macroeconomic environment that affects credit demand: real industrial production (RIP) and the stock market index (EGX30). The former reflects the business environment and has a positive effect on credit demand; the latter represents an alternative form of financing for Egyptian firms, and should therefore have a negative impact on credit demand. Real lending rate (RLEN) is added to determine the impact of credit prices on credit demand.
The variables introduced in the supply function measure the banks' ability to supply loanable funds. We constructed an exogenous "lending capacity" (LEND.CAP.) variable which consists of real total deposits minus banks' real reserves. The higher the total deposits, the more the bank will supply credit. By contrast, the higher the reserves, the lower the available loanable funds. Therefore, we expect a positive effect of the lending capacity variable on credit to private sector.
To capture the trade-off that banks face when lending to the government, we introduced the real T-bill rates (RTBILL) in the supply function. This variable is mostly exogenous to the banking system but affect banks' willingness to lend to the government. The higher the T-bill rates, the more funds banks provide to government and hence the less they can lend to private firms. Therefore, it has a negative impact on credit supply to the private sector. Finally, lending rates (RLEN) were introduced to determine the impact of credit prices on credit supply 7 .
Our dependent variable is real credit to the private sector (RCRPV).
The system of equations is: 
with є t and ε t the respective disturbance terms.
7 Real rates were computed using the Fisher's relation (1+i) = (1+r)(1+π) where i is the nominal rate, r the real rate and π the inflation rate. Therefore, r = (1+i)/(1+π) -1.
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We ran the regression using different techniques. First, using a seemingly unrelated regression, we estimated the supply and demand system assuming that the disturbances across equations are contemporaneously correlated (Zellner, 1962) . Next, we ran it using a multivariate regression. Finally, we used OLS and 2SLS regressions.
Disequilibrium Hypothesis
Since Fair and Jaffee (1972) extensive literature has adressed the econometric problems associated with estimating demand and supply schedules in disequilibrium markets. The main approach consists in using maximum likelihood ( ML ) methods. In a seminal paper, Maddala and Nelson (1974) derived the general likelihood function for different disequilibrium models and proposed the appropriate ML estimating procedures.
Their model is as follows: We assume that d t and s t are unobservable at date t, whereas x 1,t and x 2,t are observable. The variable q t denotes the actual quantity observed at time t. The equation (5) is the crucial disequilibrium hypothesis, which allows for the possibility that the price of the exchanged good is not perfectly flexible and rationing occurs.
More generally, equation (5) indicates that any disequilibrium that occurs (i.e. any divergence between the quantity supplied and demanded) results from an incomplete price adjustment. Therefore, on the basis of voluntary exchange the 'short side' of the market prevails. With equation (5), the model indicates the probabilities of each observation belonging to either supplied or demanded quantities. 14 Next, we present the model's theoretical underpinnings. In a first version, following Maddala and Nelson (1974) , we assume that both residuals ε 1,t and ε 2,t are stationary processes, independently and normally distributed with variance σ 2 1 and σ 2 2 respectively. Under these regularity assumptions, the transformed variable ε 1,t -ε 2,t is normally distributed with a variance equal to σ 2 = σ 2 1 +σ 2 2 .
Hence, the reduced variable (ε 1,t -ε 2,t )/σ follows a N(0,1). The probability that the observation q t belongs to the demand regime, denoted π t (d) , can then be computed as the corresponding N(0,1) fractile: , is defined
Data
The quarterly dataset from 1998 to 2011 was compiled from different sources. Data regarding credit to private sector came from the banking survey published in CBE's monthly report. Total deposits, banks' reserves with the CBE (that were used to construct the lending capacity) and bank lending rates also come from the same source. Industrial production comes from the Central Agency for Public Mobilization and Statistics (CAPMAS) deflated by the CPI; and the stock market index (EGX30) as reported by the Egyptian Stock Market. EGX 30 Index is a market capitalization-weighted index. Finally, lending rates were taken from CBE reports while T-Bill rates were gathered from Ministry of Finance reports 9 .
All nominal variables were deflated by the consumer price index. To partially control for endogeneity bias, the models use the lagged values for industrial production, bank deposits, bank reserves and the stock market index. Table 5 presents the regression results using different techniques, all of which yield similar results. In the demand equation, real industrial production has the expected positive sign while the stock market index has a negative impact on the demand for credit, reflecting its role as a substitute for bank credit. The real lending rate turns out with an unexpected positive sign and statistically significant coefficient. Concerning the supply function, we found lending capacity to be positively and statistically significant related to credit supply. The trade-off between government and private sector seems to be an important factor in explaining Egypt's credit contraction. The more the banks provide loans to the government, the less they can lend to private firms. Consequently, the coefficient associated to the real T-bill interest rate is negative and statistically significant. Finally, in a supply function we expect a positive impact of credit prices on credit quantities. The real lending rate in fact has a positive and statistically significant impact on credit supply at 1 percent. Table 6 summarizes the results using the disequilibrium model, with the same specifications as in the previous section. We use the two-step OLS parameters of the previous section as the initial values for the maximization process (see appendix for more details).
Empirical Results
Results of the Equilibrium Hypothesis
Results of the Disequilibrium Hypothesis
We checked the results' robustness using various initial conditions for the algorithm of ML maximization and various methods to optimize the ML (i.e. by finding the zero of the gradient; by minimizing with or without condition on the parameter; with a numerical/analytical gradient, etc.). The results (available upon request) show that the ML estimated parameters are robust to these changes. Figure 9 shows each regime's estimated probabilities for the best model in terms of the log-likelihood statistics and information criteria. It is conventional to assume an excess of supply (respectively demand) when the estimated probability of the supply regime (respectively demand) is higher than 0.5. These estimated probabilities of supply and demand regimes clearly indicate that the probabilities of regimes are often larger than 0.8 or less than 0.2. We can identify two main periods: for 2001-2003, there was excess demand of credit that progressively decreased and switched to an excess of supply situation until 2011. After the global crisis (in 2008) both the demand and supply of credit to the private sector diminished, and while the fall in the supply is estimated to be greater, the excess supply still persists. Notes: 1) Asymptotic t-statistics are in parentheses.
2) FD (FS) denotes the frequency of demand (supply) regimes given that a period or regime occurs when the corresponding probability is higher than 0.5. The disequilibrium econometrics approach based on the short-side rule is consistent with the theory of equilibrium credit rationing derived from asymmetric information models. Because of moral hazard and adverse selection problems, an excess demand in the loan market may exist, since a rise in the loan interest rate can reduce the banks' expected return.
If each bank attracts only the least profitable customers, each may have an excess supply of loanable funds, but none will accept to reduce its interest rate. Consequently, there may be an excess credit supply in the banking sector, without a fall in the interest rate to clear the loan market. This excess of supply can be observed in Figure 10 , illustrating the estimated demand and supply for the private sector's real claims. 
Decomposing the Predicted Changes in Credit
The models presented in Tables 5 and 6 Predicted change is calculated by multiplying the coefficients obtained in the previous section by the change in the explanatory variable throughout a given sub-period. Changes brought about as a result of adjustments in interest rates show a movement along supply and demand curves. By contrast, changes in the other explanatory variables show the predicted shifts in the curves.
Tables 7 and 8 present the results for different sub-periods using the equilibrium and disequilibrium models respectively. The two models yield similar results even when the absolute numbers differ. The disequilibrium model offers more volatile predictions, given the greater elasticity of the credit supply to changes in the real T-bill rates (2.19 in the disequilibrium model versus 1.89 in the equilibrium model) and the larger elasticity of the demand for credit to changes in alternative funding sources (-.11 in the disequilibrium model versus -.08 in the equilibrium one).
General trends persist despite the differences. Until 2008, lending capacity growth is the single most important credit supply factor, whereas after 2009 it is credit to the government (captured by the real T-bill rate). From the demand perspective, both the level of activity and the alternative funding sources switch dominant roles.
During the period July 2004 to June 2008, from the demand side, the availability of substitute funding sources was partially dampened by the positive impact of economic expansion. From the bank credit supply side, moderate growth in credit to the government compensated the equally moderate lending capacity.
During the global crisis (July 2008 to June 2009) a significant capital outflow led to a negative impact of lending capacity, which in turn affected the private sector's credit supply. Additionally, the banking sector gave credit to the government. Both made the supply effect dominant during the period. From the demand side, the contraction of economic activity 21 mitigated credit demand but the lack of alternative funding sources led to higher demand for credit from the banking sector.
After the June 2009 trough of the global crisis, capital flowed back into the country. Lending capacity growth stopped being a drag on the supply side, and availability of alternative funding sources released pressure from the demand side (Tables 7 and 8 ). Now credit to the government was behind the fall in credit to the private sector.
From the last quarter of 2010 (October) capital started flowing out of Egypt, in tandem with global capital markets, and the January 2011 uprising added an Egypt-specific shock that accentuated the outflow. Capacity of lending declines dragged again and credit to the government continued to drain resources. During this period, credit to the government accounts for between 70 and 80 percent of the predicted total decline in credit, and the fall in deposits accounts for almost 10 percent of the predicted fall in private credit. The slowdown in economic activity accounts for about 15 percent of the predicted total fall in credit. Table 9 summarizes these findings by presenting 1) how supply is higher or lower than demand shifts for each period 2) whether the shifts are in the same direction or operate in opposite ways, and 3) the main determinant of supply and demand shifts. Source: Constructed by the authors using the regressions results. Notes: 1= change in real T-bill rates + change in lending capacity. 2= 1 + change in lending rate 3= change in industrial production and stock market index 4= 3+ change in lending rate + change in T-bill rate 5=1+3 6= 2+4 7= observed change in claims on private sector. 
Conclusions
The paper explained the credit contraction to the private sector based on the banking sector's sources and uses of funds, as well as estimating econometrically a system of supply and demand for private credit. An analysis of the banking sector's sources and uses of funds reveals a close association of bank credit to the private sector with external capital flows but mostly through the deposit growth rate, which was the main determinant of the sources of funds. The banking sector's net external liabilities were countercyclical, i.e. they contracted during the capital inflow period and expanded during the capital outflow. In this sense, the sector played a stabilizing role. Only during the last cycle of capital outflow since the Revolution the net foreign liabilities have been pro-cyclical. The banks' net credit position with the CBE fell during the capital outflow episodes of 2009 and 2011 and increased during the capital inflow episodes, which may be interpreted as an effective countercyclical monetary policy.
The system of simultaneous equations was estimated both assuming continuous market clearing and allowing for transitory price rigidity entailing market disequilibrium. The main results are robust to the market clearing assumption. Up to the global financial crisis, the main elements driving bank credit were from the demand side, though in opposing directions: vigorous industrial activity implied growing demand for bank credit, but available alternative sources of financing implied lower demand for bank credit. After the global financial crisis, the banking sector's credit to the government played the dominant role from the supply side, while subdued economic activity operated in the same direction from the demand side.
Starting in the last quarter of 2010 capital flows reversed, in tandem with global capital markets, and the events of January 2011 accentuated the outflow. The slowdown in economic activity accounted for between 15 and 20 percent of the predicted total fall in credit, while the expansion of the credit to the government government, t x1, includes the real T-bill rate, the lagged stock market index and the lagged real industrial production.
The cusum of squares statistic is larger than the interval confidence since 2005, so the parameters' null of constancy and hence the equilibrium assumption are rejected. The cusum test gives a different result: the null of equilibrium is not rejected. But, this result is not robust since the recursive estimates of the parameters (Figure 13) show that not all the coeffcients are constant over time. Re c u rs i v e C(6 ) Es ti m a t e s ± 2 S. E.
