Reed-Muller (RM) codes are among the oldest, simplest and perhaps most ubiquitous family of codes. They are used in many areas of coding theory in both electrical engineering and computer science. Yet, many of their important properties are still under investigation. This paper covers some of the recent developments regarding the weight enumerator and the capacity-achieving properties of RM codes, as well as some of the algorithmic developments. In particular, the paper discusses the recent connections established between RM codes, thresholds of Boolean functions, polarization theory, hypercontractivity, and the techniques of approximating low weight codewords using lower degree polynomials. It then overviews some of the algorithms with performance guarantees, as well as some of the algorithms with state-of-the-art performances in practical regimes. Finally, the paper concludes with a few open problems.
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Additional methods [30] , [41] I. INTRODUCTION A large variety of codes have been developed over the past 70 years. These were driven by various objectives, in particular, achieving efficiently the Shannon capacity [1] , constructing perfect or good codes in the Hamming worst-case model [2] , matching the performance of random codes, improving the decoding complexity, the weight enumerator, the scaling law, the universality, the local properties of the code [3] - [9] , and more objectives in theoretical computer science such as in cryptography (e.g., secrete sharing, private information retrieval), pseudorandomness, extractors, hardness amplification or probabilistic proof systems; see [10] for references. Among this large variety of code developments, one of the first, simplest and perhaps most ubiquitous code is the Reed-Muller (RM) code.
The RM code was introduced by Muller in 1954 [11] , and Reed developed shortly after a decoding algorithm decoding up to half its minimum distance [12] . The code construction can be described with a greedy procedure. Consider building a linear code (with block length a power of two); it must contain the all-0 codeword. If one has to pick a second codeword, then the all-1 codeword is the best choice under any meaningful criteria. If now one has to keep these two codewords, the next best choice to maximize the code distance is the half-0 half-1 codeword, and to continue building a basis sequentially, one can add a few more vectors that preserve a relative distance of half, completing the simplex code, which has an optimal rate for the relative distance half. Once saturation is reached at relative distance half, it is less clear how to pick the next codeword, but one can simply re-iterate the simplex construction on any of the support of the previously picked vectors, and iterate this after each saturation, reducing each time the distance by half. This gives the RM code, whose basis is equivalently defined by the evaluation vectors of bounded degree monomials.
As mentioned, the first order RM code is the augmented simplex code or equivalently the Hadamard code, and the simplex code is the dual of the Hamming code that is 'perfect'. This strong property is clearly lost once the RM code order gets higher, but RM codes preserve nonetheless a decent distance (at root block length for constant rate). Of course this does not give a 'good' code (with positive rate and relative distance), and it is far from achieving the distance that other combinatorial codes can reach, such as Golay codes, BCH codes or expander codes [3] . However, once put under the light of random errors, i.e., the Shannon setting, for which the minimum distance is no longer the right figure or merit, RM codes may perform well again. In [13] , Levenshtein and co-authors show that for the binary symmetric channel, there are codes that improve on the simplex code in terms of the error probability (with matching length and dimension). Nonetheless, in the lens of Shannon capacity, RM codes seem to perform very well. In fact, more than well; it is plausible that they achieve the Shannon capacity on any Binary-input Memoryless Symmetric (BMS) channel [10] , [14] - [17] and perform comparably to random codes on criteria such as the scaling law [18] or the weight enumerator [3] , [19] - [23] .
The fact that RM codes have good performance in the Shannon setting, and that they seem to achieve capacity, has long been observed and conjectured. It is hard to track back the first appearance of this belief in the literature, but [15] reports that it was likely already present in the late 60s. The claim was mentioned explicitly in a 1993 talk by Shu Lin, entitled RM Codes are Not So Bad [24] . It appears that a 1994 paper by Dumer and Farrell contains the earliest printed discussion on this matter [25] . Since then, the topic has become increasingly prevalent 1 [10] , [14] , [26] - [30] .
But the research activity has truly sparked in the recent years, with the emergence of polar codes [26] . Polar codes are the close cousins of RM codes. They are derived from the same square matrix but with a different row selection. The more sophisticated and channel dependent construction of polar codes gives them the advantage of being provably capacity-achieving on any BMS channel, due to the polarization phenomenon. Even more impressive is the fact that they possess an efficient decoding algorithm down to the capacity.
Shortly after the polar code breakthrough, and given the close relationship between polar and RM codes, the hope that RM codes could also be proved to achieve capacity on any BMS started to propagate, both in the electrical engineering and computer science communities. A first confirmation of this was obtained in extremal regimes of the BEC and BSC [10] , exploiting new bounds on the weight enumerator [22] , and a first complete proof for the BEC at constant rate was finally obtained in [16] . These however did not exploit the close connection between RM and polar codes, recently investigated in [17] , showing that the RM transform is also polarizing and that a third variant of the RM code achieves capacity on any BMS with the conjecture that this variant is indeed the RM code itself. Nonetheless, the general conjecture that RM codes achieve capacity on any BMS channel remains open.
Polar codes and RM codes can be compared in different ways. In most performance metrics, and putting aside the decoding complexity, RM codes seem to be superior to polar codes [17] , [30] . Namely, they seem to achieve capacity universally and with an optimal scaling-law, while polar codes have a channeldependent construction with a suboptimal scaling-law [18] , [31] . However, RM codes seem more complex both in terms of obtaining performance guarantees (as evidenced by the long standing conjectures) and in terms of their decoding complexity.
The efficient decoding of RM codes is the second main challenge regarding RM codes. Many algorithms have been propose since Reed's algorithm [12] , such as [32] - [38] , and newer ones have appeared in the post polar code period [39] - [41] . Some of these already show that at various block-lengths and rates that are relevant for communication applications, RM codes are indeed competing or even superior to polar codes [30] , [40] , even compared to the improved versions considered for 5G [42] .
This survey is meant to overview these recent developments regarding both the performance guarantees (in particular on weight enumerator and capacity) and the decoding algorithms for RM codes.
A. Outline
The organization of this survey is as follows. We start in Section II with the main definitions and basic properties of RM codes (their recursive structure, distance, duality, symmetry group and local properties). We then cover the bounds on their weight enumerator in Section III. In Section IV, we cover results tackling the capacity achievability, using results on weight enumerator, thresholds of monontone Boolean functions and connections to polarization theory. We then cover various decoding algorithms in Section V, providing pseudo-codes for them, and conclude in SectionVI with a selection of open problems.
II. DEFINITIONS AND BASIC PROPERTIES A. Definition and parameters
Codewords of binary Reed-Muller codes consist of the evaluation vectors of multivariate polynomials over the binary field F 2 . The encoding procedure of RM codes maps the information bits stored in the polynomial coefficients to the polynomial evaluation vector. Consider the polynomial ring F 2 [x 1 , x 2 , . . . , x m ] with m variables. For a polynomial f ∈ F 2 [x 1 , x 2 , . . . , x m ] and a binary vector z = (z 1 , z 2 , . . . , z m ) ∈ F m 2 , let Eval z (f ) := f (z 1 , z 2 , . . . , z m ) be the evaluation of f at the vector z, and let Eval(f ) := (Eval z (f ) : z ∈ F m 2 ) be the evaluation vector of f whose coordinates are the evaluations of f at all 2 m vectors in F m 2 . Reed-Muller codes with parameters m and r consist of all the evaluation vectors of polynomials with m variables and degree no larger than r. Definition 1. The r-th order (binary) Reed-Muller code RM(m, r) code is defined as the following set of binary vectors
Note that in later sections, we might use Eval(f ) and f interchangeably to denote the codeword of RM codes. For a subset A ⊆ [m] := {1, 2, . . . , m}, we use the shorthand notation x A := i∈A x i . Notice that we always have x n = x in F 2 for any integer n ≥ 1, so we only need to consider the polynomials in which the degree of each x i is no larger than 1. All such polynomials with degree no larger than r are linear combinations of the following set of monomials
There are r i=0 m i such monomials, and the encoding procedure of RM(m, r) maps the coefficients of these monomials to their corresponding evaluation vectors. Therefore, RM(m, r) is a linear code with code length n = 2 m and code dimension r i=0 m i . Moreover, the evaluation vectors {Eval(x A ) : A ⊆ [m], |A| ≤ r} form a generator matrix of RM(m, r). Here we give a few examples of generator matrices for RM codes with code length 8: 
B. Recursive structure and distance
For any polynomial f ∈ F 2 [x 1 , x 2 , . . . , x m ], we can always decompose it into two parts, one part containing x m and the other not containing x m :
f (x 1 , x 2 , . . . , x m ) = g(x 1 , x 2 , . . . , x m−1 ) + x m h(x 1 , x 2 , . . . , x m−1 ).
(1)
Here we use the fact that x n m = x m in F 2 for any integer n ≥ 1. We can also decompose the evaluation vector Eval(f ) into two subvectors, one subvector consisting of the evaluations of f at all z = (z 1 , . . . , z m )'s with z m = 0 and the other subvector consisting of the evaluations of f at all z = (z 1 , . . . , z m )'s with z m = 1. We denote the first subvector as Eval [zm=0] (f ) and the second one as Eval [zm=1] (f ). We also define their sum over 
. This is called the Plotkin (u, u + v) construction of RM codes, meaning that if we take a codeword c ∈ RM(m, r), then we can always divide its coordinates into two subvectors u and u + v of length
A consequence of this recursive structure is that the code distance of RM(m, r) is d = 2 m−r . We prove this by induction. It is easy to establish the induction basis. For the inductive step, suppose that the claim holds for m − 1 and all r ≤ m − 1; then we only need to show that the Hamming weight of the vector (u, u + v) is at least 2 m−r for any u ∈ RM(m − 1, r) and v ∈ RM(m − 1, r − 1), i.e., we only need to show that w(u) + w(u + v) ≥ 2 m−r , where w(·) is the Hamming weight of a vector. Since
This completes the proof of the code distance.
The Plotkin construction also implies a recursive relation between the generator matrices of RM codes. More precisely, let G(m − 1, r − 1) be a generator matrix of RM(m − 1, r − 1) and let G(m − 1, r) be a code length code dimension code distance dual code n = 2 m k = r i=0 m i d = 2 m−r RM(m, m − r − 1) generator matrix of RM(m − 1, r). Then we can obtain a generator matrix G(m, r) of RM(m, r) using the following relation:
where 0 denotes the all-zero matrix with the same size as G(m − 1, r − 1).
C. Duality
The dual code of a binary linear code C ⊆ F n 2 is defined as 2
By definition, the dual code C ⊥ is also a linear code, and we have
Next we will show that the dual code of RM(m, r) is RM(m, m − r − 1). First, observe that the Hamming weight of every codeword in RM(m, m − 1) is even, i.e., for every
Suppose that Eval(f ) is a codeword of RM(m, r) and Eval(g) is a codeword of RM(m, m−r−1). Then
Eval z (f g) = 0. Therefore, every codeword of RM(m, m−r −1) belongs to the dual code of RM(m, r), i.e., RM(m, m− r − 1) ⊆ RM(m, r) ⊥ .
Since
Combining this with (2), we know that dim(RM(m, m − r − 1)) = dim(RM(m, r) ⊥ ). Thus we conclude that RM(m, m − r − 1) = RM(m, r) ⊥ .
This in particular tells us that the parity check matrix of RM(m, r) is the generator matrix of RM(m, m− r − 1). The important parameters of RM(m, r) are summarized in Table I .
D. Affine-invariance
The automorphism group of a code C is the set of permutations under which C remains invariant. More precisely, the automorphism group of a code C with code length n is defined as A(C) := {π ∈ S n : π(C) = C}, where π(C) := {π(c) : c ∈ C}, and π(c) is vector obtained from permuting the coordinates of c according to π. It is easy to verify that A(C) is always a subgroup of the symmetric group S n .
RM codes are affine-invariant in the sense that A(RM(m, r)) contains a subgroup isomorphic to the affine linear group. More specifically, since the codewords of RM codes are evaluation vectors and they are indexed by the vectors z ∈ F m 2 , the affine linear transform g A,b : z → Az + b gives a permutation on the coordinates of the codeword when A is an m × m invertible matrix over F 2 and b ∈ F m 2 . Next we show that such a permutation indeed belongs to A(RM(m, r)). For any codeword c ∈ RM(m, r), there is
. Therefore, g A,b ∈ A(RM(m, r)), and RM codes are affine-invariant.
Recall that in Section II-B we showed that
. Using the affine-invariant property, we can replace z m in this statement with any linear combination of z 1 , . . . , z m . More specifically, for any
For any such , one can always find an affine linear transform mapping z m to . Since RM codes are invariant under such affine transforms, we have
. This observation will be used in several decoding algorithms in Section V.
E. General finite fields and locality
The definition of binary RM codes above can be naturally extended to more general finite fields F q . Let us consider the polynomial ring
to denote the evaluation vector of f . Since x q = x in F q , we only need to consider the polynomials in which the degree of each x i is no larger than q − 1, and the degree of such polynomials is no larger than m(q − 1). Definition 2. Let n := q m and r ≤ m(q − 1). The r-th order q-ary Reed-Muller code RM q (m, r) code is defined as the following set of vectors in F n q :
A locally decodable code (LDC) is an error-correcting code that allows a single bit of the original message to be decoded with high probability by only examining (or querying) a small number of bits of a possibly corrupted codeword. RM codes over large finite fields are the oldest and most basic family of LDC. When RM codes are used as LDC, the order r of RM codes is typically set to be smaller than the field size q. At a high level, local decoding of RM codes requires us to efficiently decode the evaluation of a multivariate polynomial at a given point z from the evaluation of the same polynomial at a small number of other points. The decoding algorithm chooses a set of points on an affine line that passes through z. It then queries the codeword for the evaluation of the polynomial on the points in this set and interpolates that polynomial to obtain the evaluation at z. We refer the readers to [9] for more details on this topic.
F. Notations
We summarize here a few notations and parameters used in the paper. We use n = 2 m to denote the code length (or blocklength) and k = r i=0 m i to denote the code dimension of RM codes. We use 1[·] for the indicator function. We also use the notation W : X → Y to denote a communication channel that maps input random variable X to output random variable Y , with the channel transition probability W (y|x) = P(Y = y|X = x). We use | · | to denote the Hamming weight of a binary vector, i.e., the number of 1's in this vector, and we use wt(·) to denote its relative Hamming weight, i.e., Hamming weight divided by the length of the input vector. We use h z (·) to denote the extrinsic information transfer (EXIT) function and H 2 (x) := −x log 2 (x) − (1 − x) log 2 (1 − x) to denote the binary entropy function. Finally, in Section V, if two vectors belong to F m 2 , then by default their sum is over F 2 unless mentioned otherwise.
III. WEIGHT ENUMERATOR
In this section we survey known results on the weight distribution of Reed-Muller codes. We first give the basic definition and discuss known results, then we explain the ideas of the proofs of some of the main results. In Section IV-A, we explain how these results can be used to prove that Reed-Muller codes achieve capacity for the BEC and the BSC for a certain range of parameters.
The weight enumerator of a code measures how many codewords of a given weight are there in the code.
Definition 3 (Weight, Bias, Weight enumerator).
For a codeword f we denote its hamming weight by |f | = |{z | f (z) = 1}|, and its relative weight, which we refer to simply as weight, with 3
We also denote the bias of a codeword by
Thus, A m,r (≤ β) counts the number of codewords of (relative) weight at most β. In particular, for β < 2 −r , A m,r (≤ β) = 1. The weight enumerator is one of the most useful measures for proving that a code achieves capacity as there are formulas that relate the distribution of weights in a code to the probability of recovering from random erasures or random errors (see Section IV-A). Intuitively, if the weight enumerator behaves similarly to that of a random code then we can expect the code to achieve capacity in a similar manner to random codes. Clearly, RM codes are quite different than random codes. In particular, for a random code we expect that besides the zero codeword, every other codeword will have weight roughly (1/2 ± ) (where is a constant depending on the rate), whereas RM codes contain many codewords of small weight. Nevertheless, as we shall see, if one can show that the weight enumerator drops quickly for β < 1/2 then this may be sufficient for proving that the code achieves capacity. Thus, proving strong upper bound on the weight enumerator for weights slightly smaller than 1/2 is an interesting and in some cases also a fruitful approach to proving that RM codes achieve capacity.
A. Results
Computing the weight enumerator of RM codes is a well known problem that is open in most ranges of parameters. In 1970 Kasami and Tokura [20] characterized all codewords of weight less than twice the minimum distance. This was later improved in [21] to all codewords of weight less than 2.5 times the minimal distance. For degrees larger than 3 they obtained the following result.
Theorem 1 (Theorem 1 of [21] ). If r ≥ 3 and f ∈ RM(m, r) satisfies wt(f ) < 2.5 · 2 −r then, up to an invertible linear transformation, By counting the number of such representations one can get a good estimate on the number of codewords of such weight.
No significant progress was then made for over thirty years until the work of Kaufman, Lovett and Porat [22] gave, for any constant degree r = O(1), asymptotically tight bounds on the weight enumerator of RM codes of degree r. Theorem 2 (Theorem 3.1 of [22] ). Let 1 ≤ ≤ r − 1 and 0 < ≤ 1/2. It holds that
where c r , C r > 0 are constants that depend only on r.
Note that the relative weight of a codeword in RM(m, r) is between 2 −r and 1, hence the parametrization used in the theorem. Unfortunately, as the degree gets larger, the estimate in Theorem 2 becomes less and less tight. Building on the techniques of [22] , Abbe, Shpilka and Wigderson [10] managed to get better bounds for degrees up to m/4, which they used to show that RM codes achieve capacity for the BEC and the BSC for degrees r = o(m).
Sberlo and Shpilka [43] polished the techniques of [10] and managed to obtain good estimates for every degree.
Theorem 4 (Theorem 1.2 of [43] ). Let γ = r/m. Then, for every integer ,
To better understand the upper bound, note that the leading term in the exponent is O γ −1 m ≤r whereas, if we were to state Theorem 3 in the same way, then its leading term would be O 4 γ −1 m ≤r . Recently, Samorodnitsky [23] proved a remarkable general result regarding the weight enumerator of codes that either they or their dual code achieve capacity for the BEC. His techniques are completely different than the techniques of [10] , [22] , [43] .
Theorem 5 (Proposition 1.6 in [23] ). Let C ⊆ {0, 1} n a linear code of rate R. Let (a 0 , . . . , a n ) be the distribution of hamming weights 5 in C. For 0 ≤ k ≤ n, let k * = min{k, n − k}. Let θ = R 2 ln 2 .
1) If C ⊥ achieves capacity on the BEC then for all 0 ≤ k ≤ n
2) If C achieves capacity on the BEC then for all 0 ≤ k ≤ n
Observe that Item 2 in Theorem 5 says that for k/n ∈ [ 1 2 ±R 2 ln 2 ], the weight distribution of a capacity achieving code is (up to the 2 o(n) term) the same as that of a random code.
As Kudekar et al. [16] proved that all codes with parameters RM(m, m/2 ± O( √ m)) achieve capacity for the BEC, Theorem 5 gives strong upper bound on the weight enumerator of RM codes for linear weights, some are as tight as possible.
On the other hand, for hamming weight k = o(n), the theorem fails to give meaningful bounds as the 2 o(n) term becomes too large to ignore and in fact, it dominates the entire estimate, and in particular it is a weaker bound than the one given in Theorem 4. In addition, when the rate R approaches zero 4 We use the notation n ≤k k i=0 n i . 5 I.e., there are exactly ai codewords whose hamming weight is exactly i in C.
(e.g. when r < (1/2 − )m) Theorem 5 does not give a meaningful estimate, again due to the 2 o(n) term, whereas Theorem 4 works for such degrees as well. Thus, Theorem 5 gives very strong bounds for constant rate and constant relative weight, while Theorem 4 gives better bounds for small weight or small rate.
So far we mostly discussed results on the weight distribution for weights that are a constant factor smaller than 1/2. However, one expects that a random codeword will have weight roughly 1/2. Thus, an interesting question to understand is the concentration of the weight, in particular it is interesting to know how many codewords have weight smaller than (1 − )/2 for small , or, in terms of bias, how many codewords have bias at least . To the best of our knowledge, for other range of parameters, the first such result was obtained by Ben Eliezer, Hod and Lovett [44] who proved the following.
Theorem 6 (Lemma 2 in [44] ). Let m, r ∈ N and δ > 0 such that r ≤ (1 − δ)m. Then there exist positive constants c 1 , c 2 (which depend solely on δ) such that,
where the probability is over a uniformly random polynomial with m variables and degree ≤ r.
This result was later extended to other prime fields in [45] . Note that for RM codes of constant rate, Theorem 5 gives much sharper estimates, but it does not extend to other ranges of parameters.
Observe that when the degree r is linear in m Theorem 6 only applies to weights that are some constant smaller than 1/2 and does not give information about the number of polynomials that have bias o(1). Such a result was obtained by Sberlo and Shpilka [43] , and it played an important role in their results on the capacity of RM codes. They first proved a result for the case that r < m/2 and then for the general case (with a weaker bound). 
As the form of the bound is a bit complicated, the following remark was made in [43] .
Remark 1. To make better sense of the parameters in the theorem we note the following.
m, but falls short of working for constant rate RM codes. • For γ which is a constant the upper bound is applicable to = o(m) (in fact it is possible to push it all the way to some = Ω(m)). For γ approaching 1/2, i.e γ = 1/2 − o(1), there is a trade-off between how small the o(1) is and the largest for which the bound is applicable to. Nevertheless,
the lemma still holds for = Ω(log m) (i.e, for a polynomially small bias).
We see that for linear degrees (r = Ω(m)) Theorem 6 gives a bound on the number of polynomials (or codewords) that have at least some constant bias, whereas Theorem 7 holds for a wider range of parameters and in particular can handle bias which is nearly exponentially small in m. For general degrees, Sberlo and Shpilka obtained the following result.
Theorem 8 (Theorem 1.7 of [43] ). Let r ≤ m ∈ N and > 0. Then,
Observe that the main difference between Theorem 6 and Theorem 8 is that in Theorem 6 the bias ( = 2 −c1m/r ) is directly linked to the degree. In particular, for every Theorem 6 allows for polynomials of degree r = O(m/ log(1/ )) whereas Theorem 8 allows for r and to be arbitrary. When r = O(m/ log(1/ )) the bound in Theorem 6 is stronger than the one given in Theorem 8. However, when = o(1) (as a function of m) then the result of Theorem 6 is meaningful only for r = o(m) whereas Theorem 8 gives strong bounds for polynomials of every degree.
To complete the picture we state two lower bounds on the weight enumerator. The first is a fairly straightforward observation.
Comparing to Theorem 4 and Theorem 5, we see that for = O(1) the lower bound in Observation 1 is roughly of the form 1 2 2 (r/m) −1 ·( m ≤r ) . Thus, for r = m/2 it is similar to what Theorem 5 gives, except that it has a smaller constant in the exponent: 2 versus 4 ln 2. For r = γm it gives a much smaller constant in the exponent compared to Theorem 4: 2 versus 17(c γ + d γ ). The main difference is for very small weights, say = (1 − )r. Then, the estimate in Observation 1 is much smaller than what Theorem 4 gives. This is mainly due to the fact that Theorem 4 heavily relies on estimates of binomial coefficients that become less and less good as (r − ) → 0.
The second lower bounds was given in [43] and it concerns weights around 1/2.
Theorem 9 (Theorem 1.8 of [43] ). Let 20 ≤ r ≤ m ∈ N. Then for any integer < r/3 and sufficiently large m it holds that
Comparing the upper bound in Theorem 7 to Theorem 9 we see that there is a gap between the two bounds. Roughly, the lower bound on the number of polynomials that have bias at least matches the upper bound corresponding to bias at least √ . This may be a bit difficult to see when looking at Theorem 4 but we refer to Remark 3.16 in [43] for a qualitative comparison.
B. Proof strategy
In this section we explain the basic ideas behind the proofs of the theorems stated in Section III. The most common proof strategy is based on the approach of Kaufman et al. [22] , which, following [43] , we call the -net approach. Theorem 5 is proved using a completely different approach.
1) The -net approach for upper bounding the weight enumerator: The main idea in the work of [22] , which was later refined in [10] and [43] , is that in order to bound the number of polynomials of certain weight we should find a relatively small set, in the space of all functions F m 2 → F 2 , such that all low weight polynomials are contained in balls of radius at most around the elements of the set, with respect to the hamming distance. We call such a set an -net for RM(m, r).
Why is this approach useful? Assuming we have found such a net, we can bound the number of low weight codewords by the number of codewords in each ball times the size of the net. The crux of the argument is to note that the number of codewords in each ball is bounded by A m,r (2 ). This gives rise to a recursive approach whose base case is when the radius of the ball is smaller than half the minimum distance. Formally, this idea is captured by the next simple claim. Lemma 1. Let S ⊆ RM(m, r) be a subset of polynomials with an -net N . Then,
Thus, to get strong bounds on the number of low weight/bias polynomials we would like the -net to be as effective as possible. This means that on the one hand we would like the -net to be small and on the other hand that no ball around an element of the net should contain too many codewords.
Before explaining how to get such an -net we first explain how this approach was developed in the papers [22] , [10] , [43] . Kaufman et al. [22] constructed an -net such that each ball contains at most one low weight polynomial. To achieve this they picked = 2 −r−1 . However, since they insisted on having at most one low weight polynomial in every ball, this resulted in a relatively large net. In [10] it was observed that one can bound the number of codewords in each ball using the weight enumerator at smaller weights. This allowed them to pick a larger and use recursion. [10] used the same approach as [22] to construct the -net, though with different parameters and with tighter analysis on the net size. [43] improved further on [10] by observing that the -net approach was used only to bound the weight enumerator at weights which are somewhat smaller than 1/2. The reason for that is that the calculations performed in [10] , [22] were not tight enough and stopped working as the weights got closer to 1/2 or as the degree got larger. Thus, [43] first improved the calculations upper bounding the size of the -net and then, using the improved calculations, obtained results for the weight enumerator also for weights close to 1/2, and for all degrees.
We now explain the main idea of Kaufman et al. for constructing the -net. For this we will need the notion of discrete derivative. The discrete derivative of a function f :
It is not hard to see that if f is a degree r polynomial then, for every y, ∆ y f has degree at most r − 1.
Another basic observation is that if a function f : F m 2 → F 2 has weight β, then, for each x,
Thus, if β < 1/2 then ∆ y f (x) gives a good estimate for f (x). Hence, if we consider t directions
then we get from the Chernoff-Hoeffding bound that
Picking t = O(log 1/ ) we see that for each polynomial f ∈ RM(m, r) there is some F y1,...,yt at hamming distance at most . Thus, the set of all such F y1,...,yt forms an -net for polynomials of weight at most β in RM(m, r). All that is left to do is to count the number of such functions F y1,...,yt to obtain a bound on the size of our net. In fact, one can carry the same approach further and rather than approximating f by some of its first derivatives, use instead higher order derivatives. For a set of
The following version of Lemma 2.2 of [22] appeared in [43] .
where t = 17 log(1/ ) .
Combining Lemma 1 with recursive applications of Lemma 2, we obtain the following bound on the weight enumerator.
The way that Kaufman et al. bounded the size of N k,t was simply to say that each F Y1,...,Yt is an explicit function of t polynomials of degree r−k and hence the size of the net is at most |RM(m, r − k)| t . One idea in the improvement of [10] over [22] is that derivatives of polynomials can be represented as polynomials in fewer variables. Specifically, one can think of ∆ Y f as a polynomial defined on the vector space span(Y) ⊥ . This allows for some saving in the counting argument, namely,
where the term 2 mkt comes from the fact that now we need to explicitly specify the sets Y 1 , . . . , Y t . [43] further improved the upper bound by noting that different derivatives contain information about each other. I.e., they share monomials. This allowed them to get a better control of the amount of information encoded in the list of derivatives and as a result to obtain a better bound on the size of the net. This proved significant for bounding the number of codewords having small bias.
The discussion above relied on Lemma 2 that works for weights at most 1/4. For weights closer to 1/2 a similar approach is taken except that this time Kaufman et al. noted that one can pick a subspace of dimension t and consider all 2 t − 1 non-trivial first order derivatives according to directions in the subspace, to obtain a good approximation for the polynomial. Since the directions according to which we take derivatives are no longer independent they could no longer use the Chernoff-Hoeffding bound in their argument. Instead they observed that the directions are 2-wise independent and could therefore use the Chebyshev bound instead to bound t. Specifically, Lemma 2.4 of [22] as stated in [43] gives: Lemma 3 (Lemma 2.4 in [22] ). Let f : F n 2 → F 2 be a function such that bias(f ) ≥ δ > 0 and let > 0. Then, for t = log(1/ ) + 2 log(1/δ) + 1 , there exist directions y 1 , . . . , y t ∈ F m 2 such that,
Then, for t = log(1/ )
To conclude, the -net approach works as follows. We first show that each polynomial of weight at most β can be approximated by an explicit function of some lower order derivatives. We then count the number of such possible representations and then continue recursively to bound the number of codewords that are close to each such function.
2) Connection to hypercontractivity: Samordnitsky proved Theorem 5 as a corollary of a more general result concerning the behavior of Boolean functions under noise. We shall only give a high level description of his approach.
For a Boolean function φ : {0, 1} n → R and a noise parameter η let us denote
where dist (x, y) is the hamming distance between x and y. Thus, φ η (x) averages the value of φ around x according to the η-biased measure. As φ η is a convex combination of many shifted copies of φ, it's q norm cannot be larger than φ's. Samordnitsky's main theorem quantifies that loss in norm. To state his main result we shall need the following notation. For 0 ≤ λ ≤ 1, let T ∼ λ denote a random subset T of {1, . . . , n} in which each element is chosen independently with probability λ. Let E(φ|T ) be the conditional expectation of φ with respect to T , that is,
Theorem 10 (Theorem 1.1 of [23] ). Let φ : {0, 1} n → R be non negative. Then, for any q > 1
Results quantifying the decrease in norm due to noise are called hypercontractive inequalities, and Samorodnitsky's proof follows the proof of a hypercontractive inequality due to Gross [46] . As Samorodnitsky writes, the idea of the proof is to "view both sides of the corresponding inequality as functions of η (for a fixed q) and compare the derivatives. Since noise operators form a semigroup it suffices to compare the derivatives at zero, and this is done via an appropriate logarithmic Sobolev inequality." While Theorem 10 does not seem related to RM codes it turns out that if one takes φ to be the characteristic function of the code then this gives a lot of information about the weight distribution of the code. For a linear code C ⊆ {0, 1} n with generating matrix G, let φ C = 2 n |C| 1 C . For T ⊆ {1, . . . , n} let rank C (T ) denote the rank of the submatrix of G generated by the rows whose indices are in T . The following is a consequence of Theorem 10.
Theorem 11 (Proposition 1.3,1.4 of [23] specialized to q = 2). Let (a 0 , . . . , a n ) be the distribution of hamming weights in C and (b 0 , . . . , b n ) the distribution of hamming weights in C ⊥ . For 0 ≤ λ ≤ 1 let η = 1−λ ln 2 2 . Then, for any such λ, and θ = λ 2 ln 2 , it holds that
Samordnitsky then observed that if C ⊥ achieves capacity for the BEC then for λ = Rate(C ⊥ ) + o(1) it holds that λn−E T ∼λ rank C ⊥ (T ) = o(n). Similar result follows if C achieves capacity, for the appropriate λ. Combining this with Theorem 11 he obtained his main result on the weight enumerator of codes that either they or their duals achieve capacity.
3) Lower bounds on the weight enumerator: The proofs of both Observation 1 and Theorem 9 are based on exhibiting a large set of polynomials having the claimed weight.
Observation 1 follows from the simple fact that for a random polynomial g(x , . . . , x n ), of degree r − + 1, the degree r polynomial f (x 1 , . . . , x n ) = x 1 · x 2 · · · x −1 · g will have weight at most 2 − with probability 1/2 (as half of the polynomials g have weight at most 1/2).
To prove Theorem 9 we consider all polynomials of the form
. It is not hard to prove that with high probability, when we choose the f i 's at random we get that bias(g) ≥ 2 − +1 . A simple counting argument then gives the claimed lower bound.
IV. CAPACITY RESULTS A. RM codes achieve capacity at low rate [10] , [43] The results on the weight enumerator that were described in Section III can be used to show that RM codes having low rate achieve capacity for the BEC and the BSC. Note that in the case of rates close to 0 achieving capacity means that, for the BEC the code is resilient to a fraction p ≥ 1−R(1+ ) of erasures, and for the BSC the code has to tolerate a fraction p of errors for p satisfying h(p) ≥ 1 − R(1 + ). See [10] for a discussion of achieving capacity in extremal regimes. In the following subsections we shall show how to relate the error of the natural decoder for each channel to the weight distribution of the code. Such results were first prove in [10] and later strengthened in [43] using essentially the same approach so we only give the state of the art results of [43] .
1) BEC:
In this section we relate the weight distribution of a RM code to the probability of correctly decoding from random erasures. In [10] , [43] this was used to conclude that RM codes achieve capacity for the BEC at certain parameter range.
Denote by err(p, m, r) the probability that RM(m, r) cannot recover from random erasures with parameter p. To upper bound err(p, m, r) We need to understand when can we correct a codeword f from some erasure pattern, where the erasure pattern is the set of coordinates erased in f . Thus, given a codeword f and an erasure pattern S ⊆ F m 2 , the corresponding corrupted codeword is the evaluation vector of f with the evaluations over the set S erased. The basic idea is based on the simple fact that an erasure pattern can be recovered from if and only if no codeword is supported on the pattern. By that we mean that there is no codeword f that obtains nonzero values only for points in S, and therefore there is no other codeword that agrees with the transmitted one on the unerased section. Thus, to bound the probability of failing to decode we need to bound the probability that a codeword is supported on a random erasure pattern (where each coordinate is selected with probability p).
Proof sketch. To simplify matters assume that the erasure pattern consists of exactly p·2 m = pn erasures. We now wish to bound that probability that a random set S ⊂ F m 2 of size |S| = p · 2 m contains the support of a codeword. To bound this probability, fix a codeword f . Then, this probability is exactly equivalent to the probability that the complement of the support of f contains the complement of S. Thus, assuming we only care about error patterns of size p · 2 m we get err(p, m, r) ≈ 0 =f ∈RM(m,r)
Thus, if we want to use Lemma 4 to prove that RM codes achieve capacity for random erasures then we basically have to show that A m,r (≤ β) decays faster than (1−β) (1−p)2 m , for p = 1−(1+o(1)R. In order to estimate the sum in (4), [43] partitions the summation over β to the dyadic intervals [2 −k−1 , 2 −k ] and shows that each such interval sums to a small quantity. For k ≥ 2 they use the estimate given in Theorem 4. To handle the interval [1/4, 1/2] they partition it further to smaller dyadic intervals. Specifically, they start with polynomials of bias , for some sub-constant , and double the bias until they reach bias 1/2 (equivalently, weight 1/4). To estimate the contribution of each such sub-interval to the sum they use Theorem 7. This gives the following result from [43] .
Theorem 12 (Theorem 1.9 from [43] ). For any r ≤ m/50, RM(m, r) achieves capacity on the BEC.
In addition, they proved that for higher degrees, that lead to codes of rate 1/ poly(log n), RM codes can handle a fraction 1 − o(1) of random erasures. The proof idea is essentially the same. While this result is not enough to deduce that the code achieves capacity, it shows that it is very close to doing that.
2) BSC:
Similarly to what we did in Section IV-A1 we shall relate the probability that we fail to decode from random errors to the weight distribution of the code. For simplicity we shall assume that instead of flipping each bit with probability p the channel flips exactly p · 2 m = pn locations at random. Consider the decoder that returns the closest codeword to the received word. A bad error pattern z ∈ F n 2 is one for which there exists another error pattern z ∈ F n 2 , of weight s = pn, such that z + z is a codeword in RM(m, r). Note that since both z and z are different and have the same weight, the weight of z + z must be even and in {d, . . . , 2pn}. As both z +z and the all 1 vector are codewords, we also have that the weight of z + z is at most n − d, hence |z + z| ∈ {d, . . . , n − d}. Therefore, counting the number of bad error patterns is equivalent to counting the number of weight s vectors that can be obtained by "splitting" codewords whose (un-normalized) weight is an even number in {d, . . . , n − d}. For a codeword y of hamming weight |y| = w, there are w/2 choices for the support of z inside 7 suppurt(y) and pn − w/2 choices outside the codeword's support (z and z must cancel each other outside the support of y and hence have the same weight inside suppurt(y)). Denote by B the set of bad error patterns, the union bound then gives
As before, Sberlo and Shpilka partition the sum to small interval around weight 1/2 and then to dadic interval of the form [2 −k−1 , 2 −k ] and bound the contribution of each interval separately to the sum using Theorems 7 and 4, respectively. They thus were able to prove the following result. Again, this is not enough to show that RM codes achieve capacity at this range of parameters, but it gives a good indication that it does.
B. RM codes achieve capacity on the BEC at high rate [10] In this section we explain the proof of [10] that RM codes of very high degree achieve capacity for the BEC. Similar to the case of R → 0, we say that a family of codes of rate R → 1 achieves capacity for the BEC if it can handle a fraction p ≥ (1 − )(1 − R) of erasures. Thus, for such a code to achieve capacity for the BEC it must hold that, with high probability, (1 − (1 − )(1 − R)) n random rows of the generating span the row space. This is equivalent to saying that if we consider the parity check matrix of the code, then a random subset of (1 − )(1 − R)n columns is full rank (i.e. the columns are linearly independent) with high probability.
Since we will be dealing with very high rates it will be more convenient to think of our code as RM(m, m − r − 1) (i.e. RM code of degree m−r−1). As the parity check matrix of RM(m, m − r − 1) is the generating matrix of RM(m, r), the discussion above gives rise to the question that we discuss next.
For an input z ∈ F m 2 and degree r denote with z r the column of R n corresponding to the evaluation point z (recall Equation (12)). In other words, z r contains the evaluation of all multilinear monomials of degree at most r at z. Thus, the code RM(m, m − r − 1) achieves capacity for the BEC if it holds with high probability that a random subset Z ⊂ F m 2 , of size |Z| = (1 − ) m ≤r , satisfies that the set {z r | z ∈ Z} is linearly independent.
Abbe et al. [10] show that this is indeed the case for small enough r. The idea of the proof is to view the random Z as if the points were picked one after the other, and to prove that as long as r is not too large, the relevant set remains independent with high probability. An important observation made in [10] connects this problem to a question about common zeros of degree r polynomials. Proof Sketch. Observe that a vector c ∈ F ( m ≤r ) 2 is perpendicular to z r (in the sense that the dot product is zero) if and only if the polynomial whose coefficients are given by the coordinates of c vanishes at z. Thus, the claim says that for a vector z r to be linearly independent of a set of vectors Z it must be the case that the dual space to Z ∪ {z r } is smaller than the dual space of Z.
Thus, we have to understand what is the probability that a new point is a common zero of the polynomials in I. By dimension arguments, dim(span(Z)) = s and hence dim(span(I)) = m ≤r − s. It remains to prove that if r = o( m/ log m) and s = (1 − ) m ≤r then the number of common zeroes of the polynomials in I is o(2 m ). This will guarantee that a random point z is, with high probability, not a common zero and by Claim 1 this will ensure that z r is linearly independent of Z as desired.
Denote with V ⊂ F m 2 the set of common zeroes of the polynomials in I.
To prove that V is not too large, [10] show that if V was large then there would be many degree r polynomials whose evaluation vectors on the points in V are linearly independent. Indeed, by dimension arguments again we have that the dimension of the evaluation vectors of degree r polynomials, restricted to the points in V , is at most m ≤r − dim(span(I)) = m ≤r − m ≤r − s = s. Thus, if one could show that must be more than that many linearly independent polynomials when V is large, then one would get a contradiction. This is captured in the next lemma.
Lemma 5 (Lemma 4.10 of [10] ). Let V ⊆ F m 2 such that |V | > 2 m−t . Then there are more than m−t ≤r linearly independent polynomials of degree ≤ r that are defined on V .
The proof relies on the notion of generalized hamming weight and on a theorem of Wei [47] . To present this result we need some definitions. Let C ⊆ F n 2 be a linear code and D ⊆ C a linear subcode. We denote supp(D) = {i : ∃y ∈ D, such that y i = 0}.
Definition 4 (Generalized Hamming weight). For a code C of length n and an integer a we define
The following lemma follows from arguments similar to what we described above.
Lemma 6. For a code C of length n and an integer a we have that
Wei's theorem then gives the following identity. C. RM codes achieve capacity on the BEC at constant rate [15] In [15] , [16] , Kudekar et al. made use of the classic results about sharp thresholds of monotone boolean functions [48] - [51] to prove that RM codes achieve capacity on erasure channels. More precisely, define
Theorem 18. For any constant p ∈ (0, 1), the sequence of RM codes {RM(m, r m )} with
has code rates approaching 1 − p and achieves capacity over BEC with erasure probability p.
While their proof applies to (Generalized) RM codes with larger alphabet F q over the q-ary erasure channel, in this section we focus on the proof for the binary RM codes over BEC.
We denote the output alphabet of BEC as {0, 1, * }, where * is the erasure symbol. Consider the transmission of a codeword x = (x z : z ∈ F m 2 ) ∈ RM(m, r) through n = 2 m copies of BEC channels, and the channel output vector is denoted as y = (y z : z ∈ F m 2 ). The probabilistic model is set up as follows: Let X be a random codeword uniformly chosen from RM(m, r) and let Y (p) be the corresponding random output vector after transmitting X through n = 2 m copies of BEC channels with erasure probability p. Since the conditional entropy H(X z |Y (p) = y) = 0 for every channel output vector y with y z = * , we have
where Y ∼z (p) := (Y z (p) : z ∈ F m 2 , z = z). An important property of the BEC is that for any index z ∈ F m 2 and any output vector y, the conditional entropy H(X z |Y (p) = y) and H(X z |Y ∼z (p) = y ∼z ) 8 Wei also proved that every 0 ≤ a ≤ m ≤r has a unique representation as a = i=1
can only take two values, either 0 or 1, i.e., given these outputs, each codeword coordinate X z can either be exactly reconstructed or no useful information is provided about it. Further, since H(X z |Y (p)) = y H(X z |Y (p) = y)P(Y (p) = y) = y:H(Xz|Y (p)=y)=1 P(Y (p) = y), we have that H(X z |Y (p)) gives the probability that Y (p) takes on values such that X z cannot be reconstructed, i.e., such that X z is "erased." Therefore, the channel mapping X z to Y (p) is equivalent to a BEC with erasure probability H(X z |Y (p)) (and similarly for H(X z |Y ∼z (p))). When the channel output vector is y, the bit-MAP decoder decodes X z as argmax x∈{0,1} P(X z = x|Y (p) = y),
and if the maximum is not unique, i.e., if P(X z = 0|Y (p) = y) = P(X z = 1|Y (p) = y), then the decoder declares an erasure and this takes place with probability H(X z |Y (p)). From now on, we write
This function is called the extrinsic information transfer (EXIT) function and it was introduced by ten Brink [52] in the context of turbo decoding. According to (5) , analyzing the behavior of h z (p) is equivalent to analyzing the decoding error probability of the bit-MAP decoder. We also define the average EXIT function as h(p) := 1 n z∈F m 2 h z (p).
Since RM codes are affine invariant, for any two coordinates z and z , we can always find a permutation in the automorphism group of RM codes mapping from z to z . As a consequence, one can easily show that the value of h z (p) is independent of the index z, i.e., h(p) = h z (p) for every z ∈ F m 2 . Furthermore, we also have that 0 ≤ h(p) ≤ 1 for any 0 ≤ p ≤ 1. The average EXIT functions of some rate-1/2 Reed-Muller codes are shown in Fig. 1 . The following three properties of the (average) EXIT function allows us to prove that RM codes achieve capacity under bit-MAP decoding:
1) h(p) is a strictly increasing function of p.
2) h(p) has a sharp transition from 0 to 1. More precisely, for any 0 < < 1/2, we have
as the code length n → ∞.
3) The average EXIT function satisfies the area theorem 1 0 h(p)dp = k n ,
where k is the dimension of the RM code and n is code length. Property 2) here simply means that as the blocklength increases, the transition width of the average EXIT function decreases, as illustrated in Fig. 1 .
The first two properties imply that the function h(p) has a threshold p * and a small transition width w → 0 as n → ∞. When p < p * − w/2, we have h(p) ≈ 0; when p is around p * , i.e., when p * − w/2 ≤ p ≤ p * + w/2, the function h(p) increases very fast from 0 to 1; when p > p * + w/2, we have h(p) ≈ 1. More precisely, for a given ∈ (0, 1/2), we define the threshold as p * ( ) = 1 2 h −1 (1 − ) + 1 2 h −1 ( ) and the transition width as w( ) = h −1 (1 − ) − h −1 ( ). For p < p * ( ) − w( )/2, we have h(p) < ; then the function h(p) increases from to 1 − between p * ( ) − w( )/2 < p < p * ( ) + w( )/2; for p > p * ( ) + w( )/2, we have h(p) > 1 − . Property 2) above tells us that for any given ∈ (0, 1/2), the transition width w( ) → 0 as n → ∞. Finally, property 3) above allows us to locate the threshold p * ( ): Let us think of the extreme case where the transition width w(0) = 0. Under this assumption, we have h(p) = 0 for all p < p * and h(p) = 1 for all p > p * . Then 1 0 h(p)dp = 1 − p * , so by (6) we have that p * = 1 − k n . Now back to the case where we only have w( ) → 0 for any given instead of Fig. 1 : The average EXIT function of the rate-1/2 Reed-Muller code with blocklength n. This is originally Fig. 1 in [16] .
w(0) = 0, we can still use a similar calculation to show that p * ( ) → 1 − k n for any given ∈ (0, 1/2) when n → ∞. This in particular means that for any > 0, there exists δ > 0 such that h(p) < for all p < 1 − k n − δ and all large enough n. Since the decoding error of bit-MAP decoder is ph(p), we have shown that the decoding error goes to 0 when the code rate approaches the capacity of BEC, i.e., we have shown that RM codes achieve capacity of BEC under bit-MAP decoder.
Next we will explain how to prove properties 1)-3). Property 3) first appeared in [53] , and it follows directly from the following equality
Indeed, H(X|Y (1)) = k and H(X|Y (0)) = 0, so the left-hand side of (7) is k. By definition, the right-hand side of (7) is n 1 0 h(p)dp. Therefore, (6) follows immediately from (7) . Equation (7) itself is implied by the results of both [53] and [54] , and it can be proved using the chain rule of derivatives as follows: We consider a slightly different model where different coordinates in the codeword are transmitted through BEC channels with (possibly) different erasure probabilities. More specifically, assume that X z is transmitted through a BEC with erasure probability p z ; previously we assumed that p z = p for all z ∈ F m 2 . For a parametrized path (p z (t) : z ∈ F m 2 ) defined for t ∈ [0, 1], one finds that
One can further show (e.g. using (5) ) that
Therefore,
Equation (7) follows immediately by taking the parametrized path (p z (t) : z ∈ F m 2 ) to be p z (t) = t for all z ∈ F m 2 in the above equation. Both property 1) and property 2) are established by connecting h(p) to monotone and symmetric boolean functions and making use of the classic results on such functions [48] - [51] . In order to connect h(p) to boolean functions, we use the fact that h(p) = h z (p) for every z ∈ F m 2 . Below we fix an index z and associate an erasure pattern e ∼z (y ∼z ) = (e z (y ∼z ) : z ∈ F m 2 , z = z) ∈ {0, 1} n−1 with each channel output vector y ∼z as follows: e z (y ∼z ) = 1[y z = * ] for all z ∈ (F m 2 \ {z}), i.e., e ∼z (y ∼z ) is an indicator vector of the erasures in y ∼z . We further define the set Ω z ⊆ {0, 1} n−1 as
This is the set of erasure patterns that prevent the recovery of X z from Y ∼z (p). Note that the set Ω z is completely determined by the RM code construction and it is independent of the channel erasure probability p. We say that an erasure pattern e ∼z covers another erasure patternẽ ∼z if e z ≥ẽ z for all z ∈ (F m 2 \ {z}). The set Ω z has the following monotone property: if (1)ẽ ∼z ∈ Ω z and (2) e ∼z covers e ∼z , then e ∼z ∈ Ω z .
For each erasure pattern e ∼z , we use |e ∼z | to denote its Hamming weight. We write the probability of erasure pattern e ∼z under BEC with channel erasure probability p as µ p (e ∼z ), and it is given by
Using this notation,
By definition, we have
Next we define the "boundary" of Ω z . For an erasure pattern e ∼z ∈ {0, 1} n−1 , we define flip(e ∼z , z ) to be another erasure pattern obtained by flipping the z coordinate in e ∼z . The "boundary" of Ω z across the z coordinate is defined as
Notice that ∂ z Ω z contains the "boundary" erasure patterns both inside and outside of Ω z . This is because by definition if e ∼z ∈ ∂ z Ω z , then flip(e ∼z , z ) ∈ ∂ z Ω z . The probability measure µ p (∂ z Ω z ) is called the influence of the z coordinate, and one further defines the total influence as
see [55] - [58] for discussions and properties of these functions. An important consequence of the monotone property is the following equality [55]- [57] connecting the derivative of µ p (Ω z ) with the total influence dµ p (Ω z ) dp = I (p) (Ω z ).
Property 1) of h(p) follows immediately from this equality and (8).
As for Property 2) of h(p), observe that the set Ω z also has a symmetric property which follows from the affine-invariant property of RM codes. More precisely, for any z , z ∈ (F m 2 \{z}), the influences of the z and z coordinates are always the same for all 0 ≤ p ≤ 1, i.e., we always have µ p (∂ z Ω z ) = µ p (∂ z Ω z ). This is because for any triple z, z , z ∈ F m 2 we can always find an invertible affine linear transform over F m 2 that fixes z and maps z to z . This symmetric property of Ω z allows us to use the following classic result on Boolean functions: 
Applying this theorem to Ω z , we obtain that for all 0 < p < 1,
Combining this with (8), we have dh(p) dp ≥ ln(n − 1)h(p)(1 − h(p)).
This inequality tells us that for any given ∈ (0, 1/2), we always have dh(p) dp → ∞ as n → ∞ for all p satisfying h(p) ∈ ( , 1 − ). Therefore, h(p) has a sharp transition from to 1 − for arbitrarily small > 0 when the code length n is large enough, and this proves property 2) of h(p). Now this shows that RM codes achieve capacity of BEC under the bit-MAP decoder. In [15] , [16] , it was also proved that RM codes achieve capacity of BEC under the block-MAP decoder. The proof uses the same framework and relies on a refinement of (9) in [59] . In particular, Bourgain and Kalai [59] showed that there exists a universal constant C such that dh(p) dp ≥ C ln(ln(n − 1)) ln(n − 1)h(p)(1 − h(p)).
The proof for block-MAP decoder then follows the same line of arguments as the proof for bit-MAP decoder but requires a few more technical details which we will omit here.
Remark 2. For BEC, the conditional entropy H(X z |Y ∼z (p) = y ∼z ) can only be either 0 or 1, and it is independent of the channel erasure probability p. This property allows us to connect h(p) with boolean functions and use the classic results to analyze h(p). Unfortunately, this property no longer holds for general communication channels such as BSC: Now suppose instead that Y (p) is the random output vector after transmitting X through n = 2 m copies of BSC with channel crossover probability p. In this case, the conditional entropy H(X z |Y ∼z (p) = y ∼z ) will vary with p and its range is clearly not limited to {0, 1}. Moreover, the monotone property of the set Ω z is also a consequence of transmitting codewords through erasure channels, and it does not hold for general communication channels like BSC. In other words, for BSC, more errors do not necessarily lead to larger conditional entropy H(X z |Y ∼z (p) = y ∼z ). For example, since the all-one vector is a codeword of RM codes, we always have the equality
where 0 and 1 are the all-zero and all-one vectors, respectively. Now assume that we transmit the all-zero codeword. Then this equality means that the conditional entropy given an output with no errors is the same as the conditional entropy given an output that is erroneous in every bit. This clearly does not satisfy the monotone property. Finally, the area theorem (see (6)) for EXIT function only holds for BEC. For general channels, one needs to work with the generalized EXIT (GEXIT) function introduced in [60] . The GEXIT function is similar in many respects to the EXIT function: The GEXIT function satisfies the area theorem for general channels and it is neither boolean nor monotonic. New ideas are certainly required to analyze such functions in order to generalize the method of [15] , [16] for the cases of BSC or more general communication channels.
Remark 3. Note that the approach in this subsection only works for the constant rate regime and does not extend to the extremal rate regimes discussed in Section IV-A and Section IV-B. D. RM codes polarize and Twin-RM codes achieve capacity on any BMS [17] Recall that a binary memoryless symmetric (BMS) channel is a channel W : {0, 1} → Y such that there is a permutation π on the output alphabet Y satisfying i) π −1 = π and ii) W (y|1) = W (π(y)|0) for all y ∈ Y. In particular, the binary erasure channel (BEC), the binary symmetric channel (BSC), and the binary input additive white Gaussian noise channel (BIAWGN) are all BMS channels.
We now consider an arbitrary BMS channel W . We use the communication model in Fig. 2a to transmit information over W : The input vector U n consists of n i.i.d. Bernoulli(1/2) random variables. We encode U n by multiplying it with an n × n invertible matrix G n and denote the resulting vector as (X 1 , . . . , X n ) = (U 1 , . . . , U n )G n . Then we transmit each X i through an independent copy of W . Given the channel output vector Y n , our task is to recover the input vector U n , and we use a successive decoder to do so. The successive decoder decodes the input vector bit by bit from U 1 to U n . When decoding U i , it makes use of all the channel outputs Y n and all the previously decoded 9 inputs U i−1 . The conditional entropy
indicates whether U i is noisy or noiseless under the successive decoder: If H i ≈ 0, then U i is (almost) noiseless and can be correctly decoded with high probability. If H i is bounded away from 0, then so is the decoding error probability of decoding U i . Informally, we say that the matrix G n polarizes if almost all H i , 1 ≤ i ≤ n are close to either 0 or 1, or equivalently, if almost all U i , i ≤ i ≤ n become either noiseless or completely noisy. An important consequence of polarization is that every polarizing matrix automatically gives us a capacity-achieving code under the successive decoder. Indeed, if G n polarizes, then we can construct the capacity achieving code by putting all the information in the U i 's whose corresponding H i is close to 0 and freezing all the other U i 's to be 0, i.e., we only put information in the (almost) noiseless U i 's. Let G be the set of indices of the noiseless U i 's. Then the generator matrix of this code is the submatrix of G n obtaining by retaining only the rows whose indices belong to G. To show that this code achieves capacity, we only need to argue that |G| is asymptotic to nI(W ), and this directly follows from
where the last equality relies on the assumption that W is symmetric. Since almost all H i 's are close to either 0 or 1, by the equation above we know that the number of H i 's that are close to 1 is asymptotic to n(1 − I(W )), so the number of H i 's that are close to 0 is asymptotic nI(W ), i.e., |G| is asymptotic to nI(W ).
In his influential paper [26] , Arıkan gave an explicit construction of a polarizing matrix G n := 1 0 1 1 ⊗m , and polar codes are simply the capacity-achieving codes constructed from G n . More precisely:
Theorem 20 (Polarization for G n ). For any BMS channel W and any 0 < < 1/2,
In particular, the above still holds for some choices of = n that are o(1/n) (in fact, n can even decay exponentially with roughly the square-root of n). Therefore, the polar code retaining only rows i of G n such that H i ≤ n has a block error probability that is upper-bounded by |G n | n ≤ n n , and if n = o(1/n), this gives a vanishing block error probability and the code achieves capacity.
The encoding procedure of polar codes amounts to finding G, the set of noiseless (or "good") bits, and efficient algorithms for finding these were proposed in [26] , [61] . In [26] , Arıkan also showed that the successive decoder for polar codes allows for an O(n log n) implementation. Later in [62] , a list decoding version of the successive decoder was proposed, and its performance is nearly the same as the Maximum Likelihood (ML) decoder of polar codes for a wide range of parameters.
In [17] , the authors develop a similar polarization framework to analyze RM codes; see Fig. 2b for an illustration. More precisely, the monomials x A1 , . . . , x An defined by the n := 2 m subsets A 1 , . . . , A n of [m], are used in replacement to the increasing integer index i in [n]. We arrange these subsets in the following order: Larger sets always appear before smaller sets; for sets with equal size, we use the lexicographic order. More precisely, if i < j, we always have |A i | ≥ |A j |, and we have A i < A j -where < denotes the lexicographic order-if |A i | = |A j |. Define the matrix
. . .
whose row vectors are arranged according to the order of the subsets. By definition, R n is a generator matrix of RM(m, m). Here we give a concrete example of the order of sets and R n for m = 3 and n = 2 m = 8: 
Let U A1 , . . . , U An be the (random) coefficients of the monomials x A1 , . . . , x An . Multiplying the coefficient vector (U A1 , . . . , U An ) with R n gives us a mapping from the coefficient vector to the evaluation vector X n := (U A1 , . . . , U An )R n . Then we transmit each X i through an independent copy of W and get the channel output vector Y n . We still use the successive decoder to decode the coefficient vector bit by bit from U A1 to U An . Similarly to H i , we define the conditional entropy
and by the chain rule we also have the balance equation
In [17] , a polarization result for H Ai is obtained, showing that with this ordering too, almost all H Ai are close to either 0 or 1. More precisely:
Theorem 21 (Polarization of RM codes). For any BMS channel W and any 0 < < 1/2,
In particular, the above still holds for some choices of = n that decay faster than 1/n. Therefore the code obtained by retaining only the monomials x Ai in R n corresponding to A i 's such that H Ai ≤ n has a vanishing block error probability and achieves capacity; this follows from the same reasoning as in polar codes. We call this code the Twin-RM code as it is not necessarily the RM code. In fact, if the following implication were true,
then the Twin-RM would be exactly the RM code, and the latter would also achieve capacity on any BMS. The same conclusion would hold if (15) held true for most sets; it is nonetheless conjectured in [17] that (15) holds in the strict sense. To further support this claim, [17] provides two partial results: (i) Partial order:
more generally, the implication is shown to hold if there existsB s.t. A ⊇B, |B| = |B| andB is less than B componentwise, i.e., each component ofB is smaller than or equal to that of B (as integers). (ii) For the BSC, (15) is proved up to 2 m = 16, and numerically verified for some larger block lengths. We divide the input bits of RM(m, r) into m + 1 layers, where the jth layer corresponds to the subsets of [m] with size j, and the range of j is from 0 to m. Therefore, the 0th layer only has one bit U 1 , and the first layer has m bits U 2 , U 3 , . . . , U m+1 . In general, the ith layer has m i bits. It is shown in [17] that it suffices to check (15) for subsets A, B that are respectively the last and first subsets in consecutive layers, as these are shown to achieve respectively the largest and least entropy within layers.
Proof technique. When m = 1 and n = 2, the polar and RM matrices are the same:
Define H(W ) := 1 − I(W ). The balance equation gives
and since H(
and the above inequalities are strict unless ∆ = H(W + ) − H(W ) = 0, which is equivalent to H(W ) ∈ {0, 1}, i.e., the channel is already extremal. One can write a quantitative version of this, i.e., for any binary input symmetric output channel W , there exists a positive continuous function δ on [0, 1/2) that vanishes only at 0, such that for any ∈ (0, 1/2),
Therefore, unless the initial channel W was already close to extremal, the synthesized channel W + is strictly better by a bounded amount.
If we move to m = 2, then we still have G 4 = R 4 , and we can create four synthetic channels W −− , W −+ , W +− , W ++ corresponding to the channels mapping U i to (Y 4 , U i−1 ) where the binary expansion of i (mapping 0 to − and 1 to +) gives the channel index. Note that the behavior of these channels at m = 2 can be related to that at m = 1, as suggested by the notation W s1s2 , s 1 , s 2 ∈ {−, +}. Namely, the two channels (W * − , W * + ) are the synthesized channels obtained by composing two independent copies of W * , * ∈ {−, +} with the transformation G 2 , as done for m = 1.
In the case of polar codes, one intentionally preserves this induction. Namely, after obtaining n synthetic channels W s , s ∈ {−, +} m , one produce twice more channels with the + and -versions of these, such that for each one:
with ∆ s := H(W s+ ) − H(W s ), s ∈ {−, +} m . This follows by the inductive property of G 2n :
The polarization result is then a consequence of this recursive process: if one tracks the entropies of the 2 m channels at level m, at the next iteration, i.e., at level m + 1, one breaks symmetrically each of the previous entropies into one strictly lower and one strictly larger value, as long as the produced entropies are not extremal, i.e., not 0 or 1. Therefore, extremal configurations are the only stable points of this process, and most of the values end up at these extremes. This can be deduced by using the martingale convergence theorem, 10 and the fact that the only fixed point of the −, + transform are at the extremes, or conversely, that for values that are not close to the extremes, a strict movement takes place as in (18) . One needs however a stronger condition than (18) . In fact, (18) holds for any W , but the function δ could depend on the channel W , and we need to apply (18) to the channels W s that have an output alphabet that grows as s grows. We therefore need a universal function δ that applies to all the channels W s , so that we can lower-bound ∆ s universally when H(W s ) ∈ ( , 1 − ). Note that if W is a BMS channels, then each W s is still a BMS channel, so we can restrict ourselves to this class of channels. The existence of a universal function δ follows then from the following inequality, 11 which can be proved as a consequence of the so-called Mrs. Gerber's Lemma 12 :
where (U 1 , T 1 ), (U 2 , T 2 ) are i.i.d. with U 1 binary uniform, T 1 is arbitrary discrete valued, and V 1 , V 2 are i.i.d. binary uniform such that H(U 2 |T 2 ) = H(V 2 ). Therefore, the entropy spread H(W s+ ) − H(W s ) for any s is as large as the entropy spread of a simple BSC that has a matching entropy, since 1 − H(V 2 ) is a BSC capacity and H(U 2 |T 2 ) = H(V 2 ). The universal function δ can then be found explicitly by inspecting the right hand side of (20) , and for any ∈ (0, 1/2), there exists δ( ) > 0 such that for any m ≥ 1, s ∈ {−, +} m ,
For RM codes, the inductive argument is broken. In particular, we no longer have a symmetric break of the conditional entropies as in (19) , hence no obvious martingale argument. Nonetheless, we next argue that the loss of the inductive/symmetric structure takes place in a favorable way, i.e., the spread in (19) tends to be greater for RM codes than for polar codes. In turn, we claim that the conditional entropies polarize faster in the RM code ordering (see [17] ). We next explain this and show how one can take a short-cut to show that RM codes polarize using increasing chains of subsets, exploiting the Plotkin recursive structure of RM codes and known inequalities from polar codes. We first need to define increasing chains.
. . . . . . . . . Definition 5 (Increasing chains). We say that
is an increasing chain if |B i | = i for all i = 0, 1, 2, . . . , m.
As for polar codes, we will make use of the recursive structure of RM codes, i.e., the fact that RM(m+1, m+1) can be decomposed into two independent copies of RM(m, m). In order to distinguish H A 's for RM codes with different parameters, we add a superscript to the notation, writing H 
Further, for any ∈ (0, 1/2), there is a constant D( ) such that for every positive m and every increasing chain
Note that D( ) does not depend on m here. This theorem relies strongly on the following interlacing property over chains.
Lemma 7 (Interlacing property). For every BMS channel W , every positive m and every increasing chain {B i } m i=0 , we have
The proof of Theorem 22 relies mainly on the previous lemma and the following polar-like inequality: for any ∈ (0, 1/2), there is δ( ) > 0 such that for any increasing chain and any i ∈ {0, 1, . . . , m},
Note that (25) is analogous to (21) except that (i) it does not involve the +, − transform of polar codes but the augmentation or not of a monomial with a new element, (ii) the resulting spread is not necessarily symmetrical as in (19) . This is where it can be seen that RM codes have a bigger spread of polarization than polar codes, as further discussed below. We first note that (22) follows directly from the interlacing property (24); see Fig. 3 for an illustration of this. To prove (23), we combine (22) with the polar-like inequality (25) . Indeed, by (25) we know that as long as H 
Polar transform
RM transform
A 2 ) − ) "+" "−" Fig. 4 : The fast polar transform with block size 4. The dots on the second line are the results of the standard polar transform, and the dots on the third line are the results of fast polar transform. In the fast polar transform, the bit-channel obtained by adding a monomial gets even worse (i.e., has even more entropy) than what would the classical polar − transform produce on that bit-channel, and similarly, the better bit-channel obtained by not adding the monomial is even better (less entropic) that what the polar + transform would produce. Therefore, the gap between H Ai ) + ). Intuitively, this explains why RM codes polarize and do so even faster than polar codes (although the formal proof uses the increasing chain argument).
Since H (m)
Bi increases with i, we have H (m)
Bi ) > 2(j − j)δ, and since H (m)
Bj is upper bounded by 1, we have j − j < 1 2δ . Therefore, i ∈ {0, 1, . . . , m} : < H (m)
Thus we have proved (23) with the choice of D( ) = 1/(2δ( )) + 1. Now we are left to explain how to prove (24)- (25) . In Fig. 2b , we define the bit-channel W Ai∪{m+1} is always worse than the "−" polar transform of W (m) Ai , i.e.,
Therefore, the gap between H (23)). In order to obtain the global polarization of RM codes (Theorem 21), we observe that there are in total m! increasing chains, and a careful averaging argument over these m! chains gives the result in Theorem 21.
V. DECODING ALGORITHMS
We will survey various decoding algorithms for RM codes in this section. We divide these algorithms into three categories. The first category (Section V-A) only consists of Reed's algorithm [12] : This is the first decoding algorithm for RM codes, designed for the worst-case error correction, and it can efficiently correct any error pattern with Hamming weight up to half the code distance. The second category (Section V-B) includes efficient algorithms designed for decoding random errors or additive Gaussian noise. These algorithms afford good practical performance in the short to medium code length regime or for low-rate RM codes. Yet due to complexity constraints, most of them are not efficient for decoding RM codes with long code length. More specifically, we will cover the Fast Hadamard Transform decoder [32] , [33] for first-order RM codes, Sidel'nikov-Pershakov algorithm and its variants [34] , [35] , Dumer's list decoding algorithm [36] - [38] and Recursive Projection-Aggregation algorithm [40] as well as an algorithm based on minimum-weight parity checks [41] . Finally, the last category (Section V-C) again only consists of a single decoding algorithm-a Berlekamp-Welch type decoding algorithm proposed in [39] . This algorithm is designed for decoding random errors. Its performance guarantee was established for decoding RM codes of degrees up to r = o( √ m) while all the previous decoding algorithms discussed in this section only have performance guarantee for constant value of r. In fact, this algorithm also gives interesting results for degrees r = m − o( m/ log m).
A. Reed's algorithm [12] : Unique decoding up to half the code distance
In this section, we recap Reed's decoding algorithm [12] for RM(m, r). It can correct any error pattern with Hamming weight less than 2 m−r−1 , half the code distance.
For a subset A ⊆ [m], we write A = [m] \ A and we use V A := {z ∈ F m 2 : z i = 0 ∀i ∈ A} to denote the |A|-dimensional subspace of F m 2 , i.e., V A is the subspace obtained by fixing all z i 's to be 0 for i
For any A ⊆ [m] and any b ∈ F m 2 , we always have
and we also have that for any A ⊂ B,
The sums in (26) Reed's algorithm first decodes the coefficients of all the degree-r monomials, and then it decodes the coefficients of all the degree-(r − 1) monomials, so on and so forth, until it decodes all the coefficients.
To decode the coefficients u A for |A| = r, Reed's algorithm first calculates the sums z∈(VA+b) y z over each of the 2 m−r cosets of the subspace V A , and then it performs a majority vote among these 2 m−r sums: If there are more 1's than 0's, then we decode u A as 1. Otherwise we decode it as 0. Notice that if there is no error, i.e., if y = Eval(f ), then we have Since we assume that y and Eval(f ) differ in less than 2 m−r−1 coordinates, there are less than 2 m−r−1 cosets for which z∈(VA+b) y z = u A . After the majority voting among these 2 m−r sums, we will obtain the correct value of u A .
After decoding all the coefficients of the degree-r monomials, we can calculate
This is a noisy version of the codeword Eval(f − B⊆[m],|B|=r u B x B ) ∈ RM(m, r − 1), and the number of errors in y is less than 2 m−r−1 by assumption. Now we can use the same method to decode the coefficients of all the degree-(r − 1) monomials from y . We then repeat this procedure until we decode all the coefficients of f . t ← t − 1 10: end while 11: c ← Eval( A⊆[m],|A|≤r u A x A ) 12: Output c B. Practical algorithms for short to medium length RM codes 1) Fast Hadamard Transform (FHT) for first order RM codes [32] , [33] : The dimension of the first order RM code RM(m, 1) is m + 1, so there are in total 2 m+1 = 2n codewords. A naive implementation of the Maximum Likelihood (ML) decoder requires O(n 2 ) operations. In this section we recap an efficient implementation of the ML decoder based on FHT which requires only O(n log n) operations. We will focus on the soft-decision version of this algorithm, and the hard-decision version can be viewed as a special case.
Consider a binary-input memoryless channel W : {0, 1} → W. The log-likelihood ratio (LLR) of an output symbol x ∈ W is defined as
We still use y = (y z : z ∈ F m 2 ) to denote the noisy version of a codeword in RM(m, 1). Given the channel output vector y, the ML decoder for first order RM codes aims to find c ∈ RM(m, 1) to maximize z∈F m 2 W (y z |c z ). This is equivalent to maximizing the following quantity:
which is further equivalent to maximizing
As the codeword c is a binary vector,
.
From now on we will use the shorthand notation L z := LLR(y z ), and the formula in (28) can be written as 1 2
so we want to find c ∈ RM(m, 1) to maximize this quantity. By definition, every c ∈ RM(m, 1) corresponds to a polynomial in F 2 [x 1 , x 2 , . . . , x m ] of degree one, so we can write every codeword c as a polynomial u 0 + m i=1 u i x i . In this way, we have c z = u 0 + m i=1 u i z i , where z 1 , z 2 , . . . , z m are the coordinates of the vector z. Now our task is to find u 0 , u 1 , u 2 , . . . , u m ∈ F 2 to maximize
For a binary vector u = (u 1 , u 2 , . . . , u m ) ∈ F m 2 , we definê
To find the maximizer of (30), we only need to computeL(u) for all u ∈ F m 2 , but the vector (L(u) : u ∈ F m 2 ) is exactly the Hadamard Transform of the vector (L z : z ∈ F m 2 ), so it can be computed using the Fast Hadamard Transform with complexity O(n log n). Once we know the values of (L(u), u ∈ F m 2 ), we can find u * = (u * 1 , u * 2 , . . . , u * m ) ∈ F m 2 that maximizes |L(u)|. IfL(u * ) > 0, then the decoder outputs the codeword corresponding to u * 0 = 0, u * 1 , u * 2 , . . . , u * m . Otherwise, the decoder outputs the codeword corresponding to u * 0 = 1, u * 1 , u * 2 , . . . , u * m . This completes the description of the soft-decision FHT decoder for first order RM codes.
The hard-decision FHT decoder is usually used for random errors, or equivalently, used for error corrections over BSC. For BSC, the channel output y = (y z : z ∈ F m 2 ) is a binary vector. Suppose that the crossover probability of BSC is p < 1/2, then L z = ln( 1−p p ) if y z = 0, and L z = − ln( 1−p p ) if y z = 1. Since rescaling the LLR vector by a positive factor does not change the maximizer of (30), we can divide the LLR vector by ln( 1−p p ) when decoding RM codes over BSC(p). This is equivalent to setting L z = 1 for y z = 0 and L z = −1 for y z = 1. Then the rest of the hard-decision FHT decoding is the same as the soft-decision version.
Theorem 24. The FHT decoder finds the ML decoding result in O(n log n) time when decoding first order RM codes.
As a final remark, FHT can also be used for list decoding of first order RM codes. For list decoding with list size s, we find s vectors u (1) , . . . , u (s) that give the largest values of |L(u)| among all vectors in F m 2 .
Algorithm 2 FHT decoder for first order RM codes Input: Code length n = 2 m , and the LLR vector (L z : z ∈ F m 2 ) of the received (noisy) codeword Output: A codeword c ∈ RM(m, 1)
2) Sidel'nikov-Pershakov algorithm [34] and its variant [35] : In [34] , Sidel'nikov and Pershakov proposed a decoding algorithm that works well for second order RM codes with short or medium code length (e.g. ≤ 1024). A version of their decoding algorithm also works for higher-order RM codes, but the performance is not as good as the one for second order RM codes.
In this section, we recap Sidel'nikov-Pershakov algorithm for second order RM codes. Consider a polynomial f ∈
For a vector b = (b 1 , . . . , b m ) ∈ F m 2 , we have
where the matrix U is defined as
Note that Eval z+b (f ) + Eval z (f ) is the coordinate of the discrete derivative of f at direction b, as defined in (3). We first describe the decoder for BSC and then generalize it to other binary-input channels. Suppose that we transmit the codeword c = Eval(f ) ∈ RM(m, 2) through some BSC, and we denote the channel output vector as y ∈ F n 2 . For a fixed b, the vector (y z+b + y z : z ∈ F m 2 ) is the noisy version of the codeword in RM(m, 1) corresponding to the polynomial in (31) . Note that the vector bU consist of the coefficients of all the degree-1 monomials in this polynomial. Therefore, we can decode bU from the noisy codeword (y z+b + y z : z ∈ F m 2 ). A naive way to do so is to decode each bU separately using the FHT decoder for different vectors b ∈ F m 2 . Sidel'nikov and Pershakov instead proposed to decode bU for all b ∈ F m 2 collectively: The first step is to calculate s candidates for bU that have the largest posterior probability by decoding (y z+b + y z : z ∈ F m 2 ) with the FHT list decoder described at the end of Section V-B1. We denote these s candidates as D
and associate each of them with a reliability value initialized as its posterior probability.
In order to find D * b , for each i = 1, . . . , s, we check for all b ∈ F m 2 whether there are certain i 1 and i 2 such that D
b+b . Each time when we find such b and i 1 , i 2 , we increase the reliability value of D At this point, we have obtained D * b for all b ∈ F m 2 . Notice that D * b is the noisy version of bU , and in particular, the first coordinate of D * b is the noisy version of u 1,2 b 2 + u 1,3 b 3 + · · · + u 1,m b m . Therefore, if we pick the first coordinate of D * b for all b ∈ F m 2 , we will obtain the noisy version of a codeword from RM(m, 1), and this codeword is the evaluation vector of the polynomial u 1,2 x 2 + u 1,3 x 3 + · · · + u 1,m x m . After decoding this noisy codeword using the FHT decoder, we will obtain the coefficients u 1,2 , u 1,3 , . . . , u 1,m , which form the first column of the matrix U . Similarly, we can also pick the ith coordinate of D * b for all b ∈ F m 2 and decode it with the FHT decoder. This will allow us to calculate the ith column of U . Once we decode all the entries in U , we have the coefficients of all the degree-2 monomials in f . Then we use the FHT decoder again to decode all the other coefficients in f , which gives us the final decoding result.
For more general binary-input channels other than BSC, we are not able to calculate y z+b + y z since the two summands are not binary any more. We instead work with the LLRs L z := LLR(y z ). Given 
Once we replace y z+b + y z with this LLR, we can follow the decoding procedure described above for BSC to decode the output vector of more general binary-input channels.
In [34] , Sidel'nikov and Pershakov showed that for second order RM codes RM(m, 2), their algorithm can correct almost all error patterns with Hamming weight no more than (n − Cm 1/4 n 3/4 )/2 for any constant C > ln 4 when the code length n → ∞.
In [35] , Sakkour proposed a simplified and improved version of the Sidel'nikov-Pershakov algorithm for decoding second order RM codes. The main change in Sakkour's algorithm is to use a simple majority voting to obtain D * b from D b , replacing the more complicated procedure in Sidel'nikov-Pershakov algorithm. Such a simplification also leads to smaller decoding error probability. We summarize Sakkour's algorithm below since it is simpler and has better performance:
3) Dumer's recursive list decoding [36] - [38] : Dumer's recursive list decoding makes use of the Plotkin (u, u + v) construction of RM codes (see Section II-B for discussions), and it works well for short or medium length RM codes. More precisely, for RM codes with length ≤ 256, Dumer's recursive list decoding algorithm can efficiently approach the decoding error probability of the ML decoder. For code length 512 or 1024, Dumer's algorithm works well for RM codes with low code rates. In [38] , Dumer and Shabunov also proposed to construct subcodes of RM codes that have better performance than RM codes themselves under the recursive list decoding algorithm.
We start with the basic version of Dumer's recursive decoding algorithm (without list decoding). Suppose that we transmit a codeword c = Eval(f ) ∈ RM(m, r) through some binary-input channel W , Algorithm 3 Sakkour's algorithm for decoding second order RM codes over BSC Input: The code length n = 2 m ; the received (noisy) codeword y = (y z : z ∈ F m 2 ); Output: A codeword c ∈ RM(m, 2)
FHT_Decoder for RM(m, 1) 3: end for 4: for every b ∈ F m 2 do 5:
Majority function picks the vector occurring the largest number of times 7: end for 8: for i = 1, 2, . . . , m do 9:
FHT_Decoder for RM(m, 1) In this recursive decoding algorithm, we decompose the decoding of RM(m, r) into two tasks: First, we decode a codeword from RM(m − 1, r − 1). After that, we decode another codeword from RM(m − 1, r). Then the decoding of RM(m − 1, r − 1) and RM(m − 1, r) are further decomposed into decoding another four codewords from RM codes with shorter code length and smaller order. This decomposition procedure continues until we reach codewords from first order RM codes RM(i, 1) for some i or full RM codes RM(j, j) for some j. For first order RM codes we use the FHT decoder, and for full RM codes we simply use the ML decoder. The summary of the algorithm and an illustration of how it works for RM (6, 2) and RM(6, 3) are given in Fig. 5 .
Next we briefly discuss the recursive list decoding algorithm. In the list decoding version, we usually stop at the zero order RM codes instead of the first order ones 15 . Note that the zero order RM codes are simply repetition codes with dimension 1. We still go through the same procedure as illustrated in Fig. 5 , i.e., we keep decomposing the RM codes and eventually we only decode the RM codes on "leaf nodes". In the list decoding algorithm, the codes on "leaf nodes" are either repetition codes or full RM codes. Each time when we decode a new leaf node, we examine several possible decoding results of this new node for every candidate in the list: If this new leaf node is a repetition code, then there are only two possible decoding results-all zero or all one; if this new leaf node is a full RM code, then we take the 4 most likely decoding results of it for every candidate in the list. In this way, we will increase the list size by a factor of 2 or 4 at each step, depending on whether the new leaf node is a repetition code or a full RM code. We then calculate a reliability value for each candidate in the new list. When the list size is larger than some pre-specified value µ, we prune the list down to size µ by only keeping the candidates with the largest reliability values. Clearly, large µ leads to longer running time of the algorithm but smaller decoding error probability.
In [38] , a family of subcodes of RM codes were also proposed. The subcodes have smaller decoding probability under the recursive list decoding algorithm. The idea is quite natural: Each repetition code on the "leaf nodes" only contain one information bit. Some of these information bits are relatively noisy, and the others are relatively noiseless. Dumer and Shabunov proposed to set all the noisy bits to be 0. In this way, one can get smaller decoding error at the cost of decreasing the code rate. [40] : The Recursive Projection Aggregation (RPA) decoding algorithm was proposed recently by Ye and Abbe [40] . It works well for second and third order RM codes with short or medium code length (e.g. ≤ 1024). In particular, the RPA algorithm can efficiently achieve the same decoding error probability as the ML decoder for second order RM codes with length ≤ 1024. Moreover, RPA decoder naturally allows parallel implementation.
We will focus mainly on the RPA decoder for BSC channels and briefly mention how to adapt it to general communication channels at the end of this section. In Section II-D, we have shown that Eval We decompose RM(6, 2) and RM(6, 3) until we reach the leaf nodes, which are the first order or full RM codes marked in red. Eventually we only need to decode these RM codes on the leaf nodes using FHT or ML decoders. The order of decoding these leaf nodes is indicated by the red dashed arrows. There are in total n − 1 one-dimensional subspaces in F m 2 . We denote them as B 1 , . . . , B n−1 . Suppose that we transmit a codeword c = Eval(f ) ∈ RM(m, r) through BSC, and that the channel output is y. The RPA decoder for RM(m, r) consists of three steps: First, the projection step, then the recursive decoding step, and third, the aggregation step. More precisely, the first step is to project the noisy codeword y onto all n − 1 one-dimensional subspaces B 1 , . . . , B n−1 . Note that this projection step also appears in Sidel'nikov-Pershakov algorithm [34] and Sakkour's algorithm [35] ;see Section V-B2. The second step is to decode each y [/Bi] using the RPA decoder for RM(m − 1, r − 1). If r = 2, then we simply use the FHT decoder for y [/Bi] . We denote the decoding result of the second step asŷ [/Bi] . Note thatŷ [/B1] , . . . ,ŷ [/Bn−1] consist of the (noisy) estimates of the sum Eval z (f ) + Eval z (f ) for all z = z . We denote the estimate of Eval z (f ) + Eval z (f ) asŷ (z,z ) . Finally, in the aggregation step, observe that y (z,z ) + y z is an estimate of Eval z (f ) for all z = z. For a fixed z, we have in total n − 1 such estimates of Eval z (f ), and we perform a majority vote among these n − 1 estimates to obtainŷ z , i.e., we count the number of 0's and 1's in the set {ŷ (z,z ) + y z : z ∈ F m 2 , z = z}: If there are more 1's than 0's, then we setŷ z to be 1. Otherwise, we set it to be 0. Next we replace the original channel output vector y withŷ = (ŷ z : z ∈ F m 2 ), and run the Projection-Recursive decoding-Aggregation cycle again for a few more rounds 16 . The vectorŷ = (ŷ z : z ∈ F m 2 ) in the last round is the final decoding result of the RPA decoder. See Fig. 6 for a high-level illustration of the RPA decoder.
For general communication channels we need to work with LLR, and we only need to make two changes in the RPA decoder for BSC. The first change is in the projection step: In order to calculate y [/B] , we need to calculate the sums y z + y z for the BSC case. We cannot do this for general communication channels because the channel output vector is not binary anymore. Instead, we calculate the projected LLR vectors L [/B] using (32) , and in the recursive decoding step, we decode from L [/B1] , . . . , L [/Bn −1] . The second change is in the aggregation step: We replace the majority vote with a weighted sum of the LLRs. More precisely, for a fixed z, we calculate the sumL z = 1 n−1 z =zỹ (z,z ) L z , where we setỹ (z,z ) = 1 if y (z,z ) = 0 andỹ (z,z ) = −1 ifŷ (z,z ) = 1. After each round, we replace the LLR vector of the original channel output withL = (L z : z ∈ F m 2 ) and run the Projection-Recursive decoding-Aggregation cycle again. After the last round, we decodeŷ z as 0 ifL z > 0 and otherwise we decodeŷ z as 1. The vector y = (ŷ z : z ∈ F m 2 ) is the final decoding result of the RPA decoder. In practical implementation, we combine the RPA decoder with the following list decoding procedure proposed by Chase [65] to boost the performance. We first sort |L z |, z ∈ F m 2 from small to large. Assume for example that |L z1 |, |L z2 |, |L z3 | are the three smallest components in the LLR vector, meaning that y z1 , y z2 , y z3 are the three most noisy symbols in the channel outputs. Next we enumerate all 8 the possible cases of these three bits: We set L zi = ±L max for i = 1, 2, 3, where L max is some large real number. In practice, we can choose L max := 2 max(|L z | : z ∈ F m 2 ). For each of these 8 cases, we use the RPA decoder to obtain a decoded codeword (candidate). Finally, we calculate the posterior probability for each of these 8 candidates, and choose the largest one as the final decoding result, namely, we perform the ML decoding among the 8 candidates in the list. This list decoding version of the RPA decoder allows us to efficiently achieve the same decoding error probability as the ML decoder for second order RM codes with length ≤ 1024. [30] , [41] : In [41] , Santi et al. applied iterative decoding to a highly-redundant parity-check (PC) matrix that contains only the minimum-weight dual codewords as rows. In particular, [41] proposed to use the peeling decoder for the binary erasure channel, linear-programming and belief propagation (BP) decoding for the binary-input additive white Gaussian noise channel, and bit-flipping and BP decoding for the binary symmetric channel. For short block lengths, it was shown that near-ML performance can indeed be achieved in many cases. [41] also proposed a method to tailor the PC matrix to the received observation by selecting only a small fraction of useful minimum-weight PCs before decoding begins. This allows one to both improve performance and significantly reduce complexity compared to using the full set of minimum-weight PCs.
5) Additional methods
In [30] , Mondelli et al. explored the relationship between polar and RM codes, and they proposed a coding scheme which improves upon the performance of the standard polar codes at practical block lengths. The starting point is the experimental observation that RM codes have a smaller error probability than polar codes under MAP decoding. This motivates one to introduce a family of codes that "interpolates" between RM and polar codes, call this family C inter = {C α : α ∈ [0, 1]}, where C α | α=1 is the original polar code, and C α | α=0 is an RM code. Based on numerical observations, one can see that the error probability under MAP decoding is an increasing function of α. MAP decoding has in general exponential complexity, but empirically the performance of polar codes at finite block lengths is boosted by moving along the family C inter even under low-complexity decoding schemes such as belief propagation or successive cancellation list decoder. Performance gain was also demonstrated in [30] via numerical simulations for transmission over the erasure channel as well as the Gaussian channel.
C. Berlekamp-Welch type decoding algorithm [39] In this section we explain the algorithm of Saptharishi, Shpilka and Volk [39] for decoding RM codes of degrees up to r = o( √ m). In fact, their algorithm also gives interesting results for degrees r = m − o( m/ log m). The algorithm is similar in spirit to the works of Pellikaan, Duursma and Kötter ( [66] , [67] ), which abstract the Berlekamp-Welch algorithm. Thus, it is very different from the algorithms given in the other subsections of Section V.
Before stating their main theorem we will need the following notation. For u, v ∈ F n q , we denote by u * v ∈ F n q the vector (u 1 v 1 , . . . , u n v n ). For A, B ⊆ F n q we similarly define A * B = {u * v | u ∈ A, v ∈ B}. The algorithm considers three codes C, E and N , all subsets of F n q , such that E * C ⊆ N , and is able to decode in C error patterns that are correctable from erasures in N , through the use of an error-locating code E. Theorem 25. Let F q be a finite field and E, C, N ⊆ F n q be codes with the following properties. 1) E * C ⊆ N 2) For any pattern 1 U that is correctable from erasures in N , and for any coordinate i ∈ U there exists a codeword a ∈ E such that a j = 0 for all j ∈ U and a i = 1. Then Algorithm 6 corrects in C any error pattern 1 U which is correctable from erasures in N .
Algorithm 6 Decoding Algorithm of [39] Require: received word y ∈ F n q such that y = c + e, with c ∈ C and e is supported on a set U 1: Solve for a ∈ E, b ∈ N , the linear system a * y = b. 2: Let {a 1 , . . . , a k } be a basis for the solution space of a, and let E denote the common zeros of {a i | i ∈ [k]}. 3: For every j ∈ E, replace y j with '?', to get a new word y . 4: Correct y from erasures in C.
It is worth pointing out the differences between Algorithm 6 and the abstract Berlekamp-Welch decoder of Pellikaan, Duursma and Kötter [66] , [67] . They similarly set up codes E, C and N such that E * C ⊆ N . However, instead of Property 2, they require that for any e ∈ E and c ∈ C, if e * c = 0 then e = 0 or c = 0 (or similar requirements regarding the distances of E and C that guarantee this property). This property, as well as the distance properties, do not hold in the case of Reed-Muller codes, which is the main application of Theorem 25.
Proof Sketch. It is relatively easy to show that Property 2 in the statement of the theorem guarantees that every erasure pattern that is correctable in N is also correctable in C. The main point of the algorithm is that, under the hypothesis of the theorem, the common zeros of the possible solutions for a determine exactly the error locations.
Denote y = c + e, where c ∈ C is the transmitted codeword and e is supported on the set of error locations U . The following two claims guarantee that the algorithm correctly finds the set of error locations. The first claim shows that error locations are common zeros and the second claim shows that no other coordinate is a common zero.
Claim 2. For every a ∈ E, b ∈ N such that a * y = b, it holds that a * e = 0.
Proof. Observe that a * e = a * y − a * c is also a codeword in N . As a * e is supported on U , and since U is an erasure-correctable pattern in N , it must be the zero codeword. Proof. Property 2 implies that since U is correctable from erasures in N , for every i ∈ U we can pick a ∈ E such that a is 0 on U and a i = 1. Set b = a * y. As b = a * c + a * e = a * c it follows that b ∈ N .
Together, Claims 2 and 3 imply the correctness of the algorithm.
To apply Theorem 25 to RM codes we note that for m ∈ N and r ≤ Similar arguments allow [39] to obtain results for high rate RM codes.
Theorem 26 (Theorem 2 of [39] ). Let r = o( m/ log m). Then, there is an efficient algorithm that can decode RM(m, m − (2r + 2)) from a random set of (1 − o(1)) m ≤r errors. Moreover, the running time of the algorithm is 2 m · poly( m ≤r ). In [68] , Kopparty and Potukuchi improved the running time of the decoding algorithm of Theorem 26 to run in time polynomial in the length of the syndrome, that is in time poly( m ≤r ).
VI. OPEN PROBLEMS A. RM codes and Twin-RM codes
As mentioned in Section IV-D, the twin-RM code, obtained by retaining the low-entropy components of the squared RM code (proceeding in the RM ordering) is proved to achieve capacity on any BMS. There are now three possible outcomes: (i) the twin-RM code is exactly the RM code, (ii) the twin-RM code is equivalent to the RM code, in that only a vanishing fraction of rows selected by the two codes are different, (iii) the twin-RM code is not equivalent to the RM code. If (i) or (ii) are true, the RM code will also be capacity achieving for any BMS. If (iii) is true instead, then the RM code is not capacity-achieving (for the considered BMS channel).
Conjecture 1. The twin-RM code is the RM code, i.e., with the notation of Section IV-D where U n = R n X n and R n is the squared RM code matrix, for i, j ∈ [n],
in words, the conditional entropy is non-decreasing as we go to lower degree layers.
Using the symmetry of RM codes, [17] shows that this is implied by the following conjecture.
Conjecture 2. Let i be the index of the last row in a layer of R n (besides the last layer), then
in words, the conditional entropy is non-decreasing as we cross layers.
Finally, since the RM code construction is the same for the BEC, the BSC or any other channel, and since it is already proved to achieve capacity on the BEC [15] , it follows that the RM and twin-RM codes must be equivalent on the BEC. Consequently, we have the following conjecture that also implies that RM codes achieve capacity on the BSC. Conjecture 3. The Twin-RM codes for the BEC and BSC are equivalent. I.e., for some = o(1/n), |{i ∈ [n] : H(U i |U i−1 , Y n BSC ) ≤ , H(U i |U i−1 , Y n BEC ) ≥ }| = o(n). One could also exploit the ordering between BEC and BSC entropies, showing that for any two indices i, j of rows with j in a lower degree layer than i, H(U i |U i−1 , Y n BEC ) ≥ H(U j |U j−1 , Y n BEC ) implies H(U i |U i−1 , Y n BSC ) ≥ H(U j |U j−1 , Y n BSC ). Finally, one may also look for a BMS channel such that the Twin-RM code is not equivalent to the RM code, which would imply that the RM code does not achieve capacity for this BMS.
B. Weight enumerator 1. Unified bounds for two different regimes
As mentioned in Section III, we now have two different approaches to bound the number of codewords in two different regimes. More precisely, the method proposed in [23] gives strong and in some cases nearly optimal bounds in the constant relative weight regime for constant rate codes. Yet this method does not produce meaningful bound when the code rate approaches 0 or in the small weight regime. On the other hand, the method in [43] gives good bound for small rate codes or in small weight regime, but it does not work well in the linear weight regime for constant rate codes. A natural open problem is thus to obtain a unified bound that is effective in both regimes.
Use the capacity-achieving results for BEC to prove the conjecture for BSC
As discussed in Section III, Samorodnitsky gave a nearly optimal upper bound in a certain linear weight regime for any code that achieves capacity for the BEC. This in particular means that the weight distribution of RM codes in this regime is (nearly) the same as that of random codes. Since random codes achieve capacity of BSC, can we thus extend this result to prove that RM codes achieve capacity on the BSC?
Close the gap between the upper and lower bounds for small weight codewords
There is a gap between the existing upper and lower bounds on small weight codewords; see Theorem 7 and Theorem 9. A natural open problem is to close this gap.
C. Algorithms
Another open problem is to develop an efficient (polynomial time) decoder for the twin-RM codes. Similarly to polar codes, twin-RM codes are also suitable for successive decoding by construction. Moreover, both twin-RM codes and polar codes have similar but different recursive structures that can be used to reduce the complexity of the successive decoder. The difference is that the recursive structure of polar codes allows for an FFT-like implementation of the successive decoder which only has O(N log N ) complexity [26] . On the other hand, the naive utilization of the recursive structure of twin-RM codes does not give such an obvious reduction. The hope is to still find a more efficient (polynomial-time) implementation of the successive decoder for twin-RM codes based on a divide-and-conquer method.
The results of [43] , as described in Section IV-A, show that RM(m, m/2 − O( √ m log m)) can handle a fraction of 1/2−o(1) random errors. Currently, the best algorithm that we have can only handle degrees up to o( √ m) [39] (see Section V-C). It is a natural open problem to extend these up to any constant fraction of errors.
