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a b s t r a c t
The present study introduces a novel and simple analytical method for the solution of
fractional order Riccati differential equation. In this approach, the solution considered as
a Taylor series expansion converges rapidly to the nonlinear problem. New homotopy
perturbation method (NHPM) depends only on two components of the homotopy series.
Themethod is illustrated by applications and the results obtained are comparedwith those
of the exact solution. Moreover, comparing themethodologywith some known techniques
shows that the present approach is relatively easy and efficient.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
A large class of dynamical systems appearing throughout the field of engineering and applied mathematics is described
by differential equations. The analysis of these kinds of differential equations are still in a preliminary stage, recently
various issues concerning theoretical, applicable aspects of such differential equations have been successfully clarified. The
differential equation of the following form:
A(t)
du(t)
dt
+ B (t) u(t)+ C(t)u2(t) = G(t), a ≤ t ≤ b (1)
is called Riccati differential equation, where A(t), B (t) , C(t) and G(t) are real functions on ℜ. The study of (1) has long
been an important topic and dates from the early period of modern mathematics. It began with examinations of particular
cases of (1) by James Bernoulli (1654–1705) and then by Count Jacopo Francesco Riccati (1676–1754).
The Riccati differential equation is one of the central objects of present day control theory. In fact, in the theory of
control systems, the qualitative control problem has received considerable research interest. This problem is regarded
as an extension of the classical result of [1] on controllability and stability of linear systems which is relevant to such
differential equations [2,3]. Riccati differential equations also play predominant roles in other control theory problems such
as dynamic games, linear systems with Markovian jumps, and stochastic control. Another application is found in Kalman
filtering systems [4] such as orbiting satellites, seasonal phenomena like river flows, and econometric models, etc. Also, the
book by Reid [5] covers many areas in Riccati differential equations and is concerned with applications of these differential
equations such as transmission line phenomena [6], theory of random processes, variational theory and optimal control
theory, diffusion problems, and invariant embedding [7].
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The idea of fractional calculus has been known since the development of the regular calculus, with the first reference
probably being associated with correspondence between Leibniz and L-Hospital in 1695, where the meaning of derivative
of order one half was discussed [8]. Although fractional calculus has a 300-year-old history, its applications to physics and
engineering are just a recent focus of interest. It was found that many systems in interdisciplinary fields can be elegantly
described with the help of fractional derivatives. Many systems are known to display fractional order dynamics, such as
viscoelastic systems [9], dielectric polarization [10], electrode–electrolyte polarization [11], electromagnetic waves [12],
quantitative finance [13] and quantum evolution of complex systems [14].
Most scientific problems and physical phenomena occur nonlinearly. Except in a limited number of these problems,
we have difficulty in finding their analytical solutions. Therefore, there have been attempts to develop new methods for
obtaining analytical solutionswhich reasonably approximate the exact solutions. Recently, a promising analytical technique
called homotopy perturbation method (HPM), first proposed by He [15], has successfully been applied to solve many
types of linear and nonlinear functional equations. The HPM, in contrast to the traditional perturbation method, does not
require a small parameter and it is constructed with an embedding parameter p ∈ [0, 1], which is considered as a ‘‘small
parameter’’. Considerable research work has recently been conducted in applying this method to multi-order fractional
differential equations, Navier–Stokes equation [16], chemical engineering equations [17], time-fractional Swift–Hohenberg
(S–H) equation [18], nonlinear oscillators, boundary value problems, integro-differential equations [19] and many other
problems. Aminikhah and Hemmatnezhad [20] proposed a new homotopy perturbation method (NHPM) to obtain the
approximate solution of ordinary Riccati differential equation.
In this work, we present the solution of fractional order Riccati equation by NHPM. This method only takes two
components of the homotopy series and the polynomial initial conditions. The methodology is compared with some other
known techniques to show that the present approach is relatively easy, efficient and highly accurate.
We consider the Riccati equation with fractional orders of the form
A(t)Dαu(t)+ B(t)u(t)+ C(t)u2 (t) = G(t), a ≤ t ≤ b, 0 < α ≤ 1 (2)
with the initial condition
y(0) = K . (3)
2. Basic definitions
We give some basic definitions, notations and properties of the fractional calculus theory used in this work.
Definition 1. The Riemann–Liouville fractional integral operator Jµ of order µ on the usual Lebesgue space L1 [a, b] is
given by
Jµf (x) = 1
Γ (µ)
∫ x
0
(x− t)µ−1 f (t)dt, µ > 0, (4)
J0f (x) = f (x). (5)
It has the following properties:
(i) Jµ exists for any x ∈ [a, b] , (ii) JµJβ = Jµ+β , (iii) JµJβ = Jβ Jµ,
(iv) Jα Jβ f (x) = Jβ Jα f (x) , (v) Jµ (x− a)γ = Γ (γ + 1)
Γ (α + γ + 1) (x− a)
µ+γ (6)
where f ∈ L1 [a, b] , µ, β ≥ 0 and γ > −1.
Definition 2. The Caputo definition of fractal derivative operator is given by
Dµf (x) = Jm−µDnf (x) = 1
Γ (m− µ)
∫ t
0
(x− τ)m−µ−1 f (m) (τ ) dτ , (7)
where (m− 1 < µ ≤ m, m ∈ N, x > 0). It has the following two basic properties form− 1 < µ ≤ m and f ∈ L1 [a, b].
DµJµf (x) = f (x) (8)
and
JµDµf (x) = f (x)−
m−1−
k=0
f (k)

0+
 (x− a)k
k! , x > 0. (9)
3. Analysis of new homotopy perturbation method
Let us consider the nonlinear differential equation
A(u) = f (z), z ∈ Ω, (10)
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where A is operator, f is a known function and u is a sought function. Assume that operator A can be written as:
A(u) = L(u)+ N(u), (11)
where L is the linear operator and N is the nonlinear operator. Hence, Eq. (10) can be rewritten as follows:
L(u)+ N(u) = f (z), z ∈ Ω. (12)
We define an operator H as:
H (v; ε) ≡ (1− ε) (L(v)− L (u0))+ ε (A(v)− f ) , (13)
where ε ∈ [0, 1] is an embedding or homotopy parameter, v (z; ε) : Ω × [0, 1] → ℜ and u0 is an initial approximation of
solution of the problem in Eq. (10). Eq. (12) can be written as:
H (v; ε) ≡ L(v)− L (u0)+ εL (u0)+ ε (N(v)− f (z)) = 0. (14)
Clearly, the operator equations H (v, 0) = 0 and H (v, 1) = 0 are equivalent to the equations L(v) − L (u0) = 0 and
A(v) − f (z) = 0, respectively. Thus, a monotonous change of parameter ε from zero to one corresponds to a continuous
change of the trivial problem L(v) − L (u0) = 0 to the original problem. Operator H (v, ε) is called a homotopy map. Next,
we assume that the solution of equation H (v, ε) can be written as a power series in embedding parameter ε, as follows:
v =
1−
j=0
εjvj. (15)
Now let us write Eq. (14) in the following form
L(v) = u0(z)+ ε (f − N(v)− u0(z)) . (16)
By applying the inverse operator, L−1 to both sides of Eq. (16), we have
v = L−1u0(z)+ ε

L−1f − L−1N(v)− L−1u0(z)

. (17)
Suppose that the initial approximation of Eq. (10) has the form
u0(z) =
∞−
n=0
anPn(z) (18)
where an, n = 0, 1, 2, . . . are unknown coefficients and Pn(z), n = 0, 1, 2, . . . are specific functions on the problem. By
substituting Eqs. (15) and (18) into Eq. (17), we get
1−
n=0
vnε
n = L−1
 ∞−
n=0
anPn(z)

+ ε

L−1f − L−1

1−
n=0
vnε
n

− L−1
 ∞−
n=0
anPn(z)

. (19)
Equating the coefficients of like powers of ε, we get following set of equations
ε0 : v0 = L−1
 ∞−
n=0
anPn(z)

ε : v1 = L−1(f )+ L−1
 ∞−
n=0
vnpn

− L−1N (v0) . (20)
Now, if we solve these equations in such a way that v1(z) = 0. Therefore, the approximate solution may be obtained as
u(z) = v0(z) = L−1
 ∞−
n=0
anPn(z)

. (21)
4. Applications
Test Problem 1:
Consider the following initial value problem:
Dαt u(t) = 2u(t)− u2(t)+ 1 (22)
with the initial condition u(0) = 0.
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To obtain the solution of Eq. (22) by NHPM, we construct the following homotopy:
(1− ε) Dαt v(t)− u0(t)+ ε Dαt v (t)− 2v(t)+ v2(t)− 1 = 0. (23)
Applying the inverse operator, Jαt of D
α
t both sides of the above equation, we obtain
v(t) = v(0)+ Jαt u0 (t)− εJαt

u0(t)− 2v(t)+ v2(t)− 1

. (24)
The solution of Eq. (22) have the following form
v(t) = v0(t)+ εv1(t). (25)
Substituting Eq. (25) in Eq. (24) and equating the coefficients of like powers of ε, we get the following set of equations
v0(t) = v(0)+ Jαt u0(t)
v1(t) = Jαt
−u0(t)+ 2v0(t)− v20(t)+ 1 . (26)
Assuming u0(t) =∑20n=0 anPn, Pk = tk, v(0) = u(0), and solving the above equation for u1(t) leads to the result
U1(t) = (1− a0) t
α
Γ (α + 1) −
a1tα+1
Γ (α + 2) −
2a2tα+2
Γ (α + 3) +
2a0t2α
Γ (2α + 1) −
2a3tα+3
Γ (α + 4) −
24a4tα+4
Γ (α + 5) + · · · . (27)
With vanishing u1(t), and by taking α = 1, we have the following values for coefficients ai, i = 0, 1, 2, . . .
a0 = 1, a1 = 2, a2 = 1, a3 = −43 , a4 =
−7
3
, a5 = −1415 , a6 =
53
45
, a7 = 568315 ,
a8 = 197315 , a9 =
−2426
32 835
, a10 = −24192025 , a11 =
−8204
22 275
, a12 = 263 701467 775 ,
a13 = 4 447 6826 081 075 , a14 =
8 562 901
42 567 525
, a15 = −223 751 824467 775 , a16 =
4 447 682
6 081 075
,
a17 = −161 412 1581 550 674 125 , a18 =
204 699 952 074
97 692 469 875
, a19 = 446 933 168 4521 856 156 927 625 ,
a20 = 477 970 493 1919 280 784 638 125 .
(28)
Therefore, we obtain the solution of Eq. (22) as
u(t) = t
α
Γ (α + 1) +
2tα+1
Γ (α + 2) +
2tα+2
Γ (α + 3) −
8tα+3
Γ (α + 4) −
56tα+4
Γ (α + 5) −
112tα+5
Γ (α + 6)
+ 848t
α+6
Γ (α + 7) +
9088tα+7
Γ (α + 8) +
25 216tα+8
Γ (α + 9) −
310 528tα+9
Γ (α + 10) −
4 334 848tα+10
Γ (α + 11)
− 14 701 568t
α+11
Γ (α + 12) +
270 029 824tα+12
Γ (α + 13) +
4 554 426 368tα+13
Γ (α + 14) +
17 536 821248tα+14
Γ (α + 15)
− 458 243 735 552t
α+15
Γ (α + 16) −
8 926 669 144 064tα+16
Γ (α + 17) −
37 024 075 153 408tα+17
Γ (α + 18)
+ 1 341 521 605 885 952t
α+18
Γ (α + 19) +
29 290 212 127 670 272tα+19
Γ (α + 20) +
125 297 096 967 061 504tα+20
Γ (α + 21) . (29)
The results are the same as Refs. [20–24] for α = 1. The exact solution of Eq. (22) for α = 1 was found to be of the form
u(t) = 1+√2 tanh
√
2t + 1
2
log
√
2− 1√
2+ 1

. (30)
Test Problem 2:
Consider the following initial value problem:
Dαt u(t) = −u(t)+ u2(t) (31)
with the initial condition u(0) = 12 .
To obtain the solution of Eq. (22) by NHPM, we construct the following homotopy:
Dαt v(t) = u0(t)− ε

u0(t)+ v(t)− v2(t)
 = 0. (32)
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Applying the inverse operator, Jαt of D
α
t both sides of the above equation, we obtain
v(t) = v(0)+ Jαt u0 (t)− εJαt

u0(t)+ v(t)− v2(t)

. (33)
Suppose that the solution of Eq. (33) has the form (25). Substituting Eq. (25) in Eq. (33) and equating the coefficients of like
powers of ε, we get following set of equations
v0(t) = v(0)+ Jαt u0(t)
v1(t) = Jαt
−u0 (t)− v0(t)+ v20(t) (34)
and so on. Assume that u0(t) = ∑20n=0 anPn, Pk = tk, v(0) = u(0), and solving the above equation for u1(t) leads to the
result
u1(t) =
−1
4 − a0

tα
Γ (α + 1) −
a1tα+1
Γ (α + 2) −
2a2tα+2
Γ (α + 3) −
2a0t2α
Γ (2α + 1) −
6a3tα+3
Γ (α + 4)
− 24a4t
α+4
Γ (α + 5) −
120a5tα+5
Γ (α + 6) −
720a6tα+6
Γ (α + 7) −
5040a7tα+7
Γ (α + 8) + · · · . (35)
With vanishing u1(t), and by taking α = 1, we have the following values for coefficients ai, i = 0, 1, 2, . . .
a0 = −14 , a1 = 0, a2 =
1
16
, a3 = 0, a4 = −196 , a5 = 0, a6 =
17
11 520
, a7 = 0,
a8 = −31161 280 , a9 = 0, a10 =
691
29 030 400
, a11 = 0, a12 = −54611 916 006 400 ,
a13 = 0, a14 = 929 5692 789 705 318 400 , a15 = 0, a16 =
3 202 291
1 916 006 400
, a17 = 0,
a18 = 221 930 58151 218 989 645 824 000 , a19 = 0, a20 =
−4 722 116 521
9 731 608 032 706 560 000
.
(36)
Therefore, we obtain the solution of Eq. (31) as
u(t) = 1
2
− t
α
4Γ (α + 1) +
tα+2
8Γ (α + 3) −
2tα+4
4Γ (α + 5) +
17tα+6
16Γ (α + 7)
− 31t
α+8
4Γ (α + 9) +
691tα+10
8Γ (α + 11) −
5461tα+12
4Γ (α + 13)
+ 929 569t
α+14
32Γ (α + 15) −
3 202 291tα+16
4Γ (α + 17) +
221 930 581tα+18
8Γ (α + 19) −
4 722 116 521tα+20
4Γ (α + 21) . (37)
The results are the same as Ref. [20] for α = 1, and the exact solution of Eq. (32) is
u(t) = e
−t
1+ e−t . (38)
Test Problem 3:
Consider the following initial value problem:
Dαt u(t) = t2 + u2(t) (39)
with the initial condition u(0) = 1.
To obtain the solution of Eq. (39) by NHPM, we construct the following homotopy:
Dαt v(t) = u0(t)− ε

u0(t)− t2 − v2(t)
 = 0. (40)
Applying the inverse operator, Jαt of D
α
t both sides of the above equation, we obtain
v(t) = v(0)+ Jαt u0(t)− εJαt

u0(t)+ t2 + v2(t)

. (41)
Suppose that the solution of Eq. (39) has the form (25). Substituting Eq. (25) in Eq. (39) and equating the coefficients of like
powers of ε, we get following set of equations
v0(t) = v(0)+ Jαt u0(t)
v1(t) = Jαt
−u0 (t)+ t2 + v20(t) (42)
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and so on. Assume that u0(t) = ∑20n=0 anPn, Pk = tk, v(0) = u(0), and solving the above equation for u1(t) leads to the
result
u1(t) = (1− a0) t
α
Γ (α + 1) −
a1tα+1
Γ (α + 2) −
2a2tα+2
Γ (α + 3) +
2a0t2α
Γ (2α + 1) −
2a3tα+3
Γ (α + 4) + · · · . (43)
With vanishing u1(t), and by taking α = 1, we have the following values for coefficients ai, i = 0, 1, 2, . . .
a0 = 1, a1 = 2, a2 = 4, a3 = 143 , a4 = 6, a5 =
37
5
, a6 = 40445 , a7 =
369
35
,
a8 = 42835 , a9 =
1961
140
, a10 = 75 0924725 , a11 =
1 238 759
69 300
, a12 = 9884495 ,
a13 = 17 121 817772 200 , a14 =
115 860 952
4 729 725
, a15 = 15 291 815 689567 567 000 , a16 =
4 230 638
143 325
,
a17 = 3 685 297 699114 354 240 , a18 =
126 914 703 908
3 618 239 625
, a19 = 7 976 560 020 193209 513 304 000 ,
a20 = 2 453 439 34459 520 825 .
(44)
Therefore, we obtain the solution of Eq. (39) as
u(t) = 1+ t
α
Γ (α + 1) +
2tα+1
Γ (α + 2) +
8tα+2
Γ (α + 3) +
28tα+3
Γ (α + 4) +
144tα+4
Γ (α + 5) +
888tα+5
Γ (α + 6) +
6464tα+6
Γ (α + 7)
+ 53 136t
α+7
Γ (α + 8) +
493 056tα+8
Γ (α + 9) +
5 082 912tα+9
Γ (α + 10) +
57 670 656tα+10
Γ (α + 11) +
713 525 184tα+11
Γ (α + 12)
+ 9 564 549 120t
α+12
Γ (α + 13) +
138 070 332 288tα+13
Γ (α + 14) +
2 135 549 067 264tα+14
Γ (α + 15) +
35 232 343 247 456tα+15
Γ (α + 16)
+ 617 594 627 358 720t
α+16
Γ (α + 17) +
11 462 749 962 969 600tα+17
Γ (α + 18) +
224 572 014 953 496 576tα+18
Γ (α + 19)
+ 4 631 254 560 204 217 344t
α+19
Γ (α + 20) +
100 283 850 349 137 100 800tα+20
Γ (α + 21) . (45)
The results is the same as Ref. [25] obtained by Taylor matrix method for α = 1. The exact solution of Eq. (39) is
u(t) =
t

J−3
4

t2
2

Γ
 1
4
+ 2J 3
4

t2
2

Γ
 3
4

J 1
4

t2
2

Γ
 1
4
− 2J−1
4

t2
2

Γ
 3
4
 (46)
where Jv(t) is the Bessel function of first kind.
5. Closing remarks
This paper proposes a novel and effective method for determining the approximate solution of fractional order Riccati
differential equation, and the three examples from literature [20–25] are presented to determine the efficiency and
simplicity of the proposed method. The proposed method is very simple in application and is more accurate in comparison
with othermentionedmethods. The CPU time for calculating u0, u1 and solving the equations of unknown coefficients is not
very high and possible. Unlike the ADM [26], the NHPM is free from the need to use Adomian polynomials. In thismethodwe
do not need the Lagrange multiplier, correction functional, stationary conditions, and calculating integrals, which eliminate
the complications that exist in the VIM. In contrast to the HPM [27], in this method, it is not required to solve the functional
equation in each iteration. Moreover, the present technique requires less work if compared with the Taylor matrix method.
The solution can also be applied to higher order systems of fractional differential equations with the same simplicity and
application of the method to these problems offers a considerable advantage over other methods.
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