INCLUSION RELATIONS BETWEEN POWER METHODS OF LIMITATION ABRAHAM ZIV
Let p(x) = Σ Pk χk be a power series with p k (k -0,1, •) complex numbers and 0 < p p g oo its radius of convergence, and assume that P(x) Φ 0 for 0 ^ a p ^ x < p p . The power method of limitation, P, is defined by oo lim p s = lim Σ PkSjcX k /P(x) (% real)
χ-^p p -fc=o (provided the series converges in [a p , p p ) and the limit exists and is finite). Abel and Borel methods are the best known power methods. In this article inclusion relations between two power methods are investigated. Several theorems are proved, which lead to necessary and sufficient conditions, for inclusion, that are correct under some fairly moderate restrictions.
!• Introduction* Let P(x) = X, p k x k be a power series with p k (k = 0, 1, ) complex numbers and 0 < ρ p ^ oo its radius of convergence, and assume that P(x) Φ 0 for 0 ^ a p <^ x < p p . The power method of limitation, P (see Wlodarski [19] and Birkholc [2] (provided the series convergences in [a p , p p ) and the limit exists and is finite). The power method Q is defined analogously by Q(x) -X q k x k and parameters a q , p q .
The best known power methods are the Abel method and the Borel exponential method. Other power methods which appear in the literature are A λ , L and (B, α, b) (for more details see next section).
We are concerned here with inclusion relations of the form P Q Q. There are several results in the literature in this direction. Thus, Borwein proved (see [4] , [5] and [8] Other results, obtained by Borwein [4] , [8] and Hoischen [12] , are of a more general nature. Both authors investigated inclusion relations between power methods whose coefficients, {p k }, {q k }, are assumed, a priori, to be related by some particular cases of the relation 252 A. ZIV 0 < r < oo, i e {0, 1, •}, k = n, n + 1,
\dψ(τ)\ < -.
Assuming some more restrictive conditions (like p k ^ 0 or p k Φ 0 or others) Borwein gets sufficient conditions and Hoischen necessary and sufficient conditions for inclusion.
In this article we are able to discuss the problem in greater generality. The single essential restriction which still remains necessary is:
The main tools which make this discussion possible are taken from [21] .
It seems that the problem is not simple enough to be solved by one or two theorems. A broader kind of investigation is needed. Actually it comes out that the case of power methods with finite radius of convergence should be separated from the case of infinite radius of convergence. The discussion of the first case provides results which are simpler to formulate and are more satisfactory.
The forthcoming results include, in particulr, necessary conditions, for inclusion, some combinations of which turn out to be also sufficient. So, necessary and sufficient conditions can be formulated, with (1.1) being the only pre-assumed restriction. Those conditions seem to be slightly complicated if p p = oo; so they are simplified for some restricted cases, where all the additional restrictions are sufficiently general to be automatically satisfied if P and Q are both regular power methods.
Few of the theorems are applied later to the above mentioned examples of power methods (all of which are regular) yielding some results of interest. Necessary and sufficient conditions for each of the inclusions P Q A, AQQ, P Q B, B^Q (where A, B are the Abel and Borel methods and P, Q are some other power methods) are obtained as corollaries. 
T^s, #) is called the P-transform of s and σ its P-limit. σ is denoted also by lim^s. By c p we denote the field of the method P, i.e. the set of all complex sequences which are P-convergent to a finite limit. c p 0) denotes the set of complex sequences which are P-limitable to zero, and m p the set of all complex sequences whose P-transform exists and is bounded in [a p , p p ).
In analogy with P the power method Q is defined by the series Q(x) = Σ Qk% k and parameters a q , p q . The Q-transform of a sequence s and its Q-limit are denoted by T q (s, x), \im q s. The field of Q and the other related sets are denoted by c q , c
We say that P£ Q (i.e. P is included in Q) if c p £ c q and P, Q are consistent (i.e. lim ff s = lim p s for all s 6 c p ).
In many of the results of this paper, P is required to satisfy the additional condition (2.1.1)
The following are examples of well known power methods:
(a; -* + oo), α>0, -co <6< +oo, a N + 6 > 0, a p > 0, ^^ = oo (see Borwein [8] In fact an example is given in Section 3.1.15 of two essentially different power methods, P, Q, with p p = ρ q = oo which satisfy Pζ^Q, while the limit l/Q(+°°) does not exist. all exist and are finite.
exists and is finite, for every function T(t), which is continuous in the interval [u, +°o), vanishes at its left end and has a finite limit Γ(+=o).
Iff further, P C Q then, in addition, 
were investigated more than others in the past. Therefore they are of special interest, and an attempt to speciallize some theorems for them is worthwhile. It happens that the results of this attempt gave rise to theorems which are applicable to conservative and regular power methods in general, and therefore we begin with the characterization of these kinds of methods:
. P is conservative if and only if
and
and is finite. P is regular if and only if, in addition
( [21] (see also Wiodarski [19] and Birkholc [2] , [3] ). In particular U is foundamental in the fields of the Abel and Borel methods (see Zeller [20] and Ryll-Nardzewski [15] ). The following theorem provides an easy means of producing examples of inclusions between non-regular power methods, with THEOREM 2.3.10. Assume that p p = oo and that the limit P(+ oo) exists and is finite. If 
2.4.
Examples. In this section we present some results of applying the general theorems of the previous sections to particular power methods. The results of the previous sections make it possible to solve completely certain inclusion problems. As examples we formulate necessary and sufficient conditions for the inclusions A £ Q, P Q A, BQQ, PQB where A, B are Abel and Borel methods and P, Q are any power methods (not restricted in any sense).
In the following c a9 cf\ m b denote, respectively, the field of the Abel method and the appropriate sets which are related to Borel method. COROLLARY 2.4.2. In order that c a £ c q it is necessary and sufficient that the following is satisfied: ρ q < °°, the limit 1/Q(pq -0) exists and is finite and
The same, with the additional condition 1/Q(p q -0) = 0, is necessary and sufficient for A Q Q. 
The same is necessary and sufficient for P £ A. and that
same is necessary and sufficient for B £ Q. same is necessary and sufficient for P £ B. In the forthcoming proofs we use several results, which are cited below. The first is a generalization, due to R. Trautner [16] of a well known theorem of J. G. Mikusinski [14] : TRAUTNER'S THEOREM 3.1.2 (R. Trautner [16] Hence from Theorem 3.1.7 we get
[t k /P(t)]dg x (t) = Pk O(r k ), (k->oo)
which implies, by Lemma 3.1.3, that r x need not exceed r. Estimating w xk by Theorem 3.1.7, we get, therefore, where, M and r are independent of both x and k. Let £ e{0,1,
•} be larger than both m and k and such that q ι Φ 0 (see Remark 2.2.1).
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which leads to the following absurdity: •} such that: Proof. Using Theorem 3.1.7 we see that
where c xk , d xk satisfy (i), (ii) of that theorem. Define u -r (hence a < u < p). Since r pq = 1 we have from (3.1.11), for all r = u ^ x < p, ε > 0 and for k -> oo,
Ja
Hence, defining g x = const, in [r x , p), we get, from Lemma 3.1.3, that g x = const, in [x> p), so
•) .
And if we define
we get from (3.1.11)
Jalx
Let u <^x <,y < p. From (3.1.12) we get
Jaly
Comparing this with (3.1.12) and using (ii) of Theorem 3.1.7 we get
From Trautner's theorem (see 3.1.2), and because χ^l) = χ^l) = 0, we deduce that χ y (τ) = χ x (τ) whenever u <^ x <^ y < p and u/x ^ τ ^ 1. This enables us to, uniquely, define a function χ(τ) in (ulp, 1] by: So (3.1.9) is satisfied. e xk is defined now by (3.1.8). From (3.1.11) and (3.1.8) we get
which implies (3.1.10), by (ii) of Theorem 3.1.7.
3.1.11. Proof of (iii) of Theorem 2.2.4. By Remark 3.1.9 we may restrict the discussion to the case r pq = 1. In this case (iii) follows immediately from Lemma 3.1.10. In fact we get \im k^qk /p k = χ(l -0).
3.1.12. Proof of Theorem 2.2.6. We insert in Lemma 3.1.10 u < y < p q in place of x and define φ{τ) = ( χ(τ) ' (const. , 0 <; τ ^ w/y . Then (2.2.1), with Θ -u/y, follows immediately from (3.1.8) and 3.1.10). (2.2.2) follows from (3.1.9). 
[ P(xτ)T(xτ)dχ(τ) , (x real) must exist and be finite for every function T(t) which is continuous in [u, p), vanishes at its left end and has a finite limit T{ρ -0). (b) If in addition P Q Q then Ύ(T) = T(p -

p). Denote T(t) = h(t)/P(t).
From Lemma 3.1.13 (a) we infer the existence and finiteness of the limit lim
Since 1/Q(x) does not converge to a finite limit, as x-+p~, we infer from the existence and finiteness of 7(Γ) (see (3.1.14)) that
The argument which led to this result is correct for every function h(t), which is continuous in [t 0 , tj and vanishes at both its ends. Hence χ(t/p) = const, for t e (ί 0 , ίj. Since t Q and ^ may be taken as close as one wishes to u and p, respectively, we actually have χ(τ) = const, for τe(u/ρ, 1). Hence, by (3.1.8)
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which proves that Q(x)e xk /x k is independent of x. We may therefore write 
so, for r x <:X < p we get from (3.1.15) and (3.1.16)
Choosing properly δ(x) > 0 (e.g. δ(x) = |Q(x)/P(x)|) we may then get, The proof for the case P Q Q is similar. We just have to use Lemma 3.1.13 (b) instead of (a) to infer that τ(Γ) = 0, and then remember that s {l) e cf Q c q 0) , so β t = 0 (I -1, 2, •)> which means that β = 0 and therefore q[ = 0, unless 1/Q(ρ -0) = 0. ] (where 0 < θ ^ 1 is a constant to be specified later) is also entire and clearly satisfies (c). The relation (a), then, defines P(x) to be:
which is obviously an entire function that satisfies (b). Inserting the power series expansion of f(x) into the expansion of the sin, in order to obtain the expansion of Q(x), we see that each of the coefficients q k is a polynomial in θ which is not the null polynomial. One may choose θ to differ from all of the roots of these polynomials and get q k Φ 0 (k = 0, 1, •)• It follows, then, from (a), that (2.1.1) is satisfied also. Now, from (a) it follows that
Hence, by (b), P £ Q. This is so although (c) is satisfied. It should be noticed that, by (a) and Theorem 2.2.4 (iii), Q g P so P and Q are essentially different power methods.
Examples of pairs of power methods, P £ Q for which ) Φ 0, can be easily constructed by Theorem 2.3.10. Proof. First, we notice that by (3.1.10) and (3. From this it follows that β ι is a Cauchy sequence. Denoting its limit by β we get then, which yields, with Z -+ oo, that actually e\ = /3. Thus (a) is proved. The proof of (b) is similar. We just have to notice that in case P £ Q we get from (3. It should be observed that (3.1.19) implies:
