ABSTRACT Application of the hashing method to large-scale image retrieval has drawn much attention because of the high efficiency and favorable accuracy of the method. Its related research generally involves two basic problems: similarity-preserving projection and information-preserving quantization. Most previous works focused on learning projection approaches, while the importance of quantization strategies was ignored. Although several hashing quantization models have been recently proposed to improve retrieval performance by assigning multiple bits to projected directions, these models still suffer from suboptimal results, as the critical information loss that occurs in the quantization procedure is not considered. In this paper, to construct an effective quantization model, we utilize rate-distortion theory in the hashing quantization procedure and minimize the distortion to reduce the information loss. Furthermore, combining principal component analysis with our quantization strategy, we present a quantization-based hashing method named distortion minimization hashing. Extensive experiments involving one synthetic data set and three image data sets demonstrate the superior performance of our proposed methods over several quantization techniques and state-of-the-art hashing methods.
I. INTRODUCTION
Because of the dramatic increase in multimedia information, content-based image retrieval (CBIR) has received much attention [1] - [6] , and higher requirements for nearest neighbor (NN) search have been put forward. However, NN search for large-scale image retrieval in a Euclidean space requires a large storage space and influences the retrieval efficiency [7] - [10] . Subsequently, many works [11] - [16] have emerged in an effort to simplify NN search such that the approximate nearest neighbor (ANN), rather than the exact nearest neighbor, is returned. A representative technique of ANN search is hashing, which learns compact binary codes as an image representation and searches for similar images in a Hamming space. The original high-dimensional and realvalued data are mapped onto low-dimensional and binary data via hashing techniques, which significantly decreases storage consumption. Because of their fast speed and high accuracy, hashing methods are popular in the field of computer vision for accomplishing image retrieval tasks [17] - [21] . The direct learning of compact binary codes from original features is NP-hard; hence, most of the existing hashing methods employ a two-step learning paradigm to preserve the original similarity. The first procedure involves learning a similarity-preserving projection; the second involves quantizing real data into binary codes.
Previous studies have concentrated on learning the projection procedure and have ignored the quantization procedure. Among these various hashing techniques, the most popular hashing approach is locality-sensitive hashing (LSH) [17] , which generalizes random projections to map the original data into a new subspace. Furthermore, many variants of LSH have been proposed to accommodate the p-norm distance [22] and kernel similarity [18] . However, LSH-based methods perform poorly for short code lengths because of the data-independent learning strategies. Thus, many studies have explored data structures to develop datadependent, projection-based strategies, including spectral hashing (SH) [20] , iterative quantization (ITQ) [23] , and k-means hashing [24] . These projection-based hashing methods adopt single-bit quantization. However, this quantization approach causes much information loss and influences the retrieval performance.
Many researchers have realized the importance of utilizing the quantization strategy in the hashing methods [25] . They have explored multi-bit quantization strategies that outperform the traditional quantization strategy. These multi-bit quantization approaches can be roughly categorized as either equal-bit quantization methods [26] , [27] or variant-bit quantization methods [28] , [29] . Equal-bit quantization allocates the same bits to each projected dimension without considering the diversity of each dimension, causing much information loss. In contrast, variant-bit quantization, which involves learning a bit allocation scheme, allocates different bits to different dimensions by taking the data distribution into account. Generally, projections with more information obtain more bits; accordingly, adaptive variant-bit quantization methods have better performance potential. Actually, compared with equal-bit quantization, variant-bit quantization reduces the information loss. Since information loss negatively affects the quantization performance, information loss should be considered in the design of an optimal variant-bit quantization. However, the existing quantization strategies have not attached much importance to information loss. In addition, some unreasonable settings also influence the retrieval performance. Moreover, minimizing the information loss of these strategies is an NP-hard problem because of both the inherent discreteness in quantization results and the uncertainty in the measurement of information loss. Therefore, exploration of the hashing quantization procedure is worthwhile in both theory and practice.
In this paper, we propose a variant-bit quantization model based on the rate-distortion theory to minimize the information loss in the hashing quantization procedure. Regarding information theory, the quantization step in hashing can be regarded as lossy source coding applied to data compression. Actually, the variant-bit quantization strategy is applied to hashing to preserve the informativeness for a given set of projected data and a particular code length. Thus, the critical problem is to develop a bit allocation scheme in the quantization stage to minimize information loss, which is generally reflected by distortion in the encoding theory [30] . Therefore, we build a simple quantization model named distortion minimization quantization (DMQ) based on the ratedistortion theory in lossy source coding [31] . In this model, we utilize distortion to measure the information loss, which allows us to avoid addressing the discreteness problem corresponding to the quantization results. Meanwhile, we develop an iterative optimization algorithm to jointly minimize the distortion and develop a bit allocation scheme. To the best of our knowledge, this is the first time the distortion from ratedistortion theory is used to represent information loss in the hashing quantization procedure. Furthermore, by combining the principal component analysis (PCA) projection with our DMQ model, we propose an unsupervised hashing method named distortion minimization hashing (DMH). To evaluate the effectiveness of our model, we conduct experiments using one synthetic dataset and three real-world datasets. All the results indicate that our quantization strategy outperforms the other quantization strategies and that DMH is superior to the state-of-the-art hashing methods.
The main contributions of this paper are threefold. First, our model utilizes distortion to measure the information loss in quantization, which is the first attempt to apply rate-distortion theory to the hashing quantization procedure. Moreover, we construct our objective function with the goal of minimizing the distortion and explore an iterative algorithm to develop an optimal bit allocation scheme. Second, by combining the PCA projection with our quantization strategy, we develop a quantization-based hashing method that outperforms the projection-based hashing methods. Finally, extensive experiments involving one synthetic dataset and three image datasets, including CIFAR10, LabelMe and SIFT-1M, are carried out to demonstrate that our method is superior to both several quantization strategies and the state-of-the-art hashing methods.
The remainder of this paper is organized as follows. Section II briefly introduces the related works. Section III discusses the rate-distortion theory and describes our proposed model. Section IV reports and analyzes the experimental performance of our model in comparison to the performances of some state-of-the-art methods. Finally, conclusions are drawn in Section V.
II. RELATED WORKS
For many years, the field of image hashing has focused on projection learning, and many researchers have proposed various projection approaches to improve the retrieval precision. The typical data-independent hashing method is LSH, which learns random projections without using data. Because of the popularity of LSH [17] , many variants of LSH, such as locality-sensitive binary codes from shift-invariant kernels (SKLSH) [18] and kernelized locality-sensitive hashing (KLSH) [32] , have emerged. However, data-dependent methods such as SH [20] and ITQ [23] have presented better performances because they utilize the data property. In particular, ITQ utilizes a novel rotation transformation to reduce the quantization error and is recognized as a promising hashing method because of its accuracy and efficiency. The corresponding quantization strategy of these hashing methods is single-bit quantization (SBQ), which uses '0' as the threshold for zero-centered data. The general form of the hash function is
where X is the zero-centered data and W is the projection matrix. The threshold of SBQ usually lies in a region of high point density, which destroys the neighborhood structure [26] . In addition, the information loss in SBQ is large because only one bit is assigned to each dimension. Because of the limitations of SBQ, much effort is required to improve the hashing performance. Gradually, many researchers have realized the importance of quantization strategies in hashing, as the multi-bit quantization methods have achieved significant improvements in retrieval precision. In the early stage, the multi-bit quantization methods use the equal-bit strategy, which allocates the same number of bits to each dimension. For example, instead of using a single FIGURE 1. Binary codes generated using different quantization methods. Except for SBQ, all methods produce codes by assigning double bits to each dimension.
bit for each direction, hierarchical quantization (HQ), which is used for hashing with graphs [33] , assigns two bits to encode each projection dimension by dividing the dimension into four parts. However, HQ influences the consistency of the Hamming distance with the Euclidean distance because of the destruction of the neighborhood structure. Departing from HQ, Kong et al. [26] proposed double-bit quantization (DBQ), which generates three double-bit codes to preserve the neighborhood structure. However, this encoding approach reduces the encoding efficiency because assigning n bits to each dimension results in the generation of only n + 1 codes, rather than 2 n codes. To further improve the performance, Kong et al. [27] also presented a more flexible quantization approach named Manhattan hashing (MH), which is based on the Manhattan distance and natural binary codes (NBC). Compared with DBQ, MH effectively preserves the neighborhood structure of data and avoids the decline of encoding efficiency, thus significantly improving image retrieval. Notably, the distance measured in SBQ, HQ and DBQ is the Hamming distance, while that measured in MH is the Manhattan distance. As shown in Fig. 1 between two points, we need to obtain the sum of the decimal distances of their dimensions. Given two binary codes a and b generated by MH, the Manhattan distance between them is 
However, equal-bit quantization inevitably increases the information loss because it incorrectly assigns the same number of bits to each dimension instead of assigning more bits to dimensions with more informativeness. To adapt the data distribution, Xiong et al. [28] and Deng et al. [29] proposed variant-bit quantization, which allocates different bits for each dimension according to the variance. Adaptive quantization for hashing (AQH) [28] is based on MH, while adaptive multi-bit quantization (AMBQ) [29] regards DBQ as the fundamental strategy and constructs neighbor-preserving binary codes. Because it jointly utilizes the Manhattan distance and variant-bit quantization, AQH yields better retrieval results than does AMBQ. However, AMBQ and AQH both fail to specify the information loss; hence, further research on quantization in hashing must be conducted.
The multi-bit quantization methods generally perform better than the single-bit quantization methods. Equal-bit quantization and variant-bit quantization have no notable difference when each dimension has similar informativeness. When each dimension has a different level of informativeness, the equal-bit quantization methods become ineffective, whereas the variant-bit quantization methods attain superior performance. Therefore, the variant-bit quantization approach is superior to the equal-bit allocation approach because it considers the different properties in different dimensions. Actually, the existing variant-bit quantization methods also have weaknesses. These methods do not consider the information loss that may occur during quantization, which can negatively affect the retrieval performance. In addition, some unreasonable settings in the existing strategies (e.g., a maximum number of bits of 4 in AQH) also influence the retrieval performance. Direct reduction of the information loss is difficult because of the discreteness of the quantization results. Meanwhile, the representation of information loss in a quantization procedure is uncertain; thus, the theoretical basis of the bit allocation strategy requires further study. To address these problems, we propose a novel and adaptive quantization approach based on rate-distortion theory.
III. DISTORTION MINIMIZATION MODEL
This section describes our proposed model in detail. First, we introduce the rate-distortion theory, which is the basis of our method. Then, we propose our DMQ model to obtain a bit allocation strategy for a Gaussian source. Finally, we develop the unsupervised DMH method by applying DMQ to PCA-projected data.
A. RATE-DISTORTION THEORY
Given an input source or image representation x ∈ R n , the quantization procedure aims to learn the output source y. Assuming that D denotes the distortion in the quantization procedure, we consider the square error measurement, i.e., D = (x − y) 2 . Generally, the information loss in quantization is also represented by D = (x − y) 2 . Thus, we can introduce the rate-distortion theory to simplify the measurement of loss.
The rate-distortion theory [30] , [34] , [35] states that learning an explicit rate-distortion function of a general source, with the exception of a Gaussian source, is difficult. Hence, we focus on a Gaussian source to construct a unified expression to provide a convenient extension in the following quantization model. We denote R and σ 2 as the information rate and the variance of the given Gaussian source x, respectively. Then, the rate-distortion function, obtained from [30] , [34] , is
Essentially, the equation (4) addresses the following problem: given an input source x and a distortion measure, what is the minimum rate R required to achieve a given distortion D? The rate-distortion curve is shown in Fig. 2 , which clearly shows that a higher rate leads to a lower distortion. Furthermore, the following equation, which is the inverse function of (4), can be obtained as follows, which yields the minimum expected distortion D(R) achievable at a particular rate R:
where the computation is based on a single Gaussian source, which can be regarded as one dimension of data. It follows that each bit reduces the expected distortion by a factor of 4. Specifically, when x = y, D = 0. Considering that data generally contain multiple dimensions, we extend our framework for a single Gaussian source to the case of a parallel Gaussian source. If a multidimensional discrete independent Gaussian source is X k = {x 1 , x 2 , · · · , x k }, where x i is a single Gaussian source with zero mean value and σ 2 i variance, then this source is called an independent parallel Gaussian source [30] . Given the information rate
which is proposed in information theory. The process used to obtain the distortion under a given information rate is similar to the process used to obtain the amount of information loss after conducting hashing quantization. Actually, compared with general sources, a Gaussian source is the most difficult to compress [30] . In other words, the distortion of a Gaussian source is the upper limit of other sources, i.e., D General (R) ≤ D Gaussian (R). Thus, the process of minimizing the distortion of a general source can be reduced to a process of minimizing the distortion of a Gaussian source. Moreover, an independent parallel Gaussian source has a brief distortion function, which makes the quantization procedure more convenient. The quantization of projected data in the hashing methods is similar to lossy source coding in information theory. The information loss in the quantization procedure can be effectively reflected by the distortion D with consideration of the discreteness of the quantization results. In addition, the assigned bits in quantization are equivalent to the information rate R, and the data prior to quantization can be regarded as the input source x pending encoding. The quantized data are equivalent to the output source y. Therefore, utilizing these similarities between quantization and the source coding procedure, we can construct our model based on the ratedistortion theory in information theory. Particularly, by minimizing the distortion of an independent parallel Gaussian source, we can develop a bit allocation strategy for hashing quantization.
B. DISTORTION MINIMIZATION QUANTIZATION
In this section, we focus on learning the DMQ strategy for projected data, which can be regarded as the second step in hashing.
Suppose a zero-centered Gaussian source is denoted as X = {x 1 , x 2 , · · · , x k }, where x i ∈ R n represents the column of projected data X. The corresponding variance vector is
Assuming that the total information rate is C and that the information rate of each dimension is R i , the distortion in the quantization procedure can be formulated as
where N denotes a natural number. Due to the integer constraint, direct minimization of the objective is NP-hard. Thus, we explore a simple optimization algorithm to determine a global optimal R. The bit allocation can be iteratively updated by adjusting the rate values of the minimum distortion and maximum distortion until the allocation becomes optimal. Assume that the information rate corresponding to maximum distortion is R p and that the non-zero information rate corresponding to minimum distortion is R q . Notably, a natural number constraint exists, i.e., the values of R p and R q are non-negative integers. However, if the value of the information rate is zero, this value cannot be reduced any further. Thus, the information rate R q corresponding to minimum distortion should satisfy R q = 0. The relative distortions D p and D q can be computed as follows:
The decision condition used to update R p and R q such that R p = R p +1 and R q = R q −1 depends on the distortion values. We consider only the relative distortions D p and D q and denote the changed distortions as D p and D q . The decision condition can be derived by comparing the values as follows:
The information rate is updated only if 1 4 D p − D q > 0 is true. Otherwise, the information rate is optimal. Details regarding the optimization procedure used to find the optimal R value are shown in Algorithm 1. The information rate R in this scenario is equivalent to the number of assigned bits.
Algorithm 1 Optimization Procedure

Require:
training data X ∈ R n×k ; final code length C; Ensure:
information rate R; 1: sort variances: compute the variances σ 2 i of each column x i , then sort the columns in descending order according to the variance; 2: initialize R: assign one bit to each column in order, then repeat step 2 until the sum of bits is equal to C; 3: find D p and D q : compute the respective distortion D i , then find the maximum distortion D p using the information rate R p (0 < p ≤ k) and the minimum distortion D q using the non-zero information rate R q (R q = 0, 0 < q ≤ k); 4: minimize the distortion by iteratively updating R:
recompute D p , D q using (8); 8: find new D p , D q according to step 3 and update the indexes p, q; 9: end while After determining the optimal R value, we divide the i th column into 2 R i parts via k-means clustering and obtain the natural binary codes, a process that is similar to that of MH [27] and AQH [28] . The measurement of similarity in image retrieval is achieved using the Manhattan distance. For example, two binary codes a = {010110110} and b = {110101011} have four dimensions, and the rate for each dimension is R 1 = R 2 = 3, R 3 = 2, and R 4 = 1. Then, the distance between a and b is computed as follows: (10) Thus, we finish the exploration of our quantization procedure and the relative measurement for retrieval.
The information loss is difficult to be reduced due to the discreteness of the quantization results. Our method utilizes the distortion of Gaussian source to measure the information loss, which is simple but effective. Different from other methods, our allocation strategy minimizes the information loss caused by quantization via assigning more bits to the directions with high variance, which yields a more adaptive allocation result. This bit allocation strategy both preserves the informativeness and reduces the information loss by minimizing our objective function. From the objective function, we observe that the information rates for minimizing the distortion are determined by the variances of the projected dimensions. Clearly, if the variances are balanced, the learned information rate R will consist of similar numbers, and the variant-bit allocation strategy will have results similar to those of equal-bit quantization. Hence, our quantization model adapts to projections with unbalanced variance.
During the optimization procedure, the complexity of computing the variance is O(kn). In the worst case, the process of sorting the columns or distortions will require O(k 2 ) time.
Initializing the information rate yields a complexity of O(C).
Iteratively updating R mainly involves searching for the maximum and minimum distortions, requiring O(k) at a time. The maximum number of iterations is C; thus, the total time complexity of iteratively updating R is O(Ck). Given C n and k n, O(kn + k 2 + C + Ck) is equivalent to O(n). Therefore, the total complexity of this optimization is O(n).
C. DISTORTION MINIMIZATION HASHING
Hashing methods aim to generate compact binary codes by learning a projection and performing a quantization. The common strategy used to reduce the dimensionality in the projection procedure is PCA, which is used in [19] , [20] , [23] , [36] . PCA extracts the uncorrelated principal components using the eigenvectors from the covariance data. In addition, the presupposition of PCA is that data follow a Gaussian distribution [37] . Hence, we assume the PCA-projected data as an independent parallel Gaussian source. Simultaneously, PCA-projected data have an unbalanced variance distribution, and the range of variance is large. Since our DMQ model is based on an independent parallel Gaussian source and adapts to projected data with unbalanced variance, we use PCA as the projection strategy in our hashing model.
Suppose that our zero-centered data are denoted as X = {x 1 , x 2 , · · · , x k }, where x i ∈ R n represents the column of X. We denote the projected data as Y = {y 1 , y 2 , · · · , y k }, the variance of which is σ 2 = {σ 2 1 , σ 2 2 , · · · , σ 2 k }. Then, the PCA projection has the following formula:
where projection matrix W ∈ R k×k and eigenvalue matrix ∈ R k×k are obtained via the eigenvalue decomposition VOLUME 5, 2017
of X T X. PCA-projected data Y are generated according to the formula Y = XW. To capture additional variance information, some parameter settings different from those of DMQ are used. Notably, in our hashing model, we project the original data without reducing the dimensionality and set up the quantization model as
where the sum of information rates is k rather than the given final code length C. Generally, hashing methods generate binary codes with a code length shorter than the dimensionality of the original data to reduce the dimensions; accordingly, the final code length C is not larger than k. To yield a satisfactory final code length, we construct a constraint to select several projections with allocated bits in descending order according to the information rates:
where the information rate of the final selected dimension is modified by an integer α and the rates of unselected dimensions are zero. Thus, the sum of these truncated information rates is equal to C. After obtaining the optimal R, the final step to generate binary codes is the same as that in DMQ. The entire procedure of our DMH is described in Algorithm 2.
Algorithm 2 Distortion Minimization Hashing
Require: training data X ∈ R n×k ; final code length C, C ≤ k; Ensure:
information rate R; binary code set B; 1: learn projected data Y ∈ R n×k via PCA; 2: compute the variances σ 2 i of each projection y i ; 3: minimize the objective function (12) using Algorithm 1; 4: select and modify the rate R to satisfy constraint (13); 5: generate 2 R i centers for each column y i , then assign the natural binary codes to obtain B. If R i = 0, the relative dimension will be discarded.
Our special settings for this combination of PCA and DMQ are chosen with the goal of preserving comprehensive information. PCA-projected data satisfy all the demands of DMQ. Meanwhile, the variance distribution determines the result of bit allocation. To develop an adaptive quantization approach and preserve the total informativeness after PCA projection, we preserve all the dimensions of projected data without truncating the eigenvectors. This process is carried out because an increase in the amount of variance will increase the diversity of rates, which in turn will lead to more precise bit allocation. When minimizing the distortion, we set R i = k to ensure that the code length is the same as the projections, and each dimension initially has one bit. In this case, each projection can contribute to the assignment of the information rate. This quantization strategy can jointly minimize the distortion and maximize the number of assigned bits of dimensions associated with large variance when the total information rate is k. Otherwise, the variance distribution will have a low diversity, and the number of assigned bits for major dimensions will be decreased. Moreover, compared with directly setting R i = C as in other methods [28] , [29] , our settings do not require updating the entire information rate with the changed code length. Clearly, we need to select only suitable dimensions and relative information rates to yield a satisfactory final code length.
IV. EXPERIMENTS AND EVALUATIONS
A. DATASETS AND EXPERIMENT SETTINGS
We first conduct simulations using one synthetic projected dataset and compare our DMQ with both DBQ and MH under the Gaussian model. We randomly generate 50, 000 zero-mean data points that follow the distribution of an independent parallel Gaussian source. The feature dimensionality of synthetic data is 50, and the variance of each dimension ranges from 0.1 to 1, 000. We use 1, 000 samples as the testing data and the remaining samples as the training data.
Furthermore, we compare our DMH with quantizationbased methods and projection-based methods using three real-world image sets:
• CIFAR10, used in [23] , [28] , [38] , contains 60, 000 32 × 32 images, which are categorized into 10 classes. Each image is represented by a 320-dimensional grayscale GIST feature [39] , as in ITQ [23] .
• LabelMe-22K [29] , [40] consists of 22, 019 images sampled from the large LabelMe dataset. Each image is described by a 512-dimensional GIST feature [39] .
• SIFT-1M [41] , [42] comprises one million 128-dimensional SIFT features.
Since all the methods used are unsupervised, we use the Euclidean-based ground truth and set the distance to within 50 neighbors as the nominal threshold to distinguish between positive or negative images, as in ITQ [23] , [28] . All experiments are conducted under the same final code length. The precision-recall curve, mean average precision (MAP) and recall curve for different numbers of retrieved points are the evaluation criteria used in our experiments. We randomly choose 1, 000 images from CIFAR10 and SIFT-1M as the testing set. The partitions of the training set and testing set are similar to those in [23] , [28] . For LabelMe-22K, we choose 2, 000 samples as the testing set, as in [40] . The remaining images form the training set. All the experimental results are averaged over 5 random training/testing partitions. 
TABLE 1.
Comparison of the quantization strategies using three datasets. Mean average precision (MAP) is used to measure the entire retrieval performance.
B. RESULTS FOR SYNTHETIC DATA
We expand the original synthetic data into 100 dimensions using several quantization measures, including DBQ, MH and our DMQ. The retrieval performances are shown in Fig. 3(a) and Fig. 3(b) . Our method achieves the best performance according to both the precision-recall curves and recall curves with respect to the number of retrieved samples. MH performs better than DBQ because of the minor distortion. Fig. 3(c) illustrates the distortion curves corresponding to the dimensions and the results of total distortion. The distortion curve trend indicates the difference between the bit allocation strategies. Since DBQ uses a neighborpreserving code, the information rate of each dimension is log 2 3. Because MH uses natural binary codes, the information rate is log 2 4 = 2. Because of the smaller information rate, DBQ has higher distortion than MH. Our method significantly decreases the distortion via variant-bit quantization and yields the lowest total distortion, which benefits the informativeness preservation. Therefore, our method achieves the best retrieval performance. Moreover, we record the information rate of each dimension and report them in Fig. 3(d) . Our DMQ has various information rates ranging from 0 to 4, being more adaptive to the Gaussian projected data than other quantization methods. The preliminary experimental results suggest that variant-bit quantization has apparent advantages over equal-bit quantization when managing data with unbalanced variance.
C. RESULTS FOR IMAGE DATASETS
In this section, we compare our DMH with quantizationbased methods and projection-based methods, using realworld image sets to evaluate the retrieval performance.
1) COMPARISONS WITH QUANTIZATION METHODS
The variant-bit allocation strategy depends on the variances of projected data; thus, we combine only the quantization strategies with PCA-projected data, which have unbalanced variances. Once combined with other projection approaches, these variant-bit quantization strategies, including AMBQ, AQH and our DMQ, have no obvious advantages over the equal-bit quantization methods. Table 1 shows the MAP results for the three mentioned datasets. SBQ with PCA is the same as PCAH [19] and yields the worst results because it is the simplest quantization approach. DBQ [26] , which uses double-bit quantization and develops neighbor-preserving codes, performs better than SBQ. MH [27] utilizes the Manhattan distance and double-bit natural binary codes, achieving higher precision than that of DBQ. Regarding the variantbit quantization methods, the neighbor-preserving code and Hamming distance are used in AMBQ [8] , as in DBQ, while natural binary codes and the Manhattan distance are used in AQH [28] and our DMH method, as in MH. Consequently, the MAP of AMBQ is higher than that of DBQ but lower than that of MH, AQH and our DMH. Our method has the highest MAP in almost all the comparisons for all three datasets because of our optimal bit allocation strategy. Notably, the performance of our DMH is slightly lower than that of MH at 16 bits for LabelMe-22K because our method utilizes only a few dimensions (5 − 6 dimensions) to generate binary codes with a short code length. Compared with other quantization strategies, our method assigns more bits to the directions with high variance and produces more directions with zero bits. The superiority of our method is more apparent for longer code lengths because of the sufficient information provided by the additional dimensions and the diversity of the bit VOLUME 5, 2017 allocation results. The results further indicate that minimizing the distortion is an effective strategy for reducing information loss and improving quantization performance.
2) COMPARISONS WITH HASHING METHODS
We compare our DMH method with four state-of-theart hashing methods: ITQ [23] , SH [20] , LSH [17] and SKLSH [18] . These projection-learning methods are based on single-bit quantization, while our DMH is based on multibit quantization. The precision-recall results and recall results at 64 and 128 bits for the three datsets are shown in Fig. 4 , Fig. 5 and Fig. 6 . Our DMH method achieves better results than the other hashing methods according to all the precisionrecall curves and recall curves, while SH and SKLSH have poor performances. The precision-recall curve of our DMH is similar to that of ITQ in Fig. 4(a) . When comparing the recall curves, our method has definite advantages over the others. For further comparison, we report the MAP results for these datasets in Fig. 7 . The MAP reveals the performances of all these hashing methods for a wide range of code lengths. Except the case of 32 bits for CIFAR10 and LabelMe-22K, in which the MAP of our DMH is second to that of ITQ, our DMH has the highest precision in all comparisons. As the code length increases, our method produces results that are significantly better compared to those of others. Fig. 7 shows that our DMH outperforms all other methods by a large margin at most bits. Although we use the simple PCA projection strategy, our method has the highest precision due to the effect of the quantization strategy. By jointly assuming the PCAprojected data as an independent parallel Gaussian source and minimizing the distortion, our DMQ reduces the information loss and preserves the major informativeness. At the same time, these experimental results demonstrate the importance of the quantization strategy in improving the retrieval performance. Fig. 8 presents the top-36 samples retrieved via DMH, ITQ and LSH for CIFAR10 when the query image is ship. The false-positive samples are labeled using red rectangles. In the visualized comparison at 64 bits, our DMH achieves the highest retrieval precision.
D. DISCUSSION
We observe that the retrieval performance of our method is slightly lower than that of ITQ when the code length is short. Actually, as shown in Table 1 , almost all the multi-bit quantization methods perform poorly for short code lengths. The reason is that multi-bit quantization methods use fewer dimensions than projection-based methods to satisfy the uniformity of the final code length. We use our approach as an example to discuss this phenomenon. When the code length is short, the dimensions selected by our method are too few to preserve a sufficient amount of information, resulting in lower retrieval precision. However, our method can achieve the best results in all comparisons when the code length is longer because of sufficient information and our adaptive bit allocation strategy. Because our bit allocation strategy generates a bit allocation scheme with higher diversity, the directions with high variance are assigned more bits to preserve more informativeness. By exploring the connection between the rate-distortion theory and hashing quantization procedure, we simplify the information loss minimization procedure and develop an optimal bit allocation strategy. The good performance of our method proves the effectiveness of utilizing the rate-distortion theory in hashing quantization. Overall, the comparisons with the projection-learning hashing methods demonstrate that the retrieval improvement yielded by the quantization strategies is comparable to the improvement yielded by projection strategies. Despite the limited code length, these experimental results clearly indicate the superiority of our proposed method and the importance of applying the quantization strategy to hashing.
V. CONCLUSIONS
Benefiting from the theoretical support of the rate-distortion theory, our simple but effective quantization strategy minimizes distortion to improve the performance of quantization in hashing. Furthermore, we develop an unsupervised hashing method by combining our adaptive quantization strategy with PCA projection to improve the performance of image retrieval. Compared with other quantization strategies and some state-of-the-art hashing methods for synthetic data and real-world image sets, our method is effective both for hashing quantization and image retrieval. Moreover, the experimental results demonstrate the importance of applying the quantization strategy to hashing and the connection between distortion in rate-distortion theory and information loss in quantization. 
