Latent Dirichlet Allocation (LDA) is a powerful probabilistic model used to cluster documents based on thematic structure. We provide end-to-end analysis of differentially private LDA learning models, based on a spectral algorithm with established theoretically guaranteed utility. The spectral algorithm involves a complex data flow, with multiple options for noise injection. We analyze the sensitivity and utility of different configurations of noise injection to characterize configurations that achieve least performance degradation under different operating regimes.
Introduction
Topic modeling is a probabilistic latent variable model that assumes conditionally independent drawing of words given topics. It uses the simple bag of words model, along with a prior under which the topic proportion of the documents are drawn from. Learning topic modeling involves learning lower dimensional latent structure (e.g., topics) from high dimensional complex observations (e.g., documents). Given a set of documents, topic modeling algorithms map each document to a (small) set of topics, thereby mechanically categorizing large corpora. At its core, topic modeling algorithms output a generative model that describes the input data. Topic modeling has extensively been used to categorize natural language documents, with applications in personalized search, social sciences, and machine translation. In this paper, we focus on a popular topic model, Latent Dirichlet Allocation (LDA) [4] , which is used extensively in multiple domains.
The method of moments provides guaranteed recovery of the topic model parameters [1, 3] . The first three order data moments of LDA model can be decomposed into model parameters. Therefore, matrix/tensor decompositions on the empirical estimated data moments will guarantee recovery of the model parameters. Tensor decomposition, such as simultaneous power method has been proven to render the true factors of the tensor [18] . Therefore we have an end-to-end learning algorithm that is guaranteed to recover the model parameters for Latent Dirichlet Allocation using matrix/tensor decomposition.
Consider a sensitive document corpus D that is kept secret, but assume that an adversary can obtain the output of running LDA on D. Unfortunately, depending on the structure of D, even the LDA output may be leak sensitive information, e.g., if one more document d is added to D and the LDA output changes by one topic t, then clearly the specific document d is related to t. Differential Privacy (DP) [8] is a general framework for quantifying such leakage of private information. At a high level, Differential Privacy bounds how much the output of a generic algorithm A can change if D changes by one record.
Given algorithm A, its output may change arbitrarily with the change in input (indeed, it may simply emit its input!) A generic method to convert A to be differentially private is to add sufficient noise, to A's output. Note that the amount of noise that has to be added depends on the sensitivity of A, which captures how much the output of A changes with changes in the input. Different noise models can be used. We focus on the so called Gaussian Mechanism [7] , which adds noise drawn from a Gaussian distribution with the noise variance dependent on A's sensitivity.
In this paper, we describe different Differentially Private implementations of LDA topic modeling. Differentially Private LDA has many important applications, including privacy-preserving recommendation systems, classifying user data such as email and social network data. An obvious way to create a differentially private LDA is to simply run LDA over a dataset and then add (Gaussian) noise to the output. While safe, such an implementation may not provide high utility, which captures how "good"/useful the private output is compared to output without noise. Indeed, there are different ways to add noise to LDA implementations to maintain the same level of differential privacy, but vastly different utilities.
We introduce a data flow computation for LDA in figure 1 , and evaluate different "configurations" which correspond to edges on this graph where noise is added such that the output is differentially private. (Adding noise to the output is simply one configuration.) For each configuration, we compute sensitivity and utility, and quantify regimes where certain configurations outperform others.
Summary of Contributions
We illustrate the data flow computation of the method of moments for learning Latent Dirichlet Allocation in figure 1. Based on this data flow graph, we list combinations of edges (configuration) on which noise could be added to guarantee differentially private LDA.
To solve the challenging problem of where to add the noise such that we achieve least performance degradation when (ǫ,δ)-differentially privacy is guaranteed, we characterize the sensitivity of the edges with respect to the input. To quantify the utility achieved by each configuration, we also characterize the utility as a function of noise for each configuration. Overall, combining the sensitivity and utility characterization, we obtain an end-to-end analysis of differentially private method of moments for LDA and obtain the regimes under which adding noise to which configuration guarantees the best performance. (Using this framework, we demonstrate multiple mechanisms, which permit differentially private algorithms whose utilities are advantageous in different regimes as listed in Remark 5.1, 5.2 and 5.3.)
The edge sensitivities are listed in table 3 and the utilities are listed in table 2 . Overall, if the constraint required by configuration 3 is met, it will likely provide the best utility for a given level of differential privacy. The configuration to achieve the next best utility is configuration 2, which only requires a constraint onM 2 . Configuration 1 does not require any constraints, however its utility is likely to be poor due to its dependence on d.
Related Work
This work focuses on LDA parameter estimation based on spectral algorithms, which unlike EM-based algorithms [14, 13] , guarantee parameter recovery [1, 2] . The spectral estimation method relies on matrix decomposition and tensor decomposition methods. Thus, differentially private PCA and tensor decomposition are related to our objective.
Differentially private PCA is an established topic, and (ǫ, 0) differentially private PCA was achieved using the exponential mechanism in [6, 12] . The algorithm in [12] provides guarantees but with complexity O(d 6 ); in contrast, [6] introduces an algorithm that is near optimal but without an analysis of convergence time. Although (ǫ, δ) differential privacy is a more loose definition of differential privacy, it leads to better utility. Comparative experimental results show that the (ǫ, δ) PCA algorithm of [11] outperform (ǫ, 0) significantly, and [9] introduce a simple input perturbation algorithm which achieves near optimal utility. In our work, we follow the (ǫ, δ) definition and use [9] to obtain a differentially private matrix decomposition when needed.
Differentially private tensor decomposition is proposed in [19] with an incoherence basis assumption and it is not clear the extent to which such an assumption holds in topic modeling. Only utility bounds are proved for the top eigenvector in [19] . The authors exclude the possibility of input perturbation as that would cause the privacy parameter to be lower bounded by the dimension (ǫ = Ω(d)) which may be prohibitive. However, the same analysis on the tensor of a reduced dimension would conclude that ǫ = Ω(k), which is acceptable for a reduced dimension whitened tensor as k ≪ d. 
Symbols
Eigenvalue from tensor decomposition µ Eigenvector from tensor decomp. before whitening 
Preliminaries
Notation We represent a corpus of documents with the word-count matrix
, where the n th column c n is equal to the word-count of document n. Specifically, c n (i) equals the number of times word i shows up in document n. Clearly, d is the vocabulary size and N is the total number of documents in the corpus. The length ( total number of words) of a document n is denoted by l n = d i=1 c n (i) = c n 1 . Furthermore, we use x n,j to refer to the j th word that appears in document n, x n,j ∈ {0, 1} d and is a one-hot encoded vector. Table 1 summarizes the notation used in this paper.
We use · to refer to the l 2 norm of a vector and the spectral (operator) norm of matrix or a tensor. The Frobenius norm of matrix is referred to by · F . We use the same notation to refer to the Frobenius norm of a tensor which follows a similar definition. Definition 2.1. Let M : X → Y be a random mechanism. If ∀S ⊆ Y and every possible pair of neighboring inputs X and X ′ , the following holds :
Proposition 2.2. Gaussian mechanism ( [7] ) Let f : X → Y , and X and X ′ be two neighboring inputs, and
Proposition 2.3. The Composition Theorem for Differential Privacy ( [8] ) Let f DP 1 (X) and f DP 2 (X) be two differentially private mechanism with privacy parameters (ǫ 1 , δ 1 ) and (ǫ 2 , δ 2 ). Then f
Note that proposition 2.3 implies that if we have Z = f 3 ((f DP 1 (X), f DP 2 (X))) then it is also (ǫ 1 +ǫ 2 , δ 1 +δ 2 ) differentially private, by the post-processing property [8] .
3 Differentially Private LDA Topic Model Latent Dirichlet Allocation (LDA) [4] has become increasingly popular since its introduction in 2002. Single topic model makes an oversimplified assumption that all words in the same document are drawn from a single latent class (topic). LDA, although still being a bag of words model, allows modeling of the mixed topics in a document to account for a more general case where a document belongs to several different latent classes (topics) simultaneously. More details about the topic model is available in Appendix A. Definition 3.1 (LDA moments). The first three order moments of LDA M 1 , M 2 and M 3 , are defined as follows
(1)
Using the properties of LDA, the moments can be decomposed as factors, and those factors are exactly model parameters we aim to estimate. 
We empirically estimate the moments M 1 , M 2 , M 3 without bias, and obtain the model parameters α and µ by implementing tensor decomposition on those empirically estimated moments. Given the observations of word frequency vectors, we define moment estimators in Definition B.1 in Appendix B. According to Lemma B.2, the moment estimators in Definition B.1 in Appendix B are unbiased estimators.
Method of Moments & Tensor Decomposition
The method of moments uses the property of data moments of the LDA model (in Lemma 3.2) to estimate the parameters of topic model α and µ i , ∀i ∈ k. The flow of the algorithm is depicted in Figure 1 and consists of the following steps: (1) EstimatingM 2 andM 3 using equation (11) (e 0 in figure 1 ) and equation (12) (e 1 in figure 1 ), using the data D which consists of word frequency vectors c n for document ∀n ∈ [N ]. (2) Implementing singular value decomposition onM 2 to obtain estimation of the whitening matrix
, where U and Σ are the top k singular vectors and singular values ofM 2 . This is e 2 in figure 1. (3) Whitening the tensor T =M 3 ( W , W , W ) using multilinear operations onM 3 with W . This is e 3 and e 4 in figure 1 . (4) Implementing tensor decomposition on the whitened tensor T and denoting the resulting eigenvectors asμ i , ∀i ∈ [k]. This is e 6 in figure 1. and α i , ∀i ∈ k. This is e 7 and e 8 in figure 1 . Method of moments guarantees the correct learning of topic models (See Lemma F.1) . Figure 1 : Data flow computation graph using method of moments to learning topic model.
Data D Second Order Moments
(e 6 , e 8 ) Figure 1 on which to add Gaussian noise in order to achieve differentially private topic model using method of moments. ∆ 2 is the sensitivity ofM 2 , ∆ T is the sensitivity of T . We use τ as defined in Proposition 2.2 to decompose the dependence of the noise variance on both the sensitivity and the privacy parameters ǫ, δ, i.e. σ = ∆τ ǫi,i,δi,i , where ∆ is the sensitivity. T =M 3 ( W , W , W ).
Differentially Private LDA
Problem Statement We define two neighboring corpora D and
can be formed from D by dropping a column and replacing it by a new column. We assume the corpus of data is held by a trusted curator and an analyst will query for the parameters of the topic model. The curator has to output the model parameters α i , µ i in a differentially private manner. While it is easy to achieve differential privacy, the challenge is in guaranteeing high utility.
We will use the Gaussian mechanism in this paper to achieve (ǫ, δ)-differentially private topic model for each of the configurations. In the next section, we compute edge sensitivities in order to obtain the noise level that must be added to each edge for the different configurations listed table 2.
Sensitivity Analysis of Nodes in Data Flow Computation Graph
A key challenge in this problem, is the question of where to add noise in this data flow computation graph shown in Figure 1 . A simple addition of noise to the inputs similar to [5] would guarantee differential privacy but at the expense of utility. It is reasonable to expect an efficient differentially private algorithm to scale well with N and d. As the data set becomes larger the algorithm should add less noise and yield higher utility. Furthermore, it is undesirable for the utility to exhibit dependence on the first power of d or for the differential privacy parameter ǫ to be lower bounded by d.
We follow a principled approach, where we calculate the sensitives at the different nodes of the data flow computation graph. Further, we consider various options and establish the utilities for different possible noise addition configurations as listed in Table 2 . The starting point for sensitivity calculations areM 2 and M 3 of LDA. Similar to the covariance matrix, both quantities fall as 1 N . At any given node in the data flow computation graph which has a value of f (D) where D is the corpus. The l 1 sensitivity is calculated according to max 
. See appendix G for the proof and the exact forms. We note that the l 1 sensitivity bounds the l 2 sensitivity, similar to how ||x|| 2 ≤ ||x|| 1 for any given vector x and at times we only bound the l 1 sensitivity which in turn bounds the l 2 . While it is easy to establish bounds on theM 2 andM 3 sensitives, it is not easy to do so for the whitened tensorM 3 (Ŵ ,Ŵ ,Ŵ ). Unless the whitening matrix is stable when a record is changed in the document corpus, such an event is not guaranteed in general. However, the fact that the corpus consists of k many topics, leads to a whitening matrix that is stable under the change of a given record as the data set size increases, i.e. σ k (M 2 ) − σ k+1 (M 2 ) grows with more data. Furthermore, the amount of perturbation introduced by changing a record becomes smaller as the data set size grows according to Theorem 4.1.
Theorem 4.2 (Sensitivity of the whitened tensorM 3 (Ŵ ,Ŵ ,Ŵ )). Let ∆ T be the l 2 sensitivity of the whitened
, we have that the sensitivity of the whitened tensor is
The proof is in appendix G. Using the guarantees from the simultaneous tensor power method [18] , we can establish bounds on the eigenvectors and eigenvalues outputted from the decomposition. Note that this is a bound on the output before the whitening step. Theorem 4.3 (Sensitivity of the output of tensor decompositionμ i ,ᾱ i ). Letμ 1 , . . . ,μ k andᾱ 1 , . . . ,ᾱ k be the outputs of tensor decomposition (before whitening). Let ∆μ and ∆ᾱ be the sensitivities of the anyμ i and α i , respectively. Assuming the spectral gap onM 2 is large enough (
, σ i is the i th eigenvalue ofM 3 (Ŵ ,Ŵ ,Ŵ ).Thus both ∆μ and ∆ᾱ are O(
).
Proof. Please see Appendix G.7.
Theorem 4.4 (Sensitivity of the final output
and ∆ T is sufficiently small. Then, the sensitivity of the final output sensitivities ∆ µ and ∆ α are O(
See appendix G for a proof. We see that the sensitivities before the whitening step are on the order of O( 1 N ). The whitening step causes the sensitivity to jump by
Further, the simultaneous power method causes the output to have a sensitivity increase by
The unwhitening changes the sensitivity by a factor of
Differentially Private Latent Dirichlet Allocation
We consider ways to establish differential privacy by adding noise to different edges in the data flow computation graph of Figure 1 . We refer to a given method as a "configuration". Under each configuration, we compute the noise needed to obtain (ǫ, δ) differential privacy based on sensitivity (the composition theorem is used when edges are combined) thereby characterizing the utility based on necessary noise. We identify constraints that apply to specific configurations and characterize regimes of optimal utility. The final utility and sensitivity of each configuration is listed in Tables 2 and 3 Though it is possible to perform input perturbation, we exclude this option because the l 2 sensitivity is √ 2L (where L is the length of the longest document) which does not decay with the number of records. Therefore the utility of input perturbation is poor even with an infinite number of records.
Perturbation onM
The composition theorem guarantees that any composition of differentially private outputs remain differentially private with the privacy parameters summed. Perturbations onM 2 ,M 3 will ensure thatM 3 , W , and W † are differentially private and the output of tensor decomposition will be as well due to the post-processing property. We can obtain a differentially private W and W † by using differentially private PCA [9] . Unlike input perturbation, the sensitivity overM 2 (which will generate both whitening matrices) andM 3 fall as the dataset size increases (Theorem 4.1).
However, an issue with this configuration is that adding noise toM 3 leads to higher noise build up prior to the tensor decomposition. Note that by (I.6) w.h.p the norm of the error is O( √ dσ), with σ being the variance of the noise (this bound would be √ kσ if the noise is added to a symmetric tensor of size k). Tensor decomposition methods, in particular [18] require the spectral norm of the perturbation to the tensor to be lower than a certain threshold. Following arguments similar to [19] , the spectral norm of the error is O( √ d N ǫ3 ) and should be below
. Thus ǫ 3 should satisfy, ǫ 3 = Ω(
) to establish utility guarantees for tensor decomposition. Following similar arguments, this time using the bound on the spectral norm of the noisy matrices, to guarantee utility, the differentially private whitening W and pseudo-inverse W † should be close to their non-differentially private values, which requires both ǫ 4 and ǫ 8 to be Ω(
Although, the privacy parameters have a lower bound of √ d, the bound also falls with 1 N .
Perturbation on T and W
This configuration has two properties: the noise level introduced is low because the whitening step reduces the tensor dimension fromM 3 ∈ R d×d×d toM 3 (Ŵ ,Ŵ ,Ŵ ) ∈ R k×k×k . However, even though the dimension of the tensor is reduced, unless the whitening tensor (which results from a eigendecomposition overM 2 ) is stable, the sensitivity of the whitened tensor is not necessarily low.
This configuration requires a spectral gap between σ k (M 2 ) and σ k+1 (M 2 ), and this constraint is more likely to be met with increasing number of records. Note however, that the sensitivity ofM 2 falls with 1 N (Theorem 4.1). Therefore, we expect the sensitivity ofM 3 (Ŵ ,Ŵ ,Ŵ ) to drop with increasing number of records. In fact, as Theorem 4.2 states, ∆ T = O(
. Thus, given the spectral gap requirement, the sensitivity of the whitened tensor is ∆ T . We note here that we are adding noise to a tensor of a smaller dimension, but at the expense of an increased sensitivity by a factor of
In this configuration, the whitening matrix results from a noiselessM 2 , but the pseudo-inverse results from a noisyM 2 . To guarantee utility, we need ǫ 6 = Ω(
) and ǫ 8 = Ω( This configuration adds noise to the output of the simultaneous power iteration. While it is true that the sensitivity after the output of the simultaneous power iteration increases by a factor of 1 γs , we find that this method achieves slightly better utility. The dependence on k in the last term drops from k 2.5 to k 2 .This is because although the previous configuration adds noise before the decomposition at a lower sensitivity, the error in the output grows by a factor of √ k γs .
Perturbation on the final output
The last option we consider is to add noise to the final output. This method is arguably the simplest, the previous methods (expect for input perturbation) involve the composition of two differentially private outputs, but this method only adds noise to one branch. We note that the worst case sensitivity is not increased in adding noise to edge e 9 instead of edge e 7 : even though sensitivity increases by a factor of
, this is on the order of
. Adding noise to e 9 instead of e 7 means that the noise vector increases in dimension from k to d which makes the utility loss larger.
Comparison Between the Different Configurations
Configuration 1 (e 3 , e 4 , e 8 ) has no constraints and has a sensitivity which falls as 1 N . Configuration 2 requires that the sensitivity ofM 2 be bounded by its spectral gap between the k th and (k + 1) th components. Configurations 3 (e 7 , e 8 ) and 4 (e 9 ) require an extra constraint in addition, specifically that sensitivity of the whitened tensor be bounded by the product of its minimum spectral gap and its k th singular value divided by the square root of the number of topics k.
Finally, we present a pairwise comparison between the utilities of different configurations. In the analysis, we refer to the utility loss computations from Table 2 .
Remark 5.1. Configuration 1 vs. 2:
The utility loss in configuration 1 is high compared to configuration 2 as the the singular values ofM 2 are on the order of 1 d . For configuration 1 to be preferred over configuration 2, N has to exceed d 2 , which is usually not practical. Configuration 1 has a √ d factor higher utility loss compared to configuration 2. Therefore, assuming the spectral gap constraint is met, configuration 2 is preferred over configuration 1 in practice.
Remark 5.2. Configuration 2 vs. 3:
The utility loss for configuration 3 is lower than that of configuration 2 by a factor of k 0.5 in the last term of the utility losses, assuming the same level of differential privacy. However, configuration 3 has the extra requirement that ∆ 3 ≤
. Therefore the utility of configuration 3 outperforms that of configuration 2 if the constraint is met. The advantage is enlarged when the number of topics k is large.
Remark 5.3. Configuration 3 vs. 4:
Both configurations assume the same constraints. The first two terms of utility loss in configuration 3 are smaller than the utility loss in configuration 4. In order to compare the third term in configuration 3 with the utility loss in configuration 4, we consider different regimes. In the regime of N > √ d, the third term of configuration 3 is smaller than that configuration 4. Therefore configuration 3 is preferred in the regime of N > √ d. Overall, if the constraint required by configuration 3 is met, it will likely provide the best utility for a given level of differential privacy. The configuration to achieve the next best utility is configuration 2, which only requires a constraint onM 2 . Configuration 1 does not require any constraints, however its utility is likely to be poor due to its dependence on d.
Conclusion
We have provided an end-to-end analysis of differentially private LDA model using a spectral algorithm. The algorithm involves a dataflow that permits different locations for injecting noise. We present a detailed sensitivity and utility analysis for different differentially private configurations. Our analysis shows that no one configuration dominates, and characterizes constriants and operating regimes over which different configuration are optimal.
Appendix: An end-to-end Differentially Private Latent Dirichlet Allocation Using a Spectral Algorithm A LDA Topic Model
Topic Proportions The proportion of words belonging to different topics (denoted as θ n ∈ ∆ k−1 ) for document n, also known as topic proportion, is drawn from a Dirichlet distribution α = (α 1 , . . . , α k ) 2 .
Word Distribution for Topics LDA remains simple as each word belongs to one of the k topics only. We denote the topic of word j in document n as z n,j . Therefore, z n,j ∈ [k] and z n,j ∼ Cat(k, θ n ) where Cat(k, θ n ) denotes the categorical distribution.
Word Generation After the topics of the words z n,j are determined, words are assumed to be generated conditionally independently through µ zn,j , i.e., word x 1 ∼ Cat(d, µ zn,j ). For different conditional distribution under different topics, µ i are linearly independent, ∀i ∈ [k]. In a document n, if a token x 1 = w n,j is the v-th word in the dictionary, we denote it as x 1 = e v where e v is v-th the basis vector. For LDA model, we define the first three order LDA moments in definition 3.1. Using the properties of LDA, the moments can be decomposed as factors, and those factors are exactly model parameters we aim to estimate. This is depicted in Lemma 3.2. Therefore, as long as we can empirically estimate the moments M 1 , M 2 , M 3 without bias, we obtain the model parameters α and µ by implementing tensor decomposition on those empirically estimated moments.
Unbiased Empirical Moment Estimators
Here we list the mathematical forms of first, second and third order moment estimators for the single topic case [20] . Let c n be the word count vector for document n. Let a 2 = α0 α0+1 and a 3 = α 2 0 (α0+1)(α0+2) . For notation simplicity, let us define some intermediate variables
c n (i)c n (j)(e i ⊗ e i ⊗ e j + e i ⊗ e j ⊗ e j + e j ⊗ e i ⊗ e j ) (9)
, where
B Method of Moments for Latent Dirichlet Allocation
Definition B.1. The moment estimators for LDA moments arê
where
B 2 and B 3 are formed from B 1 by permuting, i.e., [
Based on the definition of the empirical estimators of the moments, we prove that these estimators are unbiased.
Lemma B.2 (Unbiased Moment Estimators).
The estimators defined in definition B.1 are unbiased, i.e.,
Proof. We present a proof for the second order moment. The results for the first and third order moments can be derived through a similar analysis. For the first term ofM 2 , It is clear that E[
as this is the single topic case. For the second term, we pay attention to the following identity: (
,n =m a n a m . Now we observe that:
expanding the first term using the identity and canceling out with the second term, we get the following:
Proof. In order to prove Lemma 3.2, we need the following lemma on the moments of dirichlet distributed samples:
Lemma C.1 (Dirichlet Moments). The first, second and third moments of dirichlet distribution are
We observe the following lemma C.2 for E[
Lemma C.2.
We prove the Lemma in section D for first, second and third moment. Now we combine Lemma C.1 and Lemma C.2 to prove the forms of M 1 , M 2 and M 3 in Lemma 3.2 as follows.
D Proof for Lemma C.2
D.1 First Order Moments
Let us omit n and use x 1 to denote a token in any document, and we will use x 2 and x 3 to denote other two tokens in the same document. The the expectation of a token is
This is called the first order moment.
D.2 Second Order Moments
The second order moment is defined as
D.3 Third Order Moments
The third order moment is defined as
To clarify the notations, x ⊗ y is a length(x)-by-length(y) matrix which has entries [x ⊗ y] i,j = x i y j . And
is a tucker with core tensor E[θ ⊗ θ ⊗ θ] and projection µ in all three modes.
Let c n be the count vector.
F Dirichlet Moments
We characterize the core tensor E[θ ⊗ θ ⊗ θ], where i, j, k-th entry of the tensor is E[θ i θ j θ k ]. Now the moments of topic models are reduced to moments of topic proportions. Since topic proportions are dirichlet distributed, we characterize the dirichlet moments.
univariate moments for i-th coordinate of dirichlet variable θ i We know that E[θ
Config.
) (e 6 , e 8 ) Figure 1 on which to add Gaussian noise in order to achieve differentially private topic model using method of moments. ∆ 2 is the sensitivity ofM 2 , ∆ T is the sensitivity ofM 3 (Ŵ ,Ŵ ,Ŵ ). We use τ as defined in Proposition 2.2 to decompose the dependence of the noise variance on both the sensitivity and the privacy parameters ǫ, δ, i.e. σ = ∆τ ǫi,i,δi,i , where ∆ is the sensitivity. T =M 3 ( W , W , W ).
Therefore we obtain
Lemma F.1 (Sample Complexity for LDA (Theorem 4.1 in [1])). Applying the method of moments over a caorpus of N documents sampled iid. There exist universal constants
, µ is a matrix of stacked word-topic vectors, i.e. µ = [µ 1 | . . . |µ k ].
G Sensitivity Proofs
In proving the sensitivities forM 2 andM 3 we relay on the fact that frequently in the calculations, we encounter probability vectors, matrices, and tensors where the elements sum to 1. This is identical to the stating that the l 1 norm equals 1. Further, we note the following Lemma.
Lemma G.1. Multiplying by probabilities does not change the norm Let v p , M p be a probability vector, matrix, respectively and let v, u be ordinary vectors, matrices, respectively. Then the following holds: ||uv
The proof is trivial. (c n ⊗ c n − Diag(c n )) is a probability matrix.
(3)
c n (i)c n (j)(e i ⊗ e i ⊗ e j + e i ⊗ e j ⊗ e j + e j ⊗ e i ⊗ e j ) is a probability tensor.
Proof. The proof is immediate as these moments correspond to join probability estimates [20] . For example
c n (i)c n (j)(e i ⊗ e i ⊗ e j + e i ⊗ e j ⊗ e j + e j ⊗ e i ⊗ e j )
Proof. LetM 2 andM ′ 2 be two second order LDA moments generated from two neighboring corpora, WOLG assume the difference is in the n th record, i.e.
Taking the l 1 , using the triangular inequality, and equating the norm of probability vectors to 1, along with using G.1, leads to the following:
Proof. Following a similar setting to calculating ∆ 2
c N (i)c N (j)(e i ⊗ e i ⊗ e j + e i ⊗ e j ⊗ e j + e j ⊗ e i ⊗ e j ) −
Noting that using the probability tensors, and using the triangular inequality. It should be clear that the l 1 norm of the difference can be upper bounded by:
Now for the difference between
, we have the following:
We follow similar arguments to bound the l 1 norm, this leads to:
Since B 2 and B 3 are formed from B 1 by permuting, the above is also a bound on B 2 − B 
Using arguments similar to the previous ones, we established the following bound on the l 1 norm:
Combining all of the terms we get the following:
Proof. We follow an analysis similar to [1] .
, where E M2 is the perturbation introduced toM 2 by changing a single record. This leads to the following:
′ = I Because the spectral gap of the perturbation introduced by modifying a single record is small according to the condition, applying the original whitening matrix to the neighboring data base momentM ′ 2 would lead to a rank k matrix of size k × k.
Now we bound I − AD
Weyl's theorem was used in the last bound. Bounding the Frobenius norm, would result in the following:
Where we have used the fact that the l 1 norm upper bounds the spectral norm of a matrix, since it upper bounds the Frobenius.
We have used the fact that the Frobenius norm of the difference between the tensors is bounded above by the l 1 norm of the difference ∆ 3 . To bound the l 1 norm ofM 3 we use an analysis similar to calculating ∆ 3 . Again we note that the l 1 norm upper bounds the Frobenius norm:
Combining all the expressions we get:
≤ ( 
Where we have assumed that N σ k (M 2 ) 3/2 ≥ 1 which happens if N is very large as σ i (M 2 ) is on the order of 1/d. Theorem G.7 (Sensitivity of the output of tensor decompositionμ i ,ᾱ i ). Letμ 1 , . . . ,μ k andᾱ 1 , . . . ,ᾱ k be the outputs of tensor decomposition (before whitening). Let ∆μ and ∆ᾱ be the sensitivities of the anyμ i and α i , respectively. Assuming the spectral gap onM 2 is large enough (∆ 2 ≤ σ k (M2)−σ k+1 (M2) 2
). Then based on [18] if ∆ T is sufficiently small, we have: ∆μ = 
Following an analysis similar to that in G.5, we obtain
∆ 2 Combining all of this together leads to the following
H Utility Proofs
Before starting the utility proofs, we point out a number of things. Tensor decomposition outputs:μ i ,ᾱ i , i ∈ i . We need to establish the distance between the non-differentially private output and the differentially private output, i.e. µ i − µ DP i . This can be upper bounded similar to G.8 by the following:
For this we frequently need to bound the following:
Now the perturbed tensor can be represented asM DP 3 =M 3 + E 3,G where E 3,G is symmetric Gaussian noise that has been added to the original tensor. Similiar to the sensitivity analysis for the whitened tensor we have that the error Φ can be bounded as follows:
