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A consistent and complete proof system is given for the first-order relational calculus. 
The system is based on the Analytic Tableaux method for first-order predicate calculus. 
The compactness theorem for the system is then derived. 
1. INTRODUCTION 
Interest has recently been rekindled in the relational calculus of Tarski [IO], mainly 
by computer scientists who view it as a convenient formalism for expressing properties 
of programs. See [l--4]. Briefly, segments of programs may be viewed as specifications 
of relations and the different ways of combining program segments to form larger program 
segments may be modeled by combining the relations using various well-defined 
operators. The original calculus of [lo] has been augmented to include second-order 
terms, the so-called p-terms, which model recursive procedures. The main proof rule 
used to derive theorems involving these p-terms is the Scott induction rule, which 
may be elegantly formulated using the relational approach [l]. However, to use this 
rule it is necessary to derive first-order theorems concerning the relations which are 
used to form the p-terms. 
In this paper we give a consistent and complete proof system for the first-order rela- 
tional calculus, abbreviated FRC. The basic formulas of the system are expressions 
of the form Tl Z T, , where Tl , T, are terms constructed from basic relation symbols 
using various operator symbols such as U, n, ;. An interpretation is given by assigning 
relations to the relation symbols, thereby assigning relations to all the terms, if we give 
the standard interpretation to U, n, ;, etc. Then the formula Tl C T, is true in an 
interpretation if the relation assigned to T, is contained in the relation assigned to T2 . 
An expression of the form @ 1 Tl C T, is said to be valid if for every interpretation 1, 
if every formula in @ is true under I then Tl C Tz is also true under I. 
We adapt the method of Analytic Tableaux of [9] to give a consistent procedure 
for testing for validity. Moreover the method is complete in that if @ k Tl C T2 is valid 
then the method will prove that it is. 
Using the completeness of the method we prove the compactness theorem for FRC. 
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In other words, for any set of formulas @, @ has a model if and only if every finite subset 
of @ has a model. As a simple corollary we prove the main result of [6], which says 
that programs halt for second-order reasons. 
RELATED WORK 
FRC is known to be recursively enumerable. For example, in [4] it is shown that 
FRC is equivalent to the pure first-order predicate calculus, abbreviated PC. More 
precisely, given a formula A in FRC, a formula in PC, $(A) can be constructed so 
that for any interpretation I, A is true under I if and only if #(A) is true under I. 
Conversely given any formula F of PC, a formula of FRC, d(F), can be constructed 
so that under any interpretation F is true if and only if d(F) is. 
This gives a proof method for FRC, namely, translate the assertion into PC and use 
any of the existing proof methods for this system. This approach is not, however, very 
elegant and does not give rise to intuitive proofs. 
In the relational calculus of [l] a set of axioms of the form T1 C T, are introduced, 
from which theorems may be proven using modus ponens and substitution. These 
axioms are essentially those of Tarski [lo] which have been shown to be incomplete 
in [7]. It may be possible to augment the set of axioms so as to get a complete system. 
The calculus of de Roever [8] is a step in this direction but the question remains unsolved. 
However, both these methods suffer from unnaturalness and many simple assertions 
have long complicated proofs. 
Wadge in [ll] has #independently given a complete natural deduction system for 
positive assertions (for definition see Section 2). This system is closely related to ours, 
in fact in much the same way as the Analytic Tableaux method and the natural deduction 
systems for PC are related. 
There seems to be no reference to the compactness theorem for FRC in the literature. 
2. DEFINITION OF THE CALCULUS 
If m, n are nonnegative integers, (m --f n) is a type. Every term within the calculus 
will have associated with it a type. 
2.1. Syntax of the Calculus FRC 
Let {Rj: j E J} be a set of constant relation symbols, each with a specific type. The 
set of terms are defined by the following recursive definition. “T E u” is an abbreviation 
for “T is a term of the calculus of type a.” 
DEFINITION 2.1.1. (i) Ri E ai , where ai is the type of Ri . 
(ii) If Tl E a, T, E a then (Tl u T,) E a, (Tl n T,) E a. 
(iii) If TEm+n, then T-lEn+rn, T’Em-tn. 
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(iv) If TI E (m -+ n), T2 E (n --f k) then (TIT,) E (m -+ k). 
(v) If Ti E (m --+ n,), 1 < i < k, then (T1 ,..., Tk) ~(rn -+ n), where n is 
n, + n2 + ... + nk . 
The set of constant relation symbols will always include the following distinguished 
constant relation symbols: 
(i) Universal Relation: For every (m + n), m U n E (m + n). 
(ii) Empty Relation: For every (m + n), m 52 n E (m -+ n). 
(iii) Selector Relation: For every m > 0 and i < m, m E i E (m -+ 1). IEl will 
usually be denoted by E, and indications of type will often be omitted from m U n, 
m Q n. 
EXAMPLES OF TERMS. (i) R, n (2ElR,, 2El), 
(ii) (R,R, , R3R1) R, u 2 U 2, where R, , R, E (1 + l), R, E (2 + 2). 
(Note. Brackets and subscripts may be omitted from terms to enhance readability.) 
If T1 , Ts E a are terms then T1 C T, is a (positive) atomic formula. 
If 0 is a set of atomic formulae B * T1 C T, is an assertion. 
T1 = T, will be used as an abbreviation for {T1 C Tz , Tz C T,}. 
2.2. Semantics of the Calculus 
A relational structure, I, for the calculus consists of a domain D, , and, for every 
constant relation symbol R E (m -+ n), a relation I(R) CD,” x Din, where Din = 
D x a.’ x D. I is an interpretation if 
(i) I(m Urn) = {(a, 6) / a E Din, b E Din}, 
(ii) I(m D m) is the empty relation, 
(iii) I(m E i) = {((al ,..., ai ,..., a,,J, ai) 1 aj E D, , 1 < j < m}. 
An interpretation I may be extended to all terms in the following recursive manner: 
(i) I( T1 u T,) = I( T1) u I( T,), I( T1 n T2) = I( T1) n I( T,). 
(ii) I(T-l) = (<a, b) I lb, a> E I(T)), I(T’) = ((a, b) I <a, b) $1(T)}. 
(iii) I(T,T,) = {(a, c) 1 3b(a, b) E T1 , (b, c> E T,}. 
(iv) I(<T, ,..., Td) = {<a, (bl ,..., bd) I <a, bi) cI(TJ). 
An atomic formula T1 C T, is true in the interpretation I, if I(T1) _C I(T,). This is 
written +, T, C T, . The assertion 6 => T1 C T, is valid, written 0 k T1 C Tz if for 
every interpretation I if /=, S, C S, for every atomic formula S, C S, in 0, then 
I=, Tl C T, . 
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3. THE PROOF SYSTEM 
In this section we describe the method used for proving assertions and prove that 
it is both consistent and complete. 
3.1. Description of the Proof System 
In the relational calculi of [l, 81, theorems are derived by applying modus ponens 
and substitution to a set of axioms. In this paper a different approach is adopted. Variable 
parameters are introduced into the proof system and ordinary mathematical reasoning 
is imitated as closely as possible. The result is a proof system which is similar in spirit 
to the Analytic Tableaux method [9] in the first-order predicate calculus. 
Let P be a denumerable set of symbols called individual parameters. A parameter 
is a vector of individual parameters. Parameters will usually be denoted by symbols 
such as OL, /3, y, and the ith component of CL is denoted by O(~ . The length of the parameter OL, 
denoted 1 (Y I, is the number of individual parameters in 0~. The unique parameter of 
length 0 is denoted by w. 
A label is an expression of the form 
(9 (a, 8) E T, 
or 
(ii) (a, B> $ T, 
where TE(m-+n) and lor\ =m, IpI = n. The labels (01, w) E T, (w, a) E T will 
usually be abbreviated to (Y E T. (Similarly for (OL, w) $ T, (w, CY) $ T.) Intuitively 
parameters are supposed to represent elements of an arbitrary domain and the label 
(a, /3) E T represents the fact that the ordered pair (01, 8) is in the relation T. 
To prove the statement Tl C T, we start with the tree 
This would correspond to the statement “Suppose (a, /3) is in the relation Tl and is 
not in the relation T, .” The aim of the proof tree is to show that this could not happen. 
Various rules are selected and applied to the tree which then grows. Each branch of 
the tree corresponds to a “possibility.” This “possibility” becomes impossible when, 
for some relation R and parameters 01, /3, both (CX, /3) E R and (01, /3) $ R appear as labels 
on the branch. This is of course because in no interpretation can R both contain and 
not contain a pair (LY, 8). Such a branch is called blocked. The tree constitutes a proof 
when every branch becomes blocked. This means that every “possibility” is refuted 
and consequently there cannot exist an (a, fl) in Tl and not in T, . Therefore Tl C T2 . 
We now describe the method formally. 
Here a tree will be a labeled rooted directed graph, the labels having been described 
.above. The notions of ancestors and descendants is as usual,. but we allow a node to be 
an ancestor of itself. A leaf is a node with no descendants. A branch is any path from 
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the root to a leaf. Note that there is a one-one correspondence between leaves and 
branches.l For a node n we let Ant(n) be the set of labels appearing on the ancestors 
of n. Finally it should be noted that we allow infinite trees but of course only finite 
trees will constitute proofs. 
TABLE I 
EU: 
En: 
E(...): 
E-1: 
cut 
Each rule R consists of a premise, PREM(R) an a s eci d p fi c number of conclusions 
CON(R), , 1 < i < C(R). Th us C(R) is the number of conclusions to the rule R. 
The rules are given in Tables I and II. For each rule the premise appears above the 
horizontal line and the C(R) conclusions are below, each separated from the other 
by a vertical line. Thus the general format is 
PREM(R) 
CO%(R) CON,(R) . . . . . . . . CO&m,(R) 
1 For convenience we will frequently identify a branch with the set of labels of the nodes on the 
branch. 
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A branch satisfies the premise of a rule R if it contains an instance of PREM(R). 
In this case the branch may be extended through its leaf to obtain C(R) new branches. 
The ith new branch is obtained by adding nodes to the original branch, the labels being 
the corresponding instance of CON(R), . 
TABLE II 
EC: <a, j> E TITa 
<a, Y> E TI 
<r, 8> E Ts 
y a new parameter y any parameter 
(a, /3) E mEi 
L(a) any label with an occurrence of CX. 
For example, to use the rule EC the branch must contain a label of the form ((u, jl) E 
TIT, . If this is the case, then, since C(R) = 1, the branch is merely extended by adding 
two new nodes, one labeled (ar, y) E Tl and the other (y, /3) E T, , where y is a parameter 
not appearing in the tree. To use the rule N the branch must contain a label of the form 
(OL, /3) $ Tl n T, . Then the tree may be extended by adding two new leaves as descen- 
dants of the leaf of the branch in question (since C(R) = 2), one labeled (01, /3) .$ Tl 
and the other (01, j3) 6 T, , 
Axioms may be introduced as additional rules of deduction. For example, an algebraic 
axiom of the form Tl L T2 may be expressed by the rule 
A branch P of a proof tree is blocked or inconsistent if for some parameters LX, /3 and 
constant relation symbol R, both “(a, j3> E R” and “(01, /3) # R” appear as labels in P. 
A proof tree is blocked if every branch in the tree is blocked. 
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DEFINITION 3.1.1. Let A be a recursively enumerable set of axioms. The atomic 
formula Tr C T, is derivable from a, written ~4 F Tl C T2 , if the tree 
can be extended to a blocked tree using the rules of deduction in Tables I and II together 
with the rules ~2. If d is empty we merely write i- Tl C T2 . If LZ~ is a recursively 
enumerable set of formulas, LZJ l- 9 if & l- Tl C T, for every atomic formula Tl C T, in 9. 
An example of a proof is given in Table III. 
TABLE III 
Proofof t-XYn ZCX(X-lZn Y)n Z 
1 (LX,fl)EXYnZ 
2 ((Y, p) $ x(X-‘Z n Y) n Z En, 1 
3 <a, t% 6 xy 
Nn,2 
4 (3 B> E z 
5 <%8>6Z <a, B) 4 X(x-lZ n Y) EC, 3 
lines 4*, 5 
6 (a, Y> 6 x 
NC, 5 
7 <Y> 8) E y 
8 
9 
10 
11 
<a, Y> $ x 
lines 6*, 8 
-- 
(Y, 8) $ X-1.z n Y Nn,8 
<Y, 8) 4 y <Y> 8) f$ x-‘Z NC, 9 
--- 
lines G, 9 
(Y, a> 6 x-’ <% B> 4 z 
lines 4*, 10 
<a, Y> e x 
lines 6*, 11 
Note: (i) The rule used to extend the three through a node is given on the right-hand side; (ii) the 
asterisk denotes an inconsistent path. 
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3.2. Consistency and Completeness 
Throughout this subsection we will assume the existence of a particular (recursively 
enumerable) set of axioms d, which will be considered as rules of deduction. 
If S is a set of labels let P(S) be the set of parameters appearing in S. If I is an inter- 
pretation then /=, S if for every (Y E P(S) there is an I(cw) E Dp’ such that 
(i) for every label in S of the form (01, /3) E T, 
(ii) for every label in S of the form (01, /3) $ T, 
(W> W4> $ W). 
If a rule R is applied to a node n we let S,(n), 1 < i < c(R), be the set of labels added 
from n to form the ith new branch. 
LEMMA 3.2.1. If the rule R is applied to a node n in a proof tree then for any interpreta- 
tion I such that +I JJ, 
i=, Ant(n) +- +I Ant(n) u S,(n), for some i, 1 < i < c(R). 
Proof. The proof consists of examining each of the rules of deduction. As an example, 
the rule EC is considered. In this case c(R) = 1 and S,(n) = {(a, 7) E Tl, (y, /3) E T,) 
for some y 4 P(Ant(n)). From the hypothesis we must have k, (01, j3) E T,T, . Therefore 
there exists a c such that (I(a), c> EI(T~) and (c, I(/?)) E I(T,). Let I(r) = c and the 
required result follows. a 
THEOREM 3.2.2 (Consistency). .d I- Tl C T, implies LZ? + Tl C T, . 
Proof. Suppose & k Tl C T, is false. Then for some I such that +, ~4, kr Tl C T, 
is false. Therefore k, {(a, 8) E Tl , (01,fi) # TJ. Let {B, ,..., B,) be the set of branches 
in a proof tree. By repeated application of the above lemma k, Bi for some i. But every 
branch is inconsistant. That is for some R, +, ((n , y2) E R, (ri , yz) $ R}, which is a 
contradiction. 1 
We now consider completeness. The main notion used is saturation. Roughly speaking 
a set of labels S is said to be saturated w.r.t. the rule R if whenever S contains an instance 
of PREM(R) then it contains the corresponding instance of CON(R), , for some i, 
1 < i < c(R). We will say that S is saturated if it is saturated w.r.t. every rule of deduc- 
tion (including the set of axioms G!). It is, however, advisable to give an exact definition 
of saturated. 
The set of labels S is saturated if for all formulas T, Tl , T, ,..., Tk , and parameters OL, 8, 
(i) “(~11, /I> E Tl u Ti’ E S implies “(01, fl) E Tl” E S or “(01, /3> E Ti’ E S, 
(ii) “(a, fi) # TX U Tz” E S implies “(01, fl) $ Tl” E S and “(ti, /3) $ T,” E S, 
571/20/1-8 
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(iii) “((Y, ,Q E T1 n Tz” E S implies “(01, /3> E Tl” E S and “(oL, /3) E Ts” E S, 
(iv) “(01, /3) 4 Tl n Ts” E S implies “(01, p> 6 Tl” E S or “(01, /3) $ Tz” E S, 
(4 “<a, 8> E CT1 9.e.r Tk)” E S implies “(a, pi> E Ti” E S for each i, 1 < i < k, 
(vi) “<a, B> $ CT1 ,..-, Tk)” E S implies “(oL, /3?) $ Ti” E S for some i, 1 < i ,< k, 
(vii) “(01, /?) E T-l” E S implies “@, a) E T” E S, 
(viii) “(01, p) 6 T-l” E S implies “(/3, a) $ T” E S, 
(ix) “(01, /3) E T” E S or “(a, /3) $ T” E S, 
(x) “(01, p) E T,T,” E S implies “((Y, y) E Tl” E S and “(y, /3) E T,” E S for 
some y E P(S), 
(xi) “(01, /3j $ T,T,” E S implies “(01, yj $ Tl” $ S or “(y, p) # T,” E S for 
every y E P(S), 
(xii) “(01, /3) # U” 6 S implies “(a, /3) E a” E S, 
(xiii) “(01, /3) E Q” E S implies “(a!, /3> 6 Q” E S, 
(xiv) “(01, p> E E” E S implies “(fl, a) E E” E S, 
(xv) “(a, /3) E m E i” E S implies “(01~ , /3> E E” E S, 
(xvi) “(a, p> E E” E S and L(a) E S, w h ere L(U) is any label with an occurrence 
of OL, implies L(p) E S, 
(xvii) for any Tl _C T2 in &, if “(a, /3) E Tl” E S then “(oL, ,6) E Tz” E S. 
A set of labels S is inconsistent if for some parameters (Y, p and relation constant R, 
“<a, 8) E R” and “(E, /3) $ R” are both in S. Otherwise S is said to be consistent. 
Let S be a consistent saturated set of labels. If 01, /3 are individual parameters let 
ar -p if “(01, /3) E E” E S. Then N is an equivalence relation. Let F be the set of 
equivalence classes. Elements of F will generally be denoted by a typical representative 
of the equivalence class. We can now define an interpretation I, as follows. Let DIs be F. 
For every R let I,(R) = {(oL, /3) / “((Y, /3) E R” E S}. Note that 1, is a well-defined 
interpretation since it is saturated w.r.t. the rules concerning distinguished relation 
symbols. I, can be extended to terms as in 2.2. 
LEMMA 3.2.3. For any term T, (01, /3) E I,(T) o “(a, fi) E T” E S. 
PYOO~ (by structural induction on T). Note that if T is a relation constant then the 
result follows from the definition of 1s . One example of the induction step is given. 
The other cases are similar. 
Suppose T = Tl U T, . If (01, /?) EI,(T, v T,) then by definition (01, #?) E I,(T,) 
or (01,@ E I,( T,). If (01, ,k?) E I,( TJ then by induction “(01, j?) E Tl” E S. Now by satura- 
tion either “(a, p) E Tl u Tz” E S or “(~11, p) $ Tl u Tz” E S. If the latter is the case 
then again by saturation “(a, ,Q $ Tl , which contradicts the consistency of S. Therefore 
“(a, .@) E Tl u Tz” E S; similarly if (OL, fl> E I,( T,). 
Conversely suppose “(IX, /3) E Tl v Tz” E S. By saturation “(a, ,6> E Tr” E S or 
“(a, /3) E Tz” E S. Suppose the former. Then by induction (LY, ,8> E I,(T,) and by 
definition (OL, 8) EI,(T, u T,); similarly if “(a, ,@ E Tz” E S. 1 
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A proof tree is complete if for every branch B in the tree B is blocked or the labels 
on the nodes of B constitute a saturated set. 
LEMMA 3.2.4. Every proof tree can be extended to a complete proof tree. 
Proof. The standard proof for first-order logic may be duplicated. See, for example, 
[9, p. 601. The rules of deduction are systematically applied and the resulting (possibly 
infinite) tree will be complete. We leave the detailed proof for the Appendix. i 
THEOREM 3.2.5 (Completeness). &’ + 5”i C T, 3 ~4 I- Tl C T, . 
Proof. Suppose &f Tl C T, . Then the tree 
(a, B> E Tl> 
(~,P> I T, 
can be extended to a complete tree in which there is at least one branch whose labels, S, 
constitute a consistent saturated set. Then from Lemma 3.2.3 +,, JZZ and fls Tl C T, . a 
3.3. Compactness 
In first-order predicate calculus the compactness theorem may be derived from 
the completeness theorem using the fact that a formula is valid if and only if its negation 
1# is unsatisfiable. To imitate this proof we need to introduce negative formulas. 
If Tl , Tz E a, Tl $ T, is a negative atomic formula. For any interpretation I, +I Tl $ T, 
if I(T,) $ T(T,). The definition of 0 k # given in 2.2 may now be extended to include 
negative atomic formulas. We could also extend the proof system to negative formulas 
but we limit ourselves to saying that an algebraic axiom of the form Tl $ T2 may be 
introduced as the rule of deduction 
A slight modification is necessary to the completeness theorem to ensure that it is true 
for these new forms of axioms. We leave this to the reader. 
Let &, a be recursively enumerable sets of atomic formulas. B is &-satisfiable 
if there exists an interpretation I such that /=, & and k, .g. 
THEOREM 3.3.1 (Compactness). 9 is d-satis$able if and only ;f wery jkite subset 
of 9 is &-satisfiable. 
Proof. We prove the if direction. Let POS(&‘), NEG(g) be the positive and negative 
formulas in g, respectively. We add to the axioms & all the formulas in POS(B) and 
consider the systematic method used to extend the empty tree to a complete proof 
tree for this augmented set of axioms. We modify this process so that at the end of each 
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stage we select a (previously unused) formula from NEG(g), T1 g T, , and add the two 
labels 6~ ,d E Tl , +I , ~~‘2) 6 Tz , where yr , ‘yz have not appeared in the tree so far. 
The resulting tree cannot be finite. For if it were, let F = {T1 $ T, 1 T1 $ T2 has been 
introduced into the tree in the above manner}. Then by using a simple extension of 
Theorem 3.2.2 we have & j== F, where P = {T1 5 T2 1 T1 $ T, E F}. This, however, 
contradicts the fact that F is &-satisfiable. Let 1 be the interpretation generated by any 
infinite path. Then by construction I + & and I + 99. [ 
As a simple corollary we now prove the main result of [6] concerning the termination 
of programs. Informally the result states that programs halt for second-order reasons 
and to prove it an ultraproduct construction is used. Here we merely apply the com- 
pactness theorem. 
To consider programs we need to extend FRC to what we call PRC, the program 
relational calculus. Informally FRC is extended by adding new syntactic terms which 
correspond to program schemes. The notions of atomic formulas and assertions remain 
the same. 
We add to the set of relation constants a set of relation variables {Fi: i E I}, each with 
an associated arity, and allow them to be used to define terms as in Definition 2.1.1. 
Now we add a sixth method of defining a term: 
(vi) If T1 E (mi -+ nj), Fj E (mj -+ nj), 1 <j < k, then 
piFl ,-.,Fk[Tl ,..., T,J E (mi - n,>, l<i<K. 
These new terms are called p-terms or second-order terms, whereas terms not involving 
pi , i.e., terms in FRC, will be called jirst-order terms. 
An occurrence of a variable Fi is bound in the term T if it occurs within a subterm 
of the form pjF1 ..* F,[T, ,..., T,]. Otherwise it is free. A term T is syntactically monotone 
in Fi if each free occurrence of Fi occurs within an even number of subterms of the 
form S’. It is syntactically continuous in Fj if no occurrence of Fi occurs within a subterm 
of the form S’ or within a subterm of the form pLiXr ... X,[S, ,..., S,], where some Sj 
is not syntactically continuous in some Xz , 1 < 1 ,< k. A term is well formed if for all 
terms of the form pfXI ,..., X,[T, ,..., Tk] occurring as subterms, each Ti is syntactically 
monotone in each Xj, 1 < i, j < k. 
We will assume that all terms are well formed. The reason for the restriction is that 
an interpretation for FRC can be extended to all well-formed terms as follows: 
Let F represent the vector of variable symbols (F1 ,..., Fk) and let S represent a vector 
of relations (S, ,..., Src> such that the type of each S, is the same as the type of Fi . 
Then IFS is the interpretation which extends I by assigning Si to the variable F, . 
IhF, ... F,[T, ,..., TJ) is then the ith component of the least fixed point of the 
functional 
F’(S, ,..., s,) = <I2(Td,..., I2(Td>. 
This least fixed point exists because every syntactically monotone term defines a 
monotonic function over the structure and such functions always have least fixed points. 
Let pi denote pIF1 . ..F.[T, ,..., T,], 1 ,< i < n and for the remainder of this section 
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let T be a syntactically continuous term whose F subterms appear in the list pi ,,.., pn . 
Define the finite approximations to T as follows: 
(i) Let TO = Sz. 
(ii) Let Tk+l = T[T,” 1 t.+ ,..., Tnk 1 p,J, i.e., Tk+l is the result of substituting 
Tik for pi in T, for each i, 1 < i < n. 
LEMMA 3.3.2. If T is syntactically continuous then for every interpretation I, I(T) = 
U;=, Vn). 
Proof. See [l, 4 or 81. b 
Syntactically continuous terms are of interest because they may be used to represent 
program schemata within the relational calculus. For example, the schema 
may be represented by the term pF[ pABF u p’c]. This method of representing program 
schemata is discussed in more detail in [S, 41. 
PROPOSITION 3.3.3. Let T1 C T, be an atomic formula, where T1 contains no second- 
order terms and Tz is syntactically continuous. Then for any r.e. set zd of jirst-order axioms 
~4 /= T1 C T, if and only ;f & b TX C Tzm for some m > 0. 
Proof. If /= T1 C Tzm for some m > 0 then by monotonicity + T1 C T, . To prove 
the converse we use the compactness theorem. Suppose J& k T1 C T, and Sp F T1 C Tzm 
for any m. Let F1 = {R g Q} and F,,, = F, u (R C TX n (T,*)‘}. Then F, is &- 
satisfiable for every n. By compactness F = lJ,“=, F, is d-satisfiable. Therefore there 
exists an I such that +I d and k,F. By the construction of F and Lemma 3.3.2 this 
implies that ti 1==1 T1 $ T, which contradicts the fact that & + TX C T, . 1 
The main result of [6] states that if & is an r.e. set of first-order sentences and S 
is a schema, such that kr d implies that I(S) is total, then there exists a loop-free 
schema So such that &’ + S = So. The totality of a schema (represented by) T may 
be expressed by the formula U C T U, which we denote by TOT(T). Also let Det(T) 
denote T-IT C E. 
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COROLLARY 3.3.4. If d + TOT(T), Det(T) then there exists a schema S involving 
no second-order terms (i.e., a loop-free schema) such that .z? k T = S. 
Proof. From the above proposition we see that & + TOT(T”) for some n. The 
result follows if we let S be T” since it is a trivial matter to prove that for any terms T, S, 
TOT(S), DET(T), S C T I- S = T. 1 
APPENDIX: PROOF OF LEMMA 3.2.4 
A label will be called atomic if it is of the form (01, p) E T or (ar, j3) # T, where T is a 
relation constant other than U, 52, E, m E i. Otherwise it is nonatomic. 
The heart of the proof is a description of a systematic method for applying the rules 
of deduction to any proof tree. The method goes in stages. At each stage we “use” a 
node. This may be noted by a check mark. It is convenient to think of the set of param- 
eters as being ordered. This is obviously possible since it is denumerable. We will also 
use a total ordering on PL, the set of labels of the form ((Y, p) E T. 
At stage 0 we have the given proof tree. Suppose stage K has been reached. Then 
stage (K + 1) is described as follows: 
(1) If the proof tree is blocked then halt. 
(2) Otherwise let (01, /3) E T be the Kth label in PL. Then extend every nonblocked 
branch of the tree to two new branches by adding two new leaves, one labeled (01, /3) E T, 
the other (01, p) $ T. 
(3) On this new tree pick a node n of minimal depth with nonatomic label L, 
which is not used and which appears on at least one open branch. If such a node does 
not exist the stage (K + 1) is over. Otherwise at the end of stage (K + 1) the node n 
will be used. 
(4) Extend each open branch B which contains 71. Roughly speaking L is an instance 
of the premise of a rule of deduction and this rule of deduction is used to extend B. 
In certain cases it is necessary to change slightly the application of the rule. So we now 
define exactly the extension for each possible choice of L. 
(9 <a, P> E Tl u T2 . 
Add two new leaves labeled (a, fi) E Tl and (01, p) E T, . 
(ii) (01, B> $ Tl u T2 . 
Add two nodes (i.e., merely extend the existing branch) with labels ((w, /3) $ Tl , 
(a,/9 $ T, . 
(iii) (01, /3) E Tl n T2 . 
Add two nodes, labeled (01, p) E Tl , (CX, p) E T, . 
(3 (0~~ B> $ TI n T2 . 
Add two new leaves, labeled (ol, /3> $ Tl , (01, /3) # T, . 
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(4 <a, B> E CT1 a..., Td. 
Add k nodes, labeled (a, &) E Ti , i < i < k. 
(4 <a, B> $ CT1 ,..-, Td. 
Add k new leaves, labeled (a, pi) E Ti , 1 < i < k. 
(vii) (a, fl) E T-l. 
Add a new leaf, labeled (fl, a) E T. 
(viii) (a, /3) $ T-l. 
Extend to a new leaf, labeled (a, fi) $ T. 
(ix) <a, B> E TlT2 . 
Add two nodes labeled (a, y> E Tl and (y, 8) E T, , where y is a parameter which does 
not appear in B. 
(4 <a, 8) # TIT, . 
Let y be the least parameter (in the enumeration of the set of parameters) such that 
neither (a, r) $ Tl nor (y, /3) 6 T, belong to B. Then two branches are created. The 
first by adding two nodes with labels (a, /3) 6 TIT, , (a, y) +! Tl and the second by 
adding two nodes with labels (a, /I) $ TIT,, (y, /3) 4 T, . 
(xi) <a, 8) # u- 
Extend to a new leaf with label (a, /3) E Sz. 
(xii) (CL, /3> E Sz. 
Extend to a new leaf with label (a, fl) $ $2. 
(xiii) (a, /3) E m E i. 
Extend to a new leaf labeled (ai , p) E E. 
(xiv) (01, @ E E. 
Let L(a) be the label of minimal depth in B such that &3) does not appear in B. Then 
extend B by adding three nodes, labeled (/3, a) E E, L(p) and (01,@ E E. 
Finally regardless of which case ((i)-(xiv)) is applicable we also apply the following 
to each open branch B which contains the node n: Suppose n is labeled with (a, /3) E Tl . 
If Tl C T, is in -02, for any term T, , extend B by adding a new leaf, with label (a, p) E T, . 
This completes the description of stage (k + 1) and the node n is now used. 
Let t, be the tree which is obtained after the nth stage. Note that tnfl is an extension 
of t, (or t, is a subtree of t,+l) in so far as t,+l can be obtained from t, by replacing 
a leaf with label L by a tree whose root is labeled L. Let t be the limit of the trees 
{tn: n > O}. If the sequence is finite then t is t, , where k is the largest integer such 
that t, exists. Otherwise t is an infinite tree which is an extension of each t, . Note 
that strictly speaking t is not a proof tree as the rules used in producing it are slightly 
different than the rules of deduction. See in particular cases (x) and (xiv). However 
if we delete the repeated nodes the result will be a proof tree. We will continue to use t 
instead of the modified tree as we are only interested in the set of labels on the branches. 
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It remains to show that t is complzte. If it is blocked then it is true by definition. 
Otherwise it is necessary to show that every nonblocked branch B is saturated. This 
involves proving the 17 cases in the definition of saturated. We content ourselves with 
three. 
(i) Suppose ((Y, /?) E Tl u T, is on the branch B. At some stage the node with 
this label must have been used. Then two new labels were introduced, (01, /?) E Tl 
and (01, /3) E T, , both labeling leaves. Now B must be an extension of one of these 
new branches. Therefore either (01, /3) E Tl or (CX, p) E T, is in B. 
(ix) Let (01, /3) E T b e any label. Suppose it is the Kth label in the enumeration 
of PL. Then every open branch, at stage K, gave rise to two new branches, obtained 
by adding two new leaves labeled (01, /3> E T and (o;, /3) .$ T, respectively. B is ?n 
extension of one such branch and therefore either (a, /3) E T or (OL, /3) $ T is in B. 
(xi) Suppose <a, B> $ TIT2 and y is any parameter. Now the label (a, j?) 4 TIT, 
is reintroduced each time it is used and so is used an infinite number of times. Con- 
sequently we must get to the stage where y is the parameter of a certain stage listed 
in part (x) of Section 3. Let B’ be the initial part of B in existence at that stage. If 
(01, y) 4 Tl or (y, /3) 4 T, is in B’ then it is in B. Otherwise B’ is extended by adding 
new leaves labeled (01, y} $ Tl and (y, fl) $ T2 . Now B must be an extension of one 
of these new branches and therefore either (ol, y) # T1 or (y, fl) 4 T, is in B. 1 
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