The Cox regression model is a popular model for analyzing the relationship between a covariate vector and a survival endpoint. The standard Cox model assumes a constant covariate effect across the entire covariate domain. However, in many epidemiological and other applications, the covariate of main interest is subject to a threshold effect: a change in the slope at a certain point within the covariate domain. Often, the covariate of interest is subject to some degree of measurement error. In this paper, we study measurement error correction in the case where the threshold is known. Several bias correction methods are examined: two versions of regression calibration (RC1 and RC2, the latter of which is new), two methods based on the induced relative risk under a rare event assumption (RR1 and RR2, the latter of which is new), a maximum pseudo-partial likelihood estimator (MPPLE), and simulation-extrapolation (SIMEX). We develop the theory, present simulations comparing the methods, and illustrate their use on data concerning the relationship between chronic air pollution exposure to particulate matter PM10 and fatal myocardial infarction (Nurses Health Study (NHS)), and on data concerning the effect of a subject's long-term underlying systolic blood pressure level on the risk of cardiovascular disease death (Framingham Heart Study (FHS)).
Introduction
The Cox model is a popular model for analyzing the relationship between a covariate vector and a survival endpoint. The Cox model expresses the hazard function as λ(t|ζ(t)) = λ 0 (t) exp(β T ζ(t)), (1.1) where λ 0 (t) is a baseline hazard function of unspecified form, ζ(t) is the covariate vector (which can depend on time), and β is a vector of regression coefficients to be estimated. Model (1.1) implies the assumption that the covariate effects are constant across the entire covariate domain. In many epidemiological and other applications, however, there is interest in considering the possibility that the covariate of primary interest is subject to a threshold effect, that is, a change in the slope at a certain point within the covariate domain. Our interest in this issue was prompted, as described in Zucker et al. (2013) , by some instances of threshold effects observed in the Nurses' Health Study (NHS). For example, a threshold effect was observed in the relationship between air pollution and fatal myocardial infection (MI). Often the covariate of primary interest is not measured exactly, but rather is subject to some degree of measurement error. This leads to the problem addressed in this paper, of estimating threshold effects in the presence of covariate measurement error. The problem of covariate measurement error in standard regression models without threshold effects has been extensively studied. Fuller (2009) provides a comprehensive treatment of covariate error in classical linear regression models, and Carroll et al. (2006) provides a comprehensive treatment of measurement error correction in nonlinear models. There is a substantial literature, starting from Prentice (1982) , on measurement error correction methods in the specific context of the Cox model. Zucker (2005) provides a review of these methods.
Several papers have considered threshold models with covariate error in the context of linear regression models. Gbur and Dahm (1985) considered the case of a segmented linear model with known changepoint and suggested a moment estimator for the regression coefficients. Kukush and Van Huffel (2004) considered the multivariate measurement error model. Additional correction methods for the linear case have been examined by Storck and Vencovsky (1994) and Grimshaw (1992) . Küchenhoff and Carroll (1997) considered threshold regression in the generalized linear model with unknown changepoint. They studied the regression calibration (RC) method and the SIMEX method (Carroll et al., 2006, Chapters 4 and 5) . They found that the RC estimator usually has more bias but smaller variance than the SIMEX estimator; this is contrary to the case without a changepoint in which these two procedures behave similarly. Staudenmayer and Spiegelman (2002) examined the direction of the bias in the estimated changepoint in segmented regression with covariate measurement error in main study/validation study designs. Gössl and Küchenhoff (2001) considered threshold logistic regression from a Bayesian perspective. Quintana et al. (2005) considered Bayesian identification of the threshold by clustering algorithms. As far as we are aware, threshold models with covariate error in the context of survival data has not been previously studied.
Working a threshold Cox model in the presence of covariate error presents two challenges. The first challenge is dealing with the covariate error. In the absence of measurement error, if the changepoint is known the analysis reduces to a simple application of standard Cox model methodology. In the presence of measurement error, the problem becomes considerably more difficult, even when the changepoint is known. Beyond that, there is the second challenge of estimating the changepoint.
There are some cases where the potential changepoint is known, at least approximately. One notable example is body mass index, which has been found to be protective against breast cancer risk before the age of menopause, and harmful afterwards (Pitsavos et al. (2005) ). Another example is alcohol intake, which exhibits a well established changepoint in relation to cardiovascular disease risk with a protective effect observed up to 15 g/day, and a harmful effect after (Chen et al. (2016) ). These are considered as examples for known changepoint since they are estimates of the data from literally millions of participants, in some cases through meta-analyses of all available data up to the publication date. In this paper, we examine methods for correcting the estimated regression coefficients in the presence of measurement error under the Cox model with a threshold effect, where the changepoint is known. We consider the case where the covariate is dependent on time, unless mentioned otherwise. Studying the case of known changepoint provides useful insight into the effect of measurement error in fitting a threshold Cox model and the performance of various approaches to dealing with the measurement error. The known changepoint case provides a benchmark for the unknown changepoint case. In a follow-up paper currently in preparation, we examine estimation of the changepoint in the Cox threshold model with covariate error.
Let X(t) denote the covariate of main interest and Z(t) ∈ R p the vector of additional covariates. The main covariate X(t) is subject to measurement error, while the additional covariates Z(t) are error-free. The measurement error in X(t) is assumed to be additive, that is, we observe W (t) = X(t) + U , where U is a random variable such that E(U |X(t)) = 0. Define u + = max(u, 0). The model we consider in this paper is then given by λ(t|x(t), z(t)) = λ 0 (t) exp(γ T z(t) + βx(t) + ω(x(t) − τ ) + ), (1.2) for a known changepoint τ in the covariate domain. We seek to estimate β, ω, and γ. Note that the special case of zero effect below the changepoint is obtained with β = 0. With τ known, the model can be put in the framework of the standard Cox model (1.1) by setting ζ j (t) = Z j (t), j = 1, . . . , p, ζ p+1 (t) = X(t), and ζ p+2 (t) = (X(t) − τ ) + . Thus, in the changepoint setup, the effect of the covariate X involves two regression terms, one involving X 1 = X and one involving X 2 = (X − τ ) + . There is a deterministic functional relationship between these two terms. In the measurement error situation, simple substitution leads to W 1 = W and W 2 = (W − τ ) + . In Section 4, we present simulations comparing the results of naive analysis and regression calibration in the changepoint setting just described to those obtained in a contrasting setting that we refer to as the "2 variables" setting. In the "2 variables" setting, the random vector (X 1 , X 2 , W 1 , W 2 ) is generated as a multivariate normal vector with the same covariance structure as for the vector (X 1 , X 2 , W 1 , W 2 ) in the changepoint setting. Thus, in the "2 variables" setting, X 1 and X 2 are correlated, and so are W 1 and W 2 , but there is no deterministic relationship between X 1 and X 2 . If we were working with a linear model, the limiting values of the regression parameter estimates would be completely determined by the covariance structure, so that the results for the changepoint setting and those for the "2 variables" setting would be essentially the same. But the Cox model is a nonlinear model, and the limit of the Cox partial likelihood score function under a naive analysis involves terms that are nonlinear in the covariates. Hence the results in the changepoint setting are not necessarily the same as those as in the "2 variables" setting, and indeed in the simulations reported in Secion 4 we find that the results for the two settings differ. Thus, the Cox changepoint model with covariate error is not simply a special case of the Cox model with two error-prone covariates.
The purpose of this paper is to develop two new methods for covariate measurement error correction in the Cox model with a threshold effect, and adapt several existing ones to this context. Section 2 presents the notation and background, and describes the methods examined. Section 3 presents the asymptotic properties of the methods. Section 4 presents a simulation study comparing the various methods. Section 5 presents two examples. The first example involves data from the Nurses' Health Study (NHS) on the relationship between air pollution, expressed in terms of exposure to particulate matter of diameter 10 µg/m 3 or less (PM 10 ), and fatal myocardial infarction. The second example involves data from the Framingham Heart Study (FHS) on the effect of a subject's long-term underlying systolic blood pressure level on the risk of cardiovascular disease death. Section 6 presents a discussion, and Section 7 presents a brief summary.
Often the research context involves an event of main interest and other competing events which may be related to this event but are not themselves of interest. Lau, Cole, and Gange (2009) describe the various approaches to analyzing survival data in the presence of competing risks, and discuss the advantages and disadvantages of each. They state that the choice of approach should be driven by the scientific question. In many situations, the quantity of interest is the cause-specific hazard, which expresses the probability that an individual experiences the event of interest within a short interval after the present time given that the individual is still under observation. For example, many of the analyses carried out in the Nurses' Health Study, such as Hart et al. (2013) , Palacios et al. (2014) , and Hart et al.(2018) , have focused on the cause-specific hazard for a specific health event. In such situations, the event of interest can be analyzed without any modeling of the competing events. This is the situation that we address in the present paper. There are other situations where the various competing events are on an equal footing and there is interest in examining the cumulative incidence rates of the various events, but this setting is beyond the scope of the present paper. For simplicity, we carry out our simulations in the setting of a single event, but our examples involve competing events.
Methods

Setting, Notation, and Background
We assume we have data on n individuals, with the data on these individuals independent and identically distributed. Time is measured relative to a specified zero point, such as birth or time of disease diagnosis. We allow for left truncation, such as occurs in studies where the time metameter is age (time zero = birth) and people enter the study at different ages, as in NHS. We denote byT i the time at which individual i first comes under observation, by T i the time at the end of follow-up on individual i, and by δ i a 0-1 variable indicating whether the event of interest was (1) or was not (0) observed on individual i. The maximum possible observation time is denoted by t * . For a given individual i, (Z i (t), X i (t)) denotes the true covariate vector. Again, X(t) is the covariate of primary interest, which is subject to a possible threshold effect, while Z(t) is a vector of additional covariates. The main covariate X(t) is measured with error, while the additional covariates Z(t) are assumed error-free.
We
, which is a 0-1 variable indicating whether individual i has (1) or has not (0) experienced the event of interest before or at time t. If individual i experiences the event of interest at time t, follow-up is taken to end at time t, so that Y i (s) = 0 for all s > t. In addition, follow-up can end due to censoring or competing events. We work with a model for the cause-specific hazard (Putter, Fiocco, and Geskus, 2006, Section 3.3.1). Let F t = σ(N i (s), Y i (s), X i (s), Z i (s), s ∈ [0, t], i = 1, . . . , n) denote the observed study history up to time t. We assume that X i and Z i are predictable with respect to F t . Our model says that
with the cause-specific hazard λ(t|x(t), z(t)) given by (1.2) .
The observed version of X(t) is denoted by W (t). We assume a classical normal additive measurement error model where
We work under the main study/external reliability design. We write θ = (γ T , β, ω) T and σ 2 w = Var(W (t)|Z(t)) = σ 2 x + σ 2 u . In studies with time-dependent covariates, typically the covariates are not measured on a continuous basis, but rather at specific time points t * 1 , . . . , t * K . One popular approach for analyzing data of this type is through a joint survival/longitudinal model as described by Rizopoulos (2012) . However, as dis-cussed in Liao et al. (2011) , in many cases the joint modeling approach is hard to apply, in which case a reasonable alternative is to carry forward the most recent measurement of the covariate. Although this carry-forward approach itself induces measurement error, in epidemiological studies it is commonly the case that the point exposures are subject to considerable measurement error, while the error induced by carrying forward the most recent cumulative exposure value is less serious. The methods described in this paper are aimed at this context. The vector of true covariate values is X = (X(t 1 ), . . . , X(t K )) and the corresponding vector of measured covariate values is W = (W (t 1 ), . . . , W (t K )). When we write X(t) or W (t), we mean the value of X or W at the largest t j value less than t.
The classical normal additive measurement error model is assumed with
x ) and the U i (t j )'s are i.i.d. across j N (0, σ 2 u ), independent of the X(t)'s and the Z(t)'s. The mean µ x (z) is assumed to be of the form
We work under the main study/external reliability design. Let us write θ = (γ T , β, ω) T and σ 2 w = Var(W (t)|Z(t)) = σ 2 x + σ 2 u . The measurement error correction methods we consider involve the nuisance parameters α 0 , α 1 , σ 2
x , and σ 2 u . In practice, these parameters are unknown and must be estimated from suitable data. In particular, estimation of σ 2 u requires replicate measurements of W (t). In our simulation study, we consider first the simple setting without additional covariates Z(t), and then we extend it, for part of the considered scenarios, to the setting with additional covariates Z(t). We assume that µ x = α 0 and σ 2
x and σ 2 u are estimated from an external reliability study. The estimates are computed by one-way random effects ANOVA, and we assume that the resulting conditional expectation and the conditional variance are transportable to the main study.
The methods
Let us write the relative risk function as r(x, z, θ) = exp(γ T z + βx + ω(x − τ ) + ). If X(t) was known, we would work with the standard Cox log partial likelihood, given by
Many methods for Cox regression analysis with covariate error involve replacing r(x, z, θ) with some substitute. The specific methods we examine are listed below.
A. Naive Method: The naive estimator is obtained by maximizing the log partial likelihood function with W (t) plugged in for X(t), ignoring the measurement error.
Then, by properties of the truncated normal distribution (see Johnson et al., 2014, Section 10.1), we have
where φ and Φ denote the normal probability density function and the normal cumulative distribution function, respectively.
C. Induced Relative Risk (RR) Methods
C1. Original RR Method (RR1):
This is an extension of the method proposed by Prentice (1982) to threshold models. Recall that we denote the hazard with respect to the true covariate X(t) and the additional covariates Z(t) by λ(t|x, z). Denote the hazard with respect to the observed covariate W (t) and Z(t) by λ * (t|w, z). As discussed in Prentice (1982) ,
Under the assumption that the event is rare, the conditioning on the event {T ≥ t} can be omitted, leading to λ * (t|w, z) ≈ E[λ(t|X(t))|W (t) = w, Z(t) = z]. In the case of our
Under our measurement error model, we have (proof in S.1 in the Supplemental Materials)
where Φ denotes the normal cumulative distribution function.
C2. Modified RR Method (RR2):
The RR1 method should theoretically yields estimates that are virtually unbiased in the rare event scenario. However, in our simulations of RR1 under the rare event scenario, significant remaining bias was observed, as can be seen in the tables. We therefore examined a bootstrap bias-correction procedure involving the following steps:
(i) Compute the RR1 estimateθ based on the original data (ii) Take B bootstrap samples from the data using the weighted bootstrap algorithm as in Kosorok and Song (2007) . We use the weighted bootstrap rather than the ordinary bootstrap in order to avoid the complexities that arise in survival analysis when there are ties. The weighted bootstrap algorithm involves assigning a random weight to each observation, with the weights generated as follows: (a) generate n positive random variables κ 1 , κ 2 , ..., κ n from the exp(1) distribution; (b) truncate these weights at 5, that is take κ * i = min(κ i , 5); (c) divide each weight with the sample averageκ * = n −1 n i=1 κ * i to obtain the standardized weight κ 0 i = κ * i /κ * (the standardized weights sum up to n). Then, for a given function f , we replace expressions of the form 1
For each bootstrap sample j, j = 1, 2, ..., B, compute the RR1 estimateθ j of θ. Letθ denote the mean of the estimatesθ j over the B bootstrap samples.
(iii) Estimate the bias of the RR1 estimate via b =θ −θ, and then compute the bias-corrected estimate of θ asθ
D. MPPLE Method:
The MPPLE method is based on the work of of Zucker (2005) . The method applies to the case of time-independent covariates. It requires an assumption that any censoring of the event of interest is independent of all other random variables in the model. Like Prentice's RR method, it works with the induced hazard model λ * (t|w, z) = E[λ(t|X)|W = w, Z(t) = z, T ≥ t], but it differs from Prentice's method in that it avoids the rare disease assumption. Let f (x|w, z) denote the conditional density of x given w and z, i.e., the normal density with mean µ(w, z) and variance η 2 . The induced hazard is then expressed as λ * (t|w, z) = λ 0 (t) exp(φ(θ, w, z, Λ 0 (t))) with
The MPPLE estimate of θ is obtained by substituting this induced hazard into the Cox partial likelihood and maximizing over θ. The various integrals required by this estimator were evaluated by 20-point Gauss-Hermite quadrature. The induced hazard depends on the unknown cumulative hazard rate Λ 0 (t). Zucker (2005) proposed a non-iterative forward recursion for estimating Λ 0 (t) for a given value of the regression coefficients, and this estimate is then plugged into the partial likelihood expression.
E. SIMEX Method: SIMEX is a simulation-based method, obtained by adding additional measurement error to the data in a resampling-like stage, modeling the trend of the measurement error-induced bias as a function of the variance λ of the added measurement error, and extrapolating this trend back to the case of no measurement error. The method is described in detail in Carroll et al. (2006, Chapter 5) . In preliminary work, we examined three extrapolation methods : rational linear extrapolation, simple quadratic extrapolation, and the third-degree polynomial extrapolant of the form G P 3 (λ, Γ) = γ 1 + γ 2 λ + γ 3 λ 2 + γ 4 λ 3 . Examining plots with the fitted extrapolation function superimposed on a scatterplot of the mean value of the estimate as a function of λ (based on 1000 replications), we found that the third-degree polynomial provided the best fit, and we used this extrapolation method in the implementation of the SIMEX estimator in our numerical studies.
Remarks:
The naive, RC1, RR1, the MPPLE and the SIMEX are existing methods in the literature, whereas the RC2 and the RR2 are new methods that we develop in this paper. Generally speaking, the worst method is the naive method which ignores the measurement error, and therefore we expect it to perform poorly. The RC1, RC2, and RR methods all rely on a rare disease approximation. Under the rare disease assumption, the representation of the induced relative risk λ * (t|w, z) used in the RR methods is essentially exact, whereas the representation used in the RC1 and RC2 methods is approximate. We thus expect RR1 and RR2 to perform better than RC1 and RC2. The MPPLE method avoids the rare disease approximation, and is thus expected to be the most accurate method.
The Cox model can be applied to settings where the covariates are timeindependent and settings where the covariates are time-dependent.
In the time-dependent setting, if the rare disease approximation is reasonable, the RC1, RC2, RR1, and RR2 can be applied. In discussions of the use of the Cox model with time-dependent covariates, a distinction is traditionally made between exogenous time-dependent covariates, such as environmental conditions, and endogenous covariates, such as physiological or behavioral characteristics of the individual under study (Kalbfleisch and Prentice, 2002, Section 6.3). The availability of a measurement of an endogenous covariate at a given time entails that the individual was still alive at that time. Under the rare disease assumption underlying the RC and RR methods, conditional expectations given survival up to a given point are approximated by expectations that do not conditional on survival up to a given point. In this context, the distinction between exogenous time-dependent covariates and endogenous time-dependent does not come into play. The MPPLE method avoids the rare-disease assumption, but is applicable only to the case of time-independent covariates. To handle endogenous time-dependent covariates without a rare disease approximation, one possible approach is the joint modeling approach as described by Rizopoulos (2012) , and a few papers have considered joint models with change- 3 Asymptotic properties of the Naive, RC1, RC2, RR1, and MPPLE estimators 3.1 Naive, RC1 and RC2
The naive, RC1, and RC2 estimators are all of a common form. Each involves
Let g denote the function pair (g 1 , g 2 ) and let V i (g(t)) denote a vector of length p + 2 in which the first p components are the elements of Z i (t), the (p + 1)-th component is
. Define
The naive, RC1, and RC2 estimators are then obtained as the solution to
Letθ denote the resulting estimator. Additional notation is presented in Appendix A.1. Using the methods of Andersen and Gill (1982), Struthers and Kalbfleisch (1986), Lin and Wei (1989), and Self and Prentice (1982) , we obtain the following proposition: Proposition: Under suitable technical conditions similar to those in Andersen and Gill (1982), we have the following: (i) Convergence to a Limit: Defineθ (g) to be the solution of the equation
(ii) Asymptotic Normality: n 1/2 (θ−θ * ) converges in distribution to a mean-zero multivariate normal distribution whose covariance matrix can be consistently estimated by
For the RC methods, which involve the nuisance parameters φ = (µ x , σ 2 x , σ 2 u ), these parameters are unknown and need to be estimated with the estimation error accounted for in the covariance matrix of the estimates. Suppose the estimation of φ is based on a sample of m independent individuals, and denote byφ the estimator of φ. Then, the vectorφ is obtained as a solution of the estimation equations of the form
whereΨ φ denote the first derivative of Ψ respect to φ. Also, denote byΨ φ the second derivative of Ψ respect to φ, and byU
As in Zucker and Spiegelman (2008), the corrected covariance matrix is
whereÂ corr (t,θ,φ, g) is equal to the sum ofÂ(t,θ,φ, g) and the terṁ
where V(t) denotes a vector of length p + 1 in which the first p components are the elements of Z i (t), and the (p + 1)-th component is W i (t). Then the partial log likelihood function is:
The RR1 estimator is the maximizer of l RR1 p t * , θ), i.e., the solution to the equa-
) denote the first and second derivative of r(θ, V i (t)) respect to θ, respectively. Additional notation is presented in Appendix A.2.
Proposition: Under technical conditions similar to those in Andersen and Gill (1982), we have the following: (i) Convergence to a Limit: Defineθ (RR1) to be the solution of the equation
is a vector of length p + 2 in which the first p components are
and the (p + 1)-th and (p + 2)-th components are
MPPLE
Denote byΛ 0 the estimator of Λ 0 , and let g denote the function pair (g 1 , g 2 ) as in the naive method. The MPPLE estimator is obtained as the solution to
⊗2
with a ⊗2 = aa T . Using the arguments of Zucker (2005), we obtain the following proposition:
Proposition: Denote by θ 0 the true value of θ. Under suitable technical conditions similar to those in Andersen and Gill (1982) , we have the following: (i) Convergence to a Limit:θ p → θ 0 . (ii) Asymptotic Normality: n 1/2 (θ −θ 0 ) converges in distribution to a mean-zero multivariate normal distribution whose covariance matrix can be consistently estimated byΩ −1 +Ω −1ĤΩ−1 , whereΩ = Ω(t,θ, g,Λ 0 ) andĤ is given in Zucker (2005, eq. (A.15)).
Asymptotic Bias
As noted earlier, the asymptotic limits of the naive, RC1 and RC2 estimators are obtained as the solutionθ (g) of q (g) (t * , θ) = 0, where q (g) (t * , θ) is the limit of U (g) (t * , θ) as n tends to infinity. Similarly, the asymptotic limit of the RR1 estimator is the solutionθ
as n tends to infinity. The asymptotic bias is thenθ (g) − θ 0 for the relevantθ (g) . Hughes (1993) previously presented similar asymptotic bias calculations for the naive estimator in the Cox model without a threshold effect.
We computed the limiting values numerically for the naive, RC1, RC2, and RR1 estimators under the rare disease scenario where n = 50, 000 and cumulative incidence = 0.01. The Newton-Raphson method was used to find the point where the score function equals zero. Then, we compared the results with those obtained in the simulation studies, for the case when the measurement error parameters are known. Both the theoretical and empirical bias are based on a model with one covariate and true parameters of β = log(1.5) = 0.405 and ω = log(2) = 0.693. The starting values for the Newton Raphson calculation in all methods were (0,0). Table S.2 in the Supplemental Materials presents the results, where the asymptotic bias is labeled as theoretical , and the simulation results are labeled as empirical . The variable pct denotes the percentage of instances over the 1000 replications in which the estimation procedure converged. In addition, DELTA denotes the difference between the theoretical result and the simulation result. Generally, the RR1 method had the least bias, typically negligible, except at the lower extreme values of τ , where the relative bias was ±0.05 for ρ xw = 0.8 and becomes larger as ρ xw decreases. For the naive method, when n = 50, 000 and cumulative incidence = 0.01, the theoretical and simulation results agreed closely, as expected. For the RC1 and RC2 methods, the agreement between the theoretical and simulation results was better for τ < 0 with n = 200, 000 (keeping cumulative incidence of 0.01), where for τ > 0, the agreement was similar with n = 50, 000 and n = 200, 000. The results were close, except at the lower extreme values of τ in which case this difference was large. Regarding the RR1 method, the results were close, except at the lower extreme values of τ in which case this difference was large.
Simulation Study
In this section, we compare the finite sample properties of the various methods under several scenarios. As mentioned previously, for the sake of simplicity we carry out the simulations in the setting of a single event subject to right censoring. Tables 1-5 and Tables S.4 
Simulation Design
We assumed a single time-independent covariate W , and fixed administrative censoring at time t * = 10. We set β = log(1.5) and ω = log(2), representing a scenario where the effect of the covariate on the hazard is initially moderate and later becomes more pronounced. The covariate X was generated as standard normal and the event time was generated as exponential with parameter λ = λ 0 exp(βX + ω(X − τ ) + ). The observed surrogate covariate value W was generated using the classical measurement error model with U ∼ N (0, σ 2 u ). The values of σ 2 u were set to yield ρ xw = 0.8, 0.6, or 0.4 (with the resulting σ 2 u values being 0.56, 1.77 and 5.25) in order to cover a range of ρ xw values commonly seen in real data. The changepoint τ was fixed at one of 5 points at various percentiles of the distribution of X:
We examined the performance of the estimators under the common disease scenario where n = 3, 000 and the cumulative incidence was 0.5, and the rare disease scenario where n = 50, 000 and the cumulative incidence was 0.03, so that the value of the baseline hazard λ 0 was determined by the cumulative incidence and the value of the changepoint τ , for each case. We examined the setting of observing W only for all the subjects. The simulations results are based on 1,000 replications, and in all cases, we report the relative bias of the median and the relative bias of the mean of the estimates. In order to eliminate cases of divergence, we imposed the condition that |θ| ≤ 4.9, and the results are based on replicates for which this condition was satisfied. Convergence problems arose more often when greater measurement error was considered, i.e. ρ xw = 0.4, and when the changepoint was at the lower or upper extreme of the covariate domain. The convergence percent (percentage of replications in which the estimation procedure converged) is presented in Table S .6 in the Supplemental Materials for all scenarios considered. The results of each method except the naive are presented in two versions: one assuming that the measurement error parameter is known, labeled (kn), and the second with the measurement error parameters estimated, labeled (unk). We assumed an external reliability study with a sample size of 500 and two measurements of W for each subject in order to estimate ρ xw .
The starting values for the maximization were chosen as follows. For the naive method we arbitrarily took starting values of β = ω = 0. Since the Cox partial likelihood is concave, the choice of starting values for this method is not so critical. For the other methods, we used as starting values the estimate yielded by the method one degree lower in complexity (with the hierarchy being naive, RC1, RC2, RR1, RR2, MPPLE). The estimation of θ in the RR1 method was done by maximizing the log likelihood l (RR1) p (t * , θ) that was described in Section 3.2. We used the Matlab routine 'fmincon' with θ constrained to the range [−5, 5]. The MPPLE method was not examined in the rare disease case because in this scenario it is approximately equivalent to the the RR1 method (and therefore to the RR2 method), since exp(−Λ 0 (t)r(x, z, θ)) ≈ 1 for all t and x, so that exp(φ(θ, w, z, Λ 0 (t))) ≈ E[r(X, z, θ)|W = w, Z = z]. The computational burden of RR1 is low and can be described in units of minutes (about 5-30 minutes, depends on the sample size), whereas this of the RR2 is much longer and can be described in units of hours (about 5 to 24 hours, depends on the sample size).
The computational burden of RR1 is relatively light and the runtime is on the scale of minutes (about 5-30 minutes, depending on the sample size), whereas the burden of the RR2 method is much heavier and the runtime is on the scale of hours (about 5 to 24 hours, depending on the sample size). Thus, we recommend using the RR1 method in initial analyses and the RR2 method in the final definitive analysis.
RC2 vs. RC1
In this paper we presented an improved RC method, RC2, over the basic RC, RC1. As described in the the next subsection, we found that this method indeed performed better than RC1 in the setting of Cox model. The RC2 is not specific to the Cox model, but can be used in other settings. At a reviewer's suggestion, we examined the relative performance of RC2 and RC1 in a simpler setting of a simple linear regression model Y = Xβ. We used a simulation study which is similar in its design to that of our main simulation study in this paper: We set β = log(1.5) and ω = log(2). The covariate X was generated as standard normal, and the observed surrogate covariate value W was generated using the classical measurement error model with U ∼ N (0, σ 2 u ). The values of σ 2 u were set so as to yield ρ xw = 0.8, 0.6, or 0.4, corresponding to σ 2 u values of 0.56, 1.77 and 5.25. The changepoint τ was fixed at one of 5 points at various percentiles of the distribution of X:
The sample size was n = 1, 500. We examined the setting of observing W only for all the subjects. The vector parameters is then θ = (β, ω). The simulation study contains the calculations of the RC1 and the RC2 under the version that assuming the measurement error parameters estimated, when we assumed an external reliability study with a sample size of 500 and two measurements of W for each subject in order to estimate ρ xw . The simulations results are based on 1,000 replications, and in all cases, we report the average and the median of the estimate. In order to eliminate cases of divergence, we imposed the condition that |θ| ≤ 4.9, and the results are based on replicates for which this condition was satisfied. Convergence problems arose more often when greater measurement error was considered, i.e. ρ xw = 0.4. The starting values in the estimation process were β 0 = 0 and ω 0 = 0, arbitrarily. Table 8 presents the results, including the convergence percent (percentage of replications in which the estimation procedure converged) in the problematic scenarios where the percentage is lower than 1. We can see that the RC2 performed better than RC1 for all values of the changepoint and the error variance. Table 1 presents a comparison of the means, between the results with the naive, RC1, and RC2 methods in the current setting with the results of naive analysis and the results with regression calibration in the setting of two functionally unrelated covariates X 1 and X 2 measured with error, with parameters chosen so that the mean and covariance structure match those of the current setting ("2 variables" setting). For estimation of β, we see that the RC1 estimates for the changepoint setting are often worse than the RC estimates in the "2 variables" setting. For estimation of ω, the RC1 estimates for the changepoint setting are worse than the RC estimates in the "2 variables" setting, while with RC2, which is a specialized RC method for the changepoint setting, the results are close to those for the the RC estimates in the "2 variables" setting. Figure 1 provides a general comparison of all estimators examined using boxplots. The range of each box is between the median of the estimator minus 0.5 of its interquartile range, to the median of the estimator plus 0.5 of its interquartile range. The horizontal line inside each box is the median of the estimator. We use this format of boxplot rather than the standard one because a reviewer recommended displaying the simulation results using boxplots but unfortunately we did not store the first and third quartiles but only the interquartile range. We present results separately for β and ω for the common disease scenario, and separately for each value of the changepoint considered. interquartile range, to the median of the estimator plus 0.5 of its interquartile range. The horizontal line inside each box is the median of the estimator. For a given value of the changepoint τ , each plot describes from left to right the naive, RC1, RC2, RR1, RR2, SIMEX, and MPPLE methods. For RC1, RC2, RR1, RR2 and MPPLE methods, the plots are based on the estimates under unknown nuisance parameters which were estimated by an external reliability sample of size 500 with 2 replications/person. The boxplots describe the results under the common disease with n = 3, 000 and cumulative incidence of 0.5. The plots on the top present the behaviour ofβ, and the plots on the bottom present the behaviour of ω. The value of ρxw is 0.6.
Summary of Simulation Results
Changepoint vs. Two Variables
Main Results for the Changepoint Model (i) General Results
(ii) Detailed Results (a) The advantage of RC2 relative to the naive estimator was particularly prominent in regard to the estimation of ω, where the bias of the naive estimate ranged from -102.44% to -64.52% in the common disease case and from -100.05% to -51.38% in the rare disease case (the bias of the naive estimate of β ranged from -83.33% to 37.15% in the common disease case and from -80.57% to -7.86% in the rare disease case). (b) In the common disease case, the SIMEX method performed better for τ > 0 than for τ < 0, but even for the τ > 0 the bias was substantial, particularly for the estimating ω. Because of this poor performance and the heavy computational burden of the SIMEX method, we did not examine SIMEX in the rare disease case. This poor performance may be due to the fact that the relative risk function is not differentiable. (c) Comparing the results for the common disease case with those for the rare disease case, we found that the naive estimate of β and the naive, RC1 and RC2 estimates of ω performed better in the rare disease case than in the common disease case for all values of τ under both known and estimated measurement error parameters, whereas the RC1 and RC2 estimates of β performed better in the common disease case than in the rare disease case for all values of τ under both known and estimated measurement error parameters. (d) For the RR methods, the results were better in the common disease case for τ < 0 but were better in the rare disease case when τ > 0. (e) With known nuisance parameters, RC2 yielded better results than RR1 for estimation of β in the common disease case with τ > 0, but worse results in the rare disease case with τ > 0. When the measurement error parameters were estimated, RR1 had less bias than RC2 for all values of τ . (f) In regard to the estimation of ω with τ < 0, under both known and estimated measurement error parameters, RR1 had less bias than RC2. For τ ≥ 0, RC2 had less bias than RR1. Interestingly, for τ > 0 in the rare disease case, the mean RC2 estimate was generally greater than the true ω value of 0.69 (overestimation), whereas the mean RR1 estimate was less than the true value (underestimation). This phenomenon was prominent with substantial measurement error.
(iii) Coverage Rates We also examined the empirical coverage rates of nominal Wald-type 95% confidence intervals. Tables 2-3 and Table S .7 in the Supplemental Materials present the results. For the RR2 method, we used the estimated asymptotic variance in order to calculate the confidence interval. This is an appropriate approximation since the empirical variances of the RR1 and the RR2 that were obtained in the simulation study were generally close. The empirical coverage rate was calculated based on 1,000 simulation replications. The coverage was good with the RR and the MPPLE methods.
Robustness
One of the assumptions made (Section 2.1) is the assumption that X(t) and U (t) are both normally distributed. This assumption is required for the methods RC2, RR1, RR2 and the MPPLE methods. We examined the robustness of the first three methods to violation of this assumption, Table 4 and Table S .8 in the Supplemental Materials present the results. We first reran the simulations under a heavy-tails scenario where X(t) and U (t) were generated under the t distribution with degrees of freedom (df) of 6 or 15. We matched the mean and the variance to those in the simulations under the normal distribution. The results under the t-distribution with df=15 were close to those under the normal distribution, whereas the results under the t-distribution with df=6 were far from those under the normal distribution. Afterward, we reran the simulations under a skewed distribution scenario with X(t) and U (t) both generated according to the log gamma distribution with parameters α = β = 1. As before, we matched the mean and the variance to that used in the simulations under the normal distribution. The results were noticeably worse that those obtained under the normal distribution. Thus, the methods are robust to mild heavytailedness, but not to severe heavy-tailedness or skewness. The RR method (Section 3.2) can be adapted to the non-normal case by using numerical integration in place of the formula we presented for the normal case to evaluate the conditional expectation E[λ(t|X(t), z)|W (t) = w, Z(t) = z] under the relevant distribution. The MPPLE method can be adapted similarly.
Additional Error-Free Covariates
The previous simulation assumed a single covariate X which is measured with error. But in typical applications there are additional error-free covariates Z as well. We therefore extended the previous simulation to include two additional time-independent error-free Z = [Z 1 , Z 2 ]. The simulation design was the same as before, but with the following additional settings: We set the coefficients of Z to be γ 1 = log(2.5) and γ 2 = log(3), the covariates vector [X, Z 1 , Z 2 ] was generated as multivariate normal with zero mean vector and the identify covariance matrix. The event time was generated as exponential with parameter λ = λ 0 exp(βX + ω(X − τ ) + ) + γ 1 Z 1 + γ 2 Z 2 . Here we examined the performance of the estimators except the MPPLE, under the common disease scenario only. Tables S.10-S.11 in the Supplemental Materials present the simulation results for all the methods examined. Figure 2 provides a general comparison between all estimators examined using boxplots. The building of the boxplot is the same as we did before, that is, the range of each box is between the median of the estimator minus 0.5 of its interquartile range, to the median of the estimator plus 0.5 of its interquartile range. The horizontal line inside each box is the median of the estimator. Results are presented separately for β, ω and γ 1 , and separately for each value of the changepoint considered, for ρ xw = 0.6. The behaviour of γ 2 is the same as the behaviour of γ 1 for all the considered scenarios. The comparisons for ρ xw = 0.8 and ρ xw = 0.4 are presented in S.9 in the Supplemental Materials. interquartile range, to the median of the estimator plus 0.5 of its interquartile range. The horizontal line inside each box is the median of the estimator. For a given value of the changepoint τ , each plot describes from left to right the naive, RC1, RC2, RR1, RR2, and the SIMEX methods. For RC1, RC2, RR1, and the RR2 methods, the plots are based on the estimates under unknown nuisance parameters which were estimated by an external reliability sample of size 500 with 2 replications/person. The boxplots describe the results under the common disease with n = 3, 000 and cumulative incidence of 0.5. The plots from top to bottom present the behaviour ofβ,ω andγ 1 , respectively, where the behaviour ofγ 2 is the same as the the behaviour ofγ 1 . The value of ρxw is 0.6.
The best performing method for β was RC2, and for ω the RR2. The trend were seen for β and ω are the same as those in the setting of one covariate X only without additional covariates Z (Section 4.3.2., (i) ). The best performing method for γ 1 and γ 2 was the SIMEX. The general results for the estimators of γ 1 and γ 2 are: (a) They performed well as τ increased (b) As expected, they performed progressively less well as measurement error increased (c) They had close values over the all methods for each scenario considered.
We also examined the robustness as in the setting of one covariate X only (Section 4.4): Table 5 and Table S .13 in the Supplemental Materials present the results. The results under the t-distribution with df=15 were close to those under the normal distribution, whereas the results under the t-distribution with df=6 were far from those under the normal distribution. The results under the log gamma distribution with parameters α = β = 1 were noticeably worse that those obtained under the normal distribution. The estimates of γ 1 and γ 2 of t-distribution with df=6 and df=15 were close, whereas those of the log gamma distribution were a little far from them. The estimates of ω under t-distribution with df=6 were lower than those of t-distribution with df=15. The estimates of β under t-distribution with df=6 were higher than those of t-distribution with df=15.
Illustrative Examples
NHS Example
As noted in the introduction, our work was motivated by some possible instances of threshold effects observed in the Nurses' Health Study (NHS), including threshold effects observed in the NHS's investigation of the long term health effects of air pollution. We considered an analysis of the effect of exposure to particulate matter of diameter 10 µg/m 3 or less (PM 10 ) in relation to fatal myocardial infarction (MI). Thus, the event of main interest is death due to MI, with other causes of death operating as competing events.
Here, 93,013 female nurses were followed from June 1992 to June 2006, with 1,073 fatal MI events observed. PM 10 exposure was assessed for each individual by linking the individual's residential address to her predicted PM 10 exposure using a spatio-temporal model derived from data from Environmental Protection Agency (EPA) area monitors (Yanosky et al., 2008; Paciorek and Liu, 2009 ). The time scale in the analysis was age in months, so that the data are subject to left truncation. We fit a stratified Cox model, with stratum defined by age in months. For each stratum we used all of the cases and 10% random sample of the nurses who did not experience the event (we took this random sample in order to reduce the heavy computational burden). Thus, we worked with a data set comprising 11,793 female nurses. Aside from the PM 10 , the Cox model adjusted for calendar year, indicator variables for season, and indicator variables for US state of residence. All covariates were time-varying. In this study, the measurement error is largely of Berkson form since the surrogate value was determined by the nearest EPA monitoring site, so that all the participants for whom a given site was the closest monitoring site were assigned the same surrogate value. The methods that work with the conditional distribution of X given W , including the RC1, RC2, RR1, RR2, and MPPLE are applicable, but the SIMEX method, which assumes the classical measurement error model and works with the conditional distribution of W given X is not applicable. In addition, the MPPLE method was not included because it not appropriate for the setting of time-dependent covariates. For the determination of the changepoint value, we used the a priori information regarding the PM 10 , that the annual standard recommended by the World Health Organization for PM 10 particles is a concentration of 20 micrograms per cubic meter (World Health Association (2006)), and therefore we set the changepoint at 25 mg/m 3 . In the following analysis, we consider PM 10 minus its mean as the covariate of interest rather than PM 10 itself, and we refer it as the standardized PM 10 . This difference yields more stable results of the estimates than those based on PM 10 itself.
Denote byX the difference of X minus its mean, and denote byW the difference of W minus its mean. To estimate the conditional expectation E(X|W ) and conditional variance, Var(X|W ), needed for the correction methods, we used an external validation study of 98 person-months in 4 cities of personal PM 10 measurements, which included personal environmental monitors and a surrogate exposure based on the spatio-temporal model of Yanosky (Kioumourtzoglou et al., 2014) . We fit a mixed linear model of personal difference PM 10 minus its mean on the surrogate exposure, and we obtained E(X|W ) = 1.181 + 0.635W and Var(X|W ) = 58.169. For RR2, the estimate that we used for the standard deviation for a given parameter estimate was the standard deviation estimate obtained from the asymptotic theory for RR1, since the empirical standard deviations of RR1 and RR2 in our simulation study were close. Table 6 summarizes the results of the analysis. We report the results for the standardized PM 10 and for the standardized (PM 10 − τ ) + only, although we included background variables in the Cox analysis as stated previously. We give the estimate, the standard deviation in brackets, the p-value and the 95% confidence interval of the relevant coefficient. The estimate of ω was found to be statistically significant under all of the methods considered except the RR2, that is, there is an evidence that PM 10 of 25 mg/m 3 is a changepoint.
For characterizing the predictive accuracy of the various methods, we use an adapted version of the concordance index (C-index) presented by Harrell et al. (1996) , with the predictive marker taken to be the induced relative risk. Details are provided in the S.14 in the Supplemental Materials. For the RR2 method, we used the formula for the induced risk derived for the RR1 and RR2 methods, with the estimates of β and ω taken to be those obtained with the RR2 method. The results are presented in Table 6 . The C-index for all the methods is around 0.78, indicating good prediction performance with all the methods considered. Figure 3 presents the results graphically in terms of standardized PM 10 , by plotting the hazard ratio HR(x)= exp(βx + ω(x −τ ) + ) for the standardized changepointτ = 4mg/m 3 with β and ω estimated using the under the RR2 method, the method that performed best in our simulation study among those available for the case of time-dependent covariates (blue curve). At the request of a reviewer, we also plot the HR(x) obtained with two other approaches: (1) expressing HR(x) as a quadratic function ofx (red curve), and (2) a flexible parametric approach involving an extended version of the RR2 method with 5 changepoints, which we refer it as a non-parametric approach (yellow curve). The first two approaches are relative close, whereas the third approach seems to fit the data poorly.
We can see that the HR increases before the standardized changepoint of 4 mg/m 3 , and above the changepoint it stabilizes. Therefore for policy implementation of health care, the recommended PM 10 should not increase the 25 mg/m 3 .
Figure 3:
Hazard Ratio (HR) for the NHS data with event of fatal myocardial infarction, based on (1) the fitted parametric model, under the RR2 method (blue curve) (2) quadratic function (red curve) (3) non-parametric approach, which is a flexible parametric approach involving an extended version of the RR2 method with 5 changepoints (yellow curve). The standardized changepoint for the first two plots is 4 mg/m 3 .
FHS Example
Here we consider the FHS data set (Gordon and Kannel (1968) ), which involved 664 men aged [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] with no history of high blood pressure or cardiovascular disease at the beginning of the study. The participants were followed for up to 48 years. The aim of the analysis was to examine the effect of an individual longterm underlying the systolic blood pressure (SBP) level at the beginning of the study on the risk of deathfrom cardiovascular disease. Thus, the event of main interest is death due to cardiovascular disease, with other causes of death operating as competing events. In this example, we used only the baseline SBP, so that the covariate, X, is time-independent. The covariate X used was a transformed version of SBP defined by TSBP= log((SBP − 75)/25), which has been found to be approximately normally distributed. Due to random fluctuations in blood pressure, the SBP measured on a given occasion is an error-prone version of individual long-term underlying SBP. The surrogate W for X was the average of the TSBP values from the first two exams, which were 2 years apart. A total of 208 deaths occurred over the follow-up period. The analysis here was conducted as in Zucker (2005) with X taken to be distributed N (µ, σ 2 X ) and W assumed to be given by W = X + U , where U is distributed N (0, σ 2 U ). From the two initial TSBP values, the estimates of µ X , σ 2 X and σ 2 U were 0.71, 0.045 and 0.013, respectively. The a priori knowledge about SBP is that both low and high SBP increase the risk for cardiovascular disease, where low SBP is level below 90 mmHg (hypotension), normal SBP is level of 90 to <120 mmHg, elevated SBP is level of 120 to <130, and for high SBP there are two stages: "stage 1" includes the range of [130, 140], and "stage 2" includes SBP which is higher than 140 (National Heart Lung and Blood Institute (2008), Whelton et al. (2017) ). We expect to see a small change from one category to the next, but it should become apparent when the new level is somewhere in the middle of the next category. Here we considered moving from low to normal SBP using the changepoint of 105 mmHg. We applied all the methods discussed in this paper to the TSBP changepoint value of 0.182, which corresponds to 105 mmHg.
The variance of the SIMEX estimates of the regression coefficients was estimated by weighted bootstrap. In this example, the RR1 and RR2 methods may not be appropriate since the event was not rare (31.33% of the participants experienced the event), but we still report the value of the estimate for comparison with the MPPLE. Table 7 summarizes the results of the analysis. We report the results for W and for (W − τ ) + . We give the estimate, the standard deviation in brackets, the p-value and the 95% confidence interval of the relevant coefficient. The estimate of ω was found to be statistically significant under all of the methods considered, that is, there is an evidence that the effect of SBP changes at 105 mmHg. For characterizing the predictive accuracy of the various methods, we use the concordance index (C-index) as presented by Harrell at al. (1996) , again taking the predictive marker to be the induced relative risk. For the SIMEX method, the induced relative risk used was given by the formula for the induced relative risk for the naive estimate, substituting for β and ω the estimates obtained with the SIMEX method. The results are presented in Table 7 . The C-index for all the methods except the SIMEX and the MPPLE is around 0.62 (where for the SIMEX the C-index is 0.58), which indicates that the model fits the data not poorly, and also indicated that these methods behave close. The C-Index for the MPPLE is 0.85, which indicates on a good fitting of the model, and this is the best method in this data. Figure 4 presents the results graphically in terms of TSBP, by plotting the hazard ratio HR for TSBP = 0.182 with β and ω estimated using the MPPLE method. In this example we choose to show the results of the MPPLE since this is the best method over the considered methods according to our simulation study. As in the previus example, we also plot the HR obtained with the quadratic (red curve) and non-parametric (yellow curve) approaches. The three approaches agree: We can see that the HR is high in very low values of TSBP, decreases as TSBP increases, and start to increase at TSBP = 0 which corresponds to SBP of 100 mmHg. Because the parameters estimates of β and ω correspond to the transformed variable TSBP and not SBP, they are difficult to direct interpret. Figure 4 is the best way to understand the findings. It is evident from this Figure that there are adverse effects of both low and high SBP. For policy implementation of health care, these results should be replicated in widely in order to suggest that the blood pressure that the patients should maintain is around 105 mmHg. (1) the fitted parametric model, under the MPPLE method (blue curve) (2) quadratic function (red curve) (3) non-parametric approach, which is a flexible parametric approach involving an extended version of the RR2 method with 5 changepoints (yellow curve). The changepoint τ for the first two plots is 0.182.
Potential extensions of the model
We describe four potential extensions of our model. The first involves allowing more than one changepoint in the main covariate. Specifically, the model is of the form:
where τ 1 , ..., τ k are the potential changepoints in the covariate domain. The second extension involves allowing changepoints in the background covariates in addition to a changepoint in the main covariate. That is, the model is of the form:
In principle, all the methods discussed in this paper can be extended to handle the above two models. The theory can be extended straightforwardly. The resulting increase in the number of parameters, however, may lead to a substantial increase in the run time or the rate of convergence failure. Also, the variances of the parameter estimates will increase, and it may take a large sample size to estimate all the parameters with reasonable precision.
The third extension concerns the measurement error structure. In our model, in the case with time-dependent covariates we assumed that the measurement errors U i (t j ) are i.i.d. across j with distribution N (0, σ 2 u ). Often this is a plausible assumption. In some situations, however, there may be serial correlation among the U i (t j )'s. Under the internal validation design, we can extend our methods to accommodate such correlation. Suppose we assume that X ∼ N (µ, Σ X ) and U ∼ N (0, D), where Σ X and D are covariance matrices that can be estimated from the internal validation data, possibly using parametric models. Define Σ W = Σ X + D. The distribution of X given W is then
We can then compute the conditional expectations E[X(t j )|W], E[(X(t j )| − τ ) + |W], and E[exp(βX(t j ) + ω(X(t j )| − τ ) + |W] and thereby apply the RC1, RC2, and RR methods. A similar development can be carried out for the internal replicate measures design.
The fourth extension concerns the nature of the main covariate X(t). In our model, we assumed that X(t) is continuous. A reviewer inquired about the case where X(t) is an ordinal categorical variable. If numerical codes are assigned to the different levels of the covariate, the model (1.2) can be used, and then the issue is how to deal with the misclassification. The MPPLE approach, which works with the conditional distribution of the true covariate given the observed covariate, can be extended in a straightforward way to a categorical variable with misclassification. Other possible ways of handling the misclassification include the corrected score approach of Zucker and Spiegelman (2008) , which works with the conditional distribution of the observed covariate given the true covariate or the misclassification SIMEX of Küchenhoff et al. (2006) . Some work has been done on optimal data-driven choice of the numerical scores used for the categories (see Willems et al., 2017 , for a discussion in the Cox model setting), and this approach can in principle be combined with one of the aforementioned approaches to handling misclassification.
Summary
We have developed point and interval estimators for the regression coefficients in a Cox survival model with a changepoint, in a setting where the covariate values are subject to measurement error. This type of analysis is of interest in many epidemiological studies. We considered the case where the changepoint is known and where the covariate of main interest is a scalar. All the methods developed in this paper can be extended to the multi-dimensional case. In addition to the naive method ignoring the measurement error, we examined the following methods: two versions of regression calibration (RC1 and the new RC2 ), SIMEX, the induced relative risk approach of Prentice (1982) (in two versions: Prentice's original proposal (RR1) and a new version using a bootstrap bias correction (RR2)), and the MPPLE method of Zucker (2005) .
We derived the asymptotic properties of the estimators and carried out a simulation study under rare and common disease settings to evaluate their bias and confidence interval coverage. The simulation study mainly considered the simple case of one main covariate only, but also included the extended case of one main covariate with additional error-free covariates. For the former setting, we examined the both common disease and the rare diseases cases, where for the later setting we examined the common disease case only. Under one main covariate only: In general, all the correction methods performed better than the naive analysis with no correction, but the methods that performed best were the RR2 method for the rare disease setting and the MPPLE method for the common disease setting. In the common disease case, the average relative bias over all simulation replications of the estimator of ω from its true value of 0.69 for ρ xw = 0.8 ranged (over the various choices of the measurement error parameters) from −0.48 to 0.02 with the RR2 and MPPLE methods, compared with −0.93 to −0.16 with the naive, SIMEX, and RC methods, respectively. In the rare disease case, the average relative bias over all simulation replications ranged from −0.06 to 0.07 with RR2 method and from −0.85 to 0.12 with the naive and RC methods.
The key factors determining the performance of the methods was the correlation between the true variable and its surrogate and the location of the changepoint. As expected, the estimators and the coverage probabilities performed better with less measurement error and a centrally located changepoint. It is interesting to note that, in contrast with the standard Cox model without a threshold, in the current setting with a threshold the RC and SIMEX methods generally performed poorly, even with a modest degree of measurement error (ρ xw = 0.8). Thus, when the covariate is measured with error, measurement error correction is substantially harder in the model with a threshold than in the model without a threshold, even when the threshold is known. In a follow-up paper we will present methodology for the case where the threshold is unknown and has to be estimated.
Analyses such as that included in Section 5.1 are used to estimate attributable disease burden and set public policy on maximum exposure limits (U.S. EPA, 2009; Fann et al., 2011) . Accurate characterization of the exposureresponse relationship is critical for accurate policy-making. In this paper, we have developed methods to improve the methodology for dose-response characterization in the present of exposure measurement error, addressing a key limitation in previously available methods.
A.2. Notation for the RR estimator
The following is additional notation relevant for the asymptotic theory for the RR estimator.
by I(t, θ). This is a matrix of size (p + 2) × (p + 2), where
In addition define Σ(t * , θ) to be a matrix of size (p + 2) × (p + 2), where
Define q (RR1) (t * , θ) to be a vector of length p + 2 in which The estimates of the RC are calculated under known nuisance parameters with σ 2 w = 1 and with σ 2 u that was determined according to the value of ρxw. c The setting is a model with two error-prone covariates without a changepoint. d The setting is a model with a single error-prone covariate with a changepoint. Finite Sample Bias e in γ 1 , (β, ω,γ 1 ,γ 2 )=(0.405, 0.693, 0.916, 1.099) Finite Sample Bias f in γ 2 , (β, ω,γ 1 ,γ 2 )=(0.405, 0.693, 0.916, 1.099) a The results are in terms of standardized PM 10 (that is, PM 10 minus its mean). Each cell contains (in that order): estimate (standard deviation), p-value, 95% confidence interval of the relevant coefficient). b The threshold is in terms of standardized PM 10 with the value 4. This value is corresponded to PM 10 = 25 mg/m 3 . 
