Several functional connectivity approaches require the definition of a set of ROIs that act as network nodes. Different methods have been developed to define these nodes and to derive their functional and effective connections, most of which are rather complex. Here we aim to propose a relatively simple "one-step" border detection and ROI estimation procedure employing the fuzzy cmean clustering algorithm.
INTRODUCTION
One powerful method for studying brain organization is the graph-theoretic approach (Bullmore and Sporns 2009). Like with other connectivity methods such as seed-based functional connectivity and diffusion tensor imaging approaches, this method requires the definition of a set of ROIs that act as network nodes (Smith et al. 2011) . Several techniques have been employed to functionally derive these nodes and their connections (for example see (Nelson et al. 2010a; Cohen et al. 2008) The definition of such nodes often involves complicated functional connectivity estimation and border detection procedures. Here, we aim to propose a relatively simple "one-step" border detection and ROI estimation procedure. Indeed, we propose to take advantage of one of the characteristics of the fuzzy c-mean clustering algorithm (Cauda et al. 2010) : this procedure allows a fixed percent of voxels with a borderline pattern of connectivity to be non-unequivocally attributed. The further we move from the center towards the border of a cluster, the more the characteristics of the pattern of connectivity are intermixed with those of neighboring clusters (e.g. non-unequivocally determined); indeed as recently evidenced by Smith et al. (Smith et al. 2012 ) the maximization of the spatial independence could lead to a suboptimal detection of networks that shares significant spatial overlaps. Our methods maximizes the temporal independence at the expense of a percent of voxels non univocally attributed.
Previous clustering studies such as those by Cauda et al. (Cauda et al. 2011; Cauda et al. 2010; Chang et al. 2012; Deen et al. 2011 ) performed the clustering procedure at subject level. Given the relative deficiency of time points (about 120-200, in a 6-minute run), this procedure only has good reliability for low-dimensional parcellation (e.g. with a limited number of clusters). In this study, as suggested by others (Kiviniemi et al. 2009; Leech et al. 2012; Smith et al. 2011 ) we concatenated the time courses across all subjects to constitute a very big dataset that allowed us to obtain higher clustering dimensionality. Rather than being a step backward, this "fixed-effect" approach permits a good estimation of a common set of clusters (and thus nodes) for a given group of subjects; between-subject variance was taken into consideration in the subsequent step, where each node's functional connectivity pattern was evaluated at the subject level and then summarized using a random-effect analysis. This method is actually very similar to the dual regression approach (Zuo et al. 2010) where Independent Component Analysis was first applied to the concatenated dataset. To investigate how this method performs with real data, we applied our procedure to the insular surface of a group of twenty healthy subjects scanned in a resting state condition. A second dataset involving eighteen volunteers was used for replication testing. We chose the insular surface because the insula is a complex and pivotal (Nelson et al. 2010b ) brain area where different inputs from the body and the external world are integrated (Craig 2009); this area has been parcellated using different measures such as resting state functional connectivity (Cauda et al. 2011; Deen et al. 2011; Nelson et al. 2010b ), task-related functional connectivity (Cauda et al. 2012a; Kurth et al. 2010b) and Diffusion Tensor Imaging (Nanetti et al. 2009; Cerliani et al. 2011 ) in two (Cauda et al. 2012a Cauda et al. 2011; Cloutman et al. 2012; Jakab et al. 2012; Taylor et al. 2009 ), three (Chang et al. 2012; Deen et al. 2011) or more clusters (Cohen et al. 2008; Kurth et al. 2010b; Power et al. 2011; Yeo et al. 2011 ) each of which with a unique pattern of connectivity. A recent paper by Kelly et al. (Kelly et al. 2012 ) demonstrated a convergence between resting state, task-based functional connectivity and anatomical coactivations at several different parcellation levels (from 2 to 12 clusters per side, with more than 12 clusters reliability dropped by about 50%) thus supporting a common hierarchical structure of the insular cortex, demonstrated through different modalities.
Given the relevance of this brain area and to confirm these recent findings, it would be of great interest to apply this new method to obtain a high-dimensional parcellation of the insular surface.
Indeed, we suspect that high-dimensional clustering (Kiviniemi et al. 2009 ) will enable us to demonstrate the existence of a more complex pattern than in our previous studies (Cauda et al. 2012a; Cauda et al. 2011 ), with "echoes" (Leech et al. 2012 of several brain networks nested within the two main insular patterns previously reported.
MATERIALS AND METHODS

SUBJECTS
Main group: Twenty healthy right-handed volunteers (10 females, mean age 32.6 ± 11.2).
Replication group:
Eighteen healthy right-handed volunteers (9 females, mean age 25.3 ± 4.2). All subjects were free of neurological or psychiatric disorders, not taking any medication known to alter brain activity, and had no history of drug or alcohol abuse. Handedness was ascertained with the Edinburgh Inventory (Oldfield 1971). We obtained the written informed consent of each subject, in accordance with the Declaration of Helsinki. The study was approved by the institutional committee on ethical use of human subjects at the University of Turin.
TASK AND IMAGE ACQUISITION
Images were acquired during a resting state scan on a 1.5 Tesla INTERA™ scanner (Philips Medical Systems). Functional T2 * weighted images were acquired using echoplanar (EPI) sequences, with a repetition time (TR) of 2000 ms, an echo time (TE) of 50 ms, and a 90° flip angle. The acquisition matrix was 64 x 64, with a 200 mm field of view (FoV). A total of 200 volumes were acquired, with each volume consisting of 19 axial slices; slice thickness was 4.5 mm with a 0.5 mm gap; in-plane resolution was 3.1 mm. Two scans were added at the beginning of functional scanning to reach steady-state magnetization before acquiring the experimental data. A set of three-dimensional high-resolution T 1 -weighted structural images was acquired, using a Fast Field Echo (FFE) sequence, with a 25 ms TR, an ultra-short TE, and a 30° flip angle. The acquisition matrix was 256 x 256, and the FoV was 256 mm. The set consisted of 160 contiguous sagittal images covering the whole brain.
DATA ANALYSIS
The datasets were pre-processed and analyzed using the BrainVoyager QX software (Brain Innovation, Maastricht, The Netherlands).
Functional images were pre-processed as follows to reduce artifacts (Miezin et al. 2000) : (i) slice scan time correction was performed using a sinc interpolation algorithm; (ii) 3D motion correction was applied: using a trilinear interpolation algorithm, all volumes were spatially aligned to the first volume by rigid body transformations and the roto-translation information was saved for subsequent elaborations; (iii) spatial smoothing was performed using a Gaussian kernel of 8 mm FWHM.
Several nuisance covariates were regressed out from the time courses to control for the effects of The time courses were then i) temporally filtered in order to only keep frequencies between 0.008 and 0.08 Hz, ii) normalized.
After pre-processing, the datasets of each subject were transformed into Talairach space (Talairach and Tournoux 1988): the cerebrum was translated and rotated into the anterior-posterior commissure plane and its borders identified. Finally, using the anatomo-functional coregistration matrix and the determined Talairach reference points, the functional time course of each subject was transformed into Talairach space and the volume time course created.
The clustering procedure was the one described in Cauda et al. (Cauda et al. 2012b) . In brief, we applied a fuzzy c-mean algorithm to the time courses of all the insular voxels and clustered these voxels on the basis of the temporal similarity between them. Unlike in the study by Cauda (Cauda et al. 2011): i) time courses were concatenated across all subjects; this step, as pointed out by others (Smith et al. 2011) , makes it possible to obtain a much higher clustering dimensionality (i.e. more clusters); ii) in the visualization step we only visualized the 20% of voxels that, due to the fuzziness coefficient employed, were classified as non-unequivocal. Indeed, we considered these as border voxels, where the time course of the voxels shows transitional characteristics between contiguous clusters. The final step of this procedure was to place a spherical ROI with a radius of 3 mm in the local maxima of each cluster (i.e. the area of maximal similarity between voxel time courses). The All maps were thresholded at p<0.05 and corrected for multiple comparisons using the False discovery rate (FDR).
RESULTS
Our method separated 12 clusters for each insula: this number resulted as the preferred number of clusters from the application of the silhouette validation method (Rousseeuw 1987) . The algorithm returned the borders of the functionally homogeneous areas; for each cluster a spherical ROI with a radius of 3 mm was placed in the area with the maximal homogeneity (see Fig 1 upper panel) . The results of our method were replicable; indeed, as shown in the lower panel of Fig 1, all the ROIs were also found in the control group and the locations were almost overlapping in 17 out of 24 ROIs, while the other ROIs were displaced by only a few millimeters.
Our calculation of the functional connectivity of the ROIs belonging to anterior and posterior insular clusters confirmed the two patterns of connectivity previously described (Cauda et al. 2011 ).
These two patterns broken down into low-dimensional ones prevail over all the others. The anterior pattern that occupies the anterior-ventralmost part of the insular cortex is characterized by a cingulate-frontoparietal pattern of connectivity which has often been related to salience detection; the posterior pattern that occupies the dorsal posterior insula shows a sensorimotor connectivity pattern. However, by considering all the 12 ROIs and including the ROI time courses in a multiple regression analysis (Leech et al. 2012) we discovered a much more intricate image. Using this method we demonstrated that these areas are connected to several other networks such as the default mode network, sensorimotor network and parts of the dorsal attentional network.
DISCUSSION
By applying a high-dimensional clustering procedure to the analysis of the functional connectivity of the insula, we were able to detect the connectivity patterns or, as defined by Leech et al. "echoes" (Leech et al. 2012 ) of other neural networks that constitute the hierarchical sub-parcellation of the anterior and posterior patterns of connectivity previously described: the ventral anterior cingulofronto-parietal "salience detection" network and dorsal posterior sensorimotor network, respectively. We successfully generated nodes, and the data obtained with this method were replicable with other datasets. As reported previously (Cauda et al. 2012a; Cauda et al. 2011; Cauda et al. 2012b; Kelly et al. 2012) , there was some interhemispheric lateralization in the connectivity patterns of the insulae, indeed the localization of the clusters in the right and the left insulae was slightly different, especially in the posterior insula. These results were also confirmed when we subdivided the ROIs on the basis of their involvement in the two anterior and posterior clusters. A possible explanation for this hemispheric asymmetry involves some aspects of emotional and sympathetic processing, indeed the right insula responds more to sympathetic arousal whereas the left insula to parasympathetic nervous functions (Craig 2005; Harrison et al. 2010 ). Furthermore, the anatomical connectivity of the anterior insula with areas pertaining to the ventral attentional network, and in particular the temporo parietal junction (TPJ), has been demonstrated to be lateralized on the right side (Kucyi et al. 2012) . This is coherent with the fight or flight function of the sympathetic system that requires an evaluation of the harmful potential of the incoming stimuli.
The posterior insula is characterized by smaller clusters and lesser homogeneity than the anterior.
Consistently, hemispheric asymmetry is also more evident here than in the anterior insula. This finding supports the idea that the posterior circuits bear more heterogeneous connectivity patterns, in line with Craig's hypothesis which suggests that the posterior insula can serve as a data collector from many different networks (Craig 2009 (Craig , 2011 . This group of posterior clusters have a more sensorimotor pattern of connectivity, as reported in some recent papers (Chang et al. 2012; Kelly et al. 2012) . Indeed, moving from the more posterior part of the insular surface, the connectivity changes from visuomotor to prefrontal (BA9), then to sensorimotor and back to prefrontal (BA8) in the middle insular cortex. In fact not only action and perception-related but also some prefrontal patterns of connectivity are present in the posterior insula: this is explained by the involvement of this area in a variety of different activities other than action and perception such as pain, language, interoception, and sexuality as recently reported by some studies (Kelly et al. 2012; Kurth et al. 2010b ). Overall, the posterior insula shows a more specific connectivity pattern than the anterior insula. The latter, conversely, shows connectivity with networks related to the switching of attention between internal and external-related stimuli such as attentional and default mode networks. Rather than being specific, this pattern suggests a function that tends to be a requirement of everyday activities. This has also been confirmed by several papers that have shown how the anterior insula is more aspecifically and massively activated in a broad series of different behavioral domains (Cauda et al. 2011; Chang et al. 2012; Kelly et al. 2012; Kurth et al. 2010b ). In line with our data, these studies linked the activity of the anterior insula with cognitive and emotional responses: an involvement that, together with saliency detection ( Interestingly, a cluster placed just in-between and anteriorly to these two areas shows connectivity with the Default Mode Network. Indeed this cluster is placed in a position that overlaps for a large part with the agranular area described by Mesulam and Mufson in the 1982 (Mesulam and Mufson 1982) . This result seems to validate the hypothesis of an anterior insula arranged in a pivotal position and the continuous and variable reallocation of brain resources between internal and external focused networks (Spreng et al. 2010; Sridharan et al. 2008) , modulating the switch between goal-oriented attentional and default mode networks. This fact would also explain the frequent activation of this brain area in such different tasks.
These small connectivity patterns that we demonstrated in our study and that further subdivide the anterior and posterior insular clusters are probably overcome by the variance of two other main patterns, but when the latter variances are regressed out, a more complex picture emerges. This behavior is explained by the hierarchical connectivity structure of the insular cortex as suggested by some recent papers (Cauda et al. 2012a; Kelly et al. 2012) . Indeed, as also congruent with other studies (Kelly et al. 2012; Kurth et al. 2010a; Nanetti et al. 2009 ), the two clusters that were previously identified in our papers were here divided into a series of smaller parcels. This is also in Therefore, the insula emerged as a much more complex structure than previously hypothesized, since echoes of various cerebral networks were revealed when we moved toward a more detailed parcellation of its surface.
In this study, we demonstrated that the detection of nodes using high-dimensional fuzzy c-mean parcellation is a simple, efficient and reliable method, which clearly demonstrates that the insula displays a hierarchical structure where information coming from the environment and from the body is integrated and distributed to different areas of the brain. Although our study confirmed the two (or three) major insular subdivisions, a more in-depth investigation showed that these areas can be further subdivided into smaller clusters each one characterized by its own pattern of connectivity that can be detected using appropriate techniques. Given the hierarchical structure of this area, moving the "cut line" through more detailed parcellations would reveal a more intricate architecture where it is possible to detect smaller areas with their own pattern of functional connectivity nested within bigger clusters. Indeed it can be hypothesized that, to exchange information with other areas (and thus with other networks), the different parts of the insula have to covariate with the "target areas". Z  u  o  X  N  ,  K  e  l  l  y  C  ,  A  d  e  l  s  t  e  i  n  J  S  ,  K  l  e  i  n  D  F  ,  C  a  s  t  e  l  l  a  n  o  s  F  X  ,  M  i  l  h  a  m  M  P  (  2  0  1  0  )  R  e  l  i  a  b  l  e  i  n  t  r  i  n  s  i  c  c  o  n  n  e  c  t  i  v  i  t  y  n  e  t  w  o  r  k  s  :  t  e  s  t  -r  e  t  e  s  t  e  v  a  l  u  a  t  i  o  n  u  s  i  n  g  I  C  A  a  n  d  d  u  a  l  r  e  g  r  e  s  s  i  o  n  a  p  p  r  o  a  c  h  .  N  e  u  r  o  I  m  a  g  e  4  9  (  3  )  :  2  1  6  3  -2  1  7  7  .  d  o  i  :  1  0  .  1  0  1  6  /  j  .  n  e  u  r  o  i  m  a  g  e  .  2  0  0  9  .  1  0  .  0  8  0 
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