Abstract
Introduction
Currently, keywords-based techniques are commonly used in various information retrieval and text mining applications. Among these keywords-based methods, Vector Space Model (VSM) [1] and Latent Semantic Indexing (LSI) [2] are most widely adopted. Using VSM, a text document is represented by a vector of the frequencies of terms appearing in this document. The similarity between two text documents is measured as the cosine coefficient between their term frequency vectors. However, a major drawback of the keywordsbased VSM approach is its inability to handle the polysemy and synonymy phenomena of the natural language. As meanings of words and understanding of concepts differ in different communities, different users might use the same word for different concepts (polysemy) or use different words for the same concept (synonymy). Thus, matching only keywords may not accurately reveal the semantic similarity among text documents or between search criteria and text documents due to the heterogeneity and independency of data sources and data repositories. For example, the keyword "java" can represent three different concepts: "coffee", "an island", or "a programming language", while keywords "dog" and "canine" may represent the same concept in different documents.
LSI tries to overcome the limitation of VSM by using statistically derived conceptual indices to represent text documents and queries. LSI assumes that there is an underlying latent structure in word usage that is partially obscured by variability of word choice and tries to address the polysemy and synonymy problems through modeling the co-occurrence of keywords in documents. Though earlier studies contend that LSI may implicitly reveal concepts through the co-occurrence of keywords, we found that the co-occurrence of keywords may not necessarily mean their contextuality in the document, especially in multi-disciplinary research papers. This is exactly why using LSI-based tools to extract terms from commercial web documents, which may contain ads, headlines, and news feeds, is a questionable practice. On the other hand, how to map the LSI-based conceptual index into the underlying concept is not clear, making it difficult to visualize the text mining results. In addition, some text document archives, such as MEDLINE database [3] and web blogging entries, contain primarily short articles or abstracts instead of long papers. These short documents may not provide sufficient cooccurrence information for LSI-based semantic similarity measurement. Furthermore, in dynamic environments, such as live news feeds or P2P systems, it is impractical to collect the entire document corpus for analysis.
In this paper, to address the weaknesses of existing keywords-based approaches, we propose an ontologyassisted text document similarity measurement method by building a concept forest to represent the semantics of a text document. The rest of this paper is organized as follows. We first discuss the existing ontology-based approaches and their weaknesses in Section 2 and then propose our ontology-assisted concept forest construction algorithm and the associated similarity measurement method in Section 3. In Section 4, we cluster various text document corpuses based on similarity values obtained by different methods to validate the advantages of our CF-based approach. Finally we give our conclusion and discuss the future work in Section 5.
Background and existing approaches
Recently, to address the drawbacks of keywordsbased approaches, many studies tried to use ontologies to assist information retrieval and text document processing. These ontology-based methods can be divided into two categories. One group of methods [4, 5, 6 , 7 ] applies machine learning algorithms, such as clustering analysis and fuzzy logic, to construct ontologies from text documents and, then, use these ontologies to assist information retrieval and text document processing [8 , 9 ] . However, these methods require analyzing the entire document corpus to construct a good ontology, and the performance of information retrieval and text document processing depends on how good the constructed ontologies are. During the corpus analysis, terms rarely appearing in the document corpus are often ignored because of their low occurrence frequencies. However, high information content of these rare terms is valuable for information retrieval according to information theory. Ignoring them in the constructed ontologies may affect the performance of information retrieval and text document processing. Nonetheless, these ontology-based methods have not been fully evaluated against the keywords-based LSI method, arguably the best keywords-based method.
Another group of ontology-based methods utilizes an existing ontology, such as WordNet [ 10 ] , to assist information retrieval and text document processing. These methods use three different approaches to take advantage of the existing ontological knowledge. The first approach [11, 12] involves using WordNet to find synonyms or hypernyms of terms to improve the performance of information retrieval and text document processing. However, this approach may introduce "noise" by adding semantic content that is not present in the document corpus. For instance, given a document about "beef" and a document about "pork", a hypernymbased method may use "meat" to replace "beef" and "pork" because these two terms have a common hypernym "meat". This approach over-simplifies or over-generalizes the problem, making it impossible to distinguish documents containing "beef" from documents containing "pork". Another problem with these methods is that they use all synonyms or hypernyms related to a keyword to replace the keyword, without conducting the word sense disambiguation. These weaknesses often lead to disappointing performance in information retrieval and text document processing [13, 14] .
The second approach focuses on the word sense disambiguation [15, 16, 17, 18] to address the synonymy and polysemy problems in natural language processing. However, this approach tries to determine an exact sense for a term, often resulting in misclassification of terms. This approach also ignores the impact of the semantic similarities and relationships among different terms in the same text document on the performance of information retrieval and text document processing.
To address the problems in the first two approaches, the third approach applies various techniques [19, 20, 21, 22] to discover the semantic similarities and relationships of terms and use them to enhance the keywords-based VSM method. However, the techniques used to discover the term relationships and similarities have their weaknesses. Sedding [19] used a naive, syntax-based disambiguation approach by assigning each word a partof-speech (POS) tag and by enriching the "bag-ofwords" data representation, which extracts synonyms and hypernyms from WordNet to use in document clustering. Unfortunately, this study found that including synonyms and hypernyms, disambiguated only by PoS tags, does not improve the effectiveness of text document clustering. The authors attributed this underperformance to the noise introduced by incorrect senses retrieved from WordNet and concluded that disambiguation by PoS alone is insufficient to reveal the full potential of including background knowledge in information retrieval and text document processing. To further investigate this issue, Simone [20] proposed a document search technique that uses other methods, in addition to POS tagging, to cluster search results into meaningful categories according to the words that modify the original search term in the text document. This work focuses on determining if the antonymy relation, instead of synonyms and hypernyms, could be used on the modifiers found in documents to decompose a set of search results into a hierarchy of sub-clusters. Unfortunately, their experimental studies again suggest that this approach cannot improve the performance of information retrieval.
While these two studies [19, 20] suggest exploiting term relationships or similarities using WordNet may not improve the performance of information retrieval and text document processing, other studies using different methods imply that it is possible to use term relationships or similarities to improve the performance of the keywords-based VSM. Huang [21] used a guided self-organization map (SOM), a result of merging statistical methods, competitive neural models, and semantic relationships obtained from WordNet, to improve the performance of the traditional VSM. However, certain human involvement is required to build the guided SOM. Jing [22] calculates a mutual information matrix for all terms in the documents based on information obtained from WordNet and uses the mutual information to enhance the keywords-based VSM method. However automatically computing term mutual information (TMI) is sometimes problematic and may lead to wrong conclusions about the quality of the learned mutual similarity [23] . Even though using SOM and TMI can improve the performance of the keywords-based VSM, their performance in comparison with LSI, the best keywords-based method, has not been investigated. Furthermore, these methods require analyzing the entire document corpus as VSM and LSI do.
To address the problems in existing ontology-based methods, we propose a new ontology-assisted method to measure the semantic similarity of text documents. This new method constructs a concept forest (CF) from a text document, based on the co-occurrence of terms and their semantic relationships found in WordNet. Using the CF to represent the semantics of text documents, we propose a simple method to measure the semantic similarity of two text documents. A unique feature of our proposed CF-based method is that we derive the concept forest based only on analyzing the co-occurrences and relationships of terms within a single document. Conversely, existing approaches all require analyzing the entire text document corpus to determine the semantic similarity of two text documents. Therefore, our CFbased method is a practical alternative to the existing information retrieval and text document processing methods in dynamic environments, such as P2P systems and live news feeds, where it is impractical to collect the entire document corpus for analysis.
Concept Forest and Semantic Similarity
Our CF-based method includes three steps: concept forest construction, semantic content purification, and similarity measurement.
Concept Forest Construction
We use WordNet [10] to assist our concept forest construction. WordNet is a large lexical database of English words, in which nouns, verbs, adjectives and adverbs are grouped into synsets (sets of cognitive synonyms) with each synset representing a distinct concept. Synsets are interlinked by means of conceptual and lexical relations. There are approximately 150,000 words organized in over 115,000 synsets in WordNet. Every synset contains a group of synonymous words or collocations, with different senses (concepts) of a word in different synsets. Most synsets are connected to other synsets through semantic relations, such as hypernymy, antonymy, etc. The dominant semantic relationship in WordNet is hypernymy, the "is-a" relationship. Most nouns and verbs are organized into hierarchies, defined by hypernymy or "is-a" relationships. For example, Figure 1 depicts the hypernymy hierarchy for the first sense of the word "dog".
Given a text document, we first extract all keywords and their occurrence frequencies from the document, excluding stop words such as pronouns, common verbs, common nouns, adjectives, and frilly words. These words add little or no value in determining the document's semantic content according to previous studies [1, 2] . We then use a simple WordNet morphology function, morphstr(), to stem these keywords, i.e., to map inflected (or sometimes derived) words to their stem, base or root form. For instance, "cared", "cares", and "caring" are all mapped to the root word "care". After word stemming, we determine the proper synset for a word based on the co-occurrence of terms in the document and the semantic relationships of senses defined in WordNet.
In WordNet, each set of synonyms (synset) shares some common properties, such as a gloss (or dictionary) definition, indexed by a unique ID (called synsetID). However, one word may be related to several synsets due to the polysemy of the natural language. For instance, the word "java" has three different senses: (1) Coffee, cafe (synsetID: 67893543); (2) Programming, Programming Language (synsetID: 71154118); (3) An Island (synsetID: 82735541). Therefore, simply retrieving all senses of the stemmed words to represent the semantic content of a document introduces a lot of "noise" [13, 14] . To address this issue, for any stemmed word obtained from a document, we only use the senses that clearly represent the concepts of the word in this document for our concept forest construction.
Our procedure checks every pair of stemmed words obtained from the text document to determine whether there are semantic relationships between their senses defined in WordNet. We only consider the hypernymy relationship in this study because it is the dominant relationship in WordNet and using this relationship to construct concept forests for text documents is adequate for measuring the semantic similarity of documents according to our experimental studies.
Given two terms (T1 and T2) obtained from the same text document, if their respective synsets S1 and S2 have a hypernymy relationship, the synsetIDs of S1 and S2 are used to represent the concepts of T1 and T2 respectively, and other senses of T1 and T2 will be discarded. Meanwhile, a "is-a" relationship link is formed between the synsetIDs of S1 and S2. This process completes when all pairs of stemmed words are investigated. For instance, given a document containing words "disease", "sickness", "influenza", "drug" and "medicine", we can construct a concept tree for terms "disease", "sickness" and "influenza" using "is-a" relationship link based on the hypernymy relationships among these terms as shown in Figure 2 . Similarly, a concept tree can be built for terms "drug" and "medicine". These two concept trees form a concept forest depicted in Figure 3 . We note that the terms instead of their related synsetIDs are shown in the concept forest for demonstration only. In actual concept forests, the synsetIDs are used to represent the concepts whenever possible. We also note that a concept tree may contain only a single stemmed word.
Unlike some existing approaches [1, 2] , which use all terms in all synsets of the stemmed words to represent the semantic content of a document, we treat keywords differently according to their synset properties and the semantic relationships among the synsets of keywords. If a keyword has only one sense, its synsetID will be used in the concept forest. If a keyword has more than one sense and no other keyword's senses have semantic relationships with this keyword's senses, then this keyword will be kept as its original stemmed word in the concept forest since we cannot disambiguate the word sense. Finally, if a keyword has many senses, and one or more senses have semantic relationships with the senses of other keywords in the text document, only the synsetIDs of the senses having semantic relationships with the senses of other keywords will be kept in the concept forest. Other senses of this keyword will be discarded since they are irrelevant to the semantic content of the text document.
Semantic Content Purification
A concept forest constructed by method described in Section 3.1 may contain terms or synsetIDs that are not closely related to the main topics of the text document, and these terms or synsetIDs may sometimes introduce noise to information retrieval and text document processing. To address this issue, we use the frequencies of terms occurring in the text document to calculate a semantic content rate (SCR) for a concept tree in the concept forest.
Each stemmed word obtained from a text document has an associated word frequency value corresponding to the number of occurrences that this word was found in the text document. When a stemmed word is mapped to a particular synsetID during the CF construction, the associated word frequency value is transferred to the synsetID. If several stemmed words are mapped to the same synsetID, the word frequency value of this synsetID is the sum of the word frequency values of these associated words. We further define the semantic content weight for a concept tree as the sum of the word frequency values of all its associated synsetIDs. For a single-node tree, its semantic content weight is the word frequency value of this single node.
Assuming the semantic content weights of concept trees in a concept forest are w 1 , w 2 , …, w n , respectively, the semantic content rate (SCR) of concept tree i is defined as:
The SCR values in a concept forest indicate the semantic organization of the associated text document. A concept forest obtained from a clearly and concisely written single-topic abstract may contain a concept tree having an SCR value greater than 75%, while the concept forest obtained from a long multiple-topic text document may contain several concept trees with much smaller SCR values. To purify the semantic content of a concept forest, we use a threshold (e.g., 5%) to filter out concept trees with low SCR values. Any concept tree whose SCR value falls below this threshold will be removed from the final purified concept forest.
Semantic Similarity Measurement
Using a concept forest to represent the semantic content of a text document, the semantic similarity of S: (n) influenza, flu, grippe direct hypernym / inherited hypernym / sister term S: (n) contagious disease, contagion S: (n) communicable disease S: (n) disease S: (n) illness, unwellness, malady, sickness 
For instance, the forest concept in Figure 3 can be represented as CF = [{"disease", "sickness", "influenza", "drug", "medicine"}, {["influenza", "disease", "is-a"], ["disease", "sickness" , "is-a"], ["medicine", "drug", "isa"]}, {"is-a"}].
Given two documents D 1 and D 2 , and their concept forests
respectively, determining the semantic similarity of these two documents needs to consider the similarities of the term, edge, and relationship sets in their concept forests. However, we use only the hypernymy ("is-a") relationship to construct concept forests and thus the relationship set R is the same for all CFs. On the other hand, the selection of terms during the CF construction implies their relationships. Therefore, we calculate the semantic similarity of two text documents by simply comparing the similarity of the term sets (T 1 and T 2 ) in their concept forests, hoping this simple measurement is sufficient for information retrieval and text document processing. That is:
Experimental Studies
To evaluate whether our obtained concept forest can represent the semantic content of a document, we cluster text documents based on their semantic similarity values calculated by Equation 2. The clustering results are then compared with the results of document clustering based on VSM and LSI respectively.
Text Document Corpus
As in many previous studies, we derive our document corpuses from Reuters-21578 Text Categorization Collection in UCI KDD archive [24] . The Reuters-21578 dataset is a collection of documents that appeared on Reuters newswire in 1987. The documents were assembled and indexed with categories. This dataset consists of approximately 21,500 files covering 132 (possibly overlapping) categories with the file size per article ranging from 12 to 900 words.
As we discussed previously, LSI is not an efficient information retrieval and text document processing method for short text documents due to the insufficient co-occurrence information within the short documents. We want to study whether our CF-based text document similarity measurement method can address this issue so that it can be used for information retrieval in text abstract databases, such as MEDLINE. Therefore, we use text documents containing less than 400 words in our experimental studies. As shown in Table 1 , four text document corpuses with 50 to 500 documents are selected for our performance study. 
Performance Evaluation Method
Although many studies used K-means clustering algorithm or its variants for text document clustering [13, 14] , K-means algorithm is not ideal for our CF-based similarity measurement because it does not make sense to calculate a mean similarity of text documents using this similarity measurement. Therefore, an agglomerative hierarchical clustering algorithm is used in our performance study.
Given a text document corpus, each document initially belongs to its own cluster. We set the initial similarity threshold to be 1 and decrease the threshold with a small interval so that documents with similar semantics are gradually merged into the same group. Since we already know the categories from which each document was obtained, the document clustering process stops when the majority of documents from different categories fall into their respective clusters and further decreasing the threshold will cause clusters containing documents primarily from two different categories merged into one cluster. After the document clustering, we calculate the clustering accuracy as the number of documents correctly clustered into their categories divided by the total number of documents.
Besides clustering text documents based on our CFbased similarity measurement method, we also perform the document clustering using VSM and LSI as the similarity measurement methods. For VSM, the cosine coefficients of the document vectors are used as the similarity measures. For LSI, we calculate the rank k approximation of term vector for each document and calculate their similarities using cosine coefficients of their term vectors. Then we use these similarity values to cluster the text documents. We repeat the same process under different k values and report the best clustering results for LSI.
Performance Results
We conducted our experimental studies on a DELL desktop computer equipped with a 1.0 GHz Intel Pentium IV processor and 512 MB RAM, running the Red Hat Enterprise Linux. We cluster the text document corpuses listed in Table 1 based on three different similarity measurement methods, VSM, LSI, and CFbased method. The accuracies of document clustering under different similarity measurement methods are listed in Table 2 . In addition to the clustering accuracy, we also observe the total time needed to complete the corpus analysis and document clustering. The results are reported in Figure 4 . Table 1 .
The performance results in Table 2 show that the accuracy of document clustering based on our CF-based similarity measurement is much better than that based on VSM or LSI. On the other hand, the clustering accuracies based on LSI are better than those based on VSM. The execution time depicted in Figure 4 exhibit the runtime efficiency of our CF-based text document processing method. The total time spent on corpus analysis and document clustering using the CF-based method is much less than that based on VSM or LSI.
Conclusion and Future Studies
In this paper, we propose a novel algorithm to extract a concept forest (CF) from a text document with the assistance of a natural language ontology, WordNet lexical database. Using concept forests to represent the semantics of text documents, we measure the semantic similarity of two text documents by simply comparing the term sets in their respective concept forests. This CFbased similarity measurement does not require analyzing the entire document corpus, an advantage over most existing document similarity measurement methods, including the popular VSM and LSI. This unique advantage allows our CF-based method to be used in P2P environments where collecting the entire document corpus for analysis is impractical.
Our experimental studies also show that the CF-based method performs much better than both VSM and LSI methods when document sizes are relatively small in terms of the clustering accuracy and runtime efficiency. Therefore, we believe the CF-based approach is a practical alternative to the existing keywords-based methods for information retrieval and text mining in text abstract archives, such as the MEDLINE database.
We are currently improving our CF construction procedure by considering other semantic relationships, such as antonymy and meronymy, in addition to the hypernymy relationship. We will also design a graphmatching-based method to compare the similarity of two concept forests, hoping to provide a more sophisticated text document similarity measurement and improve the text document clustering accuracy. We will implement a CF-based information retrieval system to effectively retrieve text abstracts from the MEDLINE database.
