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Abstract     
Si è concluso con il plauso dei revisori della Comunità Europea il progetto BioinfoGRID (Bioinformatics GRID ap-
plications for life science), progetto nato per promuovere tra la comunità scientifica bioinformatica l’utilizzo di 
tecnologie di griglia computazionale. In questo articolo verranno descritti i principali risultati ottenuti. 
 
Project BioinfoGRID (Bioinformatics GRID applications for life science), a project created to promote among the 
scientific Bioinformatics community the use of computational grid techniques, recently ended with the plause of 
the European Community revisors. In this paper the main results of the project are described. 
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Fig. 1 - Attività di ricerca all’interno del progetto BioinfoGRID.
 
Un Progetto innovativo  
Il Progetto BioinfoGRID [1] (Fig. 1) è un'inizia-
tiva di tipo Specific Support Action (SSA) finan-
ziata dalla Comunità Europea (EU) per il perio-
do 2006-2007, nell’ambito del Sesto Programma 
Quadro per la Ricerca (FP6), mediante il bando 
FP6-2004-Infrastructures-4, con un finanzia-
mento globale di poco superiore al milione di 
Euro. 
L’iniziativa coinvolgeva tre partner italiani: 
l’Istituto di Tecnologie Biomediche del CNR 
(CNR-ITB) capofila, con il Dr. Luciano Milanesi 
coordinatore del progetto, il CILEA e l’INFN. 
Nella collaborazione erano inoltre presenti due 
partner tedeschi, il Centro di Ricerca Tedesco 
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per la Ricerca sul Cancro (DKFZ) e una piccola 
industria di software, la StC di Stoccarda, l'ente 
francese della ricerca CNRS e la prestigiosa 
Università inglese di Cambridge. 
Scopo del Progetto era di valutare applicazioni 
nei campi della Genomica, Proteomica, 
Transcriptomica, e Dinamica Molecolare, ridu-
cendo i tempi di calcolo distribuendo il carico 
sulle migliaia di calcolatori che compongono 
l’infrastruttura Grid Europea realizzata dal 
Progetto EGEE [2]. 
 
Fig. 2 - BioinfoGRID e gli altri progetti europei 
che ruotano attorno alla Infrastruttura 
Europea di Grid EGEE. 
 
In particolare ci si proponeva di: 
- espandere l’utilizzo del Grid tra la comunità 
dei Bioinformatici e in congiunzione con i 
vari progetti relativi all’Infrastruttura Eu-
ropea del Grid (Fig. 2), di promuovere la dis-
seminazione e la formazione con eventi ove 
esperti di Grid potessero confrontarsi con i 
requisiti proposti da casi reali da ricercatori; 
- valutare ed adottare un'opportuna interfac-
cia utente, comune a tutte le diverse appli-
cazioni testate per fornire al ricercatore un 
punto di partenza facile da usare; 
- organizzare opportuni Portali per la Bioin-
formatica per semplificare le richieste di 
servizi, lancio di simulazioni e la creazione 
complessi workflow per analizzare complesse 
catene biologiche; 
- organizzare una conferenza internazionale 
che prevedesse un largo seguito tra la co-
munità bioinformatica europea, come prin-
cipale evento di disseminazione del Progetto. 
Il Progetto è stato strutturato in una serie di 
Pacchetti di Lavoro (WP), in dettaglio: 
- WP1: Applicazioni Genomiche in GRID; 
- WP2: Applicazioni Proteomiche in GRID; 
- WP3: Applicazioni Transcriptomiche in GRID; 
- WP4: Applicazioni relative a Basi di dati e 
Genomica Funzionale;  
- WP5: Applicazioni di dinamica Molecolare;  
- WP6: Coordinamento con i Progetti di gestione 
dell’infrastruttura, training e supporto; 
- WP7: Disseminazione; 
- WP8: Management. 
Il CILEA era responsabile del pacchetto WP2. 
Due giovani ricercatori sono stati assunti a 
contratto dal CILEA con i fondi del progetto.  
Una tecnologia rivoluzionaria 
La tecnologia Grid rappresenta un grande 
passo avanti rispetto al web, che permette la 
condivisione delle sole informazioni. Il poten-
ziale del Grid diventa indispensabile quando si 
deve affrontare sia la complessità dei modelli 
che un'enorme quantità di dati, come nel caso 
dell’analisi dell’intero genoma umano, o per 
portare a termine simulazioni di dinamica 
molecolare per scoprire nuovi farmaci. Utiliz-
zatori appartenenti a comunità dette “Orga-
nizzazioni Virtuali” (VO) possono portare a 
termine sul Grid simulazioni di portata inim-
maginabile fino a poco tempo fa (Fig. 3). 
La potenza e i benefici derivanti dall’adozione 
del Grid sono visibili in particolare quando 
questa è realizzata su una scala geografica 
comparabile a quella europea. L’utilizzo dell’in-
frastruttura europea EGEE ha rafforzato i 
legami a livello europeo all’interno di ogni 
campo di applicazione e tra campi differenti, in 
un processo virtuoso che aiuta a realizzare com-
piutamente una comunità di utenti Grid per la 
Bioinformatica. 
Questo sarà particolarmente visibile quando 
verranno sviluppate le infrastrutture europee di 
griglia progettate e sviluppate nell’ambito del 
Settimo Programma Quadro ora in partenza, 
che implementeranno un vero e proprio modello 
di calcolo distribuito pan-europeo, dove un facile 
accesso a potenti risorse di calcolo e di gestione 
di dati sarà fornito a grandi VO 
multidisciplinari composte sia da ricercatori che 
da consumatori. In questo senso si prevede che 
il Grid costituirà una vera e propria rivoluzione 
sia tecnologica e sociale allo stesso modo in cui 
il World Wide Web lo è stato nello scorso 
decennio. 
C. ARLANDINI SUPERCALCOLO 8-13 
10 BOLLETTINO DEL CILEA N. 110 APRILE 2008  
Lo scopo finale è di operare questo ambiente 
di calcolo geograficamente distribuito come un 
servizio uniforme che si prenda carico della ge-
stione delle risorse, del loro sfruttamento e si-
curezza, indipendentemente dalle scelte tecno-
logiche individuali.  
La tecnologia Grid è ancora un mondo rapi-
damente mutevole, fatto di servizi virtuali 
complessi e in fase di evoluzione, lontano da 
una standardizzazione matura come quella 
raggiunta dal web. In conseguenza lo sfrutta-
mento completo dell'enorme potenza di calcolo 
virtuale che il Grid ci mette a disposizione nella 
sua visione futuristica è al momento un compito 
niente affatto banale.  Tra il dominio del sapere 
scientifico e l’applicazione tecnologica persiste 
ad oggi un profondo divario fatto di complessi 
protocolli informatici. 
Parecchie applicazioni provenienti da diversi 
rami della Bioinformatica sono state sviluppate 
per l’infrastruttura Grid e testate nell’ambito 
del Progetto BioinfoGRID. Queste possono es-
sere viste come alcuni casi di esempio destinati 
a guidare lo sviluppo delle tecnologie Grid 
all’interno delle life science del futuro. 
La mole di informazione che ci arriva dalla ri-
cerca post-genomica, combinata con analisi cli-
niche su larga scala da una parte e il rapido 
sviluppo tecnologico dell’informatica dall’altro 
stanno rapidamente producendo nuove scoperte 
scientifiche. 
La quantità e la qualità dell’informazione 
genomica già disponibile è un'enorme 
opportunità per la ricerca biomedica.  Fino a 
poco tempo fa molti dei dati genomici di 
rilevanza clinica che venivano generati erano in 
un formato inappropriato per i test diagnostici. 
Sequenziatori ad alta efficienza accoppiati a 
tecniche di assemblaggio, di proteomica strut-
turale e analisi di espressione genica stanno 
conducendo ad una rapidissima crescita dei dati 
di struttura e di funzione disponibili in basi di 
dati pubbliche. Per capire pienamente il ruolo 
biologico di una particolare proteina in-
formazioni eterogenee come la locazione cellu-
lare, le strutture 2D/3D, mutazioni e malattie 
associate, il contesto evolutivo e la letteratura 
di riferimento devono essere raccolte, validate, 
classificate e messe a disposizione del biologo. 
L’integrazione del sapere riguardante una 
specifica proteina nel contesto di una famiglia 
completa è un primo passo essenziale nel pro-
cesso di analisi. Di conseguenza una nuova ge-
nerazione di strumenti di analisi di famiglie di 
proteine è ora richiesta per organizzare questa 
mole di dati eterogenei, spesso simulati ma non 
misurati, in una rete gerarchica di dati struttu-




Fig. 3 - I ricercatori svolgono le loro attività indipendentemente dalla loro locazione geografica interagendo con i 
colleghi, condividendo e accedendo direttamente a dati presenti su server Grid in altri laboratori.
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Lo sviluppo di un ambiente computazionale 
per la genomica basato su Grid introdurrà 
un'infrastruttura comune per la ricerca biome-
dica per raccogliere e analizzare le sorgenti di 
dati disponibili. Come risultato, efficienti studi 
genomici e prove cliniche possono essere effet-
tuate in siti diversi e in molti casi verrà facili-
tata l’integrazione di dati multi - scala (dal li-
vello molecolare all’organo, all’individuo per ar-
rivare ad  un’intera popolazione). 
In un contesto di e-Science, come si suole de-
nominare oggi questo nuovo modo di fare 
scienza, questo pone la necessità di adattare e 
avviluppare le esistenti risorse in maniera che 
siano aderenti a standard, specifiche e tecnolo-
gie esistenti o emergenti. I primi sviluppi del 
Grid si sono focalizzati sui problemi di base 
della gestione dei dati e delle risorse di calcolo 
necessarie per rendere informazioni e strumenti 
di una comunità scientifica globale accessibili in 
un ambiente ad alte prestazioni. 
Tuttavia, dal punto di vista della e-Science, il 
proposito del Grid è fornire un ambiente colla-
borativo e di supporto che permetta a scienziati 
distribuiti su scale geografiche di raggiungere i 
propri obiettivi in maniera più efficace, permet-
tendo al tempo stesso ai loro risultati di essere 
disponibili per nuovi sviluppi altrove.    
Il tipico ambiente Grid per la genomica consi-
ste di diverse componenti. In primo luogo com-
prende il “motore Grid” di base, per la schedu-
lazione e il brokeraggio delle risorse. 
Questo strato permette la creazione di “Orga-
nizzazioni Virtuali” integrando utilizzatori da 
diverse ed eterogenee organizzazioni. Diritti di 
accesso, sicurezza, domini fiduciari sono pro-
blemi che devono essere risolti a questo livello, 
basandosi su un'analisi di sicurezza e 
sull’architettura del sistema. 
In secondo luogo troviamo l’accesso distribuito 
ai dati che fornisce servizi continui e 
interoperabili verso sorgenti distribuite di dati, 
incluse banche di dati pubbliche e locali. 
Al terzo livello troviamo uno strato di ricerca 
di dati e di conoscenza che include servizi di 
data mining e analisi ad alto livello. 
La sfida della “saggezza” 
Per ovvi motivi di spazio non è possibile di-
scutere con il dettaglio che meritano tutte le 
applicazioni testate. Ne porterò solo una di 
esempio, riguardante la scoperta di nuovi far-
maci per malattie “dimenticate”.  
La malaria è una malattia tropicale che uccide 
milioni di persone ogni anno. La malaria è 
tradizionalmente ignorata dalle industrie far-
maceutiche poiché è ristretta principalmente a 
paesi poveri ed in via di sviluppo, e per via degli 
alti costi (~800 milioni di dollari) delle attività 
di sviluppo di un nuovo farmaco. Se si vogliono 
trovare potenziali nuove cure per la malaria 
sono necessari strumenti nuovi ed eco-
nomicamente convenienti. 
 
Fig.4 - Esempio di predizione di 
docking ligando-recettore. 
 
Il processo “in silico” sviluppato nell’ambito 
del progetto è stato particolarmente complesso e 
parte dalla valutazione dell'energia di legame 
tra un bersaglio e una molecola ligando. Nel 
passo successivo i migliori composti ottenuti da 
questa analisi di docking (Fig. 4) sono stati ul-
teriormente raffinati con strumenti di Dinamica 
Molecolare (MD) per calcolare parametri 
essenziali come la solvatazione elettrostatica 
ignorati da un’analisi di docking. Compiere uno 
screening di milioni di composti e successiva-
mente rianalizzarne decine di migliaia con 
strumenti MD richiede di avere a disposizione 
grandi risorse sia computazionali che di storage. 
Quindi una griglia computazionale è l’ambiente 
ideale per questo genere di analisi. 
L’iniziativa della ricerca di una cura per la 
malaria ha preso il nome di WISDOM [3]. In un 
primo test di fattibilità venne realizzato lo 
screening di 41 milioni di composti sulla 
proteina bersaglio detta Plasmepsina, usando il 
software FlexX [4]. L’analisi richiese 45 giorni e 
coinvolse 1770 computer sparsi per il mondo, 
ottenendo quello che ad un singolo calcolatore 
avrebbe richiesto 80 anni di calcolo. I migliori 
5000 composti trovati furono rianalizzati 
mediante il software di MD Amber9 [5] in 7 
giorni, equivalenti a 4 mesi di calcolo per un 
singolo calcolatore. Questa seconda analisi 
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portò all'identificazione di 30 composti merite-
voli di passare a test clinici in laboratorio. 
Il successo di questo primo tentativo portò nel 
2006 ad un test molto più impegnativo, svolto 
nell’ambio del progetto BioinfoGRID. Su 4 siti 
bersaglio del batterio della malaria sono stati 
effettuati 140 milioni di test di docking. Questa 
fase ha preso circa 90 giorni, consumando ben 
413 anni di CPU, con un risultato medio di 
80000 docking all’ora. Nella seconda fase ven-
nero effettuate 15000 simulazioni MD per com-
posti risultati efficaci sul sito bersaglio Di-
hydrofolate reductase e 5000 per quelli efficaci 
sul bersaglio Glutathione-S-transferase.  
Questa seconda fase durò 25 giorni, per un to-
tale di 1 anno di CPU. 
Nel frattempo proseguivano gli esami in labo-
ratorio dei composti identificati durante il 
primo test. 6 dei 30 composti risultanti hanno 
mostrato un’efficacia inibitoria pari o superiore 
ad un farmaco comunemente usato oggi. Tutti 
hanno evidenziato una significativa efficacia già 
a concentrazioni nanomolari. Proseguono ora i 
test per determinarne la reale efficacia sulla 
crescita del parassita e sulla potenziale tossicità 
sull’essere umano. I primi risultati sono molto 
promettenti sulla reale possibilità di ottenere 
una nuova classe di farmaci. 
In sostanza il Grid computing ha ridotto in 
maniera significativa il tempo necessario allo 
screening relativo ad un particolare bersaglio.  
L’analisi è stata condotta utilizzando l’am-
biente di produzione WISDOM sulla rete Grid 
EGEE. L’apporto di BioinfoGRID, nell’ambito 
del WP5, è stato in particolare quello di integra-
re la fase di dinamica molecolare nell’ambiente 
di lavoro. 
I risultati sperimentali dimostrano senza om-
bra di dubbio quale valore aggiunto abbia 
l’analisi di nuovi farmaci in silico quando venga 
accoppiata ad un'infrastruttura di Grid. 
Il successo dell’iniziativa WISDOM ha dato il 
via ad altre analoghe iniziative mirate alla sco-
perta di farmaci per ulteriori pericolose malat-
tie “dimenticate”, come la febbre dengue, o di 
recente scoperta, come l’influenza aviaria.  
Un convegno e una pubblicazione per un 
commiato e un arrivederci  
I risultati del Progetto sono stati riassunti e 
portati al pubblico attraverso due iniziative for-
ti: un congresso internazionale ed un “white 
paper”.  
Il BioinfoGRID Symposium si è svolto a Mi-
lano dal 10 al 13 dicembre 2007 con una folta 
cornice di pubblico, e ha avuto l’indiscutibile ri-
sultato di riuscire a far dialogare esperti di 
Bioinformatica, Calcolo ad Alte Prestazioni, e 
Grid Computing, esattamente come era negli 
scopi del Progetto. Il Congresso si è svolto su 
quattro giornate tematiche. Il primo giorno si è 
parlato in particolare dei contributi del Progetto 
LITBIO a BioinfoGRID. Il secondo è stato 
dedicato ai principali risultati ottenuti da ogni 
gruppo di lavoro. Il terzo ha avuto una conno-
tazione più generale, prefigurandosi come il 6° 
EGEE Bioinformatics Meeting, a testimoniare 
le attive interconnessioni tra questa iniziativa e 
molte altre finanziate dalla EU in corso. Il 
quarto giorno si è voluto chiudere un po’ il cer-
chio, parlando in generale di tutte le iniziative 
del CNR nel campo bioinformatico. 
Un intero pomeriggio è stato dedicato, con in-
terventi tra gli altri del francese Vincent Bre-
ton, del CNRS-IN2P3 e del taiwanese Hurng-
Chun Lee dell’Accademia Sinica di Taipei, 
esperto di influenza aviaria, ai risultati e ai 
prossimi sviluppi dell’iniziativa WISDOM. 
L’autore di questo articolo ha tenuto una pre-
sentazione dal titolo “HPC Infrastructure for 
life science applications”, in cui è stato descritto 
come si possono integrare risorse e strumenti 
del calcolo ad alte prestazioni in ambiente di 
calcolo distribuito come il Grid. 
Tutte le presentazioni del Convegno sono sca-
ricabili sul sito del Progetto [6]. 
L’altro importantissimo risultato del Progetto, 
richiesto esplicitamente dai revisori della Com-
missione allo scopo di distillare i risultati otte-
nuti in una serie di linee guida e “raccomanda-
zioni” per la comunità bioinformatica che si ac-
costi al Grid, è stata la pubblicazione di un 
“white paper”. Anche questo è disponibile sul 
sito [7]. 
Rimandando alla lettura del documento per 
una descrizione approfondita si fornirà 
comunque un riassunto dei suggerimenti 
proposti. Questi si articolano in particolare su 
tre aspetti: l’infrastruttura, lo sviluppo e 
l’implementazione delle applicazioni, e i modelli 
di sostenibilità a lungo termine. 
Per quanto riguarda l’infrastruttura si pone 
l’accento sull'importanza di mettere in piedi un 
adeguato servizio di monitoraggio quando si 
abbia l’intenzione di lanciare simulazioni di una 
certa rilevanza. Un ambiente il più possibile 
flessibile gioca un ruolo molto alto nella qualità 
dei risultati ottenuti. In particolar modo va 
pensato fin da subito come effettuare al meglio 
il post-processamento della grande mole di dati 
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che si ottiene da un'analisi di larga scala, 
imparando come sfruttare nella maniera più 
opportuna la natura distribuita delle risorse.  
Per quanto riguarda lo sviluppo e 
l’implementazione delle applicazioni sono stati 
individuati 5 “principi” fondamentali a cui è 
bene attenersi: 
- non cercare di usare il Grid al di fuori di 
quello che la tecnologia permette; 
- valutare sempre l’interesse e il costo della 
“gridificazione” di un'applicazione; 
- scegliere la tecnologia Grid da usare per la 
quale si ha l’accesso più facile e il miglior 
supporto; 
- non sviluppare nuovi servizi Grid in proprio, 
attenersi alle distribuzioni standard del 
middleware; 
- se si ha bisogno del grid, non attendere 
l’uscita della nuova release del middleware. 
Per quanto riguarda i modelli di sviluppo, 
nella pubblicazione si evidenzia come il Pro-
getto abbia dimostrato che le tecnologie Grid 
siano di grande utilità per il fronteggiare le 
sfide che la Bioinformatica deve affrontare oggi 
come scienza. Pur tuttavia è ancora necessario 
un enorme sforzo di disseminazione a livello 
europeo, da effettuarsi a diversi livelli. 
In primo luogo per illustrare agli scienziati i 
problemi associati alle applicazioni bioinforma-
tiche in Grid. In secondo luogo va formata una 
nuova generazione di ricercatori tramite appo-
site Scuole Estive. E per finire è necessario 
formare innanzitutto un adeguato staff di tec-
nici dedicati a risolvere i problemi specifici 
dell’implementazione tecnica. 
In conclusione BioinfoGRID ha voluto chiu-
dere con una fine “aperta” e propositiva. Molto 
lavoro è ancora da fare e nuovi progetti ver-
ranno sottoposti alla Comunità Europea, come 
gli stessi revisori ci hanno invitato a fare. Nuovi 
partner e nuovi campi di applicazione verranno 
interessati. Il CILEA è pronto a nuove sfide.  
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