Time-varying coherence is a powerful tool for revealing functional dynamics between different regions in the brain. In this paper, we address ways of estimating evolutionary spectrum and coherence using the general Cohen's class distributions. We show that the intimate connection between the Cohen's class-based spectra and the evolutionary spectra defined on the locally stationary time series can be linked by the kernel functions of the Cohen's class distributions. The time-varying spectra and coherence are further generalized with the Stockwell transform, a multiscale time-frequency representation. The Stockwell measures can be studied in the framework of the Cohen's class distributions with a generalized frequency-dependent kernel function. A magnetoencephalography study using the Stockwell coherence reveals an interesting temporal interaction between contralateral and ipsilateral motor cortices under the multisource interference task.
Introduction
Previous studies in neuroscience have shown that corticocortical interactions play a crucial role in the performance of cognitive tasks. Understanding the underlying mechanism is useful not only for learning brain functionality, but also for guiding treatments of mental or behavioral diseases [1] . Since brain activities are characterized by multiple oscillators from different frequency bands [2] , spectrum analysis has become a popular tool to noninvasively investigate the mechanisms of the brain functions [3] . Particularly, the coherence function, which estimates the linear relationship between two simultaneous time series as a function of frequency, is widely used to measure brain functional connectivity.
The traditional spectrum analysis, built on the theory of Fourier analysis, relies on the assumption that the underlying time series are stationary. However, the brain is a complex, nonstationary, massively interconnected dynamic system [2] . The functional interactions associated with cognitive and behavioral events are dynamic and transient. The temporal information, missed by Fourier analysis, needs to be addressed in order to better understand the dynamics of brain functionality. This leads to the development of timevarying spectrum.
In 1965, Priestley [4] defined the class of locally stationary time series and proposed the theory of evolutionary spectra to study their time-varying characteristics. His work links the theory of time series analysis to that of timefrequency analysis. That is, time-varying spectra can be estimated through a variety of time-frequency representations (TFRs) with different advantageous features. In 1966, Cohen [5] discovered that all the bilinear TFRs can be categorized as Cohen's class distributions whose properties are fully determined by their corresponding kernel functions. Specific Cohen's class distribution functions have been directly used to estimate evolutionary spectra in the past [6, 7] . However, there is no explicit explanation in the literature about the general connection of the evolutionary spectrum and the Cohen's class representations. In Section 2.3, we present such a connection in the context of Priestley's definition of timevarying spectrum.
Following the development of wavelet theory [8] over the last two decades, transforms that provide the multiresolution TFRs have been receiving growing attention in the field of time-frequency analysis. This is because the multiscale resolution provided by wavelet transforms offers a more accurate description of the nonstationary characteristics of a signal. However, the time-scale distribution provided by the 2 EURASIP Journal on Advances in Signal Processing wavelet transform may not be straightforwardly converted to a distribution in time-frequency domain. The Stockwell transform (ST), proposed by geophysicists [9] in 1996, is a hybrid of the Gabor transform (GT) and wavelet transform. Utilizing a Gaussian frequency-localization window of frequency-dependent window width, the ST provides a timefrequency representation whose resolution varies inversely proportional to the frequency variable. The ST has gained popularity in the signal processing community because of its easy interpretation and fast computation [10] [11] [12] .
In this paper, we establish a general framework to estimate time-varying spectra using the Cohen's class distribution functions and apply it for a magnetoencephalography (MEG) study using the ST, a particular Cohen's class distribution. More specifically, the main contributions of this paper are the following. First, we revisit the definition of locally stationary time series to understand the desirable characteristics to define the time-varying spectra. We then show that the time-varying spectrum defined by the Cohen's class distributions coincides with the definition of the locally stationary time series. Second, we propose a new timevarying spectrum based on the ST. As a bilinear TFR, the spectrogram of the ST can be studied as an extended Cohen's class distribution. We derive the kernel function of the ST-spectrogram that can be used to investigate the characteristics of ST-based time-varying spectra in a simple way. Third, we define the time-varying coherence function using the ST-spectrogram. The multiscale characteristic and the nonnegativity make the ST an effective tool to investigate the time-varying linear connection between two signals. The performance of the proposed ST-based measures is demonstrated using a pair of synthetic time series. The numerical comparison with measures defined on the GTspectrogram is also presented. In the end, we apply the STbased time-varying coherence to the MEG data. Our findings reveal interesting temporal interaction between contralateral and ipsilateral motor (MIc and MIi) cortices under the multisource interference task (MSIT).
Time-Varying Spectra on the Cohen's Class Distributions

Spectrum Analysis of Stationary Time Series: A Review.
In statistics, the autocorrelation of a time series describes the correlation between values of the time series at two different time instants. Given a time series x(t), let μ t and σ t denote the mean value and standard deviation of the series at time t, respectively. The autocorrelation between two time points t 1 and t 2 is mathematically defined as
where * indicates the conjugate operator, and E{·} is the expectation operator. The definition (1) shows an explicit dependence on the two time indices. However by changing variables t = (t 1 + t 2 )/2 and τ = t 1 − t 2 , the autocorrelation function can also be expressed as a function of the middle time point t and the time index difference τ, that is,
. The class of wide-sense stationary time series, studied extensively in time series analysis, has constant mean value over time, and their autocorrelation functions depend only on the time index difference τ,
While the autocorrelation function characterizes the statistical features of a time series in the time domain, these features can be also studied in the spectral domain through the Fourier analysis under the stationary assumption. The power spectral density (PSD) function, a widely used spectral domain measure, is defined as the Fourier spectrum of the autocorrelation function, that is,
is the total energy of x(t), the PSD function is often interpreted as an energy distribution of a time series in the frequency domain, and it provides an adequate description of the spectral characteristic of a stationary time series.
Additionally, the PSD function can be alternatively defined using the spectral representation of time series, that is,
Here, the PSD is treated as the limit of a statistical average of the modulus square of the Fourier spectrum of a truncated time series with a truncated length 2T as T goes to infinity. The Wiener-Khintchine theorem [13] proves the equivalence of the two definitions (3) and (4) under the condition that the autocorrelation function decays fast enough such that
The estimation of the PSD function via (4) is called the periodogram method, a popular nonparametric approach that can utilize the Fast Fourier transform (FFT) to improve the computational efficiency. When studying the interdependence of a pair of time series X t and Y t , the cross correlation can be defined as
The stationary condition generalized to the joint wide-sense stationarity requires the cross-correlation function to depend on the time index difference only, that is, Γ xy (τ) = γ xy (t 1 , t 2 ). Note that a pair of time series that are jointly stationary must also be individually stationary. Similar to the PSD, the cross-spectral density (CSD) function can be estimated as the Fourier spectrum of the cross-correlation function
The CSD function measures the interdependence of two time series as a function of frequency which makes it important in many applications. In order to properly compare the strength of the interdependence among different pairs of time series, the normalized CSD function that is a scale-free measure of interdependence is often used. It is also called the coherence function, denoted as C xy ( f ) and given by
The Schwartz inequality guarantees that C xy ( f ) ranges between 0 and 1. On the other hand, in many applications, nonstationary characteristics of a signal are of great interest. For example, in neural information processing, the brain functional activity associated with the complex cognitive and behavioral events are highly time-varying. Such dynamics provide useful insights into the brain functionality. Therefore, it is desirable to develop statistical descriptions for the nonstationary time series.
It is natural to extend the well-established theory of stationary time series to certain classes of nonstationary time series, such as the locally stationary time series. The spectral characteristics of the locally stationary time series are assumed to change continuously but slowly over time, implying the existence of an interval centered at each time instant in which the time series are approximately stationary. The concept of the locally stationary time series was first introduced by Silverman [14] in 1957, and the generalization of the Wiener-Khintchine theorem to this special class of time series has also been established at the same time. Priestley [4, 6] gave a more rigorous definition of local stationarity using the oscillatory process and established an evolutionary spectrum theory. Hedges and Suter [15, 16] considered numerical means of measuring local stationarity in a time-and frequency-domain, while Galleani, Cohen, and Suter [17, 18] obtained a criteria to define local stationarity using time-frequency distributions. Besides the evolutionary spectra, other time-varying spectra can be developed under the assumption of local stationarity. As shown below, an estimation of a time-varying spectrum can be derived from the autocorrelation function of the locally stationary time series.
More specifically, given a locally stationary time series x(t), at any time instant t 0 , there exists a local interval of length l(t 0 ) centered at t 0 , such that its autocorrelation function at any two time instants t 1 and t 2 satisfying |t 1 
where τ is the time index difference t 1 − t 2 . Note that the autocorrelation function Γ xx (t 0 , τ) around time t 0 depends only on the time index difference τ within the region
, and the length l(t 0 ) of the locally stationary interval may vary with respect to time instant t 0 [19] . Figure 1 illustrates the definition of a locally stationary time series. Figure 1 (a) shows two locally stationary neighborhoods of a time series at two specific time points s 1 and s 2 . It is simpler to view these regions in the coordinates of the center time location t and the time index difference τ as shown in Figure 1 (b). Figure 1(b) demonstrates that the locally stationary neighborhood at any time t is rhombus centered at (t, 0) with its size determined by the length of the locally stationary interval. The long diagonal of length 2l(t) is along the τ direction with length, and the short diagonal of length l(t) is along the t direction. The autocorrelation function defined within the shaded area is invariant along the t axis, since the stationary condition indicates the dependence of the index difference τ only for the autocorrelation function.
The locally spectral information can be approximated by combining the operations of averaging Γ xx (t, τ) along the t direction and then applying Fourier transform along the τ direction within the locally stationary area. To avoid the sidelobe effect, a two-dimensional localization function g(t, τ) can be used to better localize the information of the autocorrelation function in the neighborhood of time instant t. The time-varying spectrum is then estimated by
where F τ → f is the Fourier operator with respect to the variable τ, and ⊗ t is the convolution operator with respect to the variable t. Equation (10) presents the basic idea of developing statistical measures that capture the time-varying spectral characteristics of a locally stationary time series. With many choices of localization functions g(t, τ), a time-varying spectrum defined by (10) is certainly not unique. For simplicity, the notation t is used again to represent the time variable t in defining the time-varying spectrum. A different choice of the localization function produces a time-varying spectrum with different characteristics in the time-frequency domain. To preserve its physical meaning, the time-varying spectrum as a generalization of the PSD is considered as an energy decomposition over time and frequency. Therefore, it is desirable to have the following properties.
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(a) Locally stationary areas in the coordinate of t 1 and
(b) Locally stationary areas in the coordinate of t and τ (1) The time-varying spectrum, as an energy density function, is expected to be nonnegative, that is,
(2) The time-varying spectrum, as a decomposition of local energy over frequency, is expected to satisfy the time marginal condition, that is,
Time-Varying Spectra Estimated by the Cohen's Class
Distributions. In this section, we extend the concepts in the FT-based spectral analysis to the time-frequency domain via the Cohen's class distributions for locally stationary time series. We also show that estimation of time-varying spectrum via the Cohen's class distributions is naturally coincided with (10) .
Perhaps one of the most well-known Cohen's class distributions is the spectrogram given by the short-time Fourier transform (STFT). The STFT reveals the local features of a signal by applying the Fourier transform to the signal localized by a window function h(t) that translates over time. Mathematically, the STFT is defined as
The STFT with a Gaussian window function is also called the Gabor transform [20] . We can extend the Fourier-based definition of the PSD (4) to time-varying spectrum by replacing the Fourier transform with the STFT, namely,
Equation (12) is a bilinear TFR called the spectrogram. Since the STFT is considered as a localized Fourier transform, it is easy and intuitive to interpret the spectrogram. Hence, the spectrogram has become a popular tool to analyze locally stationary time series. A more general form of a bilinear TFR, proposed by Cohen [5] , can be mathematically expressed as
where φ(θ, τ) is a two-dimensional function called the kernel of the Cohen's class representation. Any bilinear transform can be obtained from (13) characterized by its kernel function. Different kernel functions can be designed such that the corresponding bilinear TFR has the desirable properties and also maintains the physical meaning of its energy distribution. For instance, the kernel of the spectrogram is
and the kernel of the Wigner-Ville distribution is simply φ (WVD) (θ, τ) = 1. Other commonly used Cohen's class distributions include Page distribution [21] and the ChoiWilliams distribution [22] . The importance of the Cohen's class representation is that it provides a general method to study the bilinear TFRs through a simple kernel function [7] . The characteristics 
The kernel functions of the real-valued TFRs such as the Wigner-Ville distribution and the spectrogram have conjugate symmetry
With the Cohen's class distributions, we can easily derive a class of methods to estimate time-varying spectrum using the Cohen's class distributions by replacing the spectrogram in (12) by any bilinear TFR,
Here, the time-lag kernel Φ(t, τ) is the Fourier transform of the kernel function with respect to its first variable,
For example, the time-lag kernel for the Gabor transform is
As we can see, estimation (17) of the time-varying spectrum using the Cohen's class distribution (17) is consistent with the general methodology (10) of estimating time-varying spectrum for the locally stationary time series. Since the time-lag kernel Φ(t, τ) acts as a localization function in (10), we can also define a way to measure the size of the locally stationary areas defined by the bilinear TFRs. Considering the absolute value of the normalized time-lag kernel as a probability density function, the center of the locally stationary area can be measured by the first moment, and the length of the locally stationary area can be estimated by the second moment. If the kernel has a single peak, the full-width half maximum (FWHM) of the kernel can also be used to estimate the size of the locally stationary area.
However, not all Cohen's class distributions are suitable for estimating time-varying spectrum, especially for timevarying coherence. As energy distributions, nonnegativevalued bilinear distributions are desirable in spectral analysis. Negative values of the distribution may introduce difficulties in interpreting the time-vary spectrum and interactions between time series. As stated by Wigner [23] , a bilinear distribution cannot satisfy the nonnegativity and the time marginal property simultaneously. Therefore, we focus on only the nonnegative-valued Cohen's class distributions.
The main limitation of the spectrogram is its fixed time and frequency resolution. In other words, the locally stationary region at any time has the same shape and size. However most signals in real applications have long durations of low-frequency components and short durations of high-frequency content. Hence, a time-lag kernel with frequency-dependent resolution is preferable so that local spectral information can be more accurately captured. In the next section, we will show that the spectrogram defined by the Stockwell transform is a nonnegative Cohen's class distribution, and the width of its corresponding kernel depends on the frequency variable. It thus provides a good estimate of the time-varying spectrum.
Time-Varying Spectra Estimated by the Stockwell Transform
The Stockwell transform, proposed by Stockwell in 1996 [9] , is a hybrid of the Gabor transform and the wavelet transform. It provides a multiscale time-frequency representation of a signal. Specifically, the ST of a signal x(t) with respect to a window function ψ is defined by
or equivalently,
Here, X( f ) is the Fourier representation of x(t). Without loss of generality, we assume that 
Therefore, the ST has become popular in many applications. Similarly, we can estimate time-varying spectrum using the ST, that is,
The term inside E{·} is the bilinear spectrogram of the ST. In fact, the ST-spectrogram belongs to the Cohen's class as shown in Theorem 1. 
Theorem 1 (kernel of the ST-spectrogram). Let ψ(t) ∈ L 2 (R) be a window function satisfying
∞ −∞ ψ(t)dt = 1. For any signal x(t) ∈ L 2 (R),
a window function ψ(t) can be expressed by the extended Cohen's class representation
with the kernel function (25) or the time-lag kernel function
The proof can be found in the Appendix. Because the window width of the ST is frequency dependent, the corresponding kernel functions also depend on frequency.
The time-lag kernel function in Theorem 1 can help us understand the locally stationary areas defined by the STspectrogram. For example, the window function of the ST originally proposed by Stockwell [9] is a Gaussian function, that is,
. This is because the Gaussian function provides an optimal joint time-frequency resolution. The corresponding kernel function and the timelag kernel function can be derived from Theorem 1
Note that the time-lag kernel function is the product of two single-variable Gaussian functions
where one is scaled by 1/( √ 2 f ) and the other by √ 2/ f . We can measure the FWHM of the Gaussians as an approximation to the size of the time-lag kernels. Figures 2(a) and 2(b) illustrate the surface of time-lag functions at the location of half maximum for the GT-and ST-spectrograms, respectively. The locally stationary areas are frequency-invariant for the GT-spectrogram. On the contrary, the locally stationary area defined by the ST-spectrogram changes with respect to frequency: wide stationary area is applied to capture lowfrequency information of the autocorrelation function, and a narrow stationary area is used to localize high-frequency components. Therefore, the multiscale time-varying spectrogram provides a robust and accurate description of the time-varying spectral information of a locally stationary time series.
Time-Varying Coherence Estimated by the Stockwell Transform
In many applications, interdependence between two time series changes over time. It is necessary to have statistical measures such as time-varying coherence that can reveal such a dynamic relation. In this section, we define a timevarying coherence function for locally stationary time series by extending the Fourier-based coherence function to the time-frequency plane.
The generalization of time-varying coherence using the Cohen's class distributions follows straightforwardly the time-varying spectrum. The time-varying cross spectrum can be defined with the Cohen's class distributions by replacing the autocorrelation function in (17) with the crosscorrelation function. Based on the representation of the Cohen's class, the time-varying cross spectra at each time instant can be interpreted as the spectral representation of the local cross-correlation function, which measures the linear interaction between the underlying two time series at this time instant. Similarly, the time-varying coherence function is defined as the normalization of the time-varying cross spectrum.
The time-varying coherence certainly inherits the characteristics of the time-varying spectra. Therefore, the multiscale characteristic of the ST-spectrogram makes it an effective tool to study the time-varying coherence. The ST cross spectrum and coherence can be defined as follows:
As a scale-free measure, the value of the time-varying coherence is expected to range from 0 to 1. Theorem 2 indicates that such property holds for the ST-based coherence.
Theorem 2 (range of ST coherence). Let the window function ψ ∈ L 2 (R) and satisfy
∞ −∞ ψ(t)dt = 1
. For any two signals x(t), y(t) ∈ L 2 (R), the following inequality holds for the ST,
The proof follows directly the Schwartz inequality. Hence, 0 ≤ TC (ST) (t, f ) ≤ 1. Note that the spectrogram defined by the STFT also satisfies this inequality. However, for the Cohen's class distributions with negative values, their corresponding time-varying coherence functions do not hold this inequality. As a result, most of bilinear TFRs are not suitable to study the time-varying linear interdependence of time series.
Besides the ST, the wavelet transforms also provide a multiscale resolution. Therefore, they can be applied to define the time-varying spectrum and coherence. The differences between the Stockwell approach and the wavelet approach have been investigated recently in [24] .
Numerical Simulations
To demonstrate the performance of the ST-spectrogram in studying the time-varying characteristic of time series, we estimate the time-varying spectra and coherence of a pair of synthetic nonstationary time series using both the GTand the ST-spectrogram with the Gaussian window. The two nonstationary time series are constructed as the follows:
e 2π j(5t 2 +10t) + e 2π j(80t) + 2 (t), 0.5 < t ≤ 1 s,
where i (t), i = 1, 2 are independent Gaussian noise with zero mean and identical variance. Note that both signals consist of the same chirp signal whose frequency linearly increases from 10 Hz to 20 Hz, and two constant frequency components (40 Hz and 80 Hz) occurred at different time periods. We generate two hundred trials of data using the Monte Carlo simulations. The sampling rate is 1000 Hz and the total sampling duration is 1 s. The time-varying spectra and the time-varying coherence are estimated using both the GT-and the ST-spectrograms.
In Figure 3 , the first column is the time-varying spectra of s 1 (t); the second column is the time-varying spectra of s 2 (t); and the third column is the coherence functions of s 1 (t) and s 2 (t). Since s 1 and s 2 are related only by the chirp signal, their coherence should happen only at the location of the chirp signal. Due to the limitations of the windowing technique, the temporal occurrences of the two constant frequency components overlap in all of the estimated time-varying spectra, causing false coherence beyond 20 Hz around 0.5 s. The frequency-dependent resolution of the ST-spectrogram produces an overall better picture about the coherence of these two signals.
An Application in Studying the Brain Functional Connectivity
We now apply the time-varying coherence based on the Stockwell transform to study functional connectivity between the contralateral and ipsilateral motor cortices when subjects performed the Multisource Interference Task [25] using their right hands. The MSIT combines multiple dimensions of cognitive interference in a single task, which can be used to investigate mental or behavioral diseases such as Attention Deficit Hyperactivity Disorder (ADHD) in clinical studies [1] ; see Figure 4 for details of the MSIT. Fifty interference trials were recorded for two right-handed participants (SB and DM, represented by their initials). One hundred fifty-one channel whole-head MEG (sample rate = 625 Hz) was recorded continuously for 400 seconds. Time zero is represented as a press of the button. The signals at contralateral and ipsilateral motor cortices were extracted using the beamformer technique [26] and filtered with a lowpass filter (1-30 Hz). Several preprocessing steps have been applied to the data, including temporal normalization to give the data equal weight and ensemble mean subtraction to remove first-order nonstationarity [27] .
For each subject, we calculate the time-varying spectrum based on the ST-spectrogram with the preprocessed data −1-1.5 s. To investigate the statistical significance of timevarying coherence measure, we apply the bootstrap method [28] Task: " Which one of these numbers is not like the others ? "
In this example, the 3 is different than the 2 s, so push button 3. Note that for interference trials, the targets never match the button location, and the flanker stimuli are always potential targets. Thus, stimuli are relatively difficult to perform. only during the time period −0.6-0 s. Another reason why we are particularly interested in this period is that the reaction time of those two subjects is approximately 0.6 s, which suggests that subjects are processing their cognitive tasks within the time interval.
The ST-based coherence indicates the functional connection between the MIc and MIi under the MIST. Figure 5 shows that the significant connection happens mainly around frequency bands of 10-14 Hz and 25 Hz. For the 10-14 Hz frequency band, our results are consistent with the results found in [29] , where activities of MIi and predominantly corticocortical coupling around 8-12 Hz have been observed under the unimanual auditorily paced finger-tapping task. The connection around 25 Hz in this experiment is new and needs to be further investigated. The common limitation of studying brain signals is the unavailability of large amounts of data. Statistical measurements with few samples may combine with artifacts. In order to improve accuracy, grand average results among more subjects need to be studied and will be further considered in the future.
Conclusions
In this paper, we investigate the estimation of the timevarying spectrum and the time-varying coherence for the locally stationary time series using the Cohen's class distributions. We have shown that the estimation of timevarying spectrum via Cohen's class distributions (17) is naturally coincided with the definition of the locally stationary time series (10) . In addition, the availability of the Cohen's class representation provides a new perspective into the characteristics of time-varying spectrum via studying the properties of the corresponding kernel. However, to maintain physical meaningness in time-varying spectrum and coherence, only nonnegative Cohen's class distribution is preferable. To more accurately capture the local features of a locally stationary time series, a distribution with a multiscale resolution is desirable although most of the standard Cohen's class distribution have fixed resolution. Therefore, we propose new time-varying measures based on the spectrogram of the Stockwell transform, a hybrid of the Short-time Fourier transform and the wavelet transform. We prove that as a bilinear TFR, the ST-spectrogram is a Cohen's class distributions with a frequency-dependent kernel. The multiscale analysis and the nonnegativity feature make the ST an effective approach to investigate the timevarying characteristics of the spectrum and the interaction of locally stationary time series. We successfully apply the STbased time-varying coherence to study the brain functional connectivity in an MEG study.
