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Abstract 
Let u,(G) denote the number of cycles of length k in a graph G. In this paper, we first prove that if 
G and H are X-equivalent graphs, then ak(G) = a,(H) for all k with g < k < $g - 2, where g is the girth 
of G. This result will then be incorporated with a structural theorem obtained in [7] to show that all 
uniform subdivisions of some families of graphs, including the complete bipartite graphs and certain 
cages, are X-unique. 
1. Introduction 
Given a graph G, let P(G) denote the chromatic polynomial of G. Two graphs G and 
H are said to be X-equivalent, written G-H, if P(G)=P(H). A graph G is said to be 
X-unique if for any graph H with H - G, we have HZ G. The notion of X-unique graphs 
was first introduced in Cl]. Some recent results on X-unique graphs can be found in the 
survey article [4]. 
Some years ago, Salzberg et al. [S] and Tomescu [S] conjectured that all complete 
bipartite graphs K(p, q), where p 3q 32, are X-unique. This conjecture has 
been confirmed recently with two different methods. The first one, which was given 
in [6], employs the notion of simplified adjacency matrix. The second one, which 
was shown in [7], makes use of a result that we are going to state. The girth g(G) (= g) 
of a graph G is the length of a shortest cycle in G. Let a,(G) denote the number 
of cycles of length k in G. The following sharp upper bound for a,(G) was established 
in [7]. 
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Theorem 1.1. Let G be a 2-connected graph of order n, size m and even girth 924. 
Then 
oJG)$f(rn-n+ l), 
and the equality holds iff G satisjies the condition: 
(*) Every two edges of G are contained in a common cycle C, of length g. 
This result was then utilized in 173 to offer another proof of the above conjec- 
ture. 
By applying both Theorem 1.1 and the structure of the extremal graphs satisfying 
(*), Teo and Koh proceeded one step further to find in [3] more new families of 
X-unique graphs such as the graphs O(c,f) of Fig. 3 and some famous cages, including 
the Tutte-Coxeter graph of Fig. 5. 
For a graph G and a positive integer f, the f-uniform subdivision of G is the 
graph G(f) obtained from G by replacing each edge of G by a path of length J 
A uniform subdivision of G is a f-uniform subdivision of G for somef 2 1. Note that 
G( 1) = G and the graph O(c,f) is thef-uniform subdivision of the ‘multigraph’ of order 
2 and size c. 
In this paper, we shall first prove that if G and H are X-equivalent graphs, then 
ok(G) = a,(H) for all integers k with g < k < (3/2)g - 2, where g = g(G). This result will 
then be incorporated with Theorem 1.1, together with the structure of the extremal 
graphs satisfying (*), to show that the f-uniform subdivisions of some families of 
graphs, including K (p, q) and certain cages, are X-unique for all f> 2. 
For a graph G, we shall denote by V(G), E(G), v(G) and e(G), respectively, the vertex 
set, edge set, order and size of G. The degree of a vertex v is denoted by deg v while the 
distance between two vertices u and v is by d(u,v). The diameter of G, denoted by 
diam G, is defined as 
diamG=max(d(u,v)I u,veV(G)}. 
2. Fundamental results 
In this section, we first present Whitney’s broken-cycle theorem and some known 
invariants under the X-equivalence, and then prove the result that if G-H, then 
a,(G) = c~(H) for all integers k with g < k <+g - 2. 
Let G be a graph of size m, and let p : E(G)+ { 1,2,. .., m} be an arbitrary bijection. 
Given a cycle C in G, choose the edge eeE(C) such that P(e)>P(x) for each 
xEE(C)\{e}. W e call the path C-e a broken cycle in G induced by p. Thus, when 
a bijection fi is fixed, there is a l-l correspondence between the family of cycles and 
the family of broken cycles in G. 
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Theorem 2.1 (Whitney’s broken-cycle theorem [lo]). Let G be a graph of order n and 
size m, and let p: E(G)+(1,2, . . . . m} be a bijection. Then 
n-1 
P(G, A)= C (-l)ibi;l”-i, 
i=O 
where bi is the number of spanning subgraphs of G that have exactly i edges and that 
contain no broken cycles induced by j?. 
As a consequence of Theorem 2.1, we have: 
Corollary 2.2. Let G and H be two X-equivalent graphs. Then 
0) v(G)= v(H), 
(ii) e(G) = e(H), 
(iii) g(G)=g(H), 
(iv) o,(G) = o,(H). 
It is easy to see that the number of connected components of a graph G is the 
multiplicity of the root 0 of P(G). Thus, if G-H, then G is connected iff H is so. The 
following result is, however, nontrivial. 
Theorem 2.3 (Whitehead and Zhao [9]; Woodall [12]). The number of nontrivial 
blocks of a graph G is the multiplicity of the root 1 of P(G). In particular, ifG and H are 
X-equivalent graphs, then G is 2-connected z&rH is so. 
Corollary 2.2(iv) says that the number of shortest cycles is an invariant under 
X-equivalence. Our aim in the remainder of this section is to extend this result. 
For a real x, let r x 1 denote the least integer not less than x. For FcE(G), we 
denote by (F) the subgraph induced by F. We begin with two observations. 
Lemma 2.4. Let G be a graph with girth g 2 4. Then for any two distinct cycles C and C’ 
in G, the subgraph (E(C)uE(C’)) is of size at least [(3/2)gl. 
Proof. Let R=(E(C)uE(C’)) and S=(E(C)nE(C’)). Observe that the subgraph 
R-E(S) always contains a cycle. 
Suppose to the contrary that e(R)<(3/2)g. Then 
e(S)=e(C)+e(C’)-e(R)>g+g-(3/2)g=g/2, 
and so 
The latter implies the existence of a cycle of length less than g in R-E(S), a contra- 
diction. Cl 
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Lemma 2.4 is used to prove the following. 
Lemma 2.5. Let G be a graph with girth 
Koh 
924, and let F%E(G) such that 
(FI <[(3/2) gl- 3. Then the subgraph (F) contains at most one broken cycle. 
Proof. Suppose that (F) contains two distinct broken cycles P and P’. Let C and C 
be the cycles in G, and eEE(C), e’EE(C’) such that 
C-e=P and C’--e’=P’. 
By Lemma 2.4 
e((E(C)UE(C')))~r(3/2)gl. 
But then 
IFI 2 IW)UE(P’)~ H(3/2)+2, 
a contradiction. 0 
For a graph G, let b;s be the numbers defined in Theorem 2.1. Since there is a l-l 
correspondence between the family of cycles of order r and the family of broken cycles 
of order r in G, we have by Lemma 2.5 the first part of the following result. 
Theorem 2.6. Let G be a graph with girth 924. Then for each integer k with 
gskQ(3/2)91-3, 
In particular, $ G and H are X-equivalent graphs 
o,(G)= ok(H), 
for ail integers k with 
g<kkgr(3/2)gl-2. 
with 624, then 
Proof. The second part of Theorem 2.6 follows from the first part and the corollary to 
Theorem 2.1. q 
3. The structure of extremal graphs 
Extremal graphs with even girth satisfying the condition (*) stated in Theorem 1.1 
have some interesting properties, and have been classified in [2,7]. In this section, we 
shall recall from [7] some essential features of the structure of these extremal graphs 
which are relevant to the proof of our main result in Section 4. 
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Fig. 1. 
Let G be a 2-connected graph with even girth g = 2h, h > 2, satisfying the condition 
(*). Clearly, diam G = h. Two edges albl and a& of an even cycle C, as shown in 
Fig. 1 are said to be opposite with respect o C, if d(ar, b2) = d(az, b,) along C,. Two 
edges ei, e2 of G are called opposite edges of G if they are opposite edges with respect o 
some even cycle C, in G. In this case, e, is called an opposite edge of e2, and vice versa. 
Let e=abeE(G), and let 
T,={ueV(G)Id(a,u)<h-1 in G-e}, 
Tb={u~V(G)Id(b,u)<h-1 in G-e}, 
A={uET,Id(a,u)=h-1 in G-e}, 
and 
B={uET,Id(b,u)=h-1 in G-e}. 
Then we have: 
(1) the subgraphs (TJ and ( Tb) of G are disjoint subtrees of G, and V(G) = T,,u Tb; 
(2) E(G)=(e}uE((T,))uE((T,))uX,, where X, is the set of opposite edges of e, 
and each of them joins a vertex in A to a vertex in B. 
Moreover, we have the following lemma. 
Lemma 3.1 (Homobono and Peyrat [2]). Let G be a graph with g(G)=2ha4 sutis- 
fying (*I. 
(i) If u, UE V(G) such that d(u, u) = h, then deg u = deg u; 
(ii) Zfu,ul,u2~V(G) such that degu>3 and d(u,,u)=d(u,,u), then degu, =degu,. 
Suppose G is a graph given in Lemma 3.1, which is not a cycle. Then there exists an 
edge e=ub in G with degu=l+1>3. Let 
s = min (d(u, u) ( deg u > 3). 
SincediamG=h, wehaves<h. Ifs<h,byLemma3.1,1etu,,u2,...,ul+, bethel+1 
vertices such that d(uyUi)=s, degui=t+l for i=l,2 ,..., 1+1, and u1 ,..., u,ET,, 
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Fig. 2. Structure of G for k even. 
ul+reTr,. For i= 1,2, . . . . Z+ 1, by Lemma 3.1 again, let Uil, Viz, . . . , Uit be the t 
vertices such that d(ui,Uij)=s, degr.+j=Z+l for i=l,...,Z+l, j=l,...,t, and 
UijET’(i=l,..., 1, j=l,..., t), Ocl+r)jETb (j=l,..., t). By applying Lemma 3.1 
repeatedly, we see that h = sk for some positive integer k, and deg x = Z+ 1 for k 
even and degx = t + 1 for k odd, for all XEB. The structure of G is determined 
as shown in Fig. 2. We call s the jump number of G and k, the period of G. Also, 
if k>2, let 
C={uET,Id(u,a)=(k-1)s). 
Note that for all XEC, 
degx= 
t + 1 for k even, 
Z+l for k odd. 
Lemma 3.2. Let G be a graph satisfying condition (*) with g(G)=2h>,4, jump number 
s and period k. 
(i) Zfk=l, then s=h and GrO(Z+l,h) (see Fig. 3). 
(ii) If k=2, then G is the s-ungorm subdivision of some complete bipartite graph. 
(iii) Zf k 2 2, then GE H(s) for a unique graph H. 
(iv) Zf k > 2, then G contains a cycle of length g + 2s, but none of length between g and 
g+2s. 
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Proof. Results (i)-(iii) follow immediately from the above description of the structure 
of G. 
To prove (iv), we note that since t, 12 2 and g =2h=2ks>4s, there exists a zig-zag 
path of length 3s connecting B and C as shown in Fig. 4. Thus, there is a cycle in 
G (which contains the edge e of Fig. 2) of length (k - 1)s + 3s + h = g + 2s. 0 
4. The main result 
We shall confine ourselves to 2-connected graphs in this section. Two graphs G, H 
are said to be a-equivalent, written GoH if o(G) = u(H), e(G) = e(H), g(G) = g(H) and 
a,(G) = o,(H). A graph G is a-unique if for any graph H with HoG, we have HZ G. It 
follows from Corollary 2.2 that every o-unique graph must be X-unique. In [7] it was 
proved that the graphs K(p, q) (p>q>2) are a-unique; in [3] O(c,f) (c,f>2) are 
proved to be a-unique. Let M(r, g) denote an r-regular Moore graph with girth g (see 
[7,1 l] for definition). It was further proved in [7] that the graph M(p’+ 1,6) is 
a-unique, where p is a prime and c, a positive integer. Indeed, by a similar argument, 
one can show more generally that all unique Moore graphs of even girth (including 
M(p’+ 1,6) and the Tutte-Coxeter graph of Fig. 5) are o-unique. Note that the graphs 
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Fig. 5. Tutte-Coxeter graph. 
K(p, q) (p > q > 2), O(c,f) (c,f > 2) and M(r, g) (g even) all satisfy the condition (*). In 
this final section, our aim is to establish the following result. 
Theorem 4.1. If G is a a-unique graph with even girth satisfying the condition (*), then, 
for each integer f > 2, the graph G(f) is X-unique. 
Proof. We first observe that if J is a graph such that J( f ), f 22, is a-unique, and 
satisfies (*), then J is also a-unique, and satisfies (*). Thus, we may assume that G is 
not the k-uniform subdivision of any graph with ka2. Also, we may assume that 
G$O(c, f) for all c, f 22. Consider the graph G(f). It is evident that G(f) is also 
a graph with even girth satisfying (*). Let g’, h’, s’ and k’ be, respectively, the girth, 
diameter, jump number and period of G( f ). Note that h’ = s’k and s’ =f (since s = 1 by 
Lemma 3.2(iii)). We now refer the structure of G(f) as described in Section 3. 
If k’ = 1, then by Lemma 3.2(i), G(f) E O(l’ + 1, h’) (I’ corresponds to I in Section 3), 
a contradiction. Thus, we may assume that k’ > 2. By Lemma 3.2(iv), G(f) contains 
a cycle of length g’ + 2f: Note that if k’ > 3, 
g1=2h’=2fk’212, 
and so 
39’ g’ g’ 39’ g’ 39’ 
g’+2f <T-T+7’T-6<T-2. 
Thus, we conclude that 
(# ) if k’ > 3, G(f) contains a cycle of length g’ + 2f, where g’ < g’ + 2f < 3s’ - 2. 
We shall now show that G(f) is X-unique. Thus let H* be a graph such that 
H* N G( f ). Then H* is of girth g’ and satisfies (*) also. Let s* and k* be, respectively, 
the jump number and period of H*. Then g’=2k*s*. 
(i) If k* = 1, then by Lemma 3.2(i), H* g B(c*, f *) for some c*, f * > 2, which is 
g-unique. Thus G(f) g H* z O(c*, f *), a contradiction. 
(ii) If k* = 2, then by Lemma 3.2(iv), H* contains a cycle of length g’ + 2s* = (3/2)g’. 
Also, it is clear from the structure that H* does not contain any cycle of length 
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between g’ and (3/2)g’ - 2. Since H* - G(f), by Theorem 2.6 and (#) above, we must 
have k’ = 2:Thus s* = s’ =f: By Lemma 3.2(iii), H* E H(s*) = H(f) for some graph H. 
In this case, it is clear that both G and H are complete bipartite graphs of same order 
and size. Thus H s G, and hence H* z G(f). 
(iii) Consider the case k* 2 3. If s* 3 2, then again, H* contains a cycle of length 
g’ + 2s* with g’ + 2s* <(3/2)g’ - 2. Since G(J) (resp., H*) contains no cycles of length 
between g’ and g’ + 2f(resp., g’ and g’ + 2s*), by Theorem 2.6, g’ + 2f= g’ + 2s*, and so 
f= s*, which implies that k’= k*. Let H be the graph such that H* = H(s*). It can be 
seen that both H and G are 2-connected graphs of the same order, size, girth and 
a,(H) = a,(G). By the a-uniqueness of G, HE G, and thus H* = H(s*)s G(f). 
Assume now s* = 1. If k* = 3, then g’ = 6, Since g’ = 2kf and f 2 2, we have K = 1 
and f = 3, and thus G(f) z O(Z' + 1,3), a contradiction, If k* 24, then g’= 2k*s* 2 8, 
and so (3/2)g’-2ag’+2s*. By applying the argument for the case s* 22 and using 
Theorem 2.6, we have s* =f and k* = K, which in turn imply that H* 2 G( f ). 0 
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