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FEIGIN’S MAP REVISITED
CHANGJIAN FU
Abstract. The aim of this note is to understand the injectivity of Feigin’s map
Fw by representation theory of quivers, wherew is the word of a reduced expression
of the longest element of a finite Weyl group. This is achieved by the Ringel-
Hall algebra approach and a careful studying of a well-known total order on the
category of finite-dimensional representations of a valued quiver of finite type. As
a byproduct, we also generalize Reineke’s construction of monomial bases to non-
simply-laced cases.
1. Introduction
Let U+ be the positive part of a quantum enveloping algebra associated to a Cartan
matrix C ∈MI×I(Z) and w = (i1i2 · · · im) ∈ I
m a word in alphabet I. In 1990s’, B.
Feigin proposed a homomorphism Fw from U+ to the quantum polynomial algebra
Pw as a tool for studying the skew-field of fractions of U+. He also conjectured that
Fw is an embedding provided that C is of finite type and w is a word associated to a
reduced expression of the longest element in the Weyl group of C. This conjecture has
been confirmed by K. Iohara and F. Malikov in a special case [7] and by A. Joseph in
general [8]. Moreover, Fw induces an isomorphism of skew-fields of fractions on both
sides in this case (see also [1]). In particular, this embedding gives us a realization
of U+ as subalgebra of Pw which leads to a construction of (dual) monomial bases
for the quantum enveloping algebras of finite simply-laced type in [14].
There are two other well-known realizations of U+ which are independent of the
choice of the type of C. The first one is an embedding of U+ into the quantum
shuffle algebra [6, 17], which is dual to the realization of U+ as a quotient of a free
algebra. The second one is an embedding of U+ into (dual) Ringel-Hall algebra,
which was discovered by Ringel [16] and Green [5]. Both realizations provided us a
better understanding of certain bases of U+ (cf. [10, 16, 17] for instance). Recently,
the Feigin’s map Fw has been extended to quantum shuffle algebras in [18] and (dual)
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Ringel-Hall algebras in [2]. Moreover, these Feigin-type maps fit into a commuting
tetrahedron of maps beginning with the quantum enveloping algebra and terminating
in a quantum polynomial algebra [18].
Let C be a Cartan matrix of finite type and (Q,d) a valued quiver associated to
C. Let H∗(Q) be the dual Ringel-Hall algebra of (Q,d). In this case, the embed-
ding of U+ into H
∗(Q) is an isomorphism. In particular, U+ admits a PBW basis
parametrized by the isoclasses of representations of (Q,d). Let ω0 be the longest
element of the Weyl group associated to C. It is well-known that the reduced expres-
sions of ω0 also have close connection with the representation theory of (Q,d) (see
Section 4.1 or [11] for instance). Our main purpose is to pursue a representation-
theoretic understanding of the injectivity of Feigin’s map Fw, where w is a word
associated to a reduced expression of ω0. This is achieved by a careful studying of
a well-known total order on the category of finite-dimensional representations of a
valued quiver of finite type. In fact, we obtain the injectivity of Fw for a large class of
words w which may not be the words of reduced expressions of the longest element
ω0 (cf. Theorem 4.5). Moreover, we find that the total order consider in present
paper can be used to replace the degeneration order ≤deg in [14]. Thus we generalize
the construction of monomial bases in [14] to all the Cartan matrices of finite type.
The paper is structured as follows. In Section 2, we recall definitions and basic
properties concerning graded duals of graded (co)algebras, quantum enveloping al-
gebras, quantum shuffle algebras and quantum polynomial algebras. Section 3 is
devoted to give a unified treatment of the Feigin-type maps by using the graded dual
approach, which simplifies a lot of calculations in [18]. The results will be employed
to give a representation-theoretic understanding of the injectivity of the Feigin’s
map in Section 4. After introducing the total order associated to an enumeration
in Section 4.2, we prove a fundamental result (Proposition 4.4) on the behavior of
a representation with respect to the total order in Section 4.3. We then deduce the
injectivity of Feigin’s map (Theorem 4.5 and 4.6) from Proposition 4.4. We end up
with two applications of the total order in Section 5. The first one is to generalize
the construction of [14] to all the Cartan matrices of finite type. In particular, we
obtain monomial bases (Theorem 5.1) for quantum enveloping algebras of finite type
following [14]. The second one (Proposition 5.2) is a characterization of modules for
representation-finite hereditary algebras over finite field.
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2. Preliminary
2.1. Quantum binomial coefficients. Let v be an indeterminate. The quantum
numbers, factorials and binomials in variable v are defined as follows
[n] := v−n+1 + v−n+3 + · · ·+ vn−1, [n]! := [n][n− 1] · · · [2][1],
[
n
k
]
=
[n]!
[k]![n− k]!
.
The following result is known as Pascal identities.
Lemma 2.1. [
n
k
]
= vn−k
[
n− 1
k − 1
]
+ v−k
[
n− 1
k
]
.
2.2. Recollection on bialgebras and their graded duals. We refer to [9] for
basic definitions and properties of coalgebras and bialgebras. Let K be a field and I
a finite set. For a finite-dimensional K-vector space V , denote by V ∗ = HomK(V,K)
the dual space of V and 〈−,−〉V : V
∗×V → K the evaluation pairing. The evaluation
pairing 〈−,−〉V induces a pairing 〈−,−〉V⊗V between V
∗⊗V ∗ and V ⊗V by setting
〈x⊗ y, a⊗ b〉V⊗V = 〈x, a〉V 〈y, b〉V ,
where x, y ∈ V ∗ and a, b ∈ V .
Let (A, µ, η) be a K-algebra with multiplication µ : A ⊗ A → A and unit η :
K → A. The algebra (A, µ, η) is an NI-graded algebra if there is a gradation on
A =
⊕
α∈NI
Aα such that η(K) ⊆ A0 and µ(Aα ⊗Aβ) ⊆ Aα+β for each α, β ∈ NI.
Let (A =
⊕
α∈NI
Aα, µ, η) be an NI-graded K-algebra with dimK Aα < ∞ for each
α ∈ NI. Let A∗ =
⊕
α∈NI
A∗α be the graded dual space of A and 〈−,−〉A : A
∗×A→ K
the associated evaluation pairing. Note that we have 〈A∗α, Aβ〉A = {0} for α 6= β ∈
NI. Define the K-linear map µ∗ : A∗ → A∗ ⊗ A∗ by
〈µ∗(c), a⊗ b〉A⊗A = 〈c, µ(a⊗ b)〉A
for homogeneous elements a, b ∈ A and c ∈ A∗. We call µ∗ the adjoint of µ with
respect to the evaluation pairing 〈−,−〉A. Similarly, one defines η
∗ to be the adjoint
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of η. It is well-known that (A∗, µ∗, η∗) is an NI-graded coalgebra over K. Namely,
(A∗, µ∗, η∗) is a coalgebra such that
µ∗(A∗α) ⊆
⊕
α1+α2=α
A∗α1 ⊗A
∗
α2
and η∗(A∗α) = 0 for α 6= 0.
Dually, let (A =
⊕
α∈NI
Aα,∆, ǫ) be an NI-graded coalgebra with comultiplication
∆ : A → A ⊗ A and counit ǫ : A → K. Assume that dimK Aα < ∞ for each
α ∈ NI. One can also consider its graded dual space A∗ and the adjoints ∆∗, ǫ∗ of
∆ and ǫ respectively. Then (A∗,∆∗, ǫ∗) is an NI-graded K-algebra. In particular,
if (A =
⊕
α∈NI
Aα, µ, η,∆, ǫ) is an NI-graded bialgebra over K with finite-dimensional
components, then its graded dual (A∗ =
⊕
α∈NI
A∗α,∆
∗, ǫ∗, µ∗, η∗) is an NI-graded bial-
gebra over K.
The NI-graded algebras, coalgebras and bialgebras considered in the following are
assumed to have finite-dimensional components.
Let A =
⊕
α∈NI
Aα and B =
⊕
α∈NI
Bα be NI-graded K-algebras. A K-linear map
f : A→ B is a homomorphism of NI-graded K-algebras if f is a homomorphism of
K-algebras and f(Aα) ⊆ Bα for each α ∈ NI. For a given homomorphism f : A→ B
of NI-graded algebras, we consider the linear map f ∗ : B∗ → A∗ from the graded
dual B∗ to A∗ defined by
〈f ∗(b∗), a〉A = 〈b
∗, f(a)〉B, ∀ b
∗ ∈ B∗α, a ∈ Aα.
We call f ∗ the adjoint of f with respect to the evaluation pairings 〈−,−〉A and
〈−,−〉B. It is easy to check that f
∗ : B∗ → A∗ is a homomorphism of NI-graded
coalgebras. That is, f ∗ is a homomorphism of colagebras and f ∗(B∗α) ⊆ A
∗
α for each
α ∈ NI.
Dually, if f : A =
⊕
α∈NI
Aα → B =
⊕
α∈NI
Bα is a homomorphism of NI-graded
coalgebras, then f ∗ : B∗ → A∗ is a homomorphism of NI-graded algebras. In
particular, if f : A → B is a homomorphism of NI-graded bialgebras, then f ∗ :
B∗ → A∗ is a homomorphism of NI-graded bialgebras. The following fact is well-
known (cf. Proposition 2.5 in [6]).
Proposition 2.2. Let (A =
⊕
α∈NI
Aα, µ, η,∆, ǫ) be an NI-graded bialgebra over K
with finite-dimensional components. Assume that there is a non-degenerate symmet-
ric bilinear form (−,−)A : A×A→ K such that
(a⊗ b,∆(c))A⊗A = (µ(a⊗ b), c)A, (η(1), a)A = ǫ(a)
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for any a, b, c ∈ A and (Aα, Aβ) = 0 whenever α 6= β ∈ NI. Then (A, µ, η,∆, ǫ) is
isomorphic to (A∗,∆∗, ǫ∗, µ∗, η∗) as NI-graded bialgebras.
Proof. Let ψ be the linear map defined as follows
ψ : A → A∗.
a 7→ (a,−)A
It is clear that ψ is an isomorphism of K-vector spaces. Let 〈−,−〉A : A
∗ × A→ K
be the evaluation pairing. For any a, b ∈ A, we clearly have 〈ψ(a), b〉A = (a, b)A.
Now it is routine to check that ψ is a homomorphism of bialgebras. For instance,
for any a, b, c ∈ A, we have
〈∆∗ ◦ ψ ⊗ ψ(a, b), c〉A⊗A = 〈ψ ⊗ ψ(a⊗ b),∆(c)〉A⊗A
= 〈ψ(a)⊗ ψ(b),∆(c)〉A⊗A
= (a⊗ b,∆(c))A⊗A.
Consequently,
〈ψ ◦ µ(a⊗ b), c〉A = (µ(a⊗ b), c)A = (a⊗ b,∆(c))A⊗A.
On the other hand, we clearly have
〈ψ ◦ η(1), a〉A = (η(1), a)A = ǫ(a) = 〈ǫ
∗(1), a〉A.
In particular, ψ satisfies the following commutative diagrams
A⊗A
µ

ψ⊗ψ
// A∗ ⊗A∗
∆∗

A
ψ
// A∗
K
η

ǫ∗
!!❈
❈❈
❈❈
❈❈
❈
A
ψ
// A∗.
The other commutative diagrams can be verified similarly. 
2.3. The free algebra F and quantum shuffle algebra. We follow [12]. Let
C = (cij) ∈ MI×I(Z) be a symmetrizable Cartan matrix with symmetrizer f =
diag{fi, i ∈ I}. Let L be the root lattice of the Kac-Moody algebra g associated to
the Cartan matrix C. Denote by Π = {αj, j ∈ I} the set of simple roots of g which
forms a Z-basis of L. Let (−,−) : L×L→ Z be the symmetric bilinear form defined
by (αi, αj) = ficij for i, j ∈ I. We identify NI with L
+ := {
∑
i∈I niαi | ni ≥ 0, i ∈ I}.
Let v be an indeterminate. The free algebra F is the free Q(v)-algebra generated
by xj , j ∈ I. If we set deg xj = |xj | = αj ∈ L, then F =
⊕
α∈NI
Fα is an NI-graded
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algebra such that dimQ(v) Fα < ∞ for each α ∈ NI. In particular, F0 = Q(v).
Denote by µ the multiplication of F and η : Q(v)→ F the unit of F .
We endow F ⊗ F with the following twisted multiplication
(u1 ⊗ z1)(u2 ⊗ z2) := v
(|z1|,|u2|)u1u2 ⊗ z1z2
for homogeneous elements u1, u2, z1, z2 of F . Denote by ∆ : F → F ⊗ F the homo-
morphism of algebras given by
∆(xj) = xj ⊗ 1 + 1⊗ xj for j ∈ I.
Let ǫ : F → Q(ν) be theQ(v)-linear map defined by ǫ(Fα) = 0 for α 6= 0 and ǫ(a) = a
for a ∈ F0. Then (F , µ, η,∆, ǫ) is an NI-graded bialgebra. Set vi = v
fi, i ∈ I. We
may define the quantum numbers [n]i, factorials [n]
!
i and binomials
[
r
k
]
i
in the
variable vi as in Section 2.1. The comulitplication on the monomials are easy to
determine.
Lemma 2.3.
(1) Let i ∈ I, n ∈ N,
∆(xni ) =
n∑
k=0
v
(n−k)k
i
[
n
k
]
i
xn−ki ⊗ x
k
i ;
(2) Let i1, · · · , im ∈ I and a = (a1, · · · , am) ∈ N
m,
∆(xa1i1 · · · x
am
im
)
=
∑
b+c=a
(
m∏
k=1
vbkckik )v
∑
k<l ckbl(αik ,αil )
[
a1
c1
]
i1
· · ·
[
am
cm
]
im
xb1i1 · · ·x
bm
im
⊗ xc1i1 · · ·x
cm
im
.
Proof. The statement (1) can be proved by induction on n and the Pascal identities.
The statement (2) follows from (1) and the fact that ∆ is a homomorphism of
algebras. 
The quantum shuffle algebra [6] associated to the Cartan matrix C is the graded
dual (F∗,∆∗, ǫ∗, µ∗, η∗) of (F , µ, η,∆, ǫ) which is again an NI-graded bialgebra. Let
W = ∪m≥0I
m be the set of words in alphabet I. For each u = (j1j2 · · · jm) ∈ W , set
xu = xj1xj2 · · ·xjm ∈ F . It is clear that {xu | u ∈ W} forms a Q(v)-basis of F . Let
{yu | u ∈ W} be the basis of F
∗ dual to {xu | u ∈ W}. Then it is easy to compute
the comultiplicatioin µ∗ of F∗:
µ∗(yu) =
∑
(u1,u2)=u
yu1 ⊗ yu2.
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In order to compute the multiplication ∆∗ of F∗, we need some more notation.
Let Σr be the symmetry group of r letters. We denote an element σ ∈ Σr by
σ = (σ1, · · · , σr), where σ1, · · · , σr is a permutation of 1, 2, · · · , r. Let σ
−1
k be the
preimage of k under σ and define
Σr,s := {σ ∈ Σr+s | σ
−1
1 < · · · < σ
−1
r and σ
−1
r+1 < · · · < σ
−1
r+s}.
Using the definition of ∆∗, for u1 = (j1, · · · , jr), u2 = (jr+1, · · · , jr+s) ∈ W , we have
∆∗(yu1 ⊗ yu2) =
∑
σ∈Σr,s
vs(σ,u1,u2)yσ(u1,u2),
where s(σ,u1,u2) =
∑
k≤r,l>r,σ−1
k
>σ−1
l
(αjk , αjl) and σ(u1,u2) = (jσ1 , jσ2 , · · · , jσr+s).
2.4. Quantum enveloping algebra. Recall that C = (cij) ∈ MI×I(Z) is a sym-
metrizable Cartan matrix. The quantum enveloping algebra U+ is the Q(v)-algebra
generated by Ej , j ∈ I subject to the quantum Serre relations
1−cij∑
r=0
(−1)rE
[r]
i EjE
[1−cij−r]
i = 0, for i 6= j,
where E
[r]
i =
1
[r]!
i
Eri . Define degEj = |Ej | = αj ∈ L, then U+ =
⊕
α∈NI
(U+)α is an
NI-graded algebra which is a quotient algebra of F .
In fact, the algebra U+ has a bialgebra structure whose comultiplication ∆ : U+ →
U+ ⊗ U+ is given by ∆(Ei) = Ei ⊗ 1 + 1 ⊗ Ei, i ∈ I and the counit ǫ : U+ → Q(v)
is given by ǫ(Ei) = 0, i ∈ I. The canonical projection F → U+, xi 7→ Ei, i ∈ I
is a homomorphism of bialgebras. Moreover, there is a non-degenerate symmetric
bilinear form (−,−)U+ : U+×U+ → Q(v) satisfying the condition of Proposition 2.2.
Therefore the quantum enveloping algebra U+ is isomorphic to its graded dual U
∗
+.
In particular, let ei, i ∈ I be the basis of (U
∗
+)αi dual to Ei ∈ (U+)αi, then π : F →
U∗+, xi 7→ ei is a homomorphism of bialgebras. For more properties of U+, we refer
to [12].
2.5. Quantum polynomial algebras. Let w = (i1i2 · · · im) ∈ W be a fixed word.
The quantum polynomial algebra Pw associated to the Cartan matrix C and the word
w is the Q(v)-algebra generated by t1, · · · , tm subject to the relation
tltk = v
(αik ,αil )tktl for k < l.
For a = (a1, a2, · · · , am) ∈ N
m, set ta := ta11 t
a2
2 · · · t
am
m . It is clear that {t
a | a ∈ Nm}
is a Q(v)-basis of Pw and we have
tatb = v
∑
k<l bkal(αik ,αil)ta+b.
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Set deg tk = |tk| = αik , 1 ≤ k ≤ m. Then the algebra Pw is NI-graded and
each component is finite-dimensional. Let P∗
w
be the graded dual of Pw which is
a coalgebra. Denote by ∆ = µ∗ and ǫ = η∗ respectively the comultiplication and
counit of P∗
w
. Let {ta | a ∈ N
m} be the basis of P∗
w
dual to {ta | a ∈ Nm}. A direct
calculation shows that
Lemma 2.4. For a ∈ Nm,
∆(ta) =
∑
b+c=a
v
∑
k<l ckbl(αik ,αil)tb ⊗ tc.
3. Feigin-type maps
3.1. Reminder on valued quiver. A valued graph is a pair (I,d) consisting of a
finite set I of vertices together with non-negative integers dij for all i, j ∈ I such that
dii = 0 and there exists positive integers {fi, i ∈ I} satisfying fidij = fjdji for all
i, j ∈ I. A pair (i, j) ∈ I × I is an edge of the valued graph (I,d) provided dij 6= 0.
An orientation Ω of a valued graph (I,d) is to assign each edge (i, j) an arrow i→ j
or j → i. In this case, we obtain a quiver Q with vertex set I. A valued quiver is
a valued graph (I,d) endowed with an orientation Ω. In the following, we always
denote a valued quiver by (Q,d) and assume that Q is acyclic.
Let K be a field and (Q,d) a valued quiver. A reduced K-species of (Q,d) is a pair
M = {Fi, iMj}i,j∈I consisting of division rings Fi over K with dimK Fi = fi for i ∈ I
and an Fi-Fj-bimodule iMj with dimK iMj = fidij for each arrow i → j. A finite-
dimensional K-representation V = (Vi, ϕα) of (Q,d) consists of a finite-dimensional
Fi-vector space Vi for i ∈ I and an Fj-linear map jϕi : Vi ⊗Fi iMj → Vj for each
arrow α : i→ j.
Let V = (Vi, ϕα) andW = (Wi, ψα) be two finite-dimensional K-representations of
(Q,d). A morphism (fi)i∈I from V toW consists of an Fi-linear map fi : Vi → Wi for
each i ∈ I such that the following diagram is commutative for each arrow α : i→ j:
Vi ⊗Fi iMj
fi⊗1

jϕi
// Vj
fj

Wi ⊗Fi iMj
jψi
// Wj .
Let rep(Q,d) be the category of all the finite-dimensional K-representations of
(Q,d). It is a hereditary abelian category over K. It is also well-known that there is
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a finite-dimensional hereditary K-algebra Λ such that the category modΛ of finite-
dimensional Λ-modules is equivalent to rep(Q,d). For an M ∈ rep(Q,d), we will
denote by addM the subcategory of rep(Q,d) consisting of objects which are finite
direct sum of direct summands of M .
For a given valued quiver (Q,d), we associate a matrix C(Q,d) = (cij) ∈ MI×I(Z)
to (Q,d) by defining cij =

2 i = j;−dij i 6= j. . It is clear that C(Q,d) is a symmetrizable
Cartan matrix with symmetrizer f = {fi, i ∈ I}. Moreover, the valued quiver (Q,d)
is of representation-finite type if and only if the Cartan matrix C(Q,d) is of finite type.
We refer to [3] for more details.
3.2. Ringel-Hall algebras. Let K be a finite field with |K| = q. Set v2 = q in
this subsection. For a given Cartan matrix C ∈MI×I(Z), we may associate a valued
quiver (Q,d) without oriented cycles to C such that C(Q,d) = C. Let Si, i ∈ I be
the pairwise non-isomorphic simple representations of (Q,d). Denote by G0(Q,d)
the Grothendieck group of rep(Q,d). The Euler bilinear form 〈−,−〉 on G0(Q,d) is
given by
〈|M |, |N |〉 := dimK Hom(M,N)− dimK Ext
1(M,N),
where |M | stands for the image of M ∈ rep(Q,d) in G0(Q,d). It is well-known
that |Si|, i ∈ I form a Z-basis of G0(Q,d) and we may identify G0(Q,d) with
the root lattice L associated to C. Under this identification, |Si|, i ∈ I identify
with the simple roots αi, i ∈ I and the symmetric bilinear form (−,−) : L×L→ Z
identifies with the symmetrization of the Euler form 〈−,−〉. In other words, (α, β) =
〈α, β〉+ 〈β, α〉 for α, β ∈ L.
For any M,N,L ∈ rep(Q,d), the Hall number FLM,N counts the subrepresentations
X of L such that X ∼= N and L/X ∼= M . In general, for any L,X1, · · · , Xt ∈
rep(Q,d), then number FLX1,··· ,Xt counts the filtrations
0 = Lt ⊂ Lt−1 ⊂ · · · ⊂ L1 ⊂ L0 = L
such that Lk−1/Lk ∼= Xk, k = 1, · · · , t − 1. For a representation X ∈ rep(Q,d),
we denote by [X ] the isoclass of X . The Ringel-Hall algebra H(Q) of rep(Q,d) is
an associative algebra with unit [0] (we also denote it by η : Q(v) → H(Q)) whose
underlying space is the Q(v)-vector space spanned by the isomorphism classes of
representations of (Q,d) and the multiplication µ is given by
[M ] ∗ [N ] =
∑
[L]
v〈|M |,|N |〉FLM,N [L],
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where M,N,L ∈ rep(Q,d). It is clear that H(Q) =
⊕
α∈NI
H(Q)α is NI-graded, where
H(Q)α = span{[M ] | M ∈ rep(Q,d), |M | = α}.
Let (−,−)H(Q) : H(Q)×H(Q)→ Q(v) be the non-degenerate symmetric bilinear
form defined by ([M ], [N ])H(Q) =
1
|Aut(M)|
δM,N . We endow the tensor product H(Q)⊗
H(Q) with the twisted multiplication
(U1 ⊗ V1) ∗ (U2 ⊗ V2) := v
(|V1|,|U2|)U1 ∗ U2 ⊗ V1 ∗ V2
and define a Q(v)-linear map ∆ : H(Q)→ H(Q)⊗H(Q) as
∆([L]) =
∑
[M ],[N ]
v〈|M |,|N |〉
|Aut(M)||Aut(N)|
|Aut(L)|
FLM,N [M ]⊗ [N ].
Finally, define a Q(v)-linear map ǫ : H(Q)→ Q(v) by ǫ([M ]) =

0 if M 6
∼= 0;
1 if M ∼= 0.
Theorem 3.1.
(1) (Ringel [16]) The assignment Ej 7→ [Sj ] for j ∈ I extends to a homomorphism
of algebras Ψ : U+ → H(Q). Moreover, if (Q,d) is of representation-finite
type, the homomorphism Ψ is an isomorphism;
(2) (Green [5]) The algebra (H(Q), µ, η,∆, ǫ) is an NI-graded bialgebra and the
homomorphism Ψ is an injective homomorphism of bialgebras.
Note that the multiplication µ and the comultiplication ∆ form an adjoint pair
with respect to the non-degenerate bilinear form (−,−)H(Q). Let H
∗(Q) be the
graded dual of H(Q) and {δ[M ] | M ∈ rep(Q,d)} the basis of H
∗(Q) dual to
{[M ] |M ∈ rep(Q,d)}. Then (H(Q), µ, η,∆, ǫ) is isomorphic to (H∗(Q),∆∗, ǫ∗, µ∗, η∗)
as bialgebras. Moreover, the linear map U+ → H
∗(Q) defined by Ej 7→ δ[Sj ], j ∈ I
is also an injective homomorphism of algebras.
3.3. Feigin-type maps. Recall that for a given Cartan matrix C ∈ MI×I(Z), we
have three NI-graded bialgebras: the quantum enveloping algebra U+, the quantum
shuffle algebra F∗ and the dual Ringel-Hall algebra H∗(Q). For a fixed word w ∈ W ,
there is a quantum polynomial algebra Pw. There are various homomorphisms of
algebras between these four algebras which have been studied extensively due to
its connection to quantum groups, cluster algebras and motivic Donaldson-Thomas
invariants (cf. [2, 10, 14, 15, 18]). In particular, we have the following.
Theorem 3.2. Fix a word w = (i1i2 · · · im) ∈ W .
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(1) (Feigin) The linear map
Fw : U+ → Pw
Ej 7→
∑
1≤k≤m,ik=j
tk
is a homomorphism of algebras.
(2) (Berenstein-Rupel [2]) The linear map∫
w
: H∗(Q) → Pw
δ[M ] 7→
∑
a∈Nm
v
∑
k<l akal〈αik ,αil 〉+
∑m
k=1 fik
ak(ak−1)
2 FM
S
a1
i1
,··· ,Samim
ta
is a homomorphism of algebras, where Sakik is the direct sum of ak copies of
Sik .
(3) (Rupel [18]) The linear map
Ω : H∗(Q) → F∗
δ[M ] 7→
∑
u=(j1j2···jr)∈W
v
∑
k<l〈αjk ,αjl〉FMSj1 ,··· ,Sjr
yu
is a homomorphism of bialgebra.
(4) (Rupel [18]) The linear map
Sw : F
∗ → Pw
yu 7→
∑
a∈Nm,u=(i
a1
1 i
a2
2 ···i
am
m )
m∏
k=1
v
−
ak(ak−1)
2
ik
1
[a1]!i1 · · · [am]
!
im
ta
is a homomorphism of algebra. Moreover,
∫
w
= Sw ◦Ω.
The morphism Fw is called Feigin’s map of type w, which was first proposed by
B. Feigin as a tool for studying the skew-field of fractions of (U+)
∗. The morphism∫
w
is called generalized Feigin’s homomorphism in [18]. For special choice of words
w, these morphisms were used to study the associated quantum cluster algebras [2].
The morphism Ω is called quantum shuffle character in [18] which establishes a
connection between representations of the valued quiver (Q,d) and the irreducible
representations of the associated KLR algebra.
The rest of this section is devoted to give an alternative proof for the aforemen-
tioned homomorphisms. Here we emphasize the graded dual approach which not only
simplifies a lot of calculations in [18], but also leads to a representation-theoretic un-
derstanding of the injectivity of Feigin’s map for certain special words w in Section 4.
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3.4. The proof.
Lemma 3.3. The linear map
Φ : F → H(Q)
xi 7→ [Si]
is a homomorphism of bialgebras.
Proof. Recall that F is the free associative algebra generated by xi, ∈ I, it is clear
that Φ is a homomorphism of algebras. It remains to show that the following dia-
grams are commutative
F
∆F

Φ
// H(Q)
∆H(Q)

F ⊗F
Φ⊗Φ
// H(Q)⊗H(Q)
and F
Φ

ǫF
// Q(v).
H(Q)
ǫH(Q)
;;✇✇✇✇✇✇✇✇✇
By Theorem 3.1 (2), we know that ∆H(Q) is a homomorphism of algebras, hence
∆H(Q) ◦ Φ and (Φ ⊗ Φ) ◦ ∆F are homomorphisms of algebras. It suffices to prove
that ∆H(Q) ◦ Φ(xi) = (Φ ⊗ Φ) ◦∆F(xi) for any i ∈ I, which is evident, since [Si] is
primitive in H(Q). The commutativity of the other diagram follows similarly. 
Lemma 3.4. Let w = (i1i2 · · · im) ∈ W . The linear map
Tw : P
∗
w
→ F
ta 7→
m∏
k=1
v
−ak(ak−1)
2
ik
1
[a1]!i1 · · · [am]
!
im
xa1i1 · · ·x
am
im
is a homomorphism of coalgebras.
Proof. We are going to show that the following diagram is commutative
P∗
w
∆P∗w

Tw
// F
∆F

P∗
w
⊗ P∗
w
Tw⊗Tw
// F ⊗F .
For a ∈ Nm, set zw(a) :=
∏m
k=1 v
−ak(ak−1)
2
ik
1
[a1]!i1
···[am]!im
and xa
w
:= xa1i1 · · ·x
am
im . We have
(Tw ⊗Tw) ◦∆P∗w(ta) = Tw ⊗Tw(
∑
b+c=a
v
∑
k<l ckbl(αik ,αil) tb ⊗ tc)
=
∑
b+c=a
v
∑
k<l ckbl(αik ,αil)zw(b)zw(c)x
b
w
⊗ xc
w
.
FEIGIN’S MAP REVISITED 13
On the other hand, by Lemma 2.3, we have
∆F ◦Tw(ta) = zw(a)∆F(x
a
w
)
= zw(a)
∑
b+c=a
m∏
k=1
vbkckik v
∑
k<l ckbl(αik ,αil )
[
a1
c1
]
i1
· · ·
[
am
cm
]
im
xb
w
⊗ xc
w
Comparing the coefficients of xb
w
⊗ xc
w
, we deduce that
∆F ◦Tw(ta) = (Tw ⊗Tw) ◦∆P∗w(ta).

Now we are in a position to prove Theorem 3.2.
Proof of Theorem 3.2:
We first prove Theorem 3.2 (3) and (4). Let Φ∗ : H∗(Q)→ F∗ be the adjoint of Φ
and T∗
w
: F∗ → Pw the adjoint of Tw. Hence Φ
∗ is a homomorphism of bialgebras
and T∗
w
is a homomorphism of algebras. We are going to show that Ω = Φ∗ and
Sw = T
∗
w
.
Let 〈−,−〉F : F
∗ × F → Q(v) and 〈−,−〉H(Q) : H
∗(Q) × H(Q) → Q(v) be the
evaluation pairings. For any δ[M ] ∈ H
∗(Q) and u = (j1j2 · · · jr) ∈ W , we have
〈Φ∗(δ[M ]), xu〉F = 〈δ[M ],Φ(xu)〉H(Q)
= 〈δ[M ], [Sj1] ∗ [Sj2] ∗ · · · ∗ [Sjr ]〉H(Q)
=
∑
[L]
v
∑
k<l〈αjk ,αjl 〉FLSj1 ,··· ,Sjr
〈δ[M ], [L]〉H(Q).
Therefore
Φ∗(δ[M ]) =
∑
u=(j1j2···jr)∈W
v
∑
k<l〈αjk ,αjl 〉FMSj1 ,··· ,Sjryu = Ω(δ[M ]).
Let 〈−,−〉Pw : P
∗
w
× Pw → Q(v) be the evaluation pairing. For any a ∈ N
m and
u ∈ W , we have
〈ta,T
∗
w
(yu)〉Pw = 〈Tw(ta), yu〉F
= zw(a)〈x
a
w
, yu〉F .
Note that 〈xa
w
, yu〉F 6= 0 if and only if u = (i
a1
1 , i
a2
2 , · · · , i
am
m ). Thus we have
T∗
w
(yu) =
∑
a∈Nm,u=(i
a1
1 i
a2
2 ···i
am
m )
zw(a)t
a = Sw(yu).
14 CHANGJIAN FU
To prove Theorem 3.2 (2), we notice that Φ◦Tw : P
∗
w
→H(Q) is a homomorphism
of coalgebras and hence its adjoint (Φ ◦Tw)
∗ : H∗(Q)→ Pw is a homomorphism of
algebras. We claim that
∫
w
= (Φ ◦Tw)
∗. For δ[M ] ∈ H
∗(Q) and a ∈ Nm, we have
〈(Φ ◦Tw)
∗(δ[M ]), ta〉Pw = 〈δ[M ], (Φ ◦Tw)(ta)〉H(Q)
= zw(a)〈δ[M ],Φ(x
a
w
)〉H(Q).
On the other hand,
Φ(xa
w
) = Φ(xa1i1 ) · · ·Φ(x
am
im
)
= v
∑m
k=1
ak(ak−1)
2
〈αik ,αik 〉[Sa1i1 ] · · · [S
am
im
]
= v
∑m
k=1
ak(ak−1)
2
〈αik ,αik 〉
∑
[L]
v
∑
k<l akal〈αik ,αil 〉FL
S
a1
i1
,··· ,Samim
[L].
Note that 〈αik , αik〉 = fik , hence we have
(Φ ◦ Tw)
∗(δ[M ]) =
∑
a∈Nm
v
∑
k<l akal〈αik ,αil 〉+
∑m
k=1 fik
ak(ak−1)
2 FM
S
a1
i1
,··· ,Samim
ta =
∫
w
(δ[M ]).
Moreover,
∫
w
= (Φ ◦Tw)
∗ = T∗
w
◦ Φ∗ = Sw ◦Ω.
Finally, recall that we have a homomorphism of bialgebras π : F → U∗+ by π(xi) =
ei, i ∈ I. In order to prove Theorem 3.2 (1), it suffices to prove that Fw = (π◦Tw)
∗.
Let 〈−,−〉U+ : U+ × U
∗
+ → Q(v) be the evaluation pairing. For any a ∈ N
m,
〈(π ◦Tw)
∗(Ej), ta〉Pw = 〈Ej , (π ◦Tw)(ta)〉U+
= zw(a)〈Ej, e
a1
i1
· · · eamim 〉U+
Note that 〈Ej, e
a1
i1
· · · eamim 〉U+ 6= 0 if and only if ∃ 1 ≤ k ≤ m such that ak = 1, al =
0, l 6= k and ik = j. In this case, zw(a) = 1 and hence
(π ◦Tw)
∗(Ej) =
∑
1≤k≤m,ik=j
tk = Fw(Ej).
Remark 3.5. Recall that we have a homomorphism Ψ : U+ → H
∗(Q), one can show
that Fw =
∫
w
◦Ψ similarly.
3.5. Relation to Rupel’s notations. In order to compare the homomorphisms
defined above with the ones of [18], we need to consider Pw,H
∗(Q) and F∗ over the
field Q(v1/2). In [18], Rupel introduced different basis for Pw and H
∗(Q).
Recall that we have fixed a word w = (i1i2 · · · im) ∈ W . For any a ∈ N
m, set
ta
w
:= v
1
2
∑
k<l akal(αik ,αil)ta ∈ Pw.
It is clear that {ta
w
| a ∈ Nm} also forms a Q(v1/2)-basis of Pw.
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For any representation M ∈ rep(Q,d) with dimM = (mi, i ∈ I), set
[M ]∗ := v−
1
2
〈|M |,|M |〉+ 1
2
∑
i∈I fimiδ[M ].
Then {[M ]∗ | M ∈ rep(Q,d)} also forms a basis of H∗(Q). By applying the homo-
morphism
∫
w
to [M ]∗ we have∫
w
([M ]∗) = v−
1
2
〈|M |,|M |〉+ 1
2
∑
i∈I fimi
∫
w
(δ[M ])
=
∑
a∈Nm
v−
1
2
〈|M |,|M |〉+ 1
2
∑
i∈I dimi+
∑
k<l akal〈αik ,αil〉+
∑m
k=1 fik
ak(ak−1)
2 FM
S
a1
i1
,··· ,Samim
ta
Note that FM
S
a1
i1
,··· ,Samim
6= 0 implies that |M | =
∑m
k=1 akαik and hence
∑
i∈I fimi =∑m
k=1 fikak. We have
1
2
〈|M |, |M |〉+
1
2
∑
i∈I
dimi+
m∑
k=1
ak(ak − 1)
2
= −
1
2
∑
k<l
akal〈αik , αil〉−
1
2
∑
k<l
akal〈αil, αik〉.
Therefore∫
w
([M ]∗) =
∑
a∈Nm
v
1
2
∑
k<l akal〈αik ,αil〉−
1
2
∑
k<l akal〈αil ,αik 〉FM
S
a1
i1
,··· ,Samim
ta
=
∑
a∈Nm
v
1
2
∑
k<l akal〈αik ,αil〉−
1
2
∑
k<l akal〈αil ,αik 〉−
1
2
∑
k<l akal(αik ,αil )FM
S
a1
i1
,··· ,Samim
ta
w
=
∑
a∈Nm
v−
∑
k<l akal〈αil ,αik 〉FM
S
a1
i1
,··· ,Samim
ta
w
.
This verifies that
∫
w
coincides with the one of Berenstein-Rupel [2].
For the quantum shuffle algebra F∗, Rupel also considered a new basis. More
precisely, for any u = (j1j2 · · · jr) ∈ W , set
zu := v
− 1
2
∑
k<l(αjk ,αjl)yu.
Then {zu | u ∈ W} is a basis of F
∗. For u1 = (j1j2 · · · jr) and u2 = (jr+1jr+2 · · · jr+s),
one can verify that
zu1zu2 =
∑
σ∈Σr+s
vζ(σ,u1,w2)zσ(u1 ,u2),
where
ζ(σ,u1,u2) =
1
2
∑
k≤r,l>r,σ−1
k
>σ−1
l
(αjk , αjl)−
1
2
∑
k≤r,l>r,σ−1
k
<σ−1
l
(αjk , αjl).
Moreover, for u ∈ W ,
µ∗(zu) =
∑
(u1,u2)=u
v
1
2
(|zu1 |,|zu2 |)zu1 ⊗ zu2 .
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Similar to the homomorphism
∫
w
, one can verify that
Ω([M ]∗) =
∑
u=(j1···jr)∈W
v−
∑
k<l〈αjl ,αjk 〉FMSj1 ,···Sjr
zu;
Sw(zu) =
∑
a∈Nm,(i
a1
1 ···i
am
m )=u
1
[a1]!i1 · · · [am]
!
im
ta
w
.
4. Feigin’s map for Cartan matrices of finite type
4.1. Weyl group of Cartan matrix of finite type. Let C ∈ MI×I(Z) be a Cartan
matrix of finite type and g the associated complex semisimple Lie algebra. Recall
that L is the root lattice of g with symmetric bilinear form (−,−) and Π = {αi, i ∈ I}
is the set of simple roots. Denote by Φ+ the set of positive roots of g.
For each α ∈ Φ+, we define the reflection
rα : L → L
β 7→ β −
2(β, α)
(α, α)
α,
which is an automorphism of L. Let W (C) be the Weyl group of g which is the
subgroup of the automorphism group Aut(L) generated by the simple reflections
ri := rαi , i ∈ I. Since C is of finite type, we know that W (C) is a finite group.
Each element ω ∈ W (C) can be written as a product of the simple reflections, say
ω = ri1 · · · ris . The length l(ω) of ω is defined to be the smallest s for which such an
expression exists. In this case, we call ω = ri1 · · · ris a reduced expression of ω. It is
well-known that there is a unique element ω0 ∈ W (C) which has the maximal length
l(ω0) = |Φ
+| =: ν. The element ω0 is also characterized by the following property:
if ω ∈ W (C) such that ω(Π) = −Π, then we have ω = ω0.
It is also well-known how to write down reduced expressions for ω0 and the reduced
expressions of ω0 have played an important role in the study of canonical bases of
the corresponding quantum enveloping algebra [12, 13]. We denote by X the set of
words associated to reduced expressions of ω0. In particular, X consists all of the
words (i1 · · · iν) such that ω0 = ri1 · · · riν .
Recall that a cycle in a category C consists of indecomposable objects X1, · · · , Xt ∈
C with t ≥ 2 and non-isomorphic and non-zero morphisms gi : Xi → Xi+1, 1 ≤ i < t
such that X1 ∼= Xt. Let (Q,d) be a valued quiver associated to the Cartan matrix C.
We identify the vertex set Q0 with I. Let ind(Q,d) be a representative set of isoclass
of indecomposable representations of (Q,d). Denote by τ the Auslander-Reiten
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(AR) translation of (Q,d) and τ−1 its inverse. Let Pi and Ii be the indecomposable
projective representations and injective representations respectively associated to the
vertex i ∈ I. We define P = {Pi | i ∈ I} and I = {Ii | i ∈ I}. We list the following
well-known facts for the valued quiver (Q,d) associated to the Cartan matrix C of
finite type (cf. [3]):
• the valued quiver (Q,d) is representation-directed, that is, there is no cycle
in rep(Q,d).
• the dimension vector dim induces a bijection between ind(Q,d) and the pos-
itive roots Φ+ of the complex semisimple Lie algebra g associated to C. In
particular, | ind(Q,d)| = |Φ+| = ν.
• for an M ∈ ind(Q,d), τM = 0 if and only if M ∈ P; τ−1M = 0 if and only
if M ∈ I. Moreover, the AR translation τ restricts to a bijection between
ind(Q,d)\P and ind(Q,d)\I.
• for each M ∈ ind(Q,d), there exists unique iM ∈ I and kM ∈ N such that
M ∼= τkM IiM . Thus we have a well-defined map θτ : ind(Q,d) → I by
θτ (M) = iM .
• set P =
⊕
i∈I
Pi, for any k < l, one has Hom(τ
−lP, τ−kP ) = 0.
An enumeration e of (Q,d) is a bijection e : {1, 2, · · · , ν} → ind(Q,d) such that
Hom(e(i), e(j)) = 0 = Ext1(e(j), e(i)) for all 1 ≤ j < i ≤ ν.
The valued quiver (Q,d) is representation-directed implies that there exist enumer-
ations for (Q,d). A word (i1i2 · · · iν) ∈ X is adapted to the valued quiver (Q,d) if
there exists an enumeration e of (Q,d) such that θτ (e(ν + 1 − k)) = ik, 1 ≤ k ≤ ν.
Note that if the word (i1i2 · · · iν) is adapt to (Q,d), one can construct the enumer-
ation e from (i1i2 · · · iν) uniquely. We remark that our definition of adapted to a
valued quiver is opposite to the one of [11]. In particular, a word w = (i1 · · · iν) is
adapted to the valued quiver (Q,d) in our definition if and only if w is adapted to
the opposite valued quiver (Qop,d) in the sense of [11]. The following well-known
fact gives the words of reduced expressions of ω0 ∈ W (C) which are adapted to the
valued quiver (Q,d) (cf. [11]).
Lemma 4.1. For any enumeration e of (Q,d), define the word we := (i1, · · · , iν)
by θτ (e(ν + 1− k)) = ik, 1 ≤ k ≤ ν. We have
ω0 = rdim e(ν) ◦ · · · ◦ rdim e(2) ◦ rdim e(1) = ri1 ◦ ri2 ◦ · · · ◦ riν .
In particular, we is a word of a reduced expression of ω0 adapted to the valued quiver
(Q,d).
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Let w = (i1i2 · · · iν) be a word in X . If (αik , αik+1) = 0, then it is clear that
w′ = (i1 · · · ik−1ik+1ikik+2 · · · iν) is also a word in X . In this case, we say w
′ is
obtained fromw by a short braid relation. Letw1 = (i1i2 · · · iν) andw2 = (j1j2 · · · jν)
be any two words of reduced expressions of ω0 which are adapted to the valued quiver
(Q,d). A well-known fact is that w2 can be obtained from w1 by finitely many steps
of short braid relations. Note that there are reduced expressions of ω0 which are not
adapted to any valued quivers.
4.2. Order ≤e of rep(Q,d) induced by an enumeration e. From now on, denote
by Q0 = I = {1, 2, · · · , n} and since (Q,d) is acyclic, we may enumerate the vertices
of (Q,d) in such a way that
if there is an arrow from vertex i to j, then i < j.
Fix an enumeration e of (Q,d) and denote by e(k) = Mk for 1 ≤ k ≤ ν. For each
M ∈ rep(Q,d), there exists a unique vector e(M) = (aM1 , · · · , a
M
ν ) ∈ N
ν such that
M ∼= M
aM1
1 ⊕M
aM2
2 ⊕ · · · ⊕M
aMν
ν .
For M,N ∈ rep(Q,d), we define M <e N if there exists 1 ≤ k ≤ ν such that
aM1 = a
N
1 , · · · , a
M
k−1 = a
N
k−1 and a
M
k < a
N
k . This defines a total order ≤e on rep(Q,d).
The following result shows that the order ≤e is compatible with quotients.
Lemma 4.2. Let X, Y, Z ∈ rep(Q,d) such that there is a short exact sequence
0→ X → Y → Z → 0, then we have Z ≤e Y .
Proof. We may write X = M
aX1
1 ⊕ · · · ⊕ M
aXν
ν , Y = M
aY1
1 ⊕ · · · ⊕ M
aYν
ν and Z =
M
aZ1
1 ⊕ · · · ⊕M
aZν
ν . Set Yk :=M
aY1
1 ⊕ · · · ⊕M
aY
k
k and Zk := M
aZ1
1 ⊕ · · · ⊕M
aZ
k
k for any
1 ≤ k ≤ ν.
Applying Hom(−,M1) to the short exact sequence, we obtain the following exact
sequence
0→ Hom(M
aZ1
1 ,M1)→ Hom(M
aY1
1 ,M1)→ Hom(M
aX1
1 ,M1)→ · · · ,
which implies that aZ1 ≤ a
Y
1 . If a
Z
1 < a
Y
1 , we clearly have Z ≤e Y by the definition
of ≤e. Now suppose that a
Z
1 = a
Y
1 and apply the functor Hom(−,M2) to the short
exact sequence, we have
0→ Hom(Z2,M2)→ Hom(Y2,M2)→ Hom(X,M2)→ · · · ,
from which we deduce that aZ2 ≤ a
Y
2 . Repeating the above discussion yields the
desired result. 
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4.3. Words arising from directed partitions. A directed partition D∗ of ind(Q,d)
is a partition of the set ind(Q,d) into subsets D1, · · · ,Ds such that
(1) Ext1(U, V ) = 0 for all U, V in the same part Dk;
(2) Hom(V, U) = 0 = Ext1(U, V ) if U ∈ Dk, V ∈ Dl and 1 ≤ k < l ≤ s.
The notion of directed partition was introduced in [14] to construct monomial bases
for U+. Each enumeration e of (Q,d) yields a directed partition with ν subsets. On
the other hand, for any given directed partition D∗ = D1∪· · ·∪Ds, we may obtain an
enumeration eD∗ (not unique) as follows: for each subset Dk, we enumerate objects
in Dk as Mk1, · · · ,Mktk , tk ∈ N such that Hom(Mki,Mkj) = 0 for 1 ≤ j < i ≤ tk.
Then M11,M12, · · · ,M1t1 ,M21, · · · ,Ms1, · · · ,Msts is an enumeration of (Q,d) and
we denote it by eD∗ .
Let D∗ be a given directed partition. For each Dk, let MDk be the direct sum of
one copy of each of the indecomposable objects in Dk. Let Sk be the subset of I = Q0
consisting of vertices i such that Hom(Pi,MDk) 6= 0. We define wk = (i1i2 · · · isk) ∈
W , where ij ∈ Sk, 1 ≤ j ≤ sk, i1 < i2 < · · · < isk and sk = |Sk|. Finally, set
wD∗ = (w1, · · · ,wk) ∈ W and wD∗ is called the word associated to the directed
partition D∗. Note that the length l(wD∗) of wD∗ always satisfies l(wD∗) ≥ ν.
For any N ∈ addMDk , we have
|N | = n1|Si1 |+ n2|Si2|+ · · ·nsk |Sisk | ∈ G0(Q,d), where nj ≥ 0 for 1 ≤ j ≤ sk.
We then define the vector vD∗(N) as follows:
vD∗(N) = (0, · · · , 0, n1, n2, · · · , nsk , 0, · · · , 0) ∈ N
l(wD∗),
where n1 is the |S1| + · · · + |Sk−1| + 1 component of vD∗(N). We call vD∗(N) the
generated vector of N with respect to the directed partition D∗.
For a word w = (i1i2 · · · it) and a = (a1a2 · · · at) ∈ N
t, we define
E(a,w) = {X ∈ rep(Q,d) | FX
S
a1
i1
,··· ,S
at
it
6= 0}.
Lemma 4.3. Let N ∈ addMDk and vD∗(N) ∈ N
l(wD∗) be the generated vector of N
with respect to the directed partition D∗. Then we have
(1) N ∈ E(vD∗(N),wD∗);
(2) For any L ∈ E(vD∗(N),wD∗), N ≤eD∗ L.
Proof. The statement (1) follows from the definition of vD∗(N) and E(vD∗(N),wD∗).
Let us prove the second statement. Suppose that there is an object L ∈ E(vD∗(N),wD∗)
such that L <eD∗ N . Let Dk = {Mk1, · · · ,Mkt} such that Hom(Mki,Mkj) = 0 for
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1 ≤ j < i ≤ t. We may write N as
N =Ma1k1 ⊕ · · · ⊕M
at
kt , ai ∈ N, 1 ≤ i ≤ t.
Note that dimL = dimN and L <eD∗ N , we may also write L as
L =M b1k1 ⊕ · · · ⊕M
bt
kt ⊕ L0,
where L0 ∈ addMDk+1 ⊕ · · · ⊕ MDs and there exists 1 ≤ l ≤ t such that a1 =
b1, · · · , al−1 = bl−1, al > bl.
Now consider N1 = M
al
kl ⊕ · · · ⊕M
at
kt and L1 = M
bl
kl ⊕ · · · ⊕M
bt
kt ⊕ L0, we have
dimN1 = dimL1. In particular, 〈dimN1, dimMkl〉 = 〈dimL1, dimMkl〉. However,
〈dimN1, dimMkl〉 = dimK Hom(N1,Mkl)− dimK Ext
1(N1,Mkl)
= al dimK Hom(Mkl,Mkl)
> bl dimK Hom(Mkl,Mkl)− dimK Ext
1(L1,Mkl)
= dimK Hom(L1,Mkl)− dimK Ext
1(L1,Mkl)
= 〈dimL1, dimMkl〉,
a contradiction. This finishes the proof. 
Following [14], given a representation M ∈ rep(Q,d), we define its k-th part with
respect to the directed partition D∗ as
M(k) :=
⊕
U∈Dk
UµUM ,
where µUM denotes the multiplicity of the indecomposable U as a direct summand
of M . By the definition, we have
(1) M =
s⊕
k=1
M(k);
(2) Ext1(M(k),M(k)) = 0 for all k = 1, · · · , s;
(3) Ext1(M(k),M(l)) = 0 = Hom(M(l),M(k)) for all 1 ≤ k < l ≤ s.
Then we associate to M a vector vD∗(M) ∈ N
l(wD∗) by
vD∗(M) =
s∑
k=1
vD∗(M(k)).
We call vD∗(M) the generated vector of M with respect to the directed partition D∗.
The following result plays a key role in the study of the injectivity of Feigin’s map.
Proposition 4.4. For any M ∈ rep(Q,d), we have
(1) M ∈ E(vD∗(M),wD∗);
(2) For any L ∈ E(vD∗(M),wD∗), M ≤eD∗ L.
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Proof. First we note that
E(vD∗(M),wD∗) = {X ∈ rep(Q,d) | F
X
X1,··· ,Xs 6= 0 where Xk ∈ E(vD∗(M(k)),wD∗)}.
By Lemma 4.3, we have M(k) ∈ E(vD∗(M(k)),wD∗). On the other hand, we clearly
have FXM(1),··· ,M(s) 6= 0 if and only if X = M(1) ⊕ · · · ⊕M(k) = M . Moreover, in this
case, we have FMM(1),··· ,M(s) = 1. In particular, M ∈ E(vD∗(M),wD∗). This proves the
statement (1).
To prove statement (2), let L ∈ E(vD∗(M),wD∗), there exists Li ∈ E(vD∗(M(i)),wD∗)
for 1 ≤ i ≤ s such that FLL1,··· ,Ls 6= 0. Note that if L1 = M(1), · · · , Ls = M(s), then
L ∼= M . Thus to prove the second statement, it suffices to prove that if there is an
1 ≤ i ≤ s such that Li 6∼= M(i), then M <eD∗ L. In this case, we may assume that
L1 = M(1), · · · , Lk−1 = M(k−1),M(k) <eD∗ Lk.
Set b = vD∗(Mk+1) + · · ·+ vD∗(Ms) and X =M(1) ⊕ · · · ⊕M(k−1). By the definition
of L, we have short exact sequences
0→ Y → Z → Lk → 0 and 0→ Z → L→ X → 0,
for some Y ∈ E(b,wD∗).
Let M1,M2, · · · ,Mν be the enumeration of ind(Q,d) associated to eD∗. We may
write
X =M b11 ⊕ · · · ⊕M
bt
t and L = M
a1
1 ⊕ · · · ⊕M
aν
ν ,
where t = |D1|+ · · ·+ |Dk−1|. By Lemma 4.2, we have X ≤eD∗ L which implies that
either (i) there exists 1 ≤ l ≤ t such that a1 = b1, · · · , al−1 = bl−1 and al > bl or
(ii) a1 = b1, · · · , at = bt. In case (i), we clearly have M <eD∗ L. Let us consider
the case (ii). Denote by L′ := M
at+1
t+1 ⊕ · · · ⊕M
aν
ν , we have Hom(L
′, X) = 0, which
implies that the short exact sequence 0→ Z → L→ X → 0 is split and L ∼= Z⊕X .
Again by Lemma 4.2, we know that M(k) <eD∗ Lk ≤eD∗ Z and we deduce that
M <eD∗ L. 
Theorem 4.5. Let D∗ be a directed partition and wD∗ the associated word. The
Feigin’s map FwD∗ : U+ → PwD∗ is injective.
Proof. Let wD∗ = (i1i2 · · · iµ) with µ = l(wD∗). By Theorem 3.1 (1), it is equivalent
to prove that
∫
wD∗
: H∗(Q) → PwD∗ is injective. Consider the adjoint of
∫
wD∗
(cf. Section 3.3), which is
Φ ◦TwD∗ : P
∗
wD∗
→ H(Q)
ta 7→ zwD∗ (a)[Si1 ]
∗a1 ∗ [Si2 ]
∗a2 ∗ · · · ∗ [Siµ ]
∗aµ ,
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where [Sik ]
∗ak is the product of ak copies of [Sik ].
It suffices to show that Φ ◦ TwD∗ is surjective. Note that {[M ] | M ∈ rep(Q,d)}
is a basis of H(Q), we are going to show that each [M ] belongs to the image of
Φ ◦TwD∗ .
Let vD∗(M) = (a1, · · · , aµ) be the generated vector of M with respect to D∗, set
hwD∗ (vD∗(M)) =
µ∏
k=1
v
ak(ak−1)
2
ik
v
∑
k<l akal〈αik ,αil〉.
Proposition 4.4 and a direct calculation shows
Φ ◦TwD∗ (tvD∗(M)) = hwD∗ (vD∗(M))

[M ] + ∑
M<eD∗L
FL
S
a1
i1
,··· ,S
aµ
iµ
[L]

 .
Note that there are only finitely many L such that dimL = dimM and M <eD∗ L.
Now induction on the order ≤eD∗ implies that [M ] is in the image of Φ ◦TwD∗ . This
concludes the proof.

We remark that in general the word wD∗ does not belong to X . In order to obtain
wD∗ ∈ X , one should consider the regular directed partition introduced in [14]. Such
a construction does generalize to the non-simply-laced cases. Therefore applying
Theorem 4.5 to a regular directed partition D∗, we get the injectivity of FwD∗ for
the word wD∗ of a reduced expression of ω0. We point out here that the proof of
wD∗ ∈ X depends on Lusztig’s work of canonical bases [13]. On the other hand, for
a directed partition D∗, we may construct an enumeration eD∗ associated to D∗ and
the enumeration eD∗ yields a word weD∗ ∈ X which is adapted to the valued quiver
(Q,d). Moreover, any words adpated to vauled quivers can be constructed in this
way. Thus, in the following, we will mainly restrict ourselves to the words adapted
to valued quivers.
4.4. Feigin’s map for adapted words of reduced expressions of ω0. Recall
that C ∈MI×I(Z) is a Cartan matrix of finite type andW (C) is the associated Weyl
group of C. Denote by ω0 the longest element of W (C). Let U+ be the quantum
enveloping algebra associated to C.
The following result is known to hold for any reduced expressions of ω0, which
was conjectured by B. Feigin and proven by K. Iohara and F. Malikov in a special
case [7] and by A. Joseph in general cases [8] (cf. also [1]). In [14], M. Reineke also
obtained a proof by using the monomial bases constructed in [14] for simply-laced
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cases. Since we pursue a representation-theoretic interpretation of the injectivity,
we consider the reduced expressions which are adapted to valued quivers. The rest
of this section is devoted to give a representation-theoretic proof for the following
result.
Theorem 4.6. Let w ∈ X which is adapted to a valued quiver. Then the Feigin’s
map Fw : U+ → Pw is injective.
Assume that w is adapted to the valued quiver (Q,d). By Theorem 3.1 (1),
we have U+ ∼= H
∗(Q). Therefore to prove Theorem 4.6, it suffices to show that∫
w
: H∗(Q)→ Pw is injective. Recall that we have the adjoint Φ ◦Tw : P
∗
w
→H(Q)
of
∫
w
(cf. Section 3.3). It is clear that Theorem 4.6 follows from the following result.
Theorem 4.7. Let w ∈ X which is adapted to the valued quiver (Q,d). The map
Φ ◦Tw : P
∗
w
→ H(Q)
ta 7→
ν∏
k=1
v
−ak(ak−1)
2
ik
1
[a1]!i1 · · · [aν ]
!
iν
[Si1 ]
∗a1 ∗ · · · ∗ [Siν ]
∗aν
is surjective, where [Sik ]
∗ak is the product of ak copies of [Sik ].
4.4.1. The behavior of Φ ◦Tw under short braid relations. Let w1 and w2 be words
of reduced expressions of ω0. Denote by w1 = (j1 · · · jν) and w2 = (l1 · · · lν). Recall
that we have the quantum polynomial algebras Pw1 and Pw2,
Pw1 = 〈t1, · · · , tν | tbta = v
(αjb ,αja )tatb for b > a〉
Pw2 = 〈u1, · · · , uν | ubua = v
(αlb ,αla )uaub for b > a〉.
Assume moreover that w2 can be obtained from w1 by a short braid relation, say
w1 = (j1 · · · jkjk+1 · · · jν) and w2 = (j1 · · · jk+1jk · · · jν). In particular, [Sjk ] and
[Sjk+1] commute in H(Q). It is easy to see that the following assignment extends to
an isomorphism of algebras
Ψw1,w2 : Pw1 → Pw2
ti 7→


uk+1 i = k
uk i = k + 1
ui else.
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Moreover, the following diagram is commutative
P∗
w2
Ψ∗
w1,w2

Φ◦Tw2
// H(Q)
P∗
w1
,
Φ◦Tw1
<<①①①①①①①①①
where Ψ∗
w1,w2
: P∗
w2
→ P∗
w1
is the adjoint of Ψw1,w2, which is an isomorphism of
coalgebras.
If w1 and w2 are two words of reduced expressions of ω0 which are adapted to a
valued quiver (Q,d), we know that w2 can be obtained from w1 by finitely many
steps of short braid relations. The above discussion implies that Φ◦Tw1 is surjective
if and only if Φ ◦Tw2 is surjective. In particular, to obtain Theorem 4.7, it suffices
to prove it for a special word w0 which is also adapted to the same valued quiver of
w.
4.4.2. A special choice of the word w0. Suppose that w is adapted to the valued
quiver (Q,d). Recall that Q0 = I = {1, · · · , n} and we have enumerated the vertices
of Q in such a way that
if there is an arrow from i to j, then i < j.
Denote by I1 = I = {I1, I2, · · · , In} and Ik = {τ
k−1I1, τ
k−1I2, · · · , τ
k−1In} for
each k ∈ N. Since | ind(Q,d)| = ν < ∞, there is a unique t ∈ N such that It 6= {0}
and It+1 = {0}. It is clear that τ
tIn, τ
tIn−1, · · · , τ
tI1, τ
t−1In, · · · , In, · · · , I1 yields
an enumeration eI of ind(Q,d) by deleting the zero representations in the sequence.
Denote by w0 := weI the corresponding word of eI (cf. Lemma 4.1) which is also
adapted to the valued quiver (Q,d). Thus to prove Theorem 4.6, it remains to prove
Theorem 4.7 for this special word w0.
For any 1 ≤ k ≤ t, we define a subset Sk of I as
Sk = {j ∈ I | τ
k−1Ij = 0}.
By the definition, we have ∅ = S1 ⊂ S2 ⊂ S2 ⊂ · · · ⊂ St ⊂ I. For each 1 ≤ k ≤ t,
we consider the following word
w(k) = (ik1ik2 · · · iktk), where ik1 < ik2 < · · · < iktk , ikj ∈ I\Sk and tk = |I\Sk|.
In particular, w(1) = (12 · · ·n) and w0 = (w(1),w(2), · · · ,w(t)).
Denote by P1 = P = {P1, P2, · · · , Pn} and Pk = {τ
−k+1P1, τ
−k+1P2, · · · , τ
−k+1Pn}
for k ∈ N. Again by the finiteness of | ind(Q,d)|, there is an s ∈ N such that Ps 6= {0}
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and Ps+1 = {0}. It is clear that P∗ = P1 ∪ P2 ∪ · · · ∪ Ps is a directed partition of
ind(Q,d).
Lemma 4.8. For each k ∈ N, we have |Pk| = |Ik| and t = s.
Proof. We prove the statement |Pk| = |Ik| by induction on k. This is clear for k = 1.
Suppose that the equality holds for k − 1. By the definition, we have
|Pk| = |Pk−1| − |Pk−1 ∩ I1| and |Ik| = |Ik−1| − |Ik−1 ∩ P1|.
Note that there is a bijection gk−1 : Pk−1 ∩ I1 → Ik−1 ∩ P1 given by M 7→ τ
k−2M
and the equality |Pk| = |Ik| follows.
To show t = s, it is enough to notice that | ind(Q,d)| = ν = |P1| + · · · + |Ps| =
|I1|+ · · ·+ |It| and |Pk| = |Ik| for each k ∈ N.

Lemma 4.9. For each 1 ≤ k ≤ t, let Uk = span{dimM | M ∈ Pk} ⊆ Z
n. Then
the following equalities hold
Uk = span{ei | i ∈ I\Sk} ⊆ Z
n,
where e1, e2, · · · , en is the standard basis of Z
n.
Proof. For each 1 < k ≤ t, define
Xk :=
⊕
j∈Sk
Ij and MPk :=
⊕
M∈Pk
M.
For any i, j ∈ I, we have Hom(τ−k+1Pi, Ij) ∼= Hom(Pi, τ
k−1Ij). In particular, if
1 < l ≤ k and j ∈ Sl, then Hom(τ
−k+1Pi, Ij) = 0. Consequently,
Hom(MPk , Xj) = 0 for 1 < j ≤ k,
which implies that Uk ⊆ span{ei | i ∈ I\Sk}.
We claim that T := Xk ⊕MPk is a tilting module for rep(Q,d). By Lemma 4.8,
we know that |T | = n. It remains to show that Ext1(T, T ) = 0. Since Xk is in-
jective, we have Ext1(Xk, Xk) = 0 and Ext
1(MPk , Xk) = 0. On the other hand,
Ext1(MPk ,MPk) = 0 since P∗ is a directed partition. It remains to show Ext
1(Xk,MPk) =
0 and it suffices to show Ext1(X,M) = 0 for any indecomposable direct summand X
of Xk and any indecomposable direct summand M of MPk . We may rewrite Xk as
Xk = (
⊕
i∈S2\S1
Ii)⊕ · · · ⊕ (
⊕
i∈Sk\Sk−1
Ii)
Let Ii be an indecomposable direct summand of Xk such that i ∈ Sj\Sj−1, where
2 ≤ j ≤ k. Let M be an indecomposable direct summand of MPk , there exists
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iM ∈ I such that M = τ
−k+1PiM . Note that i ∈ Sj implies that τ
j−1Ii = 0. By
Auslander-Reiten duality, we have
Ext1(Ii,M) ∼= DHom(M, τIi) = DHom(τ
−k+1PiM , τIi) = DHom(PiM , τ
kIi) = 0,
where D = HomK(−, K) is the K-duality.
Now T is a tilting module implies that
dim Ij, j ∈ Sk, dimM, M ∈ Pk
form a Z-basis of Zn. In particular, for each i ∈ I\Sk, ei is a Z-linear combination
of dim Ij and dimM for j ∈ Sk, M ∈ Pk, say
ei =
∑
j∈Sk
nijdim Ij +
∑
M∈Pk
niMdimM,
where nij , niM ∈ Z for j ∈ Sk,M ∈ Pk. We claim that nij = 0 for all j ∈ Sk.
Otherwise, let l be the maximal element in Sk such that nil 6= 0. Recall that
Hom(MPk , Ij) = 0 for all j ∈ Sk and Hom(Ij, Il) = 0 for j < l. Considering the Euler
bilinear form, we obtain
〈ei, dim Il〉 =
∑
j∈Sk
nij〈dim Ij, dim Il〉+
∑
M∈Pk
niM〈dimM, dim Il〉
= nil dimK Hom(Il, Il) 6= 0.
However, we have 〈ei, dim Il〉 = dimK Hom(Si, Il) = 0, a contradiction. In particular,
Uk = span{ei | i ∈ I\Sk}.

Recall that for the directed partition P∗, we have a word wP∗ associated to the
directed partition P∗ (cf. Section 4.3). As a consequence of Lemma 4.9, we have
wP∗ = w0. By Theorem 4.5, Fw0 is injective. This completes the proof of Theo-
rem 4.6.
5. Two consequences of the total order
5.1. Monomial bases of U+. Let C be a simply-laced Cartan matrix of finite type
and U+ the associated quantum enveloping algebra. In [14], for a given directed
partition D∗, Reineke constructed a monomial basis for U+. The key point in his
construction is the degeneration order≤deg which is only valid for algebraically closed
fields. With the help of Frobenius morphisms, Deng and Du [4] also constructed
certain monomial bases for non-simply-laced quantum enveloping algebras of finite
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types via the degeneration order ≤deg. In this subsection, we show that the order
≤eD∗ we considered here can be used to replace the partial oder ≤deg in [14]. Thus
it is possible to generalize most of the results in [14] to all the Cartan matrices of
finite type. Here we only consider the result of monomial bases.
Let C ∈MI×I(Z) be a Cartan matrix of finite type and U+ the associated quantum
enveloping algebra. Let (Q,d) be a valued quiver associated to C. Recall that we
have an isomorphism U+ ∼= H(Q) by Ei 7→ [Si]. In the following, we will identity U+
with H(Q) by this isomorphism.
For a = (a1, · · · , an) ∈ N
n, set
E[a] := E
[a1]
1 E
[a2]
2 · · ·E
[an]
n ∈ U+.
Let D∗ = D1 ∪ · · · ∪ Ds be a directed partition of (Q,d). For M ∈ rep(Q,d) with
dimM = (m1, · · · , mn), we define a monomial as follows
E(M) := v−dimK Hom(M,M)
n∏
i=1
vmii E
[dimM(1)]E[dimM(2)] · · ·E[dimM(s)] ∈ U+.
The following result has been proved in [14] for simply-laced cases.
Theorem 5.1. {E(M) | M ∈ rep(Q,d)} is a basis of U+.
Proof. The proof follows the one of [14]. The idea is to show that the matrix co-
efficients in the expansion of the E(M) in the basis {[M ] | M ∈ rep(Q,d)} is lower
unitriangular with respect to the order ≤eD∗ . For completeness, we sketch the proof
and we separate the proof into two claims.
Claim 1: For each a = (a1, · · · , an) ∈ N
n, we have
E[a] =
n∏
i=1
v−aii
∑
dimM=a
v〈|M |,|M |〉[M ].
By a direct calculation, for each 1 ≤ i ≤ n, one has
E
[ai]
i =
[Si]
∗ai
[ai]!i
= v
a2i−ai
i [S
ai
i ].
Thus,
E[a] =
n∏
i=1
v
a2i−ai
i [S1]
a1 ∗ · · · ∗ [Sn]
an
=
n∏
i=1
v
a2i−ai
i
∑
[M ]
v
∑
k<l akal〈|Sk|,|Sl|〉FM
S
a1
1 ,··· ,S
an
n
[M ].
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Note that if FM
S
a1
1 ,··· ,S
an
n
6= 0, then FM
S
a1
1 ,··· ,S
an
n
= 1 and in this case we have dimM = a,
which implies that
v〈|M |,|M |〉 =
n∏
i=1
v
a2i
i v
∑
k<l akal〈|Sk|,|Sl|〉.
Putting all of these together, we obtain that E[a] =
∏n
i=1 v
−ai
i
∑
dimM=a v
〈|M |,|M |〉[M ].
Claim 2: For each M ∈ rep(Q,d), writing E(M) =
∑
[L] γ
M
L [L], we have γ
M
L = 0
unless M ≤eD∗ L and γ
M
M = 1.
Denote by dimM(k) = (bk1, · · · , bkn) ∈ N
n and we have dimM =
∑s
k=1 dimM(k) =
(m1, · · · , mn) ∈ N
n. We compute E(M) using Claim 1:
E(M) = v− dimK Hom(M,M)
n∏
i=1
vmii

 n∏
i=1
v−bi1i
∑
dimN1=dimM(1)
v〈|N1|,|N1|〉[N1]

 · · ·

 n∏
i=1
v−bs1i
∑
dimNs=dimM(s)
v〈|Ns|,|Ns|〉[Ns]


= v− dimK Hom(M,M)+
∑s
k=1〈|M(k)|,|M(k)|〉
∑
dimNi=dimM(i),1≤i≤s
[N1] ∗ [N2] ∗ · · · ∗ [Ns]
= v− dimK Hom(M,M)+
∑s
k=1〈|M(k)|,|M(k)|〉+
∑
k<l〈|M(k)|,|M(l)|〉∑
dimNi=dimM(i),1≤i≤s
∑
[L]
FLN1,··· ,Ns[L].
Recall that we have Hom(M(j),M(i)) = 0 = Ext
1(M(i),M(j)) for 1 ≤ i < j ≤ s and
Ext1(M(i),M(i)) = 0 for all 1 ≤ i ≤ s. We have
dimK Hom(M,M) =
s∑
i=1
dimK Hom(M(i),M(i)) +
∑
i<j
dimK Hom(M(i),M(j)).
On the other hand, 〈|M(i)|, |M(i)|〉 = dimK Hom(M(i),M(i)) and
〈|M(i)|, |M(j)|〉 = dimK Hom(M(i),M(j)) for i < j.
In particular, we have proved that
E(M) =
∑
dimNi=dimM(i),1≤i≤s
∑
[L]
FLN1,··· ,Ns[L].
Note that FLN1,··· ,Ns 6= 0 if and only if L ∈ E(vD∗(M),wD∗) and in this case we have
M ≤eD∗ L by Proposition 4.4. Hence it remains to show the coefficient of [M ] in the
right hand side is 1. Note that L = M if and only if L1 ∼= M(1), · · · , Ls ∼= M(s), and
we have FMM(1),··· ,M(s) = 1. This finishes the proof of the Claim 2 and hence the proof
of Theorem 5.1. 
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5.2. A characterization of modules for representation-finite hereditary al-
gebras. Let Λ be a finite-dimensional hereditary algebra over a finite field K. Let
modΛ be the category of finite-dimensional right Λ-modules. Assume moreover that
Λ is representation-finite, i.e. there are only finitely many indecomposable Λ-modules
up to isomorphism. Let w = (i1i2 · · · iν) be the word of a reduced expression of the
longest element in the Weyl group associated to Λ. In [14], Reineke observed a direct
consequence of the injectivity of Feigin’s map, which says that each Λ-module M is
uniquely determined by the numbers FM
S
a1
i1
,··· ,Saνiν
for a = (a1, · · · , aν) ∈ N
ν . The rest
of this section is devoted to give a representation-theoretic interpretation for this
fact.
Fix a directed partition D∗ of Λ and let wD∗ = (i1i2 · · · iµ) be the word associated
to D∗. For any M ∈ modΛ, we define a subset of N
µ as follows
S(M,D∗) := {a = (a1, · · · , aµ) ∈ N
µ | FM
S
a1
i1
,··· ,S
aµ
iµ
6= 0}.
Note that the set S(M,D∗) is always a finite set. The following result inspired by
Corollary 3.5 of [14] shows that the module M is uniquely determined by the set
S(M,D∗).
Proposition 5.2. Let Λ be a representation-finite hereditary algebra over a finite
field K. Let D∗ be a directed partition of Λ and wD∗ the associated word with length
µ. Let M,N be two Λ-modules. The following are equivalent:
(1) M ∼= N ;
(2) for any a = (a1, · · · , aµ) ∈ N
µ, FM
S
a1
i1
,··· ,S
aµ
iµ
= FN
S
a1
i1
,··· ,S
aµ
iµ
;
(3) S(M,D∗) = S(N,D∗).
Proof. It is clear that (1) implies (2) and (2) implies (3). It remains to show that
(3) implies (1). Let vD∗(M) and vD∗(N) be the generated vectors of M and N
respectively. Thus we have
vD∗(M),vD∗(N) ∈ S(M,D∗) = S(N,D∗).
Now vD∗(M) ∈ S(N,D∗) implies that N ∈ E(vD∗(M),wD∗) and we have M ≤eD∗ N
by Proposition 4.4. Similarly, by vD∗(N) ∈ S(M,D∗) one deduces that N ≤eD∗ M .
Thus, M ∼= N .

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