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its of the sample spiked eigenvalues where the population covariance matrices
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1. Introduction
Consider the spiked model involved with two sample covariance matrices,
Σ1 = Σ2 + ∆, (1)
where Σ1 and Σ2 are general covariance matrices and ∆ is a finite rank matrix.
This two-sample spiked model has wide applications to many fields, including
signal processing, regression analysis, etc. To illustrate, we enumerate several
basic problems, such as testing the presence of signals and testing the number of
signals in signal processing. Additionally, the Lawley-Hotelling trace criterion,
the Bartlett-Nanda-Pillai trace criterion and the Roy Maximum root criterion
are used in testing the linear regression hypothesis. Under the alternative hy-
pothesis, these tests are based on the sample spiked eigenvalues of the Fisher
matrix S1S
−1
2 , where S1,S2 are the sample covariance matrices corresponding
to Σ1 and Σ2, respectively. However, the sample spiked eigenvalues do not con-
verge to their corresponding population spiked eigenvalues if the dimensionality
p goes to infinity. Therefore, traditional testing methods and their asymptotic
laws lose efficiency in such a case. Thus, a study of the limits of sample spiked
eigenvalues is necessary.
There are many works that investigate the spiked model in a high-dimensional
setting. As is well known, the spiked model, first proposed by [1], can be seen
as a special case of Σ2 = I in (1), which has the same approach as that of
principal component analysis (PCA). Then, some relevant works are devoted to
improving the study of the one-sample spiked model, such as [2], [3], [4], [5],
[6, 7], [8, 9], [10], [11]. Some related studies are also devoted to investigations
of PCA or FA, which can be seen as another way of understanding the spiked
model. Examples include [12], [13], [14], [15], [16], [17], etc. Recently, [18] ex-
tended the work to a general case and gave the limits and CLT for the sample
spiked eigenvalues of a generalized covariance matrix.
In contrast, there are only a few studies related to the two-sample spiked
model. [19] assumed that Σ1Σ
−1
2 is an identity matrix with a rank M pertur-
bation or diagonal block independent and presented the limits of the extreme
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eigenvalues of a high-dimensional spiked Fisher matrix. In addition, [20] de-
scribed the relationship between the two-sample spiked models with some clas-
sical statistical problems that lead to each of James’ five cases in [21]. In the
alternative hypothesis, they focused on the two-sample spiked model with ∆
being a rank-one matrix that is used to derive the asymptotic power for testing
the presence of a spike. However, these works are all based on the simplified
structure of the Fisher matrix and are limited in practice. First, the diagonal or
diagonal blockwise assumption is an impractical assumption, which means that
the spiked and non-spiked eigenvalues are generated from independent variables.
Moreover, the rank-one assumption is the same as the fact that there is only one
input signal. Thus, it is not applicable to other statistical inferences in signal
processing, such as testing the number of signals. Therefore, there is still room
for improvement in these studies.
Note that the existing limiting laws for the spiked eigenvalues of the simpli-
fied Fisher matrix are established based on the normalized difference between
the sample spiked eigenvalues and their limits. Thus, we extend to a generalized
spiked Fisher matrix and focus on the first step for the tests on the spikes, which
is to calculate the limits of the sample spiked eigenvalues with high dimensional-
ity p. As a natural consequence, the estimators of the population spikes are also
obtained, which can be used to restore the concerned matrix structure. More-
over, the estimated population spikes can represent the strength of the input
signals.
The main contributions of the paper include: established a criterion for
the description of the support of the limiting spectral distribution of high-
dimensional generalized Fisher matrix; established the almost sure limits of the
sample spiked eigenvalues where the population covariance matrices are arbi-
trary which successively removed an unrealistic condition posed in the previous
works, that is, the covariance matrices are assumed to be diagonal or diagonal
block-wise structure. In addition, we also give a consistent estimator of the pop-
ulation spiked eigenvalues. A series of simulations are conducted that support
the theoretical results and illustrate the accuracy of our estimators.
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The paper is organized as follows. In Section 2, we present the almost sure
limits of the sample spiked eigenvalues for a high-dimensional generalized Fisher
matrix and establish a criterion for the description of the support of the limit-
ing spectral distribution of high-dimensional generalized Fisher matrix, which
are the main results of the paper. Section 3 gives estimators of the population
distant spiked eigenvalues for the generalized Fisher matrix. In Section 4, we
conduct simulations that support the theoretical results and illustrate the ac-
curacy of the estimators of the population distant spiked eigenvalues. Technical
lemmas and proofs are postponed to the Supplementary Material.
2. The limits of the sample spiked eigenvalues for a Generalized
Spiked Fisher matrix.
Assume that
X = (x1, · · · ,xn1) = (xij) , 1 ≤ i ≤ p, 1 ≤ j ≤ n1,
Y = (y1, · · · ,yn2) = (ykl) , 1 ≤ k ≤ p, 1 ≤ l ≤ n2
are two independent p-dimensional arrays with components having zero mean
and identity variance. Denote Σ
1/2
1 X and Σ
1/2
2 Y as two independent samples
with two population covariance matrices, where Σ1 and Σ2 are two general
nonnegative definite matrices. Let Tp = Σ
1/2
1 Σ
−1/2
2 and further assume that
the spiked eigenvalues of T∗pTp are scattered into spaces of a few bulks with
the largest allowed to tend to infinity. Thus, for the corresponding sample
covariance matrices of the two observations,
S1 =
1
n1
Σ
1
2
1 XX
∗Σ
1
2
1 and S2 =
1
n2
Σ
1
2
2 YY
∗Σ
1
2
2 , (2)
the matrix F = S1S
−1
2 is the so-called generalized Fisher matrix, where the
condition n2 > p is necessary for the invertible matrix S2. Because the matrix
F has the same nonzero eigenvalues as those of the matrix,
F = T∗pS˜1TpS˜
−1
2 , (3)
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where S˜1 = n
−1
1 XX
∗ and S˜2 = n2−1YY∗ are the standardized sample covari-
ance matrices, we investigate the Fisher matrix F = T∗pS˜1TpS˜
−1
2 instead. If
there is no confusion, we will still use the notation F.
Furthermore, we assume that the spectrum of T∗pTp is listed in descending
order as below:
βp,1, · · · , βp,j , · · · , βp,p. (4)
Denote the spikes as βp,jk+1 = · · · = βp,jk+mk
def
= αk with j
′
ks being arbitrary
ranks in the array (4); then, the population spiked eigenvalues α1, · · · , αK with
multiplicity mk, k = 1, · · · ,K are aligned arbitrarily in groups among all the
eigenvalues, satisfying m1 + · · · + mK = M , a fixed integer. In addition, the
spiked eigenvalues are allowed to be infinity. Under these general assumptions,
the matrix F is called a generalized spiked Fisher matrix.
To study the limiting behaviors of the distant sample spiked eigenvalues of
the generalized Fisher matrix F, some necessary assumptions are detailed as
follows:
Assumption 1. Let {xij , i = 1, . . . , p, j = 1, . . . , n1} be a set of independent
and identically distributed (i.i.d.) random variables with mean 0, variance 1
and finite fourth moments. Analogously, let {yij , i = 1, . . . , p, j = 1, . . . , n2} be
another set of i.i.d. random variables that are independent of {xij} with mean
0, variance 1 and finite fourth moments. If they are complex, Ex2ij = 0 and
Ey2ij = 0 are required.
Assumption 2. The matrix Tp = Σ
1
2
1 Σ
− 12
2 is nonrandom and has all its eigen-
values bounded except for a fixed number of eigenvalues that are allowed to be
infinite at a rate of o(n1/6). Moreover, the empirical spectral distribution of
{T∗pTp}, denoted by Hn, tends to proper probability measure H as min(p, n1, n2)→
∞.
Assumption 3. Assume that cn1 = p/n1 → c1 ∈ (0,∞) and cn2 = p/n2 →
c1 ∈ (0, 1) as min(p, n1, n2)→∞.
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Our first aim is to investigate the limits of the sample spiked eigenvalues
associated with αi for a high-dimensional generalized Fisher matrix. To be
specific, for any measure µ on R, we denote the support of µ as Gµ, a closed
set. Then, the eigenvalue βp,j is a spiked eigenvalue if βp,j /∈ GH , where H is
the limiting spectral distribution of T∗pTp. To avoid possible confusion when
the eigenvalues vary with the dimensionality p, we define the eigenvalues βp,j
satisfying d(βp,j ,GH) > δ as the spiked eigenvalues, where d is a predefined
distance function and δ is a preselected positive constant.
Let Jk be the set of ranks of αk with multiplicity mk among all the eigen-
values of T∗pTp, i.e.,
Jk = {jk + 1, . . . , jk +mk}.
The sample eigenvalues of the generalized spiked Fisher matrix F are arranged
in descending order as
λp,1(F), · · · , λp,j(F), · · · , λp,p(F).
Let
%k =

ψ(αk), if ψ
′(αk) > 0,
ψ(αk), if there exists αk such that ψ
′(αk) = 0
and ψ′(t) < 0, for all αk ≤ t < αk
ψ(αk), if there exists αk such that ψ
′(αk) = 0
and ψ′(s) < 0, for all αk < s ≤ αk
where
ψ(αk) =
αk
(
1− c1
∫ t
t− αk dH(t)
)
1 + c2
∫ αk
t− αk dH(t)
. (5)
Then, for each spiked eigenvalue αk with multiplicity mk, k = 1, · · · ,K associ-
ated with sample eigenvalues {λp,j(F), j ∈ Jk}, we have the following theorem.
The proof is postponed to the Supplementary Material.
Theorem 2.1. Under Assumptions 1-3, for any integer k ∈ {1, . . . ,K} and all
j ∈ Jk, as min(p, n1, n2)→∞, we have that λp,j/%k − 1→ 0 almost surely.
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Remark 2.1. Theorem 2.1 presents the limits of the sample eigenvalues associ-
ated with the population spike eigenvalues αk, where the involved H is a general
distribution different from the existing results such as those in [19]. Theorem 3.1
in [19] is a special case of Theorem 2.1 when the limiting spectral distribution
H degenerates to δ{1} with
ψ(αk) =
αk (1− αk − c1)
1− αk + c2αk .
In Theorem 2.1, the αk’s satisfying ψ
′(αk) > 0 are called distant spiked
eigenvalues, and the other two cases are called close spiked eigenvalues. The
following two theorems give a criterion for the description of the support of the
limiting spectral distribution of high-dimensional generalized Fisher matrix, in
other words, they provide the close relationship between the population spike
eigenvalues αk and the limits of the sample outlier eigenvalues associated with
αk, and they can help us complete the proof of Theorem 2.1. In fact, these
results are independent from the previous results and should have their own
interest. The details of the proof are deferred to Supplementary Material.
Let n = (n1, n2), c = (c1, c2) and Fn be the empirical spectral distribution
of F, which converges to a limiting spectral distribution F c,H . Denote GF c,H
as the supporting set of the LSD F c,H and GcF c,H as its complement. Then, we
have
Theorem 2.2. If λ ∈ GcF c,H , then there exists α such that λ = ψ(α) and
(i) α ∈ GcH , and α 6= 0 such that the ψ in (5) is well defined.
(ii) 1− c2
∫ α2dH(t)
(t− α)2 > 0,
(iii) ψ′(α) > 0.
Theorem 2.3. If the following conditions hold, i.e.,
(i) α ∈ GcH , and α 6= 0 such that the ψ in (5) is well defined.
(ii) 1− c2
∫ α2dH(t)
(t− α)2 > 0,
(iii) ψ′(α) > 0.
then λ ∈ GcF c,H , where λ = ψ(α).
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3. Estimators of the population distant spiked eigenvalues.
For the generalized Fisher matrix F = T∗pS˜1TpS˜
−1
2 defined in (3), denote
the singular value decomposition of Tp as
Tp = U
 D1/21 0
0 D
1/2
2
V∗, (6)
where U,V are unitary (orthogonal for the real case) matrices, D1 is a diagonal
matrix of the M spiked eigenvalues of the generalized spiked Fisher matrix
F and D2 is the diagonal matrix of the non-spiked eigenvalues with bounded
components. Consider the kth bulk of the sample spiked eigenvalues of F,
λp,j , j ∈ Jk, which satisfy the following eigen-equation
0 = |λp,jI− F| =
∣∣∣λp,jI−Vdiag(D1/21 ,D1/22 )U∗S˜1Udiag(D1/21 ,D1/22 )V∗S˜−12 ∣∣∣ .
Partition the two matrices, U,V, in the way of the matrix D = diag(D
1/2
1 ,D
1/2
2 );
then, it is equivalent to
0 = |λp,jV∗S˜2V−diag(D1/21 ,D1/22 )U∗S˜1Udiag(D1/21 ,D1/22 )|
= |λp,jV∗2S˜2V2−D1/22 U∗2S˜1U2D1/22 ||K(λp,j)|
where
K(λp,j) = λp,jV
∗
1S˜2V1−D1/21 U∗1S˜1U1D1/21 −(λp,jV∗1S˜2V2−D1/21 U∗1S˜1U2D1/22 )
Q−1/2(λp,jI−F˜)−1Q−1/2(λp,jV∗2S˜2V1−D1/22 D∗2S˜1U1D1/21 )
(7)
with Q = V∗2S˜2V2 and F˜ = n1
−1Q−1/2D1/22 U
∗
2XX
∗U2D
1/2
2 Q
−1/2.
Lemma 1. Assume that K(λp,j) is defined in (7). Then,
K(λp,j)− ψkm(ψk)D1 − c2ψ2km(ψk)IM − ψkIM a.s.→ 0M×M (8)
where ψk =: ψ(αk) is the limit of λp,j, m(·) is the Stieljtes transform of F˜ and
m(λ) = −(1− c1)/λ+ c1m(λ).
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According to Lemma 1, we obtain that ψk satisfies the following equation:
ψk + c2ψ
2
km(ψk) + ψkm(ψk)αk = 0. (9)
Therefore, the estimator of the population spiked eigenvalue, αk, is obtained as
below:
αˆk = −1 + c2λp,jm(λp,j)
m(λp,j)
, (10)
where j ∈ Jk, k = 1, · · · ,K and m(·) is approximately the same as the Stieltjes
transform of the LSD of the Fisher matrix F if the number of its spikes is fixed.
Next, the estimates of m(λp,j) and m(λp,j) in (10) are also provided. We
adopt an approach similar to that in [18] to estimate m(λp,j). Define rij =
|λp,i − λp,j |/|λp,j | and the set J0 = {i ∈ (1, · · · , p) : rij ≤ 0.2} and c˜` =
(p− |J0|)/n`, ` = 1, 2.; then,
mˆ(λp,j) =
1
p− |J0|
∑
i/∈J0
(λp,i − λp,j)−1 (11)
is a good estimator of m(λp,j), where the set J0 is selected to avoid the effect
of multiple roots and to make the estimator more accurate. Furthermore, the
estimator of m(λp,j) is obtained by the equation
mˆ(λp,j) = −1− c˜1
λp,1
+ c˜1mˆ(λp,j)
The estimator αˆk is calculable in practice and is expressed as
αˆk = −1 + c˜2λp,jmˆ(λp,j)
mˆ(λp,j)
. (12)
4. Simulation Study
We conduct simulations that support the theoretical results and illustrate
the accuracy of the estimators of the population distant spiked eigenvalues.
Assume p = 100, 200, 400, n1 = 2p, n2 = 4p and the matrix TpT
∗
p is a general
positive definite matrix satisfying Σ2 = Ip and Σ1 = U0ΛU
∗
0, where Λ is a
diagonal matrix with the form
10, 7.5, 7.5, 2, · · · , 2︸ ︷︷ ︸
(p−6)/2
, 1, · · · , 1︸ ︷︷ ︸
(p−6)/2
, 0.2, 0.2, 0.1.
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Here, α1 = 10, α2 = 7.5, α3 = 0.2 and α4 = 0.1. Let U0 be equal to the
matrix composed of eigenvectors of the following matrix
1 ρ ρ2 · · · ρp−1
ρ 1 ρ · · · ρp−2
. . . . . . . . . . . . . . .
ρp−1 ρp−2 ρp−3 · · · 1
 , (13)
where ρ = 0.5. We propose that the samples are from three kinds of populations.
In detail, xij and yij are the i.i.d. samples from the Gaussian distribution, the
chi-square distribution and the uniform distribution with mean 0 and variance 1.
Then, the frequency histograms of the estimators αˆi, i ∈ {1, 2, 3, 4} are depicted
in the following figures using 5000 repetitions.
Figure 1: Estimating α1 (α1 = 10) under the normal distribution assumption with p =
100, 200 and 400.
Figure 2: Estimating α1 (α1 = 10) under the chi-square distribution assumption with p =
100, 200 and 400.
Figures 1, 4, 7, and 10 show the accuracy of estimating αi, i ∈ {1, 2, 3, 4}
with xij and yij being drawn independently from N (0, 1); Figures 2, 5, 8, and 11
show the accuracy of estimating αi, i ∈ {1, 2, 3, 4} with xij and yij being drawn
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Figure 3: Estimating α1 (α1 = 10) under the uniform distribution assumption with p =
100, 200 and 400.
Figure 4: Estimating α2 (α2 = 7.5) under the normal distribution assumption with p = 100,
200 and 400.
Figure 5: Estimating α2 (α2 = 7.5) under the chi-square distribution assumption with p =
100, 200 and 400.
Figure 6: Estimating α2 (α2 = 7.5) under the uniform distribution assumption with p =
100, 200 and 400.
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Figure 7: Estimating α3 (α3 = 0.2) under the normal distribution assumption with p =
100, 200 and 400.
Figure 8: Estimating α3 (α3 = 0.2) under the chi-square distribution assumption with p =
100, 200 and 400.
Figure 9: Estimating α3 (α3 = 0.2) under the uniform distribution assumption with p =
100, 200 and 400.
Figure 10: Estimating α4 (α4 = 0.1) under the normal distribution assumption with p =
100, 200 and 400.
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Figure 11: Estimating α4 (α4 = 0.1) under the chi-square distribution assumption with
p = 100, 200 and 400.
Figure 12: Estimating α4 (α4 = 0.1) under the uniform distribution assumption with p =
100, 200 and 400.
independently from χ2(2)/2− 1; and Figures 3, 6, 9, and 12 show the accuracy
of estimating αi, i ∈ {1, 2, 3, 4} with xij and yij being drawn independently
from U(−√3,√3). For the single roots α1 and α4, the (12) are applied to the
largest and the least sample eigenvalues, respectively. For the multiple roots α2
and α3, we first estimate the spike α2 with the second and third largest sample
eigenvalues, respectively, and then take their average to obtain the final estimate
of the corresponding spike. The estimator of the spike α3 can be obtained by the
sample eigenvalues λp,p−2 and λp,p−1 in a similar way. As seen from the figures,
we find that the accuracy of estimates of the spikes improves more and that the
range of each estimator decreases as the dimensionality p increases under all
three distribution assumptions. In other words, the estimates are more focused
and accurate when the dimensionality p continues to increase.
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5. Conclusion
In this paper, the phase transition of the spikes for a generalized Fisher
matrix is proposed. We extend the result in [19] to a general case to better
match actual cases. More importantly, the estimates of the population spiked
eigenvalues are also provided, and thus, our results are calculable and feasible
in practice. As is known, the phase transition is the basis for the study of the
asymptotic distribution for the sample spiked eigenvalues. In future work, we
will investigate the CLT in a high-dimensional Fisher matrix.
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A. Proof of Lemma 1
Based on the expression of K(λp,j) defined in (7), we have
K(λp,j) = λp,jV
∗
1S˜2V1−D1/21 U∗1S˜1U1D1/21 −(λp,jV∗1S˜2V2−D1/21 U∗1S˜1U2D1/22 )
Q−1/2(λp,jI−F˜)−1Q−1/2(λp,jV∗2S˜2V1−D1/22 D∗2S˜1U1D1/21 )
=
λp,j
n2
V∗1YY
∗V1− λp,j
n1
D
1/2
1 U
∗
1X
(
λp,jIn1−F˜
)−1
X∗U1D
1/2
1
−λ
2
p,j
n22
V∗1YY
∗V2Q−1/2(λp,jIp−M−F˜
)−1
Q−1/2V∗2YY
∗V1
+
λp,j
n2
V∗1YY
∗V2Q−1/2
(
λp,jIp−M−F˜
)−1
Q−1/2
1
n1
D
1/2
2 U
∗
2XX
∗U1D
1/2
1
+
λp,j
n1
D
1/2
1 U
∗
1XX
∗U2U
1/2
2 Q
− 12 (λp,jIp−M−F˜)−1Q− 12 1
n2
V∗2YY
∗V1
with Q = V∗2S˜2V2 and F˜ = n1
−1Q−1/2D1/22 U
∗
2XX
∗U2D
1/2
2 Q
−1/2.
According to the Fourth Moment Theorem in [22], the lemma 9.1 in [23]
and the Borel-Cantelli lemma, we can prove that the following convergence of
matrices formula almost sure convergence. The proof is mechanical and tedious,
and therefore, it is omitted here.
λp,j
n1n2
V∗1YY
∗V2Q−
1
2
(
λp,jIp−M − F˜
)−1
Q−
1
2 D
1
2
2 U
∗
2XX
∗U1D
1
2
1
a.s.→ 0M×M
(14)
λp,j
n1n2
D
1
2
1 U
∗
1XX
∗U2D
1
2
2 Q
− 12 (λp,jIp−M − F˜)−1Q− 12 V∗2YY∗V1 a.s.→ 0M×M
(15)
λp,j
n2
V∗1YY
∗V1−ψkIM a.s.→ 0M×M (16)
−λ
2
p,j
n22
V∗1YY
∗V2Q−
1
2 (λp,jIp−M−F˜
)−1
Q−
1
2 V∗2YY
∗V1−c2ψ2km(ψk)IM a.s.→ 0M×M
(17)
−λp,j
n1
D
1
2
1 U
∗
1X
(
λp,jIn1−F˜
)−1
X∗U1D
1
2
1 −ψkm(ψk)D1 a.s.→ 0M×M (18)
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B. Proof of Theorem 2.1
For the generalized Fisher matrix F formulated in (3), where S˜1 = n
−1
1 XX
∗
and S˜2 = n2
−1YY∗ are the standardized sample covariance matrices. Denote
the Stieltjes transform of the LSD of the matrix F as mc,H(λ) and that of
matrix F = n−11 X
∗T∗pS˜
−1
2 TpX as mc,H(λ). The LSD of S˜2 is presented as Fc2
and its Stieltjes transform is mc2(λ). Similarly, the LSD of S˜2 = n2
−1Y∗Y is
F c2 , which has the Stieltjes transform denoted as mc2(λ).
Furthermore, for the nonzero spiked eigenvalues λj → ψk, j ∈ Jk, it follows
from equation (9) that
1 + c2ψkm(ψk) +m(ψk)αk = 0. (19)
By the relationship m(ψk) = −(1− c1)/ψk + c1m(ψk), we obtain that
m(ψk) = − h
2
c1αk + c2ψk
, (20)
where h2 = c1 + c2 − c1c2. Furthermore, by (9.14.7) in [23], we know that the
m(ψk) satisfies the following equation
ψk = − 1
m(ψk)
+ c1
∫
1
t+m(ψk)
dFc2(t)
= − 1
m(ψk)
+ c1
[ 1
c2
mc2
{−m(ψk)}− 1− c2
c2m(ψk)
]
= − h
2
c2m(ψk)
+
c1
c2
m0. (21)
where m0 = mc2(−m(ψk)), combine (20) and (21), it follows that
m0(ψk) = −αk. (22)
For each of the sample eigenvalues λj , j ∈ Jk, k = 1, · · · ,K of the generalized
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Fisher matrix F, apply (22) to equation (2.9) in [24]; then, it is obtained that
ψk =
m0
(
h2 + c1
(
c2
∫
m0
t+m0
dH(t)− 1))
c2
(
c2
∫
m0
t+m0
dH(t)− 1)
=
1− c1
∫
t
t+m0
dH(t)
c2
∫
1
t+m0
dH(t)− 1
m0
=
αk
(
1− c1
∫
t
t− αk dH(t)
)
1 + c2
∫
αk
t− αk dH(t)
(23)
Combined with Theorem 2.2 and 2.3, we prove that the limit of the sample
eigenvalues λj , j ∈ Jk associated with the distant spike αk is ψk. The limit
of the sample eigenvalues associated with the closed spike is the border of the
support of the LSD of the Fisher matrix S˜1T
∗
pS˜
−1
2 Tp. For the proof details of
the limit of sample eigenvalues associated with the closed spike, we refer the
readers to Theorem 4.2 in [7]. The limit of the sample closed spiked eigenvalues
can be derived in parallel according to their method. Now, the proof of Theorem
2.1 is completed.
C. Proof of Theorem 2.2
Since x0 ∈ GcF c,H , there exists δ > 0 such that (x0 − δ, x0 + δ) ⊂ GcF c,H .
Write z = x+ iv with x ∈ (x0− δ, x0 + δ) and v > 0. Then, by (2.9) in [24], the
following equation holds:
z =
h2m0(z)
c2
(
−1 + c2
∫
m0(z)dH(t)
t+m0(z)
) + c1
c2
m0(z)
=
m0(z)
(
1− c1
∫
tdH(t)
t+m0(z)
)
−c2
∫
tdH(t)
t+m0(z)
− 1 + c2
:= ψ(−m0(z)), (24)
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where m0(z) = mc2(−mc,H(z)) and mc2(z) is the unique solution, with the
same sign of the imaginary parts as that of z, to the following equation:
z = − 1
mc2(z)
+ c2
∫
1
t+mc2(z)
dH(t). (25)
Additionally, by the definition of m0(z), we have
mc,H(z) =
1
m0(z)
− c2
∫
1
t+m0(z)
dH(t). (26)
Write m0(z) = m01 + im02 and mc,H(z) = g1(z) + ig2(z); we have that g2(z)→
g2(x0) = 0 as v → 0. By equation (26), we have
g2(z) = −m02(z)
( 1
|m0(z)|2 − c2
∫
1
|t+m0(z)|2 dH(t)
)
. (27)
By the definition of m0(z),
m0(z) = mc2(−mc,H(z)) =
∫
dF c2(λ)
λ+mc,H(z)
,
where F c2 is the limiting spectral distribution corresponding to the Stieltjes
transform mc2 .
Thus,
m02(z) = −g2(z)
∫
dF c2(λ)
|λ+mc,H(z)|2
.
Therefore, as v → 0, m02(z)→ 0 and
−m02(z)/g2(z)→
∫
dF c2(λ)
(λ+mc,H(x))
2
> 0.
On the other hand, by equation (27), the same limit shows that( 1
m20(x)
− c2
∫
1
(t+m0(x))2
dH(t)
)
> 0. (28)
This shows (i) and (ii) with u0 = −m0(x0).
Taking the imaginary parts of both sides of the equation (24), we have
v=−m02(z)
(1−c2−(c1(c2−1)+c2)∫ t2dH(t)|t+m0(z)|2−c1c2 ∣∣∣∫ tdH(t)t+m0(z) ∣∣∣2+2c2m01(z)∫ tdH(t)|t+m0(z)|2
| − c2
∫ tdH(t)
t+m0(z)
−1+c2|2
)
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Dividing both sides of the above equation by −m02 and then letting v → 0,
the right-hand side of the above tends to
(1−c2−(c1(c2−1)+c2) ∫ t2dH(t)(t+m0(x))2−c1c2 (∫ tdH(t)t+m0(x))2+2c2m0(x)∫ tdH(t)(t+m0(x))2
(−c2
∫ tdH(t)
t+m0(x)
−1+c2)2
)
> 0.
(29)
Write u0 = −m0(x0). Then,
ψ′(u0) = <(ψ′(u0))
= lim
m02(x0+iv)→0
ψ(−m0(z))
d(−m0(z))
∣∣∣
z=x0+iv
= <
(
lim
m02(z)→0
ψ(−m0(z))− ψ(−m01(z))
−im02(z)
)∣∣∣
z=x0+iv
= lim
m02(z)→0
=
(ψ(−m0(z))− ψ(−m01(z))
−m02(z)
)∣∣∣
z=x0+iv
= lim
m02(z)→0
(=(ψ(−m0(z))
−m02(z)
)∣∣∣
z=x0+iv
Note that the right-hand side of the above equation is the same as that of (29)
and hence is positive.
D. proof of Theorem 2.3
By (i) - (iii), there exists a constant δ > 0 such that (u0−δ, u0+δ) ⊂ GcH and
the conditions (i)− (iii) hold for all u ∈ (u0− δ, u0 + δ). For u ∈ (u0− δ, u0 + δ)
and w ∈ R, set −m = u+ iw; then, by condition (i), z = ψ(−m) is an analytic
function in the space of m. Additionally, by (iii), there is a unique inverse
function m = m(ψ) of ψ(u) such that ψ = ψ(−m(ψ)) for all ψ ∈ (x0−η, x0+η)
where η > 0 is a constant. Since ψ(−m) is analytic, its inverse function is
also analytic when ψ ∈ (x0 − η, x0 + η); therefore, the inverse function can be
extended to an open region B containing (x0 − η, x0 + η) as a subset.
On the other hand, for all z ∈ C+, by [24], the Stieltjes transform mc,H(z)
of the LSD of the Fisher matrix is uniquely determined by equations (24) and
(26). Specifically, when z ∈ B, m0(z) = m(z). When v → 0, =(m)→ 0. Then,
by (26), =(mc,H(z))→ 0, for all <(z) ∈ (x0− η, x0 + η). Therefore, x0 ∈ GcF c,H .
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