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Abstract—We propose a generic algorithm for the construction
of efﬁcient reversible variable-length codes (RVLCs) and variable-
length error-correcting (VLEC) codes, which optimizes the code-
word length distribution. The algorithm may be applied to any ex-
isting codeword selection mechanism, and it is capable of gener-
ating codes of higher efﬁciency in comparison to the algorithms
disseminated in the literature.
Index Terms—Code design, free distance, Huffman codes, re-
versibile variable length codes (RVLCs), variable length error cor-
recting (VLEC) codes.
I. INTRODUCTION
R
EVERSIBLE variable-length codes (RVLCs) were pro-
posed for facilitating the bidirectional decoding of a
source-encoded bitstream, which mitigate for example the
visual effects of transmission errors in case of losing synchro-
nization between the encoder and decoder in wireless video
telephony [1]. The application of RVLCs has been extensively
studied [2]–[9], particularly during the development of the
video standards H.264 and MPEG-4.
The construction of RVLCs was studied in [4]–[9]. Most
RVLC constructions, commence from a Huffman code de-
signed for the source concerned and then replace the Huffman
codewords by identical length codewords that satisfy both
the preﬁx and sufﬁx conditions necessitated. If the number of
valid codewords is insufﬁcient, longer codewords have to be
assigned, resulting in an increased redundancy. By contrast, if
there are more candidate codewords than necessary, different
codeword selection mechanisms may be applied. For example,
the maximum symmetrical sufﬁx length (MSSL) scheme [5]
may be used for designing symmetric RVLCs, or the minimum
repetition gap (MRG) [6] metric and the so-called afﬁx index
[8] metric may be invoked for designing asymmetric RVLCs.
All of the above codeword selection mechanisms attempt to
match the codeword length distribution of the RVLC to that of
the corresponding Huffman code. Since a RVLC has to satisfy
the sufﬁx condition in addition to the preﬁx condition, the desir-
able codeword length distribution of a Huffman code is usually
notmatchedbythatoftheRVLCforthesamesource.Moreover,
both the value of the minimal average codeword length and the
optimal codewordlengthdistributionoftheRVLCare unknown
for a given source. Therefore, we propose a heuristic method of
ﬁnding an improved codeword length distribution in Section II
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of this letter. Experimental results show that the proposed algo-
rithm generally produces more efﬁcient RVLCs than all known
algorithms.
Recently, variable-length error-correcting (VLEC) codes
have rekindled the community’s interest [10] owing to their
good distance properties, which were studied in [11], [12],
where a heuristic VLEC code construction algorithm was
proposed and optimized. However, the optimization procedure
may become prohibitively complex for large-alphabet sources.
Hence, in Section III we apply a method similar to that used
in Section II as an alternative to the optimization procedure of
[11], resulting in a signiﬁcantly lower complexity. Section IV
concludes the letter.
II. CONSTRUCTION OF RVLCS
Let be an -ary i.i.d. infor-
mation source having the probability mass function of
. The proposed al-
gorithm bases its codeword selection procedure on that of the
algorithm in [6] or [8] and attempts to optimize the length dis-
tributionof the resultant RVLClevel by level1. The construction
procedure is as follows.
Step 1) Employ Tsai’s [6] or Lakovic’ [8] algorithm for
constructing an initial RVLC, and calculate the
codeword length vector , where is the
number of codewords of length in bits.
Step 2) Increase the number of required codewords at
length by one, and decrease the number of re-
quiredcodewordsatthemaximumcodewordlength
by one, yielding
Use Tsai’s or Lakovic’s algorithm for constructing
an RVLC based on the modiﬁed length distribution
instead of that of the Huffman code.
Step 3) Recalculate the averagecode length , and if was
increased, restore the previous length distribution,
and proceed to the next level; otherwise update the
codeword length vector and go to Step 2.
Step 4) Repeat Steps 2 and 3 until the last level is reached.
Table I compares the RVLCs designed for the English al-
phabet, constructed using the proposed algorithm (based on
Tsai’s algorithm [6]), and the algorithms published in [4],
[6], [8]. As a beneﬁt of its improved length distribution, the
proposed algorithm yields a RVLC of signiﬁcantly higher
1The proposed algorithm is also applicable to optimize the construction of
symmetric RVLCs of [5].
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TABLE I
VLCS FOR THE ENGLISH ALPHABET
TABLE II
VLCSF O RCANTERBURY CORPUS,R ESULTS OF TSAI’S RVLCS AND LIN’S RVLCS ARE FROM [9]
efﬁciency. In [9] Lin et al. proposed two backtracking based
construction algorithms for asymmetrical RVLCs, which are
capable of achieving either lower average codeword lengths
or shorter maximum codeword lengths in comparison to the
algorithm of [6]. Table II compares the achievable performance
of the algorithm proposed in this paper and that of various
benchmarkers based on the Canterbury Corpus ﬁle set (avail-
able in http://corpus.canterbury.ac.nz), which was designed
speciﬁcally for testing new compression algorithms. It is shown
that the proposed algorithm is capable of reducing both the
average codeword length and the maximum codeword length at
the same time.
In [7] Lakovic et al. proposed a construction algorithm based
on the MRG metric for designing RVLCs having a free dis-
tance of , which signiﬁcantly outperformed the regular
RVLCs having a free distance of , when using a joint
source/channel decoding scheme. Since the RVLC construction
of [7] was also based on the codeword length distribution of
Huffman codes, the proposed optimization procedure may be
readily invoked in this context. Owing to space limitation, the
corresponding results are omitted here.
III. CONSTRUCTION OF VLEC CODES
The family of VLEC codes may be characterized by three
different distances, namely the minimum block distance ,
the minimum diverging distance , and the minimum con-
verging distance [11]. Their relationship is described by
the following formula [11]:
It may be shown that Huffman codes and RVLCs may also be
viewed as VLEC codes. For Huffman codes, we have
. By contrast, for RVLCs, we have
and for RVLCs having a free distance of
, while for RVLCs having a free distance of
.
The construction of an optimal VLEC code requires ﬁnding
a variable length code, which satisﬁes the speciﬁc distance
requirements and additionally has a minimum average code-
word length. Generally, one takes
and . In [11] Buttigieg proposed the following
heuristic construction method.
— Initialize the target VLEC codeword set to a
ﬁxed-length code of length having a minimal dis-
tance . This step, as well as all following steps
resulting in sets of identical-length codewords having
a given distance, are carried out with the aid of either
the greedy algorithm (GA) or the majority voting
algorithm (MVA) [11].
— Create a set that contains all -tuples having at
least a distance from each codeword in . If the
set is not empty, an extra bit is afﬁxed at the end of
all its words. This new set having twice the number of
words replaces the previous set .
— Delete all words in the set that do not have at least
a distance from all codewords of . At this point,
the set satisﬁes both the and minimum
distance requirements with respect to the set .
— Select the codewords from the set that are at a dis-
tance of using the GA or the MVA. The selected
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TABLE III
PROPOSED VLEC CODES FOR THE ENGLISH ALPHABET
The procedure is repeated until it ﬁnds the required number of
codewords or has no more options to explore. If no more code-
words of the required properties can be found, or if the maximal
codeword length is reached, shorter codewords are deleted until
one ﬁnds an adequate VLEC code structure.
This basic construction does not exploit the source statistics,
hence may result in inefﬁcient codes. Buttigieg [11] also pro-
posed an exhaustive search procedure for optimizing the code-
word length distribution, which starts by deleting codewords
from thelast added group and tests allpossible codeword length
combinations,thenselectsthebestoneastheﬁnaldesign.How-
ever, its complexity increases exponentially with the number of
source symbols.
Hence here we propose a codeword length distribution opti-
mization procedure similar to that of Section II as an alternative
to the exhaustive search.
Step 1) Use the above procedure for constructing an ini-
tial VLEC code, and calculate the codeword length
vector .
Step 2) Decrease the number of codewords required at
length , by one. The values of
are retained and no restrictions are imposed on the
number of codewords at higher lengths. Then use
the above procedure again for constructing a VLEC
code based on the modiﬁed length distribution.
Step 3) Recalculate the average codeword length , and if
was increased, restore the previous length distri-
bution, and proceed to the next codeword length;
otherwise update the codeword length vector and
go to Step 2.
Step 4) Repeat Steps 2 and 3 until the last codeword length
is reached.
In [11] Buttigieg only considered the construction of VLEC
codes having . The experimental results of Table IV
demonstrate that the proposed algorithm may also be used for
constructing VLEC codes having , which are the
equivalents of the RVLCs having in Section II. It
is worth noting that the VLEC code having results in an
even shorter average codeword length, than the corresponding
RVLC having proposed in [7], where the average code-
word length is 4.34534 and the maximum codeword length is
10,whichindicatesthatthisisameritoriouswayofconstructing
such codes.
Table V compares the VLEC codes having
constructed by the proposed algorithm to those of [11]. By
using the proposed optimization procedure instead of the
exhaustive search of [11], only a small fraction of all possible
codeword length combinations are tested, hence the construc-
tion complexity is signiﬁcantly reduced without compromising
the achievable performance. For sources of larger alphabets,
TABLE IV
COMPARISON OF VLEC CODES FOR THE ENGLISH ALPHABET
the “accelerated” search techniques of [13] may be invoked for
further complexity reduction.
IV. CONCLUSION
A generic algorithm was proposed for the construction of ef-
ﬁcientRVLCsandVLECcodes.Bymeansofiterativeconstruc-
tion,itoptimizesthecodewordlengthdistributionlevelbylevel,
and results in codes of higher efﬁciency and/or shorter max-
imum codeword length than the algorithms previously dissemi-
nated in the literature. The optimization procedure commences
its operation from the outer layer of the code construction, thus
it can be applied to any existing algorithm aiming for efﬁcient
codeword design.
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