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1. Introduction
The main purpose of this paper is to prove Theorem 1, which states that some skew fields
contain free fields. Theorem 1 provides also a new method for constructing valuations of
free fields.
Let D be a skew field with a subfield K and X a set. The free D-ring over K on a set
X is the ring generated by D and the set X subject to the defining relations kx = xk for
all k ∈ K , x ∈ X and denoted by DK 〈X〉. When D = K , it is called the free K-ring and
denoted by K〈X〉, furthermore when K is commutative, it is called a free algebra. The free
D-ring DK 〈X〉 is a free ideal ring and has a universal field of fractions, denoted by DK(X)
and called a free field. In particular, we denote by K(X) the universal field of fractions of
the free K-ring K〈X〉.
Let G be a totally ordered group, written additively, thought not necessarily Abelian.
We denote by 0 the identity of G. We augment G by a symbol ∞, subject to the rules
∞+ a = a +∞=∞+∞, a <∞ for all a ∈G.
A valuation on a skew field D with values in G is any mapping ν :D→G ∪ {∞} which
satisfies the following conditions:
(V1) ν(xy)= ν(x)+ ν(y) for x, y ∈D,
(V2) ν(x + y)min{ν(x), ν(y)} for x, y ∈D,
(V3) ν(1)= 0 and ν(0)=∞.
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The set of all non-units M = {x ∈ D | ν(x) > 0} of V is the unique maximal ideal of V
and the ring V/M is a skew field, which is called the residue-class field of ν. Let g  0
be an element of G. We denote by Vg the set of x ∈ V such that ν(x) g. Clearly Vg is a
two-sided ideal of V . The image ν(D∗) under ν of the multiplicative group D∗ =D − {0}
is a subgroup of G, and called the value group of ν. A valuation ν on D is called Abelian
if the value group ν(D∗) is Abelian and ν is called discrete if the ordered group ν(D∗) is
isomorphic to the additive group of integers. Let K be a subfield of D. A valuation ν on D
is called K-valuation, if ν(k)= 0 for all k ∈ K − {0}. If G is an ordered subgroup of the
additive group of real numbers, we can define a metric on D by choosing a real constant c
between 0 and 1 and defining
d(x, y)= cν(x−y).
We denote by D̂ the completion of D with respect to the topology defined by the above
metric. It is well known that D̂ is a skew field with a valuation of νˆ such that D̂ and νˆ are
extensions of D and ν, respectively. We say the valuation ν on D is complete if the metric
space D is complete.
Furthermore, we use the terminology and the results of [4–7] for the theory of free fields
and that of valuations on skew fields.
We state now the main result of this paper.
Theorem 1. Let D be a countable skew field with a countable center C, X = {xi | i = 1,2,
3, . . .} a countable set, and let K be a subfield of D which is its own bicentralizer and
whose centralizer K ′ is such that the left K-space KcK ′ is infinite-dimensional over K ,
for all c ∈D − {0}. Then the following hold:
(1) If there is a discrete valuation ν on D and an element t of K ′ such that ν(t) > 0, then
the completion D̂ of D with respect to the topology defined by ν contains the free field
DK(X) on the set X.
(2) The skew field of Laurent series D((z)) in z over D contains DK(X).
We note the special case of Theorem 1 when K is the center of D.
Corrollary 1. Let D be a countable skew field with a countable center C such that the
dimension of D over C is infinite, and let X be a countable set. Then the following hold:
(1) If there is a discrete valuation ν on D, then the completion D̂ of D with respect to the
topology defined by ν contains the free field DC(X) on the set X.
(2) The skew field of Laurent series D((z)) in z over D contains DC(X).
We then apply Theorem 1(2) to obtain the following theorem.
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set. Then any valuation on D extends to a valuation on DK(X). If a valuation on D is
Abelian, then the extended valuation on DK(X) is also Abelian.
We note that the special case of Theorem 2 when K is the center of D.
Corrollary 2. Let D be a countable skew field and X a countable set. Then any valuation
on D extends to a valuation on DC(X). If a valuation on D is Abelian, then the extended
valuation on DC(X) is also Abelian.
Let k be a commutative field and X a finite or a countable set. By Theorem 1(2), we
show that various ordered groups can occur as the value group of a valuation on a free field
k(X).
Theorem 3. Let k be a commutative field, X a set of n+ 1 elements (respectively a count-
able set) and k(X) the universal field of fractions of the free algebra of k〈X〉 over k on X.
Let G be a non-Abelian n generated (respectively a countable generated) ordered group.
Then k(X) has a k-valuation whose value group is Z ×G, where Z is the additive group
of integers and the ordering of Z ×G is the lexicographic ordering.
By Corollary 1(1), we prove that some skew field of Laurent series contains a free field
over a commutative field on a countable set.
Theorem 4. Let k be a commutative field and σ an automorphism of k such that the order
of σ is infinite and the cardinal number of the fixed field kσ = {x ∈ k | σ(x)= x} of σ is
infinite. Let X be a countable set. Then the skew field of Laurent series k((y;σ)) contains
the free field kσ (X) over kσ on X.
Finally, we show that there is a discrete valuation on a free field over a commutative
field of characteristic zero whose residue-class field is a simple transcendental extension
over the commutative field.
Theorem 5. Let k be a commutative field of characteristic zero, X a finite or a countable
set and k(X) the universal field of fractions of the free algebra of k〈X〉 over k on X. Then
there is a k-valuation on k(X) whose value group is the additive group of integers, and the
residue-class field is a simple transcendental extension of k.
2. Proofs of theorems
For the proof of Theorem 1, we need several lemmas. We begin with the follow-
ing lemma which is a generalization of Cohn’s specialization lemma [5, Chapter 5,
Lemma 9.5].
Lemma 1. Let D be a skew field with infinite center C and X a set. Let K be a subfield
of D which is its own bicentralizer and whose centralizer K ′ is such that the left K-space
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subgroup of the multiplicative group of K ′ ∗ = K ′ − {0}, equivalently, H is a subnormal
subgroup of K ′ ∗ such that H ⊂K . Then any full matrix over DK 〈X〉 is invertible for some
choice of values of X in H .
The proof of Lemma 1 is the same as that of [3, Lemma 6] except for obvious
modifications. We omit the proof.
Lemma 2. Let D be a skew field with an Abelian valuation ν, and let K be a subfield of D
which is its own bicentralizer and whose centralizer K ′ is such that the left K-space KcK ′
is infinite-dimensional over K , for all c ∈D − {0}. Let H = {x ∈K ′ | ν(x)= 0}. Then H
is a normal subgroup of the multiplicative group of K ′ ∗ =K ′ − {0} and H ⊂K .
Proof. Since the left K-space KK ′ is infinite-dimensional over K and the center of
K ′ is contained K , K ′ is infinite-dimensional over its center. Suppose H ⊂ K . Let
x, y be elements of K ′ ∗. Then ν(x−1y−1xy)= 0, hence x−1y−1xy ∈ K ∩K ′, therefore
(yx)(x−1y−1xy)= xy = (x−1y−1xy)(yx), that is yx2y = xy2x for all x, y ∈ K ′ ∗. Thus
yx2y = xy2x for all x, y ∈K ′, hence K ′ is a PI-ring. Therefore, K ′ is finite-dimensional
over the center of K ′, a contradiction. Clearly, H is a normal subgroup of K ′ ∗. This
completes the proof. ✷
Let D be a skew field with a discrete valuation ν, K a subfield of D and t a non-zero
element of D. Let X = {xi | i = 1,2,3, . . .} and Y = {yi,p | i = 1,2,3, . . . , p = 0,1,2,
3, . . .} be countable sets. We define a D-ring homomorphism σ :DK 〈Y 〉 → DK 〈X〉 by
σ(yi,p) = tpxit−p for i = 1,2,3, . . . , p = 0,1,2,3, . . . . For convenience we say that
a monomial M = d1yi1,p1d2yi2,p2d3 . . . dnyin,pndn+1 in DK 〈Y 〉 is a V -monomial if all
coefficients of M are elements of the valuation ring V = {x ∈D | ν(x) 0}, i.e., di ∈ V
for i = 1,2, . . . , n+ 1.
Lemma 3. Let D be a skew field with a discrete valuation ν, K a subfield of D, t an
element of D such that ν(t) > 0 and A(xi) a matrix over DK 〈X〉. Then there are a
non-negative integer a and a matrix A0(yi,p) over DK 〈Y 〉 such that the coefficients of
the entries of A0(yi,p) are elements of the valuation ring V = {x ∈ D | ν(x)  0} and
A(xi)= t−aσ (A0(yi,p))= t−aA0(tpxit−p).
Proof. Let M = d1xi1d2xi2d3 . . . dnxindn+1, a monomial of degree n in DK 〈X〉. We
show that there are non-negative integer a and a V -monomial M0 ∈ DK 〈Y 〉 such that
t−aσ (M0) =M . We shall use induction on n. Suppose n = 1. Since ν(t) > 0, there are
non-negative integers k, l such that ν(tld2) 0 and ν(tkd1t−l ) 0. Then we have
t−kσ
((
tkd1t
−l)yi1,l(t ld2))= t−k(tkd1t−l)t lxi1 t−l(t ld2)= d1xi1d2.
Thus our assertion is holds for n= 1. Suppose now that n > 1. We write
M = d1xi1d2xi2d3 . . . dnxindn+1 = (d1xi1)(d2xi2d3 . . . dnxindn+1).
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0
2 ∈ DK 〈Y 〉
such that
t−aσ
(
M01
)= d1xi1 t−b, t−bσ (M02 )= d2xi2d3 . . . dnxindn+1.
Then we have
t−aσ
(
M01M
0
2
)= d1xi1d2xi2d3 . . . dnxindn+1 =M.
Clearly M01M
0
2 ∈DK 〈Y 〉 is a V -monomial. Thus our assertion holds. Now letM1,M2, . . . ,
Mk be monomials of DK 〈X〉. By the above argument, we have non-negative integers ai ,
i = 1,2, . . . , k, and V -monomials M0i ∈DK 〈Y 〉, i = 1,2, . . . , k, such that
t−ai σ
(
M0i
)=Mi for i = 1,2, . . . , k.
Let a = max{ai | i = 1,2, . . . , k}. We have
t−aσ
(
ta−a1M01 + ta−a2M02 + · · · + ta−akM0k
)=M1 +M2 + · · · +Mk.
This proves the lemma for the case of 1× 1 matrix. Now it is easy to prove the lemma for
the case of m×m matrix. This completes the proof. ✷
Lemma 4. Let D be a skew field with subfield K and X = {xi | i ∈ I } a set. Let E be
a skew field containing D and Σ the set of all full matrices over DK 〈X〉. If a D-ring
homomorphism f :DK 〈X〉 → E is Σ-inverting, then there is a D-ring homomorphism
g :DK(X)→ E such that f = gh, where h :DK〈X〉 →DK(X) is a natural inclusion. In
particular, the skew field generated by X = {xi | i ∈ I } over D in E is isomorphic to the
free field DK(X).
Proof. Since the universal Σ-inverting ring of DK 〈X〉 is the free field DK(X) by [5,
Chapter 7, Theorem 5.10], and f is Σ-inverting, the result follows. ✷
For the proof of Theorem 1(2), we need the following lemma, which is a special case of
[1, Lemma 5].
Lemma 5. Let D be a skew field, D[z] a polynomial ring over D in a central indeterminate
z and D(z) the quotient skew field of D[z]. Let A(z) = (aij (z)) be a n × n matrix over
D[z]. If A(1)= (aij (1)) is an invertible matrix over D, then A(z) is an invertible matrix
over D(z).
We are now ready to prove Theorem 1.
Proof of Theorem 1. (1) Let Σ be the set of all full matrices over DK 〈X〉. Since D and
X = {xi | i = 1,2,3, . . .} are countable, Σ is countable, say A1(xi),A2(xi),A3(xi), . . . ,
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Am(xi)= t−amσ
(
A0m(yi,p)
)= t−amA0m(tpxit−p),
where am is a non-negative integer and A0m(yi,p) a matrix over DK 〈Y 〉 such that the
coefficients of the entries of A0m(yi,p) are elements of the valuation ring V = {x ∈ D |
ν(x)  0} for each m = 1,2,3, . . . . Set V ′ = {x ∈ K ′ | ν(x)  0}. Let k0 = 0 and hi,0,
i = 1,2,3, . . . , be elements of V ′ such that sup{ν(hi,0) | i = 1,2,3, . . . , for hi,0 = 0}<∞
if there is hi,0 = 0 for some i , or hi,0 = 0 for all i = 1,2,3, . . . . Now we define countable
sequences {hi,n | n= 1,2,3, . . .}, i = 1,2,3, . . . , of elements of V ′, and the sequences of
integers {bm  0 | m = 1,2,3, . . .} and {kn > 0 | n = 1,2,3, . . .} with the following two
properties:
(i) For each n, hi,n = 0 for almost all but a finite number of i .
(ii) Am(
∑m
n=0 hi,ntkn ) is an invertible matrix over D for all m= 1,2,3, . . . . If Bm is the
inverse of Am(
∑m
n=0 hi,ntkn ), then Bm = B0mt−bm where all entries of B0m are elements
of V , the valuation ring of D. The sequence of integers {kn | n= 1,2,3, . . .} satisfies
km+1 > max{am + bm, km} for all m= 1,2,3, . . . .
Now set H = {x ∈K ′ | ν(x)= 0}. ThenH is a normal subgroup of the multiplicative group
of K ′ ∗ =K ′ − {0} and H ⊂K by Lemma 2. Consider the finite set of x’s which appear in
the matrix A1(xi). Without loss of generality, we may assume that these are x1, x2, . . . , xr .
If hi,0 = 0 for some i , we let k1 be a positive integer such that k1 > sup{ν(hi,0) | i =
1,2,3, . . . , for hi,0 = 0} and, if hi,0 = 0 for all i , we set k1 = 1. Since A1(hi,0 + xitk1)
is a full matrix over DK 〈X〉, there are elements hi,1 ∈ H , i = 1,2,3, . . . , r , such that
A1(hi,0 + hi,1tk1) is an invertible matrix over D by Lemma 1. Set hi,1 = 0 for i > r . Let
B1 be the inverse of A1(hi,0 + hi,1tk1). We can find a non-negative integer b1 such that
B1 = B01 t−b1 where all entries of B01 are elements of V , the valuation ring of D.
Next we define k2 and hi,2 for i = 1,2,3, . . . . Let k2 be an integer such that k2 >
max{a1 + b1, k1}. Now again consider the finite set of x’s which appear in the matrix
A2(xi). Without loss of generality, we may assume that these are xs1, xs2, . . . , xsu . Since
A2(hi,0 + hi,1tk1 + xitk2) is a full matrix over DK 〈X〉, there are elements hi,2 ∈ H ,
i = s1, s2, . . . , su, such that A2(hi,0 + hi,1tk1 + hi,2tk2) is an invertible matrix over D
by Lemma 1. Set hi,2 = 0 for i = s1, s2, . . . , su. We can find a non-negative integer b2
in a similar way as b1. Continuing this process, we have countable sequences {hi,n | n =
1,2,3, . . .}, i = 1,2,3, . . . , of elements of V ′, and the sequences of integers {bm  0 |m=
1,2,3, . . .} and {kn | n= 1,2,3, . . .} with the properties (i) and (ii).
Let D̂ be the completion field of D with respect to the valuation ν and νˆ the
valuation of D̂ which is the extension of ν. Clearly the elements di = ∑∞n=0 hi,ntkn ,
i = 1,2,3, . . . , belongs to D̂. We show that di =∑∞n=0 hi,ntkn , i = 1,2,3, . . . , freely
generate a free field isomorphic to DK(X) over D. By Lemma 4, it is enough to show that
Am(di) = Am(∑∞n=0 hi,ntkn ) is an invertible matrix over D̂ for all m = 1,2,3, . . . . Now
Am(
∑m
n=0 hi,ntkn ) have the inverse Bm = B0mt−bm where bm is a non-negative integer and
all entries of B0m are elements of V , the valuation ring of D. We have
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(
A0m(yi,p)
)= t−amA0m(tpxit−p),
where am is a non-negative integer and A0m(yi,p) a matrix over Dk〈Y 〉 such that the
coefficients of the entries of A0m(yi,p) are elements of the valuation ring V . Since
Am(
∑m
n=0 hi,ntkn )Bm = 1, we have
A0m
(
tp
(
m∑
n=0
hi,nt
kn
)
t−p
)
B0m =
 tam+bm 0. . .
0 tam+bm
 . (2.1)
Clearly ν(tphi,nt−p) 0 for all i, n. Set N = ν(tkm+1). Then N > ν(tam+bm) and
tp
( ∞∑
n=0
hi,nt
kn
)
t−p ≡ tp
(
m∑
n=0
hi,nt
kn
)
t−p mod
(
V̂N
)
, for all i, (2.2)
where V̂N = {x ∈ D̂ | νˆ(x)N}. The coefficients of the entries of A0m(yi,p) and the entries
of B0m are elements of the valuation ring V . By the relations (2.1) and (2.2), we have the
following relation:
A0m
(
tp
( ∞∑
n=0
hi,nt
kn
)
t−p
)
B0m ≡
 tam+bm 0. . .
0 tam+bm

≡ tam+bm
1 0. . .
0 1
 mod (V̂N ). (2.3)
Since {tam+bm(1 − M)}−1 = (1 + M + M2 + · · ·)t−am−bm , where M is a matrix over
V̂1 = {x ∈ D̂ | ν(x) 1}, A0m(tp(
∑∞
n=0 hi,ntkn )t−p) is an invertible matrix over D̂, by the
relation (2.3). Thus Am(
∑∞
n=0 hi,ntkn ) = t−amA0m(tp(
∑∞
n=0 hi,ntkn )t−p) is an invertible
matrix over D̂ and (1) is proved.
(2) The argument is similar to the one which was used in the proof of (1). We consider
that D(z)⊂D((z)) in a natural way, and we denote by νz the z-adic valuation of D((z)).
Let A1(xi),A2(xi),A3(xi), . . . ,Am(xi), . . . be all full matrices over DK 〈X〉. Let k0 = 0
and hi,0, i = 1,2,3, . . . , be arbitrary elements of K ′, the centralizer of K . We define
countable sequences {hi,n | n = 1,2,3, . . .}, i = 1,2,3, . . . , of elements of K ′, and the
sequences of integers {bm  0 | m = 1,2,3, . . .} and {kn > 0 | n = 1,2,3, . . .} with the
following two properties:
(i) For each n, hi,n = 0 for almost all but a finite number of i . Am(∑mn=0 hi,nzkn) is an
invertible matrix over D(z) for all m= 1,2,3, . . . .
(ii) If Bm is the inverse of Am(
∑m
n=0 hi,nzkn), then Bm = B0mz−bm where bm is a non-
negative integer and all entries of B0m are elements of Vz = {x ∈D((z)) | νz(x) 0},
the valuation ring of νz. The sequences of integers {bm  0 | m = 1,2,3, . . .} and
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3, . . . .
Set H =K ′ − {0} the multiplicative group of K ′. Consider the finite set of x’s which
appear in the matrix A1(xi). Without loss of generality, we may assume that these are
x1, x2, . . . , xr . Set k1 = 1. Since A1(hi,0 + xi) is a full matrix over DK 〈X〉, there are
elements hi,1 ∈H , i = 1,2,3, . . . , r , such that A1(hi,0 + hi,1) is an invertible matrix over
D by Lemma 1. Set hi,1 = 0 for i > r . Since A1(hi,0 + hi,1z) is an invertible matrix
over D(z) by Lemma 5, there is the inverse B1 of A1(hi,0 + hi,1z). Clearly, there are
a non-negative integer b1 and a matrix B01 such that all entries of B
0
1 are elements of
Vz = {x ∈D((z)) | νz(x) 0}, and B1 = B01z−b1 . Since A1(hi,0 + hi,1z)B1 = 1, we have
A1(hi,0 + hi,1z)B01 =
 tb1 0. . .
0 tb1
 .
Now let k2 be an integer such that k2 > max{b1, k1}. Now again consider the finite set of x’s
which appear in the matrixA2(xi). Without loss of generality, we may assume that these are
xs1, xs2, . . . , xsu . Since A2(hi,0+hi,1+xi) is a full matrix overDK 〈X〉. By Lemma 1, there
are elements hi,2 ∈ H , i = s1, s2, . . . , su, such that A2(hi,0 + hi,1 + hi,2) is an invertible
matrix over D. Set hi,2 = 0 for i = s1, s2, . . . , su. By Lemma 5, A2(hi,0 + hi,1z+ hi,2zk2)
is an invertible matrix over D(z). We define b2 in a similar way as b1. Continuing this
process, we have countable sequences {hi,n | n = 1,2,3 . . .}, i = 1,2,3, . . . , of elements
ofK ′ and the sequences of integers {bm  0 |m= 1,2,3, . . .} and {kn > 0 | n= 1,2,3, . . .}
with the properties (i) and (ii).
Clearly the elements di =∑∞n=0 hi,nzkn , i = 1,2,3, . . . , belongs to D((z)). We show
that di =∑∞n=0 hi,nzkn , i = 1,2,3, . . . , freely generate a free field isomorphic to DK(X)
over D. By Lemma 4, it is enough to show that Am(di) = Am(∑∞n=0 hi,nzkn) is an
invertible matrix over D((z)) for all m. By the definitions of di =∑∞n=0 hi,nzkn , i =
1,2,3, . . . , Am(
∑m
n=0 hi,nzkn) is an invertible matrix over D(z). Let Bm be the inverse
of Am(
∑m
n=0 hi,nzkn) and write Bm = B0mz−bm where bm is a non-negative integer and all
entries of B0m are elements of Vz. Since Am(
∑m
n=0 hi,nzkn)Bm = 1, we have
Am
(
m∑
n=0
hi,nz
kn
)
B0m =
 zbm 0. . .
0 zbm
 ,
and km+1 > max{km,bm}. Hence, we have the following relation
Am
( ∞∑
n=0
hi,nz
kn
)
B0m ≡
 zbm 0. . .
0 zbm
 mod (zkm+1).
By the same argument which was used in the proof of (1), we can prove that
Am(
∑∞
n=0 hi,nzkn) is invertible. This completes the proof. ✷
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Lemma 6. Let D be a skew field with a valuation ν and an automorphism α such that
ν(α(a))= ν(a) for all a ∈D, and D(y;α) the quotient field of the skew polynomial ring
D[y;α]. Let G be a totally ordered group containing the value group ν(D∗) of ν and δ
an element of G such that ν(a)+ δ = δ + ν(a) for all a ∈D. Then there exists a unique
valuation w on D(y;α) such that, for f =∑j yj aj (aj ∈D), w(f )= minj {jδ+ ν(aj )}.
In case δ = 0, the valuation w is called the Gaussian extension of ν.
Proof. By the same proof of [2, Chapter VI, Section 10, Lemma 1], there exists a unique
valuation w on D[y;α] such that, for f =∑j yj aj (aj ∈D), w(f )= minj {jδ+ ν(aj )}.
By [7, Chapter 9, Proposition 9.1.1], the valuation w on D[y;α] extends to the valuation
on D(y;α). This completes the proof. ✷
The following is due to Cohn.
Lemma 7. Let D be a skew field with center C and K a bicentral subfield, and let
E =D(t, x) be the quotient field of the polynomial ring D[t, x] where t and x are central
indeterminates, and α :D(t, x) → D(t, x) a D-automorphism such that α(t) = t and
α(x) = tx . Let D1 = E(y;α) be the quotient field of the skew polynomial ring E[y;α],
C1 = C(t), and K1 = K(t). Then the center of D1 is C1, K1 is bicentral subfield and
K1cK
′
1 is infinite-dimensional over K1 for any c ∈D1 − {0}. Moreover, any valuation on
D extended to D1, by the Gaussian extension.
Proof. We show the last assertion. Since we can extend any valuation on D by taking the
Gaussian extension at each step by Lemma 6, and so obtain a valuation on D1, the result
follows. For the poof of the rest of the statement, see [6, Proof of Theorem 4.5]. ✷
Proof of Theorem 2. Let w be a valuation on D and G its value group. Suppose first that
the skew fields D and K satisfy all the conditions of Theorem 1. First, we show that there
is an extension of w to the skew field of Laurent series D((z)) in z over D. Any element
f of D((z)) has the form
f = zν(f )(a0 + zf1),
where ν(f ) is an integer, a0 is a non-zero element of D and f1 is a power series in z with
coefficients in D. Set w(f ) = (ν(f ),w(a0)). Then w is a valuation on D((z)) which is
an extension of w and its value group is Z×G, where Z is the additive group of integers
and the ordering of Z ×G is the lexicographic ordering. By Theorem 1(2) the skew field
of Laurent series D((z)) contains a free field DK(X), the restriction of the valuation w of
D((z)) to DK(X) is an extension of w.
In the general case, we use the notation and conclusion of Lemma 7. Thus the skew
field D1 and the subfield K1 =K(t) of D1 satisfy the all conditions of Theorem 1, i.e., K1
is its own bicentralizer and whose centralizer K ′1 is such that the left K1-space K1cK ′1 is
infinite-dimensional over K1, for all c ∈D1 − {0}. Moreover, D ⊆D1, K ⊆ K1, and the
84 K. Chiba / Journal of Algebra 263 (2003) 75–87valuation w on D can be extended to a valuation w1 on D1. By [4, Lemma 6.3.4, p. 147]
and [4, Corollary to Proposition 5.4.2, p. 114], the skew field DK(X) is embedded in the
skew field D1K1(X) naturally. Thus, we can apply the case already proved and find that
D1K1(X) has a valuation extending the valuation w1 on D1. By restriction w1 to DK(X)
we find that DK(X) has a valuation extending the valuation w on D. This completes the
proof. ✷
Remark. The referee pointed out that the conditions of countability of D and X in
Theorem 2 can be removed by applying an ultraproduct argument. He proved the following
theorem.
Theorem. Let D be a skew field, K a bicentral subfield of D and X a set. Then any
valuation on D extends to a valuation on DK(X). If a valuation on D is Abelian, then the
extended valuation on DK(X) is also Abelian.
Proof. By Lemma 7 we may assume that the center of D is infinite and KcK ′ is infinite-
dimensional over K for all c ∈ D − {0}. By [5, Chapter 5, Theorem 9.7] we have an
imbedding of DK(X) into an ultrapower of D. A routine ultraproduct argument implies
that if Ri (i ∈ I) is a family of rings and everyone of them have a valuation νi (i ∈ I) with
a value group Gi (i ∈ I) then the ultraproduct has valuation ν whose value group G is an
ultraproduct of the groups Gi (i ∈ I). Clearly, if all the groups Gi (i ∈ I) are Abelian then
so is G. This completes the proof. ✷
For the proof of Theorem 3 we need the following lemmas.
Lemma 8. Let D be a skew field and k a central subfield ofD. LetX be a subset ofD which
freely generates a free subfield of D over k, and suppose X has more than one element. Let
t be a central element of D. Then t is integral over k(X) if and only if it is integral over k,
and the minimal polynomial of t over k(X) and that over k are the same. In particular, t is
transcendental over k(X) if and only if it is transcendental over k.
Proof. Since X has more than one element, the center of k(X) is k by [5, Chapter 7,
Corollary 8.5]. Now suppose t is integral over k(X). It is easy to see that t is integral over
the center of k(X) and the minimal polynomial of t over k(X) and that over k is the same.
The rest of the statements are clear. ✷
Lemma 9. Let D be a skew field with a prime subfield k0, the subfield of D generated
by 1. Let k be any central subfield of D and X a subset of D. Then X freely generates a
free subfield k0(X) of D over k0 if and only if it freely generates a free subfield k(X) of D
over k.
Proof. If X freely generates a free subfield of D over k, then they freely generate a free
subfield of D over k0 trivially. Conversely, suppose X freely generates a free subfield of D
over k0. Now let T = {ti | i ∈ I } be a transcendence basis of k over k0. Let S be a subset of
T and k0(S) the subfield of D generated by S over k0. By Zorn’s lemma there is a maximal
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S0 = T . Let Y be a set whose cardinality is the same as that of X. Let s1 ∈ T − S0 and
S1 = S0 ∪{s1} and let k(S1)(Y ) be the free field over k(S1) on Y . Since s1 is transcendental
over k0(S0), s1 is transcendental over k0(S0)(X) by Lemma 8. Hence, we have a natural
isomorphism
k0(S1)(Y )= k0(S0)(Y )(s1)∼= k0(S0)(X)(s1)⊆D,
where k0(S0)(X)(s1) is a subfield of D generated by S0 ∪ X ∪ {s1} over k0. Therefore,
we have a k0(S1)-isomorphism k0(S1)(Y )∼= k0(S1)(X). Hence, X freely generates a free
subfield of D over k0(S1). This contradicts the maximality of S0. Thus X freely generates
a free subfield of D over k0(T ). Similarly we have a maximal subfield K of k such that
k0(T )⊆K and X freely generates a free subfield of D over K , and by a similar argument
of the above statement we can see that K = k. Thus X freely generates a free subfield of
D over k. ✷
The following lemma is due to the referee, which improves the first version of
Theorem 3.
Lemma 10. Let k be a commutative field and G an ordered group. Then the group ring kG
is a PI-ring if and only if G is an Abelian group.
Proof. In this proof we use the multiplicative notation for the group G and denote by 1
the identity of G. Let G be an ordered group and H the center of G. We first show that
the center of kG is kH . Let x = k1g1 + k2g2 + · · · + kngn be an element of the center
of kG, where ki ∈ k − {0} and gi ∈G. Since G is an ordered group we may assume that
g1 < g2 < · · ·< gn. For all element g of G, we have
gg1 < gg2 < · · ·< ggn, g1g < g2g < · · ·< gng
and
gx = k1gg1 + k2gg2 + · · · + knggn = k1g1g + k2g2g+ · · · + kngng = xg.
Since the minimal support of gx is gg1 and that of xg is g1g, we have gg1 = g1g for all
g ∈ G, hence g1 ∈ H . Similarly, for each i > 1 we have ggi = gig for all g ∈ G, hence
gi ∈H . Thus the center of kG is kH .
Assume that the group ring kG is a PI-ring. Then kG is a PI-domain and hence, by
Posner’s Theorem [9, Chapter 5, Corollary 4.11], it has a skew field of fractions D, which
is finite-dimensional over its center. The center E of D is the field of fractions of kH by [9,
Chapter 4, Theorem 4.5]. Now let gj ∈G (j ∈ J ) be a system of coset representative of H
in G. These coset representatives are linearly independent over kH and because E is the
field of fractions of kH they must be independent over E. Since D is finite-dimensional
over E the index (G:H) must be finite. We obtain from Schur’s Theorem [9, Chapter 4,
Lemma 1.4] that the commutator subgroup is finite, and hence G is Abelian. The converse
is trivial. ✷
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for the group G and denote by 1 the identity of G. Suppose X is a set of n+ 1 elements
and G is an n generated ordered group. We denote by k((G)) the Malcev–Neumann skew
field, that is the skew field of formal series f =∑gag (g ∈ G) such that the support
D(f )= {g ∈G | ag = 0} is well ordered. We set w(f )= g0, if g0 is the least element in
the support of f , and w(0)=∞. Then w is a valuation on k((G)). Let D be a subfield of
k((G)) generated by G over the prime subfield k0 of k. Since the group G is non-Abelian,
the group ring k0(G) is not a PI-ring by Lemma 10. Since the group ring k0(G) is contained
in D, D is infinite-dimensional over it’s center and obviously countable. Now let D((z))
be a skew field of Laurent series in z over D. By the proof of Theorem 1(2) and Lemma 9,
we have the following free generator of a free subfield of D((z)) over k:
E =
{
ei =
∞∑
n=0
hi,nz
kn
∣∣∣ i = 1,2, . . . , n+ 1}
such that {hi,0 | i = 2,3, . . . , n+ 1} is a generator of G, hi,0 > 1 for i = 2,3, . . . , n+ 1,
and h1,0 = 1, k0 = 0. Let w be the valuation on k((G)) defined in the above. Any element
f of D((z)) has the form
f = zν(f )(a0 + zf1),
where ν(f ) is an integer, a0 is a non-zero element of D and f1 is a power series in z with
coefficients in D. Put w(f )= (ν(f ),w(a0)). Then w is a valuation on D((z)) which is an
extension of w. Since w(ze1)= (1,1), w(ei)= (0, hi,0) for i = 2,3, . . . , n+ 1, the value
group of w is Z×G, where Z is the additive group of integers and the ordering of Z×G is
the lexicographic ordering. Similarly, we can prove the theorem in the case X is countable.
This completes the proof. ✷
Proof of Theorem 4. Any element f of k((y;σ)) has the form
f = yn(a0 + yf1),
where n is an integer, a0 is a non-zero element of k and f1 is a power series in y with
coefficients in k. Let ν(f ) = n. Then ν(f ) is a complete discrete valuation on k((y;σ)).
Since the order of σ is infinite and the fixed field kσ = {x ∈ k | σ(x)= x} of σ is infinite,
then there is a countable subfield k1 of k such that σ(k1)= k1, the order of the restriction of
σ to k1 is infinite and the fixed field of σ to k1 is infinite. Let k1(y;σ) be the quotient field
of the skew polynomial ring k1[y;σ ]. Then the cardinal number of k1(y;σ) is countable,
the center of k1(y;σ) is infinite and the dimension of k1(y;σ) over its center is infinite.
Since the completion of k1(y;σ) with respect to the topology defined by the valuation ν is
contained in k((y;σ)), the result follows from Corollary 1(1) and Lemma 9. ✷
Proof of Theorem 5. Suppose X is a countable set. Let k(z) be a simple transcendental
extension of k and σ the k-automorphism of k(z) such that σ(z)= z+ 1. Let k(z)((y;σ))
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proof of Theorem 4. Since k contains the field of rational numbers Q,
Q(z)(y;σ)⊂Q(z)((y;σ))⊂ k(z)((y;σ)).
As in the proof of Theorem 1(1), we have countable sequences {hi,n | n = 0,1,2,3, . . .},
i = 1,2,3, . . . , of elements of V = {h ∈ Q(z)(y;σ) | ν(h)  0}, and the sequence of
integers 0 = k0 < k1 < k2 < · · · < kn < · · · such that h1,0 = z, hi,0 = 0 for i = 1 and
xi = ∑∞n=0 hi,nykn , i = 1,2,3, . . . , freely generate a free field Q(X). By Lemma 9
they also generate freely a free field k(X). Clearly the restriction ν′ of ν to k(X) is a
discrete valuation and its value group is isomorphic to Z. We have x1 =∑∞n=0 h1,nykn ≡
z = k (mod y). Hence the residue-class field of ν′ properly contains k and clearly
is contained in k(z). By Lüroth theorem [8, Chapter 4, Theorem 8], it is a simple
transcendental extension of k. Now it is easy to prove the case where X is a finite set.
This completes the proof. ✷
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