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Abstract 
Elastic light scattering spectroscopy has the potential to significantly improve 
medical diagnoses by providing a valuable, non-invasive means of differentiating normal 
from abnormal cells. The goal is to develop fast algorithms in electromagnetic 
simulations of light scattering from biological cells. Numerical_ simulations are helpful in 
understanding measured data and far determining the physical characteristic of cells. The 
findings of this project therefore may help medical researchers to more quickly and 
efficiently identify diseased cells. 
In this research, several integral formulations for electromagnetic interactions 
with homogeneous material bodies are studied numerically. Included are the well-known 
Muller and PMCI~CWT formulations and two previously unreported formulations. one of 
the two formulations introduced gives a simple form of the Neumann series for low 
contrast material bodies. The integral formulations are discretized to matrix equations 
using the method of moments. The condition numbers of the moment matrices are 
evaluated using several definitions of norms. Number of iterations in CG method is also 
presented for each formulation. In addition, a general study of a large set of the possible 
combined field integral equation combination constants is reported. 
Specifically suited to problems such as low contrast scattering, the Neumann 
series expansion is evaluated for its benefits in reducing the computation time when 
applied to both volume and surface integral formulations. Convergence data is reported 
for the Neumann series, the conjugate gradient method and the biconjugate gradient 
method. 
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1. Introduction 
In this chapter, a general introduction to the research presented in this thesis is 
given. The problem addressed is identified and recent research related to the problem is 
summarized. Weaknesses in the current approach are found and an alternative method is 
proposed. Also, the organization of this thesis is summarized. 
A number of recent studies have focused on the optical properties of tissue in the 
near-infrared region and diagnostic applications where scattering is dominant over 
absorption. The impetus for this work has been the successful application of imaging 
techniques such as optical coherence tomography (OCT) [ 1 ] of human tissue and 
confocal microscopy (CNn [2]. Elastic light scattering spectroscopy can provide a 
valuable, non-invasive means to quantitatively probe tissue morphology. The scattering 
in tissue arises from local changes in the index of refraction between cell components and 
other small tissue structures. The bulk scattering properties are measured experimentally. 
In order to interpret and develop optical diagnostic techniques, it is critical to understand 
the relationship between the bulk scattering properties of tissue and the local variation in 
the index of refraction on the cellular level. 
Widely used to model light propagation in tissue, the Monte Carlo method deals 
exclusively with macroscopic tissue scattering properties. Most cells are on the order of 
a single micron. The electric size is several wavelengths and is in the resonance region. 
Rayleigh approximation cannot be used because it applies solely to very small objects. 
Mie theory has been used to approximate tissue scattering at the cellular level by 
assuming cells are homogeneous spheres of a single size. However, experimental 
evidence suggests that the Mie theory model of a biological cell may not be appropriate. 
McGrann et a1 [3] found that the forward scattering of lymphocytes varies inversely with 
cell volume, which is not expected from a Mie theory model. Some approaches have 
been developed for numerical simulations for light scattering from biological cells. 
A finite-difference time-domain (FDTD) method has been used to calculate light 
scattering from biological cells [4-6]. The FDTD method solves Maxwell's equations 
numerically in the time domain. However, there are two disadvantages to using FDTD to 
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solve scattering from biological cells that are large compared to the wavelength of light. 
First, the dispersion error from wave propagation in the numerical grid is cumulative and 
becomes larger as simulation size increases. The second disadvantage the FDTD is its 
high computational complexity. It needs discretizations in athree-dimensional domain, 
even when the cell is homogeneous. In addition, it requires more grid points per 
wavelength for larger cells and has difficulty modeling curved surfaces. 
Several fast and efficient algorithms have been developed in computational 
electromagnetics to solve integral equations derived form Maxwell's equations [7]. The 
scattering by arbitrarily shaped objects can be obtained by finding the solution to an 
integral equation, where the unknown function is the induced current distribution. In the 
traditional approach, the integal equation is discretized into a matrix equation by the 
method of moments (MoM). The matrix equation is then solved by Gaussian elimination, 
which requires 1V3 floating point operations to solve N linear equations, or N2 operations 
per iteration if the conjugate gradient (CG) method is used. The MoM matrix is a full 
matrix and requires NZ elements to be stored. Hence, traditional methods can require 
significant amounts of computer memory and a substantial number of floating point 
operations. 
In order to reduce the computational burden of the traditional approach, the three-
dimensional (3D), fast multipole method (FMM) was proposed by Coffman, Rokhlin, and 
Wandzura [8] and later developed by a number of researchers to solve electromagnetic 
scattering problems [9-10]. The FMM speeds up the evaluation of matrix-vector 
products in an iterative CG solution of the matrix equation. Furthermore, it reduces the 
complexity of amatrix-vector product from NZ to 1V1~S. The idea of interpolation and 
anterpolation [9] was later combined with the fast multipole method to create a multilevel 
fast multipole algorithm (MI.,FMA). This results in an N log N algorithm for performing 
matrix-vector products for surfaces scatters, and a complexity N algorithm for volumetric 
scatters. This is a vast improvement over traditional methods, especially for large 
problems that previously required the resources of a supercomputer but can now be 
solved with the multilevel approach [11]. 
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current F11~Il1ii and MLFMA methods work well for electromagnetic wave 
scattering from metal objects (e.g. aircra~s and ta.:riks) because the Green's functions for 
propagation in free space are used and the metallic targets are approximated as perfect 
electrical conductors. To apply the integral equation approach to light scattering from 
biological cells, the Green's functions for propagation in lossy media are used taking into 
account the attenuation due to the absorption of light by biological cells. Most 
approaches use complex images [ 12J or angle dependent reflection to approximate the 
Green's functions in low loss media. However, no results have been reported on 
applying fast algorithms to very lossy media such as biological cells, radar absorbing 
materials, and semiconductors. 
Before a fast and efficient algorithm can be applied and lossy media considered, 
formulations in electromagnetic simulations of light scattering from biological cells must 
be developed. This work is an investigation of various integral formulations potentially 
capable of solving for light scattering from biological cells. The integral formulation is 
capable of more accurately modeling the physical shape of cells than the FDTD model, 
which, among the limitations previously listed, has difficulty modeling curved surfaces. 
Figure 1.1 shows the highly curved shape of a red blood cell (]ABC). The figure 
represents a RBC as 
r(8,q,~A) = csinq B,q +b (1.1) 
where 9A and cpA are the polar and azimuthal angles in the spherical coordinates relative to 
the axis of rotational symmetry and the radius of the disc is determined by R = c + b, 
center thickness by 2b, and the shape by q with q = 0 corresponding to a sphere. The 
parameters are chosen as: q = 5, c = 3.0µm and b = 0.75µm [26]. 
In this work, volume integral equation (VIE) and surface integral equation (SIE) 
formulations are studied numerically to determine formulations expected to perform well 
in solving for light scattering by biological cells. Of special interest is the low contrast 
between the index of refraction of the cell and backgound. The approximate real index 
of refraction of a red blood cell and the blood plasma in which it is suspended is reported 
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to be nee = 1.4 and nb = 1.3 5, respectively [26J . The index of refraction of the scattering 
body differs from the back ground by less than 4%. 
Red Blood Cell Vieualizetion 
Figure 1.1 Visualization of the biconcave disk shape of 
the red blood cell 
When the contrast becomes small, most common integral formulations result in a 
poorly conditioned matrix causing the formulation to become less accurate. one known 
exception is the Muller [ 13 ] formulation, which has been reported to perform well for 
low contrast scattering problems [ 14] . When such low contrast systems are of interest, 
special techniques or formulations must be applied, and it is desirable to know if the 
Muller formulation is the best approach available. To answer this question, a large set of 
formulations are tested for their .viability in solving for the fields scattered by law 
contrast bodies. 
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This thesis has four primary sections which correspond to the four chapters in the 
text. The first section is a general introduction, of which this is the conclusion. The 
second section provides background information on the method of moments, the 
numerical method employed by the formulations presented. A discussion of the vIE 
including the development of the volume integral, numerical formulation, and summary 
of the numerical results constitute the third section. The fourth and final section details 
the development of and results obtained from the SIE formulation. 
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2. Integral Equations and the Method of Moments 
The method of moments (MoM), widely used in electromagnetics due to the work 
of Roger Harrington in 1968 [ 14], was originally popular for structural analysis and has 
since become common in computational electromagnetic analysis. The MoM reduces an 
integral equation into a system of linear equations, which are solved to determine 
parameters of interest. A.f~er the integral equation has been derived, there are four steps 
in the implementation of the MoM. The four steps are as follows: expansion of the 
unknown function using basis or expansion functions, evaluation of the integral equation 
using weighting or testing functions, evaluation of the moment matrix elements, and 
solving the matrix equation and obtaining the parameters of interest. The integral 
equation and each of the necessary steps is now discussed in some detail. 
2.1 Integral Equation 
Often, the most difficult aspect of implementing the MoM is solving the 
associated integral equation. The integral equation is given as 
b 
Lu(x) _ ~K(z, z')u(z' )dx = f (x) 
a 
~2. i) 
where L is an operator, f is the _known excitation, u is the response, and K is called the 
kernel. In general, the operator L may be differential, integral, or integro-differential. 
The purpose of the numerical solution is to determine numerical approximation of the 
unknown function, u. For the formulations presented here, the operator is a surface or 
.volume integral. If the limits on the integration domain are fixed, such as in (2.1 } then 
the integral equation is said to be a Fredholm Equation. In general, there are three 
different kinds of Fredholm equations. 
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Fredholm first kind Lu(x) = f (x) (2.2) 
Fredholm second kind Lu(x)+u(x)= f(x) (2.3) 
Fredholm third kind Lu(x) + a(x)u(x) = f (x) (2.4) 
As is done in the MoM, Fredholm equations are often solved by replacing the 
integral equation with a linear system and solving the system. The accuracy of 
numerically evaluating the integral depends on the numerical method employed and the 
number of quadrature points used. 
2.2 Method of Moments 
The method of moments can be applied to the integral equation (2.1). The first 
step is to expand the unknown function u(x), using basis (or expansion) functions b(x) 
N 
u~x) ~ ~ unbn fix) 
n=1 
where, un are unknown coefficients to be solved. The integral equation is now expressed 
as a summation of integral equations 
N 
Lu(x) ~ ~ un Lbn (x) f (x) 
n=1 
~2.6~ 
The second step is to evaluate the integral equation using weighting or testing 
functions tm(x). 
N 
J dz'tm (x)Lu(x) = J dxtm (x)~ unLbn (x) 
n=1 
(2. ~) 
= Jdztm(x).f(x) m =1,2,...,N (2.8) 
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The result is a matrix equation, which can be expressed as 
Au= f u=[u1,u2,...,u1v1 .1, =[.1~1~.f2,..., .flv1 (2.9) 
Once the problem has been transformed to a matrix equation, the third step in 
implementing the method of moments is to evaluate the moment matrix elements. 
.fm = j~tm ~x).f fix) (2.10) 
Aron = ~~tm ~x)Lbn fix) (2.11) 
The fourth and final step in the method of moments is to solve the matrix equation 
for the unknown function and determine the remaining parameters of interest. The matrix 
equation is solved using Gaussian elimination, the lower-upper decomposition (LUD), or 
an iterative solver such as conjugate gradient (CG) method or the biconjugate gradient 
(BICG) method. 
The formulations implemented in this thesis use Galerkin's method [15], which 
sets the testing functions the same as the basis functions. Resulting in 
.~m = ~~bm~x).f~x) (2.12) 
~4mn = ~dxbm~x)Lb»~x) (2.13) 
With background information provided, the volume integral formulation and 
surface integral formulation are now discussed. 
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3. Volume Integral Formulation and Numerical Results 
3.1 Introduction 
The volume integral formulation is favorable is some instances because it has the 
ability to handle inhomogeneous materials, one distinct advantage over the surface 
integral formulation (SIE). However, the volume integral equation ('VIE) has the 
significant disadvantage of requiring the discretization of the entire three-dimension 
solution domain. This significantly increases the complexity of the formulation and 
computational resources required. For the homogeneous scattering body addressed here, 
the VIE has no significant advantages over the SIE. 
In the following section, the VIE is developed from Maxwell's equations. 
Following the derivation, the Neumann series is applied to the VIE formulatian. 
Numerical results showing the benefit of implementing the Neumann series when solving 
for the scattered fields are then presented . 
3.2 Integral Formulation 
For the problem depicted in Figure 3.1, the volume equivalence theorem [ 15, Sec 
7.7] is applied and through the use of equivalent electric and magnetic current sources, 
the scattered field given by Es and Hs is determined. 
Region 1 
El = Eo ~ µl = µo 
E, H 
Figure 3.1. A scattering body in the presence of an 
impressed field produced by JS and MS. 
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In a free-space environment, the incident fields Ej and Hi are generated by the 
source currents JS and MS. The Maxwell's equations relating the field its source current 
are 
O x E; _ —Ms — .1 w~OHi (3.1) 
~ x H7 = Js + jc~~pEi (3.2~ 
the same sources radiating into a medium represented by c and µ, the fields generated are 
E and H, given by 
OxE=—Ms — j~vuH 
OxH=Js + j~vsE 
(3.3) 
(3.4) 
The electric and magnetic fields in the two different mediums can be related through the 
subtraction of (3.1) from (3.2) and (3.3) from (3.4), giving 
0 xtE — Ei)= —Jw~N~ — f~OHi) (3.5) 
The scattered fields, E9 and Hs can now be calculated as the difference between the fields 
E and Ei, and H and Hi 
ES =E —E;, HS =A —H; (3.7) 
The scattered fields can also be written in a mixed field equation by substituting (3.7) into 
(3.5) and (3.6). This gives 
D x ES = —jw~cH —,up (H — HS )J= —.Iw~~ — ~0)H —.Jwf~OHs (3.8) 
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~xHs = jc~~sE—sp(E—ES)~= jc~(s—sp)E+ jc~spEs (3.9) 
The volume equivalent electric Jeq and magnetic Meq current densities are defined by 
applying Faraday's and Ampere's laws for the scattered field and the equivalent currents. 
Jeq and Meq are expressed as 
Jeq = jtv(s — ~p )E 
Meq = —.Iw~f~ — ~0)H 
The volume equivalent currents are used to replace the volume in Figure 3.1 and exist 
only within the boundaries of region 2. With the equivalent currents expressed, the 
scattered fields are determined from 
q x ES = —Meq — jcvu pHs
~ xHs =Jeq + jw~pEs
(3.12) 
(3.13) 
For nonmagnetic material, µ=µo and 1V.[eq = 0. This allows far the derivation of a volume 
integral equation that expresses Es in terms of Jeq. Using (3.12) and (3.13 ), Maxwell' s 
equations, and Meq = 0, ES is given as [ 16] 
ES(r) _ — jtv~t ~JJJeq(r')Gdv'+~2 ~~~vG`~, Jeq~r,~~, 
Y ~ V 
(3.14} 
Es~r) Jw,u JJJG~r,r~) Jeq~r~~►'~ (3.15) 
v 
G(r, r') (3.16) 
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e- jko~r-r'I 
G~r' rl~ 4~c~r-r' ~ 
(3.17) 
where ko = w2NoEo . 
The electric field integral equation (EFIE) is now formed by E = Es + Ei. [16, Sec 8.9.2] 
gives the EFIE as 
E(r) - J J J dr'G(r, r') • O(r')E(r') = E; (r} (3.18) 
V 
where O(r') _ ~ 2 (~ — ~u0sp) = k2 (r') — k0 
3.3 Neumann Series Expansion 
Integral equations of the second kind are desirable because they typically 
converge faster and, of particular interest here, can be written in the Neumann series 
expansion form (3.20) where uo is determined using the Born approximation. 
u(x) = f (x) - Lu(x) (3.19) 
un+l fix) _ .r~x) - Lun (x) (3.20) 
This is done by solving for the unknown function in terms the known function and 
integral. The EFIE as given in (3.18) can be written as the Neumann series expansion as 
follows 
En+l~r) = El (r) + J f Jdr'G(r, r') • O(r')En (r') 
V 
(3.21) 
The first step in implementing the Neumann series is deciding upon an initial guess, Eo. 
If k2 (r') - ka is small, there is a weak contrast between the scattering body and the 
background material. For low contrast scatters, the contribution of the second term of 
13 
(3.18) is small compared to the contribution of the first term. Two conclusions result; 
first, the series should converge quickly; second, the initial guess used to determine the 
leading term in the series can be found by letting Eo(r) ~ E;(r). 
When Ei(r) is used as the initial guess, the leading term in the Neumann series is 
equivalent to the first-order Born approximation. 
E(r) ~ Ei (r) + f J J dr'G(r, r') • O(r')E~ (r') J 
V 
(3.22) 
The Born approximation is only good for low contrast scattering bodies which give a 
second term of (3.22) that is much smaller than the first term. It is possible to increase 
the accuracy of the Born approximation by adding a phase shift proportional to the 
contrast between the scattering body and the background. Applying a phase shim of 
(k - k o ) - r results in aphase-corrected Born approximation. In such cases, the initial 
guess in the series expansion is given by 
E ~ E • e •~ (k—ko }•r 0 r (3.23) 
The next section discusses the numerical evaluation of the Neumann series, Born 
approximation, and the phase-corrected Born approximation. 
3.4 Numerical Implementation 
Code was developed to implement the vIE and test the formulations in the 
previous section. The code is based on code provided by Dr. C.-C. Lu [7, chapter 11], 
which used the VIE to solve for the scattered field and radar cross-section (RCS) 
resulting from an incident wave on a homogenous body in a free-space background. The 
code had to be modified and the integral equation reconstructed to allow for the 
application of the Neumann series expansion. The code was further modified to take 
advantage of the diagonal dominance, symmetry, and sparse nature of one component of 
the moment matrix. 
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The initial step in implementing the Neumann series expansion is to separate the 
dominate elements from the moment matrix A, given in (2.13). 
Ax = (D + B)x = b (3.24) 
Where b is given in (2.10) and 
Dmn = f ~bm ~x)bn tx) (3.25) 
Bmn - ~~bm ~x)Lbn ~x) (3.26) 
J 
where bm and b„ are the basis and testing functions and L is the operator in the integral 
equation. Rearranging (3.24) for Dx yields 
Dx= b — Bx (3.27) 
leading to the iterative formulation used to implement the Neumann series expansion in 
the code 
Dxn+1= b—Bx11 (3.28) 
The matrix D is a square and sparse. The matrix B contains the remaining 
elements of A and is treated normally. Due to the sparse nature of D, iterative solvers are 
used in place of lower-upper decomposition (LUD) for solving I~ = y. 
From (3.27) it is observed that one matrix vector multiplication and an iterative 
solver are required for each iteration. This requires less operations and therefore less 
time than LUD. In its current state, the code uses the conjugate gradient method as an 
iterative method to solve the matrix equation. To further reduce computation time an 
alternative method could be found to solve Dx = y. 
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3.4.1 Sparse Matrix Storage Technique 
To reduce memory requirements, a sparse matrix storage technique [ 17] is used to 
store the element values in D. The code is further modified to access the elements stored 
in this manner. 
The matrix D is sparse and symmetric as a result of the three dimensional roof-top 
basis and testing functions. Using the sparse matrix indexed storage technique, is possible 
to represent a given NxN sparse matrix D using two one dimensional arrays, sparseD and 
indexD. The values in D are stored in sparseD. IndexD is used to store the index values 
of the elements stored in sparseD recording their locations in D. Because the sparse 
matrix of interest is also symmetric, only half of the non-diagonal values need to be 
stored. The storage rules are given below. 
• The first N elements in sparseD store the diagonal entries in D. 
• The first N elements of indexD store the index of the element in the array sparseD 
that contains the first off-diagonal element of the corresponding row in the matrix 
D. If there are no off-diagonal elements in a row, the entry is one greater than the 
index in sparseD of the mast recently stored element of a previous row. 
• The first entry in indexD is always equal to N+2. 
• Location N+1 of indexD stores the number of nonzero elements in D. 
• Location N+1 of sparseD is not used. 
• Locations >_ N+2 in sparseD store D's off-diagonal non-zero elements, ordered by 
rows and within rows, ordered by columns. 
• Locations >_ N+2 in indexD store the column entry of the corresponding element 
in sparseD. 
3.5 Numerical Results 
The modified code is used to calculate the scattered field resulting from a plane 
wave incident to a sphere and a cube in a free-space background. The radar cross-section 
is then calculated from the scattered field and presented graphically. Results from the 
Born approximation, phase-corrected Born approximation, and the Neumann series 
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expansion from the modified code are compared to the LUD results given by the original 
formulation. 
The first simulations presented use a sphere with ~ = 1.1, µr = 1, and r = 0.57m as 
a scattering body and f = 1001~~-Iz. The RMS error is calculated to determine the 
accuracy of the two approximations. Using this method, the phase-corrected Born 
approximation is measured to be more accurate for calculating the radar cross-section 
(RCS) of a low contrast spherical body. The root-mean square {]EZMS) errors of the two 
approximations are given in Table 3.1. The RMS error is calculated as 
1~11fISError = 1 RCS -RCS 
N ref test 
(3.29) 
where the two RCS vectors are Nx 1 and the subscripts ref and test refer to the reference 
value and the test values respectively. At an observation angle of 90 degrees the Born 
approximation and phase-corrected Born approximation give identical scattered fields 
and are the least accurate. For this reason RCSte~ is truncated at 90° such that 
RCSte~(90°) = RCSre~90°). 
Approximation RMS Error H-pol (dB) RMS Enor V-pol (dB) 
Born 0.31 0.63 
phase-corrected 0.14 0.53 
Table 3.1. RCS ~S error for the Born approximation and the phase-
. corrected Born approximation measured in reference to the 
LUD RCS for a nonmagnetic sphere with r = 0.5 7 m and ~r = 
1.1 in free-space background at f = 1001~~-Iz. 
The convergence of the Neumann series is further evaluated in Figures 3.3 - 3.5. 
Figures 3.3 and 3.4 show the RCS given by the Neumann series converging to the LUD 
result. Figure 3.5 shows the convergence of the Neumann series in terms of the ~S 
error of the RCS . Both figures show a rapid convergence. 
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The Neumann series converges much faster than the CGM or the BICGM, as seen 
Figure 3.6. When applied to scattering problems in low contrast media the Neumann 
series expansion provides greater accuracy than the CGM and BICGM with a 
considerable reduction in computation time. 
Results are also presented for scattering from a 1 m3 cube with Er = 1.1 and µ r = 1. 
Figure 3.7 and Table 3.2 shown that the Born approximation and the phase corrected 
Born approximation are also fair approximations when the scattering body is -cubic and 
the observation angle is not 90°. .Quick convergence for the Neumann series, shown in 
Figure 3.9, is also found for the cubic scatter. 
18 
VIE RCS 
spt~re r = 0.57 Er = 1.1 
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Figure 3.2, RCS for the Born approximation, phase-corrected 
Born approximation, and LITD for a nonmagnetic 
sphere with r = 0.57 m and ~~ = 1.1 in free-space 
background at f = 1 OOl~ZHz. 
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Figure 3.3. RCS far the LUD and the Born approximation and lst 
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background at f = 1001~~z. 
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Neumann series for a nonmagnetic sphere with r = ~~ ~ 7 
m and ~~ = I.1 in free-space background at f = 1 ~QI~~Hz. 
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Figure 3.5 . The convergence of the RCS for the Neumann series far a 
nonmagnetic sphere with r = 0.57 m and ~r = 1.1 in free-
space background at f = 1001~~-Iz. 
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Figure 3.7. RCS for the Born approximation, phase-corrected Born 
approximation, and LUD for a nonmagnetic 1 m3 cube 
with Er = 1.1 in a free-space background at f = 100I4~Iz. 
Approximation RMS Enor H-pol (dB) RMS Error V-pol (dB) 
Born 0.15 0.28 
phase-corrected 0.13 0.26 
Table 3.2. RCS R,MS error for the Born approximation and the phase-
corrected Born approximation measured in reference to the 
LUD RCS for a nonmagnetic 1 m3 cube with ~r = 1.1 in a 
free-space background at f = l OOI~~z. 
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3.6 Summary and Conclusion 
In this chapter the volume integral equation is presented and the Neumann series 
and Born approximation applied. The source code is introduced and changes made to the 
code discussed. A sparse matrix storage method is given and the numerical results 
presented. It is found that the Born approximation and the phase corrected Barn 
approximation are fair approximations for both spherical and cubic scattering bodies, for 
observation angles other than 90°. It is also .found that the Neumann series converges 
significantly faster than the CG or BICG solver. 
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4. Surface Integral Formulation and Numerical Results 
4.1 Introduction 
Much attention has been given to the development of integral formulations to 
solve interactions of electromagnetic waves with homogeneous bodies [ 13,14,18-23]. 
Harrington [ 14] introduced a general formulation allowing the choice of combination 
constants. Of the various formulations this allows, the Muller [13] and PMCHWT [21] 
formulations are most commonly used. The first has been recognized for its use in 
evaluating scattering from low contrast media. The PMCHWT was first referred to as 
such by Mautz and Harrington in [2l ] from the initials of Poggio and Muller [ 18], Chang 
and Harrington [18], and Wu and Tsai [20]. In this correspondence it is referred to as 
PMCHWT. These two formulations have been compared by Harrington. However, a 
complete comparison has yet to be presented for other combinations. 
In this chapter, the surface integral equation is given and two new formulations 
are presented and compared to the well-known Muller and PMCHWT formulations. The 
integral formulations are discretized to matrix equations using the method of moments. 
The condition numbers presented are evaluated using several definitions of norms. The 
number of iterations in the CGM method is also presented for each formulation. 
Also included in this chapter, in an attempt to determine the general behavior of 
the combination constants, a larger number of choices for a and ~i are tested. The goal is 
to determine best possible choice for combination constants in terms of the moment 
matrix condition number and the radar cross-section (RCS) RMS error. The moment 
matrix 2-norm condition number is reported for scattering bodies with ~ = 1.1 and ~ _ 
4.0 in the standard background so µo. 
As discussed in chapter 3, environments where a scattering body has a 
permittivity and permeability close to that of the background media are well suited for the 
application of the Neumann series. Once the surface integral equation is developed, the 
Neumann series expansion is applied to the integral equation. Timing and convergence 
data is reported for the Neumann series, the conjugate gradient method and the 
biconjugate gradient method. 
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4.2 Surface Integral Formulation 
Given a homogeneous dielectric object, which is bounded by S, using either the 
equivalence principle or the vector Green's theorem, one can formulate a set of four 
integral equations to calculate the electric and magnetic fields E and H in terms of 
equivalent electric and magnetic currents J and M on the surface of the object [14,22]. 
There are two electric field integral equations (EFIE) and two magnetic field integal 
equations (Nff~'IE): one is for the material outside the object (medium 1) and the other is 
for the materials inside the object (medium 2) [14]. 
nxE2 (J, M) = 0 
nxH2 (J, M) = 0 
(4.1) 
where Ej, Ht denote the incident fields when medium 2 is the same as medium 1, the 
sub script 1 or 2 refers to medium 1 or medium 2, and the superscripts +and -denote the 
tangential components evaluated on S+ or S_, respectively. 
Linear combinations of two electric field integral equations and two magnetic 
field equations are required to overcome the well known failure of the EFIE and MFIE. 
—r~,L;(J)—ar~zL2(J)—K;(M)—aK2(M)—~(1—a)M=E x̀ (4.2) 
K~tJ)+~2CJ) — 1  LLCM) — ~ Lz~M)+~(1—,Q)J=H'x (4.3) 
~1~ ~lz 
Where a and ~i are combination constants and ~~ _ ,ui ~~1, i =1, 2. The cross in the 
superscript is short for n x . For example, LX = n x L . And the operators L and K are 
defined as [22, 23 ] 
L; (X) = rk; ~S G; (r, r ~dS' 
K; (X) = P.v. f S X(r') x OG; (r, r~dS' 
(4.4) 
(4.5) 
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where ki = cv ~i,u~ and the Green's function is given as 
—jk~r—r'~ 
4~~r—r'~ 
For the SIE presented in (4.2) and (4.3) it has been proved in [21] that if a,(3" is real and 
positive, the formulation has a unique solution. The combination a =1, ,Q =1 gives 
PMCHWT formulation, which also can be derived from matching the boundary 
conditions. If 
(a.~) 
then the Muller formulation is obtained. In this formulation, the static electric field due 
to the electric charge and the static magnetic field due to the magnetic charge are zero. 
This causes the Muller formulation to be less singular than the PMCI~[WT formulation. 
The first alternative formulation investigated lets 
It makes the kernels of the electric field due to the magnetic current and the magnetic 
field due to the electric current less singular than the Muller formulation. It also makes 
the kernels of the scalar parts of the electric field due to the electric current and the static 
magnetic field due to the magnetic charge less singular if the background and the 
scattering body are not magnetic materials. 
The coefficients used in the second alternative farmulation presented are 
a = — f~~ ~f~z , Q = — s~ FEZ (4.9) 
which, also makes the kernels of the electric filed due to the electric current and the 
magnetic field due to the magnetic current less singular than the Muller formulation. 
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For a = —1, ,(3 = -1, we have 
—r~,L;(J)+r~2L2(J)—K; (M)+KZ{M)—M=E'x 
Kj(J)+K2(J)— 1  Lj(M)+ 1  L2(M)+J=H"` 
X71 X12 
This formulation is attractive because it is of simple form and is easily rewritten as the 
Neumann series for low contrast homogeneous bodies. 
4.3 Neumann Series Expansion 
In a manner similar to that of the VIE formulation, the SIE formulation can be 
rewritten in the form of the Neumann series. This allows for faster convergence and less 
computation time. Specifically suited to problems such as low contrast scattering, ,the 
Neumann series expansion is evaluated for its benefits in reducing the computation time 
when applied to both volume and surface integral formulations. 
The Neumann series can be determined by first considering the field equations 
—~71L1~J)—an2L2~J)—Ki (M)—aK2(M)— 2 (1—a)M _ E=x 
K1 CJ)+l~2(J) — rn Li~M) — ~ L2(M)+ 2 (1—~B)J = 
HIx 
Rearranging (4.12) and (4.13) gives 
(4.12) 
(4.13) 
M =  2  L El" — rJ1Li(J) — a~12L2(J) — Ki (M)—aK2(M), (4.14) (1—a)~ 
J = (1— ~ ) —H"` +Ki (J)+~2~J~— ~Il 
Li(M) — ~ L2(M) 
from which the formulation for the Neumann can be written 
(4.15) 
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Mn+l = ~1 2a ~ ~' - ~71L1~Jn) - a~I2L2~Jn) - K1 ~Mn)-aK2~Mn)] (4.16) 
Jn+l - 
where 
and with 
-2  Ji +K1 ~Jn)+~2~Jn)- 1  L1~M - ~) X71 
Mi — _Eix __n XEi 
J i _ Hix _ n X Hi 
MO _ Mi 
J ~_ Ji 
- ~ L2~Mn) 
X72 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
It is also shown that a simple form of the Neumann series results if a = -1 and ~i = -1 
Mn+l = ~0 - ~11L1~Jn)+~/2L2~Jn) - K1 ~Mn)+K2~Mn), (4.22) 
Jn+l - - Jp+K1~Jn)-K2~Jn)- 1  L1~Mn)+ 1  L2~Mn) 
X71 X72 
(4.23) 
With the derivation of the Neumann series expansion for the SIE complete, the 
formulation is numerically tested to see if it has converge benefits compared to the CGM 
and BICGM. 
4.4 Numerical Implementation 
The source code used in the SIE formulation is provided by Dr. Diming Song and 
Dr. Gong Kong. In its original form, the code calculated the radar cross-section of 
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arbitrarily shaped perfect electrical conductors by first solving for the unknown 
equivalent currents. The code is modified to handle dielectric bodies and the formulation 
is rewritten in the form of {4.2} and {4.3), allowing for easy evaluation of many 
formulations using differing combination constants. The code is further improved by 
implementing the Neumann series expansion to solve for the unknown currents. 
In a manner similar to that of the vIE formulation, the moment matrix is 
decomposed to two square matrices. Again, one of the matrices is sparse, allowing for 
computation time and memory savings by implementing a sparse matrix storage 
technique and an iterative solver. In this case, due to the basis function, there are five 
nonzero elements in each column and row of the sparse matrix. The nonzero elements 
are stored in one SxN matrix in a manner such the elements from the n~' column of the 
sparse matrix are stored in the n~ column of the storage matrix. A second SxN matrix 
stores the index values of the elements, with the columns of the matrix relating to the 
column index of the stored elements and the integers in individual cells relating to the 
row index of element stored in the same cell in the first storage matrix. 
4.5 Rao-Wilton-Glisson Basis Function 
Introduced in 1982 the RWG basis function [24] has proven useful in 
computational electromagnetics. Its structure is similar to a roof-top basis .function and 
its value comes from the fact that it eliminates line charges at the basis elements, 
allowing for a smooth and continuous current density across the element. 
To implement the RWG basis function, the surface is divided into triangular 
patches. The basis function is defined by the interior (nonboundary) edges of the 
triangular patches. The plus and minus designation of the triangles is determined by the 
choice of a current reference direction for the mh edge. The positive current direction is 
from the plus triangle, across the basis element (edge) into the negative triangle. 
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2 
~d~e 
c+ c—
n + Pn 
Figure 4.1. Plus and minus triangle used in determining 
the rrth basis element. 
The basis function is defined as: 
bn (r) _ < 
In + 
+ ~° 2An n,
In -
- pn, 2An
rinTn 
rinTn 
0, otherwise 
(4.24) 
The RWG basis function has a variety of beneficial characteristics that make it a 
favorable choice when compared to a wire gird modeling approach. Specifically, it 
eliminates fictitious loop currents and difficulties relating the modeled wire currents to 
the actual surface currents. It also produces better conditioned matrices and more 
accurate current models at frequencies near resonance. 
RWG basis function b(r) is especially well suited to approximately represent surface 
currents. It eliminates problems associated with line charges along basis elements. The 
current has no component normal to the boundary (excluding the common edge or basis 
element) of the surface formed by Tn+ and T„". As is illustrated in Figure 4.1, the current 
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component normal to the nth edge is constant and continuous across the edge. Figure 4.2 
shows that the normal component of pn~ along edge n is just the height of the triangle Tn~ 
with edge n as the base and the height expressed as (2An~)/ln. The latter factor normalizes 
bn in (4.24) such that its flux density normal to edge n is unity, ensuring continuity of the 
current normal to the edge. With no component normal to the boundary and the current 
component normal to the nth edge is constant and continuous across the edge, imply that 
all edges of Tn+ and Tn- are free of line charges. The charge density is constant in each 
triangle and the total charge associated with the triangle pair Tn+ and Tn is zero, with the 
basis functions for the charge in the form of pulse doublets [25]. 
--~ _ 2 A a 
~n 
Figure 4.2. Geometry for construction of 
component of basis function normal 
to edge. 
4.6 Numerical Results 
The surface integral formulations are discretized to matrix equations using the 
method of moments (MoM). The arbitrarily shaped scattering bodies are described. by a 
number of triangular patches. Galerkin's method is used with RWG functions as both 
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basis and testing functions. Three sections of numerical results are presented. In each 
section the performance of the formulation under test is measured by the condition 
number of the moment matrix. The first section includes results from the two widely 
used and two proposed formulations previously discussed. The second section reports 
the condition number for larger range of combination constants. The third section reports 
on the performance of the 5IE when the Neumann series expansion is applied to the 
integral. 
4,6,1 PMCHWT, Muller, and Proposed Formulations 
The condition number of the matrix is calculated using 1-norm, 2-norm, and 
infinite-norm. The condition number defined by 2-norm is evaluated using singular value 
decomposition (SVD}. 
In all formulations except the PMCHwT formulation, the tangential components 
are tested directly as t • (n x E} . In the PMCI~[WT formulation, explicit J and M terms 
disappear. All other terms are in form of n x . If the PMCI~[wT formulation is tested 
directly as t • (n x E} , an ill-conditioned matrix results. In response, the tangential 
components of electromagnetic fields are tested directly as t • E . 
Table 4.1 shows condition number calculated using three norm definitions for 
four integral formulations. The example is calculated using a dielectric sphere with 1 
meter radius at f = 1001~~-Iz. The sphere is formed by 1800 flat triangles and a total of 
5400 unknowns are used. The number of iterations is shown for a plane wave incidence 
using CG method as an iterative solver. The maximum residual error in CGM is l .0e-5. 
From the data presented in Table 4.1, it is found that the three definitions of 
condition number have a broad range. It is also shown that the range is larger for higher 
contrast ratios. Condition numbers calculated using 1-norm and infinite-norm are much 
larger than those calculated using 2-norm. As expected, the PMCH[WT formulation has 
largest condition number and number of iterations, because it is an integral equation of 
the first kind. However, the difference becomes smaller for higher contrast objects. The 
first formulation proposed has a condition number that is smaller or similar to the 
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condition number of the Muller formulation. The proposed formulation also has the 
simplest form for the Neumann series. for low contrast objects. 
Formulation 
~.= 1.1 ~= 4.0 
# 
Iteration 
Condition Number # 
Iteration 
Condition Number 
1- 
Norm 
2- 
Norm 
Inf- 
Norm 
1- 
Norm 
2- 
Norm 
Inf-
Norm 
PMCHwT 922 1809 386 1810 1008 1942 382 1943 
M" ler 26 10 5 10 108 478 28 413 
a = ~ _ -1 26 16 5 17 97 363 23 435 
a -1 
~ _ -ll~ 27 16 5 19 459 67021 6873 111,240 
Table 4.1. Matrix Condition Numbers and Number of Iterations 
4.6.2 Condition Number in a~ Plane 
To determine the response of the condition number of the moment matrix to the 
choice of combination constants, calculations are completed for a range of choices for a 
and ~. The results are presented in contour plots. It is known that a unique solution 
results for choices of a and ~ where which a~i* is real and positive. If a and ~ are both 
real, only choices where a < 0 and ~ < 0, are expected to produce a well conditioned 
moment matrix. This limits the region of interest to choices where a and ~ are both real 
and negative. 
For both cases presented, there is a region where the condition number is 
minimized. For both values of epsilon, the choices for a and ~i producing the moment 
matrix with the lowest condition number, agree well with the combination constants 
given by the Muller formulation and the proposed formulation. In fact, far ~ = 1.1 the 
proposed formulation gives the best conditioned matrix of all the values tested. 
The simulations are conducted at f = 100MHz with a sphere is formed by 1800 
flat triangular patches and a total of 5400 unknowns. Figure 4.3 a, shows the region 
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where the condition number is minimized for the matrix generated by scattering from a 
sphere with r = 1 m and Er = 1.1. Figure 4.3b focuses on a smaller region in the a~3 plane 
to clearly illustrate that the proposed formulation, with a = -1 and ~i = -1, produces the 
best conditioned matrix. Although the difference between the proposed formulation and 
the Muller is marginal, the results show that the proposed formulation performs at least as 
well as the Muller formulation in terms of the condition number of the moment matrix. 
From Figure 4.4, it is also found that in the region of the third quadrant where the 
smallest condition numbers are located, criteria can be determined to ensure that the 
combination constants are chosen produce a given condition number. For example, if the 
criteria that a and R must be bound by the circle formed by 
(a+l)2 +(~3+1.1)2 =1.3 (4.25} 
is enforced, the condition number is guaranteed to be less than ten. 
Results for Er = 4.0 are less clear than those for ~ = 1.1. As shown in Figure 4.4, 
both the proposed formulation and the Muller choose a and ~ from a region where the 
condition number is near its minimum. Again, the proposed formulation out performs the 
Muller formulation. Confirming the general conclusion that, for scattering from a low 
contrast sphere, the proposed formulation produces a better conditioned matrix than does 
the Muller formulation. 
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4.6.3 Neumann Series Expansion 
The results presented are for scattering from a low contrast sphere with r = 1 m, 
and ~ = 1.1 represented by 1800 flat triangular patches and 5400 unknowns in a free-
space background. Results are given for the Neumann series expansion using the 
proposed formulation and the Muller formulation. 
Results obtained from the first four iterations of the Neumann series expansion 
with a = -1 and ~3 = -1 are given in Figures 4.5 and 4.6. A.s in shown in the figure, the 
Newman series converges quickly to the original solution. However, unlike when the 
Neumann series expansion is applied to the VIE, the leading term in the expansion, the 
Born approximation or the phase-corrected Born approximation, is highly inaccurate for 
the SIE. Although the leading term is a poor approximation, the series converges rapidly. 
Figure 4.7 shows Relative error plotted against the number of iterations for three 
different iterative solvers with a = -1 and ~3 = - l . Figure 4.8 gives convergence data, for 
the iterative solvers with Muller formulation. 
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4.7 Summary 
Prior to discussing the numerical results for the SIE, background information on 
the formulation is presented. The method for deriving the surface integral formulation is 
given and the formulation stated. The integral equation is then written as a Neumann 
Series Expansion and the sparse matrix storage method is presented. Finally, the basis 
function used when the MoM is applied to the SIE is discussed. Numerical results 
obtained from the formulation are then discussed. 
The condition numbers evaluated using several definitions of norms are presented. 
Number of iterations in CG method is also given for four formulations. It is found that 
the three definitions of condition number have a broad range. Condition numbers 
calculated using the 1-norm and the infinite-norm are much larger than those calculated 
using the 2-norm. The 2-norm is then used to evaluate the condition number for a larger 
general study. The proposed formulation is shown to compare favorably to the Muller 
formulation and to give a simple farm of the Neumann series for low contrast objects. 
The proposed formulation also appears to overcome the general problem that moment 
matrices become ill-conditioned as the contrast ratio decreases. The formulation with a = 
-1 and ~ _ -1, produces a well conditioned matrix and appears to be well suited for 
application to the problem of calculating the fields scattered from a RBC in response to 
an incident wave in the visible spectrum. 
Neumann series expansion is presented for the integral equation used in the 
surface integral formulation. Upon testing of the series, it is found that the Neumann 
series expansion converges much faster than the CGM and the BICGM. It is also found 
that the proposed integral formulation performs at least as well as the Muller formulation 
when used in the Neumann series for solving for the scattered fields of a low contrast 
body. From the results presented, it is shown that implementing the Newman series will 
reduce computation time for computing the scattered field from low contrast 
homogeneous body. 
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4.8 Conclusion 
It has been shown that if the MoM is used when calculating the scattered fields 
from a homogeneous low contrast body, the proposed formulation, with the linear 
combination constants, a = -1 and ~ _ -1, produces the best conditioned matrix. The 
proposed formulation has the additional benefit of producing a simple form of the CFIE 
and the Neumann series. It is also shown that implementing the Neumann series to solve 
for the surface current in low contrast scattering problems decreases computation time 
while preserving accuracy. 
The formulation proposed and evaluated in this text will be used in the second 
phase of Dr. Song's project, where a curved basis function is to be implemented to better 
model curved scattering bodies. Once the second phase is complete, a fast and efficient 
algorithm will be developed and applied the formulation. 
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Abstract 
Several suriEace integral formulations for electromagnetic interactions with homogeneous material 
bodies are studied numerically. Included are the well-known Muller and PMCI-IVVT formulations 
and two previously unreported formulations. One of the two formulations introduced gives a 
simple form of the Neumann series for low contrast material bodies. The integral formulations axe 
discretized to matrix equations using the method of moments. The condition numbers of the 
matrices are evaluated using several definitions of norms. Number of iterations in CG method is 
also presented for each formulation. 
1. Introduction 
Much attention has been given to the development of integral formulations to solve interactions 
of electromagnetic waves with homogeneous bodies [1-8J. Harrington [6] introduced a general 
formulation allowing the choice of combination constants. Of the various formulations, the 
Muller [1J and PMCHWT [5] formulations are most commonly used. The first has been 
recognized for its use in evaluating scattering from low contrast media. The PMCHWT was first 
refereed to as such by Mautz and Harrington in [5] from the initials of Poggio and Muller [2], 
Chang and Harrington [3], and Wu and Tsai [4]. In this correspondence it is referred to as 
PMCHW'T. These two formulations have been compared by Hazrington. However, a complete 
comparison has yet to be preserned for other combinations. 
In this paper, two new formulations are presented and compared to the well-known Muller and 
PMCHWT formulations. The integral formulations are discretized to matrix equations using the 
method of moments {MoM). The condition numbers presented aze evaluated using several 
definitions of norms. Number of iterations in the CG (conjugate gradients) method is also 
presented for each formularion. 
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2. Surface Integral Formulations 
Given a homogeneous dielectric object, which is bounded by S, using either the equivalence 
principle or the vector Green's theorem, one can formulate a set of four integral equations to 
calculate the electric and magnetic fields E and H in terms of equivalent electric and magnetic 
currents J and M on the surface of the object [6,7]. There are two electric field integral equations 
(EFIE) and two magnetic field integral equations (MFIE): one is for the material outside the 
object (medium 1) and the other is for the materials inside the object {medium 2) [6]. 
nxE~ ~J,M}=-nxE' nxE2 ~J,M~=O 
- ~ Y ~ (1) nxHl (J, M) _ —nxH nxH2 (J, M) = 0 
where E1, H~ denote the incident Melds when medium 2 is the same as medium 1, the subscript 
1 ar 2 refers to medium 1 or medium 2, and the superscripts +and -denote the tangential 
components evaluated on S+ or S_, respectively. 
Linear combinations of two electric field integral equations and two magnetic Seld equations are 
required to overcome the well known failure of the EFIE and MFIE. 
—~l~L~~J)—a~l2Li~J)—K; (M)—aK2(M)— 1  (1—a)M=E'x (2) 
K~ (J) + ~2 (J) — 1  Li tM) — r  Li CM) + ' {l — /3)J = H`x (3> 
Ali ~Iz 2
Where a and (3 aze combination constants and ~; _ ~,u; ~E, , i =1, 2. The cross in the superscript 
is short for n x .For example, LX = n x L .And the operators L and K are defined as [7, 8] 
• r 1 r r t r L1(X) = xk1 X(r) + 2 QO • X(r) Gt (r, r )dS ~ kI
K; (X) = p.v. f S X(r') x DG; (r, r')dS' 
where k; = w E;µ; and the Green's function G; (r, r') = exp ~ik; Ir —r'I~~~4~ Ir — r'I~. 
It has been proved in [5] that if a,(3" is real and positive, the formulation has a unique solution. 
The combination a =1, ~3 =1 gives PMCHW'T formulation, which also can be derived from 
matching the boundary conditions. If 
a = — s2 ~E~ ~ Q = — u 2 ~~~ ~6) 
then the Muller formulation is obtained. In this formulation, the static electric field due to the 
electric charge and the static magnetic field due to the magnetic charge are zero. This causes the 
Muller formulation to be less singular than the PMCHWT formulation. 
(4) 
(s) 
The first alternative formulation investigated lets 
It makes the kernels of the electric field due to the magnetic current and the magnetic field due to 
the electric current less singular than the Muller formulation. It also makes the kernels of the 
scalar parts of the electric field due to the electric current and the static magnetic field due to the 
magnetic charge less singular if the background and the scattering body are not magnetic 
materials. 
The coefficients used in the second alternative formulation presented are 
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a = — ~~ ~/~z , ~ _ — s~ ~Ez fig) 
which, also makes the kernels of the electric filed due to the electric current and the magnetic 
field due to the magnetic current less singular than the Muller formulation. 
For a = —1, ~3 = —1, we have 
—rJ,L;(J)+rJZL2(J)—K; (M)+KZ(M)—M=E'x (9) 
K; (J) + K z (J) — 1  L; (M) + 1  L 2 (M) + J = H'x (10) 
Ali ~Iz 
This formulation is attractive because it is of simple form and is easily rewritten as the Neumann 
series for low contrast homogeneous bodies. 
3. Numerical Results 
The surface integral formulations are discretized to matrix equations using the method of 
moments (MoM). The arbitrarily shaped scattering bodies aze described by a number of triangular 
patches. Galerkin's method is used with RWG [9] functions as both basis and testing functions. 
The condition number of the matrix is calculated using 1-norm, 2-norm, and infinite-norm. The 
condition number defined by 2-norm is evaluated using singular value decomposition (SVD). 
In all formulations except the PMCH[WT formulation, the tangential components are tested 
directly as t • (rt x E) . In the PMC~pi~TT formulation, explicit J and M terms disappear. All other 
terms are in form of n x . If the PMC~IWT formulation is tested directly as t • (n x E) , an ill-
conditioned matrix results. In response, the tangential components of electromagnetic fields are 
tested directly as t • E . 
The table below shows condition number calculated using three norm definitions for four integral 
formulations. The example is calculated using a dielectric sphere with 1 meter radius at f = 
1001~~HHz. The sphere is formed by 1800 flat triangles and a total of 5400 unknowns are used. The 
number of iterations is shown for a plane wave incidence using CG method as an iterative solver. 
The maximum residual error in CGM is 1.Oe-5. 
Table 1. Matrix Condition Numbers and Number of Iterations
Formulation 
~=1.1 ~.=4.0 
# 
Iteration 
Condition Number # 
Iteration 
Condition Number 
1- 
Norm 
2- 
Norm 
Inf- 
Norm 
1- 
Norm 
2- 
Norm 
Inf-
Norm 
PMCHWT 922 1809 3 86 1810 1008 1942 3 82 1943 
Muller 26 10 5 10 108 478 28 413 
a = ~ _ -1 26 16 5 17 97 363 23 435 
a=-1 ~ _ -1~~ 27 16 S 19 459 67021 6873 111,240 
From the data presented in the table, it is found that the three definitions of condition number 
have a broad range. It is also shown that the range is larger for higher contrast ratios. Condition 
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numbers calculated using 1-norm and infinite-norm are much larger than those calculated using 
2-norm. As expected, the PMC~IWT' formulation has largest condition number and number of 
iterations, because it is an integral equation of the first kind. However, the difference becomes 
smaller for higher contrast objects. The first formulation proposed has a condition .number that is 
smaller or similar to the condition number of the Muller formulation. This formulation has the 
simplest form for the Neumann series for low contrast objects. In the near future, the number of 
iterations needed for a given accuracy for several surface integral formulations in the Neumann 
series will be reported. 
4. Summary 
In this paper, four surface integral formulations for electromagnetic interactions with 
homogeneous bodies are studied. The condition numbers evaluated using several definitions of 
norms axe presented. Number of iterations in CG method is also presented for each formulation. It 
is found that the three definitions of condition number have a broad range. Condition numbers 
calculated using the 1-norm and the infinite-norm are much larger than those calculated using the 
2-norm. One new formulation is shown to compare favorably to the Muller formulation and to 
give a simple form of the Neumann series for low contrast objects. 
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