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Abstract
Over the last decade, Empirical Mode Decomposition (EMD) has developed into a versatile tool for adap-
tive, scale-based modal decomposition. EMD has proven to be capable of decomposing multivariate signals
with cross-channel mode alignment. However, the algorithms for envelope identification in multivariate
EMD come with a computational burden rendering it unsuitable for the large computational demands of
multidimensional signal processing. The current work introduces an alternative approach to multivariate
EMD, and by combining it with existing fast and adaptive algorithms, paves the way for performing mul-
tivariate EMD on multidimensional signals. The application of the algorithm developed through the cur-
rent study, when applied to the Direct Numerical Simulation (DNS) of a flat-plate boundary layer (a large
dataset), revealed the desired scale separation behaviour across multiple data channels. This proves that the
algorithm could be useful for a broad range of future problems.
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Chapter 1
Introduction
Data analysis is a fundamental component of many scientific and engineering activities, especially those
related to dynamical systems. Data, viewed as a footprint of a physical process, can provide a multitude of
insights into the process(es) that generated it. Since, data can have several complications such as being non-
stationary or non-linear, there is no cure-all analysis method that can be heedlessly applied to any dataset.
This has resulted in a wide variety of data analysis methods being developed. A few commonly used data
analysis methods in the context of dynamical systems are discussed in the underlying motivation for this
work.
1.1 Modal Analysis
Generally, data collection happens through a keyhole view of a physical process (i.e.) by recording a few
important physical parameters. This means that acquired data can be the conflation of multiple physical
phenomena interacting with each other at different scales (see Fig. 1.1). It is often convenient to break these
data into physically meaningful modal contributions in order improve our understanding of the system.
This is the motivation for any modal analysis technique, the most common of which being Fourier spectral
analysis.
The topic of Fourier spectral analysis is so well known and ubiquitous that a full treatment of the topic
is omitted in this work. However, there are some details of the method that are relevant to this work.
For instance, the method is theoretically only valid for linear and stationary data. Moreover, it assumes a
pre-defined basis in order to represent the data through various modes. Consequently, the data can never
be represented by amplitude modulated (AM) or frequency modulated (FM) modes as a result of Fourier
decomposition. Fig. 1.2 illustrates the inability of Fourier analysis (by design) to decompose the two com-
ponent signal ‘u’ consisting of AM-FM components into distinct modes. Instead, the AM-FM components
1
appear as a spectral band in Fig. 1.2b.
As mentioned earlier, dealing with non-stationary data (data whose parameters such as mean and vari-
ance vary with time/space) is another limitation of the Fourier method. However there are some solutions
to this problem [1]:
1. The spectrogram method (windowed Fourier analysis)
2. The wavelet analysis (adjustable window Fourier analysis)
3. The Wigner-Ville distribution
4. Evolutionary spectrum
5. Empirical Orthogonal Function expansion, etc.
However, for the analysis of nonlinear data, the Fourier method often suffers as was seen in Fig. 1.2.
Recent developments such as the Empirical Mode Decomposition (EMD) [1] and Variational Mode Decom-
position (VMD) [2] have proven to be effective at analysing non-stationary and nonlinear time series since
they do not assume a prior basis for decomposition. EMD, in particular, is well suited to the application
of modal decomposition of a wide variety of datasets because of its inherent simplicity and numerous ex-
tensions. Over the past two decades, a sizeable amount of research has gone into the development of the
method and its applications [3].
1.2 The Empirical Mode Decomposition
Empirical Mode Decomposition (EMD) has proven to be a powerful tool for non-linear and non-stationary
modal decomposition. Having originally been developed by [1], EMD has successfully been extended to
incorporate multidimensional capabilities through a variety of methods [5–9]. On the other hand, the mul-
tivariate capabilities of EMD were outlined by [10–16]. These two techniques have so far been developed
more or less independently from one another. The purpose of this work is to develop new multivariate, mul-
tidimensional capabilities in a fast-and-adaptive EMD algorithm. With the use of an order statistics filtering
approach to perform sifting, this EMD algorithm can be used to perform scale-based decomposition on large
datasets. Recently, the method has found application in the fluid mechanics research community [17–21] in
2
Figure 1.1: An example of a multi-scale dynamical system [4, Fig. 173]: Wake of a grounded tankship
x1
x2
u
(a) Input signal u = x1 + x2 (b) Resulting spectrum
Figure 1.2: An illustration of the limits of Fourier analysis
the decomposition of multidimensional data resulting from simulation as well as Particle Image Velocimetry
(PIV).
1.3 Organisation
The discussion in this thesis is arranged as follows. Chapter 2 will outline the current state-of-the-art in EMD
algorithms. In Chapter 3, the details of the author’s extension to EMD literature will be discussed. Chapter 4
will present a discussion of the results from the application of the algorithm developed in the current work
to a large dataset. This dataset was obtained from a direct numerical simulation of a multi-scale dynamical
system. The final chapter provides future research directions based on the current work.
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Chapter 2
Empirical Mode Decompostion
EMD was first introduced by Huang et al. [1] in the context of the Hilbert-Huang Transform (HHT). This
method was originally developed as a tool to decompose non-linear and non-stationary time series. This
ability comes from the fact that the EMD algorithm is designed to be adaptive to local time scales in the
data. The result of the decomposition of an input signal x(t) is a set of nearly orthogonal Intrinsic Mode
Functions (IMFs) ci(t) and a residual r(t) that form a complete basis.
x(t) =
N∑
i=1
ci(t) + r(t) (2.1)
The novelty in the method is that it does not assume a fixed basis for decomposition like Fourier or
Wavelet Transforms. Instead, the resulting IMFs are represented by purely oscillatory functions that can be
both frequency and amplitude modulated. This ability to resolve these frequency and amplitude variations
in a signal across a small subset of modes is what makes EMD applicable to non-linear data such as those
encountered in laminar-turbulent transition of fluids flows. This chapter serves as a discussion of the basic
EMD algorithm, its extensions and its limitations.
2.1 One-Dimensional EMD
Algorithm 1 explicitly outlines the steps involved in the original EMD algorithm.
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Algorithm 1 Empirical Mode Decomposition
1: Let the input signal be xi(t).
2: Determine the local maxima and minima of xi(t).
3: Calculate the maximum smax(t) and minimum smin(t) envelopes of xi(t) by cubic spline interpolation
of the local extrema.
4: Calculate the mean envelope m(t) = (smax+smin)/2.
5: Extract the ‘detail’ d(t) by subtracting the mean from the input signal, d(t) = xi(t) − m(t).
6: Calculate the stoppage criterion for an IMF,
T∑
t = 0
(d − xi)2
x2i
<  (where  is a tolerance value)
7: If the stoppage criterion is satisfied ci(t) = dk(t) is an IMF and the above procedure is applied to
xi+1 = xi(t) − ci(t), otherwise apply Steps 2–6 to xi(t) = d(t).
8: The process ends when no more local extrema can be detected i.e. when there are less than three zero
crossings in xi+1(t).
The crux of the EMD algorithm, known as the sifting process, is to continuously subtract the mean
envelope m(t) of a signal xi(t) from itself. The mean envelope refers to the arithmetic mean of the upper
(maximum, smax) and lower (minimum, smin) envelopes. This mean envelope encompasses all content
associated with characteristic time scales longer than those of the local extrema. The upper and lower
envelopes are defined as the curves joining the local maxima and minima of xi(t). Fig. 2.1 provides an
illustration of these envelopes. Once the mean envelope has been determined, it is subtracted from the
signal xi(t). The process of envelope determination and subtraction is applied successively until a stoppage
criterion (usually the standard deviation or the mean square error) falls below a tolerance value ‘’. Huang
et al. [1] suggest a value of 0.2–0.3. Once sifting has been completed, the resulting time series ci(t) is known
as an Intrinsic Mode Function (IMF). The EMD process ends when there are no more IMFs to be extracted.
It may be useful also to formally define the two criteria that an IMF must satisfy: “(1) in the whole data set,
the number of extrema and the number of zero crossings must either equal or differ at most by one; and (2)
at any point, the mean value of the envelope defined by the local maxima and the envelope defined by the
5
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Figure 2.1: An illustration of the EMD sifting process
local minima is zero." [1]
To summarise, the three most important steps of the EMD technique are:
1. Extrema detection
2. Envelope determination
3. Evaluation of a stoppage criterion
Figs. 2.1 and 2.2 illustrate the sifting process and the overall result of the basic EMD algorithm respec-
tively. Algorithm 1 is limited in its applicability to single channel (univariate) time series (one-dimensional).
However, real-world processes, and consequently the data obtained from them, are not always univariate
and one-dimensional. This limitation was a major incentive for the numerous additions and variations of
the original EMD algorithm that have been implemented over the last two decades. These extensions can be
classified most broadly as:
1. Multidimensional algorithms
2. Multivariate algorithms
Within this general classification, there lie a large number of variations. A discussion of several of these
variations follows.
6
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Figure 2.2: EMD of a synthetic signal
2.2 Multidimensional EMD
Experimental observation or computational simulation of physical processes usually involve the examina-
tion of spatio-temporal variations of the data. Sometimes, the spatial variation is not so important and the
desired characteristics of the underlying process can be determined from time-series data. However, this is
not always the case. For example, to fully resolve a fluid flowfield, one is required to record state variables
such as velocity, pressure and temperature at a large number of spatial locations at various time instants. The
data generated by such observations is, by nature, multidimensional. Consequently, the oscillatory content
in the data may be present across multiple dimensions. This complicates the empirical mode decomposition
because parameters required for defining an IMF such as zero crossings are not so well defined in more than
one dimension.
2.2.1 Traditional Methods
Primitive multidimensional extensions to EMD were restricted to two dimensions and did not guarantee
the capture of bidimensional oscillations [22, 23]. The algorithms performed one-dimensional EMD on
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successive slices of 2-D data. Therefore, this method was successful only when the data had a dominant
direction. Due to this fact, the method is usually referred to as pseudo-bidimensional EMD (psuedo BEMD).
The success of the pseudo-BEMD was improved by Wu et al. [24] through the use of an ensemble averaging
process with white noise. The method of ensemble averaging will be discussed later in this chapter. The
first ‘real’ bidimensional EMD algorithms [25–28] employed more complicated interpolation methods such
as radial basis functions and thin plate splines rather than the cubic spline interpolation of the original
EMD algorithm. A study of these algorithms is presented in [29]. Although they have been successful in
application, the computational cost of such methods is prohibitive for large datasets such as those arising in
complex fluid measurements.
2.2.2 Fast and Adaptive Method
The most significant challenge of introducing a truly multi-dimensional EMD algorithm was overcoming
the large computational cost requirements of sifting across expansive domains. The cost, as previously
mentioned, is primarily due to the poor scaling of multidimensional interpolation methods. As a solution to
this issue, an alternative approach to envelope determination called the fast and adaptive method was put
forth by Bhuiyan et al. [9]. In this method, envelopes smax and smin are calculated simply by using maximum
and minimum order-statistics filters (see Figs. 2.3 & 2.4) and smoothing the results. The method is better
suited for multi-dimensional data than interpolation methods since the filters are just a convolution of the
data with a kernel. The size of the kernel, whose dimensions are all equal, is called the window size of
the filter. However, it should be noted that the computational cost of an n-dimensional convolution with an
array of size M elements is O(Mn). Fig. 2.5 shows the results of a fast and adaptive BEMD on a synthetic
texture signal.
He et al. [30] were the first to introduce a practical 3-D fast and adaptive EMD algorithm (TEMD).
They made the observation that maximum and minimum filters are separable and can be implemented by
successive one dimensional filtering instead of implementing a single multidimensional filter. This reduced
the computational complexity from O(Mn) to O(n.M) and also eased the implementation of the algorithm,
since programming a multidimensional convolution is more complicated than a single dimensional one.
Once the envelopes have been determined. The procedure remains the same as that of Algorithm 1 and
the IMFs and residue can be extracted.
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Figure 2.4: Bidimensional envelope curves
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Figure 2.6: Decomposition of a hexavariate synthetic signal
2.3 Multivariate EMD
Often, several parameters of the same physical system are recorded for analysis across the sampling domain
(see Fig. 2.6). These parameters may or may not be correlated to each other. For example, a correlation
between wind velocity and temperature measurements in an oceanic system might reveal some information
about the underlying system dynamics [31]. Such a correlation would definitely show up in the modal
decomposition of the data as well. For this reason, it is important to be able to decompose multiple variables
(process parameters) in a dataset at the same time. This is known as multivariate decomposition - derived
from multivariate analysis in statistics. We will restrict our discussion to time series (one-dimensional) data
in this section and deal with simultaneously multidimensional and multivariate data in Chapter 3.
The first few attempts at multivariate EMD [32–35] were restricted to bivariate and trivariate signals.
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Figure 2.7: Low discrepancy pointsets for projection
These approaches helped to identify the method of combining several data channels to extract similar scales
across them - the method of projection. In this method, the data channels are projected onto numerous
direction vectors. The term projection refers to treating each data channel as a component of a vector
(whose dimensions are equal to the number of channels) and taking the dot product of the vector containing
all channels with a particular direction. This process reduces the multivariate data into a univariate time
series. More details about the projection method can be found in [32, 34].
The general approach for n-variate EMD (MVEMD) was developed by Rehman et al. [16], which the
following discussion is based upon. To begin with, the general n-variate algorithm of [16] for time-series
data (one-dimensional) is outlined in Algorithm 2. This is followed by some further discussion of the
nuances of the algorithm.
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Algorithm 2 Multivariate extension of EMD (MVEMD)
1: Choose a suitable point set for sampling on an (n − 1) unit sphere.
2: Calculate a projection, denoted by {pθk (t)}T
t=1, of the input signal {v(t)}Tt=1 along the direction vector
xθk , for all k (the whole set of direction vectors), giving {pθk (t)}K
k=1 as the set of projections.
3: Find the time instants {tθki } corresponding to the maxima of the set of projected signals {pθk (t)}Kk=1.
4: Interpolate [ tθki ,v(tθki )] to obtain the multivariate envelope curves {sθk (t)}Kk=1.
5: For a set of K direction vectors, the mean m(t) of the envelope curves is calculated as
m(t) = 1
K
K∑
k=1
eθk (t) (2.2)
6: Extract the ‘detail’ d(t) using d(t) = x(t) − m(t). If the ‘detail’ d(t) fulfills the stoppage criterion for a
multivariate IMF, apply the above procedure to x(t) − d(t), otherwise apply it to d(t).
In order to ensure the mean envelope is well captured in the MVEMD projection method, randomly
distributed set of directions vectors (see Fig. 2.7) can be used on which the signal can be projected. The
method uses the family of Halton and Hammerseley sequences to generate uniform points on the (n − 1)
sphere. These sequences were useful for Monte-Carlo methods of numerical integration [36, 37], but find
application here in the context of generating directions vectors which are randomly distributed on the (n−1)
sphere without bunching near the poles.
Once the projection directions are fixed, only the maxima of the projections are extracted to interpolate
the individual data channels for the envelopes. These envelopes are averaged over all the directions to get a
mean envelope. It should be noted here that increasing the number of projection directions linearly increases
the computational cost of the algorithm. The remaining steps are the same as that of the original EMD
algorithm with the stopping criterion for multivariate IMFs being defined similar to that present in [38]. The
only caveat is that the condition for equality of the number of extrema and zero crossings is not imposed,
since extrema are not properly defined for multivariate signals [39]. Fig. 2.6 shows the decomposition of a
synthetic sinusoidal hexavariate signal using MVEMD [16]. It is clear that the scale corresponding to IMF
3 is common across all data channels whereas, other scales are not.
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2.3.1 Projections and Direction Vectors
At this point, some clarifications will lay the foundation for the material in the following chapter. Taking
the projection of the n-variate signal v(t) onto the pre-determined direction xθk is basically a weighted sum
of the channels of v(t). For example, take a trivariate signal with components (channels) v1(t), v2(t) and
v3(t). To take its projection, we need to choose a point set for sampling on the 2-unit sphere (∵ n = 3, see
Fig. 2.7). The direction vector determined by a point on the 2-unit sphere will therefore be 3-dimensional.
For the sake of demonstration let us choose one of the directions to be that of the vector [1,2,3]. The unit
direction vector corresponding to this in the Cartesian frame of reference is given by 1√
14
ıˆ + 2√
14
ˆ + 3√
14
kˆ .
The projection is given by,
pθk (t) = v1(t). 1√
14
ıˆ + v2(t). 2√
14
ˆ + v3(t). 3√
14
kˆ (2.3)
Naturally, it follows that an n-variate signal will be projected onto a direction determined by an n-dimensional
vector. By obtaining the maxima of this projected signal, one can then proceed by interpolating these points
on each individual channel to obtain a directional envelope curve sθk (t) for that particular direction. The
actual mean envelope is the one obtained by averaging the envelopes of all K projection directions. This
idea can be extended to any number of channels with multiple modes as well.
2.4 EMD Limitations
The EMD algorithm is quite versatile because of its data-driven nature. However, since it is an empirically-
based method the algorithm does feature certain limitations including:
1. Mode mixing
2. End artifacts
2.4.1 Mode Mixing
Mode-mixing refers to the situation where scales of different frequency are present in a single IMF. This
occurs when a signal has its energy distributed over wide spectral bands. Fig. 2.8 shows an example of mode
mixing in EMD on a sinusoidal signal x(t) = x1(t) + x2(t) + x3(t). The signal is made up of three distinct
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cosine signals, two of which have similar angular frequencies as can be seen from the Fourier decomposition
of the signal (Fig. 2.8c). However, the empirical mode decomposition shown in Fig. 2.8b contains only two
IMFs c1(t) and c2(t). Mode mixing also occurs when there are widely varying scales superposed on each
other. Fig. 2.9 shows the mixing of large and small oscillations.
The most successful solution to the mode mixing problem has been by the addition of a small amount of
white noise to the signal [31, 40]. Several instances of the noise-added signal are used to form an ensemble
of realisations and then averaged to get a single ‘true’ decomposition. The added noise essentially allows for
all the scales to be identified in the sifting process, as the noise covers the full spectral domain of the signal.
Another way to explain the effect of noise addition is by realising that EMD acts as a quasi-dyadic filter
bank [41, 42]. Having small, finite-amplitude noise ensures the ‘activation’ of all the filters in the banks.
The resulting decomposition will contain IMFs spanning the whole spectral range including frequencies not
present in the signal itself. However, the IMFs with frequencies not present in the signal will only have a
significantly smaller amplitude and can be identified easily and ignored. It should be noted that this method
does increase the computational cost linearly as the number of ensembles increases.
2.4.2 End Artifacts
Another issue with the EMD process is accounting for effects at the ends of the domain. Artifacts are
caused by an abrupt end to interpolation of smooth envelope curves. These artifacts can propogate through
the sifting process and cause spurious modes to be extracted. Mirroring the domain at the boundaries is one
solution, but the problem is not always so simple. An extensive treatment of this issue can be found in [43].
Fig. 2.10 visualises end artifacts at the end of the domain.
2.5 Conclusion
To conclude, there have been two major classes of EMD extensions - multidimensional and multivariate.
Some of the limitations of EMD were also discussed. Both classes serve different purposes and are intended
for the decomposition of different kinds of data. Thus far, there has been no attempt to combine these
approaches into a single algorithm, possibly due to the large computational cost that such an algorithm
would demand. However, this is precisely the topic of discussion in the next chapter.
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Chapter 3
Multivariate and Multidimensional EMD
While the previous chapter provides an overview of the EMD literature, the current discussion will deal
with the details of the development of a simultaneously multidimensional and multivariate EMD algorithm.
Such an algorithm combines the fast and adaptive method (Section 2.2.2) with the method of projection
(Section 2.3.1) and is thus called Fast and Adaptive Multivariate EMD (FA-MVEMD). The reader is advised
to return to this chapter after becoming familiar with the material discussed in those sections.
As mentioned earlier, the key steps in any EMD algorithm are extrema detection and envelope determi-
nation. For a multivariate signal, extrema are detected after projection to a certain direction. The traditional
multivariate algorithm depends on making a large number of projections ∼O(64) in order to get an accurate
mean envelope applicable to all channels simultaneously. However, the computational cost of projection
and consequently envelope estimation can be prohibitive for multidimensional datasets. It can be shown
that by choosing an appropriate projection direction, multiple projections are redundant for cases of fixed
window sizes. Therefore, the discussion begins with an examination of the effects of projecting multivariate
signals.
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Figure 3.1: Bivariate input signal
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3.1 Effects of Projection
As seen earlier, the mean envelopes for each channel of a multivariate signal are generated by taking the
mean of the directional envelopes in that channel. Let us perform this task on a simple case of a two channel
(bivariate) dataset with only one sinusoidal mode for each channel. Fig. 3.1 shows the input data. The
projections of this bivariate signal along different directions defined by points on the unit circle (1-unit
sphere) are shown in Fig. 3.2. It can be seen that as the projection angle (direction in polar co-ordinates,
see Fig. 3.3) progresses around the circle from θ = 0 to θ = pi2 , the ‘contribution’ of the mode provided by
Channel 2 in the projected signal becomes more significant. This is evident from expressing the equivalent
of Eq. (2.3) for the bivariate case. If Channels 1 and 2 are given by v1(t) and v2(t) respectively,
pθ(t) = v1(t). cos θ ıˆ + v2(t). sin θ ˆ (3.1)
The envelopes estimated from these projected signals are shown in Figs. 3.4a and 3.4b. The scale-
selective nature of EMD is illustrated by these envelopes. It can be seen that the directional envelopes for
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Figure 3.4: Projection envelopes of a bivariate input signal
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Channel 1 are the signal itself (except in direction θ = 0 where the scalar contribution of Channel 2 in
Eq. 3.1 is zero). However, the directional envelopes for Channel 2 connect either the maxima or minima
in that channel. The sifting approach will, thus, always identify the smallest scales to define the extrema
envelope locally present across all channels, as desired, with the exceptional possibility of projections across
prescribed directions where these small scales do not contribute (e.g., θ = 0) or rare circumstances of
destructive interference produced between multiple channels in the projection.
Now it is easily seen that as the number of projection directions is increased (K→∞), the mean of all
the directional envelopes in each individual channel will capture the mean of the oscillatory content of the
channel with highest frequency mode (Channel 2). All other channels (Channel 1) will be left unaltered
since the maxima of lower frequency modes are not identified as local maxima in the projected signal.
However, the same mean envelope can be produced by considering only one direction of projection that
contains contributions from both channels (say equal contributions). However, both the maximum and
minimum envelopes of this projection must be identified to produce the mean envelope. This observation
enables the mean envelope to be determined by making a single projection instead of the large number
required by MVEMD.
3.2 Fast and Adaptive Multivariate EMD (FA-MVEMD)
In Sections 2.2.2 and 2.3, the approaches for envelope estimation were vastly different. It has already been
demonstrated that the fast and adaptive algorithm is well suited to multidimensional data [9, 30]. Naturally
then, this is the initial approach one would take in order to perform multivariate analysis of multidimensional
signals. However, the amalgamation of the two algorithms is not so straightforward. Such a fast and adaptive
multivariate, multidimensional EMD processing method proposed by the author is outlined in Algorithm 3
and an explanation follows.
Firstly, note that the dimensionality of each element (each channel) of the vector v was not explicitly
mentioned, since the method is applicable to multidimensional signals. Secondly, the computational effort
of Steps 4 and 5 in Algorithm 2 for multidimensional signals is greatly reduced by utilizing Delaunay
triangulation and separable filters [30]. Lastly, the summation in Step 6 must take place over the entire
domain of the multidimensional signal (only one summation symbol was placed to maintain generality). The
authors find that a tolerance value of 0.1% of the signal amplitude (smallest between channels) prescribed
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in Step 6 usually leads to good results and avoids oversifting.
For the purpose of easy visualization, let us go back to the example in Fig. 3.1 to discuss Algorithm 3.
Looking back at Figs. 3.4a and 3.4b, it is evident that in any direction of projection that contains contribu-
tions from both channels, either the maximum envelope or the minimum envelope of the highest frequency
channel (Channel 2) is captured. The mean envelope can be produced by considering only one direction of
projection that contains equal contributions from both channels. As discussed earlier, both the maximum
and minimum envelopes of this projection must be identified to produce the mean envelope. So, in the
bivariate case a suitable direction would be θ = pi4 , where the direction cosines are given by cos pi/4 = 1/
√
2
and sin pi/4 = 1/√2. Using the extrema obtained from this projection, a window size can be determined
using the methods outlined in [9] or [30]. This window size is then used to obtain the mean envelope and
consequently extract a bivariate IMF, including contributions from each channel. Since the window size,
which serves as the parameter that controls the scale of the extracted IMF, is fixed across all channels, mode
alignment is automatically achieved.
Algorithm 3 Fast and adaptive multivariate EMD (FA-MVEMD)
1: Set each channel of the multivariate signal {vi}ni=1 to hi.
2: Project the multivariate signal {hi}ni=1 onto a unit vector whose direction cosines are all equal to 1/√n.
3: Find both the maxima and minima of the projected signal pθk .
4: Determine the window size for the order statistics filter by considering the distances between extrema.
5: Calculate the maximum and minimum envelopes smax,i and smin,i, and consequently the mean envelope
mi, for each channel ‘i’ using a maximum and minimum order statistics filter, respectively, of the same
window size across all channels.
6: Extract the ‘detail’ for each channel di using di = hi − mi. If every ‘detail’ di fulfills the stoppage
criterion, ∑
m2i∑
h2i
< µ (tolerance) (3.2)
set hi = vi − di and proceed, otherwise set hi = di and go to Step: 5.
7: Perform Steps: 2–6 for a pre-determined number of modes or until all oscillatory content is removed.
3.3 Application to Real and Synthetic Signals
3.3.1 1-D
Synthetic signals with multiple frequency modes (2 Hz, 8 Hz and 16 Hz) were decomposed with conven-
tional multivariate EMD [16] as well as fast and adaptive multivariate EMD. The results are shown in
21
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Figure 3.5: Conventional Multivariate EMD (MVEMD)
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Figure 3.6: Fast and Adaptive Multivariate EMD (FA-MVEMD)
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Table 3.1: Comparison of computation times between MEMD and FA-MVEMD
Channels (Directions) 3 (6) 6 (12) 12 (24) 16 (32)
MEMD 0.367 s 0.901 s 1.690 s 2.750 s
FA-MVEMD 0.043 s 0.086 s 0.160 s 0.205 s
Figs. 3.5 and 3.6. The computation times for MVEMD and the FA-MVEMD algorithm of the current study
on an Intel(R) Xeon(R) W-2133 CPU @ 3.6 GHz are shown in Table 3.1. It can be seen that the fast and
adaptive method shows an order of magnitude decrease in computation time. The reconstruction error pro-
duced after summing the residue and IMFs was at machine precision for both methods. This is expected
since EMD forms a complete basis.
3.3.2 2-D
Similar to the one dimensional case, synthetic texture images (Fig. 3.7) were decomposed using FA-MVEMD.
The textures were generated with the following sinusoidal components: f1 = sin 8x + sin 8y ; f2 =
sin 2x + sin 2y ; f3 = cos x/14 + cos y/14 + cos z/14
• Channel 1: f1 + f2 + f3
• Channel 2: 0 + f2 + f3
• Channel 3: f1 + 0 + f3
f1 is extracted in Channels 1 and 3 only, f2 is extracted in Channels 1 and 2 only, and f3 is present in all
channels. The computation time for a decomposition of 3 channels of size 256×256 each, was about 4.8 s.
In addition to synthetic texture images, a real R-G-B image (see Fig. 3.8) was decomposed. The results
are shown in Fig. 3.9. The decomposed signal clearly exhibits the mode alignment property across all colour
channels.
3.3.3 3-D
The algorithm was also tested on a trivariate three-dimensional synthetic texture volume (see Fig. 3.10).
The volumes were generated with the following components: f1 = sin 3.5x + sin 3.5y + sin 3.5z ; f2 =
sin x + sin y + sin z ; f3 = cos x/24 + cos y/24 + cos z/24
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Figure 3.7: FA-MVEMD on a 2-D trivariate synthetic texture signal
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Figure 3.8: Real image of a fabric pattern
• Channel 1: f1 + f2 + f3
• Channel 2: 0 + f2 + 0
• Channel 3: 0 + 0 + f3
f1 is extracted in Channel 1 only, f2 is extracted in Channels 1 and 2 only, and f3 is present in Channels
1 and 3. The computation time for a decomposition of 3 channels of size 100×100×100 each, was about
180 s.
3.4 Conclusion
An improvement to the existing multivariate extension of EMD has been developed through the current
study. The associated method makes use of order statistics filters, thereby making multidimensional signal
analysis computationally accessible. The combination of multivariate and multidimensional capabilities
permits scale alignment between multi-channel IMFs to be retained across the full dimensional domain of
the signal. Additionally, FA-MVEMD is amenable to the same noise-assisted extension like MEMD [42]
because the noise addition essentially allows for a full range of well-defined scales to be utilized during the
extrema detection process. In the next chapter FA-MVEMD is applied to planar and volumetric fluid flow
data, which was the motivation to extend multivariate EMD to be capable of handling large multidimensional
signals.
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Figure 3.9: Decomposition of the R-G-B content of a real image
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Figure 3.10: FA-MVEMD for a 3-D trivariate signal
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Chapter 4
Results and Discussion
The motivation to develop the FA-MVEMD method was for scale separation in complex non-linear multidi-
mensional fluid flows. One such example is laminar-turbulent transitional flow in which there is a range of
important dynamical scales present. Since transitional flows themselves are of various types [44], one of the
simpler, yet still insurmountably complex, examples was selected for decomposition. The three dimensional
dataset chosen, schematically shown in Fig. 4.1, is from the Direct Numerical Simulation (DNS) of a flat
plate laminar boundary layer undergoing natural (K-type) transition [45].
4.1 Computational Domain
Some remarks about the nature of the dataset are required to understand the setup of the FA-MVEMD
code needed for successful decomposition of the DNS data. The lengths of the domain (x/x0, y/x0, z/x0;
x0 = 1) are 8.599, 0.92 and 0.606 respectively. The computational grid is uniform in the streamwise (x)
and spanwise (z) directions with a grid spacing of ∆x/x0 = 0.0021 and ∆z/x0 = 0.0011836. However, in
the wall normal direction (y) the grid-sizing varies as shown in Fig. 4.2. Although the EMD algorithm is
Figure 4.1: Computational domain [45]
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not dependent upon the nature of the dataset, visually consistent scale decompositions cannot be obtained
across dimensions if the grid spacing is not uniform in the x-y-z directions. This stems from the nature of the
fast and adaptive method, where a filtering approach uses a cubic window (equal window lengths in x-y-z)
for the sifting process (see Fig. 4.3). Therefore, it was necessary to rectify this issue before attempting to
apply the FA-MVEMD algorithm to the dataset.
4.2 Treatment of Non-Uniform Grid Spacing
In fast and adaptive EMD the window size is the parameter that controls the scale of the IMFs in the
resulting decomposition. This window size is chosen from the data (making EMD ‘data driven’) through
extrema detection of physical oscillations. Therefore, the identification of the appropriate window size
is what makes the decomposition physically meaningful. A physical process occurs over scales that are
defined by physical quantities such as length, time or mass (generally for fluid flow Re, Ma, etc.). However,
the window size simply represents the number of data samples over which to perform rank-order filtering
(akin to the size of a convolution kernel). On a non-uniform grid, the number of data samples per physical
unit (samples/m) is not the same in all directions. This means that oscillations are occurring over different
sample lengths in different directions. But, the EMD code operates with a common window size as the
parameter in all directions (cubic windows in 3-D). So, if the window size in one EMD iteration is, say,
50 samples and there are 1, 10 and 0.5 samples/mm in x, y and z respectively, then the code will be sifting
scales that have a wavelength less than or equal to 50, 5 and 100mm in the x, y and z directions. This in
itself is not a problem. However, a component of the current study included a characterisation of spectral
characteristics were being summed across dimensions for scale quantification (discussed in Section 4.4),
which included a summation of spectral contributions acorss dimensions. Such a summation would not be
physically meaningful if there were different grid resolutions.
It was posited that the issue could be solved by using separate window sizes in each direction in order
that similar wavelengths (scales) occur in each IMF for non-uniform grids. However, upon implementation,
the algorithm did not yield satisfactory results within the allocated time-frame for experimentation. Finally,
it was decided that the original data be re-sampled to a uniform resolution in all dimensions (2 samples/mm).
This resulted in a zero-stuffing and interpolation in the x and z directions causing the dataset to be very
large. In order to ease the computational burden, the length of the domain in the streamwise direction was
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shortened to be between x/x0: 1.21 − 4.14 as shown in Fig.4.4.
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Figure 4.3: Illustration of cubic window filtering
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Figure 4.4: Contour slice of streamwise velocity (uniform re-sampled data)
4.3 Visualisation
The FA-MVEMD code was applied on the uniform trivariate input data ( [5448×201×561]×3 ) and produced
a decomposition in about 17.5 hours on an Intel(R) Xeon(R) CPU E3-1240 v3 @ 3.4 GHz processor. Since
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vortices often play an important role in turbulent fluid dynamics, the results of the decomposition were
visualised using the second invariant of the velocity gradient tensor ’L’, called theQ-criterion. This quantity,
given by,
Q =
1
2
[(tr (L))2 + (tr (L)2)]
Q = L11L33 + L22L33 + L11L22 − L12L21 − L13L31 − L32L23
is generally accepted to be a good indicator of the presence of vortical structures [46].
Iso-surfaces of the Q-criterion coloured by the free stream streamwise velocity magnitude are shown
in Figs. 4.5 – 4.10. The figures clearly show progressively larger scales as is expected from the EMD
process. Each IMF displays several coherent structures that arise as part of the non-linear breakdown from
an initial Tollmien-Schlichting instability wave (Fig. 4.10, x/x0: 1.75-2.25) to the full turbulent spectrum.
Moreover, these scale-based visualisations of coherent structures could provide insight into the non-linear
flow dynamics in the future.
Figure 4.5: Iso-surfaces of Q-criterion coloured by streamwise velocity magnitude for IMF 1
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Figure 4.6: Iso-surfaces of Q-criterion coloured by streamwise velocity magnitude for IMF 2
4.4 Scale Quantification
Beyond visualisation, an attempt was made at some preliminary quantification of the scales involved in
the flow by using multidimensional Fourier analysis. Since there is no direct extension of Hilbert Spectral
Analysis (HSA) for multidimensional EMD, 3-D Fast Fourier Transforms (FFT) were calculated on stream-
wise windows of each IMF of both streamwise and wall-normal velocities (illustrated in Fig. 4.11). In each
window, the result of the 3-D FFT was summed radially to obtain a psuedo-power spectral density plot for
each IMF as shown in Figs. 4.12 and 4.13.
From Fig. 4.14 it can be seen that the Tollmien-Schlichting (T-S) instability wave has a streamwise
non-dimensional wavelength ‘λ/x0’ of about 0.25. This is seen in the ‘power-spectrum’ for IMF 6 shown
in Figs. 4.13a and 4.13b corresponding to the early linear region. As the flow progresses, we see that the
smaller scales begin to take up a larger portion of the energy content. Additionally, the increase in the
overall energy due to momentum influx to the boundary layer is observed from the increasing magnitudes
from linear-nonlinear-turbulent. A complete reversal in dominant energy modes takes place after transtion
as seen in Figs. 4.13a and 4.13e where IMF 1 and IMF 6 have the most energy respectively.
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Figure 4.7: Iso-surfaces of Q-criterion coloured by streamwise velocity magnitude for IMF 3
4.5 Conclusion
The FA-MVEMD method was applied to DNS data of a flate plate boundary layer undergoing natural
transition. The results of the decomposition were visualised and some rudimentary scale quantification
was carried out. The IMFs of the decomposition could potentially provide some insight into the dynamics
of the nonlinear transition process through more certain quantification techniques like the Hilbert-Huang
Transform. Such work is recommended for further research as will be seen in the next chapter.
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Figure 4.8: Iso-surfaces of Q-criterion coloured by streamwise velocity magnitude magnitude for IMF 4
Figure 4.9: Iso-surfaces of Q-criterion coloured by streamwise velocity magnitude magnitude for IMF 5
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Figure 4.10: Iso-surfaces of Q-criterion coloured by streamwise velocity magnitude magnitude for IMF 6
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Figure 4.11: Scale quantification process
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Figure 4.12: Scale quantification for various streamwise locations: IMFs of streamwise velocity
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Figure 4.13: Scale quantification for various streamwise locations: IMFs of wall-normal velocity
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Figure 4.14: Qualitative illustration of the process of turbulence onset
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Chapter 5
Conclusions and Recommendations
A simultaneously multivariate and multidimensional empirical mode decomposition algorithm (FA-MVEMD)
was successfully developed and applied to both synthetic and real signals for modal decomposition. The
decomposition method exhibited cross-channel mode alignment while utilising an order-statistics filtering
approach to be able to handle large multidimensional datasets [47]. These two outcomes were the primary
requirements of the FA-MVEMD algorithm. However, due to FA-MVEMD’s broad range of applications,
much can be done to improve its robustness and versatility. Following are some of the areas of improvement
and recommendations for future work based on FA-MVEMD.
5.1 Noise Addition
The use of white noise as a method to mitigate the mode-mixing issue in EMD algorithms has already been
shown to be successful [31, 40, 42, 48]. Although the method described in [42], can readily be applied to
the FA-MVEMD algorithm, a systematic study of this is yet to be conducted. Such a study would serve
two purposes. Firstly, to further validate FA-MVEMD and secondly, to verify whether FA-MVEMD has the
necessary robustness to handle a large variety of real world signals. Despite noise addition increasing the
computational burden of an already intensive algorithm, the added confidence in the decomposition result
would serve beneficial to many users of FA-MVEMD.
5.2 Generalistion to n-Variate Algorithm
Another area of improvement for the FA-MVEMD algorithm is the generalisation of the computer program
to accept n-variate data inputs (within the limits of memory allocation) similar to the MEMD code of [16].
This addition would enhance the usability of the program and assist in the implementation of noise channels
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discussed in the previous section.
5.3 Multidimensional Scale Quantification
The original development of EMD [1] took place in the context of the Hilbert-Huang Transform (HHT) and
Hilbert Spectral Analysis (HSA). These two tools serve to quantify the scales present in the EMD results.
A concise description of the method is to first take the Hilbert Transform Y [u(t)] (convolution of a signal
with 1/t) of an IMF X(t) resulting from EMD,
Y [u(t)] = 1
pi
∫ ∞
−∞
X(τ)
t − τ dτ (5.1)
Then an analytic signal representation Z(t) of the IMF is obtained.
Z(t) = X(t) + iY (t) = A(t) eiθ(t) (5.2)
where,
A(t) =
√
X2 + Y2 and θ(t) = tan−1
(
Y
X
)
(5.3)
This analytic description now yields itself to quantification of the instantaneous frequency ω(t) and ampli-
tude A(t).
ω(t) = dθ(t)
dt
(5.4)
For a more detailed explanation of the physical interpretation and a tutorial on the method, the reader is
directed to [49].
Although the HSA method is only applicable to time-series data, it is a worthwhile exercise to explore
the possibility of extending the HHT to multiple dimensions. Some effort has been taken in this direction
[50], but no readily interpretable extension has been developed for scale quantification. Such a tool will
definitely aid in the solution of several problems. Directly relevant to this work is the application of a
multidimensional HSA to the results in Chapter 4. Instantaneous amplitude and wavenumber quantification
may provide insight into the excitation process of subharmonic or superharmonic modes from a primary
T-S wave and consequently the non-linear breakdown process where the spectrum transitions from a few
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harmonics to a fully-populated spectrum.
5.4 DNS Data Grid Resolution
The results presented in Chapter 4 were based on the resampled DNS data. The resampling process may
have caused loss of important scales in the transition dynamics. A crude solution would be to sift the
resampling point further down the curve in Fig. 4.2 so as to get a higher resolution at the cost of increasing
the computational burden. However, the need to resample came about due to the lack of proper scale
quantification methods for multidimensional EMD. If a multidimensional extension to HSA is developed,
then the DNS data can be used as is and there will be no loss of scales. This feature could prove an important
step in uncovering the non-linear dynamics of boundary layer transition and is therefore recommended as
the most promising direction for future work.
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Appendix A
FA-MVEMD MATLAB Code
1 % Purpose:
2 % -To perform EMD on 3 channels of 3 dimensional data
3 %
4 % Input:
5 % - u: Signal 1
6 % - v: Signal 2
7 % - w: Signal 3
8 % - param.
9 % -nimfs: Number of IMFs to be extracted
10 % -tol: Sifting tolerance value
11 % -type: type of window size to be used
12 % -plot: 'on' to plot results, default hides IMF plots
13 % -nslice: number of slices in volume plot
14 %
15 % Output:
16 % - Results
17 % - IMF (structure containing IMFs of all three signals)
18 % - Residue (structure containing residue of all three signals)
19 % - Windows (Window sizes (5 types) for each IMF)
20 % - Sift_cnt (Number of sifting iterations for each signal)
21 % - IO (Index of orthogonality for each signal)
22 % - Error (Error of the decomposition for each signal)
23 %
24 % Written by Mruthun Thirumalaisamy
25 % Graduate Student
26 % Department of Aerospace Engineering
27 % University of Illinois at Urbana-Champaign
28 % May 16 2018
29 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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30
31 function Results = EMD3D3V(u,v,w,param)
32
33 %Reading signal characteristics
34 [Nx,Ny,Nz] = size(u); %Signal dimensions
35 B = size(v); %Signal dimensions
36 C = size(w); %Signal dimensions
37
38 %There are some preliminary checks for robustness which have been omitted for clarity
39
40 %Initialisations
41 IMF.u = zeros(Nx, Ny, Nz, param.nimfs);
42 IMF.v = zeros(Nx, Ny, Nz, param.nimfs);
43 IMF.w = zeros(Nx, Ny, Nz, param.nimfs);
44 Residue.u = u; Residue.v = v; Residue.w = w;
45
46 Windows = zeros(7,param.nimfs);
47
48 sift_cnt = zeros(1,param.nimfs);
49 imf = 1;
50 stopflag = 1;
51
52 while(imf ≤ param.nimfs && stopflag)
53 %Initialising intermediary IMFs
54 H.u = Residue.u; H.v = Residue.v; H.w = Residue.w;
55
56 sift_stop = 0; %flag to control sifting loop
57
58 Combined = H.u/sqrt(3) + H.v/sqrt(3) + H.w/sqrt(3); %Combining three ...
signals with equal weights
59 [Maxima,MaxPos,Minima,MinPos] = MinimaMaxima3D(Combined,1,1,[],[]); ...
%Obtaining extrema of combined signal
60
61 %Checking whether there are too few extrema in the IMF
62 if (nnz(Maxima) < 3 || nnz(Minima) < 3)
63 warning('Fewer than three extrema found in extrema map. Stopping now...');
47
64 break;
65 end
66
67 %Window size determination by delaunay triangulation
68 Windows(:,imf) = filter_size(MaxPos,MinPos,param.type);
69 w_sz = Windows(param.type,imf); %extracting window size chosen by input ...
parameter
70
71 if¬(w_sz)
72 warning('EMD3D3V has stopped because the Delaunay Triangulation could ...
not be created (collinear points)');
73 stopflag = 0; %#ok<NASGU>
74 break;
75 end
76
77 %Begin sifting iteration
78 while¬(sift_stop)
79 sift_cnt(imf) = sift_cnt(imf) + 1; %Incrementing sift counter
80 %Envelope Generation
81 Env = OSF(H,w_sz);
82
83 %padding
84 Env = Pad_smooth(Env,w_sz);
85
86 %Calculating mean envelope
87 Env.u.med = (Env.u.maxs + Env.u.mins)./2;
88 Env.v.med = (Env.v.maxs + Env.v.mins)./2;
89 Env.w.med = (Env.w.maxs + Env.w.mins)./2;
90
91 %Subtracting from residue
92 H1.u = H.u - Env.u.med; H1.v = H.v - Env.v.med; H1.w = H.w - Env.w.med;
93
94 %Stop condition checks
95 mse_u = immse(H1.u,H.u); mse_v = immse(H1.v,H.v); mse_w = immse(H1.w,H.w);
96 if (mse_u<param.tol && mse_v<param.tol && mse_w<param.tol && ...
sift_cnt(imf),1)
48
97 sift_stop = 1;
98 end
99
100 H.u = H1.u; H.v = H1.v; H.w = H1.w;
101 end
102
103 %Storing IMFs
104 IMF.u(:,:,:,imf) = H.u; IMF.v(:,:,:,imf) = H.v; IMF.w(:,:,:,imf) = H.w;
105
106 %Subtracting from Residual Signals
107 Residue.u = Residue.u - IMF.u(:,:,:,imf);
108 Residue.v = Residue.v - IMF.v(:,:,:,imf);
109 Residue.w = Residue.w - IMF.w(:,:,:,imf);
110
111 %Incrementing IMF counter
112 imf = imf + 1;
113
114 end
115
116 %Checking for oversifting
117 if(any(sift_cnt≥5*ones(size(sift_cnt))))
118 warning('Decomposition may be oversifted. Checking if window size ...
increases monotonically...');
119
120 if( any (diff(Windows(param.type,:)) ≤ zeros(1,param.nimfs-1)) )
121 warning('Filter window size does not increase monotonically')
122 end
123 end
124
125 %Organising results
126 Results.IMF = IMF;
127 Results.windowtype = param.type;
128 Results.Residue = Residue;
129 Results.Windows = Windows;
130 Results.Sifts = sift_cnt;
131
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132 %Error and orthogonality
133 [Results.IO.u,Results.Error.u] = Orth_index(u,IMF.u,Residue.u);
134 [Results.IO.v,Results.Error.v] = Orth_index(v,IMF.v,Residue.v);
135 [Results.IO.w,Results.Error.w] = Orth_index(w,IMF.w,Residue.w);
136
137 switch(param.plot)
138 case 'on'
139 Plot_results(u,v,w,Results,param)
140 end
141 end
142
143 function Windows = filter_size(maxima_pos, minima_pos,type)
144 % Purpose:
145 % To determine the window size for order statistics filtering of a signal.
146 % The determination of the window size is based on the work of Bhuiyan et al.
147
148 function Env = OSF(H,w_sz)
149 % Purpose:
150 %Order statistics filtering to determine maximum and minmum envelopes
151
152 function [IO,Error] = Orth_index(Signal,IMF,Residue)
153 % Purpose:
154 % To calculate index of orthogonality and reconstruction error
155
156 function Plot_results(u,v,w,Results,param)
157 % Purpose:
158 % Visualising results of the decomposition
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Appendix B
Schematic of Results MATLAB Structure
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