The Thirty Meter Telescope (TMT) 
INTRODUCTION

The Thirty Meter Telescope (TMT) project is currently testing six candidate sites for location of the TMT. With a project of this scope, putting it on the best available site is critical to maximizing the scientific benefit from the observatory. It was decided early on that the TMT site testing program would build on past programs by installing robotic telescopes that would remain on the sites continuously for a period of at least two years, gathering a uniform data set to use in selecting the observatory site, the design of the telescope, instruments and enclosure. To compile these measurements, an extensive suite of instrumentation has been brought together at each site to measure weather, atmospheric turbulence and other parameters that affect the suitability of a site for an astronomical observatory.
One of the challenges in instrumentation is creating software to control the instrument; many times software is the critical factor in how well (or poorly) instrumentation functions. In the case of the TMT site testing program, there are nine instruments, each with their own software (created by the site testing team, the manufacturer, or both), which all software must function reliably in order to gather data. Additional software is required to control the operations of site itself; with six remote sites, direct human interaction with the hardware is limited. A robust computer system that can control the instruments, keep the instrumentation safe from weather and recover from errors is critical to a successful remote operating station.
The TMT site testing computer system, as a whole, is comprised of 45 computers, with seven different operating systems installed, and 12 terabytes of disk space. The software controlling this is both manufacturer software and internally developed software, coded in twelve separate programming or scripting languages. The computer system is designed to accomplish the observations automatically without human intervention. The site testing program depends on the computer and instruments systems all working together to give us a complete picture of the conditions on the site, night after night.
A GENERAL DESCRIPTION OF THE SITE TESTING INSTRUMENTS
This section is a short summary to familiarize the reader with the equipment installed at the sites and the complexity of the system. A complete description of the instruments and subsystems used as part of the TMT site testing project will be included in a later publication after the completion of the site testing program.
Robotic Telescope System
The core of the site testing system is a 35cm telescope produced by Teleskoptechnik Halfmann in Germany. This telescope was selected due to its robust nature; it is sturdier than the commercially available amateur telescopes usually used in site testing, and well suited to operations on a remote mountaintop.
The telescope comes with a fold away dome that opens fully to allow unobstructed airflow through the system (except through the bottom which is sealed with a tarpaulin). The entire telescope is open to the atmosphere during operations.
An electronics cabinet has all of the equipment necessary to run the telescope system automatically, and a computer interface is provided for remote control and command, as described in Sec. 3.2.10. The telescope is mounted at the top of a 6.5m tower. 
MASS/DIMM
Sonic Anemometer
The sonic anemometer measures the three dimensional wind velocity and temperature at a frequency of 60Hz. Commercially available CSAT3 sonic anemometer units from Campbell Scientific are used in the TMT site testing project; they use small sound emitters and receivers, equally spaced over a sphere ∼10cm in diameter, to measure atmospheric properties. 4 One is mounted at the 7m level outside the dome at each site. The wind and temperature measurements are used to calculate optical turbulence at the location of the sonic anemometer. The wind velocity and temperature time series measurements will be used to evaluate the performance of the TMT telescope and enclosure design. 
Dust Sensor
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If the systems can operate reliably and recover from failures without requiring a visit to the site, then a higher quality data set for the program will be obtained.
Containing the various instruments and computers within sensible equipment subgroups also drives the system design. The SODAR software is processing power intensive, as is the DIMM reduction software, so running both on the same computer could affect operations. Installing separate Windows machines for each is an obvious step; this creates a self contained SODAR system (instrument and computer) and self contained DIMM system (instrument and computer). A similar grouping contains the sonic anemometer and dust sensor, as each requires a serial connection to a Linux systems and most computer systems come with two serial ports standard.
The MASS and weather station instruments have direct connections, but require additional consideration. The weather information must be directly monitored by the system that monitors the safety of operations for the telescope and site equipment. The MASS can be run by the system running the site operations, and its parallel port connection is easiest to handle directly. Connecting these instruments to the same computer that will supervise the operations of the entire system results in the most efficient system operation.
Examining the instruments and equipment in the site testing system, the requirement for a minimum of four computers (excluding instruments with internal computers) to run everything is obvious. Extra computers for redundancy, or to act as an overseer for the system, could be added to the system, and the instruments could be reorganized in a different fashion, but this logic is what was used to develop the system currently deployed.
These considerations have also driven the software development, as software to run each individual instrument as well as to run the system as a whole is required.
Pieces of the Puzzle
The next step is to assemble the disparate set of equipment described above into a working suite of instrumentation that gathers accurate data. 
Computer equipment
Supervisor computer (SC)
The center of the site testing system is the Supervisor Computer (SC). It controls the actions of the telescope, instruments, data management and monitors the status of all systems. The weather station is connected directly to a SC serial port, allowing the system to react quickly to weather conditions. The MASS is also connected to the SC, as controlling the MASS through the robotic system is programmatically simpler with that connection. The SC operating system is a stripped down installation of RedHat
The IC uses a very stripped down version of RedHat Linux 9; the base system consists of the minimum installation plus development tools and an NTP daemon. This is done to keep the computer operating system as stable and efficient as possible.
SODAR computer
The SODAR control computer controls the operation of the XFAS and SFAS units. A commercial program from the SODAR manufacturer, Scintec, controls all operations of the SODAR, and gathers data on an automated twenty minute cycle. The SODAR operations are managed from the SC through a Bash script that determines when to start and stop SODAR functions. The SODAR software is Windows based, and the SODAR computer uses the same Windows XP SP2 installation as on the DC, but without the software used to control the DIMM CCD.
Cube
The Cube computer is an Intrinsyc CerfCube (model 250 or 405); it is essentially a "computer on a chip" type of system that consists of a very small circuit board with limited functionality. 13 
The Cube is intended as an overseer, and is used for two functions. First, it is an extra point of entry into the system through the network firewall (Sec. 3.2.3). Second, it is used to monitor the power systems of the computer cabinet. If there is a loss of power, the UPS sends a signal to the Cube that it is running on battery power only. At that point, the Cube and SC will work together to shut down all instrument and computer systems, leaving only the Cube and router running, as well as subsystems that include the webcams. This extends the amount of connection time with the site system as the battery demand is minimized. When power is restored, the computer systems are rebooted through the NPS units and all instruments are restarted when it is safe. The Cube uses an imbedded version of Linux that is installed on the computers at the factory. The Cube has a Flash memory based disk system; extra space is added and new packages are installed to increase the functionality of the computer for TMT (the installed base system is very simple). Little additional software is necessary, as the Cube only monitors the power system and shuts down the equipment when required.
Firewire disk storage
The Stealths come standard with a small hard drive (∼30GB); this is not enough disk space to support operations for more than a few days. In order to have the system run continuously, or to run for several days independently without a network connection, additional storage is required. External disk storage using a Firewire disk was selected as an easy solution to the storage problem.
The DC would seem the obvious computer to connect an external disk to, as the DIMM CCD takes a large amount of data (∼1GB per night), and initially the system was configured that way. Windows did not work well in that configuration, so the Firewire drive was moved to the SC. This arrangement has the advantage that the Firewire drive is now shared among all the computers in the network. The SODAR and DC computers mount the Firewire drive from the SC through Samba, while the IC uses NFS; all write their data directly to the drive. The SC also archives the data each day to the Firewire drive, in preparation for the daily backup (Sec. 4.2).
There have been Firewire hard drive failures; as the drives operate continuously in inhospitable conditions, this is inevitable. The computer system is designed to recover from a Firewire drive failure and operations can continue, although closer monitoring and management of the disk space is required. The system will also stop operations if the Firewire drive (or backup system) becomes too full to accommodate more data.
Instruments with computers: Halfmann telescope, IRMA and ASCA
Each of these instruments comes equipped with a computer and operating system developed by the manufacturer.
In each case, the site testing system works in conjunction with the instrument computer to achieve the desired operation of the instrument. 
Halfmann telescope
Putting It All Together
A level beyond assembling the parts is making those computer and instrument subsystems work in an automated fashion, and in concert, night after night for two years or more. Putting the pieces together into a working instrument suite must be carefully thought out, as grafting in pieces latter
Installation
A uniform operating system installation on the site testing computers is required in order to
CENTRAL SERVERS: COMPUTER SYSTEMS AND SOFTWARE
CONCLUSION
The robotic system described in this paper is currently taking data on six sites, and will continue to do so until the completion of the site testing program in mid-2007. The final site selection for TMT depends on these systems gathering as much data as possible, making the operation of the robotic system a critical part of TMT. One of these systems is likely to continue monitoring site conditions after TMT is completed, a reminder of the program that put TMT onto one of the best sites for astronomical observations in the world.
