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Equation (3) employs the measurement in the last sampling 
time to predict the tool wear at current moment, which is then 
corrected by current measurement. It can be seen from (3) that 
unknown parameters șk and k are derived upon both the 
historical measurement and machining setting D, which means 
the parameters would vary with different machining settings. 
Hence, the objective of modeling wear progression considering 
time-variant machining settings can be achieved. Equations (3) 
and (4) translate the problem of posterior pdf estimation into 
the calculation of likelihood function p(zk|xk, șk, k) and prior 
distribution p(xk, șk, k |xk-1, șk-1, k-1). But an exact solution 
for (3) and (5) is usually intractable, due to the difficulty in 
calculating the integral especially when the state and 
measurement are described in high-dimensional space. 
The PF algorithm, based on Monte Carlo method, employs 
a set of random samples/particles { , ,i i ik k kx θ φ , i = 1, 2, …, N} 
and associated importance weights ikw to provide an 
approximated solution to the posterior pdf. The integral 
operation in (3) is approximated as the summation of these 
weighted random numbers as:  
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  (6) 
Equation (6) indicates that the estimation of the posterior 
pdf relies on a predefined prior pdf 
( )1 1 1, , | , ,i i ik k k k k kp x xθ φ θ φ− − − , where particles are sampled 
initially, as the example shown in Fig. 4, where the circle and 
its size denote the particle and weight. The mapping from the 
prior pdf to the posterior pdf is regulated by the weights of 
particles. The adjustment of the weights is upon the new 
measurement, by calculating the likelihood of it given the 
predicted state from (6) 
( )1 ,| , ,i i i ik k k k k kw w p z x Dφ−∝    (7) 
Fig. 4 Sampling, conventional resampling and enhanced adaptive 
resampling (circles represent the particles; positions of circles 
represent the estimated values of states and/or parameters; and 
dimensions of circles represent the weights of particles) 
An inherent problem of the above algorithm is particle 
degeneracy, which means after several iterations most of the 
computational load is wasted on the updating of particles with 
negligible contribution to the state update. A popular solution 
is importance resampling that removes particles with small 
weights (by comparing normalized weight to a predefined 
number within 0~1) and retains particles with large weights. 
However, this process introduces the particle impoverishment 
problem that the number of unique particles decreases greatly. 
These two problems are actually caused by the fact that the 
positions of particles sampled from the initial prior distribution 
are fixed throughout the estimation process [14], as described 
in Fig. 4. This also obstructs conventional PF on tracking a 
dynamic system with varying degradation rate. In addition, the 
estimation accuracy of posterior pdf can be greatly affected by 
the quality of initially selected prior pdf.   
To tackle the particle degeneracy and sample 
impoverishment problems associated with standard particle 
filter, the resampling strategy needs to be changed from 
discrete approximation to continuous approximation, while 
maintaining a balance between keeping particle diversity (a 
degree to quantify unique and active particles) and ensuring 
particles’ tracking performance (diverse particles may increase 
the confidence interval of the estimation, leading to reduced 
estimation accuracy). This can be done through dispersing the 
particles with large weights in the resampling process from 
fixed positions to a wider range by adding a perturbation to 
each particle [15]. The perturbation for each particle is 
sampled from a normal distribution, which is determined by 
their estimation accuracy in the last iteration step:   
 ( )( ) ( ) ( )( )1 1| | ,r l r l r li ik k k k kp N hPθ θ θ θ+ +∝   (8) 
where P represent the variance of particles’ estimations: 
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represents the selected ith particle at iteration k+1 from 
iteration k and 
1







¦  adopted as the best estimation at 
iteration k to determine each particle’s estimation accuracy. 
( )r l
kP  represents the variance of the normal distribution, from 
which a perturbation is generated for the ith particle at iteration 
k+1. The symbol h denotes the shrinkage coefficient, which 
decreases through the iteration process, to ensure convergence 
of estimation by PF.  
A particle associated with a larger weight will be assigned 
with a smaller search range when entering into the next 
iteration, due to its being closer to the relatively best 
estimation. Otherwise, a particle is assigned with a larger 
search range. Dispersing samples not only increases the 
number of unique and active particles, but also causes 
particles in the subsequent iterations to move to the global 
optimal solution (represented by the grey dash line in Fig. 4) 
continuously. Consequently, the final estimation result 
eliminates mismatch between the prior pdf and posterior pdf. 
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The decreasing shrinkage coefficient ensures samples to 
gradually converge to the optimal location, consequently 
narrowing down the confidence interval and provide more 
accurate prediction. 
3. Tool wear rate models 
3.1Tool wear evolution model 
Common types of wear include frank wear and crater wear, 
which are subjected to the abrasive or adhesive interaction 
between tool and workpiece, as shown in Fig. 3. Frank wear 
length is mainly investigated in this paper, since it is generally 
regarded as the tool life criterion to evaluate tool performance 
[7]. Tool wear propagation can be treated as a specific type of 




=    (11) 
Here, parameters c and m only consider the effect of 
machining materials. To include other machining settings, such 
as spindle speed, feed rate f, cutting depth d, (10) can be 
modified as: 
A B Cdx f d x
dt
=   (12) 
Coefficient A and B represent the effects of f and d on wear 
progression. Expression of wear x as a function of time can be 
obtained through integrating (11): 
( )
1
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One example demonstrating the effect of feed rate and 
cutting depth is shown in Fig. 5. It indicates the tool wear rate 
decreases with the decrease of the feed rate and cutting depth, 
and cutting depth influences more than feed rate. The 
influences of machining setting factors would be reflected in 
estimated coefficients/parameters A and B. It should be noted 
in this paper that these parameters are assumed to be constant 
under same machining setting. 
 
 
Fig. 5 Tool wear propagation with respect to machining settings 
3.2 Measurement model 
Typical measurements applied to tool wear monitoring 
include force, vibration, current and acoustic emission. For 
measurement such as force and power that can be derived 
with an explicit function with respect to wear, the 
measurement model can directly utilize the function. For 
example, the relationship between cutting force and wear 
under the effect of machining settings can be described as 
[16]: 
E GForce Ef d Hx= +   (15) 
where E, F, and G are the coefficient need to be estimated by 
PF. For other measurement, such as vibration and acoustic 
emission, feature extraction based on Kullback-Leibler (KL) 
divergence is investigated, by fully taking advantage of the 
fact that all measurements within one cut can be seen as a 
distribution [15]. It is assumed that the distribution shifts 
when tool wear deteriorates. Thus the distance between two 
distributions can be seen as an indicator to reveal the wear. 
Let p1(x) and p2(x) be two distributions, the information of 
KL divergence from p1 to p2 is defined as: 






KL p p p x dx
p x
= ³    (16) 
Smaller values of the information quantity KL(p1, p2) mean 
that the distance between two distributions is smaller. That is, 
the larger the distance between two distributions, the larger 
the difference between two distributions.  In this paper, the 
distribution obtained from the initial time is taken as the 
reference distribution, and the new distribution is compared to 
the reference distribution to calculate the KL information, 
which is subsequently applied to estimate the tool wear. Due 
to quite the complex mechanisms of both tool wear and force 
or vibration measurement, it is difficult to establish definite 
relationship between wear and extracted KL information. The 
relationship can be obtained an empirical model: 
E F GKL Df d x=   (17) 
Therefore, there are seven parameters A~G to be estimated 
by PF. It should be noted the initial value of these parameters 
are obtained through a rough guess based on prior knowledge, 
and the initialization would not affect the estimation result 
much by the proposed PF. 
4. Experimental evaluation 
To evaluate the performance of proposed tool wear 
prediction method, data taken from a Matsuura milling 
machine MC-510V under different machining settings are 
processed and estimated. The Experimental setup and data 
acquisition are shown in Fig. 6. Data sampled by five different 
sensors, two acoustic emission sensor (one on table, one on 
the spindle), two vibration sensors and one current sensor are 
installed to determine the state of tool wear [17]. The 
evolution of acoustic emission data with respect to different 
wear severity is shown in Fig. 7 as an example. Two sets of 
data under four different machining settings (as shown in 
Table 1, and their effects on tool wear progression shown in 
Fig. 5) are investigated in this paper, with one used for 
Machining time (min)
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