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Kurzfassung
In drahtlosen U¨bertragungs- und Sensorsystemen kommt dem verwendeten Antennen-
system eine Schlu¨sselrolle zu. Werden bei einer Gruppenantenne die Signale aller Grup-
penelemente parallel einer digitalen Signalverarbeitung zugefu¨hrt, wird die Anordnung
als aktives Antennensystem bezeichnet. Durch die Kombination solcher Antennensysteme
mit entsprechenden Verfahren der Signalverarbeitung ist eine nennenswerte Steigerung der
Leistungsfa¨higkeit drahtloser U¨bertragungs- und Sensorsysteme mo¨glich.
Die Betrachtung des Einflusses der gewa¨hlten Gruppenkonfiguration, d.h. der verwende-
ten Strahlerelemente und deren Anordnung innerhalb der Gruppe, auf die Eigenschaften
eines aktiven Antennensystems steht im Mittelpunkt dieser Arbeit. Durch die paralle-
le Ausfu¨hrung der Signalpfade vom Antennenelement bis zur digitalen Weiterverarbeitung
entsteht ein unmittelbarer Zusammenhang zwischen der verwendeten Antennengruppe und
dem Vorgehen bei der Signalauswertung sowie den damit erreichbaren Ergebnissen. Ausge-
hend von der Suche nach optimalen Antennenkonfigurationen fu¨r spezielle Anwendungen
entstehen Lo¨sungsansa¨tze aus der Antennen- und der Signaltheorie. Die vorliegende Arbeit
liefert Beitra¨ge zu beiden Themengebieten und daru¨ber hinaus zu der bisher nur relativ
wenig beachteten Schnittstelle dieser Themengebiete.
Der Schwerpunkt der ersten Ha¨lfte der Arbeit liegt in der analytischen Betrachtung allge-
meiner Gruppenkonfigurationen. Nach der Einfu¨hrung einer systemtheoretischen Formu-
lierung fu¨r allgemeine Gruppenantennen, werden Kenngro¨ßen zur quantitativen Erfassung
des Sichtbereiches und der Richtungsauflo¨sung abgeleitet, die den systematischen Vergleich
von Gruppenkonfigurationen in aktiven Antennensystemen ermo¨glichen. Weiterhin werden
Wege zur Vorverarbeitung der Sensorsignale, z.B. zur Kompensation von Fehlern in realen
Antennensystemen, betrachtet. Der zweite Teil der Arbeit kombiniert die allgemeingu¨ltigen
Ergebnisse der analytischen Betrachtungen mit Methoden zur Synthese der Strahlerelemen-
te fu¨r den Entwurf von drei speziellen Antennensystemen. Im ersten Fall steht die Nutzung
einer Kreisgruppe aus Monopolen fu¨r Funkkanalmessungen im Vordergrund. Der Schwer-
punkt liegt dabei auf der Kalibrierung der Antenne und der Untersuchung verschiedener
Verfahren zur effizienten Scha¨tzung relevanter Kanalparameter. Fu¨r das zweite untersuchte
Antennensystem ist ein sehr breiter Sichtbereich gefordert, wa¨hrend im dritten Fall ein ge-
zielt eingeschra¨nkter Winkelbereich abzudecken ist. Da beide Antennengruppen mit Blick
auf eine Anwendung in kommerziellen Sensor- und U¨bertragungssystemen konzipiert wer-
den, erfolgt die Realisierung in der kostengu¨nstigen Mikrostreifenleitungstechnik. In beiden
Fa¨llen werden fu¨r die Synthese speziell entwickelte Modelle angewendet, um die Verwen-
dung von zeitintensiven Feldsimulationen zu umgehen. Abschließend erfolgt die Evaluation
von Verfahren zur Kalibrierung und Richtungsscha¨tzung, die jeweils den Eigenschaften der
entsprechenden Antennengruppe Rechnung tragen.
Die Ergebnisse der eingefu¨hrten integralen Betrachtung von relevanten Themen aus der
Signal- und der Antennentheorie fu¨r den Entwurf aktiver Antennensysteme ko¨nnen auf
der gesamten thematischen Breite eine Unterstu¨tzung bei der Festlegung optimaler Grup-
penkonfigurationen fu¨r solche Systeme bieten.
Abstract
Antennas are key components in wireless communication and sensor systems. Antenna sys-
tems that comprise of multiple radiating elements and radio frequency circuits to connect
each element to a signal processing unit are referred to as active array antenna systems.
The combination of such antenna systems with appropriate signal processing procedures
leads to a considerable improvement of the performance of wireless communication and
sensor systems.
The main objective of this work is to investigate the influence of the employed array
configuration, i.e. the used radiating elements and their arrangement, on the properties of
an active array antenna system. Due to the system architecture with multiple signal paths
between the radiating elements and the signal processing part, there is a direct link from
the array configuration to the best suited signal processing approach and the achievable
performance. Based on the search for an optimized array configuration with respect to a
special application, appropriate solutions are developed that originate from antenna and
signal processing theory. This work supplies contributions to relevant topics from both,
antenna and signal theory as well as the respective interface, that up to now only few
attention has been paid to.
The focus of the first part of this work is in the analytic view of fundamental antenna array
configurations. After the introduction of a system-theoretical formulation for general array
antennas, figures are defined for a quantitative evaluation of the antennas field of view
and the suitability for direction of arrival estimation. These figures enable a systematic
comparison of array configurations in active array antenna systems. Furthermore, different
ways are investigated for pre-processing the sensor signals, e.g. for the compensation of
errors in real antenna systems. The second part of the work combines the gained theore-
tical insight with methods for the synthesis of radiating elements to develop three specific
antenna systems. In the first case the focus is on a circular array of monopoles for mobile
radio channel measurements. The emphasis is on the calibration of the antenna and the
investigation of procedures for an efficient estimation of relevant channel parameters from
measured data. In the case of the second examined antenna system a very broad visible
range is demanded, while in the third case a reduced field of view is aimed for. Since both
antenna arrays are designed for applications in commercial sensor or wireless communicati-
on systems, the low-cost microstrip technology is chosen for the realization of the radiating
elements. In both cases the synthesis of the radiating elements is supported by specifically
developed models, in order to avoid the use of time consuming numeric field simulations
during the optimization. Finally, procedures are evaluated for antenna calibration as well
as for direction of arrival estimation, that consider the characteristics of the respective
antenna configuration in each case.
The results of the introduced integral investigation of aspects from signal processing and
antenna theory for the design of active array antenna systems will offer a support within
the entire thematic range for the specification of optimized array configurations in such
systems.
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Kapitel 1
Einleitung
Die Zahl der Mobilfunkteilnehmer hat sich in Deutschland von ca. 8 Millionen in 1997
auf u¨ber 55 Millionen in 2001 vergro¨ßert [1] und heute nutzen gescha¨tzte 2.5 Milliarden
Menschen weltweit, also mehr als ein Drittel der Weltbevo¨lkerung, Dienste auf der Basis
des GSM-Standards (Global System for Mobile Communications). Die moderne Funkkom-
munikation hat sich somit zu einem bedeutenden Teil der in unserer Gesellschaft als selbst-
versta¨ndlich, vielleicht sogar als unverzichtbar empfundenen Infrastruktur entwickelt. Der
starke Anstieg der Teilnehmerzahlen am Ende der 1990er Jahre fu¨hrte zu einem bemerkens-
werten Verfall der Preise fu¨r mobile Endgera¨te und zur Absenkung der auf den Benutzer
entfallenden Kosten fu¨r den Betrieb der Netze. Neben der urspru¨nglich im Vordergrund
stehenden Sprachu¨bertragung wa¨chst heute die Nachfrage an Kapazita¨t zur drahtgebun-
denen und drahtlosen U¨bertragung von Informationen durch das weltweite Datennetz. Im
Zusammenhang mit der drahtlosen Datenu¨bertragung wird dem Einsatz leistungsfa¨higer
Antennensysteme, als Schnittstelle zwischen Freiraumwelle und leitungsgebundener Welle,
zuku¨nftig eine wichtige Rolle zukommen.
Wie sich in der Vergangenheit gezeigt hat, ist das fu¨r Kommunikationsdienste zur Verfu¨gung
stehende Frequenzspektrum begrenzt und hat sich zu einem echten Kostenfaktor entwickelt.
Als Erweiterung zu den bisher verwendeten Vielfachzugriffsverfahren TDMA, FDMA, und
CDMA wird die Einfu¨hrung des Raummultiplex (SDMA, Space Division Multiple Access)
den Weg fu¨r eine nennenswerte Kapazita¨tssteigerung in Mobilfunksystemen ero¨ffnen. Diese
Technik bedingt den Einsatz von aktiven Antennensystemen, d.h. von Antennengruppen
mit getrennt zu gewichtenden Elementbeitra¨gen, welche die Realisierung eines steuerbaren
ra¨umlichen Filters darstellen. Dabei wird die Separation verschiedener Teilnehmergruppen,
oder gar einzelner Teilnehmer, durch eine entsprechende Formung der Richtcharakteristik
der Antenne umsetzbar.
Ein weiteres, stetig wachsendes Anwendungsfeld, in dem der Einsatz leistungsfa¨higer An-
tennen eine zentrale Rolle spielen wird, ist die Radarsensorik. Die Verwendung von kom-
plexeren Antennensystemen in Radarsensoren ist bisher im Wesentlichen auf milita¨rische
Anwendungen beschra¨nkt geblieben. Die Anforderungen nach einer gro¨ßeren Funktiona-
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lita¨t der Sensorik in der Automatisierungstechnik und fu¨r die Realisierung autonomer Sys-
teme werden fu¨r die Radarsensorik eine Vielzahl neuer Anwendungsfelder ero¨ffnen. Dieser
Trend wird durch die zunehmende Verfu¨gbarkeit kostengu¨nstiger Komponenten fu¨r die ge-
samte Kette von der analogen Ho¨chstfrequenzseite bis hin zum digitalen Signalprozessor
unterstu¨tzt, sodass diese Techniken fu¨r industrielle und kommerzielle Sensorikanwendun-
gen zunehmend interessanter werden. Ein Beispiel fu¨r ein solches Anwendungsfeld ist die
Umfeldsensorik in der Automobiltechnik, bei der heute unterschiedlichste Radarsensoren
zur Nah- und Weitbereichserfassung in Komfort- und Sicherheitssystemen zum Einsatz
kommen [2]. Sie liefern Informationen zur Unterstu¨tzung einer automatischen Geschwindig-
keitsregelung oder geben in Bruchteilen einer Sekunde vor einem nicht mehr vermeidbaren
Aufprall Signale zur Auslo¨sung von Sicherheitseinrichtungen.
Die Verwendung von aktiven Antennensystemen, bei denen die Signale der Strahlerelemen-
te einer Antennengruppe parallel der digitalen Signalverarbeitung zugefu¨hrt werden, wird
auch in der Radarsensorik an Bedeutung gewinnen. Neben der Mo¨glichkeit der Vera¨nde-
rung des Antennendiagramms, ohne mechanische Bewegung der Antenne, schaffen diese
Systeme, zusammen mit entsprechenden Verfahren zur Richtungsscha¨tzung aus den digita-
lisierten Sensordaten, eine nennenswerte Steigerung des ra¨umlichen Auflo¨sungsvermo¨gens
und damit eine deutlich bessere Abbildung der Umgebung durch den Sensor.
Die solchen aktiven Antennensystemen zu Grunde liegende Infrastruktur wird durch eine
Gruppierung von mehreren identischen oder unterschiedlichen Antennenelementen gebil-
det. Die Signale der Gruppenelemente werden auf mo¨glichst direktem Weg digitalisiert und
einem Signalprozessor zugefu¨hrt. Die theoretischen Grundlagen fu¨r solche Systeme sind be-
reits seit vielen Jahren vorhanden [3]. Auch auf dem Gebiet der Signalverarbeitung liegen
schon eine Vielzahl von Untersuchungen vor, die fu¨r solche Sensorgruppen Wege aufzeigen,
welche u¨ber die klassische Antennentechnik weit hinaus gehen [4]. Da heute einerseits die
beno¨tigte schnelle Analogtechnik fu¨r die Aufbereitung der Signale oder zur Datenerfassung
bzw. -erzeugung bereitgestellt werden kann und andererseits die entstehenden enormen Da-
tenmengen mit akzeptablen Geschwindigkeiten zu verarbeiten sind, wird gegenwa¨rtig die
Schwelle zur kommerziellen Realisierbarkeit dieser Systeme u¨berschritten.
Wa¨hrend in bisherigen Architekturen von Antennensystemen eine separate Betrachtung
der Funktionsblo¨cke von der Antenne bis zur Datenverarbeitung sinnvoll gewesen ist, erfor-
dert der Entwurf von aktiven Antennensystemen eine weitreichendere Betrachtungsweise.
Die parallele Ausfu¨hrung der Signalpfade, vom Antennenelement bis in die digitale Verar-
beitung der Signale, fu¨hrt zu einer unmittelbaren Beeinflussung der Signalauswertung und
deren Ergebnisse durch die Antenne sowie den in jedem Signalpfad enthaltenen Schaltungs-
teil. Aus dieser neuen Transparenz in der Architektur solcher Antennensysteme folgt, dass
bisher kaum miteinander in Verbindung gebrachte Systembereiche nun als untrennbare
Einheit aufzufassen sind.
Ausgehend von der Suche nach optimalen Antennenkonfigurationen fu¨r spezielle Anwen-
dungen entstehen somit Fragestellungen und Lo¨sungsansa¨tze, deren Urspru¨nge sowohl in
der Hochfrequenz-(HF)-Technik als auch in der Signalverarbeitung zu finden sind. Die vor-
3liegende Arbeit liefert Beitra¨ge im Bereich dieser Schnittstelle und zur Lo¨sung von Aufga-
benstellungen aus den beiden Teilgebieten. Dabei gliedert sich diese Arbeit im Wesentlichen
in zwei Teile. Der Schwerpunkt der ersten Ha¨lfte liegt in der analytischen Betrachtung der
Schnittstelle zwischen der Signalverarbeitung und der Antenne als Hochfrequenzkompo-
nente. Der zweite Teil kombiniert diese allgemeingu¨ltigen Ergebnisse mit Methoden zur
Synthese der Strahlerelemente aus der HF-Technik fu¨r den Entwurf spezialisierter Anten-
nenkonzepte.
Die Einfu¨hrung in die Thematik erfolgt durch die Darstellung der beno¨tigten Grundlagen
im anschließenden Kapitel 2. Dabei wird eine systemtheoretische Formulierung fu¨r allge-
meine Gruppenantennen eingefu¨hrt und es werden Verfahren zur Diagrammformung und
Richtungsscha¨tzung beschrieben. Grundlegende Darstellungen zum Entwurf und zur Rea-
lisierung spezieller Antennentypen erfolgen im Zusammenhang mit der Beschreibung der
speziellen Antennenkonfigurationen im zweiten Teil der Arbeit.
Die Spezifikation eines aktiven Antennensystems beno¨tigt eine Vielzahl von Parametern,
die durch die einzelnen Systemkomponenten zu erfu¨llen sind. Zur Beschreibung der An-
tennengruppe als Hochfrequenzkomponente finden solche Kenngro¨ßen bisher kaum Ver-
wendung. Um eine Basis fu¨r den systematischen Vergleich von Gruppenkonfigurationen in
aktiven Antennensystemen zur Diagrammformung oder Richtungsscha¨tzung zu schaffen,
werden Kenngro¨ßen zur quantitativen Erfassung des Sichtbereiches und der Richtungsauf-
lo¨sung in Kapitel 3 abgeleitet und diskutiert.
Die Verfahren zur Diagrammformung und hochauflo¨senden Richtungsscha¨tzung basieren in
der Regel auf der Annahme fehlerfreier Sensorsignale. Die Verwendung gemessener Signale
ist jedoch grundsa¨tzlich durch verschiedene Fehlerquellen beeintra¨chtigt. Daher ist in der
Regel die Kalibrierung der Antennengruppen, d.h. die Kompensation dieser auftretenden
Unterschiede, notwendig. In Kapitel 4 werden dazu verschiedene Kalibrierverfahren anhand
von Beispielen fehlerbehafteter Antennengruppen untersucht.
Die Fragestellung nach einer universell einsetzbaren und optimalen Antennengruppe ist
nicht zu beantworten. Darum ist, nach der Festlegung entsprechender Anforderungen, fu¨r
jede Anwendung ein optimales Antennenkonzept zu erstellen. Dies schließt sowohl die Ver-
wendung geeigneter Verfahren zur Signalverarbeitung als auch die Auswahl einer geeigneten
Antennenkonfiguration ein. Anhand konkreter Fallbeispiele wird dies, mit den Ergebnissen
aus dem ersten Teil der Arbeit, in den nachfolgenden Kapiteln demonstriert.
Im Mittelpunkt des Kapitels 5 steht die Nutzung einer Kreisgruppe aus Monopolen fu¨r
Funkkanalmessungen. Dabei liegt der Schwerpunkt auf der Kalibrierung der Antenne und
der Untersuchung verschiedener Verfahren zur Scha¨tzung der gesuchten Kanalparameter.
Der Entwurf von zwei unterschiedlichen Mikrostreifenleitungsantennen ist in den Kapi-
teln 6 und 7 beschrieben. Die jeweilige Ausfu¨hrung als zylinderkonforme Antenne bzw.
als mehrlagige, planare Antenne steht in direktem Zusammenhang mit dem spezifizierten,
mo¨glichst großen bzw. gezielt eingeschra¨nkten sichtbaren Winkelbereich. Weiterhin ist fu¨r
den Einsatz in kommerziellen Systemen immer auf die bestehende Forderung nach einer
kostengu¨nstigen Fertigbarkeit zu achten. Fu¨r die Synthese der Gruppenelemente spielt die
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beschriebene Entwicklung geeigneter Modelle eine zentrale Bedeutung. Die Basis fu¨r die
messtechnische Charakterisierung dieser Antennengruppen bildet der fu¨r diese Aufgabe
konzipierte und realisierte Mehrkanalempfa¨nger (Anhang A), mit dem Signale von bis zu
16 Antennenelementen im Frequenzbereich von 8 GHz bis 12.4 GHz parallel einer digitalen
Weiterverarbeitung zugefu¨hrt werden ko¨nnen. Fu¨r den Einsatz der entworfenen Gruppen
in einem aktiven Antennensystem werden, jeweils unter Beru¨cksichtigung der ausgewa¨hlten
Gruppenkonfiguration, verschiedene Ansa¨tze zur Vorverarbeitung der Signale untersucht.
Abschließend werden im letzten Kapitel die wesentlichen Ergebnisse dieser Arbeit zusam-
mengefasst.
Kapitel 2
Grundlagen
Zur Einfu¨hrung der im Rahmen dieser Arbeit verwendeten Notation erfolgt im ersten
Abschnitt dieses Kapitels die Festlegung der verwendeten Beschreibung fu¨r allgemeine
Gruppenantennen und des verwendeten Signalmodells. In den anschließenden Abschnitten
sind fu¨r die Arbeit wesentliche Aspekte der Diagrammformung und Richtungsscha¨tzung
zusammengestellt. Grundlegende Beschreibungen zum Entwurf und zur Realisierung spe-
zieller Antennentypen erfolgen nicht in diesem Kapitel, sondern sind im Zusammenhang
mit den untersuchten Antennensystemen in den entsprechenden Kapiteln 5, 6 und 7 zu
finden.
2.1 Gruppentheorie und Signalmodell
Die Darstellung der wichtigsten Zusammenha¨nge aus der Gruppentheorie und aus dem ver-
wendeten Signalmodell erfolgt einerseits zur Festlegung der verwendeten Notation. Durch
die Einbindung der Polarisation empfangener oder abgestrahlter elektromagnetischer Wel-
len stellen die nachfolgenden Formulierungen außerdem eine Erweiterung gegenu¨ber de-
nen der Basisliteratur [4, 5, 3, 6] dar. Der Ausgangspunkt fu¨r die Betrachtungen ist eine
Gruppe aus N ra¨umlich verteilten Antennen, wie sie in Bild 2.1 gezeigt ist. Die als Grup-
penelemente bezeichneten Antennen befinden sich dabei an beliebigen Positionen mit den
Ortskoordinaten1,2:
rn = [xn yn zn]
T (2.1)
Die individuelle Ausrichtung der Gruppenelemente und deren jeweilige Winkelabha¨ngigkeit
der Abstrahlung werden im Fernfeld vollsta¨ndig durch die Elementdiagramme mit den
1Die Komponenten von Feld- oder Koordinatenvektoren werden in Spalten- oder Zeilenvektoren zusam-
mengefasst und durch fette Kleinbuchstaben gekennzeichnet. Der zugeho¨rige Feld- oder Koordinatenvektor
entsteht durch Multiplikation mit den entsprechenden Einheitsvektoren,
z.B. ~rn = xneˆx + yneˆy + zneˆz.
2Das Superskript T kennzeichnet die Transponierte einer Matrix.
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Bild 2.1: Schematische Darstellung einer Gruppe aus beliebig angeordneten, unterschied-
lichen Antennen.
relevanten Polarisationskomponenten in Θ- und Φ-Richtung beschrieben:
~gn(Ω) = gn · [eˆΘ eˆΦ]T, gn(Ω) = [gΘ,n(Ω) gΦ,n(Ω)]. (2.2)
Die Zuordnung der jeweiligen Raumrichtung erfolgt durch den Raumwinkel Ω, welcher in
Kugelkoordinaten durch das Winkel- oder Koordinatenpaar {Θ,Φ} gebildet wird. Unter
Verwendung des normierten Elementdiagramms
~cn(Ω) = cn · [eˆΘ eˆΦ]T, cn(Ω) = [cΘ,n(Ω) cΦ,n(Ω)], (2.3)
dessen Maximalbetrag eins ist, ist der Zusammenhang zwischen den Elementdiagrammen
und dem Elementgewinn Gn herzustellen:
|~gn|2 = gngHn = Gn · |~cn|2 = Gn · cncHn . (2.4)
Der Elementgewinn Gn entspricht weiterhin dem Produkt aus dem Elementwirkungsgrad
ηn und der Elementdirektivita¨t Dn.
Fu¨r Betrachtungen im Fernfeld der Antennengruppe wird zur phasenrichtigen U¨berlage-
rung der Beitra¨ge aller Gruppenelemente die Na¨herung
|r′n| ≈ |r| − rTn ·
r
|r| = |r| − r
T
n · uˆr (2.5)
fu¨r die Verbindungsvektoren zwischen Quellpunkt und Aufpunkt verwendet3. Unter der
Annahme von Schmalbandsignalen ist der Beitrag des n-ten Antennenelementes zum elek-
trischen Feldvektor im Fernfeld der Gruppe durch
~En =
e−jk|r|
|r| · Z · In ·~gn(Ω) · e
jkrTn uˆr = E0 · w∗n ·~gn(Ω) · an(Ω) (2.6)
3Einheitsvektoren werden durch ein u¨bergestelltes Zirkumflex (ˆ·) gekennzeichnet
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gegeben, wobei k die frequenzabha¨ngige Ausbreitungskonstante k = 2pi
λ
= 2pif
c
ist. Der vom
Abstand |r| abha¨ngige Faktor
E0 =
e−jk|r|
|r| · Z · I0, (2.7)
beinhaltet die Proportionalita¨tskonstante Z und basiert auf der Definition
In = I0 · w∗n (2.8)
fu¨r den Strom am Fußpunkt des n-ten Elementes, mit I0 als frei wa¨hlbarem Referenzstrom
4.
Die komplexen Faktoren wn legen die Anregung der einzelnen Gruppenelemente nach Be-
trag und Phase fest und stellen daher die Gewichtung der einzelnen Fernfeldbeitra¨ge dar.
Der Einfluss der unterschiedlichen Elementpositionen innerhalb der Gruppe wird durch
den vom Raumwinkel abha¨ngigen Skalar
an(Ω) = e
jkrTn uˆr (2.9)
erfasst. Der Feldvektor der ra¨umlichen Impulsantwort des n-ten Gruppenelementes ent-
steht durch Multiplikation dieses Skalars mit dem entsprechenden Elementdiagramm des
Gruppenelements:
~hn(Ω) = ~gn(Ω) · an(Ω). (2.10)
Der resultierende Feldvektor ~E folgt schließlich aus der Superposition aller Elementbei-
tra¨ge:
~E(Ω) = EΘeˆΘ + EΦeˆΦ = E0 ·
N∑
n=1
w∗n · ~hn(Ω). (2.11)
Fu¨r den U¨bergang in die u¨blichere Vektor-Matrix-Notation werden die komplexen Gewich-
tungsfaktoren in dem Vektor
w = [w1, w2, . . . , wN ]
T (2.12)
zusammengestellt. Die N×2 Vektorkomponenten, welche die ra¨umliche Impulsantwort der
gesamten Gruppe definieren, bilden die Matrix 5

h =
[
hΘ,1 hΘ,2 . . . hΘ,N
hΦ,1 hΦ,2 . . . hΦ,N
]T
. (2.13)
4Das Superskript ∗ kennzeichnet das konjugiert Komplexe einer Variablen.
5Im Allgemeinen werden Matrizen mit fettgedruckten Großbuchstaben bezeichnet. Um zu kennzeichnen,
dass eine N × 2 Matrix, z.B. die ra¨umliche Impulsantwort h , die Information von zwei Polarisationen
entha¨lt, wird in speziellen Fa¨llen ein fettgedruckter Kleinbuchstabe sowie ein u¨bergestellter Pfeil mit
Doppelspitze verwendet. Ist eine der Polarisationskomponenten vernachla¨ssigbar, dann verringert sich die
Dimension auf N × 1 und h geht in den Vektor h u¨ber.
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Fu¨r den elektrischen Feldvektor folgt dann die kompakte Formulierung6:
~E(Ω) = E0 ·wH ·h(Ω) · [eˆΘ eˆΦ]T. (2.14)
Daraus resultiert unmittelbar das normierte Richtdiagramm der Gruppe als Skalarprodukt
des Gewichtungsvektors und der ra¨umlichen Impulsantwort:
~c(Ω) =
~E(Ω)
E0
= c(Ω) · [eˆΘ eˆΦ]T, c(Ω) = [cΘ(Ω) cΦ(Ω)] = wH ·h(Ω). (2.15)
Das Verha¨ltnis der Komponenten von c(Ω) gibt weiterhin Aufschluss u¨ber die richtungs-
abha¨ngige Polarisation des abgestrahlten Feldes. Die Beschreibung der Polarisation einer
elektromagnetischen Welle erfolgt allgemein durch den Einheitsvektor7
pˆ = cos ηeˆΘ + sin ηe
jδeˆΦ = [eˆΘ eˆΦ] · pH, p = [cos η sin ηe−jδ]T, (2.16)
der je nach Wahl der Parameter η und δ eine beliebige lineare, zirkulare oder elliptische
Polarisation darstellt. Zwischen der Polarisation und dem normierten Richtdiagramm der
Gruppe besteht schließlich der Zusammenhang
p(Ω) =
c(Ω)
|c(Ω)| . (2.17)
Diese Beschreibungen ermo¨glichen eine kompakte und umfassende Handhabung der Fa¨lle,
bei denen mit Beitra¨gen aus unterschiedlichen Polarisationen zu rechnen ist. Bei dem U¨ber-
gang auf die u¨blicherweise betrachteten Fa¨lle einfacher Polarisation geht der vektorielle
Charakter von c(Ω) verloren und die Variable wird zu der skalaren Gro¨ße c(Ω).
Die durch die Anordnung der Gruppenelemente entstehenden Phasenterme an sind von der
Polarisation unabha¨ngig und bilden den Vektor
a(Ω) = [a1, a2, . . . , aN ]
T. (2.18)
Die ra¨umliche Impulsantwort der Gruppe folgt dann aus dem Matrixprodukt

h(Ω) = diag{a(Ω)} ·g(Ω), (2.19)
wobei die winkel- und polarisationsabha¨ngigen Elementdiagramme in der Matrix g(Ω),
analog zu

h(Ω) in Gleichung 2.13, angeordnet sind. Die Operation diag{·} verteilt die
Elemente eines N × 1-Vektors auf die Hauptdiagonale einer N × N Matrix, wa¨hrend alle
anderen Matrixeintra¨ge Null sind. Ist nur eine Polarisation zu betrachten, dann ist die
Multiplikation auch durch das elementweise Schurr-Hadamard-Produkt
h(Ω) = g(Ω) a(Ω) (2.20)
6Das Superskript H kennzeichnet das Hermitesche oder Transjugierte, also das Transponierte und kon-
jugiert Komplexe, einer Matrix bzw. eines Vektors.
7Der Zusammenhang zwischen den Parametern η und δ und dem ha¨ufig verwendeten Parameterpaar
aus Achsverha¨ltnis und der Lage der Hauptachse zur Beschreibung der Polarisation ist z.B. in [7] zu finden.
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Bild 2.2: Lineare Gruppe aus N isotropen Kugelstrahlern in a¨quidistanter Anordnung
entlang der z-Achse.
auszudru¨cken. Ist daru¨ber hinaus gn(Ω) = g(Ω), d.h. die Elemente der Gruppe sind iden-
tisch, so kann die Matrix g in einen Skalar u¨bergehen. Aus der allgemeinen Formulierung
der ra¨umlichen Impulsantwort entsteht dann das klassische Multiplikative Gesetz der Grup-
pentheorie aus Element- und Gruppenfaktor [6]:
c(Ω) = wHh(Ω) = g(Ω)︸ ︷︷ ︸
Elementfaktor
· wHa(Ω)︸ ︷︷ ︸
Gruppenfaktor
. (2.21)
Aufgrund der elementaren Bedeutung der in Bild 2.2 gezeigten linearen Gruppe aus isotro-
pen Kugelstrahlern in a¨quidistanter Anordnung, werden hier fu¨r diese Gruppe die charak-
teristischen Gro¨ßen angegeben. Eine Zusammenstellung der Eigenschaften der im Rahmen
dieser Arbeit verwendeten Elementarstrahler ist in Anhang B gegeben. Danach ist die Ab-
strahlung des isotropen Kugelstrahlers unabha¨ngig vom Raumwinkel Ω, sodass sich die
Matrix g auf den Skalar gn = g = 1 reduziert. Der winkelabha¨ngige Phasenunterschied bei
der U¨berlagerung der Feldkomponenten im Fernfeld ist nach Gleichung 2.9 mit
rTn · uˆr = [0 0 (n− 1)d] ·

 cos Φ sinΘsinΦ sinΘ
cosΘ

 = (n− 1)d cosΘ (2.22)
durch die Faktoren
an = e
j(n−1)Ψ, Ψ = 2pi · d
λ
· cosΘ (2.23)
gegeben. Die ra¨umliche Impulsantwort der Gruppe lautet somit:

h → h = g · a = a = [1, ejΨ, e2jΨ, ..., e(N−1)jΨ]T. (2.24)
Eine Besonderheit dieser ra¨umlichen Impulsantwort ist, dass die Elemente des Vektors h
als Potenz der Basis ejΨ mit der Ordnungszahl n−1 im Exponenten darstellbar sind. Diese
Ordnung innerhalb eines Vektors wird als Vandermonde-Struktur bezeichnet.
Die bisher durchgefu¨hrten Betrachtungen beschra¨nken sich auf den Fall abgestrahlter Fel-
der, also den Sendefall. Aufgrund der Reziprozita¨t ist die vorgestellte Beschreibungsform
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ebenfalls auf den Empfangsfall anzuwenden. Die Antennengruppe wird dabei von M un-
terschiedlichen Wellenfronten erreicht, deren U¨berlagerung am n-ten Gruppenelement das
Elementsignal
xn(t) =
M∑
m=1
~hn(Ωm)~pmsm(t) (2.25)
erzeugt. Jeder Wellenfront ist dabei eine Polarisation durch den Vektor ~pm und eine
Zeitabha¨ngigkeit durch das modulierende Basisbandsignal sm(t) zugeordnet. Die Eigen-
schaften der Antenne fließen durch die ra¨umliche Impulsantwort ~hn(Ωm) = ~hn(Θm,Φm)
ein. Durch Nutzung der kompakteren Vektor-Matrix-Notation erfolgt die Zusammenstel-
lung der N Elementsignale xn(t) in dem Signalvektor
x′(t) =
M∑
m=1

h(Ωm)p
H
msm(t) = H · s(t). (2.26)
Durch die Festlegung der Richtung und Polarisation einer einfallenden Wellenfront ist dieser
ein Vektor mit der speziellen ra¨umlichen Impulsantwort
hm =

h(Ωm)p
H
m (2.27)
zuzuordnen. Diese M Vektoren bilden die Matrix H = [h1,h2, · · · ,hM ] in der Glei-
chung 2.26, welche mit den Basisbandsignalen im Vektor s(t) den rauschfreien Signalvektor
bestimmt. Daru¨ber hinaus sind den empfangenen Signalen Sto¨rungen durch zeitlich und
ra¨umlich unkorrelierte Signale u¨berlagert [5]. Zur Modellierung eines gemessenen Signal-
vektors ist daher dem idealen Signalvektor der Rauschvektor n(t) hinzuzufu¨gen,
x(t) = H · s(t) + n(t), (2.28)
welcher durch seine statistischen Eigenschaften definiert ist. Die Signale nn(t), deren Rausch-
leistung durch N0 gegeben ist, werden als mittelwertfrei und untereinander unkorreliert
angenommen:
E {nn(t)} = 0, E
{|nn(t)|2} = N0, E{n(t)nH(t)} = N0 · I. (2.29)
Um fu¨r den Sende- und Empfangsbetrieb eine verzerrungsfreie U¨bertragung zu gewa¨hrleis-
ten, ist die Linearita¨t im Signalpfad des Antennensystems zu bewahren. Das Ausgangssig-
nal des Antennensystems y(t) muss demnach aus der linearen Superposition der Element-
signale xn(t) folgen:
y(t) =
N∑
n=1
w∗n · xn(t) = wH · x(t). (2.30)
Den Signalen ist allgemein ein frequenzabha¨ngiger Ausbreitungsterm zuzuordnen. Fu¨r in
der HF-Lage schmalbandige Nachrichtensignale sind diese Phasena¨nderungen bei nicht zu
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großen Abmessungen der Antennenanordnung jedoch zu vernachla¨ssigen. Fu¨r breitbandi-
ge Nachrichtensignale genu¨gt die ra¨umliche Filterung durch einfache Linearkombination
der Einzelelementsignale mit konstanten Koeffizienten nicht. In diesem Fall ist z.B. eine
kombinierte ra¨umliche und zeitliche Filterung erforderlich [8].
Neben der direkten Gewichtung der Elementsignale ist in bestimmten Fa¨llen die Verwen-
dung einer vorgeschalteten Transformation in einen Bildbereich nu¨tzlich. Diese wird zur
Reduzierung der Komplexita¨t oder zur Abbildung der ra¨umlichen Impulsantwort auf eine
besser handhabbare Struktur, z.B. auf die vorgestellte Vandermonde-Struktur, verwen-
det. Der transformierte bzw. abgebildete Signalvektor ist dann durch
xT = T
Hx˜ (2.31)
gegeben. In einem Szenario, bei dem mit einem Signaleinfall nur aus einem eingeschra¨nkten
Winkelbereich zu rechnen ist, la¨sst sich bei einer vorgegebenen Anzahl von Gruppenele-
menten N die Anzahl der zu betrachtetenden Signalpfade nennenswert reduzieren, wenn
der zu beobachtende Winkelbereich durch einen Satz von P orthogonalen Richtdiagram-
men abgedeckt wird. Diesen orthogonalen Diagrammen sind die Gewichtungsvektoren wp
zugeordnet, welche in der Transformationsmatrix
T = [w1,w2, . . . ,wP ] (2.32)
zusammengefasst sind. Dabei ist die verwendbare Anzahl der Diagramme P u¨blicherweise
kleiner als die Anzahl der Gruppenelemente N [5]. Unter Verwendung der Gleichung 2.28
folgt fu¨r den transformierten Signalvektor allgemein der Ausdruck
xT (t) = T ·H · s(t) +T · n(t), (2.33)
= HT · s(t) + nT (t). (2.34)
Da die N ×M Matrix H aus den ra¨umlichen Impulsantworten hm = h(Ωm) besteht, ist
solch eine Transformation auch als Abbildung auf eine neue Gruppenstruktur mit der ra¨um-
lichen Impulsantwort hT (Ω) = T
Hh(Ω) zu interpretieren. Diese Impulsantworten sind dann
wieder in der P ×M Matrix HT zusammengefasst. Die Vorverarbeitung des Signalvektors
durch eine Transformation oder eine Interpolation innerhalb eines bestimmten Winkelbe-
reiches soll, wie eingangs angedeutet, vorteilhaft fu¨r die weitere Verarbeitung der Signale
wirken. Dabei ist jedoch zu beachten, dass dieses Vorgehen auch den Rauschvektor be-
einflusst und die statistischen Eigenschaften von nT (t) in der Regel nicht mehr denen in
Gleichung 2.29 entsprechen werden [9].
Fu¨r die weiteren Betrachtungen liegt nun eine einheitliche, kompakte Beschreibung des Ver-
haltens einer beliebig aufgebauten Antennengruppe vor. Diese ist fu¨r die Behandlung des
Sende- und Empfangsfalls einer Sensorgruppe anwendbar und beru¨cksichtigt ebenfalls den
in der Literatur ha¨ufig vernachla¨ssigten Polarisationscharakter der elektromagnetischen
Welle.
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2.2 Diagrammformung
Das generelle Ziel der Diagrammformung ist die Kontrolle der ra¨umlichen Verteilung elek-
tromagnetischer Energie oder die Einstellung der ra¨umlichen Empfindlichkeit auf einfallen-
de elektromagnetische Wellen mittels einer kontinuierlichen oder diskretisierten Antennen-
apertur. Realisierungsbeispiele fu¨r kontinuierliche Aperturen sind Linsen-, Horn- oder Re-
flektorantennen [6, 10]. Gruppenantennen, die im Fokus dieser Arbeit liegen, bilden durch
die ra¨umliche Anordnung von gleichen oder unterschiedlichen Antennenelementen diskre-
tisierte Aperturen. Die den Elementen zugeordneten Signalpfade werden mit den Koeffizi-
enten wn separat gewichtet und superponiert, sodass ein Richtdiagramm entsprechend der
Gleichung 2.15 entsteht. Eine speziellere Aufgabenformulierung fu¨r die Diagrammformung
ist daher die Bestimmung von Gewichtungskoeffizienten, mit dem Ziel der Optimierung
anwendungsspezifischer Gu¨tekriterien. Durch die Analogie dieser Problemformulierung zur
Filterung zeitdiskreter Signale ist die Diagrammformung auch als ra¨umliche Filterung auf-
zufassen.
2.2.1 Verfahren zur Diagrammformung
Ist mit einer vorgegebenen Antennengruppe ein durch Hauptkeulenbreite, Nebenkeulen-
niveau, usw. spezifiziertes Richtdiagramm einzustellen, so erfolgt dies in einem als Dia-
grammsynthese bezeichneten Entwurfsabschnitt. Grundsa¨tzlich sind die Gewichtungsfunk-
tion in einer planaren Antennenapertur oder Antennengruppe und das zugeho¨rige Fernfeld-
diagramm durch die Fourier-Transformation oder die diskrete Fourier-Transformation
(DFT) miteinander verknu¨pft. Dies wird beispielsweise fu¨r den Fall der in Bild 2.2 gezeig-
ten linearen Anordnung von Antennenelementen in a¨quidistanten Absta¨nden deutlich. Der
zugeho¨rige Gruppenfaktor wHa(Ω) aus Gleichung 2.21 mit der ra¨umlichen Impulsantwort
h = a der linearen Gruppe aus Gleichung 2.24 stellt nichts anderes als die DFT des Ge-
wichtungsvektors w dar. Somit sind zur Diagrammsynthese bekannte Analogien aus dieser
Transformation nutzbar.
Zur Berechnung von speziellen Gewichtungsfunktionen stellte Dolph ein analytisches Ver-
fahren unter Verwendung von Chebeyshev-Polynomen vor [11]. Es erzeugt bei vorgegebe-
ner Aperturbreite und fu¨r eine festgelegte Nebenkeulenunterdru¨ckung ein Richtdiagramm
mit minimaler Hauptkeulenbreite, also maximaler Direktivita¨t. A¨hnliche Ergebnisse werden
auch durch eine Gewichtung der Signalpfade entsprechend dem von Taylor eingefu¨hrten
Verfahren fu¨r lineare und kreisfo¨rmige Aperturen erzielt [12, 13]. Bei dem in [14] beschrie-
benen Vorgehen wird das angestrebte Richtdiagramm aus der U¨berlagerung orthogonaler
Sinc-Funktionen erzeugt und daraus die beno¨tigte Aperturbelegung abgeleitet. Bei diesen
Ansa¨tzen zur Diagrammsynthese werden jeweils Betrag und Phase der komplexen Gewich-
tungskoeffizienten wn bestimmt. In praktischen Ausfu¨hrungen von Leitungsnetzwerken ist
es jedoch unter Umsta¨nden schwierig, stark unterschiedliche Betra¨ge zur Anregung der
Gruppenelemente zu realisieren. Daher werden zur Diagrammformung auch Methoden an-
gewandt, bei denen die Realisierung eines gewu¨nschten Richtdiagramms nur durch Varia-
2.2 Diagrammformung 13
tion der Anregungsphase erreicht wird, z.B. in [15].
Fu¨r spezielle Radar-, Sensor- oder U¨bertragungssysteme ko¨nnen unter Umsta¨nden weiter-
gehende Anforderungen an die Richtcharakteristik der Antennengruppe gestellt werden.
So ist beispielsweise ein Diagramm mit sta¨rker unterdru¨ckten Nebenkeulen in jenen Win-
kelbereichen erforderlich, aus denen besonders starke Sto¨rer zu erwarten sind. In solchen
Fa¨llen wird ha¨ufig auf numerische Optimierungsverfahren zuru¨ckgegriffen, z.B. fu¨r lineare
Antennengruppen in [16].
Die Mehrzahl der Verfahren zur Diagrammsynthese basieren auf der Annahme einer speziel-
len Gruppenkonfiguration. Fu¨r beliebig geformte Gruppen ist die Synthese im Allgemeinen
nicht analytisch mo¨glich. Hier kommen dann projektive Verfahren zum Einsatz, welche die
Abbildung auf eine analytisch handhabbare Struktur [17, 18] oder auf analytisch behan-
delbare Wellenfelder [19] vornehmen. Weiterhin kommen bei der Diagrammsynthese fu¨r
solche Gruppen auch Optimierungsalgorithmen zum Einsatz, die an adaptive Verfahren
zur Diagrammformung und Sto¨rerunterdru¨ckung angelehnt sind [20, 21, 22].
Die Anwendung adaptiver Algorithmen zur Diagrammformung fu¨r Sensor- und Kommu-
nikationsanwendungen ist immer dann vorteilhaft oder notwendig, wenn z.B. wegen der
Zeitabha¨ngigkeit des Signaleinfalls in einem Mobilfunkszenario die a-priori-Spezifizierung
des geeigneten Richtdiagramms nicht mo¨glich ist. Aus der Disziplin der Signalverarbeitung
fu¨r Sensorgruppen ist bereits eine Vielzahl von Algorithmen hervorgegangen, die entspre-
chend der Signal- oder Kanaleigenschaften variieren [3]. Das u¨bergeordnete Ziel dieser Al-
gorithmen ist die Optimierung des Nutzsignals im Verha¨ltnis zu auftretenden Sto¨rsignalen
und dem Rauschen. Neben der Filterung der Signale im Zeit- oder Frequenzbereich gelingt
dies durch die Ausnutzung der ra¨umlichen Eigenschaften des Funkkanals, d.h. durch die
Optimierung des Richtdiagramms der Gruppenantenne und der Bestimmung der zugeho¨ri-
gen Gewichtungskoeffizienten zum bevorzugten Empfang eines bestimmten Signals.
Eine zentrale Rolle bei der Einstufung eines Signalszenarios oder einer Kanalsituation spielt
die ra¨umliche Kovarianzmatrix R, die bei der Berechnung der Leistung Py des Empfangs-
signals einer Gruppenantenne y(t) aus Gleichung 2.30 auftritt [23]:
Py = lim
T→∞
1
2T
∫ T
−T
|y(t)|2dt = E{|y(t)|2} = E{wHx(t)x(t)Hw} . (2.35)
Darin ist der Gewichtungsvektor w zeitinvariant und die Reihenfolge aus Vektormultipli-
kation und Erwartungswertbildung ist vertauschbar:
Py = w
HE
{
x(t)x(t)H
}
w. (2.36)
Die verbleibenden Erwartungswerte entsprechen der Korrelation aller Elementsignale xn
untereinander und bilden die ra¨umliche Kovarianzmatrix
R = E
{
x(t)x(t)H
} ≈ 1
K
K∑
k=1
x(k)x(k)H. (2.37)
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Fu¨r die ideale Erwartungswertbildung ist eine zeitlich unbegrenzte Betrachtung der Signale
xn(t) notwendig. Da fu¨r Berechnungen natu¨rlich nur eine endliche Anzahl von zeitdiskreten
Abtastwerten xn(k) zur Verfu¨gung steht, erfolgt die Approximation der Kovarianzmatrix
praktisch durch eine endliche Summation [4].
Wird weiterhin der Aufbau des Signalvektors x nach Gleichung 2.28 beru¨cksichtigt, so
la¨sst sich die Zerlegung der Kovarianzmatrix in einen Signalanteil und einen Rauschanteil
durchfu¨hren:
R = H · E{ssH} ·HH + E{nnH} = H ·P ·HH +N0I, (2.38)
= UΛUH. (2.39)
Dabei wird angenommen, dass neben den in Gleichung 2.29 angegebenen statistischen
Eigenschaften der Rauschsignale auch die Signale sm untereinander und zu den Rauschsi-
gnalen unkorreliert sind. Somit ist P eine M ×M Diagonalmatrix mit den Leistungen der
einfallenden Signale.
Die Eigenstrukturanalyse der ra¨umlichen Kovarianzmatrix R fu¨hrt auf die a¨quivalente
Darstellung in Gleichung 2.39 mit den Eigenwerten in der Diagonalmatrix Λ und den zu-
geho¨rigen Eigenvektoren in der Matrix U. Fallen nun auf die Gruppe aus N Elementen
M Wellenfronten ein, so wird die Eigenwertzerlegung M
”
große“ Eigenwerte und N −M
”
kleine“ Eigenwerte ergeben. Im rauschfreien Fall entfa¨llt der zweite Summand in Glei-
chung 2.38 und der Rang von R ist durch die Dimension von P, also durch die Anzahl der
Wellenfronten vorgegeben. Die Eigenwerte λ1 . . . λM werden in diesem Fall indirekt durch
die Leistungen der M einfallenden Signale bestimmt, wa¨hrend die Eigenwerte λM+1 . . . λN
Null sind. Bei auftretendem Rauschen werden die N−M kleineren Eigenwerte der Rausch-
leistung N0 entsprechen.
Die Auswertung der Eigenstruktur von R ermo¨glicht daher Aussagen u¨ber die Anzahl und
die ra¨umliche Verteilung einfallender Wellenfronten. In einer Mobilfunkumgebung sind die-
se beispielsweise unterschiedlichen Quellen und Ausbreitungspfaden zuzuordnen. Die durch
Mehrwegeausbreitung entstehenden Pfade mit unterschiedlichen Laufzeiten fu¨hren ohne
geeignete Entzerrung am Empfa¨nger zur U¨berlagerung der zeitlich versetzten Signale und
erzeugen die sogenannte Inter-Symbol-Interferenz (ISI). Die als Delay-Spread bezeichnete
Verteilung der Pfadlaufzeiten sowie die Anzahl und die ra¨umliche Verteilung der einfallen-
den Wellen bilden ein Parameterpaar zur Charakterisierung einer Kanalsituation. Deren
richtige Einscha¨tzung fu¨hrt wiederum zur Auswahl einer geeigneten Strategie fu¨r die Be-
stimmung eines entsprechenden Richtdiagramms und/oder einer entsprechenden Entzer-
rung der Signale der Sensorgruppe. Nach [24] ist dazu im Wesentlichen eine Unterscheidung
in die vier in Bild 2.3 zusammengestellten Typen mo¨glich.
Die Kanalsituation vom Typ 1 beschreibt eine Mehrwegeumgebung, in der nur das gewu¨n-
schte Signal vorhanden und das Delay-Spread klein ist. Die Einfallswinkel der Signale
sind dabei u¨ber einen großen Winkelbereich verteilt. Die Methode des Maximum-Ratio-
Combinings findet hier die optimalen Elementgewichte und maximiert das Signal-Rausch-
Verha¨ltnis [25]. Im Fall des Typ 2 gibt es neben dem gewu¨nschten Signal weitere Sto¨rer
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Bild 2.3: Einteilung mo¨glicher Kanalsituationen in vier Klassen nach der Anzahl der
Eigenwerte der Kovarianzmatrix R und dem auftretenden Delay-Spread [24].
(Co-Channel Interferer), das Delay-Spread ist jedoch klein. Die Einfallswinkel der Signale
sollen dabei wieder u¨ber einen großen Winkelbereich verteilt sein. In diesem Szenario ist die
ra¨umliche Signalverarbeitung mit einer adaptiven Antenne das geeignete Vorgehen. Dabei
werden die Signale einer ra¨umlich verteilten Antennengruppe unter Anwendung geeigneter
Algorithmen, z.B. zur Minimierung des quadratischen Fehlers zu einem bekannten Refe-
renzsignal, so kombiniert, dass mo¨glichst nur das gewu¨nschte Signal am Ausgang dieses
ra¨umlichen Filters zu entnehmen ist [5].
In einer Kanalsituation vom Typ 3 ist das Delay-Spread stark ausgepra¨gt und somit gibt
es eine starke ISI. Die Signale sollten mo¨glichst aus einem kleinen Winkelbereich einfallen.
Dann bildet der Kanalentzerrer im Zeit- oder Frequenzbereich (Equalizer) eine erfolgreiche
Mo¨glichkeit zur Signaloptimierung. Das Richtdiagramm folgt dann aus der Gewichtung
der Elementsignale proportional zu dem Eigenvektor von R, der dem sta¨rksten Eigenwert
zugeordnet ist. Im ungu¨nstigsten Szenario, dem Kanal vom Typ 4, zeigen das Nutzsignal
und die Sto¨rer eine breite Verteilung sowohl im Winkel- als auch im Zeitbereich. In diesem
Fall ist eine mehrdimensionale Signalverarbeitung im Zeit- und Raumbereich notwendig,
welche die aufwendigste Struktur zeigt.
Diese Zusammenstellung mo¨glicher Szenarien des Signaleinfalls kann natu¨rlich nur eine
unvollsta¨ndige Andeutung der anzutreffenden Vielfalt geeigneter Strategien zur adaptiven
Signalverarbeitung, sowohl im Zeitbereich als auch bei der Diagrammformung, sein. Es ist
jedoch klar ersichtlich, dass neben der eigentlichen Gruppenkonfiguration vielen weiteren
Faktoren eine gewichtige Rolle zugeordnet ist.
Ein Beispiel fu¨r die Anwendung von Diagrammformungsverfahren in der Sensorik ist die
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Fernerkundung durch Radarsysteme mit synthetischer Apertur (SAR, Synthetic Aperture
Radar) [26]. Hierbei wird eine kleine Antennenapertur bewegt und die Aufzeichnung der
Radardaten erfolgt entlang der passierten Strecke. Die anschließende Signalverarbeitung,
also die gewichtete U¨berlagerung der gesammelten Daten, erzeugt eine synthetische An-
tennenapertur, welche die Abmessung der realen Antenne um ein Vielfaches u¨bersteigt.
Die angestrebte hohe ra¨umliche Auflo¨sung folgt dann aus der Gro¨ße der synthetischen
Apertur und der verwendeten Gewichtungsfunktion. Fu¨r viele Anwendungen in der Sen-
sorik ist ku¨nftig jedoch davon auszugehen, dass Aspekte der Diagrammformung nur eine
untergeordnete Rolle spielen. Vielmehr wird der Fokus in diesen Gebieten in der Verwen-
dung kostengu¨nstiger Sensorgruppen und der Objektlokalisierung durch Multilateration,
z.B. in [27], oder in dem Einsatz von Sensorgruppen mit hochauflo¨senden Verfahren zur
Richtungsscha¨tzung (Abschnitt 2.3) liegen.
Je nach den Anforderungen aus der Zielanwendung an eine Antennengruppe sind mit den
dargestellten Vorgehensweisen die beno¨tigten Gewichtungsfunktionen bzw. -koeffizienten
zu bestimmen. Die Infrastruktur zur Realisierung dieser Gewichtungen ist auf unterschied-
liche Arten ausfu¨hrbar. Eine grundlegende Unterteilung ist dabei in analoge und digitale
Systeme zur Diagrammformung mo¨glich, welche in den folgenden Abschnitten umrissen
werden.
2.2.2 Analoge Diagrammformung
Das Gebiet der analogen Diagrammformung deckt sowohl Antennen mit kontinuierlicher
als auch mit diskretisierter Apertur ab. Antennen mit besonderen Anforderungen an das
Richtdiagramm, den Gewinn oder das Nebenkeulenniveau sind oft als Linsen-, Horn-, oder
Reflektorantennen ausgefu¨hrt, da dies ha¨ufig die effizienteste Lo¨sung in Bezug auf Wir-
kungsgrad und Kosten ist. Die Gewichtungsfunktion entlang der Aperturen wird dabei
durch eine geeignete mechanische Dimensionierung dieser Antennen eingestellt. Zur Dia-
grammsteuerung werden bei diesen Antennen unterschiedliche Ansa¨tze verwendet, z.B. die
mechanische Bewegung der gesamten Antenne oder der Einspeisung eines Linsen- oder
Reflektorsystems.
Die Erzeugung der gewu¨nschten Gewichtungskoeffizienten wn einer Gruppenantenne, also
einer diskretisierten Apertur, erfolgt bei analoger Diagrammformung u¨blicherweise durch
ein physikalisches Leitungsnetzwerk. Wie schematisch in Bild 2.4 a) gezeigt, verbindet
dieses die Gruppenelemente, nach der gewu¨nschten Phasen- und Amplitudengewichtung,
mit einem oder mehreren Speisepunkten. Dieses ist grundsa¨tzlich in der HF-Ebene als auch
in einer Zwischenfrequenz-(ZF)-Ebene realisierbar.
Eine elementare Form eines Verteilnetzwerkes, welches aus einer Kombination von Leis-
tungsteilern besteht, ist in Bild 2.4 b) fu¨r eine 77 GHz Automobil-Nahbereichsradarantenne
aus vier Untergruppen seriell gespeister Mikrostreifenleitungselemente gezeigt [136, 137].
Die gewu¨nschten Betra¨ge |wn| der Gewichtungskoeffizienten werden durch die Teilerverha¨lt-
nisse der Leistungsteiler kontrolliert. Dies ist an den unterschiedlichen Leiterbreiten in den
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Bild 2.4: a) Schematische Darstellung eines Verteilnetzwerkes zur analogen Diagramm-
formung im HF-Bereich und b) Realisierungsbeispiel einer 77 GHz-Antenne in Mikrostrei-
fenleitungstechnik.
Zweigen des Leistungsteilers zu erkennen. Weiterhin ist die Hauptstrahlrichtung der Anten-
ne um 15
 
von der Lotrechten verschoben. Die dazu erforderlichen Phasenwinkel ∠wn der
Gewichtungskoeffizienten sind durch geeignete La¨ngen der Leitungen vom Leistungsteiler
zu den vier Untergruppen eingestellt.
Zur elektronischen Steuerung des Richtdiagramms einer Antennengruppe sind dem Verteil-
netzwerk abstimmbare Komponenten, wie abstimmbare Versta¨rker oder Da¨mpfungsglieder
und Phasenschieber, hinzuzufu¨gen. Antennen werden als phasengesteuerte Antennengrup-
pen (engl. Phased Array) bezeichnet, wenn vorwiegend die Lage der Hauptstrahlrichtung
durch Einstellung bestimmter Phasen oder Laufzeiten in den Elementpfaden variiert wird.
Die zentrale Komponente in solchen Systemen sind Phasenschieber in der HF-Ebene, deren
Funktion beispielsweise durch die Steuerung magnetischer oder dielektrischer Eigenschaften
eines wellenfu¨hrenden Mediums, die Verstimmung von Resonatoren oder die Umschaltung
zwischen Pfaden mit unterschiedlicher Laufzeit erreicht wird [28, 29, 30]. Die tiefergehen-
de Behandlung von diesem, in der milita¨rischen Radartechnik begru¨ndeten, Verfahren zur
Diagrammsteuerung ist beispielsweise in [31, 32, 33] zu finden.
Gruppenantennen mit mehreren parallel nutzbaren und unterschiedlichen Richtdiagram-
men (engl. Multi-Beam Antenna) werden durch spezielle Netzwerke zur Leistungsvertei-
lung oder Kombination erzeugt. Diese Netzwerke stellen die analoge Realisierung der in
Gleichung 2.31 beschriebenen Transformation dar, die zur Reduzierung der Anzahl der
zu verarbeitenden Signalpfade fu¨hrt. Dazu za¨hlen sogenannte Buttler-Matrizen aus ver-
schalteten Kopplern [32] oder die in planarer Leitungstechnik vorteilhaft zu realisierenden
Rotman-Linsen [34, 35].
Eine Studie zur Realisierung einer solchen Linsenstruktur fu¨r den Frequenzbereich um
10 GHz mit drei gleichzeitig realisierten Hauptstrahlrichtungen ist in Bild 2.5 a) gezeigt.
Jedem der drei Tore des Antennensystems ist, wie in den gemessenen Diagrammen in
Bild 2.5 b) zu erkennen, eine eigene Hauptkeule zugeordnet. Je nachdem an welchem Ein-
gang die Linse angeregt wird, entstehen an den Elementausga¨ngen solche Phasenbelegun-
gen, dass verschiedene Hauptstrahlrichtungen ausgepra¨gt werden. Neben den drei Sende-
oder Empfangstoren und den sechs Toren fu¨r den Anschluss der Antennenelemente bzw.
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Bild 2.5: Studie einer Antennengruppe mit drei gleichzeitig realisierten Hauptstrahlrich-
tungen. a) Foto der 10 GHz Mikrostreifenleitungsantenne und b) gemessene Richtdiagram-
me.
Untergruppen werden weiterhin parasita¨re Tore beno¨tigt. Diese sind mo¨glichst reflexions-
arm abzuschließen, um die Ausbildung von Moden in der Linse senkrecht zur gewu¨nschten
Ausbreitungsrichtung zu unterdru¨cken.
Alternativ zur Strahlformung in der HF-Ebene bietet, abha¨ngig von der Anwendung, der
Wechsel in eine Zwischenfrequenz-(ZF)-Lage Vorteile. Generell ist die Realisierung der not-
wendigen Komponenten und Schaltungsteile mit fallender Frequenz weniger aufwendig. Die
Versta¨rkung des Signals vor der Diagrammformung ist ebenfalls einfacher mo¨glich, sodass
den Verlusten im eigentlichen Netzwerk zur Diagrammformung eine geringere Bedeutung
zukommt. Da diese Netzwerke in der ZF-Ebene jedoch in der Regel unidirektional sind,
wird eine Trennung von Sende- und Empfangspfad fu¨r jedes Gruppenelement notwendig.
Damit ist unmittelbar ein erheblicher Schaltungs- und Kostenaufwand verbunden.
2.2.3 Digitale Diagrammformung
Die digitale Diagrammformung ist die Verbindung von Antennen- und Digitaltechnik, bei
der eine gewu¨nschte Antennencharakteristik durch die Gewichtung der digitalisierten Da-
ten aller Signalpfade entsteht. Dieses Vorgehen ist besonders attraktiv, da Funktionen wie
Diagrammschwenkung, adaptives Ausblenden von Sto¨rern oder adaptive Diagrammfor-
mung besonders einfach zu realisieren sind. Es entsteht die Mo¨glichkeit, das Fernfelddia-
gramm wa¨hrend des Betriebes zu variieren und unterschiedlichen Betriebsarten und Umge-
bungseinflu¨ssen anzupassen [5]. Die notwendige Signalwandlung, d.h. die Analog-Digital-
(AD)-Wandlung bzw. die Digital-Analog-(DA)-Wandlung der Signale fu¨r den Empfangs-
bzw. den Sendefall, erfolgt dabei idealerweise direkt an der Antenne, um eine nur durch
Software definierte Struktur der Signalpfade zu ermo¨glichen. Praktisch ist die beno¨tig-
te Infrastruktur der Hardware zur Signalwandlung und -verarbeitung heute jedoch kaum
wirtschaftlich zur Verfu¨gung zu stellen. Die Signalwandlung erfolgt deshalb u¨blicherweise
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Bild 2.6: Blockschaltbild eines Signalpfades des realisierten Mehrkanal-Empfangssystems
nach dem Heterodyn-Verfahren mit zweistufiger Abwa¨rtsmischung.
in einer ZF-Ebene oder direkt im Basisband. Die verwendete Infrastruktur zur digitalen
Diagrammformung besteht dann z.B. aus vektormodulierbaren HF-Signalquellen im Sen-
dezweig und Homodyn- oder Heterodyn-Empfa¨ngern im Empfangszweig. Die echtzeitfa¨hige
Realisierung der anschließenden Signalverarbeitung erfolgt in Form von schnellen Signal-
prozessoren oder durch den Einsatz anwendungsspezifischer integrierter Schaltungen (engl.
Application Specific Integrated Circuit, ASIC). Somit ist es mo¨glich Verfahren zur digi-
talen Diagrammformung und Richtungsscha¨tzung auch in kommerziellen Anwendungen
einzusetzen, wie es das Beispiel eines Automobilradarsensors in [36] zeigt.
Fu¨r die im Rahmen der vorliegenden Arbeit durchgefu¨hrten Untersuchungen wurde als
grundlegende Infrastruktur ein Empfangssystem nach dem Heterodyn-Verfahren realisiert.
Es besteht aus 16 parallel zu betreibenden Kana¨len mit einer zweistufigen Abwa¨rtsmi-
schung, wie aus dem Blockschaltbild eines einzelnen Empfangszweiges in Bild 2.6 zu er-
kennen ist. Der HF-Frequenzbereich ist durch die erste Mischer-Ebene und den ersten Lo-
kaloszillator auf Frequenzen von 8 GHz bis 12.4 GHz festgelegt, wa¨hrend der ZF-Bereich
durch ein schmalbandiges Oberfla¨chenwellenfilter mit einer Mittenfrequenz von 71 MHz ge-
geben ist. Die AD-Wandlung der I- und Q-Signale, welche dem Real- und Imagina¨rteil des
komplexen Basisbandsignals entsprechen, erfolgt dann nach der IQ-Demodulation der ZF-
Signale. Eine detailliertere Beschreibung des gesamten Empfangsystems ist in Anhang A
zu finden.
Die gewa¨hlte Heterodyn-Struktur des Empfa¨ngers bietet gegenu¨ber der direkten Abwa¨rts-
mischung nach dem Homodyn-Verfahren die Mo¨glichkeit einer definierten Bandbegrenzung
durch ein festes Filter in der ZF-Ebene. Weiterhin ist die Realisierung der zur Demodulation
beno¨tigten Phasenregelschleife (PLL) und der zur Verbesserung der Dynamik verwendeten
variablen Versta¨rker im ZF-Band deutlich einfacher mo¨glich. Andererseits ist eine gro¨ßere
Anzahl von Komponenten pro Signalzweig zu verwenden, wodurch es unter Umsta¨nden
aufwendiger ist, den notwendigen Gleichlauf der Kana¨le zu gewa¨hrleisten. Dieses in der
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Praxis auftretende Problem wird u¨blicherweise durch die Kalibrierung wa¨hrend der Vor-
verarbeitung von gemessenen, digitalisierten Signalen minimiert.
Die digitale Diagrammformung unter Verwendung eines derartigen Mehrkanal-Empfangs-
systems ermo¨glicht ein hohes Maß an Flexibilita¨t, z.B. bei der Steuerung der Richtcha-
rakteristik oder der Sto¨rerunterdru¨ckung. Daru¨ber hinaus ero¨ffnet diese Infrastruktur, in
Verbindung mit einer geeigneten Signalverarbeitung, eine Vielzahl weiterer Mo¨glichkeiten,
welche der rein analogen Technik verschlossen bleiben. Die im folgenden Abschnitt umris-
senen Verfahren zur hochauflo¨senden Scha¨tzung der Richtung einfallender Signale sind ein
Beispiel dafu¨r.
2.3 Richtungsscha¨tzung
In vielen Anwendungen spielt die genaue Scha¨tzung der Einfallsrichtung von Wellenfeldern,
welche auf eine Antennengruppe eintreffen, eine zentrale Rolle. Die dazu entwickelten Tech-
niken haben ihren Ursprung in der milita¨rischen Sonar- und Radartechnik, finden jedoch
heute auch zunehmend Anwendung in zivilen und kommerziellen Sensorsystemen, beispiels-
weise im Automobilbereich [37]. In der Mobilkomunikation a¨ndern sich die Richtungen
der Mobilstationen in Bezug zur Basisstation ha¨ufig nur sehr langsam und die Scha¨tzung
der Richtung einer Mobilstation kann aus den Daten der Aufwa¨rtsverbindung erfolgen.
Mit dieser Zusatzinformation ist eine verbesserte Verbindungsqualita¨t fu¨r die Abwa¨rtsver-
bindung zu erreichen, welche u¨blicherweise in einem anderen Frequenzbereich stattfindet
[38]. Fu¨r die Versorgungsprognose bei der Planung von Funknetzen werden Wellenausbrei-
tungsmodelle verwendet. Diese basieren ha¨ufig auf Messungen von Kanaleigenschaften in
bestimmten Umgebungen mit charakteristischen Gro¨ßen wie Leistung, Verzo¨gerungszeit
und Einfallsrichtung der Welle am Empfangsort. Die fu¨r solche Messungen verwendeten
Systeme nutzen, nach der Aufzeichnung komplexwertiger und zeitvarianter Impulsantwor-
ten, ebenfalls die hier beschriebenen Verfahren zur Scha¨tzung der Einfallsrichtungen von
Wellenfeldern sowie von anderen Kanalparametern [39].
Die Verfahren zur Richtungsscha¨tzung werden in Spektralverfahren und parametrische
Verfahren unterteilt. Wa¨hrend die Spektralverfahren im Allgemeinen sehr recheneffizient
sind, zeigen die parametrischen Verfahren, abha¨ngig von den Eigenschaften der einfallen-
den Signale, unter Unsta¨nden eine bessere Genauigkeit. So fu¨hrt z.B. das Auftreten vieler
vollsta¨ndig korrelierter Signale die spektralbasierten Verfahren an ihre Grenzen, wa¨hrend
diese mit parametrischen Verfahren problemlos aufzulo¨sen sind. Dagegen steht der hohe
Rechenaufwand dieser Verfahren, die ha¨ufig mit einer mehrdimensionalen Suche verbun-
den sind. Weitere Einzelheiten zu parametrischen Verfahren in der Richtungsscha¨tzung
sind z.B. in [4] und den dort angegebenen Literaturstellen zu finden. Im Rahmen dieser
Arbeit kommen nur die Spektralverfahren zum Einsatz, da sie den Anspru¨chen in vie-
len Anwendungen genu¨gen und in zeitkritischen Applikationen zu bevorzugen sind. Diese
Gruppe von Scha¨tzverfahren wird weiterhin in Diagrammformungsverfahren und unter-
raumbasierte Verfahren unterteilt und bildet den Inhalt der folgenden Abschnitte.
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2.3.1 Diagrammformungsverfahren
Die spektralbasierten Diagrammformungsverfahren folgen dem anschaulichsten Ansatz zur
Bestimmung der Richtung einer einfallenden Welle mit einer mechanisch steuerbaren An-
tenne: Die gesuchte Richtungsinformation wird durch Bewegung, z.B. Rotation, der An-
tenne bis zum Erreichen einer maximalen Empfangsleistung gefunden. Dieses einfache
Funktionsprinzip ist auch auf eine feststehenden Antennengruppe mit vera¨nderbaren Ge-
wichtungskoeffizienten w u¨bertragbar. Bei der Richtungsscha¨tzung mit dem Bartlett-
Diagrammformer wird die Ausgangsleistung der vorgegebenen, aber beliebigen, Antennen-
gruppe nach Gleichung 2.35 mit dem Gewichtungsvektor
w =
h(Ω)
|h(Ω)| (2.40)
fu¨r alle zu beobachtenden Richtungen Ω berechnet [4]. Die Bestimmung dieses Gewich-
tungsvektors basiert auf der Annahme von weißem unkorreliertem Rauschen in den Sen-
sorsignalen und entspricht der Wiener-Lo¨sung eines angepassten ra¨umlichen Filters [40].
In Kombination mit der durch Gleichung 2.35 beschriebenen Ausgangsleistung der Anten-
nengruppe folgt das Spektrum des Bartlett-Diagrammformers somit zu
PBartlett(Ω) =
h(Ω)HRh(Ω)
|h(Ω)|2 . (2.41)
Fu¨r das Beispiel einer linearen Antennengruppe mit zehn Elementen und a¨quidistanten
Elementabsta¨nden d = λ/2 ist das resultierende Spektrum in Bild 2.7 fu¨r zwei Einfallsze-
narien gezeigt. Die Winkeldifferenz zwischen den einfallenden Signalen ist 20
 
in Bild 2.7 a)
und 10
 
in Bild 2.7 b). Die Grenzen dieses Vorgehens werden vor allem im zweiten Fall
deutlich. Wa¨hrend das Spektrum des Bartlett-Diagrammformers bei einer Winkeldiffe-
renz von 20
 
noch zwei deutlich zu unterscheidende Maxima zeigt, ist eine Trennung der
einfallenden Wellen bei nur 10
 
Unterschied nicht mehr mo¨glich.
Das resultierende Bartlett-Spektrum entspricht bei Verwendung einer linearen Grup-
pe mit a¨quidistant angeordneten Elementen der diskreten Fourier-Transformation der
Sensordaten. Aus den Eigenschaften dieser Transformation folgt unmittelbar, dass die
Richtungsauflo¨sung des Bartlett-Diagrammformers steigt, wenn die Anzahl der Grup-
penelemente bei gleichzeitig festem Elementabstand vergro¨ßert wird. Wie bereits aus dem
Bild 2.7 zu erkennen ist, unterliegen die im folgenden Abschnitt beschriebenen hochauf-
lo¨senden Unterraumverfahren, zu denen auch der MUSIC-Algorithmus geho¨rt, dieser Ein-
schra¨nkung nicht.
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Bild 2.7: Bartlett- und MUSIC-Spektrum einer linearen Antennengruppe mit zehn
Elementen und a¨quidistanten Elementabsta¨nden d = λ/2. Die Winkeldifferenz der zwei
einfallenden Wellenfronten ist a) 20
 
und b) 10
 
.
2.3.2 Unterraumverfahren
Zur Richtungsscha¨tzung bedienen sich die unterraumbasierten Verfahren der Eigenwertzer-
legung der KovarianzmatrixR nach Gleichung 2.39. Wie bereits in Abschnitt 2.2.1 beschrie-
ben, wird die Eigenwertzerlegung bei dem Einfall von M unkorrelierten Wellenfronten aus
verschiedenen Richtungen auf eine Gruppe aus N Elementen zu M
”
großen“ Eigenwerten
und N −M
”
kleinen“ Eigenwerten fu¨hren. Die Eigenwerte λ1 . . . λM werden weiterhin in-
direkt durch die Leistungen der M einfallenden Signale bestimmt, wa¨hrend die Eigenwerte
λM+1 . . . λN im rauschfreien Fall Null oder ansonsten der Rauschleistung N0 entsprechen.
Diese Unterscheidung nach der Gro¨ße der Eigenwerte ermo¨glicht daru¨ber hinaus die Un-
terteilung in Unterra¨ume. Die zu den M
”
großen“ Eigenwerten geho¨renden Eigenvektoren
werden in der Matrix US zusammengefasst und spannen den Signalunterraum auf. Die
u¨brigen Eigenvektoren bilden die Matrix UR und den sogenannten Rauschunterraum. Aus
der Gleichung 2.39 wird damit
R = USΛSU
H
S + σ
2URU
H
R. (2.42)
Diese Unterscheidungsmo¨glichkeit der Unterra¨ume bildet die Grundlage fu¨r viele hochauf-
lo¨sende Verfahren zur Parameterscha¨tzung. Um mit realen Messdaten die richtige Zuord-
nung der Eigenvektoren zu den Unterra¨umen vorzunehmen, ist jedoch eine gute Scha¨tzung
der Modellordnung, d.h. der tatsa¨chlich vorhandenen einfallenden Signale wichtig. Da fu¨r
die hier durchgefu¨hrten Untersuchung ha¨ufig von idealisierten Randbedingungen auszuge-
hen ist, wird fu¨r die weitergehende Darstellung dieser Verfahren z.B. auf [39] verwiesen.
Durch Mehrwegeausbreitung kann es dazu kommen, dass stark korrelierte Signale aus
unterschiedlichen Richtungen auf eine Antennengruppe treffen. Fu¨r die Kovarianzmatrix
bedeutet dies, dass diesen Wellenfronten unter Umsta¨nden nur ein einziger
”
großer“ Ei-
genwert zugeordnet wird. Der entsprechende Eigenvektor entspricht dann keiner gu¨ltigen
ra¨umlichen Impulsantwort der Gruppe und die Scha¨tzung der Einfallsrichtungen schla¨gt
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fehl. In diesem Zusammenhang werden zum Abschluss dieses Abschnittes Verfahren zur
Rangerho¨hung der Kovarianzmatrix durch eine geeignete Vorverarbeitung der Sensorsigna-
le vorgestellt.
Im Gegensatz zu den Diagrammformungsverfahren ha¨ngt die Winkelauflo¨sung der Unter-
raumverfahren nicht nur von der Gro¨ße und der Konfiguration der Antennengruppe ab. Vor
allem das auftretende Rauschen und die damit verbundene Trennbarkeit der Unterra¨ume
legen die Unsicherheit der Scha¨tzung fest. Der Einfluss des Rauschens ist jedoch theore-
tisch durch die Vergro¨ßerung der Anzahl der verwendeten Abtastwerte zur Bestimmung
der Kovarianzmatrix R nach Gleichung 2.37 zu minimieren. Daher spielt die Anzahl der
Abtastwerte eine entscheidende Rolle bei der Bestimmung der Winkelauflo¨sung, die mit
den Unterraumverfahren erreichbar ist [41]. Der Einfluss der Antennenkonfiguration auf
die Winkelauflo¨sung wird in Abschnitt 3.2 weiter erla¨utert.
MUSIC-Algorithmus
Der von R. O. Schmidt entwickelte MUSIC-Algorithmus (Multiple Signal Classification)
[42] nutzt die im idealen Fall auftretende Orthogonalita¨t zwischen den Eigenvektoren des
Rauschunterraumes UR und der ra¨umlichen Gruppenantwort hm = h(Ωm), welche den
gesuchten Einfallsrichtungen Ωm zugeordnet ist:
UHRhm = 0 fu¨r m = 1 . . .M. (2.43)
Das zur Parameterscha¨tzung verwendete MUSIC-Spektrum
PMUSIC(Ω) =
|h|2
hHURUHRh
(2.44)
ist kein Spektrum im klassischen Sinne, sondern beschreibt den Abstand zwischen zwei Un-
terra¨umen. Wie schon aus der Gleichung 2.43 zu erkennen ist, wird dieses Pseudospektrum
stark ausgepra¨gte Maxima im Falle des gesuchten Einfallswinkels zeigen.
Die Leistungsfa¨higkeit dieses Verfahrens wird bei dem Vergleich mit dem entsprechenden
Bartlett-Spektrum in Bild 2.7 deutlich. Auch fu¨r den Fall geringer Winkeldifferenzen
ist die Trennung der beiden einfallenden Wellen in dem angegebenen Beispiel sehr gut
mo¨glich.
Der MUSIC-Algorithmus stellt keine besonderen Anforderungen an die Form der ra¨umli-
chen Impulsantwort der Gruppe. In speziellen Fa¨llen, z.B. einer linearen Antennengruppe,
kann auf die Berechnung des vollsta¨ndigen Spektrums verzichtet werden. Die Richtungs-
bestimmung ist dann mit dem als Root-MUSIC bekannten Verfahren auf eine recheneffizi-
entere Suche der Nullstellen eines Polynoms zuru¨ckfu¨hrbar [43].
Da U eine unita¨re Matrix ist, besteht zwischen den Eigenvektoren des Signal- und des
Rauschraumes der Zusammenhang:
UUH = USU
H
S +URU
H
R = I. (2.45)
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Das MUSIC-Spektrum ist daher auch in Abha¨ngigkeit von dem Signalraum anzugeben:
PMUSIC(Ω) =
|h|2
hH (I−USUHS )h
. (2.46)
Fa¨llt nur ein Signal auf die Gruppe ein, so besteht der Signalraum idealerweise nur aus
dem einen Eigenvektor
uˆ =
hm
|hm| , (2.47)
welcher parallel zur ra¨umlichen Impulsantwort der Gruppe liegt. Fu¨r das MUSIC-Spektrum
folgt dann
PMUSIC(Ω) =
|h|2
hH
(
I− hmhHm
|hm|2
)
h
. (2.48)
Auf diese kompakte Formulierung wird an verschiedenen Stellen dieser Arbeit zur Evalu-
ierung von Kalibrations-, Transformations- oder Interpolationsverfahren zuru¨ckgegriffen.
ESPRIT-Algorithmus
Ein weiteres popula¨res Unterraumverfahren zur Richtungsscha¨tzung ist der von Roy und
Kailath beschriebene ESPRIT-Algorithmus (Estimation of Signal Parameters via Ro-
tational Invariance Techniques) [44]. Dabei wird die am Beispiel der ra¨umlichen Impuls-
antwort einer linearen Gruppe aus Gleichung 2.24 erla¨uterte Vandermonde-Struktur vor-
ausgesetzt. Aus dieser Eigenschaft folgt unmittelbar, dass beispielsweise aus der ra¨umlichen
Impulsantwort h dieser linearen Gruppe mit N Elementen die zwei Vektoren
h1 = [1, e
jkd cosΘ0 , ejk2d cosΘ0 , · · · , ejk(N−2)d cos Θ0]T (2.49)
h2 = [e
jkd cosΘ0, ejk2d cosΘ0 , · · · , ejk(N−1)d cosΘ0 ]T (2.50)
der La¨nge N − 1 entnehmbar sind, zwischen denen der Zusammenhang
h1e
jkd cosΘ0 = h2 (2.51)
besteht. Die gesuchte Einfallsrichtung Θ0 ist somit einfach als Faktor zwischen dem ersten
und dem zweiten Teil der ra¨umlichen Impulsantwort dieser linearen Gruppe zu finden.
Fallen nun M unkorrelierte Wellenfronten auf die Antennengruppe ein, dann entspricht
deren ra¨umliche Impulsantwort allgemein einer Linearkombination der M Eigenvektoren
des Signalraumes
hm =
M∑
µ=1
tµuˆµ = USt (2.52)
Die Zusammenstellung der ra¨umlichen Impulsantworten der einfallenden Wellen in der
Matrix HS fu¨hrt dann auf den Zusammenhang
HS = [h1 . . .hM ] = UST. (2.53)
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Mit der Definition der Auswahlmatrizen
S1 = [IN−1|0N−1×1], S2 = [0N−1×1|IN−1] (2.54)
erfolgt die Zerlegung der Matrizen HS und US in:
H1 = S1HS = S1UST = U1T, (2.55)
H2 = S2HS = S2UST = U2T. (2.56)
Analog zur Gleichung 2.51 ermo¨glicht die Matrix
Φ = diag
{
[ejkd cosΘ1 , ejkd cosΘ2, · · · , ejkd cosΘM ]} (2.57)
die Verknu¨pfungen
H1Φ = H2 = U1TΦ = U2T. (2.58)
Da die Matrizen HS und T unbekannt sind, muss die Scha¨tzung der gesuchten Matrix Φ
mit den Informationen u¨ber die Einfallsrichtungen Θm aus den in US zusammengefassten
Eigenvektoren des Signalunterraumes erfolgen. Dazu wird die sogenannte Pra¨diktormatrix
Ψ = TΦT−1 = U†1U2. (2.59)
berechnet8. Diese Gleichung zeigt an, dass die Eigenwertzerlegung der Pra¨diktormatrix
Ψ die Eigenwerte in der Diagonalmatrix Φ und die Eigenvektoren in der Matrix T liefern
wird. Weiterhin ist Ψ direkt aus den bekannten Signaleigenvektoren zu bestimmen. Die zur
Berechnung der gesuchten Einfallswinkel beno¨tigten Eintra¨ge der Matrix Φ folgen daher
aus den Eigenwerten der Pra¨diktormatrix:
diag{Φ} = eig{Ψ}. (2.60)
Der ESPRIT-Algorithmus bietet somit die Mo¨glichkeit eines geschlossen lo¨sbaren Vorge-
hens fu¨r die hochauflo¨sende Richtungs- bzw. Parameterscha¨tzung. Eine aufwendige Para-
metersuche, wie sie beispielsweise bei MUSIC notwendig ist, kann daher entfallen. Es bleibt
jedoch zu beachten, dass dieses Vorgehen immer spezielle Anforderungen an die ra¨umli-
che Impulsantwort einer Antenne, also an die Anordnung der Gruppenelemente, stellt und
somit nicht immer einsetzbar ist.
Korrelierte Signale
Aus der Beschreibung der Unterraumverfahren folgt unmittelbar, dass die den Wellen-
fronten zugeordneten Signale sm(t) unkorreliert sein mu¨ssen. Ist dies nicht der Fall, dann
wird der Rang der Kovarianzmatrix R kleiner als die Anzahl der einfallenden Wellen sein
8Das Superskript † bezeichnet die Pseudoinverse einer Matrix [45].
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Bild 2.8: Ra¨umliche Gla¨ttung durch Untergruppenbildung im Fall einer linearen Gruppe
aus isotropen Strahlern.
und die Scha¨tzung schla¨gt fehl. Um in dieser Situation trotzdem eine Scha¨tzung der Ein-
fallsrichtungen durchfu¨hren zu ko¨nnen, werden die hier zusammengefassten Methoden der
ra¨umlichen Gla¨ttung und der Vorwa¨rts-Ru¨ckwa¨rts-Mittelung eingesetzt.
Der Ausgangspunkt fu¨r deren Beschreibung ist die Annahme, dass M Wellenfronten die
Antennengruppe aus verschiedenen Richtungen erreichen und mit vollsta¨ndig korrelierten
Signalen moduliert sind. Der Signalvektor ist daher
s = αs(t), α = [α1 . . . αM ]
T, (2.61)
wobei α aus M frei wa¨hlbaren komplexen Konstanten zusammengesetzt ist. Bei der Be-
trachtung des idealisierten rauschfreien Falles folgt nach Gleichung 2.38 die Kovarianzma-
trix
R = HS E
{
ssH
}
HHS = PS ·HS ααH HHS = PS · bbH. (2.62)
Da die Wellenfronten aus M unterschiedlichen Richtungen einfallen und eine eindeutige
ra¨umliche Impulsantwort der Gruppe angenommen wird, hat die Matrix HS mit den M
ra¨umlichen Impulsantworten den vollen Spaltenrang [46]. Der Rang der Kovarianzmatrix
R wird also, bedingt durch den Rang der Matrix ααH, eins sein und die M einfallenden
Wellen ko¨nnen nicht separiert werden. Somit ist auch nur ein Eigenwert von R ungleich
Null und der Signalraum wird durch nur einen Eigenvektor gebildet. Der resultierende
Vektor b folgt aus der U¨berlagerung der M ra¨umlichen Impulsantworten in HS und stellt
somit selbst keine gu¨ltige Impulsantwort dar.
Bei der ra¨umlichen Gla¨ttung wird die Antennengruppe aus N Elementen zur Rekonstruk-
tion des Rangs der Kovarianzmatrix in L Untergruppen aufgeteilt, welche jeweils aus NU
Elementen bestehen und durch Verschiebung ineinander u¨berfu¨hrt werden ko¨nnen [47].
Wie am Beispiel der linearen Gruppe in Bild 2.8 gezeigt ist, setzt dies eine bestimm-
te Struktur der Antennengruppe und der ra¨umlichen Impulsantwort voraus. Durch die
Vandermonde-Struktur ist die ra¨umliche Impulsantwort der l-ten Gruppe als Vielfaches
der ra¨umlichen Impulsantwort der ersten Gruppe darstellbar
hl = e
j2pi d
λ
(l−1) cos(Θ) · h1, (2.63)
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oder u¨bertragen auf den Fall von M einfallenden Signalen:
Hl = H1 ·Φl−1 = Fl ·HS (2.64)
Φ = diag
{
[ejkd cosΘ1, ejkd cos Θ2, · · · , ejkd cos ΘM ]} . (2.65)
Die Definition der darin verwendeten Auswahlmatrix ist
Fl = [0NU×l−1|INU |0NU×N−l−NU+1] . (2.66)
Der Mittelwert der enstehenden L Kovarianzmatrizen aus den Untergruppen ist dann
R¯ = PS · 1
L
L∑
l=1
Hl αα
H HHl = PS ·H1
1
L
L∑
l=1
Φl−1 ααH
(
Φl−1
)H
HH1 (2.67)
= PS ·H1 C1 HH1 . (2.68)
Nach [47] hat C1 den Rang M , solange L ≥ M ist. Unter dieser Bedingung ist dann
auch der Rang der Matrix R¯ gleich der Anzahl der einfallenden Wellen M und die Rich-
tungsscha¨tzung mit Hilfe der Unterraumverfahren ist mo¨glich. Fu¨r die Anwendung dieses
Vorverarbeitungsschrittes erfolgt die Berechnung der ra¨umlich gegla¨tteten Kovarianzma-
trix direkt aus der Kovarianzmatrix der gesamten Antennengruppe:
R¯ =
1
L
L∑
l=1
FlRF
T
l . (2.69)
Da nun die Dimension der Matrix R¯ nur nochNU×NU ist, ko¨nnen nur maximal NU ≥M+1
Wellen getrennt werden. Somit liegen Bedingungen fu¨r die Werte von NU und L vor, nach
denen zur Auflo¨sung vonM vollsta¨ndig korrelierten Wellenfronten N = NU+L−1 ≥ 2 ·M
Gruppenelemente in der Originalanordnung notwendig sind. Durch die ra¨umliche Gla¨ttung
verkleinert sich also effektiv die zur Scha¨tzung verwendeten Anzahl der Gruppenelemente
gegenu¨ber dem Fall unkorrelierter Signale, bei dem nur N =M +1 Elemente zu Trennung
der M Wellenfronten notwendig sind.
Die zweite Maßnahme zur Rangerho¨hung bei dem Auftreten koha¨renter Signale ist als
Vorwa¨rts-Ru¨ckwa¨rts-Mittelung bekannt [48]. Allgemein ist dieses Verfahren anwendbar
bei Gruppen, die symmetrisch bezu¨glich ihres Zentrums sind, d.h. die vor und nach einer
180
 
-Drehung um den Schwerpunkt der Gruppe gleich sind [46]. Dies ist in Bild 2.9 fu¨r
die Beispiele einer linearen Gruppe und einer Kreisgruppe von Antennen gezeigt. Fu¨r die
ra¨umliche Impulsantwort der Gruppe gilt in diesem Fall die Bedingung
hr = e
jΨΠh∗v = hv, (2.70)
wobei Π die Permutationsmatrix mit Einsen auf der Antidiagonalen ist. Die Bezeichnung
dieses Verfahrens bezieht sich darauf, dass die Vertauschung der Elementreihenfolge der
ra¨umlichen Impulsantwort als Betrachtung der Gruppe in Ru¨ckwa¨rtsrichtung zu interpre-
tieren ist. Die Kovarianzmatrix in Vorwa¨rtsrichtungRv entspricht der durch Gleichung 2.62
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Bild 2.9: Vorwa¨rts-Ru¨ckwa¨rts-Mittelung fu¨r a) eine lineare Gruppe und b) eine Kreis-
gruppe von Antennen.
gegebene Matrix R. Die Kovarianzmatrix in Ru¨ckwa¨rtsrichtung wird aus dem in der Rei-
henfolge vertauschten, konjugiert komplexen Signalvektor bestimmt:
Rr = ΠE
{
s∗sT
}
Π = Π (Rv)∗Π = PS ·ΠH∗Sα∗αTHTSΠ (2.71)
Nach Gleichung 2.70 gilt im Falle einer punktsymmetrischen Gruppe
Π H∗S = HS Φ
H (2.72)
und die Kovarianzmatrix in Ru¨ckwa¨rtsrichtung wird zu
Rr = PS ·HSΦHα∗αTΦHHS . (2.73)
Die Mittelung der beiden Matrizen in Vor- und Ru¨ckwa¨rtsrichtung liefert dann den Aus-
druck
R¯ =
Rv +Rr
2
= PS · 1
2
HS
(
ααH +ΦHα∗αTΦ
)
HHS = PS ·
1
2
HSC2C
H
2H
H
S (2.74)
mit der Matrixdefinition
C2 =
[
α|ΦHα∗] . (2.75)
Wird nun wieder davon ausgegangen, dass HS den vollen Rang besitzt, dann legt C2
den Rang der gemittelten Kovarianzmatrix fest. Nach [49] hat C2 aufgrund des zufa¨lligen
Charakters der Koeffizienten αm mit der Wahrscheinlichkeit 1 den Rang min(M, 2). Bei
M = 2 einfallenden koha¨renten Wellen wird also R¯ ebenfalls den Rang 2 haben. Mit dieser
Technik sind bei geeigneter Struktur der Gruppe zwei koha¨rente Wellen zu unterscheiden.
Die Kombination der Vorwa¨rts-Ru¨ckwa¨rts-Mittelung mit der ra¨umlichen Gla¨ttung redu-
ziert die Anzahl der beno¨tigten Elemente einer Gruppe, mit der eine vorgegebene Anzahl
koha¨renter Wellen auflo¨sbar ist. Mit Bezug auf das zuvor diskutierte Beispiel der aufge-
teilten linearen Gruppe ko¨nnen dann mit jeder der L Untergruppen zwei koha¨rente Wellen
aufgelo¨st werden. Fu¨r die Trennung von M koha¨renten Wellen sind demnach nur noch
N ≥ 3
2
M Elemente, gegenu¨ber den zuvor geforderten 2M Elementen, notwendig.
Kapitel 3
Kenngro¨ßen von
Gruppenkonfigurationen
Grundsa¨tzlich ist eine Vielzahl von Parametern zur Spezifikation einer elektronisch oder
digital steuerbaren Antennengruppe notwendig. Dabei spielen die Qualita¨t der verwen-
deten Sende- und Empfangsmodule, die Geschwindigkeit der digitalen Signalverarbeitung
oder auch die Systemkosten eine zentrale Rolle. Klassische Parameter zur Spezifikation
der an dieser Stelle im Vordergrund stehenden Antennengruppe, sind beispielsweise der zu
erreichende Gewinn, das zula¨ssige maximale Nebenkeulenniveau und die zu erreichende Im-
pedanzanpassung der Gruppenelemente. Diese Parameter ha¨ngen zwar von den Gruppen-
elementen und deren Konfiguration ab, sie werden aber auch wesentlich durch die wa¨hlbare
Gewichtung der Elementsignale beeinflusst. Bei der Betrachtung von Gruppenkonfigura-
tionen fu¨r Antennensysteme mit der Mo¨glichkeit einer digitalen Diagrammformung, durch
eine flexible Gestaltung der Elementgewichtung, kann die Form des Richtdiagramms al-
so nur eine untergeordnete Rolle spielen. Weiterhin zeigt sich, dass die Mo¨glichkeit der
digitalen Verarbeitung der Antennensignale, z.B. bei der Richtungsscha¨tzung, neue Wege
ero¨ffnet hat, die bei der Spezifikation von Antennengruppen bisher kaum beachtet worden
sind. In diesem Zusammenhang werden hier darum mit dem Sichtfeld und der Richtungs-
empfindlichkeit zwei wesentliche Kenngro¨ßen zur quantitativen Erfassung der Eignung von
Gruppenkonfigurationen zur Diagrammformung bzw. zur Richtungsscha¨tzung eingefu¨hrt.
3.1 Sichtfeld einer Antennengruppe
Der Begriff des Sichtfeldes einer Antennengruppe hat seinen Ursprung in der Radartech-
nik und dient dort der qualitativen Beschreibung der Eigenschaften von phasengesteuerten
Antennen. Allgemein wird damit ein Winkelsegment bezeichnet, innerhalb dessen der Ab-
fall des Antennengewinns oder die Degradation der Nebenkeulen durch Schwenken der
Hauptstrahlrichtung bestimmte Grenzen nicht u¨berschreitet. Da die Spezifikation eines
Richtdiagramms fu¨r den Fall frei wa¨hlbarer Gewichtungskoeffizienten jedoch nicht sinn-
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voll erscheint, werden alternative Kenngro¨ßen zur Beschreibung der Eigenschaften einer
Antennengruppe beno¨tigt. Der fu¨r die quantitative Spezifikation des Sichtfeldes geeigne-
te Parameter, der essentiell von der Konfiguration der Elemente abha¨ngt, ist die vom
Schwenkwinkel Ω0 abha¨ngige optimale Direktivita¨t, sowie die in der Regel wenig betrach-
tete zugeho¨rige Polarisation der Antennengruppe.
3.1.1 Definition
Die allgemeine Definition der Direktivita¨t im IEEE Standard Definitions of Terms for
Antennas [50] erfolgt durch die Strahlungsintensita¨t im Fernfeld
U(Ω) = r2
| ~E(Ω)|2
η0
= U0
| ~E(Ω)|2
|E0|2 . (3.1)
Das elektrische Feld ~E im Fernfeld einer Antenne verha¨lt sich antiproportional zum Ab-
stand r zwischen Beobachtungspunkt und Antenne, sodass die Strahlungsintensita¨t un-
abha¨ngig von r ist. Mit der Beschreibung von ~E(Ω) im Fernfeld aus Gleichung 2.15 wird
die Strahlungsintensita¨t zu
U(Ω) = U0 · c(Ω)cH(Ω) = U0 · |c(Ω)|2 = U0 · |wHh(Ω)|2. (3.2)
Das Verha¨ltnis der Strahlungsintensita¨t in einer bestimmten Raumrichtung zu der u¨ber alle
Raumrichtungen gemittelten Strahlungsintensita¨t wird dann als Direktivita¨t bezeichnet:
D(Ω0) = D0 =
U(Ω0)
1
4pi
∮
4pi
U(Ω)dΩ
=
|wHh(Ω0)|2
1
4pi
∮
4pi
|wHh(Ω)|2dΩ
. (3.3)
Dabei wird fu¨r das Richtdiagramm in der betrachteten Raumrichtung Ω0 durch die geeig-
nete Wahl des Gewichtungsvektors w der Wert
|c(Ω0)| = |c0| = |wHh(Ω0)| = |wHh0| = 1 (3.4)
festgelegt. Diese Bedingung schließt jedoch nicht notwendigerweise aus, dass |c(Ω)| ≥ 1
fu¨r andere Winkel Ω ist. Da der Gewichtungsvektor w vom Raumwinkel Ω unabha¨ngig ist,
wird er bei der Integration nicht beru¨cksichtigt und fu¨r die Direktivita¨t folgt der Ausdruck
D0 =
(
wHMw
)−1
mit M =
1
4pi
∮
4pi

h

h
H
dΩ. (3.5)
Das Oberfla¨chenintegral u¨ber das unbestimmte Vektorprodukt von

h und

h
H
und die
damit definierte Matrix M entsprechen der ra¨umlichen Korrelation der Diagramme aller
Elemente innerhalb der Gruppe. Diese Matrix ist fu¨r die Beschreibung der im Folgenden
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abgeleiteten Direktivita¨ten von zentraler Bedeutung. Unter Beru¨cksichtigung der Definition
fu¨r die Elementdiagramme in Gleichung 2.4 sind die Diagonalelemente von M durch
Mnn =
1
4pi
∮
4pi
|~hn|2dΩ = 1
4pi
∮
4pi
|gn|2dΩ (3.6)
= Gn · 1
4pi
∮
4pi
|~cn|2dΩ = Gn
Dn
= ηn (3.7)
gegeben. Dabei ist beru¨cksichtigt, dass das geschlossene Oberfla¨chenintegral u¨ber |~cn|2 anti-
proportional zur Elementdirektivita¨t Dn ist. Die Diagonalelemente vonM entsprechen also
im Allgemeinen dem Elementwirkungsgrad ηn, der im Fall idealer, verlustfreier Betrach-
tungen Eins ist. Da die auftretenden Integrale zur Berechnung der Matrixelemente niemals
kleiner oder gleich Null werden, ist M positiv definit und die Berechnung der Inversen ist
immer mo¨glich [51]. Weiterhin sind M und M−1 hermitesch, d.h. fu¨r die Matrixelemente
gilt Mnm =M
∗
mn und die Matrix erfu¨llt M =M
H.
Mit der Gewichtung w und der durch Gleichung 3.5 gegebenen Direktivita¨t D0 ist nach
Gleichung 2.17 allgemein die Polarisation
p0 = c0 = w
Hh0 (3.8)
verknu¨pft. Bei der Bestimmung der Direktivita¨t ist nun zu beachten, dass die Polarisation
der Antennengruppe nicht notwendigerweise mit der im Weiteren als kopolar bezeichneten
Polarisation einer abgestrahlten oder empfangenen Welle pK u¨bereinstimmt. Die Beru¨ck-
sichtigung eines mo¨glichen Unterschiedes dieser Polarisationen erfolgt in der Definition der
partiellen Direktivita¨t [50]:
Dp = ηp ·D0 . (3.9)
Die Polarisationseffizienz ηp zur Verknu¨pfung beider Direktivita¨ten ist durch das Betrags-
quadrat des Skalarproduktes von der Antennenpolarisation und dem Polarisationsvektor
des kopolaren Strahlungsanteils bestimmt:
ηp = |p0pHK |2 = |wH

h0p
H
K |2. (3.10)
In der Regel wird stillschweigend davon ausgegangen, dass das Antennensystem optimal
ausgerichtet ist und kreuzpolare Anteile bei der Direktivita¨tsbestimmung nur eine ver-
nachla¨ssigbare Rolle spielen. Die Polarisation der Antenne entspricht dann vollsta¨ndig dem
kopolaren Anteil der empfangenen oder abgestrahlten Welle und fu¨r die Polarisationseffi-
zienz gilt ηp = 1. Sind dagegen große Winkelbereiche z.B. mit einer konformen Antennen-
gruppe abzudecken, dann ist nicht notwendigerweise fu¨r alle Winkel von der U¨bereinstim-
mung der beiden Polarisationen auszugehen.
3.1.2 Optimale Direktivita¨t
Die Berechnung der Elementgewichte w zur Maximierung von Direktivita¨t, Gewinn oder
Sto¨rabstand fu¨r Gruppenantennen ha¨ngt allgemein von den getroffenen Annahmen fu¨r das
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Rauschszenario ab [52, 53]. Unter der Annahme von unkorreliertem weißen Rauschen in
den Signalpfaden, sind die Signale im Sinne eines angepassten Filters entsprechend der
Wiener-Lo¨sung zu gewichten [40]:
wWiener = α

h0p
H
K . (3.11)
Darin ist

h0 die ra¨umliche Impulsantwort der Gruppe fu¨r die gewu¨nschte Hauptstrahlrich-
tung Ω0 und pK die gewu¨nschte Polarisation. Die Konstante α wird so gewa¨hlt, dass die
Bedingung |c0| = 1 aus Gleichung 3.4 gilt. Aus den Formulierungen fu¨r die Direktivita¨t,
die Polarisationseffizienz und die partielle Direktivita¨t folgt
DWiener =
|hH0

h0|2
hH0Mh0
und (3.12)
Dp,Wiener =
|hH0 h0|2
|hH0

h0|2
·DWiener = |h0|
4
hH0Mh0
. (3.13)
Diese Direktivita¨tswerte sind nun prinzipiell fu¨r alle relevanten Raumrichtungen Ω0 zu
evaluieren. Die resultierenden Werte entsprechen jedoch nicht unbedingt der maximal er-
reichbaren Direktivita¨t, welche der bevorzugte Parameter zur Definition des Sichtfeldes der
Antennengruppe ist.
Zur Bestimmung dieser maximalen Direktivita¨t ist genau der Gewichtungsvektor w zu fin-
den, welcher fu¨r die Raumrichtung Ω0 den Nenner in Gleichung 3.5 minimiert und daru¨ber
hinaus die angestrebte Polarisation
wH

h0
!
= pK (3.14)
erzeugt. Mit Hilfe der Multiplikatormethode von Lagrange [54] wird die zu minimie-
rende Funktion f(w), unter Beru¨cksichtigung einer Nebenbedingung fu¨r die Richtung Ω0,
formuliert und deren Ableitung nach [45] gebildet:
f(w) = wHMw − αwHh0h
H
0w, (3.15)
df(w)
dw
= 2Mw − α · 2h0h
H
0w
!
= 2Mw − α · 2h0pHK . (3.16)
Durch Nullsetzen der Ableitung folgt der gesuchte Gewichtungsvektor:
wmax = αM
−1h0p
H
K . (3.17)
Die Bedingung fu¨r die Polarisation in Gleichung 3.14 fu¨hrt auf das System
wHmax

h0 = α
∗pK

h
H
0M
−1h0
!
= pK (3.18)
aus zwei Gleichungen, die nur durch Bestimmung des Skalars α im Allgemeinen nicht
lo¨sbar sind. Wird beispielsweise die Forderung gestellt, dass eine Gruppe aus rein parallel
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angeordneten und linear polarisierten Elementen eine zirkulare Polarisation erzeugen soll,
dann ist das zugeho¨rige Gleichungssystem durch den Skalar α nicht ideal lo¨sbar. Daraus
folgt unmittelbar, dass die gewu¨nschte Polarisation pK nur na¨herungsweise durch die Ge-
wichtung wmax einzustellen ist. Zur Bestimmung von α wird daher auf die Bedingung aus
Gleichung 3.4 zuru¨ckgegriffen:
|c0| = |h
H
0wmax| = |α ·

h
H
0M
−1h0p
H
K | = 1. (3.19)
Mit der Definition der speziellen ra¨umlichen Impulsantwort h0 =

h0p
H
K wird der Gewich-
tungsvektor zu
wmax =
1
|hH0M−1h0|
·M−1hH0 . (3.20)
Die daraus resultierende maximale Direktivita¨t fu¨r die angestrebte ra¨umliche Impulsant-
wort h0 ist daher
Dmax =
|hH0M−1h0|2
hH0M
−1h0
. (3.21)
Mit Gleichung 3.21 liegt nun ein Ausdruck vor, der die maximal erreichbare Direktivita¨t
allgemein in Abha¨ngigkeit der Eigenschaften der Antennengruppe und der angestrebten
Hauptstrahlrichtung fu¨r eine spezielle Nutzpolarisation pK wieder gibt. Wie bereits durch
das u¨berbestimmte System in Gleichung 3.18 angezeigt, wird die Polarisation der Antenne
nicht unbedingt der gewu¨nschten Polarisation entsprechen und somit ist die Polarisations-
effizienz
ηp,max = |wHmax

h0p
H
K |2 = |wHmaxh0|2 =
1
|hH0M−1h0|2
· |hH0M−1h0|2 (3.22)
zu beru¨cksichtigen. Durch Multiplikation mit der Gleichung 3.21 resultiert damit die ma-
ximal erreichbare partielle Direktivita¨t
Dp,max = h
H
0M
−1h0. (3.23)
Da bisher von einem festen, aber nicht weiter spezifizierten Polarisationsvektor ausgegan-
gen wurde, bleibt schließlich die Fragestellung nach einer Lo¨sung fu¨r diesen Vektor, mit der
die Obergrenze der partiellen Direktivita¨t in einer bestimmten Schwenkrichtung verknu¨pft
ist. Fu¨r diesen Fall der idealen Anpassung des Polarisationsvektors pK = popt an die von
der der Gruppe fu¨r die Gewichtung mit wmax erzeugte Polarisation wird die Polarisations-
effizienz ηp,max = 1 und die optimale Direktivita¨t ist
Dopt = h
H
0,optM
−1h0,opt = popt

h
H
0M
−1h0p
H
opt. (3.24)
Zur Bestimmung der gesuchten Polarisation wird die Eigenwertzerlegung
Dopt = poptUΛU
HpHopt (3.25)
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vorgenommen. Diese liefert auf der Diagonalen von Λ die beiden Eigenwerte λmax und
λmin, denen die Eigenvektoren umax und umin in der Matrix U zugeordnet sind. Demnach
wird das Maximum genau dann erreicht, wenn die Polarisation der zu empfangenden oder
abzustrahlenden Welle
popt = u
H
max (3.26)
ist. Die obere Grenze fu¨r die Direktivita¨t in Richtung Ω0 ist weiterhin durch den großen
Eigenwert λmax gegeben und kann somit ohne a-priori-Kenntnis der Polarisation aus der
durchgefu¨hrten Eigenwertzerlegung bestimmt werden.
Dem zweiten Eigenwert λmin ist analog dazu die Direktivita¨t zugeordnet, welche mit der
zu popt orthogonalen Polarisation u
H
min erreicht wird. Die zwei Eigenwerte legen also den
Wertebereich fest, in dem sich die maximale partielle Direktivita¨t bewegt:
λmin ≤ Dp,max ≤ λmax. (3.27)
Neben der Winkelabha¨ngigkeit der optimalen Direktivita¨t Dopt(Ω0) ist deshalb auch das
Verha¨ltnis der beiden Eigenwerte λmin und λmax ein relevanter Parameter zur Charakteri-
sierung der Gruppe:
ν(Ω0) =
λmin
λmax
. (3.28)
Sind die aus der Eigenwertzerlegung resultierenden Eigenwerte gleich groß und ν = 1,
so kann die optimale Direktivita¨t Dopt fu¨r jede beliebige Polarisation in dieser Richtung
erhalten werden. Die so bestimmte maximal erreichbare Direktivita¨t ist eine intrinsische
Eigenschaft der Antennengruppe und somit als charakteristischer Parameter zur Spezifit-
kation oder zur Bewertung einer Gruppenkonfiguration zu verwenden.
3.1.3 Fallbeispiele
Die in dem vorangegangenen Abschnitt abgeleiteten Zusammenha¨nge werden nun anhand
einiger Fallbeispiele diskutiert. Unter Verwendung der ra¨umlichen Impulsantwort einer li-
nearen Antennengruppe mit idealen isotropen Kugelstrahlern aus Gleichung 2.24, lautet
die Bestimmungsgleichung der Elemente von M fu¨r diese Gruppe:
Mmn =
1
4pi
∫ 2pi
0
∫ pi
0
ejkd(m−n) cosΘ sinΘdΘdΦ = si(kd(m− n)). (3.29)
Fu¨r den speziellen Elementabstand d = λ
2
wird die Sinc-Funktion fu¨r n = m Eins und
sonst Null sein. Daher wird M der Einheitsmatrix entsprechen. Der optimale Gewichts-
vektor wmax ist dann nach Gleichung 3.20 proportional zur ra¨umlichen Impulsantwort der
Gruppe h0 fu¨r die gewu¨nschte Hauptstrahlrichtung und gleicht somit derWiener-Lo¨sung
aus Gleichung 3.11. Aufgrund des fehlenden Polarisationscharakters des Strahlers und der
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Bild 3.1: Maximal erreichbare Direktivita¨t einer linearen Antennengruppe entlang der
z-Achse aus N = 9 Elementen im Abstand d: a) Isotrope Kugelstrahler und b) z-gerichtete
Hertz’sche-Dipole.
ra¨umlichen Impulsantwort ist die Bestimmung der partiellen und der optimalen Direkti-
vita¨t nicht gegeben. Vielmehr vereinen sich im polarisationsfreien Fall alle Direktivita¨ten
in der durch Gleichung 3.21 gegebenen maximal erreichbaren Direktivita¨t
Dmax = h
H
0 h0 = N, (3.30)
die somit in dem speziellen Fall d = λ
2
unabha¨ngig vom Schwenkwinkel ist und der Anzahl
der Gruppenelemente entspricht.
Wie der Verlauf der maximal erreichbaren Direktivita¨t fu¨r eine entsprechende Gruppe
aus N = 9 Elementen in Bild 3.1 a) zeigt, entsteht bei Variation des Elementabstan-
des eine Winkelabha¨ngigkeit fu¨r die maximal erreichbare Direktivita¨t. Die analytische
Lo¨sung fu¨r eine lineare Gruppe mit Elementen im Abstand d = 0.5λ liefert den Wert
Dmax =lg(9)=9.5 dBi. Durch die vergro¨ßerte Apertur im Fall d = 0.7λ ist senkrecht zur
Gruppenachse eine gro¨ßere Direktivita¨t von Dmax =10.8 dBi in einem Winkelbereich von
±20  senkrecht zur Gruppenachse festzustellen. Gro¨ßere Schwenkwinkel fu¨hren im Richt-
diagramm zu auftretenden sekunda¨ren Hauptkeulen und dadurch zur Verringerung der Di-
rektivita¨t. Die Verkleinerung des Elementabstandes auf d = 0.3λ bewirkt dementsprechend
senkrecht zur Gruppenachse die Verringerung der erreichbaren Direktivita¨t. Entlang der
Gruppenachse ko¨nnen dagegen extrem hohe Werte auftreten. Diesem in der Literatur als
Superdirektivita¨t bezeichnetem Effekt kommt praktisch jedoch nur eine geringe Bedeutung
zu, da der Wirkungsgrad der Gruppe durch die starke elektromagnetische Verkopplung der
Antennenelemente in diesem Betriebspunkt u¨blicherweise schlecht ist. Der gelegentlich in
der Literatur verwendete Begriff
”
Super-Gain“ ist daher irrefu¨hrend, weil der sehr hohen
Direktivita¨t in der Regel nur ein geringer Antennengewinn zugeordnet ist [6].
Im Vergleich dazu zeigt das Bild 3.1 b) die Ergebnisse der maximal erreichbaren Direk-
tivita¨t einer linearen Gruppe, nun aus neun z-gerichteten Hertz’schen-Dipolen mit den
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Bild 3.2: Unterschiedliche Kreisgruppen aus N = 9 a) z-gerichteten, b) ρ-gerichteten und
c) φ-gerichteten Hertz’schen-Dipolen im Abstand 0.5λ entlang des Kreisbogens.
Elementdiagrammen nach Gleichung B.5. In Richtung der Gruppenachse zeigen die Ele-
mentdiagramme eine Nullstelle und demnach ist die erreichbare Direktivita¨t klein. In dem
Winkelbereich von etwa ±30  senkrecht zur Gruppenachse sind die Resultate von denen der
Gruppe aus isotropen Strahlern kaum zu unterscheiden. Das ist insofern bemerkenswert, da
die Direktivita¨t der Gruppenelemente von 0 dBi auf 1.76 dBi gestiegen ist, die Direktivita¨t
der Gruppe sich in diesem Winkelbereich aber nur um wenige Zehntel dB verbessert. Die
anschauliche Begru¨ndung dafu¨r liegt in der Tatsache, dass sich das Diagramm der Gruppe
bei diesen Schwenkrichtungen nicht nennenswert durch die Elementdiagramme der Dipole
vera¨ndert.
Mit Hilfe der optimalen Direktivita¨t wird nachfolgend der Vergleich der Kreisgruppen aus
Bild 3.2 mit jeweils N = 9 unterschiedlich orientierten Hertz’schen-Dipolen durchgefu¨hrt.
Die Position der Elemente ist fu¨r alle Gruppen durch
rn =

 ρ · cosφnρ · sin φn
0

 (3.31)
gegeben, wobei die Winkel φn = (n− 1)2piN und der Radius ρ = Nd2pi sind. Die entsprechende
ra¨umliche Impulsantwort der Gruppe ist dann

h = diag
{
ejkρ sin(Θ) cos(Φ−φ)
} ·g. (3.32)
Der Vektor φ = [φn] entha¨lt dabei die N Elementwinkel wa¨hrend die Elementdiagramme
der ρ-, φ- oder z-gerichteten Hertz’schen-Dipole, entsprechend der Gleichung B.9, in der
Matrix g zusammengefasst sind. Bei dem gewa¨hlten Abstand der Elemente von 0.5λ ent-
lang des Kreisbogens folgt der Gruppenradius fu¨r alle drei betrachteten Konfigurationen
zu ρ = 9
4pi
λ.
Die Resultate der maximal erreichbaren Direktivita¨t sind nahezu rotationssymmetrisch,
sodass die Diskusion der Ergebnisse in Bild 3.3 a) auf die Abha¨ngigkeiten vom Elevations-
schwenkwinkel Θ0 beschra¨nkt ist.
Da bei Ausrichtung aller Elemente entlang der z-Richtung nur Θ-gerichtete Feldkompo-
nenten auftreten, entfa¨llt die Betrachtung der Polarisationsabha¨ngigkeit der erreichbaren
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Bild 3.3: a) Optimum der erreichbaren Direktivita¨t Dopt und Verha¨ltnis der Eigenwerte ν
der in Bild 3.2 gezeigten Kreisgruppen aus neun unterschiedlich orientierten Hertz’schen-
Dipolen. b) Elevationsdiagramme der Kreisgruppen aus ρ- und φ-gerichteten Dipolen fu¨r
den Schwenkwinkel Θ0 = 0
 
und zirkulare Polarisation.
Direktivita¨t. Weiterhin ist in diesem Fall das Eigenwertverha¨ltnis ν = 0, unabha¨ngig vom
Schwenkwinkel. Erwartungsgema¨ß liegt das Maximum der erreichbaren Direktivita¨t in der
Ebene Θ0=90
 
, in der auch die Elementdiagramme ihren Ho¨chstwert erreichen. Gegenu¨ber
der linearen Konfiguration aus dem vorhergehenden Beispiel werden trotz der kompakteren
kreisfo¨rmigeren Anordnung der Elemente mit bis zu 11.2 dBi vergleichbar hohe Direkti-
vita¨tswerte erreicht.
Beim Vergleich der verbleibenden beiden Kreisgruppen mit ρ- und φ-orientierten Elemen-
ten ist zuna¨chst kaum ein nennenswerter Unterschied zu vermuten, da zu jedem Element
der einen Gruppe ein Pendant in der anderen Gruppen finden ist. Im Schwenkwinkelbereich
von 90
 ±60  trifft dies auch so zu. In diesem Winkelbereich ist das Verha¨ltnis der Eigenwer-
te ν sehr klein, da die Anregung der Φ-gerichteten Feldkomponenten dominant ist. Dagegen
ist das Eigenwertverha¨ltnis beider Gruppenkonfigurationen in Richtung der Gruppenachse
ν = 1 und der optimale Direktivita¨tswert ist damit polarisationsunabha¨ngig. Weiterhin
sind Unterschiede im Verlauf der optimalen Direktivita¨ten in dieser Richtung festzustel-
len. Wa¨hrend mit der Gruppe aus ρ-gerichteten Elementen Direktivita¨ten von u¨ber 9 dBi
mo¨glich sind, liegen die Werte der Gruppe aus φ-gerichteten Elementen u¨ber 3 dB darun-
ter. Die Ursache dafu¨r ist aus den Richtdiagrammen fu¨r den Fall zirkularer Polarisation in
Bild 3.3 b) zu erkennen. Fu¨r beide Gruppen ist der Verlauf der Hauptkeule fast identisch.
Mit der Gruppe aus ρ-gerichteten Elementen ist aber eine recht gute Unterdru¨ckung der
Nebenkeulen zu erreichen, wa¨hrend die Gruppe aus φ-gerichteten Elementen in einem sehr
großen Winkelbereich nur eine Nebenkeulenunterdru¨ckung unterhalb 10 dB zeigt, was zu
der deutlichen Verkleinerung der Direktivita¨t fu¨hrt. In der Richtung Θ=180
 
verschwin-
det die Abstrahlung in der gewu¨nschten zirkularen Polarisation, wa¨hrend die hier nicht
gezeigte, entgegengesetzt zirkular polarisierte Abstrahlung in dieser Richtung maximal ist.
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Bild 3.4: Parameterstudie a) zum Optimalwert der erreichbaren Direktivita¨t und b) zum
Eigenwertverha¨ltnis einer Kreisgruppe aus neun ρ-z-orientierten Dipolen. Dipolausrich-
tung: 0
 
= Orientierung entlang der z-Achse, 90
 
= Orientierung entlang der ρ-Achse.
Aus diesen Resultaten ist zu schließen, dass nur durch A¨nderung der Orientierung der
Dipole in der Kreisgruppe ein gewu¨nschter Verlauf der optimalen Direktivita¨t und des
Eigenwertverha¨ltnisses anzuna¨hern ist. In Bild 3.4 sind die entsprechenden Ergebnisse einer
Parameterstudie vom U¨bergang der z-orientierten in die ρ-orientierte Lage der Dipole
gezeigt. Der Winkel der Dipolausrichtung bewegt sich dazu innerhalb der Grenzen 0
 
,
d.h. der Orientierung entlang der z-Achse, und 90
 
, d.h der Orientierung entlang der ρ-
Achse. Aus den Ergebnissen fu¨r die Kippwinkel 30
 
, 45
 
und 60
 
ist zu erkennen, dass
eine Konfiguration mo¨glich ist, mit der ein gleichma¨ßiger Verlauf der optimal erreichbaren
Direktivita¨t und einem Eigenwertverha¨ltnis nahe Eins fu¨r alle Schwenkwinkel mo¨glich ist.
Diese Konfiguration erha¨lt man schließlich durch Verkippung der Elemente um etwa 52
 
gegenu¨ber der Gruppenachse.
Mit der Bestimmung der optimal erreichbaren Direktivita¨t Dopt(Ω0) und dem Eigenwert-
verha¨ltnis ν(Ω0) sind zwei wesentliche Gro¨ßen zur Spezifikation der Diagrammformungs-
eigenschaften von Gruppenkonfigurationen definiert. Weiterhin ist es denkbar, erreichbare
Direktivita¨ten unter der Annahme weiterer Randbedingungen, wie auftretender Sto¨rsignale
oder Anforderungen an die Nebenkeulenunterdru¨ckung, zu bestimmen. Diese Gro¨ßen sind
jedoch nur teilweise durch die Gruppenkonfiguration festgelegt und in der Regel durch
itterative Lo¨sungsverfahren zu ermitteln. Daher erscheint die Anwendung solcher Gro¨ßen
zur allgemeinen Charakterisierung von Gruppenkonfigurationen nicht sinnvoll.
Bei der Anwendung von Diagrammformungsverfahren zur Richtungsscha¨tzung ist die er-
reichbare Direktivita¨t und deren Verknu¨pfung mit der Breite der Hauptkeule einer Antenne
sicherlich als Kenngro¨ße fu¨r die Genauigkeit einer Richtungsscha¨tzung anwendbar. Fu¨r die
Verwendung hochauflo¨sender Verfahren ist dieser Ansatz jedoch nicht ausreichend. Der
folgende Abschnitt behandelt daher die Entwicklung einer entsprechenden Kennzahl zur
Spezifikation der Winkelauflo¨sung einer Gruppenkonfiguration.
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3.2 Richtungsempfindlichkeit einer Antennengruppe
Die Anwendung hochauflo¨sender Verfahren zur Parameterscha¨tzung aus den rauschbehaf-
teten Signalen einer Sensorgruppe entspricht ganz allgemein der Scha¨tzung reellwertiger
Gro¨ßen aus einem durch einen Zufallsprozess gesto¨rten, komplexen Datenvektor. Bei den
gesuchten Parametern handelt es sich, neben den Signalleistungen oder der Systemordnung,
also der Anzahl der empfangenen unkorrelierten Signale, vorwiegend um die Richtungen
einfallender Wellenfronten. In diesem Zusammenhang wird die Abha¨ngigkeit der erreichba-
ren Genauigkeit bei der Richtungsscha¨tzung von der Konfiguration der Gruppenelemente
untersucht.
Grundsa¨tzlich ist die ra¨umliche Impulsantwort h(Θ,Φ) als Vektor im N -dimensionalen
komplexen Raum CN zu verstehen, dessen Endpunkte eine gekru¨mmten Fla¨che beschrei-
ben. Im Weiteren wird davon ausgegangen, dass diese in der Differentialgeometrie auch als
Mannigfaltigkeit bezeichneten Punktmenge eindeutig ist [55]. Unter Einfu¨hrung der Varia-
blen ξ erfolgt die Bezeichnung des Raumwinkels Ω(ξ) = {Θ(ξ),Φ(ξ)}, wobei die Winkel
Θ(ξ) und Φ(ξ) stetig differentierbare Funktionen sein sollen. Der Vektor h(ξ) beschreibt
dann eine Raumkurve innerhalb der durch die Mannigfaltigkeit gegebenen Fla¨che.
In diesem Zusammenhang liegen, z.B. aus [56, 57, 58, 59, 60], bereits Untersuchungen
mit Hilfe der Differentialgeometrie zur Richtungsempfindlichkeit spezieller Antennengrup-
pen aus isotropen Kugelstrahlern vor. Um jedoch Aussagen zu Gruppenkonfigurationen
aus beliebigen Antennenelementen formulieren zu ko¨nnen, wird ein universellerer Ansatz
beno¨tigt. Wie nachfolgend gezeigt wird, liegt dessen Ursprung in der Beschreibung der
Scha¨tzung determinierter Signalparameter, z.B. nach [61].
3.2.1 Definition
Aus der Einfu¨hrung der reellwertigen Variablen ξ zur Bezeichnung des Raumwinkels folgt,
dass das Ergebnis einer Richtungsscha¨tzung - also des Scha¨tzers - aus dem rauschbehafte-
ten Signalvektor x aus Gleichung 2.28 als Scha¨tzwert ξ˜ bezeichet wird. Da es sich aufgrund
des Rauschens in dem Signalvektor bei dem Scha¨tzwert um eine Zufallsvariable handelt,
spielen ihr Mittelwert und die auftretende Varianz des Scha¨tzfehlers eine entscheidende
Rolle bei der Beurteilung der Gu¨te der Scha¨tzung. Ausgehend von der unteren Grenze fu¨r
die Varianz des Scha¨tzfehlers, der sogenannten Crame´r-Rao-Schranke, erfolgt die Defini-
tion einer Kennzahl zur Quantifizierung der Richtungsempfindlichkeit einer vorgegebenen
Gruppenkonfiguration beliebiger Antennenelemente.
Der systematische Scha¨tzfehler, der auch als Bias bezeichnet wird, ist durch die Differenz
zwischen dem Erwartungswert des Scha¨tzers und der zu scha¨tzenden Gro¨ße gegeben:
b = ξ − E
{
ξ˜(x)
}
. (3.33)
Ein Scha¨tzer wird als erwartungstreu bezeichnet, wenn der systematische Scha¨tzfehler b = 0
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ist. Weiterhin ist die Varianz eines erwartungstreuen Scha¨tzers
σ2
ξ˜
= E
{
(ξ − ξ˜(x))2
}
. (3.34)
Diese erlaubt eine Aussage u¨ber die Abweichung der Scha¨tzung vom wahren Wert. Erreicht
ein Scha¨tzer fu¨r die Varianz eines zufa¨lligen Scha¨tzwertes die Crame´r-Rao-Schranke,
dann nennt man den Scha¨tzer effizient oder wirksam [61].
Die Herleitung der in Gleichung C.1 angegebenen Crame´r-Rao-Schranke fu¨r das Pro-
blem der Richtungsscha¨tzung mit einer Sensorgruppe und mehreren einfallenden Wellen-
fronten ist in [41] vorgenommen worden. Die Verwendung dieses Ergebnisses zur Rich-
tungsscha¨tzung einer einzelnen einfallenden Welle mit der Signalleistung PS liefert:
CRS(Ω) =
N0
2 ·K · PS
(
dH ·
(
I− hh
H
|h|2
)
· d
)−1
=
N0
2 ·K · PS
(
dHP⊥h d
)−1
. (3.35)
Darin ist N0 die Rauschleistung eines einzelnen Signalpfades, K die Anzahl der zur Verfu¨-
gung stehenden Abtastwerte, P⊥h die undurchsichtige Orthogonalprojektion zum Vektor h
und
d = h˙ =
dh
dξ
(3.36)
die Ableitung der ra¨umlichen Impulsantwort nach der Variablen ξ. Die Beru¨cksichtigung
der in [41] nicht betrachteten Polarisation der Welle erfolgt durch die Annahme eines
Polarisationsvektors p0 und dessen Multiplikation mit der ra¨umlichen Impulsantwort nach
Gleichung 2.19:
h(ξ) =

h(Ω(ξ))pH0 . (3.37)
Aus dieser Formulierung fu¨r die Crame´r-Rao-Schranke folgt, dass die untere Grenze der
Varianz des Scha¨tzergebnisses, neben dem Signal-Rausch-Verha¨ltnis SNR = PS
N0
, nennens-
wert durch eine große Zahl von Abtastwerten K zu verbessern ist. Wie bereits wa¨hrend
der Darstellung der Richtungsscha¨tzverfahren erwa¨hnt, ha¨ngt dies mit der Tatsache zusam-
men, dass der Einfluss des Rauschens durch die Vergro¨ßerung der Anzahl der verwendeten
Abtastwerte zur Bestimmung der Kovarianzmatrix R nach Gleichung 2.37 minimiert wird.
Weiterhin zeigt dieses Ergebnis, dass die Crame´r-Rao-Schranke wesentlich von der ra¨um-
lichen Impulsantwort der Gruppe h und ihrer ersten Ableitung abha¨ngig ist. Wird nun fu¨r
eine bestimmte Raumrichtung mit einer Gruppenkonfiguration ein kleiner Wert der Schran-
ke CRS, also der Unsicherheit der Scha¨tzung erreicht, dann ist in der Umkehrung davon
auszugehen, dass eine hohe Empfindlichkeit bezu¨glich der zu scha¨tzenden Richtung ei-
ner einfallenden Wellenfront vorliegt. Als Kennzahl fu¨r die Richtungsempfindlichkeit einer
Gruppenkonfiguration R wird daher der von der ra¨umlichen Impulsantwort der Antenne
abha¨ngige Anteil aus Gleichung 3.35 ausgewertet:
R(Ω) = αref · dH · P⊥h · d . (3.38)
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Die Festlegung der Proportionalita¨tskonstante αref geschieht dabei nach folgender U¨berle-
gung: Die Direktivita¨t einer Antenne wird u¨blicherweise auf den entsprechenden Wert eines
elementaren Strahlers, z.B. den isotropen Kugelstrahler oder gelegentlich denHertz’schen-
Dipol, bezogen. Analog dazu soll die Richtungsempfindlichkeit relativ zu den Eigenschaften
einer elementaren Antennengruppe angegeben werden.
Die dazu geeignet erscheinende elementare Gruppe ist eine Konfiguration zweier Kugel-
strahler auf der z-Achse im Abstand d = λ/2 mit der ra¨umlichen Impulsantwort href und
deren Ableitung dref :
href =
[
e−pi/2·cosΘ
epi/2·cos Θ
]
, dref =
pi
2
· sinΘ ·
[
e−pi/2·cosΘ
−epi/2·cosΘ
]
. (3.39)
Weiterhin sind die relevanten Vektorprodukte fu¨r die Berechnung der Richtungsempfind-
lichkeit dieser Gruppe nach Gleichung 3.38
dHrefdref =
pi2
2
· sin2Θ und dHrefhref = 0. (3.40)
Der Ableitungsvektor dref ist also orthogonal zum Vektor href , sodass die Richtungsemp-
findlichkeit ausschließlich durch das Betragsquadrat von dref bestimmt ist. Die resultie-
rende Funktion zur Beschreibung der Richtungsempfindlichkeit wird somit zu
R = αref · pi
2
2
· sin2Θ
∣∣∣∣
Θ=pi/2
!
= 1. (3.41)
Das von dieser Funktion erreichte Maximum fu¨r Θ = pi/2 soll als Referenzwert fu¨r die
Richtungsempfindlichkeit dienen und wird per Definition auf den Wert 1 gesetzt. Dadurch
folgt fu¨r die Proportionalita¨tskonstante αref =
2
pi2
, bzw. fu¨r den vollsta¨ndige Ausdruck der
Richtungsempfindlichkeit
R(Ω) =
2
pi2
· dH · P⊥h · d . (3.42)
Diese Definition ermo¨glicht nun eine quantitative Erfassung der Eignung einer Antennen-
gruppe zur Richtungsscha¨tzung mit hochauflo¨senden Verfahren. Bereits die Struktur dieser
Gleichung la¨sst den Unterschied zu den im vorhergehenden Abschnitt beschriebenen Kenn-
gro¨ßen des Sichtfeldes erkennen. In den folgenden Abschnitten wird sowohl eine Interpreta-
tion der erhaltenen Bestimmungsgleichung als auch die Betrachtung relevanter Spezialfa¨lle
von Antennengruppen durchgefu¨hrt.
3.2.2 Geometrische Interpretation
Die Analyse des Ergebnisses in Gleichung 3.42 fu¨r die Richtungsempfindlichkeit erfolgt
zuna¨chst durch die Zerlegung des Ableitungsvektors d in einen Anteil parallel und einen
Anteil senkrecht zum Einheitsvektor in Richtung der ra¨umlichen Impulsantwort hˆ = h/|h|:
d = d‖ + d⊥, d‖ = hˆ
(
hˆHd
)
, d⊥ = d− d‖ =
(
I− hˆhˆH
)
· d. (3.43)
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Die Verwendung dieser Zusammenha¨nge fu¨hrt zu dem Ausdruck:
R(Ω) =
2
pi2
· dH⊥d⊥. (3.44)
Die Richtungsempfindlichkeit ist demnach nur von dem zu h senkrechten Anteil des Ab-
leitungsvektors d abha¨ngig. Anschaulich ist dies dadurch zu erkla¨ren, dass die Unterraum-
verfahren die gesuchte Richtungsinformation im Wesentlichen aus der Orientierung des
Vektors h im Raum CN bestimmen. Die Vera¨nderung der La¨nge des Vektors bei einer
Vera¨nderung der Richtung Ω(ξ) wird dagegen nicht zur Richtungsbestimmung nu¨tzlich
sein, sodass der Anteil der Ableitung in d‖ keine Rolle fu¨r die Empfindlichkeit spielt.
In der Terminologie der Differentialgeometrie ist d der Tangentenvektor an die Raumkurve
h(ξ), die ihrerseits innerhalb der gekru¨mmten Fla¨che h(Ω) liegt. Diese Fla¨che wird von den
Θ- und Φ-Parameterlinien h(Θ,Φ = konst.) und h(Θ = konst.,Φ) durchzogen. Aus den
Ableitungen dh
dΘ
und dh
dΦ
folgen die Tangentenvektoren zu diesen Parameterlinien. Schneiden
sich die Parameterlinien in einem Winkel 6= 0 bzw. 6= pi, sodass das Vektorprodukt
dh
dΘ
× dh
dΦ
6= 0 (3.45)
ist, dann spannen die Tangentenvektoren der Parameterlinien die Tangentialebene auf, in
der auch immer d liegen wird. Dies dru¨ckt sich auch durch das totale Differential
dh =
dh
dΘ
· dΘ + dh
dΦ
· dΦ (3.46)
aus, nachdem dh eine Linearkombination der Tangentenvektoren an die Parameterlinien
ist. Fu¨r das Betragsquadrat von d folgt weiterhin
|d|2 = dHd =
[
Θ˙ Φ˙
]
G
[
Θ˙
Φ˙
]
. (3.47)
Die darin verwendete Matrix
G =
[
E F
F G
]
=

 ( dhdΘ)H dhdΘ <
{(
dh
dΘ
)H dh
dΦ
}
<
{(
dh
dΘ
)H dh
dΦ
} (
dh
dΦ
)H dh
dΦ

 (3.48)
ist aus der Differentialgeometrie als Metrik oder erste Fundamentalform der Fla¨chentheorie
bekannt. Die Elemente der Matrix G sind die Gauß’schen oder metrischen Fundamen-
talgro¨ßen und ha¨ngen nicht von der Kurve ab, sondern sind durch den Fla¨chenpunkt, also
seine Parameterwerte Θ und Φ bestimmt. Das ist insofern bemerkenswert, als man da-
mit aus der Kenntnis der drei metrischen Fundamentalgro¨ßen E, F und G auf sa¨mtliche
La¨ngen von Kurven innerhalb der Fla¨che schließen kann [62, 63]. Fu¨r die Berechnung eines
Linienelementes in der Tangentialebene aus den Fundamentalgro¨ßen gilt:
s˙ =
ds
dξ
=
√
EΘ˙2 + 2F Θ˙Φ˙ +GΦ˙2dξ = |d| (3.49)
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Bild 3.5: Schematische Darstellung einer durch die ra¨umliche Impulsantwort h(ξ) gege-
bene Raumkurve s(ξ).
Der Differentialquotient entspricht also dem Betrag der Ableitung des Vektors h(ξ). Der
entlang der beschriebenen Raumkurve zuru¨ckgelegte Weg s(ξ) folgt daher unmittelbar aus
der Integration u¨ber das Linienelement, also den Betrag des Tangentenvektors, zwischen
einem Anfangspunkt ξ0 und einem beliebigen Punkt ξ auf der Kurve.
s(ξ) =
∫ ξ
ξ0
|d|dξ (3.50)
Ist diese in der Differentialgeometrie als Bogenla¨nge bezeichnete Funktion s(ξ) umkehrbar,
dann kann die Raumkurve in der sogenannten natu¨rlichen Darstellung h(s) mit der Bo-
genla¨nge als Parameter angegeben werden. Durch die Bildung weiterer Ableitungen nach
der Bogenla¨nge s ist, abha¨ngig von der Dimension der Kurve, eine Anzahl von Kru¨mmun-
gen zu berechnen, die zur weiteren Analyse der Mannigfaltigkeit nu¨tzlich sind, z.B. bei der
Betrachtung von Szenarien mit mehreren einfallenden Signalen [56, 57].
Fu¨r die geometrische Interpretation der Richtungsempfindlichkeit sind die Bogenla¨nge und
deren Ableitung von Nutzen. Das Bild 3.5 deutet schematisch eine Raumkurve s(ξ) an, in
der an der Position des Vektors h(ξ) auch der lokale Tangentenvektor d(ξ) eingezeichnet
ist. Durch das Auftreten von u¨berlagertem Rauschen ist fu¨r die Scha¨tzung ein Unsicher-
heitsbereich in Form einer Kugel an der Postion h(ξ) anzunehmen. Der Kugelradius wird
anschaulich umgekehrt proportional zum Signal-Rausch-Verha¨ltnis sein. Weiterhin ist eine
Verkleinerung des Unsicherheitsbereiches durch eine Vergro¨ßerung der Anzahl der verwen-
deten Abtastwerte K zu beru¨cksichtigen. Der Kugelradius wird dementsprechend zu
ρR =
√
N0
2KPS
(3.51)
bestimmt [56]. Die Unsicherheit der Scha¨tzung wird nun genau dann gering sein, wenn
dieser Unsicherheitsbereich mit einer
”
schnellen“ Bewegung des Zeigers, welche mit einer
großen Geschwindigkeit s˙ verknu¨pft ist, durchquert wird. Dabei ist zu beru¨cksichtigen, dass
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nur der Anteil des Weges eine Rolle spielt, der senkrecht zu h(ξ) ist
∆s⊥ = ∆s · cos β, (3.52)
wobei der Winkel β aus dem Skalarprodukt von h und d zu berechnen ist
cos2 β = 1− |d
Hh|2
|d|2|h|2 . (3.53)
Die Grenze des Unsicherheitsbereiches wird genau dann erreicht, wenn
∆s⊥ = ∆s · cos β = ρR (3.54)
ist. Das Bogensegment ∆s wird nun in guter Na¨herung durch das Produkt aus s˙ = |d| und
der Abweichung des Scha¨tzwertes ∆ξ beschrieben, sodass von der Gleichung 3.54 auf die
Na¨herung
|d| ·∆ξ ·
√
1− |d
Hh|2
|d|2|h|2 ≈
√
N0
2KPS
(3.55)
u¨bergegangen werden kann. Die Umstellung nach ∆ξ liefert dann:
∆ξ ≈
√
N0
2KPS
(
|d|2 − |d
Hh|2
|h|2
)−1
=
√
CRS. (3.56)
U¨ber die Differentialgeomtrie und die Festlegung eines Unsicherheitsbereiches ist somit
anschaulich die Herstellung des Zusammenganges zwischen einer Abweichung des Scha¨tz-
wertes der Richtungsvariablen ∆ξ zur Crame´r-Rao-Schranke hergestellt.
3.2.3 Einfluss von Elementdiagramm und Gruppenkonfiguration
Zur weiteren Separation des Einflusses der Elementdiagramme und der Gruppenkonfigu-
ration auf die Richtungsempfindlichkeit wird die Ableitung der ra¨umlichen Impulsantwort
aus Gleichung 2.19 berechnet. Wie in Anhang C gezeigt ist, fu¨hrt die Umformung der in
der Ableitung entstehenden Matrixprodukte zu der Gleichung
R =
8
λ2
· gTg · u˙TrVru˙r +
2
pi2
· g˙T
(
I− gg
T
gTg
)
g˙. (3.57)
Darin sind die als rein reell anzunehmenden Elementdiagramme gn, unter Beru¨cksichtigung
eines Polarisationsvektors nach Gleichung C.8, in dem Vektor g zusammengefasst. Die
korrespondierenden Ableitungen nach der Richtungsvariablen ξ sind in g˙ enthalten. Der
Vektor u˙r bezeichnet die Ableitung des Einheitsvektors in r-Richtung uˆr und die Matrix
Vr =
1
gTg
N∑
n=1
g
2
n(rn − r¯)(rn − r¯)T (3.58)
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im ersten Summanden der Gleichung 3.57 entspricht der mit den quadratischen Elementdia-
grammen g2n gewichteten Kovarianz der Elementpositionen. Der darin verwendete Vektor
r¯ entspricht dem in Gleichung C.26 definierten, mit g2n gewichteten Mittelwert der Positi-
onsvektoren rn.
Aus dieser Umformung folgt unmittelbar, dass der Einfluss der Elemente zur Richtungs-
empfindlichkeit proportional zum Elementgewinn in dieser Richtung und somit zur jeweils
empfangenen Leistung ist. Weiterhin ist diesem Teil der Bestimmungsgleichung zu entneh-
men, dass die Richtungsempfindlichkeit dann groß ist, wenn die Ableitung des Einheits-
vektors uˆr große Werte erreicht und gleichzeitig die Streuung der Elemente innerhalb der
Gruppe maximal ist.
Letzteres entspricht den Ergebnissen der Untersuchung verschiedener linearer Gruppen aus
isotropen Kugelstrahlern im Bezug auf die zugeho¨rige Crame´r-Rao-Schranke in [64, 65].
Danach besteht die optimale Anordnung der Elemente innerhalb einer linearen Gruppe
mit festgelegter Gruppenla¨nge bei M einfallenden Wellen aus M + 1 gleichma¨ßig verteil-
ten Elementclustern. Bezogen auf den hier betrachteten Fall sind also zwei Elementcluster
an den Ra¨ndern der linearen Gruppe die optimale Konfiguration, da diese zur maximalen
Varianz der Elementpositionen fu¨hrt. Fu¨r die Realisierung von Antennengruppen kommt
einer solchen Anordnung jedoch nur eine untergeordnete Bedeutung zu, da sie in der Regel
zu Mehrdeutigkeiten in der Mannigfaltigkeit der Gruppe fu¨hrt und die Bildung von Ele-
mentclustern in realen Antennengruppen durch die endlichen Elementabmessungen und
Verkopplungseinflu¨sse kaum mo¨glich ist.
Der zweite Summand der Gleichung 3.57 ist ausschließlich durch den Beitrag der Element-
diagramme zur Richtungsempfindlichkeit bestimmt. Fu¨r den in vielen Gruppenkonfigura-
tionen vorliegenden Fall identischer Elemente geht der Vektor g in den Skalar g u¨ber und
der Term
g˙H
(
I− gg
H
gHg
)
g˙
g→g−−−−→ g˙2 ·N − g˙
2
g
2 ·N2
g2 ·N = 0 (3.59)
wird verschwinden. Daraus folgt unmittelbar, dass die Ableitung der Elementdiagramme
keinen Einfluss auf die Richtungsempfindlickeit hat, wenn alle Elemente gleich sind. Die
anschauliche Begru¨ndung fu¨r diesen Umstand ist, dass die Ableitung in diesem Fall nur
Beitra¨ge zum Anteil d‖ des Ableitungsvektors liefert und somit keinen Einfluss auf R hat.
Fu¨r Gruppen aus identischen Elementen folgt somit die Richtungsempfindlichkeit
R = g2 · 8
λ2
· u˙Tr
(
N∑
n=1
(rn − r¯)(rn − r¯)T
)
u˙r =
2
pi2
· g2 · a˙H
(
I− hˆhˆH
)
a˙. (3.60)
Demnach ha¨ngt R nur noch vom Elementgewinn in der betrachteten Richtung und den
Eigenschaften des Vektors a˙ ab. Die Auswertung des Skalarproduktes von a˙ und hˆ fu¨hrt
unter Verwendung der Gleichungen C.14 und C.25 im Fall identischer Gruppenelemente
zu
a˙Hhˆ = −jku˙r 1|h|
N∑
n=1
rn = −jku˙r 1|h|N r¯. (3.61)
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Das Skalarprodukt wird genau dann Null, wenn der Mittelwert der Elementpositionen r¯
verschwindet. Dies ist fu¨r Gruppen aus identischen Elementen durch die Wahl des Ko-
ordinatenursprungs im Schwerpunkt der Gruppe immer mo¨glich. Fu¨r Gruppen aus un-
terschiedlichen Elementen ist diese Wahl des Koordinatensystems jedoch nicht winkelun-
abha¨ngig mo¨glich, da die Elementdiagramme als Gewichtungsfunktion im Mittelwert r¯ zu
beru¨cksichtigen sind. Die Richungsempfindlichkeit einer Antennengruppe aus identischen
Antennenelementen ist jedoch ohne Einschra¨nkungen immer durch
R = g2 · 8
λ2
· u˙Tr
(
N∑
n=1
rnr
T
n
)
u˙r =
2
pi2
· g2 · |a˙|2 (3.62)
anzugeben. Die Berechnung des Betragsquadrates von a˙ erfolgt analog zu den differen-
tialgeometrischen Betrachtungen der ra¨umlichen Impulsantwort in den Gleichungen 3.47
und 3.48. Die Richtungsempfindlichkeit einer Antennengruppe aus identischen Antennen-
elementen ist demnach vollsta¨ndig durch die Metrik der Fla¨che a(Θ,Φ) bestimmt.
Wird die Betrachtung nun weiter auf den Fall isotroper Kugelstrahler eingeschra¨nkt, so ist
der U¨bergang auf die bereits eingangs erwa¨hnten Untersuchungen in [56, 57, 58, 59, 60]
leicht mo¨glich. Die in diesem Abschnitt durchgefu¨hrten Betrachtungen zeigen daru¨ber hin-
aus die Zusammenha¨nge zwischen den Elementdiagrammen, der Anordnung der Elemente
im Raum und der Richtungsempfindlichkeit einer Gruppenantenne auf.
3.2.4 Fallbeispiele
In Anknu¨pfung an die in Kapitel 3.1.3 zum Sichtbereich von Antennengruppen behandelten
Fallbeispiele wird nachfolgend die Richtungsempfindlichkeit einiger konkreter Gruppenkon-
figurationen diskutiert. Bisher wurde diese in Bezug auf die Richtungsvariable ξ und fu¨r
einen festen Polarisationsvektor p angegeben. Zur Charakterisierung der hier betrachteten
linearpolarisierten Antennengruppen wird nun im Speziellen die Richtungsempfindlichkeit
bezu¨glich des Elevations- und des Azimutwinkels betrachtet, sodass Θ = ξ, Φ = const. bzw.
Φ = ξ, Θ = const. gilt. Weiterhin ist die Unterscheidung hinsichtlich Θ- oder Φ-polarisierter
empfangener Wellenfronten no¨tig. Daraus resultieren vier unterschiedliche Fa¨lle der Rich-
tungsempfindlichkeit, die in dem Format
Rξp , ξ = {Θ,Φ}, p = {Θ,Φ} (3.63)
gekennzeichnet werden.
Zuna¨chst erfolgt jedoch die Betrachtung einer linearen Gruppe aus N isotropen Kugelstrah-
lern entlang der z-Achse, bei der die Polarisation keine Rolle spielt. Aus der Gleichung 2.24
geht hervor, dass die ra¨umliche Impulsantwort dieser Gruppe nur vom Elevationswinkel Θ
abha¨ngig ist und die Richtung Φ einer einfallenden Wellenfront nicht bestimmt werden
kann. Dieser Umstand wird durch RΦ = 0 fu¨r den gesamten Winkelbereich ausgedru¨ckt
und die Untersuchung dieser Gruppe beschra¨nkt sich auf die Richtungsempfindlichkeit RΘ.
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Entsprechend der Berechnung in Anhang C, mit Gleichung C.40 als Ergebnis, ist die Rich-
tungsempfindlichkeit dieser Konfiguration
RΘ =
(
d
λ
)2
· 2
3
· sin2Θ ·N(N2 − 1)
∣∣∣∣∣
N=9, d/λ=0.5
= 120 · sin2Θ. (3.64)
Der Maximalwert der Empfindlichkeit wird demnach fu¨r das konkrete Beispiel von N = 9
Elementen im Abstand d/λ = 0.5 zu RΘ = 120 =ˆ 20.8 dB und tritt senkrecht zur Grup-
penachse bei Θ = 90
 
auf. In Richtung der Gruppenachse nimmt RΘ sehr kleine Werte
an, denn in diesem Winkelsegment fa¨llt die Variation der Phasenverha¨ltnisse zwischen den
Elementsignalen bei einer A¨nderung der Einfallsrichtung der Welle nur gering aus. Diese
Gruppenkonfiguration eignet sich dementsprechend besonders dann, wenn die Signale, de-
ren Richtung zu bestimmen ist, aus einem kleinen Winkelsegment senkrecht zur Gruppen-
achse erwartet werden. Grundsa¨tzlich ist die Richtungsempfindlichkeit durch Vergro¨ßerung
der Elementanzahl N zu steigern, wobei sie fu¨r große Elementanzahlen proportional zu N3
ansteigt. Die Verbesserung der Empfindlichkeit durch Verla¨ngerung des Elementabstan-
des d ist in der Regel nicht zula¨ssig, da dadurch Mehrdeutigkeiten in der Mannigfaltigkeit
auftreten werden.
Dieses Ergebnis zu einer linearen Gruppe isotroper Kugelstrahler unterscheidet sich deut-
lich von den Ergebnissen der Sichtbereichsuntersuchung dieser Anordnung. Entsprechend
Gleichung 3.30 bzw. Bild 3.1 a) ist die maximal erreichbare Direktivita¨t dieser Anordnung
unabha¨ngig vom Elevationswinkel Θ, wa¨hrend die Richtungsempfindlichkeit sehr wohl eine
Winkelabha¨ngigkeit zeigt.
Werden anstelle der bisher angenommenen isotropen Kugelstrahler in der linearen Gruppe
Hertz’sche Dipole verwendet, so folgt die Richtungsempfindlichkeit entsprechend Glei-
chung 3.60 aus dem Produkt der Gleichung 3.64 mit dem Betragsquadrat des Elementdia-
gramms zu
RΘΘ =
(
d
λ
)2
· sin4Θ ·N(N2 − 1)
∣∣∣∣∣
N=9, d/λ=0.5
= 180 · sin4Θ. (3.65)
Da in dieser Anordnung nur Feldanteile mit der Θ-Polarisation empfangen werden ko¨nnen,
beschra¨nken sich die Betrachtungen auf RΘΘ. Der Maximalwert der Richtungsempfindlich-
keit ist um den Dipolgewinn auf RΘΘ =ˆ 22.6 dB angestiegen. Weiterhin fa¨llt die Empfind-
lichkeit in Richtung der Gruppenachse, bedingt durch das Elementdiagramm der Dipole,
deutlich schneller ab.
Die zweite Kategorie der hier exemplarisch betrachteten Antennengruppen geht aus den
ebenfalls im vorangegangenen Abschnitt betrachteten drei Kreisgruppen in Bild 3.2 her-
vor. Die ra¨umliche Impulsantwort dieser Gruppen ist durch Gleichung 3.32 gegeben und
die Elementdiagramme der z-, ρ- und φ-gerichteten Hertz’schen-Dipolen folgen aus der
Gleichung B.9.
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Fu¨r den Fall der Kreisgruppe aus z-gerichteten Elementen ist die Richtungsempfindlichkeit
nur fu¨r Θ-polarisierte Wellen anzugeben und ist entsprechend der Herleitung in Anhang C
und dem Ergebnis in Gleichung C.54 fu¨r Gruppen aus N > 2 Elementen durch
RξΘ =
3N3
2pi2
·
(
d
λ
)2
·
(
1
4
sin2(2Θ) · Θ˙2 + sin4Θ · Φ˙2
)
(3.66)
gegeben, wobei d wieder der Elementabstand entlang des Kreisbogens ist. Die Empfindlich-
keit ist auch in diesem Fall nur fu¨r die Θ-Polarisation auszuwerten. Es ist bemerkenswert,
dass diese Anordnung eine vom Azimutwinkel Φ unabha¨ngige Richtungsempfindlichkeit
aufweist. Daher sind Kreisgruppen typischerweise in Anwendungen zu finden, in denen
die Richtungsscha¨tzung ohne Festlegung eines zu bevorzugenden Winkelsegmentes durch-
gefu¨hrt wird, z.B. in Peilsystemen oder im Mobilfunk. Die Richtungsauflo¨sung steigt eben-
falls mit der Elementanzahl proportional zu N3 an, wenn davon ausgegangen wird, dass
der Gruppenradius linear mit N wa¨chst.
Fu¨r den speziellen Fall einer Kreisgruppe aus N = 9 Elementen im Abstand d/λ = 0.5 ist
die Richtungsempfindlichkeit
RξΘ = 6.9 · sin2(2Θ) · Θ˙2 + 27.7 · sin4Θ · Φ˙2. (3.67)
Das Maximum der Empfindlichkeit bei der Richtungsscha¨tzung des Azimutwinkels Φ tritt
demnach in der Gruppenebene Θ = 90
 
auf und liegt bei RΦΘ = 27.7 =ˆ 14.4 dB. Die
Richtungsempfindlichkeit RΘΘ wird, bedingt durch die Gruppenkonfiguration, fu¨r Eleva-
tionswinkel um 90
 
und, bedingt durch die Elementdiagramme, fu¨r Elevationswinkel um
0
 
und 180
 
kleine Werte annehmen. Im Vergleich zur linearen Gruppe mit der gleichen
Anzahl von Dipolen aus dem vorhergehenden Beispiel werden nur verha¨ltnisma¨ßig gerin-
ge Werte fu¨r die Empfindlichkeit erreicht. Dagegen steht jedoch der deutlich vergro¨ßerte
Winkelbereich fu¨r den die Winkelscha¨tzung mo¨glich ist.
Da bei den Kreisgruppen aus ρ- und φ-gerichteten Hertz’schen Dipolen sowohl Θ- als auch
Φ-Komponenten eines einfallenden Wellenfeldes empfangen werden, ist die Betrachtung al-
ler vier Richtungsemfindlichkeiten durchzufu¨hren. Diese sind wieder vom Azimutwinkel Φ
unabha¨ngig, sodass die Diskussion der Elevationsabha¨ngikeit von Rξp in Bild 3.6 fu¨r beide
Anordnungen genu¨gt. Danach ist in der Gruppenebene Θ = 90
 
sowohl mit ρ- als auch
φ-gerichteten Dipolen nur die Scha¨tzung des Azimutwinkels Φ fu¨r Φ-polarisierte Wellenfel-
der mo¨glich. Die dabei erreichte Empfindlichkeit RΦΦ ist bei der Gruppe aus ρ-gerichteten
Elementen um den Faktor 3 =ˆ 4.8 dB besser als bei der Gruppe aus φ-gerichteten Ele-
menten. Die Auswertung der gewichteten Kovarianzmatrix der Elementpositionen V aus
Gleichung 3.57 zeigt, dass die gewichtete Streuung der Elemente bei ρ-gerichteten Dipolen
sta¨rker ausfa¨llt und dadurch eine gro¨ßere Empfindlichkeit bedingt.
Im Winkelsegment senkrecht zur Gruppenebene um Θ = 0
 
oder Θ = 180
 
stellt sich fu¨r
beide Polarisationen und beide Gruppen die gleiche Richtungsempfindlichkeit RΦp ≈ 1.4 dB
ein. Zuna¨chst ist natu¨rlich festzustellen, dass der Winkel Θ ≈ 0  bzw. Θ ≈ 180  die Raum-
richtung bereits eindeutig festlegt. Der Φ-Richtung kommt in diesem Winkelsegment erst
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Bild 3.6: Richtungsempfindlichkeiten einer Kreisgruppe in der xy-Ebene aus N = 9 a)
ρ-gerichteten bzw. b) φ-gerichteten Hertz’schen Dipolen im Abstand d = 0.5λ.
dann eine nennenswerte Bedeutung zu, wenn eine Aussage u¨ber Polarisation der Wellen-
front gemacht werden kann. Diese ist durch die unterschiedliche Polarisation der Elemente
und die dadurch verursachte unterschiedliche empfangene Signalsta¨rke an den Elementen
zu ermitteln, wa¨hrend die Anordnung der Elemente dabei kaum einen Einfluss zeigt. Daraus
erkla¨rt sich die geringe Empfindlichkeit hinsichtlich der Detektion der Φ-Richtung einer ein-
fallenden Welle aus diesem Winkelsegment. Bei Betrachtung der Gruppe aus ρ-gerichteten
Elementen zeigt sich senkrecht zur Gruppenebene weiterhin, dass die Empfindlichkeit RΘΘ
drei mal besser als RΘΦ ist. Die Ursache dafu¨r ist, analog zu den Betrachtungen von RΦΦ
in der Gruppenebene, in einer gro¨ßeren gewichteten Streuung der Elementpositionen zu
finden. Entsprechend umgekehrte Verha¨ltnisse stellen sich demzufolge fu¨r die Kreisgruppe
aus φ-gerichteten Elementen ein.
Aus diesen Ergebnissen folgt unmittelbar, dass fu¨r eine polarisationsunabha¨ngige Rich-
tungsscha¨tzung des Azimutwinkels Φ in der Ebene Θ = 90
 
eine Kombination aus z- und
ρ-gerichteten Dipolen zu verwenden ist. Eine entsprechende Parameterstudie zur Rich-
tungsempfindlichkeit der beiden Vektorkomponenten mit einer Kreisgruppe aus verkipp-
ten Dipolen ist in Bild 3.7 gezeigt. Dabei stellt sich bei der Dipolausrichtung 0
 
der durch
Gleichung 3.67 beschriebene Verlauf der Richtungsempfindlichkeit der Kreisgruppe aus z-
gerichteten Dipolen ein. Die zweite Grenze ist fu¨r die Ausrichtung 90
 
durch die Empfind-
lichkeit einer Kreisgruppe aus ρ-gerichteten Dipolen gegeben. Bei Verwendung einer Kreis-
gruppe mit um etwa 48
 
von der Fla¨chennormalen zur Gruppenebene verkippten Dipolen
ist demnach die Richtungsempfindlichkeit fu¨r beide Polarisationen RΦΘ = RΦΦ = 10.9 dB.
Der Abschluss der Fallbeispiele wird durch die Untersuchung der Eigenschaften von An-
tennengruppen in der Form eines Kreisbogens gebildet. Wa¨hrend die erste Gruppe, wie
schematisch in Bild 3.8 a) gezeigt, aus N = 9 z-gerichteten Hertz’schen Dipolen besteht,
werden in der zweiten Gruppe sogenannte Huygens-Quellen verwendet. Diese liefern bei
ρ-Ausrichtung gema¨ß der Beschreibung in Gleichung B.10 in der Ebene Θ = 90
 
nur einen
Beitrag zur Θ-Komponente. Wie schematisch in Bild 3.8 b) dargestellt, weisen sie den ma-
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Bild 3.7: Richtungsempfindlichkeit bezu¨glich der a) Θ-Komponente und b) Φ-Komponente
einer einfallenden Wellenfront fu¨r eine Kreisgruppe aus neun Hertz’schen Dipolen mit un-
terschiedlicher Orientierung: Kippwinkel 0
 
entspricht z-gerichteten Dipolen, 90
 
entspricht
ρ-gerichteten Dipolen.
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Bild 3.8: Schematische Darstellung der Kreisbogengruppen aus N = 9 a) Hertz’schen
Dipolen und b) Huygens-Quellen.
ximalen Elementgewinn in der ρ-Richtung auf, wa¨hrend in der entgegengesetzten Richtung
eine Nullstelle im Elementdiagramm entsteht. Durch diese gerichtete Abstrahlung eignet
sich die Huygens-Quellen beispielsweise fu¨r die Modellierung planarer oder konformer
Mikrostreifenleitungsantennen [19]. Der in den Bildern 3.9 a) und b) verwendete Parame-
ter zur Berechnung der Richtungsempfindlichkeit RΦΘ ist der Radius des Kreisbogens, auf
dem sich die Elemente befinden. Dabei bleibt der Elementabstand d = λ/2 fest, sodass
die Elemente immer ein bestimmtes Winkelsegment des Kreises belegen. Die Simulationen
sind fu¨r die Grenzwerte des Vollkreises und einer linearen Gruppe durchgefu¨hrt. Weiterhin
sind die Ergebnisse fu¨r die Anordnung der Elemente in einem Halb- und einem Viertelkreis
dargestellt.
Fu¨r die Anordnung der Elemente im Vollkreis ist mit den omnidirektionalen Hertz’schen
Dipolen eine um etwa 2 dB gro¨ßere Empfindlichkeit als mit den gerichteten Huygens-
Quellen erreichbar. Im Gegensatz dazu ist die Empfindlichkeit einer linearen Gruppe mit
den Huygens-Quellen im Maximum um den Unterschied der Elementgewinne von 3 dB
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Bild 3.9: Richtungsempfindlichkeit RΦΘ der betrachteten Kreisbogengruppen aus N = 9
a) Hertz’schen Dipolen und b) Huygens-Quellen mit festem Elementabstand d = λ/2
und variablem Bogenradius: Kreisgruppe ρ = 9
4pi
λ, Bo¨gen mit 4
pi
λ (Halbkreis) und ρ = 8
pi
λ
(Viertelkreis) sowie lineare Gruppe (ρ→∞).
gro¨ßer als bei den Dipolen. Im U¨bergangsbereich zeigen die Verla¨ufe, beispielsweise fu¨r
die Anordnung im Viertelkreis, innerhalb des Winkelbereichs Φ = 0
 
. . . 60
 
ein a¨hnliches
Verhalten. Je nach den gestellten Anforderungen an die Richtungsempfindlichkeit ist so
durch die Auswahl geeigneter Gruppenelemente und deren Anordnung ein spezifiziertes
Verhalten einzustellen.
Abschließend bleibt anzumerken, dass die in den beiden vorangegangenen Kapiteln vor-
gestellten Fallbeispiele zur Anwendung der Kenngro¨ßen auf konkrete Antennengruppen
selbstversta¨ndlich nur wenige allgemeingu¨ltige Aussagen zum Entwurf von Gruppenkonfi-
gurationen ermo¨glichen. Sie demonstrieren jedoch die Mo¨glichkeit zur quantitativen Er-
fassung der Eigenschaften von Antennengruppen fu¨r die Anwendung in Systemen mit
Richtungsscha¨tzungs- oder Diagrammformungsmo¨glichkeiten. Weiterhin unterstreicht der
Vergleich des Sichtbereiches und der Richtungsempfindlichkeit elementarer Antennenkon-
figurationen, wie beispielsweise der linearen Gruppe aus isotropen Kugelstrahlern, die Un-
terschiede und den Nutzen der separaten Betrachtung dieser beiden Kenngro¨ßen. Diese
Parameter ko¨nnen daru¨ber hinaus die Grundlage fu¨r die systematische Auswahl geeig-
neter Antennenelemente sowie die Optimierung von Gruppenkonfigurationen hinsichtlich
entsprechender Spezifikationen bilden.
52 3. Kenngro¨ßen von Gruppenkonfigurationen
Kapitel 4
Kalibrierung von Gruppenantennen
Ein wesentlicher Teil der Verfahren zur Diagrammformung und zur hochauflo¨senden Rich-
tungsscha¨tzung geht von der Verfu¨gbarkeit fehlerfreier Sensorsignale aus. Bei der Verarbei-
tung von Messdaten treten jedoch Unterschiede zwischen der ra¨umlichen Impulsantwort
der realen Antennengruppe hˇ und der fu¨r die Signalverarbeitung als ideal angenomme-
nen ra¨umlichen Impulsantwort h auf. Diese ko¨nnen beispielsweise zu einer nennenswerten
Reduzierung der Leistungsfa¨higkeit der vorgestellten Verfahren zur hochauflo¨senden Rich-
tungsscha¨tzung fu¨hren [66]. Zur Kalibrierung von Antennengruppen, d.h. zur Kompensa-
tion dieser auftretenden Unterschiede bzw. Fehler, ist daher in der Regel eine geeignete
Vorverarbeitung der gemessenen Sensorsignale notwendig.
Wenn davon auszugehen ist, dass nicht nur Verkopplungen zwischen den Antennenelemen-
ten zu Abweichungen zwischen gemessener und idealer ra¨umlicher Impulsantwort fu¨hren,
kann die Kalibrierung nur als Na¨hrung aufgefasst werden. Ein anderes Beispiel fu¨r ei-
ne durchzufu¨hrende Na¨herung durch eine lineare Operation entsteht, wenn z.B. fu¨r die
Anwendbarkeit des ESPRIT- oder des Root-MUSIC-Algorithmus, eine Vandermonde-
Struktur1 in der ra¨umlichen Impulsantwort erforderlich ist. Liegt diese durch den Auf-
bau der Antennengruppe nicht vor, dann besteht die Mo¨glichkeit einer Interpolation der
tatsa¨chlichen ra¨umlichen Impulsantwort durch eine virtuelle ra¨umliche Impulsantwort in-
nerhalb eines zuvor festgelegten Winkelsegmentes.
Die zuna¨chst unterschiedlich erscheinenden Aufgabenstellungen der Kalibrierung und der
Interpolation fu¨hren auf vergleichbare Lo¨sungsansa¨tze. Zwar steht die Kalibrierung von
Gruppenantennen im Zentrum dieses Kapitels, eine Abgrenzung zur Interpolation ist aber
nicht sinnvoll. Vielmehr wird im letzten Abschnitt dieses Kapitels die vorteilhafte An-
wendung eines Verfahrens fu¨r die Interpolation von Gruppenantenen zur Kalibrierung de-
monstriert. In den anschließenden Abschnitten erfolgt jedoch zuna¨chst die Erla¨uterung
der relevanten Fehlerquellen in realen Antennensystemen. Die Evaluation verschiedener
Kalibrierverfahren wird dann anhand zweier konkreter Fallbeispiele durchgefu¨hrt.
1Die Erla¨uterung der Vandermonde-Struktur erfolgt in Abschnitt 2.1 am Beispiel einer linearen An-
tennengruppe.
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4.1 Fehler in aktiven Antennengruppen
Die in einem aktiven Antennensystem auftretenden Fehlerquellen lassen sich im Wesent-
lichen der eigentlichen Strahlergruppe, dem Sende- bzw. Empfangssystem, und der D/A-
Wandlung bzw. A/D-Wandlung zuordnen. Weiterhin ist eine Unterscheidung von linearen
und nichtlinearen Fehlern, sowie dynamischen und statischen Fehlern sinnvoll.
In den Schaltungsteilen der Sende- bzw. Empfangspfade ist mit dem Auftreten von sta-
tischen und dynamischen Fehlern zu rechnen, die zu unterschiedlichen Amplituden- und
Phasenga¨ngen der Signalzweige fu¨hren. Die Ursache fu¨r zeitvariante Fehlerterme sind bei-
spielsweise in einer vera¨nderlichen Systemtemperatur oder in der Alterung der verwendeten
Bauelemente zu finden. Durch Toleranzen bei den verwendeten Komponenten in den Schal-
tungsteilen zwischen den Speisepunkten der Strahler und der A/D- oder D/A-Wandlung
entstehen daru¨berhinaus statische Abweichungen vom idealen Systemverhalten. In beiden
Fa¨llen sind diese Fehler vollsta¨ndig durch N komplexe Koeffizienten zu beru¨cksichtigen,
die in der Hauptdiagonalen der N ×N Diagonalmatrix V zusammengestellt sind. Der am
Empfa¨nger detektierte Signalvektor folgt damit aus den Signalen x′(t) an den Anschluss-
punkten der Antenne und diesen Fehlerkoeffizenten zu
xˇ(t) = Vx′(t). (4.1)
Eine der dominierenden statischen Fehlerquellen ist die Strahlergruppe selbst, sowie deren
Umgebung. Durch die im Allgemeinen innerhalb einer Antennengruppe sehr dicht ange-
ordneten Einzelelemente kommt es zur gegenseitigen elektromagnetischen Beeinflussung.
Darum zeigen die Elemente innerhalb der Gruppe Eigenschaften, die nicht mehr mit de-
nen eines einzelnen Strahlers u¨bereinstimmen. Die zuna¨chst im Systemmodell durch Glei-
chung 2.19 angenommene ungesto¨rte Superposition der Elementbeitra¨ge beschreibt die rea-
le Gruppe demnach nicht exakt. Zudem kann das Verhalten der Antenne durch mechanisch
beno¨tigte Komponenten in der Umgebung der Strahlerelemente nachteilig beeinflusst wer-
den. Die lineare Modellierung dieser unerwu¨nschten elektromagnetischen Kopplungseffekte
erfolgt durch die Einfu¨hrung der vollbesetzten Koppelmatrix K, welche mit Gleichung 4.1
den Zusammenhang zwischen dem am Empfa¨nger detektierten Signalvektor xˇ und dem
fehlerfreien Signalvektor x nach Gleichung 2.28 herstellt:
xˇ(t) = VKx(t). (4.2)
Das Verhalten eines Strahlers innerhalb einer Gruppe unter Beru¨cksichtigung der Ver-
kopplung, der Aufbau der Koppelmatrix sowie deren Verbindung zur Streumatrix einer
Antennengruppe wird im folgenden Abschnitt dargestellt.
4.1.1 Aktives Gruppenelement
Die Mechanismen, die zur Verkopplung von Antennen fu¨hren, sind vielfa¨ltig. Die grundle-
gendste Form der gegenseitigen Beeinflussung ist die direkte Strahlungsverkopplung. Dabei
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Bild 4.1: Verkopplung von Antennenelementen innerhalb einer Gruppe: a) Blockdiagramm
einer Gruppe und b) schematische Darstellung durch ein verlustbehaftetes N -Tor.
wird die von einem Element abgestrahlte Welle direkt von einem anderen Element empfan-
gen. Abha¨ngig von der verwendeten Aufbautechnik ko¨nnen dazu, neben der Freiraumwelle,
im Falle gedruckter Antennen, z.B. in Mikrostreifenleitungstechnik, auch Oberfla¨chenwellen
in Substraten beitragen [67]. Wird ein Antennenelement eingebettet innerhalb einer Grup-
pe betrieben, a¨ndert sich durch diese Kopplungsmechanismen sowohl das Richtdiagramm
als auch der Impedanzverlauf. Zur Erfassung dieser Effekte ist es daher zweckma¨ßig, die
Eigenschaften des aktiven Gruppenelementes, also die charakteristischen Gro¨ßen aktives
Richtdiagramm und aktiver Reflexionsfaktor [68, 69], na¨her zu betrachten.
Zur Modellierung eines Systems von N verkoppelten Strahlern wird dieses, wie schematisch
in Bild 4.1 gezeigt, durch ein N -Tor ersetzt, in dem die Abstrahlung der Antennenelemen-
te als Verlustmechanismus beru¨cksichtigt ist. Die Eigenschaften dieses N -Tors sind dann
vollsta¨ndig durch eine entsprechende N × N -Mehrtormatrix zu beschreiben. In der Regel
kommen dazu die Impedanzparameter Z oder die Streuparameter S zum Einsatz.
Um die Eigenschaften des aktiven Elementes zu untersuchen, sind zuna¨chst an allen Toren
Quellen mit der Quellimpedanz ZQ anzuschließen. Diese erzeugen eine gewu¨nschte Anre-
gungsfunktion und somit ein entsprechendes Richtdiagramm. Zur Bestimmung des aktiven
Elementdiagramms wird dann das zu untersuchende Element mit einer Quelle verbun-
den, wa¨hrend alle anderen Tore angepasst mit der Lastimpedanz Z0 abgeschlossen werden.
Zweckma¨ßigerweise wird dazu mit den Streuparametern gearbeitet, da hier bestimmte Tei-
le der einlaufenden und auslaufenden Wellen an und bn zu Null gesetzt werden du¨rfen.
Die abgestrahlten Felder am n-ten Element sind proportional zur Spannung Un oder zum
Strom In, welche durch die Zusammenha¨nge
Un = (an + bn) ·
√
Z0, In =
an − bn√
Z0
(4.3)
fest mit den Wellengro¨ßen an und bn des Tores n verknu¨pft sind [70]. Dabei ist Z0 die
Bezugsimpedanz, die in der Regel mit der Quellimpedanz ZQ u¨bereinstimmt.
Zur Bestimmung des aktiven Elementdiagramms ~g aktn (Ω) wird nun davon ausgegangen,
dass am Tor n eine Quelle mit der Impedanz Z0 und der Leerlaufspannung UQ,n = U0 ·w∗n
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ein Signal einspeist, wa¨hrend alle anderen Tore mit Z0 abgeschlossen sind. Der Koeffizient
w∗n bezeichnet darin wieder allgemein die vorgesehene Gewichtung des n-ten Strahlers.
Weiterhin sei die Streumatrix S aus Messungen oder Berechnungen bekannt. Durch den
reflexionsfreien Abschluss aller Tore, verschwinden die einlaufenden Wellen, bis auf die am
jeweils betrachteten Tor: aµ = 0 fu¨r µ 6= n. Fu¨r die auslaufenden Wellen gilt daher an allen
Toren
bν =
N∑
µ=1
Sνµaµ = Sνnan (4.4)
Unter der Beru¨cksichtigung von an = UQ,n/(2
√
Z0) fu¨r die Amplitude der hinlaufenden
Welle folgt der Strom am Tor n zu
In =
an√
Z0
(1− Snn) = UQ,n
2Z0
(1− Snn). (4.5)
fu¨r ν = n
Die Anregung des n-ten Tores verursacht jedoch auch Stro¨me an den Toren der u¨brigen
Gruppenelemente:
Iν =
−bν√
Z0
=
−Sνnan√
Z0
= −UQ,n
2Z0
· Sνn (4.6)
fu¨r ν 6= n
Auf diese Weise ist den anregenden Spannungen UQ,n eine Strombelegung Iν fu¨r alle N
Elemente der Gruppe zuzuordnen. Der Beitrag jedes Gruppenelementes zum gesamten
abgestrahlten Feld sei nun proportional zum zugeho¨rigen Strom, sodass in diesem Szenario
nicht nur das angeschlossene Element, sondern auch die u¨brigen Gruppenelemente einen
Feldbeitrag liefern. Nach Gleichung 2.6 resultiert deren U¨berlagerung in dem abgestrahlten
elektrischen Feldvektor
~En =
e−jk|r|
|r| · Z ·
N∑
ν=1
Iν~g
iso
ν (Ω)e
jkrTν uˆr , (4.7)
wobei ~g isoν das Elementdiagramm des isolierten ν-ten Elementes bezeichnet. Die Verwen-
dung der Gleichungen 4.5 und 4.6 fu¨hrt mit der Abku¨rzung
E0 =
e−jk|r|
r
· U0
2
· Z
Z0
(4.8)
zu der von den Streuparametern abha¨ngigen Schreibweise
~En(Ω) = E0 · w∗n ·
(
~g ison (Ω)−
N∑
ν=1
Sνn~g
iso
ν (Ω)e
jk(rν−rn)Tuˆr
)
ejkr
T
n uˆr , (4.9)
= E0 · w∗n ·~g aktn (Ω) · ejkr
T
n uˆr . (4.10)
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Daraus ist der Zusammenhang zwischen dem aktiven Richtdiagramm des eingebetteten
Elementes und den Diagrammen der isolierten Elemente sowie der Streuparameter zu ent-
nehmen:
~g aktn (Ω) = ~g
iso
n (Ω)−
N∑
ν=1
Sνn~g
iso
ν (Ω)e
jk(rν−rn)Tuˆr . (4.11)
Weiterhin folgt fu¨r die Elemente der aktiven ra¨umlichen Impulsantwort
ˇ
h analog zur Glei-
chung 2.10 der Ausdruck
~h aktn (Ω) = ~g
akt
n (Ω) · ejkr
T
n uˆr = ~h ison (Ω)−
N∑
ν=1
Sνn~h
iso
ν (Ω). (4.12)
In der kompakten Vektordarstellung ist somit eine geschlossene Formulierung fu¨r die Ver-
knu¨pfung zwischen der aktiven und der idealen ra¨umlichen Impulsantwort u¨ber die Streu-
matrix gegeben:
ˇ
h =

h − Sh = (I− S) ·h. (4.13)
Dabei ist jedoch zu bedenken, dass diese nur die direkte Strahlerverkopplung beru¨cksich-
tigt. Andere Sto¨rungen durch Kopplungen mit Objekten in der direkten Umgebung des
Antennensystems ko¨nnen in dieser Lo¨sung nicht enthalten sein.
Der zweite wichtige Parameter zur Beschreibung des Verhaltens aktiver Gruppenelemen-
te ist der aktive Reflexionsfaktor bzw. die aktive Eingangsimpedanz Zaktn des Gruppen-
elementes, welche von der Impedanz des Elementes im freien Raum unterschiedlich ist.
Dieser Umstand fu¨hrt dazu, dass die fu¨r die Abstrahlung maßgeblichen Stro¨me In nicht
im selben Amplituden- und Phasenverha¨ltnis wie die angelegten Spannungen UQ,n stehen
werden [71].
Dabei sei an dieser Stelle darauf hingewiesen, dass der in der Literatur ha¨ufig anzutref-
fende Begriff der aktiven Eingangsimpedanz nicht ganz korrekt ist. Die in [32] gewa¨hlte
Bezeichnung der
”
Scan Impedance“, also der vom angestrebten Schwenkwinkel und der
entsprechenden Anregungsfunktion abha¨ngigen Eingangsimpedanz, beschreibt den Effekt
eigentlich besser. Da in diesem Zusammenhang jedoch auch von aktiven Elementen und ak-
tiven Richtdiagrammen gesprochen wird, soll diese Formulierung auch fu¨r die Eingangsim-
pedanz der eingebetteten Gruppenelemente verwendet werden.
Werden zuna¨chst ohne weitere Beachtung der Elementverkopplung die Gewichtungsko-
effizienten der Gruppenelemente fu¨r ein Richtdiagramm mit der Hauptstrahlrichtung Ω0
bestimmt, so sind diese unter der Annahme einer kophasalen Anregung
wn = α · ejkrTn uˆ0 , (4.14)
wobei α eine unbestimmte Konstante ist und der Einheitsvektor uˆ0 in die gewu¨nschte
Hauptstrahlrichtung Ω0 zeigt. Die U¨berlagerung aller N Feldbeitra¨ge aus Gleichung 4.10
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erfolgt dann fu¨r diese Raumrichtung gleichphasig und sollte daher das Maximum des Richt-
diagrammes erzeugen. Daraus folgt unmittelbar, dass die in das Antennensystem einlau-
fenden Wellen
an =
UQ,n
2
√
Z0
=
U0 · w∗n
2
√
Z0
=
U0
2
√
Z0
· α∗ · e−jkrTn uˆ0 (4.15)
sind. Die durch diese Anregung am Tor n auslaufende Welle ist durch die Streuparameter
gegeben:
bn =
N∑
ν=1
Snνaν =
U0
2
√
Z0
N∑
ν=1
Snν · w∗ν . (4.16)
Daraus folgt unmittelbar, dass am n-ten Tor ein von der Gewichtung w bzw. der Haupt-
strahlrichtung Ω0 abha¨ngiger Reflexionsfaktor, sowie eine dem zuzuordnende Impedanz
entsteht:
Γn(Ω0) =
bn
an
=
N∑
ν=1
Snνe
jk(rn−rν)Tuˆ0 , (4.17)
Zaktn (Ω0) = Z0
1 + Γn
1− Γn . (4.18)
Durch die auftretende Verkopplung, welche als Sνµ 6= 0 fu¨r ν 6= µ erfasst ist, ensteht
demnach ein von der Anregung abha¨ngiger aktiver Reflexionsfaktor und dementsprechend
auch eine aktive Eingangsimpedanz. Es liegt somit ein unerwu¨nschtes winkelabha¨ngiges
Verhalten der Strahler vor, da abha¨ngig von der Anregungsfunktion Leistung an den Toren
des Systems reflektiert wird. Dies kann bei sehr starker Verkopplung sogar dazu fu¨hren,
dass bei Einstellung bestimmter Schwenkrichtungen gar keine Leistung mehr abgestrahlt
wird und die Gruppe in dieser Richtung
”
blind“ ist [72].
Fu¨r den abschließenden U¨bergang zu großen regelma¨ßigen Antennnengruppen aus iden-
tischen Elementen, in denen Randeffekte nur eine untergeordnete Rolle spielen sollen, ist
ein Zusammenhang zwischen dem aktiven Reflexionsfaktor und dem Richtdiagramm her-
stellbar. Durch Symmetrien innerhalb der Streumatrix einer großen Antennengruppe ist
aufgrund der Na¨herungen Sn ν ≈ Sν n und Sν n−x ≈ Sν n+x eine Umformung der Glei-
chung 4.17 fu¨r den aktiven Reflexionsfaktor mo¨glich [68]:
Γn(Ω0)→
N∑
ν=1
Sνne
jk(rν−rn)Tuˆ0 . (4.19)
Unter der Annahme identischer Gruppenelemente folgt dann fu¨r das aktive Elementdia-
gramm
~g aktn (Ω) = ~g
iso(Ω)
(
1−
N∑
ν=1
Sνne
jk(rν−rn)Tuˆr
)
= ~g iso(Ω)(1− Γn(Ω)). (4.20)
Damit entsteht fu¨r diesen Spezialfall ein Zusammenhang zwischen dem aktiven Reflexi-
onsfaktor und dem aktiven Elementdiagramm einer Antennengruppe. Dieses Ergebnis ist
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durchaus von praktischem Nutzen, da es bei großen Antennengruppen eine gute Abscha¨t-
zung fu¨r das Verhalten der eingebetteten Elemente ermo¨glicht. Der bereits angesprochene
Fall von
”
blinden“ Schwenkrichtungen la¨sst sich ebenfalls nachvollziehen: Kommt es bei ei-
ner bestimmten Anregung der Elemente zu einem aktiven Reflexionsfaktor von Γn(Ω) = 1,
werden die aktiven Elementdiagramme in dieser Richtung zu Null.
Die Umformung der Schreibweise fu¨r die aktive ra¨umliche Impulsantwort eines Gruppen-
elementes aus Gleichung 4.12 fu¨hrt auf die Summe
~h aktn (Ω) =
N∑
ν=1
knν~h
iso
ν (Ω), (4.21)
worin die Faktoren knν die Elemente der Koppelmatrix K sind. Im Anschluss an die Glei-
chung 4.13 folgt dementsprechend die Vektordarstellung
ˇ
h = K ·h, (4.22)
K = I− S. (4.23)
Damit ist der Zusammenhang zwischen der Koppelmatrix K aus Gleichung 4.2 und den
Streuparametern der Antenne in der Matrix S hergestellt. Werden die Unterschiede zwi-
schen gemessener und tatsa¨chlicher ra¨umlicher Impulsantwort einer Gruppe durch Ver-
kopplungseffekte dominiert, ist das Modell der linearen Beeinflussung der Sensorsignale
durch die Verkopplung der Antennenelemente richtig. Daher ist davon auszugehen, dass
eine Korrektur mit sehr geringem Restfehler mo¨glich sein wird.
4.1.2 Beispiele fehlerbehafteter Antennengruppen
Die Auswirkung typischer statischer Fehler wird in diesem Abschnitt anhand zweier Bei-
spiele konkretisiert. Die Vera¨nderung des Strahlungsverhaltens ausschließlich durch die
elektromagnetische Verkopplung wird mit Simulationsergebnissen fu¨r die aktiven Element-
diagramme der linearen Dipolgruppe aus Bild 4.2 a) demonstriert. Diese besteht aus vier
λ/2-Dipolen, die parallel zur y–Achse ausgerichtet und im Abstand d = λ/2 entlang der
x–Achse angeordnet sind. Fu¨r die Simulation wird der Radius der Dipole sehr klein zur Wel-
lenla¨nge gewa¨hlt und der spezifische Widerstand des Dipolmaterials zu Null gesetzt, sodass
keine metallischen Verluste auftreten. Da sto¨rende Randeffekte in der Simulation weitest-
gehend ausgeschlossen sind und das Strahlungsverhalten der Gruppe nicht durch Objekte
in der Umgebung gesto¨rt wird, ist davon auszugehen, dass Abweichungen zwischen dem
Verhalten des einzelnen Dipols und dem des aktiven Dipols nur durch die Verkopplung
der Elemente verursacht werden. Die Betrachtungen beschra¨nken sich dabei auf die lineare
Polarisation der Dipole.
Das zweite hier vorgestellte Beispiel einer fehlerbehafteten Antennengruppe ist die in den
Bildern 4.2 b) und 4.2 c) skizzierte und abgebildete lineare Gruppe aus vier x-polarisierten,
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Bild 4.2: Beispiele linearer Antennengruppen: a) Skizze des Simulationsmodells einer Di-
polgruppe, b) bemaßte Skizze einer Gruppe aus vier x-polarisierten Mikrostreifenleitungs-
antennen und c) Foto der realisierten Mikrostreifenleitungsantenne mit Leistungsteiler fu¨r
die Lokaloszillatorverteilung und je einem Mischer pro Signalzweig.
U–geschlitzten Mikrostreifenleitungsantennen. Die Gruppenelemente sind bei der Mitten-
frequenz der Antenne von 10 GHz ebenfalls im Abstand λ/2 = 15 mm entlang der x–Achse
angeordnet.
Die Besonderheit dieser Variante einer Mikrostreifenleitungsantenne liegt in der verha¨lt-
nisma¨ßig großen Bandbreite von etwa 10%, die mit diesem Strahlertyp erreichbar ist. Dies
ist in der Mikrostreifenleitungstechnik nur durch die Verwendung eines dicken Substrates
mit einer niedrigen Dielektrizita¨tszahl mo¨glich. Fu¨r die betrachtete Antenne wurde dazu
ein Substrat vom Typ RT/duroid 5880 [73] mit einer relativen Dielektrizita¨tszahl r = 2.2
mit einer Dicke von 3.2 mm ausgewa¨hlt. Die direkte koaxiale Speisung von Mikrostrei-
fenleitungsantennen auf dicken Substraten fu¨hrt jedoch zu sehr großen Induktivita¨ten im
Speisepunkt, wodurch die Anpassung problematisch wird. Das Einbringen des U-fo¨rmigen
Schlitzes wirkt kapazitiv und tra¨gt somit zur Kompensation der so entstehenden Indukti-
vita¨t bei. Weitere Details zum Entwurf der Strahlerelemente und der Gruppe sind in [SD4],
[74] und [146] dargestellt.
Das Bild 4.3 zeigt die Simulationsergebnisse der entstehenden aktiven Richtdiagramme
in der Ebene Φ = 0
 
fu¨r beide Antennengruppen. Zudem ist in beiden Fa¨llen auch die
Charakteristik der jeweils isolierten Elemente gezeigt. Die Daten der isolierten Mikro-
streifenleitungsantenne sind dabei unter der Annahme einer idealen unendlich ausgedehn-
ten Massefla¨che gezeigt und daher nur im Winkelbereich ±90  anzugeben. Fu¨r die Dipol-
gruppe zeigen sich Abweichungen zwischen dem idealen, omnidirektionalen Verhalten des
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Bild 4.3: Simulationsergebnisse der aktiven und isolierten Elementdiagramme in der Ebe-
ne Φ = 0
 
a) der Dipolgruppe und b) der U–geschlitzten Mikrostreifenleitungsantenne.
isolierten Dipols und den Diagrammen der Gruppenelemente. Dabei treten Einbru¨che von
bis zu 3 dB und U¨berho¨hungen von bis zu 1.5 dB auf. Noch deutlicher wird der Unter-
schied zwischen dem Verhalten des isolierten und des eingebetten Elementes im Fall der
Mikrostreifenleitungsantennen. Bedingt durch den Aufbau zeigt sich bereits fu¨r den Fall des
einzelnen Elementes eine unsymmetrische Charakteristik. Durch den Einfluss der Verkopp-
lung und der in der Realita¨t nur endlich großen Massefla¨che kommt es bei den Diagrammen
der in die Gruppe eingebetteten Elemente zu deutlichen Abweichungen von diesem Verlauf.
Auch zwischen den Einzelelementen ist dabei keine Symmetrie mehr festzustellen.
Zur Charakterisierung der aktiven Elementdiagramme der realisierten Mikrostreifenlei-
tungsantenne wird der in Anhang A beschriebene Mehrkanal-Empfa¨nger verwendet, wel-
cher die Aufzeichnung komplexwertiger Richtdiagramme ermo¨glicht. Die so erhaltenen Mes-
sergebnisse der aktiven Elementdiagramme aus dem Winkelbereich ±60  sind fu¨r die vier
Gruppenelemente zusammen mit den entsprechenden Simulationsergebnissen in Bild 4.4
gezeigt. Der Vergleich der gemessenen Diagramme mit den simulierten Daten zeigt dabei
eine sehr gute U¨bereinstimmung.
Diese Zusammenstellung der Eigenschaften beider Beispielantennen deutet bereits die auf-
tretenden Unterschiede zwischen den modellhaft angenommenen und den tatsa¨chlich vor-
handenen Eigenschaften einer Antennengruppe an. Die Simulations- und Messdaten der
beiden Gruppen werden die Datenbasis fu¨r die Bewertung der in diesem Kapitel vorge-
stellten Verfahren zur Kalibrierung von Gruppenantennen bilden.
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Bild 4.4: Simulations- und Messergebnisse der aktiven Elementdiagramme der vier
U-geschlitzten Mikrostreifenleitungsantennen in der Ebene Φ = 0
 
.
4.1.3 Fehlerkorrektur
Die Verfahren zur Fehlerkorrektur unterscheiden sich zuna¨chst durch die Ha¨ufigkeit ih-
rer Durchfu¨hrung. Zur Kompensation von statischen Fehlern spielt die einmalige, vor der
Inbetriebnahme des Systems durchzufu¨hrende oder in großen Zeitabsta¨nden wiederkehren-
de Kalibrierung des Gesamtsystems eine wichtige Rolle. Dagegen sind zur Korrektur von
dynamischen Fehlern ha¨ufige oder sogar kontinuierliche U¨berwachungen einzelner Schal-
tungsgruppen oder vollsta¨ndiger Systempfade notwendig.
Die Gewinnung der zur Fehlerkorrektur beno¨tigten Daten unterscheidet sich je nach Vor-
gehen und Art der zu kompensierenden Fehler. Die Grundlage der Kalibrierung des Ge-
samtsystems ist u¨blicherweise die Auswertung externer Signalquellen. Dabei werden ein
oder mehrere Sender bzw. Empfa¨nger im Nah- oder Fernfeld innerhalb des Sichtberei-
ches der Antennengruppe betrieben. Die zugeho¨rigen Messungen werden vorzugsweise mit
der Antenne und ggf. mit durch den Aufbau unvermeidlichen und daher zu beru¨cksich-
tigenden Streuko¨rpern unter definierten Randbedingungen, z.B. in einer reflexionsarmen
Antennenmesskammer, durchgefu¨hrt. Die so erhaltenen Referenzmessungen mit externen
Signalquellen oder Empfa¨ngern in O verschiedenen Positionen werden auf die entspre-
chenden fehlerfreien Signale abgebildet, um eine mo¨glichst gute Scha¨tzung der geeigneten
Korrektur- oder Kalibriermatrix
C = (V ·K)−1. (4.24)
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zu erhalten. Diese Form der Kalibrierung umfasst also die gesamten Kopplungseffekte in
der Matrix K sowie alle Sende- bzw. Empfangszweige des verwendeten Antennensystems,
mit den auftretenden Amplituden- und Phasenfehlern in der Diagonalmatrix V. Die Be-
rechnung des korrigierten Signalvektors x˜, bei dem es sich genau genommen um einen
Scha¨tzwert handelt, aus dem fehlerhaften Signalvektor nach Gleichung 4.2 erfolgt bei nun
bekannter Kalibriermatrix durch
x˜ = C · xˇ. (4.25)
Dieses Vorgehen stellt keine besonderen Anforderungen an den Aufbau des Antennen-
systems und ist vor der eigentlichen Betriebsphase mo¨glich. Die Durchfu¨hrung der Refe-
renzmessungen ist in der Regel jedoch sehr aufwendig und daher ist diese Methode der
Datengewinnung wa¨hrend des regula¨ren Betriebs des Antennensystems ha¨ufig nicht mehr
anwendbar. Durch den statischen Charakter der Kopplungsfehler ist dies in vielen Fa¨llen
aber auch nicht mehr no¨tig.
Die Korrektur dynamischer Fehler, beispielsweise bedingt durch Temperaturdrift einzel-
ner Komponenten, muss wa¨hrend des Betriebes durch einen entsprechenden Schaltungsteil
erfolgen. Bei der Auswertung systeminterner Quellen wird dazu ein Netzwerk in das An-
tennensystem integriert, um Testsignale in alle Sende- bzw. Empfangspfade des Systems
einzuspeisen. Beispiele fu¨r die Realisierung solcher Systeme sind in [67, 75, 76] gegeben.
Diese Verfahren zur Kalibrierung bieten die Mo¨glichkeit der permanenten Fehlerkorrek-
tur. Durch den erweiterten Umfang der Schaltung erho¨hen sie aber auch wesentlich die
Komplexita¨t des Antennensystems. Bei bidirektional betriebenen Systemen liegen ha¨ufig
paarweise Sende- und Empfangszweige vor, die fu¨r die Kalibrierung genutzt werden ko¨nnen.
Dies erfolgt dann u¨ber die geeignete Verschaltung der Zweige mo¨glichst dicht an den Strah-
lerelementen oder unter Verwendung und Beru¨cksichtigung der Verkopplung der Strahler-
elemente in der Gruppe [77].
Der Einsatz dieser zusa¨tzlichen Schaltungsteile liefert Informationen u¨ber die auftretenden
Amplituden- und Phasenfehler innerhalb der Signalpfade. Diese werden zur Bestimmung
der aktuellen Fehlerkoeffizienten in der Diagonalmatrix V und damit zur Berechnung einer
aktuellen Kalibriermatrix C genutzt. Die Bestimmung der Koppelmatrix K und somit die
Kompensation aller Kopplungsfehler ist mit diesen Verfahren jedoch nicht mo¨glich.
Nach der Bestimmung einer Kalibriermatrix C ist aus den vorgenommenen Referenzmes-
sungen in den Vektoren hˇ(Ωo), mit o = 1 . . .O, die kalibrierte ra¨umliche Impulsantwort
der Gruppe anzugeben:
h˜(Ω) = C · hˇ(Ω). (4.26)
Zur Bewertung der Gu¨te der Kalibrierung sind daraus zwei Fehlerdefinitionen abzuleiten.
Liegt der Schwerpunkt auf einer guten Abbildung der Mannigfaltigkeit, dann ist das Be-
tragsquadrat der Abweichung von kalibrierter und fehlerfreier ra¨umlicher Impulsantwort
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aussagekra¨ftig:
δ = h(Ω)−C · hˇ(Ω), (4.27)
δ =
√
δHδ = |δ|. (4.28)
Der entsprechende relative Fehler ist, bezogen auf die fehlerfreie ra¨umliche Impulsantwort
der Gruppe, gegeben durch:
δrel =
|δ|
|h| . (4.29)
Steht in einer Anwendung die Richtungsscha¨tzung im Vordergrund, dann ist die Definition
des Richtungsscha¨tzfehlers als alternatives Gu¨tekriterium fu¨r eine Kalibrierung sinnvoll.
In Anlehnung an den MUSIC-Algorithmus ist, unter der Annahme einer beliebigen Anten-
nenkonfiguration, fu¨r alle betrachteten Raumrichtungen Ω = {Θ(ξ),Φ(ξ)} der Scha¨tzwert
der Richtungsvariablen ξ aus dem Minimum
min
ξ˜
{
h(ξ˜)H
(
I− h˜h˜
H
h˜Hh˜
)
h(ξ˜)
}
(4.30)
zu bestimmen. Aus der Differenz von gescha¨tzter und tatsa¨chlicher Raumrichtung wird der
Scha¨tzfehler
∆Ω = Ω(ξ˜)− Ω(ξ) = Ω˜− Ω (4.31)
berechnet.
Fu¨r Gruppenkonfigurationen, deren ra¨umliche Impulsantwort eine Vandermonde-Struk-
tur aufweist, ist die Bestimmung des Richtungsscha¨tzwertes geschlossen zu formulieren.
Analog zum ESPRIT-Algorithmus werden mit den Selektionsmatrizen aus Gleichung 2.54
und Gleichung 2.54 aus der kalibrierten ra¨umlichen Impulsantwort die Vektoren
h˜1 = S1h˜ h˜2 = S2h˜ (4.32)
bestimmt. Fu¨r diese Vektoren gilt idealerweise der Zusammenhang h˜1 · z = h˜2, wobei der
gesuchte Winkel Ω durch den Einheitsvektor uˆr in
z = ejkr
T
1 uˆr = ejkf(Ω) (4.33)
enthalten ist. Der gescha¨tzte Winkel ist danach
Ω˜ = f−1
(
1
jk
ln(z˜)
)
mit z˜ = h˜†1h˜2 (4.34)
und f−1(·) als Umkehrfunktion zu f(Ω) = rT1 uˆr aus dem Exponenten der Gleichung 4.33.
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4.2 Kalibrierung der ra¨umlichen Impulsantwort
Nach den Betrachtungen zum Aufbau der Kalibriermatrix C und den damit verknu¨pften
Fehlermechanismen werden in diesem Abschnitt verschiedene Lo¨sungswege zur Berech-
nung dieser Korrekturmatrix diskutiert und verglichen. Die Bewertung der Eigenschaften
und der Leistungsfa¨higkeit dieser Lo¨sungsansa¨tze erfolgt anhand der Fallbeispiele aus dem
Abschnitt 4.1.2. Die Beschreibungen beschra¨nken sich dabei auf den Fall des Betriebes
der Antenne mit der dominanten Polarisation p, sodass die ra¨umliche Impulsantwort der
Antenne durch h =

hpH gegeben ist. Auf den Fall polarisationsagiler Antennen und die
Minimierung des Einflusses der kreuzpolaren Strahlung wird fu¨r den Fall einer dual pola-
risierten Antenne in Kapitel 7 na¨her eingegangen.
4.2.1 Einpunkt-Korrektur
Fu¨r einen stark vereinfachenden Ansatz, in dem nur die Fehler in den Sende- bzw. Emp-
fangszweigen beru¨cksichtigt werden, sind nur die N Koeffizienten vnn der Diagonalmatrix
V zu bestimmen. Das dabei entstehende Gleichungssystem ist bereits durch die Auswer-
tung des Verha¨ltnisses aus fehlerhafter und idealisierter ra¨umlicher Impulsantwort, hˇ(Ω)
und h(Ω), fu¨r einen einzigen Raumwinkel Ωref vollsta¨ndig lo¨sbar. Die gesuchten Eintra¨ge
der Matrix V folgen daher bei der Einpunkt-Korrektur aus dem Zusammenhang
vnn =
hˇn(Ωref )
hn(Ωref )
. (4.35)
DerWinkel Ωref als Referenz der Korrektur ist prinzipiell frei wa¨hlbar, liegt jedoch zweckma¨ßig
in der Mitte des auszuwertenden Winkelbereiches. Diese Form der Fehlerbehandlung erfasst
selbstversta¨ndlich keine Fehler durch elektromagnetische Kopplungseffekte. Deren Behand-
lung in den nachfolgenden Abschnitten erfordert die Verwendung mehrerer Messpunkte der
fehlerbehafteten ra¨umlichen Impulsantwort innerhalb des zu kalibrierenden Winkelberei-
ches.
4.2.2 Fourier-Zerlegung der aktiven Elementdiagramme
Bei der in [78] von Steyskal undHerd vorgestellten Berechnung der Koppelfaktoren wird
ausgenutzt, dass die Summe zur Berechnung der aktiven ra¨umlichen Impulsantwort haktn in
Gleichung 4.21 fu¨r lineare Gruppen aus identischen Elementen mit gison = g
iso als Fourier-
Reihe zu interpretieren ist. Dementsprechend kommt den Elementen der Koppelmatrix knν
die Rolle der Fourier-Koeffizienten zu.
Im Fall der Beispielantennen in Form einer linearen Gruppe entlang der x–Achse, mit dem
Elementabstand d = λ/2, wird das Skalarprodukt rTν uˆr = νd sinΘ cosΦ. In der Schnit-
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Bild 4.5: Betrag der Koppelkoeffizienten knν aus der Fourier-Zerlegung der simulierten
aktiven Elementdiagramme a) der Gruppe aus vier Dipolen und b) der Gruppe aus vier
U-geschlitzten Mikrostreifenleitungsantennen.
tebene Φ = 0
 
sind dann die gesuchten Fourier-Koeffizienten
knν =
1
2pi
∫ pi
−pi
haktn (Θ)
giso(Θ)
e−jνvdv, v = kd sinΘ = pi sinΘ. (4.36)
Das Elementdiagramm des isolierten Strahlers giso(Θ) muss dabei frei von Nullstellen in-
nerhalb des Integrationsbereiches sein. Da die Grenzen des Integrals vmin,max = ±pi =
pi sinΘmin,max sind, muss das Integral bei einem Elementabstand d = λ/2 innerhalb der
Grenzen Θmin,max = ±pi2 ausgewertet werden. Bei gro¨ßerem Elementabstand verringert sich
dieser Winkelbereich. Damit die Integration nicht außerhalb des Definitionsbereiches der
Elementdiagramme durchzufu¨hren ist, muss der Elementabstand immer gro¨ßer oder gleich
λ/2 sein. Die Bestimmung der Koeffizienten knν aus der Integration u¨ber den Winkel Θ
erfolgt somit durch
knν =
kd
2pi
∫ pi/2
−pi/2
haktn (Θ)
giso(Θ)
e−jνpi sinΘ cosΘdΘ. (4.37)
Die Behandlung zweidimensionaler Gruppen ist analog dazu mit der zweidimensionalen
Fourier-Transformation mo¨glich [79]. Die Berechnung der Koeffizienten knν mit Indizes
außerhalb des Bereiches 1 ≤ ν ≤ N erlaubt zudem eine qualitative Aussage u¨ber die zu
erwartende Gu¨te der Kalibrierung [80].
Fu¨r die beiden vorgestellten Beispielantennen sind die aus den aktiven Elementdiagrammen
berechneten Fourier-Koeffizienten in Bild 4.5 dargestellt. Fu¨r die Dipolgruppe zeigt sich,
dass die Koeffizienten knν im Bereich des Index ν = 1 . . . 4 nennenswerte Beitra¨ge liefern.
Weiterhin spiegelt sich die Symmetrie der Elementanordnung in der symmetrischen Struk-
tur der Koeffizienten wieder. Außerhalb dieses Indexbereiches fallen die Werte auf unter
-50 dB ab und sind daher vernachla¨ssigbar. Dieses Ergebnis stu¨tzt die eingangs formu-
lierte Annahme, dass im Fall der Dipolgruppe vorwiegend von Fehlern durch Verkopplung
auszugehen ist, die vollsta¨ndig durch eine Koppelmatrix K beschrieben werden und somit
sehr gut kompensierbar sind.
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Bild 4.6: Relativer Fehler zwischen kalibrierter bzw. unkalibrierter und idealer ra¨umlicher
Impulsantwort a) der Gruppe aus vier Dipolen und b) der Gruppe aus vier U-geschlitzten
Mikrostreifenleitungsantennen.
Bei Betrachtung der Mikrostreifenleitungsantennen stellt sich ein anderes Ergebnis ein.
Die Werte der Koeffizienten knν fallen außerhalb des Indexbereiches ν = 1 . . . 4 kaum ab.
Der Grund dafu¨r ist, dass die aktiven Richtdiagramme nicht nur durch die Elementver-
kopplung, sondern auch von dem Aufbau der Antenne beeinflusst werden. Beispiele dafu¨r
sind hier die endliche Dimension des Substrates und der Massefla¨che. Daru¨ber hinaus ist
davon auszugehen, dass die Annahme eines monomodigen Elementes verletzt ist. Das be-
deutet, dass auf den eingebetteten Antennenelementen Stromverteilungen entstehen, die
nicht mehr exakt der Stromverteilung eines isolierten Elementes entsprechen. Dieses Er-
gebnis la¨sst bereits vermuten, dass eine winkelunabha¨ngige Kalibrierung der Gruppe mit
diesem Verfahren nur mit Einschra¨nkungen mo¨glich sein wird.
Zur Quantifizierung des Kalibrierfehlers wird der in Gleichung 4.29 gegebene relative Feh-
ler zwischen kalibrierter und unkalibrierter ra¨umlicher Impulsantwort ausgewertet und ist
fu¨r die beiden Beispiele in Bild 4.6 gezeigt. Die Berechnung basiert dabei zuna¨chst auf
den simulierten aktiven Elementdiagrammen in ∆Θ = 1
 
–Schritten. Fu¨r die Mikrostrei-
fenleitungsantenne ist der Fehler nur im Winkelbereich ±90  dargestellt, da das ideale
Elementdiagramm außerhalb dieses Bereiches Null und der relative Fehler somit nicht de-
finiert ist. Der Fehler in den unkalibrierten Diagrammen liegt fu¨r beide Gruppen in der
gleichen Gro¨ßenordnung. Die Kalibrierung der Dipolgruppe funktioniert mit diesem An-
satz hervorragend und besta¨tigt somit die Beobachtungen bei den Koppelkoeffizienten in
Bild 4.5 a). Im Gegensatz dazu zeigt sich fu¨r die Mikrostreifenleitungsantenne nur eine
geringe Verbesserung des Fehlers durch diese Kalibrierung.
Liegen nur Messungen innerhalb eines eingeschra¨nkten Winkelsegmentes vor, kommt das
einer Fensterung der Referenzdaten im Winkelbereich gleich. Dies hat im Spektralbereich
eine Faltung mit der entsprechenden Fourier-Transformierten der Fensterfunktion zur
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Folge. Dadurch wird die Bestimmung der Koppelkoeffizienten bei diesem Vorgehen unter
Umsta¨nden ungenauer und ein anderes Verfahren zur Bestimmung einer Korrekturmatrix
ist vorzuziehen.
4.2.3 Lineare Interpolation der ra¨umlichen Impulsantwort
Fu¨r die Kalibrierung der fehlerhaften ra¨umlichen Impulsantwort der Gruppe la¨sst sich das
in [81] vorgestellte Verfahren zur Interpolation der Mannigfaltigkeit einer Antennengruppe
durch die einer virtuellen Gruppe anwenden. Die Basis dazu ist die Suche eines Minimums
fu¨r den Mittelwert des quadratischen Fehlers δ(Ω) aus Gleichung 4.28 innerhalb eines vorab
bestimmten Winkelsegmentes. Die grundsa¨tzliche Annahme der linearen Interpolation ist,
dass eine Matrix Cl existiert, welche die fehlerbehaftete und die ideale ra¨umliche Impuls-
antwort innerhalb der Grenzen Ωl,min ≤ Ω ≤ Ωl,max miteinander verknu¨pft:
Clhˇ− h ≈ 0. (4.38)
Neben der Festlegung der Winkelsektoren, innerhalb derer die Na¨herung gu¨ltig sein soll, ist
fu¨r die Interpolation vor allem die Frage der Auslegung der virtuellen Gruppe zu beantwor-
ten. Im Falle der Kalibrierung wird diese Rolle naturgema¨ß durch die fehlerfreie Gruppe
u¨bernommen. Es ist jedoch strengstens darauf zu achten, dass die Phasenreferenz, d.h. der
zur Bestimmung der Phasenbeziehungen festgelegte Referenzpunkt der beiden Gruppen
bzw. Impulsantworten, u¨bereinstimmt. Ist dies nicht der Fall, dann wird die Kalibrierung
oder Interpolation keine guten Ergebnisse liefern, da eine winkelabha¨ngige Variation der
Phase durch diesen Ansatz nicht erfasst werden kann.
Um die Anzahl L der getrennt zu behandelnden Sektoren klein zu halten, ist ein mo¨glichst
großer Winkelbereich fu¨r die Interpolation wu¨nschenswert. Der zula¨ssige Fehler der In-
terpolation wird dabei eine Untergrenze fu¨r L bestimmen. Werden nun innerhalb des zu
interpolierenden bzw. kalibrierenden Sektors O Referenzwinkel Ωo festgelegt, dann entsteht
fu¨r die Berechnung der Koppelmatrix Cl das System:
min
Cl
{
Cl · Hˇ−H
}
. (4.39)
Darin enthalten die Matrizen H und Hˇ, beide mit der Dimension N × O, jeweils die
idealen und fehlerbehafteten ra¨umlichen Impulsantworten der Referenzwinkel Ωo aus dem
l–ten Sektor. In diesem Gleichungssystem treten N2 Unbekannte in der Matrix Cl auf,
fu¨r deren Bestimmung N ·O Gleichungen vorliegen. Da die Anzahl der Referenzwerte die
Anzahl der Elemente ha¨ufig deutlich u¨bersteigt, handelt es sich um ein u¨berbestimmtes
Gleichungssystem. Die Kalibrier- bzw. Interpolationsmatrizen Cl entsprechen somit der
Lo¨sung dieses Systems und sind im Sinne des kleinsten quadratischen Fehlers durch die
Multiplikation mit der Pseudoinversen von Hˇ zu berechnen:
Cl = H · Hˇ† (4.40)
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Bild 4.7: Relativer Fehler zwischen kalibrierter bzw. unkalibrierter und idealer ra¨umlicher
Impulsantwort nach Interpolation der ra¨umlichen Impulsantworten fu¨r unterschiedliche
Winkelsektoren.
Mit der so erhaltenen Korrekturmatrix und der Gleichung 4.26 erfolgt die Bestimmung der
kalibrierten ra¨umlichen Impulsantwort der Gruppe. Wie bei der Bestimmung der Kalibrier-
matrix aus der Fourier-Zerlegung der aktiven Elementdiagramme ist die Kalibrierung der
Dipolgruppe mit einem Restfehler unterhalb 0.5
 
bereits mit wenigen Referenzwerten
fu¨r den gesamten betrachteten Winkelbereich mo¨glich. Die Kalibrierung ist also durch die
Interpolation in einem einzigen Winkelsektor sehr gut mo¨glich.
Dem Bild 4.7 ist zu entnehmen, dass die Kalibrierung der Mikrostreifenleitungsantenne
innerhalb des Winkelsektors Θ = ±60  kaum zu einer Vera¨nderung gegenu¨ber dem Fehler
δ aus der Fourier-Zerlegung der aktiven Elementdiagramme in Bild 4.6 b) fu¨hrt. Durch
die variable Auslegung der Interpolationssektoren, z.B. drei Sektoren zu je 20
 
, kann der
Fehler jedoch deutlich abgesenkt werden.
4.3 Kalibrierung der Eigenstruktur
Fu¨r die Unterraumverfahren zur hochauflo¨senden Richtungsscha¨tzung spielt eine geringe
Differenz zwischen den fehlerfreien und kalibrierten ra¨umlichen Impulsantworten h und
h˜ eher eine untergeordnete Rolle. Den Ausfu¨hrungen in Abschnitt 3.2 ist vielmehr zu
entnehmen, dass die gesuchte Richtungsinformation im Wesentlichen durch die Lage der
fehlerfreien und der kalibrierten Eigenvektoren
uˆ =
h
|h| und u˜ =
h˜
|h˜| (4.41)
im N -dimensionalen komplexen Raum CN gegeben ist. Es ist jedoch festzuhalten, dass im
Fall einer erfolgreichen Kalibrierung der ra¨umlichen Impulsantwort davon auszugehen ist,
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dass auch eine entsprechende U¨bereinstimmung der Richtungen dieser Eigenvektoren, kurz
der Eigenstruktur, erreicht ist. Fu¨r die Kalibrierung von Antennen zur Richtungsscha¨tzung
ist jedoch unabha¨ngig davon eine neue Zielsetztung zu formulieren, nach der eine gute
U¨bereinstimmung der Eigenstrukturen von fehlerfreier und kalibrierter Mannigfaltigkeit
zu erreichen ist.
4.3.1 Lineare Interpolation der Eigenstruktur
Zur Fehlerkorrektur bei Gruppen aus isotropen Strahlern wird in [82] von Pierre & Ka-
veh ein Lo¨sungsansatz zur Interpolation der Eigenstruktur vorgestellt. Dabei wird davon
ausgegangen, dass die O Eigenvektoren der fehlerbehafteten ra¨umlichen Impulsantwort
uˇ =
hˇ
|hˇ| (4.42)
fu¨r die Referenzwinkel Ωo linear durch eine Koppelmatrix mit den Eigenvektoren uˆ der
fehlerfreien ra¨umlichen Impulsantwort zu verknu¨pfen sind. Dabei wird jedoch außer acht
gelassen, dass die Vektoren zwar parallel aber nicht unbedingt von gleicher La¨nge oder
Phasenlage sein mu¨ssen. Dieser Sachverhalt ist in dem Verfahren von See aus [83] bedacht,
bei dem die Kalibrierung der Eigenstruktur durch den Ansatz
Cluˇ(Ωo) = b
′(Ωo) · uˆ(Ωo) (4.43)
erfolgt. Mit den Definitionen der Eigenvektoren ist die Umformung
Clhˇ(Ωo) = b
′(Ωo) · |hˇ(Ωo)||h(Ωo)| · h(Ωo) = b(Ωo) · h(Ωo) (4.44)
durchzufu¨hren. Die Zusammenstellung der O idealen und fehlerbehafteten ra¨umlichen Im-
pulsantworten der Referenzwinkel Ωo in den Matrizen H und Hˇ fu¨hrt analog zu Glei-
chung 4.39 zur Formulierung des Systems
min
Cl, B
{
Cl · Hˇ−H ·B
}
, (4.45)
wobei die O×O DiagonalmatrixB die Elemente b(Ωo) auf der Hauptdiagonalen entha¨lt und
sonst Null ist. Die Lo¨sung fu¨r die Koppelmatrix Cl im Sinne des kleinsten Fehlerquadrates
fu¨hrt dann auf
Cl = H ·B · Hˇ†. (4.46)
Zur Bestimmung der bisher unbekannten Matrix B wird diese Lo¨sung wieder in die Glei-
chung 4.45 eingesetzt und es entsteht das Minimierungsproblem
min
B
{
H ·B · P⊥
Hˇ
}
(4.47)
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Bild 4.8: Richtungsscha¨tzfehler a) der Gruppe aus vier Dipolen und b) der Gruppe aus
vier U-geschlitzten Mikrostreifenleitungsantennen vor und nach der Kalibrierung mit den
Verfahren nach Pierre & Kaveh bzw. See.
mit der undurchsichtigen Orthogonalprojektion zu Hˇ
P⊥
Hˇ
= I− Hˇ†Hˇ. (4.48)
Mit Hilfe der vec-Operation, welche die Spalten einer Matrix u¨bereinander in einem Vektor
anordnet, der Matrixidentita¨t
vec{XYZ} = (ZT ⊗X)vec{Y} (4.49)
mit dem Kronecker-Produkt ⊗ und der Eigenschaft der Orthogonalprojektion
P⊥
Hˇ
(P⊥
Hˇ
)H = P⊥
Hˇ
(4.50)
ist zu zeigen, dass die Umformung
||H ·B · P⊥
Hˇ
||2 = ||vec{H ·B · P⊥Hˇ}||2 = bH
[(
HHH
) (P⊥
Hˇ
)T]
b = bHQb (4.51)
mo¨glich ist. Die darin auftretenden Vektoren b enthalten dabei die Elemente b(Ωo) aus
der Diagonalmatrix B. Aus dieser Gleichung folgt unmittelbar, dass die angestrebte Mini-
mierung des Ausdruckes in Gleichung 4.47 genau dann erreicht wird, wenn der Vektor b
genau dem Eigenvektor von Q = (HHH) (P⊥
Hˇ
)T entspricht, der dem kleinsten Eigenwert
von Q zuzuordnen ist. Somit folgt die optimale Lo¨sung fu¨r die Elemente der Matrix B,
welche fu¨r die Berechnung der Koppelmatrix Cl nach Gleichung 4.46 erforderlich ist, aus
der Eigenstruktur von Q.
Die Bewertung des Kalibrationsergebnisses erfolgt anhand des Richtungsscha¨tzfehlers, der
durch die Gleichungen 4.31 und 4.34 bestimmt ist. Analog zu den Ergebnissen der Kali-
brierung der ra¨umlichen Impulsantwort zeigt sich fu¨r den resultierenden Scha¨tzfehler mit
dem See-Verfahren in Bild 4.8 a) fu¨r die Dipolgruppe ein sehr gutes Kalibrierergebnis.
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Tab. 4.1: Quadratische Mittelwerte des Richtungsscha¨tzfehlers der Gruppen aus vier Di-
polen bzw. aus vier U-geschlitzten Mikrostreifenleitungsantennen innerhalb des kalibrierten
Sektors.
Kalibrierung Dipol-Gruppe Patch-Gruppe
ohne 0.99
 
3.01
 
Pierre & Kaveh 0.87
 
2.00
 
See 0.06
 
1.69
 
Dem bei Winkeln um Θ = ±90  auftretenden Scha¨tzfehler von etwa ±3  kommt nur ei-
ne geringe Bedeutung zu, da diese Gruppe nach den Erkenntnissen aus Abschnitt 3.2 in
diesem Winkelbereich ohnehin nur eine sehr geringe Richtungsauflo¨sung erlaubt.
Obwohl der prinzipielle Verlauf des Richtungsscha¨tzfehlers fu¨r den Fall der Mikrostreifen-
leitungsantennen in Bild 4.8 b) durch die Kalibrierung in dem Winkelbereich Θ = ±60  nur
zu geringfu¨gigen A¨nderungen fu¨hrt, zeigt die Tabelle 4.1, dass der geringste Scha¨tzfehler
ebenfalls mit dem See-Verfahren zu erreichen ist.
Die Kalibrierung kann auf diese Weise fu¨r L unterschiedliche Sektoren oder den gesamten
interessierenden Winkelbereich durchgefu¨hrt werden. Um dieses Verfahren anwenden zu
ko¨nnen, mu¨ssen fu¨r jeden Sektor N2 + O komplexe Koeffizienten aus N · O Messungen
bestimmt werden. Daher ist die Zahl der fu¨r die Kalibrierung mindestens notwendigen
Referenzwerte
O ≥ N
2
N − 1 = N + 1 +
1
N − 1 . (4.52)
4.3.2 Minimierung des Richtungsscha¨tzfehlers
Der bisher verfolgte Ansatz zur Minimierung des Unterschiedes zwischen den Eigenstruk-
turen der idealen und der kalibrierten Gruppe wird nachfolgend in Anlehnung an das in
[84, 85] vonHyberg, Jansson&Ottersten vorgestellte Verfahren zur Interpolation von
Gruppenantennen modifiziert. Dieser Interpolationsalgorithmus a¨hnelt in seinem Ansatz
zuna¨chst dem Vorgehen bei der Kalibrierung nach Pierre & Kaveh [82], da die Anpas-
sung der Eigenstrukturen zweier unterschiedlicher ra¨umlicher Impulsantworten durch eine
lineare Operation angestrebt wird:
min
Cl
{||∆u||2} (4.53)
∆u = CHl uˇ− uˆ (4.54)
Die Eigenvektoren entsprechen dabei den Definitionen aus den Gleichungen 4.41 und 4.42.
Zur Bestimmung der Interpolationsmatrix wird jedoch nicht nur auf die Anpassung im
Sinne des kleinsten quadratischen Fehers geachtet, da diese Minimierung nicht notwen-
digerweise den geringsten Richtungsscha¨tzfehler einschließt. Aus der Durchfu¨hrung einer
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Taylor-Reihenentwicklung des Scha¨tzfehlers ∆Ω folgt, dass unter Annahme von MUSIC
als Scha¨tzverfahren in erster Na¨herung
∆Ω = −2<
{
u˙HP⊥h
u˙HP⊥h u˙
·∆u
}
= <{vHP ·∆u} (4.55)
gilt. Der Vektor u˙ entspricht darin der Ableitung des fehlerfreien Eigenvektors uˆ(Ω) =
uˆ(Θ(ξ),Φ(ξ)) nach der Richtungsvariablen ξ und P⊥h ist die undurchsichtige Orthogonal-
projektion zum Vektor h. In [84] wird davon ausgegangen, dass der Nenner u˙HP⊥h u˙ bei der
dort angestrebten Interpolation auf eine lineare Gruppe als konstant betrachtet werden
kann. Da hier aber die Kalibrierung beliebiger Antennengruppen vorgenommen werden
soll, wird diese Vereinfachung nicht durchgefu¨hrt.
Die weitergehende Untersuchung der Orthogonalprojektion von u˙ auf die ra¨umliche Impuls-
antwort der fehlerfreien Gruppe fu¨hrt zuna¨chst zu der Formulierung
u˙ =
d
dξ
uˆ =
d
dξ
h
|h| = h ·
d
dξ
1
|h| +
1
|h| h˙. (4.56)
Da die Orthogonalprojektion die zu h parallelen Anteile von u˙ ausblendet, folgt unter
Verwendung der Definitionen fu¨r die Ableitung der ra¨umlichen Impulsantwort aus den
Gleichungen 3.36 und 3.43:
P⊥h u˙ =
1
|h| · P
⊥
h h˙ =
d⊥
|h| . (4.57)
Der Gradientenvektor aus Gleichung 4.55 wird somit zu
vP = 2
P⊥h u˙
u˙HP⊥h u˙
= − 4
pi2
· |h|
R
· d⊥, (4.58)
wobei R die in Gleichung 3.42 definierte Richtungsempfindlichkeit der Gruppe ist. Fu¨r den
angena¨herten Scha¨tzfehler aus Gleichung 4.55 folgt daraus
∆Ω = − 4
pi2
· |h|
R
· <{dH⊥∆u} . (4.59)
Dieser Gleichung ist zu entnehmen, dass nur Fehler der Eigenvektoren parallel zu d⊥ einen
Einfluss auf den Scha¨tzfehler zeigen werden. Dies entspricht auch den Ergebnissen der
Betrachtungen zur Richtungsempfindlichkeit von Gruppenantennen, wonach nur die zu
h orthogonalen Vera¨nderungen einen Einfluss auf die Richtungsscha¨tzung zeigen werden.
Weiterhin ist der Gleichung zu entnehmen, dass in Winkelbereichen mit geringer Rich-
tungsempfindlichkeit R bereits kleine Unterschiede ∆u in Richtung des Ableitungsvektors
d⊥ zu großen Abweichungen der Scha¨tzung fu¨hren ko¨nnen. Dies entspricht den Beobach-
tungen bei der Diskussion des resultierenden Richtungsscha¨tzfehlers fu¨r die Dipolgruppe
im vorangegangenen Abschnitt.
74 4. Kalibrierung von Gruppenantennen
Die nach Hyberg zu minimierende Funktion ist unter Beru¨cksichtigung von vHP uˆ = 0
durch
min
Cl
{
O∑
o=1
(1− ν) · |CHl uˇ(Ωo)− uˆ(Ωo)|2 + ν · |<
{
vHP(Φo) ·CHl uˇ(Ωo)
} |2
}
(4.60)
gegeben. Durch den Parameter ν ist darin die Gewichtung der beiden Optimierungsziele,
d.h. der Anpassung der Eigenstruktur und der Minimierung des Scha¨tzfehlers, zu kontrol-
lieren.
Analog zum Vorgehen in den vorangegangenen Abschnitten wird die Kalibrierung fu¨r L
separate Winkelsektoren oder den gesamten interessierenden Winkelbereich durchgefu¨hrt.
Dazu werden die den O Referenzwinkeln Ωo zugeordneten Eigenvektoren uˇ(Ωo) und uˆ(Ωo)
in den Matrizen Uˇ und Uˆ zusammengestellt.
Die Lo¨sung des Minimierungsproblems erfolgt durch eine Umorganisation der Matrizen
und die Verwendung der Matrixidentita¨t aus Gleichung 4.49, sodass mit den Abku¨rzungen
M1 =
√
1− ν I⊗ UˇH, (4.61)
m2 =
√
1− ν vec
(
UˆH
)
, (4.62)
M3 =
√
ν

 v
T
P(Ω1)⊗ uˇH(Ω1)
...
vTP(ΩO)⊗ uˇH(ΩO)

 (4.63)
analog zu [84] eine alternative Formulierung des Optimierungsproblems entsteht:
min
Cl
∣∣∣∣∣∣
∣∣∣∣∣∣

 <{M1} −={M1}={M1} <{M1}
<{M3} −={M3}

 · [ vec(<{CHl })
vec(={CHl })
]
−

 <{m2}={m2}
0O×1


∣∣∣∣∣∣
∣∣∣∣∣∣
2
. (4.64)
In einer kompakteren Schreibweise wird daraus
min
Cl
||Mcl −m||2 , (4.65)
wobei die Zusammensetzung der darin enthaltenen Matrizen aus dem Vergleich mit der
vorhergehenden Gleichung folgt. Die Lo¨sung dieser Gleichung im Sinne des kleinsten qua-
dratischen Fehlers liefert dann die Lo¨sung fu¨r die gesuchte Kalibriermatrix in dem Vektor
cl =M
†m, (4.66)
aus dem Cl zu konstruieren ist.
Wie auch in [85] angemerkt, beru¨cksichtigt der Ansatz aus [84] in Gleichung 4.54 nicht,
dass grundsa¨tzlich auch ein komplexer Faktor zwischen den Eigenvektoren liegen darf. Im
Zusammenhang mit der dort diskutierten Interpolation, bei der sowohl die Beschreibung
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Bild 4.9: Richtungsscha¨tzfehler der Gruppe aus vier U-geschlitzten Mikrostreifenleitungs-
antennen nach der Kalibrierung mit a) dem Interpolationsverfahren nach Hyberg und b)
dem modifizierten Interpolationsverfahren.
der urspru¨nglichen Antennengruppe als auch der virtuellen Anordnung analytisch mo¨glich
ist, spielt dies eventuell nur eine untergeordnete Rolle. Wie die nachfolgenden Berechnungen
zeigen, ist eine entsprechende Modifikation des Interpolationsverfahrens zur Kalibrierung
jedoch von Vorteil.
Fu¨r diese Modifikation des Hyberg-Verfahrens wird in Anlehnung an das im vorherge-
henden Abschnitt beschriebene Kalibrierverfahren nach See von dem gea¨nderten Ansatz
∆u(Ω0) = C
H
l uˇ(Ω0) ·
1
b(Ω0)
− uˆ(Ω0) (4.67)
fu¨r den zu minimierenden Unterschied zwischen den Eigenstrukturen ausgegangen. Vor
der Lo¨sung des Extremalwertproblems nach Hyberg ist nun die Scha¨tzung der Elemente
b(Ω0) vorzunehmen. Zuna¨chst wird dabei angenommen, dass der Ausdruck
min ||CHl UˇB−1 − Uˆ||2 (4.68)
zu minimieren ist. Die Elemente der DiagonalmatrixB folgen analog zum See-Algorithmus
aus dem zum kleinsten Eigenwert von (UˆHUˆ)  (P⊥
Uˇ
)T geho¨renden Eigenvektor. In den
Matrizen M1 und M3 aus den Gleichungen 4.61 und 4.63 sind dann noch die Ersetzungen
Uˇ → UˇB−1 (4.69)
uˇ(Ωo) → 1
b(Ωo)
uˇ(Ωo) (4.70)
durchzufu¨hren, bevor mit Gleichung 4.66 eine neue Kalibriermatrix berechnet wird.
In Bild 4.9 ist der resultierende Richtungsscha¨tzfehler fu¨r die Gruppe aus vier U-geschlitzten
Mikrostreifenleitungsantennen nach der Kalibrierung mit beiden Varianten des Hyberg-
Verfahrens bei Variation des Gewichtungsfaktors ν gezeigt. Fu¨r ν = 0 entsprechen die Er-
gebnisse imWesentlichen der Kalibrierung nach dem Pierre&Kaveh- bzw. See-Verfahren.
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Tab. 4.2: Quadratische Mittelwerte des Richtungsscha¨tzfehlers der Gruppe aus vier
U-geschlitzten Mikrostreifenleitungsantennen innerhalb des kalibrierten Sektors.
Hyberg- Derivat der
Interpolation Hyberg-Interp.
ν = 0 2.25
 
1.50
 
ν = 0.7 1.90
 
1.36
 
ν = 0.9 1.55
 
1.21
 
ν = 0.99 1.21
 
1.02
 
Durch die Vergro¨ßerung von ν ist vor allem an den Ra¨ndern des Kalibriersektors Θ = ±60 
eine Verringerung des Scha¨tzfehlers zu beobachten. Dies schla¨gt sich auch unmittelbar in
den resultierenden quadratischen Mittelwerten des Richtungsscha¨tzfehlers nieder, welche
fu¨r die beiden Varianten der Kalibrierung und fu¨r die unterschiedlichen Gewichtungen in
der Tabelle 4.2 zusammengestellt sind.
Bereits die Verwendung des Hyberg-Interpolationsverfahrens zur Kalibrierung zeigt ei-
ne Verringerung des Richtungsscha¨tzfehlers gegenu¨ber der Kalibrierung nach dem See-
Verfahren. Wie bei dem U¨bergang vom Pierre&Kaveh- zum See-Verfahren im voran-
gegangenen Abschnitt, wird bei dem hier vorgestellten Derivat der Hyberg-Interpolation
die Ermittlung einer Koeffizientenmatrix B vorgeschaltet. Dies ermo¨glicht die Beru¨cksich-
tigung eines richtungsabha¨ngigen Fehlers, wie er beispielsweise durch eine Unsicherheit
bei der Lage der Phasenreferenz bei den Messdaten entsteht. Fu¨r die Verwendung realer
Messdaten zur Kalibrierung ist daher das robustere Derivat der Hyberg-Interpolation zu
bevorzugen, mit dem im vorgestellten Beispiel eine Reduzierung des verbleibenden Scha¨tz-
fehler auf bis zu 60% des mit dem See-Verfahren erhaltenen Fehlers erreicht wird.
Nachdem die Kalibrierung der im Wesentlichen durch Verkopplungseffekte gesto¨rten ra¨um-
lichen Impulsantwort der Dipolgruppe bereits durch einen recht einfachen Lo¨sungsansatz
mo¨glich ist, stellt sich die Kalibrierung der durch weitere Effekte beeintra¨chtigten Mikro-
streifenleitungsantenne grundsa¨tzlich als diffiziler heraus. Die in diesem Abschnitt vorge-
stellten Mo¨glichkeiten zur Bestimmung einer geeigneten Korrekturmatrix bieten jedoch fu¨r
unterschiedliche Anforderungen geeignete Lo¨sungen. Fu¨r den allgemein problematischeren
Fall kleiner Antennengruppen liefern diese Verfahren bei einer nahezu beliebig anzuneh-
menden Anzahl von Referenzmessungen generell sehr stark u¨berbestimmte Gleichungs-
systeme. Dazu wird auch in [86] qualitativ festgestellt, dass dieses Vorgehen bei kleinen
Gruppen an Grenzen sto¨ßt. Nichtlineare Ansa¨tze zur Kalibrierung oder Interpolation an-
stelle der einfachen Matrixmultiplikation ko¨nnten grundsa¨tzlich die Zahl der Unbekannten
deutlich erho¨hen und wu¨rden dadurch zu einem geringeren Restfehler fu¨hren. Dieser Weg
scheidet jedoch aus, weil dabei eine Abha¨ngigkeit der Kalibrierung bzw. Interpolation von
der Leistung der einfallenden Signale entstehen wu¨rde.
Mit diesen Betrachtungen schließt der Teil der Arbeit mit eher analytischen Untersuchun-
gen zu den Eigenschaften von allgemeinen Gruppenkonfigurationen fu¨r aktive Antennen-
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systeme ab. In den folgenden Kapiteln wird, mit Bezug auf die bisher erzielten Ergebnisse,
der anwendungsspezifische Entwurf von Antennenkonfigurationen sowie die daraus erfor-
derliche Vorverarbeitung der Antennensignale fu¨r verschiedene Beispiele vorgestellt und
diskutiert.
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Kapitel 5
Monopol-Kreisgruppe zur
Funkkanalmessung
Das Funkverteilsystem Digital Video Broadcasting-Terrestrial (DVB-T), welches sich in
Deutschland gegenwa¨rtig in der fla¨chendeckenden Einfu¨hrung befindet, bildet prima¨r die
Nachfolge der analogen, terrestrischen Fernsehverbreitung. DVB-T bezeichnet die terrest-
rische, das heißt erdgebundene, Variante von DVB, die vor allem in verschiedenen eu-
ropa¨ischen Staaten als Standard fu¨r die U¨bertragung von digitalem Fernsehen und Ho¨rfunk
per Antenne verwendet wird. DVB beschreibt die standardisierten Verfahren zur U¨bertra-
gung von digitalen Inhalten, wie z.B. Fernsehen, Radio oder andere Zusatzdienste, durch
digitale Technik. Durch die Kombination mit anderen Funknetzen, wie z.B. UMTS, wer-
den Angebote wie Video on Demand mo¨glich, wobei dem DVB-T-System die Rolle einer
breitbandigen Verbindung im Downlink zukommt.
Mo¨glichkeiten und Grenzen des mobilen DVB-T-Empfangs sowie Planungsmethoden fu¨r
die terrestrischen Sendernetze des DVB-T-Systems werden in [87] diskutiert. Demnach
wird in der Regel der Einsatz von Richtantennen no¨tig sein, um die gewu¨nschte Qualita¨t
des Empfangssignals zu erreichen. Zum stationa¨ren Empfang ist dies mit den bisher fu¨r
den Empfang des analogen Fernsehens und Ho¨rfunks verwendeten Richtantennen sehr gut
mo¨glich. Im Falle eines mobilen Teilnehmers, dessen Position sich relativ zur Basisstation
permanent a¨ndert, ist die Qualita¨t des Empfangssignals durch geeignete Diversity- oder
Diagrammformungs-Algorithmen sicherzustellen. Eine wesentliche Rolle spielen dabei die
Kanaleigenschaften, welche neben den Laufzeiten und Leistungen der Pfade auch die ihnen
zuzuordnenden Einfallsrichtungen der Wellen am Empfangsort beinhalten. Die Kenntnis
dieser Gro¨ßen dient zum besseren Versta¨ndnis der Ausbreitungsmechanismen im Mobil-
funkkanal und ist daru¨ber hinaus notwendig, um die bei der Funknetzplanung verwendeten
Wellenausbreitungsmodelle zu validieren.
Im Rahmen der in [88] beschriebenen Untersuchungen der Deutschen Telekom AG wur-
de eine fla¨chendeckende Messkampagne im su¨dlichen Rhein-Main-Gebiet zwischen Mainz,
Frankfurt und Darmstadt durchgefu¨hrt. Fu¨r die Messung wurden seitens der Basisstation
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Bild 5.1: Die zur Kanalmessung verwendete Kreisgruppe aus acht Monopolen: a) montiert
auf dem Testfahrzeug der Deutschen Telekom AG und b) Skizze mit Koordinatensystem
und Nummerierung der Elemente.
zwei vertikal polarisierte Sendeantennen in einer Ho¨he von 35 m und mit einem horizon-
talen Abstand von 8 m verwendet. Der mobile Empfa¨nger wurde mit der in Bild 5.1 a)
gezeigten Kreisgruppe aus acht Monopolen auf dem Dach eines Messfahrzeuges betrieben.
Die Kanalmessung erfolgte bei einer Tra¨gerfrequenz von 920 MHz und einer Bandbreite
von 8 MHz mit dem Channel-Sounder RUSK XA. Dieses Messsystem ist in verschiedenen
Ausfu¨hrungen kommerziell verfu¨gbar und erlaubt die Aufzeichnung komplexwertiger und
zeitvarianter Impulsantworten [39].
Gegenstand der im Folgenden beschriebenen Untersuchungen ist die Kalibrierung der Kreis-
gruppe sowie die Betrachtung unterschiedlicher Ansa¨tze zur Scha¨tzung von Laufzeiten und
Richtungen der empfangenen Pfade. Dazu werden unterschiedliche Ansa¨tze der Parame-
terscha¨tzung zusammen mit Ergebnissen zur Kalibrierung in den folgenden Abschnitten
dieses Kapitels diskutiert. Zuna¨chst erfolgt jedoch die Betrachtung der Eigenschaften der
verwendeten Antennengruppe.
5.1 Eigenschaften der Monopol-Kreisgruppe
Die zur Durchfu¨hrung der Messung auf der Empfa¨ngerseite verwendete Monopol-Kreisgrup-
pe besteht aus acht Monopolen vom Typ Euroline K 70 54 64 der Firma Kathrein. Die
Monopole sind, wie in der Skizze in Bild 5.1 b) gezeigt, jeweils im Abstand von 163 mm zum
Nachbarelement angeordnet. Bei der Mittenfrequenz von 920 MHz entspricht dies einem
Elementabstand von d = λ/2. Der Durchmesser der Gruppe folgt somit zu ∅=d/ sin 22.5
 
=
1.306λ = 426 mm. Die Kantenla¨nge der als Massefla¨che verwendeten quadratischen Me-
tallplatte ist mit 4.46λ = 1455 mm gegeben. Der Abstand der Monopole zur Kante der
Platte ist also kleiner als das Zweifache der Freiraumwellenla¨nge λ. Darum wird zuna¨chst
der Einfluss der endlichen Massefla¨che auf die Elementdiagramme quantifiziert. Dies er-
folgt durch die Auswertung eines Simulationsmodells mit Hilfe des Simulationswerkzeuges
CST Microwave Studio. Das Modell besteht aus acht ideal leitenden Zylindern mit den der
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Bild 5.2: a) Simulationsmodell der verwendeten Monopole und b) Simulationsergebnis
fu¨r das Elementdiagramm in Elevation g(Θ,Φ = Φn) fu¨r die Fa¨lle unendlicher (idealer)
und endlicher (realer) Massefla¨che mit der Unterscheidung der Elementediagramme nach
ungerader (n = 1) und gerader (n = 2) Ordnungsnummer, sowie das Elevationsdiagramm
eines idealen Monopols.
Skizze in Bild 5.2 a) zu entnehmenden Abmessungen. Die Elemente werden von diskreten
Quellen mit einer Quellimpedanz von 50 Ω in Serie zu einem Anpasskondensator mit einer
Kapazita¨t C = 3.5 pF gepeist. Die Berechnung der Elementdiagramme erfolgt dann so-
wohl unter der Annahme einer unendlich ausgedehnten Massefla¨che als auch fu¨r den Fall
der wa¨hrend der Messung verwendeten endlichen Metallplatte, entsprechend der Skizze in
Bild 5.1 b). Die aus den Simulationen resultierenden Elevationsschnitte des Elementdia-
gramms g(Θ,Φ = Φn) der Monopole sind in Bild 5.2 b) gezeigt.
Bedingt durch die Verkopplung zeigt sich wie erwartet in allen betrachteten Fa¨llen eine
deutliche Abweichung der Elementdiagramme vom Diagramm des idealen λ/4-Monopols,
welcher nach [6] durch
gid(Θ) =
{√
3.28
cos(pi2 cos Θ)
sin(Θ)
fu¨r 0 ≤ Θ ≤ pi
2
0 sonst
(5.1)
gegeben ist. Erfolgt die Berechnung fu¨r die Kreisgruppe mit idealer, d.h. unendlich ausge-
dehnter Massefla¨che, dann sind die Elevationsschnitte fu¨r alle n = 1 . . . 8 identisch. Durch
die Kopplung mit den anderen Gruppenelementen entsteht eine Verschiebung des Direkti-
vita¨tsmaximums in die Richtung Φn, welche der Lage des Elementes innerhalb der Gruppe
entspricht. Die Verkleinerung der Massefla¨che auf die tatsa¨chlichen Abmessungen hat wei-
terhin eine Verschiebung des Maximums von Θ = 90
 
nach Θ ≈ 60  zur Folge. Dabei
ist kaum ein Unterschied zwischen dem ersten Element (n = 1) und dem zweiten Element
(n = 2) zu beobachten, obwohl diese nach der Skizze in Bild 5.1 b) unterschiedlich weit von
der Kante der Metallplatte entfernt sind. Aufgrund der Symmetrie weisen die Elemente mit
82 5. Monopol-Kreisgruppe zur Funkkanalmessung
a)
-180 -120 -60 0 60 120 180
Winkel Φ−Φ n / °
-8
-6
-4
-2
0
n
o
rm
.
 
El
em
en
td
ia
gr
am
m
B
et
ra
g 
 
| c n
(Φ
) | 
/ d
B
n=1, ideale Masse
n=1, reale Masse
n=2, reale Masse
b)
-180 -120 -60 0 60 120 180
Winkel Φ−Φ n / °
-40
-20
0
20
n
o
rm
.
 
El
em
en
td
ia
gr
am
m
Ph
as
e 
ar
g{
c n
(Φ
)} 
 
/  
° n=1, ideale Masse
n=1, reale Masse
n=2, reale Masse
Bild 5.3: Simulationsergebnis der aktiven normierten Azimutdiagramme nach a) Betrag
und b) Phase fu¨r die Fa¨lle unendlicher (idealer) und endlicher (realer) Massefla¨che mit
der Unterscheidung der Elementdiagramme nach ungerader (n = 1) und gerader (n = 2)
Ordnungsnummer.
jeweils gerader und ungerader Ordnungsnummer identische Diagramme fu¨r den betrach-
teten Elevationsschnitt auf, so dass hier nur die ersten beiden Elemente zu vergleichen
sind. Die geringe Abweichung zwischen den Elementdiagrammen der Elemente mit gerader
und ungerader Ordnungsnummer zeigt sich auch in den normierten Azimutdiagrammen in
Bild 5.3. Bemerkenswert ist weiterhin, dass die normierten Azimutdiagramme fu¨r den Fall
der unendlich ausgedehnten Massefla¨che und der endlichen, realen Massefla¨che sowohl im
Betrag als auch in der Phase sehr gut miteinander u¨bereinstimmen. Aus diesen Berechnun-
gen folgt, dass der Einfluss der endlichen Massefla¨che zwar in den Elevationsdiagrammen
deutlich wird, in der fu¨r die Kanalmessung relevanten Azimutebene jedoch als gering einzu-
stufen ist. Das aktive Azimutdiagramm eines Elementes wird somit im Wesentlichen durch
die Verkopplung der Elemente bestimmt.
Da der Abstand zwischen dem Messfahrzeug und der Basisstation wa¨hrend der Kanalmes-
sung groß im Vergleich zur Ho¨hendifferenz zwischen Basisstation und Messfahrzeug ist,
wird davon ausgegangen, dass der Welleneinfall im Wesentlichen aus niedrigen Elevatio-
nen, d.h. aus Θ ≈ 90  erfolgt. Fu¨r die Kalibrierung der Antenne wurden daher von der
Deutschen Telekom Referenzmessungen der aktiven Elementdiagramme in 3
 
-Schritten fu¨r
den gesamten Azimutbereich durchgefu¨hrt. Der Verlauf des geometrischen Mittelwertes
g¯mess =
8
√√√√ 8∏
n=1
gmess,n(Φ− Φn) (5.2)
der gemessenen Azimutdiagramme ist zusammen mit den zuvor diskutierten Simulations-
ergebnissen in Bild 5.4 gezeigt. Sowohl fu¨r den Verlauf des Betrags als auch der Phase zeigt
sich eine gute U¨bereinstimmung zwischen den gemessenen und den berechneten Verla¨ufen.
Aus den aktiven Elementdiagrammen der Monopol-Kreisgruppe erfolgt nun die Bestim-
mung der Richtungsempfindlichkeit der Antenne. Unter der Annahme, dass die Gruppen-
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Bild 5.4: Vergleich des aktiven normierten Azimutdiagramms nach a) Betrag und b) Phase
von dem geometrischen Mittel der Messungen und der Simulation mit unendlicher Masse-
fla¨che.
elemente als ideale Monopole, mit den Elementdiagrammen aus Gleichung 5.1, betrachtet
werden ko¨nnen, ist die ideale Richtungsempfindlichkeit der Gruppe, analog zur Lo¨sung fu¨r
den Fall der Gruppe aus Hertz’schen-Dipolen in Gleichung C.54, durch den Ausdruck
R = 4 ·N · 3.28 ·
(ρ
λ
)2
· cos2
(pi
2
cosΘ
)
·
(
1
4
sin2(2Θ)
sin4Θ
Θ˙2 + Φ˙2
)
(5.3)
gegeben. Im vorliegenden Fall der Scha¨tzung des Azimutwinkels Φ, d.h. ξ = Φ, Θ˙ = 0 und
Φ˙ = 1, in der Ebene Θ = 90
 
vereinfacht sich dieser Ausdruck zu
R = 4 ·N · 3.28 ·
(ρ
λ
)2
(5.4)
Fu¨r die Gruppe aus N = 8 Elementen auf dem Kreis mit dem Radius ρ = 0.653λ folgt dann
unabha¨ngig vom Azimutwinkel Φ eine Richtungsempfindlichkeit von R = 44.76 =ˆ 16.5 dB.
Die Ergebnisse der Richtungsempfindlichkeit unter Beru¨cksichtigung der Verkopplung mit
idealer und realer Massefla¨che in Bild 5.5 zeigen, dass nur eine geringe Winkelabha¨ngigkeit
durch die aktiven Elementdiagramme entsteht. Von gro¨ßerer Bedeutung ist die Verringe-
rung der Empfindlichkeit durch das im Fall der endlichen Massefla¨che verschobene Maxi-
mum der Elementdiagramme. Der dem Bild 5.2 zu entnehmende Abfall um etwa 9.3 dB
gegenu¨ber dem Fall einer unendlich ausgedehnten Massefla¨che wirkt sich demnach nach-
teilig auf die erreichbare Richtungsempfindlichkeit des Antennensystems aus, ist jedoch
aufgrund der vorgegebenen mechanischen Randbedingungen unvermeidbar.
5.2 Verfahren zur Scha¨tzung der Kanalparameter
Fu¨r die Scha¨tzung der gesuchten Parameter des Funkkanals werden vorzugsweise die in
Abschnitt 2.3 zur Richtungsscha¨tzung vorgestellten, hochauflo¨senden Unterraumverfah-
ren verwendet. Unabha¨ngig von der Struktur der Daten ist dazu der MUSIC-Algorithmus
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Bild 5.5: Richtungsempfindlichkeit von Kreisgruppen aus N = 8 idealen Monopolen bzw.
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einsetzbar, welcher hier aufgrund der durchzufu¨hrenden parametrischen Suche der unbe-
kannten Gro¨ßen die rechenintensivere Lo¨sung ist. Liegen die Daten dagegen mit einer
Vandermonde-Struktur vor, so wird der Einsatz der effizienteren Algorithmen Root-
MUSIC und ESPRIT mo¨glich. Dabei wu¨rde hier letzterer aufgrund der geschlossen durch-
fu¨hrbaren Lo¨sung bevorzugt. Da ESPRIT zur Berechnung der Einfallsrichtung im Zusam-
menhang mit einer Kreisgruppenantenne durch die ungeeignete Datenstruktur der ra¨umli-
chen Impulsantwort nicht ohne weiteres anwendbar ist, erfolgt die Parameterscha¨tzung in
dem ersten Lo¨sungsansatz durch ein mit MUSIC kombiniertes Vorgehen. Weiterhin wird
die Verwendung von Transformations- bzw. Interpolationsverfahren untersucht, welche eine
Vandermonde-Struktur der ra¨umlichen Impulsantwort erzeugen bzw. approximieren. Da
bei diesen Untersuchungen die prinzipiellen Verfahren zur Scha¨tzung der Kanalparameter
mit der vorgegebenen Antennenstruktur im Vordergrund stehen, soll von einem idealisier-
ten rauscharmen Fall ausgegangen werden.
In der klassischen Kanal- bzw. Echoscha¨tzung spielt die Pfadlaufzeit die wesentliche Rolle.
Ausgangspunkt der hier durchgefu¨hrten Berechnungen ist darum ein Signalmodell, welches
neben den Richtungen der einfallenden Signale am Empfangsort auch eine Information u¨ber
die Pfadlaufzeit entha¨lt. Die zeit- und richtungsabha¨ngige Impulsantwort der Gruppe ist
demnach durch
hn(t, tq) =
P∑
p=1
ap(tq) · hn(Φp) · δ(t− τp) (5.5)
gegeben. Jeder der P Pfade wird durch die Pfadlaufzeit τp, die Einfallsrichtung Φp in der
ra¨umlichen Impulsantwort des Gruppenelementes hn(Φ) und eine komplexe Streufunktion
ap(tq) beschrieben. Diese erfasst die Auswirkungen von Nahfeldstreuungen aus der Um-
gebung der Empfangsstation durch einen stationa¨ren, mittelwertfreien, normalverteilten
und unkorrelierten Zufallsprozess. Weiterhin ko¨nnen je nach Ausbreitungssituation auch
determinierte Anteile zu der Streufunktion beitragen [39].
Die einzelnen Kanalbeobachtungen erfolgen jeweils zu den Zeitpunkten tq. Wa¨hrend jeder
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dieser Q Momentaufnahmen werden L Abtastwerte mit dem Abtastintervall T aufgenom-
men. Die anschließende diskrete Fourier-Transformation der La¨nge L fu¨hrt dann zum
diskreten Spektrum der Daten
hn(t, tq) d t h˚n(l, tq) =
P∑
p=1
ap(tq) · hn(Φp) · zlp, (5.6)
wobei der Kreis u¨ber einer Variablen im Folgenden Spektralgro¨ßen kennzeichnen wird. In
diesem Ausdruck ist bereits beru¨cksichtigt, dass die Transformation der Delta-Distribution
zu einer Exponentialfunktion fu¨hrt:
δ(t− τp) d t e−j2piτpl/LT = zl(τp) = zlp. (5.7)
Die so bestimmten N Spektren liegen zuna¨chst fu¨r jede Momentaufnahme in der Matrix
H˚q =

 h˚1(1, tq) · · · h˚1(L, tq)... . . . ...
h˚N(1, tq) · · · h˚N(L, tq)

 (5.8)
mit der Dimension N×L vor. Durch Vektorisierung der Matrix, d.h. durch Anwendung des
vec{·}-Operators, werden die Matrixelemente fu¨r die weitere Verarbeitung spaltenweise als
Vektor zusammengefasst:
h˚q = vec{H˚q} = [˚h1(1, tq), · · · , h˚1(L, tq), · · · , h˚N (1, tq), · · · , h˚N(L, tq)]T. (5.9)
Dessen Aufbau ist wiederum kompakt durch das Kronecker-Produkt ⊗ aus der ra¨umli-
chen Impulsantwort der Gruppe h(Φp) und dem Vektor
z(τp) = [z
0
p , zp, z
2
p , . . . z
L−1
p ]
T (5.10)
auszudru¨cken:
h˚q =
P∑
p=1
ap(tq) · h(Φp)⊗ z(τp). (5.11)
Die Vektoren aus den Q Momentaufnahmen bilden die Datenmatrix
H˚ = [˚h1, h˚2, . . . , h˚Q], (5.12)
welche auch als System von L · N Zeilenvektoren der La¨nge Q zu betrachten ist. Der
Gram’schen Matrix dieses Systems
R = H˚H˚H =
Q∑
q=1
h˚qh˚
H
q (5.13)
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kommt die Rolle der u¨blicherweise fu¨r die Parameterscha¨tzung auszuwertenden Kovarianz-
matrix zu.
Die Verfahren zur Parameterscha¨tzung sind prinzipiell auf jede Momentaufnahme separat
anwendbar. Durch den zufa¨lligen Charakter von ap(tq) ist es jedoch vorteilhaft, mehrere
Momentaufnahmen fu¨r die Auswertung zu verwenden, solange davon auszugehen ist, dass
bei allen Momentaufnahmen die gleichen Pfadlaufzeiten und der gleiche Einfallswinkel vor-
liegen. Durch diese angenommene statistische Unabha¨ngigkeit der Koeffizienten ap(tq) sind
koha¨rente Pfade weitestgehend ausgeschlossen und der Rang der Matrix R wird mit ei-
ner Wahrscheinlichkeit nahe Eins der Anzahl der auftretenden Pfade P entsprechen. Um
dieses quasi-stationa¨re Verhalten des Funkkanals zu gewa¨hrleisten, ist die Anzahl der Mo-
mentaufnahmen Q so zu beschra¨nken, dass der Empfa¨nger wa¨hrend dieser Messung eine
Wegstrecke von maximal einigen zehn Wellenla¨ngen λ zuru¨cklegt. Nur unter diesen Rand-
bedingungen ist die Gu¨ltigkeit dieses Signalmodells sichergestellt [39]. Da die Gruppe aus
einer geraden Anzahl von Elementen besteht, ist die Stabilita¨t der Scha¨tzung bezu¨glich auf-
tretender koha¨renter Pfade daru¨ber hinaus durch die in Kapitel 2.3 beschriebene Technik
der Vorwa¨rts-Ru¨ckwa¨rtsmittelung zu verbessern. Dazu ist die Indizierung der Kreisgrup-
penelemente aus dem Bild 5.1 b) so anzupassen, wie es schematisch in Bild 2.9 b) gezeigt
ist.
Analog zur Beschreibung der Unterraumverfahren fu¨r die hochauflo¨sende Richtungsscha¨t-
zung in Abschnitt 2.3.2 wird die Eigenwertzerlegung von R fu¨r den rauscharmen Fall P
große Eigenwerte und LN − P kleine Eigenwerte liefern. Die den P großen Eigenwerten
zugeordneten Eigenvektoren spannen den Signalraum US auf, wa¨hrend die u¨brigen Eigen-
vektoren den Rauschraum UR bilden.
Um die gesuchten Kanalparameter ausschließlich mit dem MUSIC-Verfahren zu bestim-
men, ist eine zweidimensionale Suche nach den Maximalwerten des MUSIC-Spektrums
P (Φ, τ) =
1
|(h(Φ)⊗ z(τ))H ·UR|2 . (5.14)
und beiden zugeho¨rigen Kanalparametern Φ und τ durchzufu¨hren. Dabei wird die Tatsache
ausgenutzt, dass die Vektoren h(Φp)⊗ z(τp) orthogonal zum Rauschraum UR sind.
Aus dem diskreten Spektrum h˚q der Gruppe ist jedoch ersichtlich, dass im Spektralbereich
durch den Vektor z(τp) eine Vandermonde-Struktur vorliegt. Diese Tatsache wird hier
ausgenutzt, um unter Verwendung der Auswahlmatrizen
Sτ1 = IN ⊗
[
IL−1
0T
]
Sτ2 = IN ⊗
[
0T
IL−1
]
, (5.15)
welche jeweils die ersten und die letzten n(L−1) Elemente, mit (n = 1 . . . N), eines Vektors
extrahieren, die Gleichung
Sτ2h˚q = Sτ1h˚q · zp. (5.16)
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zu formulieren. Dieser Zusammenhang wird zur Berechnung der gesuchten Pfadlaufzeiten
τp mit dem geschlossen lo¨sbaren ESPRIT-Verfahren verwendet. Dazu wird die Pra¨dik-
tormatrix Bτ mit den Auswahlmatrizen aus dem Signalraum US und durch Bildung der
Pseudoinversen von Sτ1US berechnet:
Bτ = (Sτ1US)
† Sτ2US. (5.17)
Die Eigenwerte der Pra¨diktormatrix entsprechen den gesuchten Werten zp, aus denen die
Pfadlaufzeiten entsprechend der Gleichung 5.7 folgen:
τ = [τ1, . . . τP ]
T = −LT
2pi
ln(eig(Bτ )). (5.18)
Da nun Scha¨tzwerte fu¨r die Pfadlaufzeiten τp und somit auch fu¨r die Vektoren z(τp) vorlie-
gen, ist es mo¨glich, die Richtungsscha¨tzung mit einer deutlich weniger aufwendigen eindi-
mensionalen Parametersuche durchzufu¨hren. Dazu wird fu¨r jede Pfadlaufzeit ein zugeho¨ri-
ger Rauschraum
UR,p =
(
IN ⊗ z(τp)H
) ·UR (5.19)
mit verringerter Dimension bestimmt. Die gesuchten Einfallsrichtungen sind dann aus den
Maxima der Spektren
Pp(Φ) =
1
|hH(Φ) ·UR,p|2 . (5.20)
zu ermitteln.
Um eine zeitintensive Parametersuche nach dem MUSIC-Verfahren auch fu¨r die Rich-
tungsscha¨tzung umgehen zu ko¨nnen, wird die Verwendung einer geeigneten Transforma-
tion oder Interpolation zur Scha¨tzung dieses Kanalparameters betrachtet. Dadurch wird
es mo¨glich, die vorteilhafte Vandermonde-Struktur ebenfalls fu¨r den Anteil des Daten-
vektors zu erhalten, der die ra¨umliche Impulsantwort der Gruppe beinhaltet. Dementspre-
chend ist dann die Scha¨tzung beider Parameter in Anlehnung an das ESPRIT-Verfahren
oder den effizienten Root-MUSIC-Algorithmus mo¨glich, wie beispielsweise in [89] fu¨r eine
lineare Gruppenantenne und in [142] fu¨r die Kreisgruppe beschrieben.
Die in Anhang D detaillierter beschriebene Transformation nutzt die Tatsache, dass sowohl
die Gewichtungsfunktion als auch das Fernfelddiagramm einer Kreisappertur periodisch
und daher vorteilhaft durch eine Fourier-Reihe auszudru¨cken sind. Die Transformation
der ra¨umlichen Impulsantwort der Kreisgruppe mit der Matrix TM aus der Gleichung D.27
fu¨hrt dann auf das Modenspektrum der Impulsantwort
hM(Φ) = TM · h(Φ) = [e−jMΦ, . . . , ejMΦ]T, (5.21)
welche im Weiteren als modale Impulsantwort bezeichnet wird. Diese Transformation ist
streng genommen eine Na¨herung und im Anhang daher an den entsprechenden Stellen als
solche gekennzeichnet. Die Dimension der modalen Impulsantwort hM ist NM × 1, wobei
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die Zahl der Vektoreintra¨ge NM = 2M + 1 durch die Anzahl der beru¨cksichtigten Moden
festgelegt ist. Bei Verwendung der Kreisgruppe mit dem Radius ρ = 0.6533λ sind zuna¨chst
M = kρ = 2pi · 0.6533 = 4.1 (5.22)
Moden zu beru¨cksichtigen. Damit die durch die Abtastung der Apertur auftretenden
Aliasing-Sto¨rterme vernachla¨ssigbar sind, ist die Anzahl Gruppenelemente
N > 2kρ = 8.2 (5.23)
zu wa¨hlen. Da die fu¨r die Messung eingesetzte Gruppenantenne aus nur N = 8 Elementen
besteht und nicht explizit fu¨r die Anwendung dieser Transformation ausgelegt ist, wird
diese Abtastbedingung nicht exakt erfu¨llt. Daher erfolgt die Festlegung der Anzahl der
beru¨cksichtigbaren Moden nach Gleichung D.13 aus der Anzahl der Elemente und dem
Gruppenradius zu
M < N − kρ = 3.9→M = 3. (5.24)
Die modale Impulsantwort der Gruppe nach Gleichung 5.21 setzt sich somit aus
NM = 2M + 1 = 7 (5.25)
Elementen zusammen, was den Verlust eines Elements gegenu¨ber der Originalanordnung
bedeutet. Wie auch in [90] festgestellt wird, ha¨tte die Verwendung des na¨chst ho¨heren
Modes bereits deutliche Fehler zur Folge. Die Ursache dafu¨r liegt in dem Auftreten eines
vernachla¨ssigten Sto¨rterms aus der Na¨herung in Gleichung D.17 auf der Antidiagonalen
von TM.
Zur Transformation der aufgezeichneten Daten wird zuna¨chst die Matrix
H˚M,q = TM · H˚q. (5.26)
berechnet, aus der analog zu den Gleichungen 5.8 und 5.9 durch spaltenweise Anordnung
der neue Datenvektor h˚M,q zu erzeugen ist.
Entsprechend den in Kapitel 4 diskutierten Kalibrier- und Interpolationsverfahren ist auch
bei dieser Transformation davon auszugehen, dass es sich durch die nicht eingehaltene Ab-
tastbedingung um eine fehlerbehaftete Abbildung handelt. Die Untersuchung der Trans-
formationseigenschaften zeigt jedoch, dass mit diesem Vorgehen dasselbe Ergebnis wie mit
dem in Abschnitt 4.2.3 diskutierten Verfahren zur linearen Interpolation der ra¨umlichen
Impulsantwort einer Antennengruppe erhalten wird. Daher entspricht diese Transformati-
on der Lo¨sung im Sinne des kleinsten quadratischen Fehlers δ aus Gleichung 4.28 fu¨r den
gesamten betrachteten Winkelbereich.
Zur Verringerung der auftretenden Fehler wird, alternativ zu der vorgestellten Transfor-
mation, die Verwendung einer linearen Interpolation nach dem modifizierten Hyberg-
Verfahren untersucht. Das Vorgehen entspricht dabei dem in Abschnitt 4.3.2 vorgestellten
Verfahren zur Kalibrierung der Eigenstruktur unter Verwendung der Zuordnungen
CHl → TM, uˇ→ h/|h|, uˆ→ hM/|hM|. (5.27)
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Nach der Transformation oder Interpolation der gemessenen Daten erfolgen die Berech-
nung der Matrix R, die Eigenwertbetrachtung sowie die Bestimmung der Pfadlaufzeiten
analog zu dem Vorgehen in dem ersten Ansatz zur Parameterbestimmung. Lediglich die
Anzahl der Gruppenelemente N ist durch die La¨nge NM des Vektors hM zu ersetzen. In
dem Datenvektor h˚M,q liegt nun auch fu¨r den Anteil der ra¨umlichen Impulsantwort die
Vandermonde-Struktur vor. Mit den Auswahlmatrizen
SΦ1 =
[
INM−1
0T
]
⊗ IL SΦ2 =
[
0T
INM−1
]
⊗ IL, (5.28)
welche die Extraktion der jeweils ersten und letzten (NM− 1)l Elemente (l = 1 . . . L) eines
Vektors vornehmen, entsteht die Gleichung
SΦ2h˚M,q = SΦ1h˚M,q · ejΦp. (5.29)
Aus den Eigenwerten der Pra¨diktormatrix
BΦ = (SΦ1US)
†SΦ2US (5.30)
folgen dann die gesuchten Richtungen der P auf die Kreisgruppe einfallenden Wellenfron-
ten:
Φ = [Φ1, . . . ,ΦP ]
T = −i · ln(eig(BΦ)). (5.31)
Damit sind die zwei betrachteten Verfahren zur Parameterscha¨tzung mit einer als fehlerfrei
angenommenen Kreisgruppenantennen prinzipiell umrissen. Im anschließenden Abschnitt
erfolgt deren Anwendung im konkreten Zusammenhang mit der zur Messung verwendeten
Kreisgruppenantenne und den zur Kalibrierung der Antenne ermittelten Messdaten.
5.3 Vergleich der Scha¨tzverfahren
Da es sich sowohl bei dem MUSIC- als auch dem ESPRIT-Verfahren um erwartungstreue
Scha¨tzungen handelt, ist die Richtungs- und Pfadlaufzeitscha¨tzung aus synthetischen und
rauschfreien Daten grundsa¨tzlich fehlerfrei mo¨glich. Durch die Verwendung einer Trans-
formation oder einer Interpolation zur Beschleunigung der Parameterscha¨tzung ist jedoch
mit dem Auftreten eines Fehlers bei der Richtungsscha¨tzung zu rechnen. Die Scha¨tzung
der Pfadlaufzeit bleibt von dieser Vorverarbeitung der Daten unbeeinflusst, sodass hierbei
weiterhin von Fehlerfreiheit auzugehen ist. Die Betrachtung der gemessenen Kalibrierdaten
zeigt daru¨ber hinaus, dass das Verhalten der Antennengruppe von dem der idealen Kreis-
gruppe abweicht. Auch daraus resultiert, abha¨ngig von der Richtung einfallender Wellen,
ein Scha¨tzfehler, welcher durch eine geeignete Kalibrierung zu minimieren ist.
Neben dem eingesetzten Transformations- oder Interpolationsverfahren fließt in den re-
sultierenden Scha¨tzfehler ∆Φ, d.h. die Differenz zwischen tatsa¨chlicher Einfallsrichtung Φ
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Bild 5.6: Scha¨tzfehler durch die Transformation der ra¨umlichen Impulsantwort einer Kreis-
gruppe mit dem Radius 0.6533λ bei Verwendung verschiedener Winkelscha¨tzverfahren: a)
∆Φ in Abha¨ngigkeit vom Einfallswinkel fu¨r die Gruppe aus N = 8 Elementen, b) Standard-
abweichung von ∆Φ fu¨r unterschiedliche Elementanzahl zusammen mit dem Unterschied
der transformierten realen und der modalen Mannigfaltigkeit δ.
und dem Scha¨tzwert Φ˜, auch das verwendete Scha¨tzverfahren ein. Dies ist deutlich in dem
Verlauf der Scha¨tzfehler fu¨r das ESPRIT- und das Root-MUSIC-Verfahren in Bild 5.6 a) zu
erkennen. Nach Anwendung der beschriebenen Transformation treten bei Verwendung des
Root-MUSIC-Verfahrens Fehler von etwa ±2  auf, wa¨hrend die Winkelscha¨tzung mit dem
ESPRIT-Verfahren Fehler von etwa ±6  liefert. Die im Fall nur einer einfallenden Welle
offensichtliche Regelma¨ßigkeit des Fehlerverlaufes la¨sst sich jedoch nicht als systematischer
Scha¨tzfehler beru¨cksichtigen oder korrigieren, da die Winkelabha¨ngigkeit des Fehlers im
Fall mehrerer einfallender Wellenfronten anders aussehen wird. Aus der Tatsache, dass der
Scha¨tzfehler fu¨r den gezeigten Fall mit nur einer einfallenden Wellenfront bei Verwendung
des ESPRIT-Verfahrens gro¨ßer ist, folgt weiterhin, dass die Transformation einen gro¨ßeren
Fehler fu¨r den Signalraum verursacht. Da die Dimension des Rauschraumes im Fall einer
einzigen einfallenden Welle deutlich gro¨ßer als die des Signalraumes ist, kann davon aus-
gegangen werden, dass der kleinere Fehler bei der Verwendung eines MUSIC-Verfahrens
durch die Mittelung u¨ber die Dimensionen des Rauschraumes entsteht.
Um den Einfluss der verletzten Abtastbedingung aus Gleichung 5.23 zu untersuchen, wird
analog zur Gleichung 4.28 der Unterschied δ zwischen der modalen und der transformier-
ten ra¨umlichen Impulsantwort fu¨r verschiedene Elementzahlen N ausgewertet. Fu¨r die
Berechnungen wird der Radius der Gruppe konstant gehalten und die Anzahl der beru¨ck-
sichtigten Moden auf M = 3 festgelegt. Der resultierende Verlauf von δ als Funktion der
Elementzahl N ist in Bild 5.6 b) gezeigt und es stellt sich ein erwarteter monotoner Ab-
fall ein. Der resultierende Winkelscha¨tzfehler ∆Φ, dessen Standardabweichung ebenfalls
fu¨r das ESPRIT- und das Root-MUSIC-Verfahren und fu¨r verschiedene Elementzahlen
N in Bild 5.6 b) gezeigt ist, verha¨lt sich jedoch anders. Trotz verbesserter Anna¨herung
zwischen transformierter realer und modaler Mannigfaltigkeit ist keine konstante Absen-
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Bild 5.7: Scha¨tzfehler durch die Interpolation der ra¨umlichen Impulsantwort einer Kreis-
gruppe mit dem Radius 0.6533λ bei Verwendung verschiedener Winkelscha¨tzverfahren: a)
∆Φ in Abha¨ngigkeit vom Einfallswinkel fu¨r die Gruppe aus N = 8 Elementen, b) Standard-
abweichung von ∆Φ fu¨r unterschiedliche Elementanzahl zusammen mit dem Unterschied
der transformierten realen und der modalen Mannigfaltigkeit δ.
kung des Scha¨tzfehlers festzustellen. Zwar sinkt der Fehler, jedoch werden fu¨r ungerade
Elementanzahlen N deutlich geringere Scha¨tzfehler erreicht. Besonders bemerkenswert ist
die Tatsache, dass die Verwendung von nur sieben Elementen bei unvera¨ndertem Grup-
penradius, also vergro¨ßertem Elementabstand, zu einem kleineren Scha¨tzfehler durch die
Transformation fu¨hren wu¨rde. Weiterhin zeigt sich, unabha¨ngig von der Anzahl der ver-
wendeten Elemente, dass mit dem Root-MUSIC-Verfahren deutlich geringere Fehler als
mit dem ESPRIT-Verfahren entstehen.
Analog zu den fu¨r die Transformation durchgefu¨hrten Betrachtungen erfolgt die Bewer-
tung der Interpolation. Der Einfluss des Winkelscha¨tzfehlers auf das Optimierungsproblem
wird dabei durch den Gewichtungsparameter ν nach Gleichung 4.60 festgelegt. Die Be-
rechnungen zeigen, dass sich die Ergebnisse der Interpolation erst dann deutlich von der
Transformation unterscheiden, wenn ν zwischen 0.9 und 1 liegt. Entsprechend den Unter-
suchungen in [84] stellt dies bei der Berechnung der Interpolationsmatrix keine Probleme
dar, da die Matrix M in Gleichung 4.65 auch bei der Wahl von Gewichtungsfaktoren nahe
1 gut konditioniert und die Berechnung der Pseudo-Inversen mo¨glich ist. Fu¨r die folgenden
Betrachtungen ist der Gewichtungsfaktor auf ν = 0.999 festgelegt. Der in Bild 5.7 a) gezeig-
te resultierende Scha¨tzfehler bei Verwendung des Root-MUSIC-Verfahrens wird dann mit
Werten unterhalb ±0.17  ausreichend klein. Bei der Winkelscha¨tzung mit dem geschlossen
lo¨sbaren ESPRIT-Verfahren vergro¨ßert sich dieser Fehler jedoch noch deutlich gegenu¨ber
dem Ergebnis bei Verwendung der Transformation.
Der Vergleich der Standardabweichungen des aus der Transformation und der Interpolation
resultierenden Scha¨tzfehlers fu¨r unterschiedliche Elementzahlen N in den Bildern 5.6 b)
und 5.7 b) zeigt nur fu¨r kleine N einen nennenswerten Unterschied. Fu¨r den Bereich N ≥ 10
ist dagegen kaum eine Verbesserung der Scha¨tzung erkennbar. Die Auswertung des Unter-
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Bild 5.8: Winkelscha¨tzfehler in Abha¨ngigkeit von der tatsa¨chlichen Einfallsrichtung vor
und nach der Kalibrierung mit den Verfahren nach Pierre & Kaveh und See.
schiedes zwischen der interpolierten realen Mannigfaltigkeit zeigt einen nahezu konstanten
Verlauf von δ fu¨r steigende Elementzahlen N . Daraus folgt unmittelbar, dass die Verwen-
dung des Interpolationsverfahrens fu¨r Kreisgruppen mit kleinen Elementabsta¨nden sogar
nachteilig sein kann, da die vera¨nderte Struktur des Signal- und Rauschraumes in Fa¨llen
mit mehreren einfallenden Signalen unter Umsta¨nden zu einer Vergro¨ßerung des Scha¨tz-
fehlers fu¨hrt.
Vor der Anwendung hochauflo¨sender Verfahren zur Parameterscha¨tzung aus gemessenen
Sensorsignalen ist im Allgemeinen die in Kapitel 4 mit verschiedenen Ansa¨tzen vorgestellte
Kalibrierung der Sensorgruppe notwendig. Diese ist zuna¨chst unabha¨ngig von der Trans-
formation bzw. Interpolation durchfu¨hrbar. Wie die folgenden Ergebnisse zeigen werden,
ist jedoch auch die Kombination beider Vorverarbeitungsschritte zweckma¨ßig.
Zur Kompensation der Fehler in dem realen Antennensystem kommen die in Kapitel 4.3
erla¨uterten Verfahren der Kalibrierung der Eigenstruktur zum Einsatz. Die Datenbasis
dafu¨r wird aus den bereits im ersten Abschnitt dieses Kapitels diskutierten Referenz-
messungen gebildet. Da fu¨r die Monopole im nichtverkoppelten Fall von einem nahezu
omnidirektionalen Elementdiagramm ausgegangen werden kann, sollten bereits mit dem
Verfahren nach Pierre & Kaveh gute Ergebnisse fu¨r die Kalibrierung erreicht werden.
Weiterhin wird auch die Kalibrierung mit dem See-Algorithmus durchgefu¨hrt. Die nach
diesen Verfahren bestimmte Kalibriermatrix C wird mit den Rohdaten multipliziert und
fu¨hrt zu der kalibrierten Kanalimpulsantwort
H˚kal,q = C · H˚q. (5.32)
Zur Evaluation der Kalibrierung wird eine Richtungsscha¨tzung mit demMUSIC-Algorithmus
aus kalibrierten und unkalibrierten Daten durchgefu¨hrt. Das Bild 5.8 zeigt die Abha¨ngig-
keit des Scha¨tzfehlers vor und nach der Kalibrierung mit den Verfahren nach Pierre &
Kaveh bzw. See. Erwartungsgema¨ß wird der Fehler durch die Kalibrierung deutlich ge-
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Tab. 5.1: Mittelwert und Standardabweichung des Winkelscha¨tzfehlers vor und nach der
Kalibrierung mit den Verfahren nach Pierre & Kaveh und See.
Mittelwert Std.-Abw.
unkalibriert -0.25
 
1.45
 
Pierre & Kaveh -0.09
 
0.89
 
See -0.06
 
0.67
 
Tab. 5.2: Ergebnisse fu¨r Mittelwerte und Standardabweichungen des Winkelscha¨tzfehlers
nach der Durchfu¨hrung verschiedener Kombinationen von Kalibrierung und Transformati-
on bzw. Interpolation.
ESPRIT-Scha¨tzung Root-MUSIC-Scha¨tzung
Mittelwert Std.-Abw. Mittelwert Std.-Abw.
ideale Trans. 0
 
4.05
 
0
 
1.30
 
sep. Trans. und Kal. 0.17
 
4.31
 
0.007
 
1.42
 
See-Kal. auf mod. Impantw. 0.08
 
3.33
 
0.08
 
1.72
 
Interp auf mod. Impantw. 0.71
 
4.15
 
-0.23
 
0.99
 
genu¨ber dem unkalibrierten Fall verringert. Durch den bereits erwa¨hnten omnidirektionalen
Charakter der isolierten Elementdiagramme fa¨llt die erzielte Verringerung des Scha¨tzfeh-
lers mit dem Algorithmus nach See nur gering im Vergleich zum Verfahren von Pierre &
Kaveh aus. Dies zeigt sich auch in den Ergebnissen fu¨r die entsprechenden Mittelwer-
te und Standardabweichungen des Winkelscha¨tzfehlers, welche in der Tabelle 5.1 zusam-
mengestellt sind. Da mit dem See-Algorithmus der geringste resultierende Scha¨tzfehler
entsteht, wird dieser als Referenz fu¨r die weiteren Betrachtungen verwendet.
Zu den vorgestellten Transformations- und Interpolationsverfahren wird abschließend er-
mittelt, welcher resultierende Scha¨tzfehler bei Verwendung der Messdaten entsteht. Dazu
werden im Folgenden drei unterschiedliche Vorgehensweisen diskutiert. Zuna¨chst erfolgt
die Kalibrierung und Transformation mit den separat bestimmten Matrizen C nach dem
See-Algorithmus und TM entsprechend der analytischen Lo¨sung fu¨r die Transformation
aus Gleichung D.27. Der zweite Ansatz verwendet den See-Algorithmus, bei dem als fehler-
freie Anordnung die durch Gleichung 5.21 beschriebene modale Impulsantwort verwendet
wird. Dabei ist die Anzahl der beru¨cksichtigten Moden analog zu den zuvor beschriebenen
theoretischen Berechnungen M = 3. Schließlich erfolgt die Kalibrierung durch die lineare
Interpolation der gemessenen ra¨umlichen Impulsantwort. Der Gewichtungsparameter wird
dabei wieder auf ν = 0.999 festgesetzt und die gemessenen Referenzdaten werden durch
die Interpolationsvorschrift aus Gleichung 4.60 auf die modale Impulsantwort abgebildet.
Die resultierenden Ergebnisse fu¨r Mittelwerte und Standardabweichungen des Winkelscha¨tz-
fehlers nach der Durchfu¨hrung dieser Kombination von Kalibrierung und Transformation
bzw. Interpolation sind in der Tabelle 5.2 zusammengestellt. Die getrennte Behandlung von
Kalibrierung und Transformation bzw. Interpolation ist dem kombinierten Vorgehen im
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Bild 5.9: Verbleibender Winkelscha¨tzfehler fu¨r verschiedene Kombinationen von Kalibrie-
rung und Transformation bzw. Interpolation, bei Verwendung a) des ESPRIT-Verfahrens
und b) des Root-MUSIC-Verfahrens zur Richtungsscha¨tzung.
Allgemeinen unterlegen. Bei Verwendung des ESPRIT-Verfahrens ist die direkte Transfor-
mation der gemessenen Referenzdaten auf die modale Impulsantwort die beste Lo¨sung. Bei
Verwendung des Root-MUSIC-Verfahrens verschlechtert die Transformation das Scha¨tz-
ergebnis in jedem Fall. Analog zu den Ergebnissen aus dem theoretischen Vergleich der
Scha¨tzverfahren, wird die geringste Streuung bei der Interpolation der gemessenen Refe-
renzdaten durch die modale Impulsantwort erhalten. Der verbleibende Winkelscha¨tzfehler
ist abschließend fu¨r einige der untersuchten Kombinationen von Kalibrierung und Trans-
formation bzw. Interpolation und die Richtungsscha¨tzung mit dem ESPRIT- und dem
Root-MUSIC-Verfahren in Bild 5.9 dargestellt.
Der optimale Lo¨sungsweg fu¨r eine schnelle und mo¨glichst exakte Richtungsscha¨tzung fu¨hrt
bei der vorgegebenen Antennenanordnung u¨ber die Kombination der vorgestellten Verfah-
ren. Die schnelle Bestimmung der Laufzeiten und der, wenn auch fehlerbehafteten, Einfalls-
richtungen erfolgt durch die Kombination aus Transformation der Elementsignale in den
Modenbereich und die Scha¨tzung beider Kanalparameter mit dem ESPRIT-Verfahren. Um
die durch die Transformation entstandenen Unsicherheiten zu eliminieren, kann in einem
zweiten Schritt das Scha¨tzergebnis der Richtungen durch eine auf einen kleinen Winkel-
bereich eingeschra¨nkte Parametersuche des Maximums im MUSIC-Spektrum verbessert
werden. Mit dem Interpolationsansatz und der Verwendung von Root-MUSIC fa¨llt der
Scha¨tzfehler verha¨ltnisma¨ßig klein aus. Der vergleichsweise geringe Zeitvorteil gegenu¨ber
dem MUSIC-Verfahren la¨sst diese Lo¨sung jedoch weniger attraktiv erscheinen.
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Zur Auswertung der Einfallsrichtungen ist im konkreten Fall eine weitere Fehlerquelle zu
beru¨cksichten. Da die Speicherung der exakten Ausrichtung des Messfahrzeuges wa¨hrend
der Aufzeichnung der Daten nicht mo¨glich gewesen ist, wird diese aus dem aufgezeichneten
Fahrweg abgescha¨tzt. Dabei werden alle 100 m die Koordinaten des Fahrzeuges gespeichert
und jeweils zwei Messpunkte zur Bestimmung der Orientierung des Fahrzeuges verwendet
[142]. Dieses Vorgehen fu¨hrt zu einer schwer quantifizierbaren Messunsicherheit, die jedoch
wenigstens ±1  betra¨gt.
Die Beschreibung des Vorgehens zur Vorverarbeitung der Messsignale und zur Parame-
terextraktion aus den Daten der Messfahrten ist damit abgeschlossen. Die Auswertung
der Messkampagne ist in [88, 142, 87] zu finden. Als eines der wichtigsten Ergebnisse folgt,
dass in ca. 50% aller abgedeckten Messpunkte eine Winkeldifferenz zwischen dem sta¨rksten
einfallenden Pfad und der direkten Verbindung zwischen der Basisstation und der Mobil-
station kleiner als 25
 
festzustellen ist. Aus dieser Kanaleigenschaft ist abzulesen, dass
durch den Einsatz elektronisch steuerbarer Antennen mit entsprechenden Diagrammfor-
mungsstrategien die notwendige Signalqualita¨t fu¨r den mobilen Empfang erreichbar sein
wird. Daru¨ber hinaus bilden die aus diesen Messungen extrahierten Kanalimpulsantworten
die Basis fu¨r die Entwicklung neuer Kanalmodelle, welche ausfu¨hrlich in [91] beschrieben
sind.
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Kapitel 6
Zylinderkonforme
Mikrostreifenleitungsantenne
In Anwendungen der industriellen Radarsensorik und in modernen Kommunikationstech-
nik werden Antennensysteme beno¨tigt, mit denen große Winkelbereiche beobachtbar bzw.
bedienbar sind. Um in diesen Systemen eine hohe Richtungsauflo¨sung in einem großen
Winkelbereich zu erhalten oder bei unbekannter Position eines Kommunikationspartners
eine maximale Verbindungsqualita¨t zu ermo¨glichen, wird in diesem Abschnitt der Entwurf
einer geeigneten Antennengruppe beschrieben. Neben den technischen Anforderungen wird
dabei auch der in diesen Applikationen zu beachtende Aspekt der kostengu¨nstigen Reali-
sierbarkeit beru¨cksichtigt.
Die ideale Gruppenantenne zur vollsta¨ndigen Abdeckung eines dreidimensionalen Raumes
ist naturgema¨ß durch ein kugelfo¨rmiges, von isotropen Strahlern ausgefu¨lltes Volumen ge-
geben. Natu¨rlich scheitert dies zuna¨chst an dem nicht realisierbaren Einzelelement, aber
auch die Realisierung einer Volumengruppe ist, bedingt durch die notwendigen Zuleitungen
fu¨r die Gruppenelemente, nicht ohne weiteres mo¨glich. Ein Beispiel zur Realisierung einer
Volumengruppe wird in [92] vorgestellt. In dem speziellen Fall besteht die Gruppe aus 512
aperiodisch angeordneten Elementen und ermo¨glicht prinzipiell die volle hemispherische
Abdeckung. Um die Interaktion mit den vertikalen Speiseleitungen der unterschiedlichen
Elemente zu minimieren, ist sie jedoch auf eine rein horizontale Polarisation beschra¨nkt.
Der große mechanische Aufwand bei der Realisierung la¨sst diese oder a¨hnliche Lo¨sungen
fu¨r die Anwendung in einem kommerziellen System jedoch gegenwa¨rtig nicht mo¨glich er-
scheinen.
Die heute bevorzugt anzutreffende Technologie zur Realisierung von Antennengruppen fu¨r
kommerzielle Anwendungen in Frequenzbereichen oberhalb 1 GHz ist die Mikrostreifenlei-
tungstechnik, also die Verwendung von gedruckten Leiterstrukturen auf speziellen Substrat-
materialien. Dabei werden Leiterstrukturen durch einen photolithographischen Prozess auf
einem dielektrischen Substrat definiert, wodurch die Herstellung großer Stu¨ckzahlen zu ge-
ringen Stu¨ckpreisen mo¨glich ist. Die in dieser Technik realisierten planaren Antennen sind
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etwa seit Mitte der 1970er Jahre etabliert und werden beispielsweise in [93–97] umfassend
dargestellt. Daher soll deren Behandlung im Folgenden nur fu¨r spezielle Details erfolgen.
Eine grundlegende Eigenschaft planarer Antennengruppen mit identischen Elementen, nicht
nur solcher in Mikrostreifenleitungstechnik, ist dadurch gegeben, dass der abgedeckte Win-
kelbereich durch das Diagramm der Elemente eingegrenzt ist. Dieser Einfluss ist klar aus
den in Kapitel 3 eingefu¨hrten Kenngro¨ßen zu entnehmen. Bei der Betrachtung von Grup-
pen aus unterschiedlichen Strahlerelementen in einer entsprechend gewa¨hlten Anordnug
besteht dagegen die Mo¨glichkeit, ein gewu¨nschtes Verhalten gezielt einzustellen.
Eine spezielle Art von Gruppen aus unterschiedlichen Elementen sind unter der Bezeich-
nung
”
konforme Antennen“ bekannt. Diese Antennen sind entweder an eine vorgegebene
gekru¨mmte Oberfla¨che angepasst, z.B. aus aerodynamischen Gru¨nden in der Luftfahrt,
oder werden gezielt zur Einstellung gewu¨nschter Antenneneigenschaften in eine gu¨nstige
Form gebracht. Seit Mitte der 1990er Jahre ist in diesem Feld ein wachsendes Interesse
zu verzeichnen, wobei der Schwerpunkt bei der feldtheoretischen Analyse dieser Struktu-
ren liegt, z.B. [98–100]. Daneben ist aber auch eine Anzahl von Arbeiten zu finden, die
Aspekte der Realisierung [101, 102] oder der Diagrammsynthese [19, 103, 104] fu¨r konforme
Antennen behandeln. Die wohl aufwendigste Form der Realisierung dieser Antennen ist
die Definition der beno¨tigten Leitungs- und Antennenstrukturen nach der Formgebung des
Substrates, wie es beispielsweise in [105] gezeigt ist. Alternativ dazu kann die Oberfla¨che
in Facetten unterteilt werden, welche eine gewu¨nschte Form approximieren. Im einfachs-
ten und nachfolgend angestrebten Fall wird die Antennenstruktur mit der Technik zur
Herstellung planarer Mikrostreifenleitungsantennen realisiert und das Tra¨gersubstrat da-
nach in die gewu¨nschte Form gebracht. Grundsa¨tzlich bietet gerade dieses Vorgehen die
Mo¨glichkeit zur Herstellung kostengu¨nstiger Antennengruppen.
Die Anforderungen an die unter den genannten Aspekten zu entwerfende Antennengrup-
pe werden mit den folgenden Eckdaten zusammengefasst. Der sichtbare Winkelbereich im
Azimut soll nahe 180° liegen. Die zu erreichende Direktivita¨t soll, bei linearer, vertika-
ler Polarisation, im gesamten Azimutwinkelbereich mo¨glichst gleichma¨ßig verlaufen und
20 dBi nicht unterschreiten. Fu¨r die Elevation ist ein festes Richtdiagramm mit einem
3 dB-O¨ffnungswinkel der Hauptkeule von ≤ 15° und einer Nebenkeulenunterdru¨ckung von
ca. 13 dB vorzusehen. Die Mittenfrequenz des zu realisierenden Demonstrators wird auf
10 GHz festgelegt und liegt damit in der Mitte der Frequenzbereiche, welche den oben
angesprochenen Anwendungen zugeordnet sind. Die natu¨rliche Form einer so spezifizier-
ten Antennengruppe ist die in Bild 6.1 skizzierte zylinderkonforme Antenne, mit einem
großen abdeckbaren Winkelbereich entlang der Zylinderkru¨mmung, d.h. im Azimut, und
einer festen Hauptstrahlrichtung senkrecht zur Zylinderachse, also in Elevation.
Bei der Entwicklung von planaren Antennen steht vor jedem weiteren Entwurfsschritt
die Auswahl geeigneter Substratmaterialien, auf denen die Strukturen realisiert werden.
Grundsa¨tzlich ist dazu zu sagen, dass Materialien mit einer geringen relativen Permitti-
vita¨t ²r und geringen Verlusten tan δ in dem angestrebten Frequenzbereich zu verwenden
sind. Neben verschiedenen Keramikkompositen mit Permittivita¨ten ²r < 6 oder Scha¨umen
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Bild 6.1: Skizze der zylinderkonformen Antennengruppe mit der Lage des verwendeten
Koordinatensystems.
mit ²r ≈ 1 kommen sehr ha¨ufig faserversta¨rkte Teflonsubstrate zum Einsatz. Zur Rea-
lisierung dieser Antennengruppe wird ein Substrat vom Typ RT/duroid 5870 mit einer
relativen Permittivita¨t ²r = 2.3 und einem Verlustfaktor tan δ = 10
−3 verwendet [73]. Um
die Abstrahlung zu begu¨nstigen ist die Dicke des Substrates mo¨glichst groß zu wa¨hlen. An-
dererseits wird die Substratdicke u¨blicherweise kleiner als λ/10 gewa¨hlt, um Anregung und
Ausbreitung ungewollter Oberfla¨chenwellen im Substrat zu minimieren. Aus der gewu¨nsch-
ten Verformbarkeit des Materials entsteht daru¨ber hinaus eine weitere Randbedingung
fu¨r die Substratsta¨rke. Entsprechende Untersuchungen mit Materialproben zeigen, dass
RT/duroid 5870 Substrate mit einer Sta¨rke von 31 mil, also ungefa¨hr 0.787 mm, diese
Verformung erlauben.
Da die Richteigenschaften einer zylinderkonformen Antenne fu¨r die Elevations- und die
Azimutebene separierbar sind, gliedert sich der Entwurf der Antennengruppe in zwei Ab-
schnitte. Die geforderte Hauptkeulenbreite in der Elevationsrichtung wird durch mehrere
Strahler in Untergruppen erreicht. Der Entwurf dieser Untergruppe, mit Hilfe eines dazu
entwickelten Leitungsmodells, bildet den ersten Abschnitt des Antennenentwurfs. Fu¨r die
Diagrammsynthese, bzw. die Einstellung des angestrebten Sichtbereiches, in der Azimut-
ebene fu¨r verschiedene Antennenkonfigurationen sind streng genommen jeweils die exak-
ten Feldsimulationen fu¨r jeden untersuchten Fall notwendig. Neben der Verkopplung spielt
dabei auch das von der gewa¨hlten Zylinderkru¨mmung abha¨ngige Elementdiagramm in
dieser Ebene eine Rolle. Um diese zeitaufwendige Berechnung umgehen zu ko¨nnen, wird
ein Modell fu¨r das Elementdiagramm einer Mikrostreifenleitungsantenne auf der Zylinder-
oberfla¨che in der Azimutebene entwickelt. Nach der Beschreibung der Realisierung und
Charakterisierung der Antenne schließt dieses Kapitel mit Ergebnissen zur Kalibrierung
und zur linearen Interpolation ab.
6.1 Untergruppe zur Elevations-Diagrammformung
Wie bereits eingangs erwa¨hnt, existiert fu¨r den Entwurf von Mikrostreifenleitungsanten-
nen ein breites Spektrum an Basisliteratur, sodass die Darstellung allgemeiner Details zu
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a) b)
Bild 6.2: Schematische Darstellung der Topologie a) paralleler und b) serieller Verteil-
netzwerke in Mikrostreifenleitungstechnik.
diesem Antennentyp hier entfa¨llt. Daru¨ber hinaus stehen fu¨r die Analyse dieser Antennen
heute eine Vielzahl von Simulationswerkzeugen zur Verfu¨gung. Zur Synthese komplexer
Strukturen eignen sich diese Werkzeuge aufgrund der beno¨tigten Rechenzeit jedoch nicht
in jedem Fall. Daher wird der Verwendung geeigneter Modelle fu¨r den Entwurf komple-
xer Antennen immer eine nennenswerte Bedeutung zukommen. Ein Beispiel dafu¨r ist der
Entwurf des beno¨tigten Netzwerkes zur Verteilung der Leistung innerhalb der Untergrup-
pen und zur Erzeugung des gewu¨nschten Elevationsdiagramms. In der Regel sind diese
Verteilnetzwerke, oder Teile davon, in die beiden Kategorien in Bild 6.2 unterteilbar. Bei
parallelen Verteilnetzwerken werden Leistungsteiler verwendet, um die Strahlerelemente
mit dem Speisepunkt zu verbinden. In einer seriellen Anordnung werden die Elemente in
geeigneten Absta¨nden hintereinander an eine Leitung angeschlossen oder in eine Leitung
eingebracht. Vorteile der seriellen gegenu¨ber der parallelen Topologie sind eine einfachere
und ku¨rzere Leitungsfu¨hrung. Daraus resultieren eine verringerte parasita¨re Abstrahlung
des Netzwerkes sowie geringere ohmsche und dielektrische Verluste innerhalb des Netzwer-
kes. Nachteilig kann sich die ho¨here Frequenzabha¨ngigkeit der Hauptstrahlrichtung und
der Anpassung auswirken. In Anwendungen mit geringen relativen Bandbreiten stellt dies
jedoch keine nennenswerte Einschra¨nkung dar.
Wegen der genannten Vorteile wird das Verteilnetzwerk der Untergruppe in einer seriellen
Topologie ausgefu¨hrt. Die Nebenkeulenunterdru¨ckung in Elevation ist mit etwa 13 dB
angegeben und entspricht somit dem Nebenkeulenniveau der Sinc-Funktion. Aufgrund
der Verbindung zwischen Gewichtungsfunktion und Fernfelddiagramm u¨ber die Fourier-
Transformation sind die Gewichtungskoeffizienten der Elemente innerhalb der Untergruppe
darum mo¨glichst identisch einzustellen. Aus der vorgegebenen Breite der Hauptkeule in Ele-
vation ΘHPBW ≤ 15° und der Abscha¨tzung fu¨r die Breite der Hauptkeule bei identischen
Anregungskoeffizienten [6]
ΘHPBW ≈ 51° λ
lAnt
= 51° λ
Nd
, (6.1)
mit lAnt als La¨nge der Antenne, N als Zahl der Elemente und d ≈ 0.6λ als Elementabstand
in der Untergruppe, la¨sst sich die beno¨tigte Zahl der Antennenelemente bestimmen:
N ≥ 51
15 · 0.6 = 5.67. (6.2)
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Bild 6.3: Mikrostreifenleitungs-Patch in einer seriellen Speiseanordnung: a) Schematische
Darstellung und b) einfaches Leitungsersatzschaltbild nach [106].
Die Untergruppe wird demnach aus N = 6 Einzelstrahlern bestehen, die in der seriellen
Anordnung zusammengestellt sind.
Die Breite einer Patchantenne hat nur einen geringen Einfluss auf die Resonanz- oder
Mittenfrequenz. Dagegen wird die Abstrahlung und somit die Strahlerimpedanz sehr wohl
von der Strahlerbreite beeinflusst. Aus diesem Blickwinkel scheint die Verwendung eines
mo¨glichst breiten Strahlers gu¨nstig, um breitbandig eine gute Anpassung zu erhalten. Ge-
gen die Wahl eines sehr breiten Strahlers spricht jedoch die Anregung ungewu¨nschter Mo-
den und die daraus resultierende erho¨hte kreuzpolare Abstrahlung. Die Breite der Strahler
bewegt sich daher u¨blicherweise im Bereich 0.25 ≤ w/λSubstrat ≤ 0.75. In einer seriellen An-
ordnung von Patchantennen wird die Leistungsverteilung zwischen den Elementen durch
eine entsprechende Wahl der Strahlerimpedanz, also der Strahlerbreite eingestellt. Da in
dem vorliegenden Fall eine gleichma¨ßige Leisungsverteilung an den Elementen in der Un-
tergruppe angestrebt ist, wird die Breite der Strahler bei einer Substratwellenla¨nge von
λSubstrat ≈ 20 mm auf w = 9 mm festgesetzt.
Fu¨r den Entwurf seriell gespeister Gruppen wird ha¨ufig auf das Leitungsmodell fu¨r ein
Mikrostreifenleitungs-Patch von Derneryd in [106] zuru¨ckgegriffen. Dabei erfolgt die
Betrachtung des schematisch in Bild 6.3 a) gezeigten Patches als Leitung mit niedriger
charakteristischer Impedanz. Die an den Kanten des Patches auftretenden Randfelder wer-
den durch eine Kapazita¨t und der Anteil abgestrahlter Leistung durch einen Widerstand
repra¨sentiert. Die Abha¨ngigkeit der Werte fu¨r die konzentrierten Elemente im Leitungser-
satzschaltbild aus Bild 6.3 b) sind in Anhang E zusammengestellt.
Eigene Berechnungen sowie verschiedene Literaturstellen, z.B. [107, 108], deuten jedoch
darauf hin, dass dieses Modell bei dem Entwurf seriell gespeister Patch-Gruppen nicht
ausreichend ist. Daher wurde ein erweitertes Modell zum Entwurf solcher Gruppen entwi-
ckelt, welches im Folgenden beschrieben wird. Angelehnt an das Modell fu¨r einen Impe-
danzsprung in [93], d.h. einen Sprung der Leitungsbreite, werden in dem Ersatzschaltbild
zwei zusa¨tzliche Induktivita¨ten beru¨cksichtigt, wie in Bild 6.4 gezeigt. Die Abha¨ngigkeit
der Werte dieser beiden Komponenten von den Substratparametern sowie der Zuleitungs-
und der Patchbreite sind ebenfalls in Anhang E aufgefu¨hrt. Die Breite der Verbindungslei-
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Bild 6.4: Erweitertes Leitungsmodell fu¨r ein Mikrostreifenleitungs-Patch in einer seriellen
Speiseanordnung.
Tab. 6.1: Werte fu¨r die konzentrierten Elemente des erweiterten Leitungsmodells.
C G L1 L2
109 fF 866 Ω 280 pH 55 pH
tung zwischen den Strahlern ist naturgema¨ß klein gegenu¨ber der Strahlerbreite zu wa¨hlen.
Eine untere Grenze ist wiederum durch die auftretenden Verluste und die zur Verfu¨gung
stehende Technologie gegeben. Die Breite dieser Leitung wird zu 0.7 mm festgelegt, wor-
aus mit dem verwendeten Substrat eine Leitungsimpedanz von 100 Ω folgt. Die aus diesen
Randbedingungen folgenden Werte fu¨r die konzentrierten Elemente des Ersatzschaltbildes
sind in der Tabelle 6.1 zusammengestellt.
Bei der Entwurfsfrequenz f0 =10 GHz folgt fu¨r die Streukapazita¨t ein Impedanzwert von
B=−j66 mS=1/(j146 Ω). Die Impedanzwerte der Induktivita¨ten liegen bei X1=j17.6 Ω
und X2 = j3.5 Ω. Bei der Betrachtung eines einzelnen Strahlerelementes haben die klei-
nen induktiven Anteile keinen wesentlichen Einfluss. Dagegen spielen sie bei dem hier
beschriebenen Entwurf einer seriell gespeisten Gruppe eine nennenswerte Rolle, wie aus
den folgenden Ergebnissen fu¨r die Richtdiagramme der Untergruppe deutlich wird.
Die Amplituden- und Phasenbeziehungen zwischen den in Bild 6.4 gekennzeichneten Span-
nungen Um,n ha¨ngen von der La¨nge des Patches lP und der Verbindungsleitung lS ab.
Nachdem die Werte der konzentrierten Elemente im Ersatzschaltbild bekannt sind, werden
die La¨ngen der sechs Patches und der fu¨nf Verbindungsleitung durch eine Optimierung
so gewa¨hlt, dass die geforderten Anregungskoeffizienten mo¨glichst genau realisiert werden.
Dieser Optimierung liegen zwei Kriterien fu¨r die Beziehungen zwischen den Spannungen
Um,n aus dem Ersatzschaltbild zu Grunde:
 Zwischen dem elektrischen Feld an den strahlenden Kanten eines Patches ist eine
Phasenverschiebung von 180° einzustellen. Dies entspricht im Ersatzschaltbild dem
Phasenbezug zwischen den Spannungen am Eingang U1,n und am Ausgang U2,n des
n-ten Strahlers. Gleichzeitig sollen die Betra¨ge dieser Spannungen mo¨glichst gleich
sein und es gilt:
(U1,n + U2,n)→ min fu¨r n = 1 . . . 6. (6.3)
6.1 Untergruppe zur Elevations-Diagrammformung 103
0 30 60 90 120 150 180
Winkel  Θ  / °
-25
-20
-15
-10
-5
0
n
o
rm
.
 
Ri
ch
td
ia
gr
am
m
 
 
c
(Θ
) /
 
dB
Feldsim. LM
Feldsim. ELM
Matlab ELM
Bild 6.5: Vergleich der Richtdiagramme aus der Feldsimulation einer Antennenzeile mit
den Abmessungen entsprechend dem einfachen Leitungsmodell (LM) und dem erweiterten
Leitungsmodell (ELM) mit dem Richtdiagramm aus den resultierenden Anregungskoeffi-
zienten nach dem erweiterten Leitungsmodell (MatLabELM).
 Der Gewichtungskoeffizient jedes einzelnen Strahlers entspricht dem mittleren Strom
durch die beiden Strahlungsleitwerte G eines Patches und ist im Fall identischer
Gruppenelemente proportional zur Differenz der Spannungen U1,n und U2,n. Um das
gewu¨nschte Diagramm zu erhalten, sollen die Anregungskoeffizienten phasen- und
betragsgleich sein. Die zweite Forderung an die Spannungen ist somit:(
U1,n − U2,n
U1,1 − U2,1 − 1
)
→ min fu¨r n = 2 . . . 6. (6.4)
Zum Vergleich werden zuna¨chst die Ergebnisse aus einem Entwurf der Antennenzeile ohne
Beru¨cksichtigung der La¨ngsinduktivita¨ten nach dem Modell von Derneryd durchgefu¨hrt.
Aus den angegebenen Bedingungen fu¨r den Bezug der Spannungen an den Strahlungsleit-
werten folgt, dass die Patches mit einer La¨nge von lP=9.5 mm und die Verbindungsleitun-
gen mit einer La¨nge von lS=11.27 mm zu realisieren sind. Damit sind nun alle Abmessungen
der Struktur bekannt und werden mit dem Simulationswerkzeug Clementine analysiert.
Dieser auf der Momentenmethode basierende Feldsimulator erlaubt die Berechnung von
Streuparametern und Richtdiagrammen von einlagigen zylinderkonformen Mikrostreifen-
leitungsstrukturen. Das in Bild 6.5 gezeigte resultierende Richtdiagramm nach dem einfa-
chen Leitungsmodell (LM) der Antennenzeile zeigt ein um etwa 4° von der gewu¨nschten
Hauptstrahlrichtung abweichendes Maximum und mit weniger als 10 dB eine zu geringe
Nebenkeulenunterdru¨ckung. Diese Fehler im Diagramm sind auf Phasenfehler bei der An-
regung der Strahlerelemente zuru¨ckzufu¨hren und indizieren, dass das verwendete Modell
den Sachverhalt nicht ausreichend gut beschreibt.
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Bild 6.6: Frequenzabha¨ngigkeit der Richtdiagramme bei Lage des Speisepunktes a) am
Rand und b) mittig in der Antennenzeile.
Die Durchfu¨hrung des Entwurfes nach dem erweiterten Leitungsmodell (ELM) fu¨hrt mit
den gegebenen Bedingungen fu¨r die Spannungen auf eine La¨nge der Patches von lP=9.7 mm
und eine La¨nge der Verbindungsleitungen von lS=9.75 mm. Diese Werte weichen damit
deutlich von denen nach dem einfachen Leitungsmodell ab. Wie ebenfalls in Bild 6.5 zu
sehen ist, zeigt sich eine deutlich bessere U¨bereinstimmung zwischen dem erweiterten Lei-
tungsmodell und der Feldsimulation. Die Hauptstrahlrichtung ist mit Θ=90° senkrecht zur
Antennenzeile und das angestrebte Nebenkeulenniveau von -13 dB wird erreicht. Die 3 dB-
Breite der Hauptkeule ist mit etwa 13° etwas schmaler als gefordert und die berechnete
Direktivita¨t der Antennenzeile ist 14.8 dBi.
Um ein Richtdiagramm mit einer sta¨rkeren Nebenkeulenunterdru¨ckung zu erhalten, muss
die Belegungsfunktion von der Mitte her zum Rand der Antenne abfallen. In dieser Anord-
nung wird so ein Verhalten durch die geeignete Wahl der Patchbreite w, also einen entspre-
chenden Strahlungseitwert G realisiert. Wie beispielsweise in Bild 2.4 b) zu erkennen ist,
sind in einer derartigen Anordnung alle Patch- und Verbindungsleitungen unterschiedlich
lang zu wa¨hlen, um die beno¨tigten Anregungskoeffizienten zu erhalten. Diese aufwendige,
ha¨ufig empirische Optimierung mit Hilfe eines Feldsimulators ist, wie in [136, 137] erfolg-
reich gezeigt, durch die Verwendung dieses erweiterten Leitungsmodells zu umgehen und
ein effizienter Entwurf dieser Strukturen ist somit mo¨glich.
Wa¨hrend die Einspeisung, d.h die Verbindung zu weiteren Schaltungsteilen, durch eine
Mikrostreifenleitung u¨blicherweise an einem der Ra¨nder der Antennenzeile erfolgt, kann
die Lage des Speisepunktes im Falle der vorgesehenen koaxialen Einspeisung grundsa¨tzlich
an verschiedenen Punkten entlang der Antennenzeile liegen. Wa¨hrend die Lage des Spei-
sepunktes nur einen geringen Einfluss auf den Verlauf der Eingangsimpedanz der Antenne
und somit auf die zu erreichende Bandbreite zeigt, sind bezu¨glich der Frequenzabha¨ngig-
keit des Richtdiagrammes nennenswerte Unterschiede festzustellen. Um dies zu demons-
trieren werden die Ergebnisse der Berechnungen mit dem erweiterten Leitungsmodell fu¨r
verschiedene Frequenzen und Fa¨lle mit einer Einspeisung am Rand der Antennenzeile und
an einem der mittleren Strahler in Bild 6.6 verglichen. Im Fall der seitlichen Einspei-
sung in Bild 6.6 a) zeigt sich der als
”
Beamsquint“ bezeichnete Effekt der Verschiebung
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Bild 6.7: a) Skizze und b) a¨quivalentes Ersatzschaltbild fu¨r die Einspeisung einer Anten-
nenzeile.
der Hauptstrahlrichtung bei A¨nderung der Frequenz. Die Ursache dafu¨r ist im Wesent-
lichen ein linearer Phasenfehler, der bei Abweichungen von der Mittenfrequenz entsteht.
In speziellen milita¨rischen Radarsystemen wird dieser Effekt gezielt zur Steuerung der
Hauptstrahlrichtung von Antennen genutzt, bei der zu entwerfenden Antennengruppe ist
diese Eigenschaft jedoch unerwu¨nscht. Besteht die Mo¨glichkeit, den Speisepunkt mo¨glichst
mittig in die Antenenzeile zu legen, dann treten im Wesentlichen nur Phasenfehler mit
gerader Ordnung auf. Diese fu¨hren, neben einer geringen Aufweitung der Hauptkeule, zu
einer verringerten Nebenkeulenunterdru¨ckung, wie es in Bild 6.6 b) gut zu erkennen ist. Da
die Hauptstrahlrichtung in diesem Fall kaum eine Frequenzabha¨ngigkeit zeigt, wird diese
Lo¨sung zur Speisung der Antennenzeile gewa¨hlt.
Auch der Verlauf der Eingangsimpedanz dieser Anordnung ist in guter Na¨herung durch
das erweiterte Leitungsmodell zu beschreiben. Zur Anpassung der Antenne an das u¨bli-
che 50Ω-Leitungssystem wird der Speisepunkt nicht exakt am Rand des Strahlers liegen,
sondern wie im entsprechenden Ersatzschaltbild in Bild 6.7 angedeutet um die La¨nge lzu
in das Patch verschoben. Diese als
”
Inset-Feed“ bezeichnete Technik wird auch bei ein-
zelnen Patchelementen zur Anpassung an die angestrebte Eingangsimpedanz verwendet
[93]. Der Innenleiter der in Bild 6.7 a) im Querschnitt dargestellten Koaxialleitung bildet
die Verbindung zum Patch und ist im Ersatzschaltbild durch eine zusa¨tzliche Induktivita¨t
zu beru¨cksichtigen. Nach [109] wird diese durch die Induktivita¨t eines du¨nnen Drahtes
angena¨hert:
Lzu = h ·
(
ln
(
4h
d
)
+
d
2h
− 1
)
· 2 · 10−7H
m
(6.5)
Fu¨r die Substratho¨he h = 787 µm und den Durchmesser des Innenleiters d = 500 µm
folgt die gesuchte Induktivita¨t zu Lzu = 182 pH. Sowohl mit diesem analytischen Mo-
dell als auch mit der anschließenden Feldsimulation zeigt sich, dass der Speisepunkt bei
lzu = 1 mm zu der gewu¨nschten Eingangsimpedanz bei der Mittenfrequenz und somit zu
einer guten Anpassung fu¨hrt. Die resultierenden Verla¨ufe der Eingangsimpedanz nach dem
Leitungsmodell und der Feldsimulation sind in Bild 6.8 dargestellt. Auch hier zeigt sich
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Bild 6.8: Real- und Imagina¨rteil der Eingangsimpedanz der mittig gespeisten seriellen Mi-
krostreifenleitungsantenne nach der MoM-Simulation und dem erweiterten Leitungsmodell
(ELM).
eine bemerkenswerte U¨bereinstimmung zwischen dem Modell und der Feldsimulation.
Der Entwurf der Antennenzeile, entsprechend den Anforderungen an das Verhalten in der
Elevationsrichtung, ist damit abgeschlossen. Die Ergebnisse der messtechnischen Charak-
terisierung der Antennenzeilen werden im u¨berna¨chsten Abschnitt dieses Kapitels darge-
stellt. Zuna¨chst wird jedoch die Umsetzung der gewu¨nschten Antenneneigenschaften in der
Azimutebene betrachtet.
6.2 Gruppenkonfiguration in der Azimutebene
Nach den Ausfu¨hrungen im einleitenden Abschnitt zu diesem Kapitel legen die gestell-
ten Anforderungen die Verwendung einer zylindrischen Grundform fu¨r die zu realisieren-
de Antennengruppe nahe. Die Festlegung der geeigneten Gruppenkonfiguration bedeutet,
dass neben der Anzahl der zu verwendenden Elemente und deren Absta¨nden auch die
Kru¨mmung der Oberfla¨che bestimmt werden muss. Weiterhin ist zu kla¨ren, ob mit einem
vollen Kreiszylinder oder einer anderen gekru¨mmten Form die gewu¨nschten Eigenschaften
erhalten werden.
Um fu¨r die Synthese der Antennengruppe in der Azimutebene nicht auf zeitintensive Feld-
simulationen der Struktur zuru¨ckgreifen zu mu¨ssen, wird ein Modell fu¨r das Elementdia-
gramm eines Einzelstrahlers auf der Zylinderoberfla¨che entwickelt. Dazu werden verschiede-
ne Strahler auf unterschiedlich gekru¨mmten Oberfla¨chen mit Hilfe des Simulationswerkzeu-
ges Clementine analysiert. Die Elemente sind gema¨ß dem Koordinatensystem in Bild 6.1
Θ-polarisiert, d.h. der resonante Mode der Patch-Elemente ist z-gerichtet. Um den Einfluss
des verwendeten Mikrostreifenleitungssubstrates in die Untersuchung mit einzubeziehen,
werden die Berechnungen fu¨r drei verschiedene Substratmaterialien durchgefu¨hrt. Neben
dem vorgesehenen Mikrowellensubstrat RT/Duroid 5870 mit einer relativen Permittivita¨t
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von ²r = 2.3 werden auch Patchelemente ohne Substrat, d.h. ²r = 1, und auf u¨blichem
Platinenmaterial FR4 mit ²r = 4 betrachtet. Substrate mit wesentlich gro¨ßeren Permitti-
vita¨ten kommen bei der Realisierung planarer Antennen kaum vor und spielen hier daher
keine Rolle. Die Verluste in den Substraten werden fu¨r die Entwicklung des Modells als
vernachla¨ssigbar angenommen.
Die Auswertung von parametrisierten Feldsimulationen bilden im Weiteren die Datenbasis
fu¨r die Ableitung des Modells. Es zeigt sich, dass die Dicke t der verwendeten Substrate
kaum einen Einfluss auf das Elementdiagramm der Strahler hat, wenn t < λSubstrat/10 ist.
Um die Anregung ungewollter Substratwellen zu minimieren, ist diese Bedingung bei der
Realisierung planarer Antennen u¨blicherweise erfu¨llt. Weiterhin zeigt die Auswertung der
Simulationsergebnisse, dass die Abha¨ngigkeit des Elementdiagramms vom Azimutwinkel Φ
mit dem parametrisierten Modell
g(Φ) =
√
D ·
∣∣∣∣cos(Φ2
)∣∣∣∣p · e−jΨ|sin(Φ2 )|9 (6.6)
gut zu beschreiben ist. Die Parameter p und Ψ sind dabei von der Kru¨mmung der Ober-
fla¨che ρ, dem verwendeten Substrat und den Abmessungen des Strahlers abha¨ngig. In
Hauptstrahlrichtung Φ = 0 erreicht der Betrag des Diagramms ein Maximum, wa¨hrend
eine Nullstelle in der entgegengesetzten Richtung Φ = ±pi auftritt. Die Winkelabha¨ngig-
keit des Betragsverlaufes ist bei na¨herer Betrachtung auch als Potenz von cos2(Φ/2) =
(1 + cosΦ)/2 aufzufassen und lehnt sich daher an das Diagramm der in Anhang B be-
schriebenen Huygens-Quelle an.
Wa¨hrend der Betragsverlauf der Elemente bei linearen oder ebenen Antennengruppen le-
diglich als Faktor vor dem Gruppenfaktor auftritt, spielt der Phasenverlauf des Element-
diagramms u¨blicherweise gar keine Rolle. Bei der Betrachtung konformer Antennen kann
die Unterteilung in Element- und Gruppenfaktor jedoch nicht vorgenommen werden, da
die Elemente keine gemeinsame Ausrichtung aufweisen. Der Beitrag jedes Strahlers muss
daher separat und phasenrichtig betrachtet werden. Die Winkelabha¨ngigkeit der Phase des
Elementdiagramms ist daher ebenfalls Teil des vorgestellten Modells. Die Simulationser-
gebnisse zeigen, dass die Variation der Phase im vorderen Halbraum fu¨r |Φ| < pi/2 eher
gering ausfa¨llt und das Patch sich in diesem Winkelbereich nahezu als Punktquelle verha¨lt.
Im hinteren Halbraum ist dagegen eine deutliche A¨nderung des Phasenverlaufes zu beob-
achten. Der Anteil der Strahlung, der in diesen Winkelbereich gelangt, nimmt immer den
Umweg um den Zylinder und es folgt eine Verzo¨gerung gegenu¨ber dem Fall der direkten
Abstrahlung. Diese Verzo¨gerung ist neben dem Zylinderradius auch von der Permittivita¨t
des Antennensubstrates abha¨ngig. Die Winkelabha¨ngigkeit wird dabei gut durch den Fak-
tor
∣∣sin (Φ
2
)∣∣9 repra¨sentiert, welcher erst einen nennenswerten Beitrag fu¨r Winkel Φ > pi/2
zeigt.
Nachdem der funktionale Zusammenhang zum Azimutwinkel fu¨r das Modell festgelegt ist,
muss die Abha¨ngigkeit der Modellparameter p und Ψ vom Kru¨mmungsradius und fu¨r die
verwendeten Antennensubstrate bestimmt werden. Die Berechnungen dazu beruhen im
Wesentlichen auf der Annahme quadratischer Strahler. Da die resonante La¨nge der Strah-
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Bild 6.9: Kurvenschar zur Bestimmung des Exponenten p und der Phase Ψ zur Approxi-
mation des Elementdiagramms.
ler von der Permittivita¨t des verwendeten Substrates abha¨ngt, a¨ndert sich auch die Breite
der Strahler w/λ fu¨r verschiedene Substrate. Fu¨r die eingangs angesprochenen Substrat-
materialien ist die Abha¨ngigkeit der Modellparameter p und Ψ zur optimalen Nachbildung
der Elementdiagramme als Funktion vom Zylinderradius ρ in Bild 6.9 dargestellt. Nach
Gleichung 6.6 verringert sich die Breite der Hauptkeule bei steigendem Exponenten p. Aus
Bild 6.9 a) geht also hervor, dass eine starke Kru¨mmung, bzw. ein kleiner Kru¨mmungs-
radius, zu einer starken Aufweitung des Elementdiagramms fu¨hrt. Fu¨r große Radien wird
sich der Wert von p asymptotisch dem Wert fu¨r den Fall einer planaren Antenne anna¨hern.
Weiterhin ist zu erkennen, dass ein bezogen auf die Freiraumwellenla¨nge breiteres Patch
eine sta¨rkere Bu¨ndelung erreicht. Das ist im Einklang mit dem immer gu¨ltigen, umgekehrt
proportionalen Zusammenhang zwischen Antennengro¨ße und Keulenbreite.
Auch der Verlauf des Phasenwinkels Ψ in Bild 6.9 b) ist anschaulich interpretierbar. Der
entstehende Umweg, den die Welle um die Zylinderoberfla¨che zuru¨cklegt, wird mit stei-
gendem Zylinderradius gro¨ßer. Damit wa¨chst auch Ψ mit dem Radius. Der Einfluss des
Dielektrikums auf der Zylinderoberfla¨che macht sich ebenfalls bemerkbar. Im Fall einer
niedrigen Permittivita¨t des Substrates verringert sich auch die effektive Dielektrizita¨szahl,
welche auf die Welle wirkt. Dadurch steigt die Ausbreitungsgeschwindigkeit beim Umlauf
um den Zylinder und die Verzo¨gerung, welche durch den Phasenwinkel Ψ beschrieben wird,
verringert sich.
Aus dieser Kurvenschar sind somit fu¨r ein vorgegebenes Material die Modell-Parameter fu¨r
eine bestimmte Zylinderkru¨mmung zu bestimmen und die Untersuchung der Eigenschaf-
ten verschiedener Gruppenkonfigurationen ist effizient durchfu¨hrbar. Wird beispielswei-
se das Substrat RT/Duroid 5870 verwendet und ist der Kru¨mmungsradius des Zylinders
ρ = 1.67λ, folgen die Modellparameter zu p = 5.15 und Ψ = 320°. Die als Beispiel in
Bild 6.10 a) gezeigte Gruppe besteht aus vier Elementen, die jeweils um 20° verschoben
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Bild 6.10: Beispiel einer 4-Elementgruppe: a) Skizze und b) Vergleich des normierten
Richtdiagramms aus Feldsimulation und dem entwickelten Modell.
auf dem Zylinder angeordnet sind. Das entspricht einem Elementabstand entlang der ge-
kru¨mmten Oberfla¨che von etwa 0.58λ. Die Anregung der Elemente erfolgt fu¨r dieses Beispiel
mit der Gewichtung w = h(Φ = 0). Der Vergleich der resultierenden Richtdiagramme in
Bild 6.10 b) nach dem vorgestellten Modell und der Feldsimulation zeigt schließlich eine
gute U¨bereinstimmung der Berechnungen.
Die Anforderung an die Antennengruppe fu¨r die Azimutebene bezieht sich auf die zu errei-
chende Direktivita¨t, welche den Wert von 20 dBi in einem mo¨glichst großen Winkelbereich,
d.h. nahe Φ = ±90, nicht unterschreiten soll. Ist nur eine Polarisation zu beru¨cksichtigen,
dann wird die maximal erreichbare Direktivita¨t zu einer speziellen Richtung nach Glei-
chung 3.23 aus der ra¨umlichen Impulsantwort h berechnet. Diese ist fu¨r die im Querschnitt
in Bild 6.11 a) gezeigte Gruppenkonfiguration fu¨r das n-te Element durch
hn = g(Φ− Φn) · ej 2piλ ρ cos(Φ−Φn) (6.7)
gegeben, wobei g(Φ) die Winkelabha¨ngigkeit des Elementdiagramms in der Azimutebene
aus Gleichung 6.6 ist. Da hier das Verhalten der gesamten Antennengruppe, d.h. zusammen-
gesetzt aus den im vorigen Abschnitt beschriebenen Antennenzeilen, untersucht wird, ist fu¨r
die Direktivita¨t der Elemente nicht der Wert eines einzelnen Patches, sondern der aus dem
Entwurf der Untergruppe hervorgehende Wert von D = 14.8 dBi zu verwenden. Der Pha-
senterm in der ra¨umlichen Impulsantwort der Gruppe beschreibt den Laufzeitunterschied
in Abha¨ngigkeit von dem Radius des Zylinders ρ mit Bezug auf den Koordinatenursprung.
Die jeweilige Position des Elementes auf dem Zylinder wird durch die Verschiebung der
Winkelabha¨ngigkeiten in Betrag und Phase um den Winkel Φn beru¨cksichtigt. Damit sind
die Elemente hn des Vektors h beschrieben und die erreichbare Direktivita¨t ist fu¨r unter-
schiedliche Konfigurationen in geschlossener Form zu bestimmen. Fu¨r eine Antennengrup-
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Bild 6.11: a) Querschnitt des Vollzylinders mit N = 8 Antennenzeilen und b) erreichbare
Direktivita¨t fu¨r verschiedene Segmentwinkel αSegm.
pe aus acht Antennenzeilen ist der entsprechende Verlauf in Bild 6.11 b) fu¨r verschiedene
Segmentwinkel αSegm aufgetragen. Dieser Winkel beschreibt dabei den Teil der Zylinde-
roberfla¨che, der mit Antennenelementen belegt ist. Bei einem festen Elementabstand d
entlang des Bogens ist der Winkel zwischen zwei Elementen gegeben durch
∆Φ =
d
ρ
. (6.8)
Der Segmentwinkel, d.h. der mit Antennenelementen belegte Winkelbereich des Kreises,
folgt dann zu
αSegm = N ·∆Φ = Nd
ρ
. (6.9)
Die beiden Grenzfa¨lle werden dabei durch den Fall der planaren Gruppe mit ρ → ∞,
αSegm = 0 und den Fall der Kreisgruppe mit 2piρ = Nd, αSegm = 2pi gebildet. Die
nachfolgenden Betrachtungen beschra¨nken sich auf Konfigurationen mit einem Elementab-
stand von d = 0.65λ. Die Vergro¨ßerung des Segmentwinkels αSegm durch Verkleinerung des
Kru¨mmungsradius fu¨hrt zu einer Aufweitung des abgedeckten Winkelbereiches und gleich-
zeitig zur Absenkung des Maximalwertes der erreichbaren Direktivita¨t. Fu¨r den Fall der
Kreisgruppe stellt sich wie erwartet ein nahezu winkelunabha¨ngiger Verlauf der erreichba-
ren Direktivita¨t ein. Um den geforderten Winkelbereich von ±90° homogen auszuleuchten,
ist ein Segmentwinkel von etwa 240° zu verwenden. Diese Aussage gilt zuna¨chst unabha¨ngig
von der Anzahl der verwendeten Elemente. Durch eine Erho¨hung der Elementzahl ist auch
der Wert der erreichbaren Direktivita¨t zu vergro¨ßern, welcher in diesem Fall der Gruppe
aus acht Antennenzeilen leicht unterhalb der Anforderung bleibt. Die Verwendung einer
solchen Antennenkonfiguration ist jedoch unter praktischen Aspekten in vielen Anwendun-
gen ungeeignet. Soll die Antennengruppe beispielsweise auf einer ebenen Fla¨che montiert
werden, z.B. als WLAN-Basisstation an einer Geba¨udewand, verliert die Annahme des
Vollzylinders im freien Raum seine Gu¨ltigkeit.
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Bild 6.12: a) Querschnitt des Teilzylinders vor metallischem Reflektor mit N = 8 An-
tennenzeilen und den entsprechenden Spiegelquellen und b) erreichbare Direktivita¨t fu¨r
verschiedene Segmentwinkel αSegm.
Um eine definierte Randbedingung einzufu¨hren, wird die Kombination des Kreissegmentes
mit einer ebenen metallischen Ru¨ckwand vorgesehen. Der Querschnitt dieser Anordnung ist
in Bild 6.12 a) gezeigt. Fu¨r die ra¨umliche Impulsantwort der Gruppe mu¨ssen dann, neben
den Strahlern 1 bis N auf der Zylinderoberfla¨che, ebenfalls die auftretenden Spiegelquellen
1′ bis N ′ beru¨cksichtigt werden. Allgemein wird das Elementdiagramm der Spiegelquellen
durch g′(Φ) = g(−Φ) gegeben, wa¨hrend deren Position durch Φ′n = pi − Φn bestimmt ist.
Die ra¨umliche Impulsantwort der Gruppe folgt dann zu:
hn = g(Φ− Φn) · ej 2piλ ρ cos(Φ−Φn) − g′(Φ− Φ′n) · ej
2pi
λ
ρ cos(Φ−Φ′n) (6.10)
= g(Φ− Φn) · ej 2piλ ρ cos(Φ−Φn) − g(−Φ− Φn + pi) · e−j 2piλ ρ cos(Φ+Φn) (6.11)
= g′′n(Φ− Φn) · ej
2pi
λ
ρ cos(Φ−Φn) (6.12)
worin der Ausdruck g′′n das Elementdiagramm eines Strahlers an der Position {ρ,Φn} unter
Beru¨cksichtigung der Spiegelquelle ist:
g′′n = g(Φ− Φn)− g(−Φ− Φn + pi) · e−j
4pi
λ
ρ cos(Φ) cos(Φn). (6.13)
Analog zum Vorgehen im Fall des Vollzylinders wird auch fu¨r diese Konfiguration die Be-
rechnung der erreichbaren Direktivita¨t fu¨r unterschiedliche Zylindersegmente durchgefu¨hrt.
Die entsprechenden Ergebnisse sind in Bild 6.12 b) dargestellt. Im Fall der ebenen Anten-
nenkonfiguration unterscheidet sich das erhaltene Ergebnis erwartungsgema¨ß kaum von
dem Fall des Vollzylinders. Unterschiede zeigen sich jedoch bei Kru¨mmung der Gruppe.
Im Winkelbereich zwischen 30° und 40° a¨ndert sich der Wert fu¨r die erreichte Direktivita¨t
kaum. Fu¨r den Fall des exakten Halbzylinders, d.h. eines Segmentwinkels von 180°, ist die
erreichbare Direktivita¨t nahezu homogen verteilt und im Bereich ±80° oberhalb von 20 dBi.
Mit dieser Konfiguration wird somit die beste Anna¨herung an die vorgegebene erreichbare
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Bild 6.13: Elementdiagramme gema¨ß dem analytischen Modell fu¨r die zylinderkonforme
Antennenkonfiguration mit den spezifizierten Eigenschaften.
Direktivita¨t erzielt. Weiterhin ist sie unter Realisierungsaspekten der erfolgversprechendste
Kandidat dieser Untersuchung und wird daher fu¨r den nachfolgend vorgestellten Aufbau
ausgewa¨hlt.
In Bild 6.13 ist abschließend der Betragsverlauf der Elementdiagramme g′′n in der Azimu-
tebene nach dem analytischen Modell und unter Beru¨cksichtigung der Spiegelquellen fu¨r
diese Konfiguration gezeigt. Durch die Symmetrie in der Anordnung sind zu Gunsten der
U¨bersichtlichkeit nur die Diagramme der Elemente eines Quadranten gezeigt. Der Unter-
schied zwischen den Diagrammen der einzelnen Elemente ist deutlich erkennbar. Je weiter
sich die Position der Elemente der leitenden Ebene na¨hert, desto sta¨rker wird das Element-
diagramm durch die Spiegelquelle beeinflusst. Weiterhin weisen alle Elementdiagramme in
den Richtungen ±90° eine Nullstelle auf, da die Θ-polarisierte Feldkomponente in dieser
Ebene durch die metallische Randbedingung nicht existieren kann.
Nach dem Entwurf der Antennenzeile im letzten Abschnitt und der Festlegung der An-
tennenkonfiguration in diesem Abschnitt ist die Gruppe vollsta¨ndig definiert. Mit diesen
Ergebnissen erfolgt der U¨bergang in die Realisierung, welche im folgenden Abschnitt zu-
sammen mit der messtechnischen Charakterisierung beschrieben ist.
6.3 Realisierung und Charakterisierung
Wie bereits zu Beginn des Kapitels angemerkt, stehen grunsa¨tzlich verschiedene Techni-
ken zur Herstellung konformer Antennen zur Auswahl. Fu¨r den Einsatz einer Antenne in
einem kommerziellen System ist, neben den technischen Anforderungen, immer auch auf
den Einsatz einer einfachen und kostengu¨nstigen Fertigungstechnik zu achten. Aus diesem
Grund werden die beno¨tigten Mikrostreifenleitungsstrukturen zur Realisierung der Anten-
ne vor der Formgebung mit Verfahren zur Herstellung ebener Leiterplatten gefertigt. Dabei
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a) b)
Bild 6.14: Realisierte Halbkreisgruppe mit Reflektor: a) Vorder- und b) Ru¨ckseite mit
Mischern, Lokaloszillator (LO) und LO-Verteilnetzwerk.
werden die Leitungsstrukturen auf dem beidseitig metallisierten Antennensubstrat mit Hil-
fe von Photolithographie und nasschemischem A¨tzen definiert. Das bearbeitete Substrat
wird anschließend, ohne thermische Unterstu¨tzung, durch Aufkleben auf einen Aluminium-
Halbzylinder in die gewu¨nschte Form gebracht. Aus dem im Entwurf zugrunde gelegten
Elementabstand d = 0.65λ = 19.5 mm bei der Mittenfrequenz f = 10 GHz, folgt der Zy-
linderradius der Halbkreisgruppe zu ρ = 2Nd/(2pi) = 8/pi · 19.5 mm = 49.6 mm. Aufgrund
der Verfu¨gbarkeit eines entsprechenden Halbzeuges wird fu¨r die Realisierung ein Alumi-
niumrohr mit einem Außendurchmesser von 100 mm verwendet. Auf der Oberfla¨che der
Antennenstruktur wird sich daher zusammen mit dem Antennensubstrat ein Radius von
etwa 50.8 mm einstellen. Diese geringe Abweichung der Kru¨mmung beeinflusst das Gesamt-
verhalten der Antenne nicht. Die Front- und Ru¨ckansicht der realisierten Antenne sind in
Bild 6.14 gezeigt. Auf dem Bild 6.14 b) sind ebenfalls die zur Konvertierung der Antennensi-
gnale in den Zwischenfrequenzbereich notwendigen Mischer, sowie der Lokaloszilator (LO)
und das entsprechende LO-Verteilnetzwerk zu erkennen. Details zu dem gesamten Emp-
fangssystem sind in Anhang A zusammengestellt. Der elektrische Anschluss der koaxialen
Zuleitungen an die Antennenzeilen erfolgt durch Lo¨tverbindungen an der Leitungsstruktur
auf der Oberseite des Substrates und an der Massefla¨che auf der Substratru¨ckseite. Zur
mechanischen Entlastung wird die Verbindung auf der Ru¨ckseite des Substrates zusa¨tzlich
durch eine Klebeverbindung stabilisiert. Die Gegenseiten der koaxialen Anschlussleitungen
enden jeweils mit einem SMA-Steckverbinder.
Um eine Aussage u¨ber die Eingangsanpassung und die auftretende Verkopplung treffen zu
ko¨nnen, erfolgt zuna¨chst die Messung der Streuparameter mit Hilfe eines Netzwerkanaly-
sators. Die entsprechenden Messergebnisse sind zusammen mit dem Simulationsergebnis
fu¨r die Anpassung einer einzelnen Antennenzeile in Bild 6.15 dargestellt. Die optimale
Anpassung der realisierten Antennen liegt etwa 50 MHz unterhalb der angestrebten Mit-
tenfrequenz von 10 GHz. Dieser relative Fehler von etwa 0.5% ist auf Unsicherheiten bei
der Herstellung zuru¨ckzufu¨hren. Bei Abmessungen der Strahler von etwa 10 mm entspricht
dies einer Fertigungstoleranz von etwa 50 µm. Dies liegt durchaus im Bereich der zu beru¨ck-
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Bild 6.15: a) Betrag der gemessenen Eingangsreflexionsfaktoren der verschiedenen An-
tennenzeilen im Vergleich zum MoM-Simulationsergebnis einer einzelnen Zeile und b) ge-
messene Transmission zwischen verschiedenen Antennenzeilen.
sichtigenden A¨tztoleranz bei dem verwendeten Herstellungsprozess. Eine weitere Quelle fu¨r
Ungenauigkeiten der Messung sind die notwendigen koaxialen Steckverbinder, welche eben-
falls zu einer leichten Verschiebung des Streuparameter- oder Impedanzverlaufes beitragen.
Durch die ausreichend große 10 dB-Bandbreite der Untergruppen, die sowohl in Messung
als auch in der Simulation etwa 200 MHz liegt, ist die Anpassung bei 10 GHz immer
noch besser als -15 dB und der Einsatz der Antenne bei dieser Frequenz uneingeschra¨nkt
mo¨glich.
Die Messung der Kopplung zwischen den verschiedenen Speisepunkten Snm ist exemplarisch
fu¨r drei Kombinationen in Bild 6.15 b) gezeigt. Die Ergebnisse zeigen, dass Kopplungen
benachbarter Elemente immer deutlich unterhalb -25 dB und aller anderen Elemente immer
unterhalb -35 dB liegen. Die geringe Kopplung zwischen benachbarten Elementen ist auch
der Grund dafu¨r, dass der Reflexionsfaktor Snn der Elemente 1 und 8, welche nahe an dem
Reflektor liegen, nicht merklich von den Reflexionsfaktoren der u¨brigen Elemente abweicht.
In Bild 6.16 sind die gemessenen Elevationsdiagramme der Antennenzeilen 1 bis 4 zu-
sammen mit dem Ergebnis der Feldsimulation gezeigt. Die Messung zeigt eine sehr gute
U¨bereinstimmung mit dem berechneten Verhalten der Antenne. Bei der Simulation wird
von einem unendlich ausgedehnten Substrat und unendlich ausgedehnter Massemetallisie-
rung entlang der Zylinderachse ausgegangen. Im Gegensatz dazu ist bei der Realisierung
die La¨nge des Substrates 14 cm und die La¨nge des Zylinders 10λ = 30 cm. Die leichten
Abweichungen zwischen der Simulation und den Messergebnissen im Bereich der Neben-
keulen wird auf diesen Unterschied zwischen der theoretischen und der realisierten Struktur
zuru¨ckgefu¨hrt.
Wie im vorigen Abschnitt beschrieben, geht die Berechnung der in Bild 6.13 gezeigten Ele-
mentdiagramme von einer unendlich ausgedehnten, leitenden Ebene auf der Ru¨ckseite der
Antenne aus, welche durch geeignete Spiegelquellen zu ersetzen ist. Bei der Realisierung ist
diese leitende Ebene durch einen Reflektor mit endlichen Abmessungen angena¨hert. Um
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Bild 6.16: Gemessene Elevationsrichtdiagramme der Antennenzeilen 1 bis 4 im Vergleich
zum MoM-Simulationsergebnis einer einzelnen Zeile.
den Einfluss der Reflektorgro¨ße zu erfassen, werden die Messungen der Azimutdiagramme
mit zwei Reflektoren unterschiedlicher Gro¨ße durchgefu¨hrt. Wa¨hrend die Ho¨he der Reflek-
toren mit 30 cm in beiden Fa¨llen an die La¨nge des Aluminiumzylinders angepasst ist, wird
fu¨r den kleinen Reflektor eine Breite von 40 cm= 13.33λ und fu¨r den großen Reflektor eine
Breite von 70 cm= 23.33λ gewa¨hlt.
Wa¨rend in der Elevationsebene lediglich der Betrag des Richtdiagramms relevant ist, wird
die vektorielle Aufzeichnung der Signale aller Antennenzeilen fu¨r die Azimutebene von
Interesse sein. Diese bilden die Datenbasis fu¨r die Untersuchungen zur Vorverarbeitung
der Antennensignale, d.h. die Betrachtung von Kalibrier- und Interpolations-Algorithmen,
im na¨chsten Abschnitt. Die Aufzeichnung der Daten erfolgt mit dem in Anhang A be-
schriebenen Empfangssystem und liefert im Fall einer einzelnen Quelle und bei Messung
ausreichend vieler Richtungen die komplexwertigen Elementdiagramme.
In Bild 6.17 ist der Vergleich der entsprechenden Diagramme nach Modell und Messung
durch die Betragsverla¨ufe in der Azimutebene fu¨r die Elemente eines Quadranten der Halb-
kreisgruppe gezeigt. Grundsa¨tzlich ist eine sehr gute U¨bereinstimmung zwischen den theo-
retisch ermittelten und den gemessenen Elementdiagrammen festzustellen. In allen Mes-
sungen ist im Bereich um Φ = 0° eine deutliche Schwankung zu beobachten, welche durch
eine Resonanz im Messaufbau zu begru¨nden ist. Im Falle des kleinen Reflektors fallen die
Werte der Elementdirektivita¨t fu¨r die Elemente 2 bis 4 um 1 dB bis 3 dB kleiner als erwar-
tet aus. Durch die Verwendung des großen Reflektors wird dieser Unterschied zwischen der
Berechnung und Messung deutlich minimiert. Dies zeigt sich auch im Vergleich der maxi-
mal erreichbaren Direktivita¨t entsprechend der Berechnung und der Messung in Bild 6.18
deutlich. Analog zu den theoretischen Betrachtungen wird diese nach Gleichung 3.23 in
Abha¨ngigkeit vom Schwenkwinkel Φ0 bestimmt. Aus den Messergebnissen mit dem großen
Reflektor wird eine Direktivita¨t von 21.4 dBi ± 0.6 dBi im Winkelbereich ±80° erreicht.
Fu¨r den Fall des kleinen Reflektors verkleinert sich der Winkelbereich auf etwa ±75°. Ab-
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Bild 6.17: Vergleich des nach dem Modell berechneten und mit zwei verschiedenen Re-
flektoren gemessenen Elementdiagramms des Elementes a) 1 b) 2 c) 3 d) 4. Abmessungen
der Reflektoren: 10λ× 13.33λ (klein) und 10λ× 23.33λ (groß).
gesehen von den bereits angesprochenen Schwankungen im Bereich um Φ = 0° ist auch
fu¨r den Verlauf der maximal erreichbaren Direktivita¨t eine sehr gute U¨bereinstimmung
zwischen dem Modell und der Messung mit dem großen Reflektor zu verzeichnen. Um
das gewu¨nschte Verhalten der Antennengruppe in der Azimutebene zu erhalten, ist daher
auf die Wahl einer ausreichend großen leitenden Fla¨che auf der Ru¨ckseite der Antenne zu
achten.
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Bild 6.18: Erreichbare Direktivita¨t als Funktion des Schwenkwinkels entsprechend dem
theoretischen Modell und den Messung mit kleinem und großem Reflektor.
6.4 Kalibrierung und Interpolation
Trotz der im vorhergehenden Abschnitt festgestellten U¨bereinstimmung zwischen dem be-
rechneten und dem gemessenen Verhalten der Antennen ist es notwendig, etwaige Feh-
ler im Betrags- und Phasenverlauf der ra¨umlichen Impulsantwort vor der anschließenden
Signalverarbeitung zu kompensieren. Als Datenbasis fu¨r diese Korrektur wird die gemes-
sene ra¨umliche Impulsantwort hˇ(Φ) der Gruppe in der Azimutebene verwendet. Um in
einem ersten Schritt den Einfluss der unterschiedlichen Verbindungsleitungen sowie Streu-
ungen der Komponenten in den Empfangszweigen zu kompensieren, wird fu¨r den Refe-
renzwinkel Φref = 0° die in Abschnitt 4.2.1 beschriebene Einpunkt-Korrektur durchgefu¨hrt.
Der aus der korrigierten ra¨umlichen Impulsantwort h˜(Φ) mit dem MUSIC-Verfahren nach
Gleichung 4.30 ermittelte Winkelscha¨tzfehler ∆Φ ist in Bild 6.19 dargestellt. Die fehler-
freie ra¨umliche Impulsantwort h(Φ) ist dabei durch das analytische Modell fu¨r das Ele-
mentdiagramm und die Gleichung 6.12 gegeben. Der mit einem quadratischen Mittelwert
rms{∆Φkomp} = 0.72° gering ausfallende Scha¨tzfehler unterstu¨tzt die Aussage des vor-
angegangenen Abschnittes, nach der es eine sehr gute U¨bereinstimmung zwischen dem
tatsa¨chlichen und dem modellierten Verhalten der Antennen gibt. Vor allem die geringe
Verkopplung der Antennenzeilen, wie sie aus der Messung der Streuparameter hervorgeht,
tra¨gt dazu bei, dass bereits die einfache Kompensation zu einem guten Ergebnis fu¨r den
Richtungsscha¨tzfehler fu¨hrt.
Durch die Verwendung einer geeigneten Kalibriermatrix ist nach Kapitel 4 der Scha¨tzfehler
weiter zu reduzieren. Die Berechnung der Kalibriermatrix C erfolgt dazu nach dem See-
Verfahren entsprechend der Gleichung 4.46 aus der gemessenen ra¨umlichen Impulsantwort
hˇ(Φ) fu¨r den gesamten sichtbaren Winkelbereich von Φ = ±80°. Der resultierende Scha¨tz-
fehler, dessen Verlauf ebenfalls in Bild 6.19 gezeigt ist, fa¨llt nach der Kalibrierung mit einem
quadratischen Mittelwert innerhalb des sichtbaren Winkelbereiches rms{∆Φkali} = 0.13°
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Bild 6.19: Richtungsscha¨tzfehler in der Azimutebene nach Einpunkt-Korrektur und nach
Kalibrierung der Antennengruppe fu¨r den Winkelbereich von Φ = ±80°.
erwartungsgema¨ß deutlich geringer als nach der einfachen Kompensation aus.
Dieses Vorgehen erlaubt somit die Scha¨tzung der Richtung von einfallenden Signalen mit
einem sehr geringen Restfehler. Aufgrund der Antennenkonfiguration und der daraus re-
sultierenden Struktur der ra¨umlichen Impulsantwort zur Richtungsscha¨tzung ist aber in
jedem Fall ein auf einer parametrischen Suche basierender Algorithmus wie das MUSIC-
Verfahren zu verwenden. Die Anwendung effizienter Verfahren zur Richtungsscha¨tzung, wie
z.B. der ESPRIT-Algorithmus, sind dagegen nicht direkt mo¨glich. Um dies zu ermo¨glichen,
ist im Fall der Kreisgruppenantenne im vorhergehenden Kapitel eine Transformation zur
Approximation der ra¨umlichen Impulsantwort durch eine neue Struktur eingesetzt worden.
Bei dieser Transformation wird die Belegungsfunktion w(Φ) durch die Fourier-Reihe
w∗(Φ) =
∞∑
m=−∞
αme
jmΦ (6.14)
angena¨hert. Bei der vorliegen Gruppenkonfiguration erzwingen der Reflektor und die da-
raus resultierenden Spiegelquellen die Bedingung
w∗(pi − Φ) != −w∗(Φ), (6.15)
∞∑
m=−∞
(−1)mαme−jmΦ != −
∞∑
m=−∞
αme
jmΦ. (6.16)
Diese kann nur erfu¨llt sein, wenn bei Summenelementen mit ungeradem m der Imagina¨rteil
und bei geradem m der Realteil verschwindet. Fu¨r eine Transformation ha¨tte dies die
getrennte Gewichtung von Real- und Imagina¨rteil der ra¨umlichen Impulsantwort zur Folge.
Diese getrennte Bewertung wu¨rde sich jedoch ebenfalls auf das zu u¨bertragene komplexe
Basisbandsignal auswirken und somit zum Verlust der eigentlichen Information fu¨hren.
Damit ist dieser Ansatz auszuschließen.
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Da keine Lo¨sung fu¨r eine exakte Transformation auf eine alternative virtuelle Mannigfal-
tigkeit mit der erwu¨nschten Vandermonde-Struktur angegeben werden kann, wird die
Anwendbarkeit des in Abschnitt 4.3.1 zur Kalibrierung vorgestellten Interpolationsverfah-
rens nach See untersucht. Die Interpolation wird fu¨r den gesamten sichtbaren Winkelbe-
reich durchgefu¨hrt, woraus die Interpolationsgrenzen zu Φu = −80° und Φo = 80° folgen.
Der resultierende systematische Scha¨tzfehler bildet bei diesem Ansatz mit nur einem In-
terpolationsintervall eine obere Schranke und kann grundsa¨tzlich durch Verkleinerung des
Intervalls nahezu beliebig reduziert werden. Darauf wird hier jedoch nicht weiter eingegan-
gen. Vielmehr liegt der Schwerpunkt hier auf dem Vergleich der Interpolation der von der
Antenne vorgegebenen Eigenstruktur uˆ, welche die Rolle der unkalibrierten Eigenstruktur
u¨bernimmt, durch unterschiedliche virtuelle Mannigfaltigkeiten. Deren Eigenstruktur sei
allgemein durch
uˆV =
z(Φ)n√
NV
, (6.17)
n = [0, 1, . . . , NV − 1]T , (6.18)
gegeben und nimmt in dem Kalibrierverfahren aus Abschnitt 4.3.1 die Rolle der fehlerfreien
Eigenstruktur ein. Der in Bild 6.12 gezeigte Querschnitt der realen Gruppenkonfiguration
legt zuna¨chst die Auswahl einer linearen Gruppenantenne aus NV Elementen entlang der
y-Achse als virtuelle Anordnung nahe. Die Winkelabha¨ngigkeit ist in diesem Fall durch
zlin = e
jKlin sin(Φ) (6.19)
gegeben. Der Parameter Klin = 2pid/λ ist darin ein Maß fu¨r den normierten Elementab-
stand. Aus der Transformation von Kreisgruppenantennen ist der Ansatz der Exponenti-
alfunktion
zexp = e
jKexpΦ (6.20)
fu¨r die Winkelabha¨ngigkeit abgeleitet. Je nach Wahl der Konstanten Kexp handelt es sich
dabei jedoch nicht mehr wie bei der Transformation unbedingt um orthogonale Moden.
Vielmehr sind die Werte fu¨r die ParameterKlin undKexp sowie fu¨r die Anzahl der Elemente
in der virtuellen Gruppe NV so zu wa¨hlen, dass der resultierende Winkelscha¨tzfehler ein
Minimum erreicht.
Aus dem Scha¨tzwert fu¨r z˜, der nun durch den ESPRIT-Algorithmus nach Gleichung 4.34
zu bestimmen ist, und den Gleichungen 6.19 und 6.20 folgt der gescha¨tzte Winkel Φ˜. Wie
bei der Kalibrierung erfolgt die Auswertung des systematischen Scha¨tzfehlers ∆Φ fu¨r alle
Winkel. Als Vergleichsmaßstab fu¨r die Qualita¨t der Interpolation wird wieder der quadra-
tische Mittelwert des Scha¨tzfehlers u¨ber alle Sektorwinkel verwendet. Die resultierenden
Ergebnisse dieser Berechnung sind fu¨r unterschiedliche Parameterkombinationen von Klin,
Kexp und NV in Bild 6.20 gezeigt.
Bei der Interpolation durch die lineare Gruppe zeigt sich fu¨r kleine Werte von Klin ein
proportionaler Zusammenhang zwischen der Elementzahl NV , dem Parameter Klin und
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Bild 6.20: Quadratischer Mittelwert des Richtungsscha¨tzfehlers innerhalb des sichtbaren
Winkelbereiches nach der Interpolation durch a) eine lineare Gruppe und b) die parame-
trisierte Exponentialfunktion.
dem quadratischen Mittelwert des Scha¨tzfehlers. Die Vergro¨ßerung der Gruppe fu¨hrt also
in diesem Bereich immer zur Verschlechterung des resultierenden Fehlers. Je nach Anzahl
der verwendeten Elemente steigt der Fehler fu¨r Werte von Klin im Bereich 2.7 bis 3.3 un-
verha¨tnisma¨ßig stark an. Diesen Werten sind Elementabsta¨nde von d = 0.43λ . . . 0.53λ
zuzuordnen. Im Zusammenhang mit der Interpolation ist also davon auszugehen, dass
in diesem Bereich Mehrdeutigkeiten auftreten, die zu Fehlern bei der Richtungsscha¨tzung
fu¨hren. Weiterhin ist festzustellen, dass der minimale Fehler fu¨r die verschiedenen virtuellen
linearen Gruppen nicht proportional zu der Anzahl der verwendeten Elemenet NV abfa¨llt.
Der kleinste Fehler bei der Interpolation mit der linearen Gruppe ist rms{∆Φ} = 0.73° und
wird mit NV = 4 Elementen und Klin = 2.8 erreicht. Bei der Interpolation mit der para-
metrisierten Exponentialfunktion zeigt der Fehler fu¨r kleine Werte von Kexp ein a¨hnliches
Verhalten wie im vorangegangenen Fall. Der minimal erreichbare Fehler tritt fu¨r NV = 2
auf und liegt mit rms{∆Φ} = 0.58° bei Kexp = 1.67 unterhalb von dem mit der linearen
Gruppe erreichten Fehler. Die Anzahl der mit dieser Interpolation unterscheidbaren Signale
reduziert sich hierbei jedoch auf ebenfalls zwei. Der minimale Fehler fu¨r NV = 4 liegt nach
Bild 6.20 b) mit rms{∆Φ} = 1° oberhalb des mit der linearen Gruppe erreichten Fehlers.
Aus der Abwa¨gung zwischen der Anzahl von Elementen in der virtuellen Anordnung und
einem mo¨glichst kleinen systematischen Scha¨tzfehler fa¨llt die Wahl der virtuellen Struktur
auf die lineare Gruppe aus NV = 4 Elementen.
Der Abschluss dieser Betrachtungen wird durch die Interpolation der gemessenen ra¨um-
lichen Impulsantwort der realisierten Halbkreisgruppe durch die ausgewa¨hlte virtuelle li-
neare Gruppe gebildet. Da diese Interpolation die Abbildung der gemessenen Daten auf
eine fehlerfreie Struktur beinhaltet, ist die am Anfang dieses Abschnitts behandelte Kali-
brierung automatisch eingeschlossen. Die Variation des Parameters Klin zur Minimierung
des quadratischen Mittelwertes des Scha¨tzfehlers aus den gemessenen Daten zeigt ein Mini-
mum von rms{∆Φ} = 0.96° bei Klin = 2.73. Der Vergleich der resultierenden Scha¨tzfehler
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Bild 6.21: Scha¨tzfehler nach der Interpolation der berechneten und der gemessenen ra¨um-
lichen Impulsantwort durch die Mannigfaltigkeit einer linearen Gruppe aus NV = 4 Ele-
menten.
fu¨r die Interpolation der berechneten und der gemessenen ra¨umlichen Impulsantwort durch
die Mannigfaltigkeit der linearen Gruppe ist in Bild 6.21 dargestellt. Das gute Ergebnis
nach der Kalibrierung setzt sich hier in der Form fort, dass mit den Messdaten fast im ge-
samten Winkelbereich der theoretisch bestimmte systematische Scha¨tzfehler erreicht wird.
Die sehr guten Ergebnisse fu¨r den erhaltenen Scha¨tzfehler in Bild 6.19 nach der Kalibrie-
rung und Richtungsscha¨tzung mit dem aufwendigeren Scha¨tzalgorithmus ko¨nnen nach der
Interpolation nicht mehr erwartet werden. Trotzdem ist die Scha¨tzung der Richtung ein-
fallender Signale mit dem Interpolations-Ansatz im gesamten Winkelbereich fast immer
mit einer Unsicherheit kleiner 1° mo¨glich. Der Scha¨tzfehler la¨sst sich daru¨ber hinaus durch
Aufteilung des sichtbaren Winkelbereiches in L separat betrachtete Interpolationssektoren
reduzieren. Unter Umsta¨nden ist dann bei der Bestimmung der Interpolationsmatrizen die
Unterdru¨ckung einfallender Signale aus Richtungen außerhalb des betrachteten Interpola-
tionssektors vorzusehen [110].
Diese vor der Signalverarbeitung durchzufu¨hrende Vorverarbeitung der Antennensignale
bildet den Abschluss des Entwurfes der zylinderkonformen Antenne. Mit der gewa¨hlten
Antennenkonfiguration wird fu¨r die Azimutebene eine Abdeckung von ±80° mit der gefor-
derten Direktivita¨t von 20 dBi demonstriert. Abha¨ngig von den aus der Anwendung her-
vorgehenden Anforderungen an Genauigkeit und Geschwindigkeit der Signalverarbeitung
der Antennensignale sind Ansa¨tze zur Kalibrierung oder Interpolation untersucht worden.
Diese bilden als Signalvorverarbeitung die Schnittstelle zwischen dem Antennensystem und
der anschließenden digitalen Signalverarbeitung. Durch die Verwendung geeigneter Modelle
bei der Synthese der Antennengruppe werden zeitintensive Feldsimulationen lediglich zur
Verifikation der Entwurfsergebnisse vor der Realisierung der Gruppe eingesetzt. Grundsa¨tz-
lich ermo¨glichen jedoch erst diese Simulationswerkzeuge eine systematische Entwicklung
entsprechender Modelle, da sie Einblicke in die betrachteten Strukturen erlauben, die auf
anderem Weg kaum zu erhalten sind.
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Kapitel 7
Lineare Gruppe mit direktiven
Quasi-Yagi-Elementen
In aktiven Antennensystemen ist die Anzahl der beno¨tigten Sende- und Empfangszweige
einer der wesentlichen Kostenfaktoren. Fu¨r kommerzielle Anwendungen sind daher Lo¨sun-
gen zur Reduzierung dieser Anzahl gefordert, die gleichzeitig die Realisierung spezifizierter
Antenneneigenschaften innerhalb eines bestimmten Winkelsegmentes bieten. Solche Anten-
nensysteme sind beispielsweise in Radarsensoren der Automobiltechnik zur U¨berwachung
des vorausfahrenden Verkehrs zu finden. Sie werden ha¨ufig als Linsen- oder Reflektoranten-
nen mit einer kleinen Anzahl von Speisepunkten in der Umgebung des Fokuspunktes aus-
gefu¨hrt. Diese Multi-Beam-Antennen realisieren einen hohen Gewinn und schmale Haupt-
keulen zur Ausleuchtung sehr kleiner Winkelsegmente von 10
 
bis 15
 
mit beispielsweise
nur drei oder vier Sende- und Empfangszweigen [111, 36]. Anwendungen in Kommunikati-
onssystemen ergeben sich fu¨r solche Antennensysteme immer dann, wenn die gewu¨nschte
Qualita¨t der Verbindung eine hohe Direktivita¨t fordert, wa¨hrend die Position des Kommu-
nikationspartners auf ein bestimmtes Winkelsegment beschra¨nkt ist.
Durch die Verwendung dual polarisierter Sensor- oder U¨bertragungssysteme lassen sich
deutliche Steigerungen z.B. der Qualita¨t von Radarabbildungen oder der Kapazita¨t von
Funkverbindungen erreichen. Weiterhin kommt es durch Reflexionen bei der Wellenaus-
breitung, z.B. in einer Mobilfunkumgebung, zu Depolarisations-Effekten, welche die Aus-
wertung zweier orthogonaler Polarisationen vorteilhaft werden lassen [112, 113, 114].
Diese Aspekte bilden die Grundlage des hier beschriebenen Entwurfs einer dual polari-
sierten linearen Antennengruppe aus direktiven Elementen. Mit der Antennengruppe ist
innerhalb eines Sichtfeldes von ±15  eine Direktivita¨t von D ≥ 17 dBi fu¨r alle Polarisatio-
nen zu erreichen. Die Elemente sind als Untergruppen von parasita¨r gekoppelten, gedruck-
ten Dipolen ausgefu¨hrt, deren Funktionsprinzip an das der Yagi-Uda-Antenne angelehnt
ist. Im Gegensatz zu u¨blichen Multi-Beam-Konzepten mit Linsen- oder Reflektoranten-
nensystemen bietet dieser Ansatz eine gro¨ßere Anzahl von Parametern zur Einstellung
der gewu¨nschten Antenneneigenschaften. Gleichzeitig erlaubt das vorgestellte Konzept die
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Bild 7.1: Schematische Darstellung einer aktiven Antennengruppe a) mit dem konventio-
nellen
”
Ein-Pfad-pro-Element“-Ansatz und b) durch Verwendung von Untergruppen.
Realisierung gro¨ßerer Gruppen in einer kompakten Bauform und in einer kostengu¨nstigen
Technologie. Die Untergruppenbildung, welche im folgenden Abschnitt betrachtet wird,
reduziert dabei die Anzahl der beno¨tigten Signalpfade auf ein Minimum. Der Entwurf der
neuartigen Quasi-Yagi-Elemente erfolgt mit einem speziellen Modellierungsansatz, der die
effiziente Synthese der Struktur erlaubt. Neben den Eigenschaften und Ergebnissen der
messtechnischen Charakterisierung einer linearen Gruppe aus vier Quasi-Yagi-Elementen
werden in den abschließenden Abschnitten dieses Kapitels die Besonderheiten der Parame-
terscha¨tzung und Kalibrierung zu dieser Antennengruppe behandelt.
7.1 Gruppenkonfiguration
Die Anzahl der beno¨tigten Signalpfade in einem aktiven Antennensystem ist deutlich ge-
genu¨ber dem konventionellen
”
Ein-Pfad-pro-Element“-Ansatz zu senken, wenn Signale nur
aus einem eingeschra¨nkten Winkelbereich zu erwarten sind. Der konventionelle Ansatz ist
fu¨r eine Gruppe aus N = 12 isotropen Kugelstrahlern, denen jeweils eine komplexe Gewich-
tung zugeordnet ist, schematisch in Bild 7.1 a) gezeigt und stellt den Ausgangspunkt fu¨r die
Berechnungen in diesem Abschnitt dar. Daneben ist ebenfalls die Gruppenkonfiguration
bei Verwendung von Untergruppen schematisch in Bild 7.1 b) gezeigt. Die Untergruppen
bestehen dabei aus N1 Elementen im Abstand d1. Die N2 Untergruppen werden dann in
der u¨bergeordneten Gruppe im Abstand d2 angeordnet.
Zuna¨chst erfolgt die Auslegung der Untergruppe hinsichtlich des abzudeckenden Winkel-
segmentes. Vereinfachend wird dazu angenommen, dass dies im Wesentlichen durch die
Hauptkeulenbreite des Gruppenfaktors der Untergruppe limitiert ist. Bei dem vorgegebe-
nen Winkelbereich von ±15 , also ΘHPBW = 30 , und der Abscha¨tzung fu¨r Keulenbreite
7.1 Gruppenkonfiguration 125
a)
-1 -0.5 0 0.5 1
Winkel  u=sinΘ
-25
-20
-15
-10
-5
0
n
o
rm
.
 
R
ic
ht
di
ag
ra
m
m
c 
(Θ
) /
 
dB
GF
GF    .
GF
 ges
 2
 1
∆u2
b)
-1 -0.5 0 0.5 1
Winkel  u=sinΘ
-25
-20
-15
-10
-5
0
n
o
rm
.
 
R
ic
ht
di
ag
ra
m
m
c 
(Θ
) /
 
dB
GF
GF    .
GF
 ges
 2
 1
Bild 7.2: Gruppenfaktoren der Untergruppen GF1, der u¨bergeordneten Gruppe GF2 sowie
der gesamten Gruppe GFges fu¨r die Hauptstrahlrichtungen a) Θ = 0
 
und b) Θ = 10
 
.
einer Apertur mit konstanter Belegung [6]
ΘHPBW ≈ 51  · λ
L
, (7.1)
folgt die La¨nge der Untergruppe zu L ≈ 1.7λ. Fu¨r das Beispiel wird die Untergruppe aus
N1 = 3 Elementen im Abstand d1 = 0.6λ bestehen. Das resultierende Untergruppendia-
gramm der ausschließlich betrachteten xz-Ebene ist in Bild 7.2 als GF1 in Abha¨ngigkeit
der Variablen u = sinΘ gezeigt. Wird dieser Elementabstand auch fu¨r die Anordnung der
N2 = 4 Untergruppen angesetzt, so werden diese im Abstand d2 = N1 · d1 = 3 · 0.6λ = 1.8λ
angeordnet. Dieser Kombination der Untergruppen ist der Gruppenfaktor GF2 zuzuord-
nen. Das gesamte Verhalten der Antennengruppe aus N = N1 · N2 = 12 Elementen folgt
nun aus dem Produkt der beiden Gruppenfaktoren zu
GFges = GF1 ·GF2. (7.2)
Durch den in der u¨bergeordneten Gruppe vorliegenden großen Elementabstand kommt es
zu sekunda¨ren Hauptkeulen. Diese werden, wie in Bild 7.2 a) gezeigt, im Fall der nicht
geschwenkten Hauptkeule durch die Nullstellen der Untergruppendiagramme vollsta¨ndig
unterdru¨ckt, sodass der GFges genau eine deutliche Hauptkeule aufweist.
Bei konventionellen phasengesteuerten Antennen wird die Hauptstrahlrichtung durch An-
regung mit einer linearen Phasenbelegung vera¨ndert, im Fall der Untergruppenbildung
kann diese nur durch eine stufenfo¨rmige Phasenbelegung angena¨hert werden. Dadurch
verschiebt sich nur der GF2, so wie es in Bild 7.2 b) gezeigt ist. Der Verlauf des GF1
bleibt wa¨hrenddessen unvera¨ndert. Neben der gewu¨nschten Hauptkeule des GF2 in Rich-
tung u = sin 10
 
= 0.17 tritt bereits bei diesem kleinen Schwenkwinkel eine sekunda¨re
Hauptkeule des GF2 in den Bereich der Haupkeule des GF1 und wird, wie in Bild 7.2 b)
gezeigt, im Gruppendiagramm GFges deutlich sichtbar.
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Um dies zu unterbinden, muss der in Bild 7.2 gekennzeichnete Abstand der Hauptkeulen
∆u2 =
λ
d2
(7.3)
durch Verringerung des Abstandes der Untergruppen d2 angepasst werden. Dazu ist zuna¨chst
der maximal auftretende Schwenkwinkel der prima¨ren Hauptkeule upri,max = ± sin 15  =
±0.26 festzulegen. Weiterhin wird angenommen, dass die sekunda¨ren Hauptkeulen ausrei-
chend unterdru¨ckt sind, wenn diese bei maximaler Verschiebung der prima¨ren Hauptkeule
nicht in den Bereich der Hauptkeule des GF1 gelangen, also nicht innerhalb der ersten
Nullstelle des GF1 liegen. Diese Grenzen sind fu¨r das konkrete Beispiel bei usek,min =
∓ sin 34 = ∓0.56 festzustellen. Fu¨r den Abstand zwischen den Hauptkeulen im Diagramm
der u¨bergeordneten Gruppe ist somit
∆u2 > upri,max − usek,min (7.4)
einzuhalten und der Abstand der Untergruppen folgt demnach aus
d2 <
λ
upri,max − usek,min =
λ
sin(15
 
) + sin(35
 
)
= 1.2λ. (7.5)
Bei der Betrachtung der schematisch dargestellten linearen Gruppe wird jedoch klar, dass
sich bei d2 = 1.2λ und d1 = 0.6λ eine U¨berschneidung des ersten Elements der (n2+1)-ten
Untergruppe mit dem letzten Element der n2-ten Untergruppe auftritt. Die Untergruppen
sind bei einem solchen Realisierungsansatz also verschachtelt anzuordnen, um die unver-
meidlichen sekunda¨ren Hauptkeulen ausreichend zu unterdru¨cken.
Durch diese Verschachtelung verringert sich die physikalische Aperturgro¨ße der Antenne
und wie in Bild 7.3 zu erkennen ist, geht damit auch eine Verringerung der maximal er-
reichbaren Direktivita¨t einher. Fu¨r den im Beispiel betrachteten Fall einer linearen Gruppe
aus N = 12 separat steuerbaren isotropen Kugelstrahlern im Abstand d = 0.6λ wird senk-
recht zur Gruppenachse eine Direktivita¨t von ca. 11.5 dBi innerhalb eines Winkelbereiches
von ±35  erreicht. Das Zusammenfassen zu N2 = 4 Untergruppen aus N1 = 3 Elemen-
ten und deren Anordnung mit den Absta¨nden d1 = 0.6λ und d2 = 1.8λ resultiert in der
gleichen Konfiguration wie bei dem
”
Ein-Pfad-pro-Element“-Ansatz. Durch das Auftre-
ten sekunda¨rer Hauptkeulen wird die erreichbare Direktivita¨t bei Schwenkwinkeln 6= 0 
jedoch sofort einbrechen. Die Einhaltung der berechneten Obergrenze fu¨r den Abstand der
Untergruppen d2 = 1.2λ fu¨hrt zu einem gleichma¨ßigen Verlauf der Direktivita¨t von etwa
9.5 dBi innerhalb des Schwenkbereiches. Im Vergleich zu der vollsta¨ndig steuerbaren Grup-
penantenne geht die Verringerung der Zahl der beno¨tigten Sende- bzw. Empfangspfade in
diesem Lo¨sungsansatz also immer auch mit einer geringfu¨gigen Verringerung der maximal
erreichbaren Direktivita¨t einher.
Die Umsetzung einer verschachtelten Antennengruppe ist beispielsweise fu¨r das X-Band in
Mikrostreifenleitungstechnik in [115] beschrieben. Diese Antenne ist aus 80 linear-polari-
sierten Elementen zusammengesetzt, welche mit einem Verteilnetzwerk in planarer Lei-
tungstechnik zu Untergruppen verbunden sind. Dieser Ansatz der Verschachtelung und das
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Bild 7.3: Maximal erreichbare Direktivita¨t fu¨r verschiedene lineare Gruppenkonfiguratio-
nen aus 12 isotropen Kugelstrahlern.
beno¨tigte komplexe Verteilnetzwerk fu¨hrt bei der hier angestrebten Realisierung einer du-
al polarisierten Antennengruppe zu kaum u¨berwindbaren Hindernissen. Diese verscha¨rfen
sich, wenn eine Antennengruppe mit zweidimensionaler Steuerbarkeit zu entwerfen ist. Fu¨r
die Bildung der Untergruppen, d.h. der Elemente der u¨bergeordneten Gruppe, wird hier
darum ein alternativer Weg beschritten. Dabei wird die Untergruppe nicht mehr in der
Ebene der u¨bergeordneten Gruppe angeordnet, sondern entlang der verbleibenden dritten
Dimension aufgebaut. Die Beschreibung des Entwurfes dieser Untergruppe, die im Weiteren
als Gruppenelement aufgefasst wird, erfolgt im na¨chsten Abschnitt.
7.2 Entwurf des Quasi-Yagi-Elementes
Neben der zuna¨chst naheliegenden Mo¨glichkeit einer Verbindung der Einzelstrahler des
Gruppenelementes durch ein Leitungsverteilnetzwerk, besteht auch die Mo¨glichkeit zur
Nutzung der parasita¨ren Verkopplung. Der bekannteste parasita¨r gekoppelte Antennentyp
ist dieYagi-Uda Antenne [116], welche eine breite Verwendung im UHF- und VHF-Bereich
findet. Als Prima¨rstrahler zur Anregung dieser Antenne werden einfache oder gefaltete Di-
pole verwendet. Weitere Drahtelemente dienen dann als Sekunda¨rstrahler, d.h. als Reflek-
toren und Direktoren. Durch die geeignete Anordnung der Sekunda¨rstrahler und die Wahl
ihrer La¨ngen sind hohe Direktivita¨ten mit diesem Antennentyp erreichbar. Der urspru¨ng-
liche Entwurf der Yagi-Uda Antenne ist linear polarisiert. Durch die Verwendung zweier
orthogonal angeordneter Elemente ist jedoch auch der dual polarisierte Betrieb mo¨glich.
Ein linear polarisiertes und in der angestrebten gedruckten Schaltungstechnik gefertigtes
Derivat der klassischen Yagi-Uda-Antenne wird in [117] vorgestellt. Die Hauptstrahlrich-
tung der Antennen liegt jedoch in der Substratebene und daher ist fu¨r die Realisierung
einer dual polarisierten Antenne mit dieser Technologie eine aufwendige mechanische Be-
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Bild 7.4: Ra¨umliche Skizze eines Quasi-Yagi-Elementes aus parasita¨r verkoppelten Strah-
lern in gedruckter Leitungstechnik.
arbeitung der Substrate verbunden. Eine mehrlagige Kombination gedruckter Dipole mit
der Hauptstrahlrichtung senkrecht zur Substratebene wird in [118] zur Verbesserung der Ei-
genschaften eines quasioptischen Frequenzverdopplers vorgestellt. Dabei werden parasita¨re
Antennenelemente mit geeigneten Abmessungen auf mehreren Substraten hergestellt und
in geeigneten Absta¨nden vor bzw. hinter der eigentlichen Verdopplerschaltung aus vier
Dioden in einem Kreuzdipol angebracht. Dieser Ansatz der mehrlagigen Schichtung ver-
schiedener Strahler zur Erzeugung des angestrebten Verhaltens der Gruppenelemente wird
im Folgenden aufgegriffen.
In Bild 7.4 ist eine ra¨umliche Skizze des zu entwerfenden Quasi-Yagi-Elementes gezeigt.
Als Prima¨rstrahler wird in dieser Anordnung ein zweilagiges, quadratisches Mikrostrei-
fenleitungspatch verwendet, welches gegenu¨ber dem einlagigen Typ mehr Freiheitsgra-
de bei der Anpassung des Elementes bietet [93]. Als Tra¨gersubstrat fu¨r diesen Strahler
wird RT/Duroid 5870 mit einer relativen Dielektrizita¨tszahl r = 2.3, einem Verlustfaktor
tan δ = 10−3 und einer Dicke von 0.787 mm verwendet [73]. Durch die als groß gegenu¨ber
der Wellenla¨nge angenommene Massemetallisierung entfa¨llt die Notwendigkeit der Reali-
sierung von Reflektorelementen. Als Direktoren vor dem Prima¨rstrahler werden gedruckte
Kreuzdipole verwendet. Das Tra¨gersubstrat der Direktoren ist vom Typ RO3003 mit einer
relativen Dielektrizita¨tszahl r = 3.38, einem Verlustwinkel von tan δ = 1.5 · 10−3 und
einer Dicke von 0.51 mm [119]. Beide Substratmaterialien finden aufgrund der niedrigen
Permittivita¨t und der geringen Verluste ha¨ufig bei der Realisierung gedruckter Antennen
und Schaltungen in der Mikrowellentechnik Verwendung.
Die Abmessung dieser Quasi-Yagi-(QY)-Elemente in der xy-Ebene entspricht der von
u¨blichen Patch-Elementen, wa¨hrend die Direktivita¨t und die Form des Richtdiagramms
durch die Anzahl der Direktoren kontrolliert wird. Mit dem QY-Element ist demnach die
aus dem vorhergehenden Abschnitt geforderte U¨berlappung der Untergruppen zum Aufbau
einer u¨bergeordneten Gruppe sehr gut mo¨glich.
Die Synthese des QY-Elementes, entsprechend der gestellten Anforderungen, gliedert sich
grundsa¨tzlich in zwei Schritte. Zuna¨chst ist die Modellbildung zur effizienten Analyse der
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Bild 7.5: Yagi-Uda-Antenne: a) gedruckte Dipole mit einem Reflektor und zwei Direkto-
ren, b) a¨quivalentes Drahtantennenmodell. Die Einspeisung des Prima¨rstrahlers ist durch
den Pfeil gekennzeichnet.
Struktur notwendig. An diese schließt eine mehrdimensionale Optimierung der Abmessun-
gen und Positionen der verschiedenen Direktoren an. Es ist dabei ausreichend, diese beiden
Schritte fu¨r ein linear polarisiertes Element durchzufu¨hren, da die orthogonale Polarisation
durch U¨berlagerung mit einem zweiten, um 90
 
verdrehten Element, erhalten wird.
Die Analyse mehrlagiger Streifenleitungsstrukturen ist mit unterschiedlichen, kommerziell
verfu¨gbaren Simulationswerkzeugen mo¨glich. Deren Verwendung bei der im zweiten Ent-
wurfsschritt no¨tigen Optimierung der Struktur wu¨rde jedoch zu kaum akzeptablen Berech-
nungszeiten fu¨hren. Fu¨r die schnelle Analyse des Gesamtverhaltens eines Elementes wird
daher ein spezielles Modell entwickelt, welches die Originalstruktur durch eine a¨quivalente
Anordnung von Drahtantennen im freien Raum ersetzt. Die Analyse des Koppelverhaltens
von Drahtantennen erfolgt dann sehr effektiv durch die Lo¨sung der zugeho¨rigen Integral-
gleichungen nach Pocklington mit der Momentenmethode (MoM) und der Galerkin-
Methode unter Verwendung dreieckiger Basis- und Testfunktionen [10]. Die Dra¨hte in die-
sem Modell sind mit einem Radius von a = λ/60 du¨nn im Vergleich zur Wellenla¨nge λ und
werden fu¨r die Analyse in Segmente von λ/50 diskretisiert.
Um den Zusammenhang zwischen gedruckten Dipolen und im freien Raum befindlichen
Dipolen zu erhalten, wird die in Bild 7.5 gezeigte Yagi-Uda-Antenne mit einem Reflektor
und zwei Direktoren na¨her betrachtet. Dabei wird angenommen, dass die Positionen der
Elemente entlang der z-Achse in beiden Fa¨llen u¨bereinstimmen. Durch die, im Vergleich
zur Luft, gro¨ßeren Permittivita¨t des Tra¨gersubstrates wird davon ausgegangen, dass die
gedruckten Dipole durch den Faktor p gegenu¨ber den Dipolen im freien Raum zu verku¨rzen
sind.
Mit dem geschilderten MoM-Ansatz wird aus den in Tabelle 7.1 angegebenen Dimensio-
nen der Modellanordnung die resultierende Strombelegung der Dipole berechnet. Da diese
nahezu cosinusfo¨rmig sind, werden sie ausreichend durch die ebenfalls in der Tabelle 7.1
abgelegten komplexen Amplituden In beschrieben. Fu¨r die Berechnung des Fernfeldes der
gesamten Antenne werden die Direktoren als Dipole endlicher La¨nge behandelt, deren
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Tab. 7.1: Abmessungen und Positionen sowie resultierende relative Stromverteilung fu¨r
eine Yagi-Uda Antenne aus vier Elementen. Drahtradius a = λ/60.
n p · ln/λ zn/λ |In| ∠In
1 0.5 -0.25 0.33 121.3
2 0.47 0 1 0
3 0.38 0.25 0.88 -147.7
4 0.38 0.5 0.7 69.0
Fernfeld durch
cDirektor(Θ) =


1 fu¨r Φ = 0◦
cos( kl2 sinΘ)−cos(
kl
2 )
(1−cos( kl2 )) cosΘ
fu¨r Φ = 90◦
(7.6)
gegeben ist [6]. Aus diesem idealisiert angenommenen Richtdiagramm, den Positionen der
Direktoren zn und den berechneten Amplituden In ist das Diagramm der gesamten Anord-
nung zu berechnen. Dies ist, zusammen mit dem aus dem Simulationswerkzeug CST Mi-
crowave Studio (MWS) erhaltenen Ergebnis fu¨r die Drahtantennenanordnung, in Bild 7.6
gezeigt. Die Feldsimulationen werden fu¨r die Mittenfrequenz f = 10 GHz durchgefu¨hrt. Bei-
de Diagramme stimmen in diesem und anderen Verifikationsbeispielen sehr gut miteinan-
der u¨berein. Dieser problemangepasste Ansatz zur Analyse von Drahtantennen ermo¨glicht
bereits eine ca. 20-fache Reduzierung der Rechenzeit gegenu¨ber der Verwendung des uni-
versellen Simulationswerkzeuges MWS.
Nun ist noch der Parameter p zu bestimmen, der den verku¨rzenden Einfluss des Substrates
beschreibt. Dazu ist in Bild 7.6 ebenfalls eine mit MWS durchgefu¨hrte Parameterstudie von
Streifen auf dem Tra¨gersubstrat mit einer Breite von λ/30 und variabler La¨nge gezeigt.
Der Vergleich der Simulationsergebnisse zeigt, dass der Faktor p = 1.22 eine sehr gute
U¨bereinstimmung zwischen dem Richtdiagramm der Yagi-Uda-Antenne aus den gedruck-
ten Streifen und dem Drahtantennenmodell liefert. Mit diesen Ergebnissen wird nun die
Untersuchung eines linear polarisierten QY-Elementes vorgenommen, dessen Querschnitt
in Bild 7.7 a) gezeigt ist. Aus dem a¨quivalenten Modell der Anordnung in Bild 7.7 b)
ist zu erkennen, dass neben den Direktoren auch der Prima¨rstrahler, also das anregen-
de mehrlagige Patch, als Drahtantenne in eingearbeitet ist. Dies ist zweckma¨ßig, um das
Koppelverhalten aller Elemente mit dem effizienten MoM-Verfahren zu bestimmen. Der
Vergleich von Simulationsergebnissen beider Anordnungen zeigt, dass ein einziger Dipol
der La¨nge p · l1 = 0.4λ an der Position z1 = 0.15λ in guter Na¨herung verwendet werden
kann, um das Koppelverhalten mit den vorgelagerten Direktoren zu bestimmen. Die Mas-
sefla¨che in der xy-Ebene wird dabei als groß gegenu¨ber der Wellenla¨nge betrachtet und
durch entsprechende Spiegelelemente beru¨cksichtigt.
Aus dem Koppelverhalten folgen unmittelbar die Stromamplituden in dem Drahtanten-
nenmodell, welche als Gewichtsfunktion bei der anschließenden Berechnung des Richtdia-
gramms der gesamten Anordnung verwendet werden. Die Direktoren werden, wie bei dem
vorangegangenen Beispiel der Yagi-Uda-Antenne, als Dipole endlicher La¨nge im Abstand
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Bild 7.6: Normiertes Richtdiagramm c(Θ) einer Yagi-Uda Antenne nach dem
Momentenmethode-Ansatz (MoM) fu¨r die Stromverteilung im Drahtantennenmodell und
aus der CST Mikrowave Studio (MWS) Simulation fu¨r das Drahtantennenmodell und die
skalierte Anordnungen aus gedruckten Streifen.
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Bild 7.8: Richtdiagramme aus dem Drahtantennenmodell mit dem MoM-Ansatz und der
exakten MWS-Feldsimulation a) fu¨r das QYEA mit drei Direktoren und b) fu¨r das QYEB
mit fu¨nf Direktoren.
zn vor einer ideal leitenden xy-Ebene, also unter Beru¨cksichtigung der Spiegelelemente,
behandelt. Das Fernfelddiagramm der mehrlagigen Patchantenne wird jedoch nicht durch
ein Dipoldiagramm beschrieben, sondern in der H-Ebene, d.h. Φ = 0
 
bei der in Bild 7.7
gezeigten Orientierung, durch das in Gleichung 6.6 vorgestellte Modell vorgegeben. Dabei
ist hier nur der Betragsverlauf relevant. Aus dem Bild 6.9 wird unter Annahme eines sehr
großen Zylinderradius ein Exponent q ≈ 6 fu¨r den Betragsverlauf des Diagramms
cPatch(Θ) =
∣∣∣∣cos
(
Θ
2
)∣∣∣∣q mit q =
{
6 fu¨r Φ = 0
 
3 fu¨r Φ = 90
 
(7.7)
abgescha¨tzt. Aus der Feldsimulation folgt in der E-Ebene ein deutlich breiteres Diagramm,
welches zu dem kleineren Exponenten q = 3 fu¨r diese Schnittebene fu¨hrt.
Der Vergleich zwischen den Ergebnissen fu¨r das Richtdiagramm des gesamten QY-Elemen-
tes entsprechend dem Modell mit dem MoM-Ansatz und der exakten Feldsimulation mit
MWS ist fu¨r zwei konkrete Beispiele in Bild 7.8 gezeigt. Dabei werden im Fall des QYEA
drei Direktoren und im Fall des QYEB fu¨nf Direktoren mit Hilfe der nachfolgend beschriebe-
nen mehrdimensionalen Optimierung vor dem Prima¨rstrahler positioniert. Die Ergebnisse
aus dem Modell zeigen in allen Fa¨llen eine sehr gute U¨bereinstimmung mit den Ergebnissen
der Feldsimulation. Bei den MWS-Ergebnissen der Diagramme in der E-Ebene (Φ = 90
 
)
ist im Gegensatz zu den MoM-Ergebnissen in diesem Schnitt eine leichte Unsymmetrie zu
erkennen. Diese hat ihre Ursache in einer leicht unsymmetrischen Stromverteilung durch
die koaxiale Speisung des Mikrostreifenleitungs-Patches, welche das Modell natu¨rlich nicht
beru¨cksichtigt.
Die Modellierung dieser komplexen Struktur durch das vorgestellte Drahtantennenmodell
verringert die Dauer der Berechnung auf etwa ein Sechzigstel der fu¨r die exakte Feldsi-
mulation mit MWS beno¨tigten Zeit. Damit ist eine sehr effiziente Analyse der Struktur
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mo¨glich und erlaubt somit die Bestimmung der Abmessungen und Postitionen der Direk-
toren wa¨hrend der Synthese durch eine mehrdimensionale Optimierung.
In der Literatur ist eine Vielzahl von Optimierungsalgorithmen fu¨r diese Aufgaben zu finden
und eine U¨bersicht einiger Optimierungsansa¨tze fu¨r den Entwurf von Yagi-Uda-Antennen
ist z.B. in [120] zusammengestellt. Im Folgenden wird hier jedoch auf die Verwendung
spezieller Algorithmen zur Optimierung verzichtet. Um eine effiziente Bestimmung der
gesuchten Parameter zu ermo¨glichen, werden stattdessen Regelma¨ßigkeiten gesucht, die
zur Verkleinerung des Parameterraumes verwendbar sind.
Grundsa¨tzlich ist der erste Schritt zur Bestimmung einer optimalen Konfiguration die Fest-
legung einer Gu¨tefunktion, die beispielsweise aus Anforderungen an das Richtdiagramm
oder die Maximierung der Direktivita¨t folgt. Diese Funktion ist im vorliegenden Fall von
den in Bild 7.7 angegebenen Parametern ln und zn mit n ∈ 2 . . . N abha¨ngig, wa¨hrend
die Abmessung und Position des anregenden Dipols mit n = 1 konstant bleiben. Die
Gu¨tefunktion ist dann im einfachsten aber aufwendigsten Fall fu¨r einen vorab begrenz-
ten Lo¨sungsbereich zu berechnen, um die optimale Parameterkombination der gesuchten
Konfiguration zu finden.
Die Durchfu¨hrung und Auswertung von Optimierungen unterschiedlicher QY-Elemente mit
variierenden Gu¨tefunktionen zeigt, dass fu¨r Direktoren, die nicht in unmittelbarer Na¨he
des Prima¨rstrahlers positioniert sind, eine Regelma¨ßigkeit entsteht. Diese Tatsache wird
genutzt, um zwei Regeln zur Reduzierung des Parameterraumes zu formulieren:
  Der La¨ngenunterschied der Direktoren ln, n ≥ 2 ist sehr gering. Fu¨r die Optimierung
ist daher anzunehmen, dass fu¨r n ≥ 3 gilt
ln = l2. (7.8)
  Der Abstand der Direktoren ∆zn = zn−zn−1 weist fu¨r n ≥ 4 kaum noch Unterschiede
auf. Die Position der Direktoren folgen daher fu¨r n ≥ 5 aus
zn = z4 + (n− 4) · (z4 − z3) = z4 + (n− 4) ·∆z4. (7.9)
Durch diese Regeln sind nun auch Parameterkombinationen fu¨r optimierte QY-Elemente
mit mehreren Direktoren schnell zu ermitteln. Fu¨r die beiden Fa¨lle von QY-Elementen
mit drei und fu¨nf Direktoren erfolgt dies mit dem Ziel maximaler Direktivita¨t. Die ent-
sprechenden Abmessungen der beiden Typen QYEA und QYEB sind in der Tabelle 7.2
zusammengestellt und die resultierenden Richtdiagramme sind in dem bereits angespro-
chenen Bild 7.8 gezeigt. Dabei werden mit den Elementen Direktivita¨tswerte von 13.4 dBi
fu¨r das QYEA und 16.2 dBi fu¨r das QYEB erreicht. Die Breiten der Hauptkeulen unter-
scheiden sich in den E- und H-Ebenen bei dem jeweiligen Element kaum und sind ca. ±16 
fu¨r das QYEA und ±12
 
fu¨r das QYEB. Fu¨r den Aufbau der linearen Antennengruppe, zur
Abdeckung des Winkelbereiches ±15 , werden daher die Elemente QYEA verwendet.
Der Vergleich der Elementdiagramme des QYEA und des QYEB zeigt, dass mit letzte-
rem Element eine bessere Unterdru¨ckung der Nebenkeulen in der E-Ebene fu¨r Winkel von
134 7. Lineare Gruppe mit direktiven Quasi-Yagi-Elementen
Tab. 7.2: Abmessungen und erreichte Direktivita¨t fu¨r zwei optimierte QY-Elemente. Die
Parameter ln und zn entsprechen denen in Bild 7.7. Parameter l
′
1 = 0.4λ, z1 = 0.15λ.
Skalierungsfaktor p = 1.22.
QYEA QYEB
n p · ln/λ zn/λ p · ln/λ zn/λ
2 0.37 0.6 0.34 0.66
3 l2 1.0 l2 1.09
4 l2 1.6 l2 1.55
5 - - l2 z4 +∆z4
6 - - l2 z4 + 2∆z4
|Θ| > 70 mo¨glich ist. Die Ursache dafu¨r sind die unterschiedlichen Diagramme von Dipolen
und dem zweilagigen Mikrostreifenleitungspatch. Wa¨hrend die Direktoren eine Nullstelle
in der y-Richtung, d.h. Θ = ±90 ,Φ = 90 , zeigen, liefert das Patch einen Beitrag in dieser
Richtung. Dieser Strahlungsanteil kann in keinem Fall durch die Direktoren ausgelo¨scht
werden. Die einzige Mo¨glichkeit zur Reduzierung der Abstrahlung in diese Richtung, be-
zogen auf den in Hauptstrahlrichtung entlang der z-Achse abgestrahlten Anteil, ist die
Vergro¨ßerung der Direktivita¨t. Dies ist unter Umsta¨nden eine wichtige Einschra¨nkung
beim Einsatz dieser Elemente in Anwendungen, bei denen das Erreichen sehr niedriger
Nebenkeulen-Niveaus erforderlich ist. Der Ausgangspunkt dieses Entwurfes schließt jedoch
nennenswerte Sto¨rsignale aus diesen Richtung von vornherein aus, sodass dieser Sachver-
halt keine nennenswerte Limitierung darstellt.
Damit ist der Entwurf des QY-Elementes bezu¨glich der erforderlichen Strahlungscharakte-
ristik abgeschlossen. Der Betrieb mit zwei orthogonalen linearen Polarisationen wird, wie
eingangs angedeutet, dadurch erreicht, dass dem bisherigen QYEA mit drei Direktoren ein
zweites, um 90
 
verdrehtes Element u¨berlagert wird. Das resultierende dual polarisierte
QY-Element ist in der Skizze in Bild 7.4 gezeigt.
Fu¨r den Einsatz innerhalb einer Antennengruppe ist die Anpassung des Elementes an die
50Ω-Speiseleitung vorzunehmen. Dazu werden fu¨r die Parameter l0, l1 und y0 aus dem
Bild 7.7 Startwerte aus entsprechenden Entwu¨rfen mehrlagiger Patch-Elemente, z.B. nach
[93], verwendet. Die Symmetrie durch den dual polarisierten Betrieb bedingt dabei, dass die
beiden Elemente des Patches quadratisch sind. Die anschließende Variation der drei Para-
meter zeigt, dass eine gute Anpassung in einem großen Frequenzbereich erhalten wird, wenn
l0 = l1=8.2 mm und y0=3 mm sind. Das Bild 7.9 zeigt den simulierten Reflexionsfaktor
und den Verlauf der Verkopplung der Speisepunkte, die jeweils der vertikalen und horizon-
talen Polarisation zugeordnet sind. Die Begriffe horizontal und vertikal beziehen sich dabei
auf die Orientierung des Polarisationsvektors in Bezug auf die x-Achse. Die Ergebnisse
zeigen eine 10 dB-Bandbreite von etwa 4.8% und eine Isolation der Tore untereinander von
mindestens 18 dB innerhalb des Nutzbandes. Damit ist, bei guter Entkopplung der beiden
orthogonalen Polarisationen, eine Bandbreite erreicht, die etwas oberhalb der typischen
Bandbreiten von 2% bis 3% von einlagigen Mikrostreifenleitungs-Patchantennen liegt. Die
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Bild 7.9: Simulierter Reflexionsfaktor und den Verlauf der Verkopplung der Speise-
punkte fu¨r das dual polarisierte QYE mit drei Direktoren und den Patch-Abmessungen
l0 = l1=8.2 mm und y0=3 mm.
in die xy-Ebene projizierte maximale Ausdehnung des Elementes wird durch den ersten
Direktor gegeben, der mit l2 = 0.303λ = 9.1mm gro¨ßer als die anregenden Patches ist. Wie
in dem vorangegangenen Abschnitt gefordert, ist die Kombination dieser QY-Elemente in-
nerhalb einer u¨bergeordneten linearen Gruppe mit den einzuhaltenden Elementabsta¨nden
somit mo¨glich. Die Eigenschaften einer solchen linearen Gruppe aus vier dual polarisierten
Elementen werden im na¨chsten Abschnitt betrachtet.
7.3 Lineare Gruppe aus vier QY-Elementen
Bei der Untersuchung der Gruppenkonfiguration im ersten Abschnitt dieses Kapitels wur-
de festgestellt, dass bei der Verwendung von Untergruppen besondere Bedingungen an
deren Absta¨nde zu stellen sind. Dabei ist die Zielsetzung eine ausreichende Unterdru¨ckung
sekunda¨rer Hauptkeulen im Gruppenfaktor der u¨bergeordneten Gruppe durch den Grup-
penfaktor der Untergruppe. Diese Rolle kommt hier dem in Bild 7.8 a) gezeigten Diagramm
des eingesetzten QY-Elementes zu. Analog zu der Betrachtung in Abschnitt 7.1 wird fu¨r
die E- und die H-Ebene angenommen, dass sekunda¨re Hauptkeulen ausreichend unter-
dru¨ckt werden, wenn sie bei Winkeln außerhalb Θ = ±45  auftreten. Fu¨r den Abstand
der QY-Elemente folgt daher, bei einem Schwenkbereich von Θ = ±15 , der Abstand der
Untergruppen zu
d <
λ
sin(15
 
) + sin(45
 
)
= 1.04λ. (7.10)
Der Elementabstand d wird darum zu λ gewa¨hlt. Eine Skizze der linearen Gruppe ist mit
der Bezeichnung der Gruppenelemente in Bild 7.10 gezeigt. Die Berechnung der Streu-
parameter mit Hilfe des Simulationswerkzeuges MWS zeigt, dass es keine nennenswerten
Abweichungen zu den Ergebnissen des einzelnen Elementes aus Bild 7.9 gibt. Selbiges gilt
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V1H1 V2 H2 V3 H3 V4 H4
yd=l
x
Bild 7.10: Skizze der linearen Gruppe aus vier Quasi-Yagi-Elementen in der Frontansicht
mit der Bezeichnung der Gruppenelemente.
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Bild 7.11: MWS-Simulationsergebnisse fu¨r das aktive Richtdiagramm der Elemente QYE1
und QYE2 innerhalb der linearen Antennengruppe: a) vertikal und b) horizontal polarisiert.
auch fu¨r die Ergebnisse der Richtdiagramme in der yz–Ebene (Φ = 90
 
). Sie entsprechen
bei den vertikal und den horizontal polarisierten Elementen jeweils dem Diagramm der
E-Ebene und H-Ebene des Einzelelementes.
Dagegen sind bei den in Bild 7.11 gezeigten aktiven Elementdiagrammen in der xz–Ebene
(Φ = 0
 
) deutliche Unterschiede gegenu¨ber den Resultaten des isolierten Elementes zu
beobachten. In dem Bild sind die Diagramme der Elemente QYE1 und QYE2 gezeigt.
Abgesehen von einer geringen Unsymmetrie durch die Einspeisung im Fall der horizontal
polarisierten Elemente, verlaufen die Diagramme der Elemente QYE3 und QYE4 spiegel-
symmetrisch dazu. Durch die Verkopplung der Elemente entsteht eine Deformation und
leichte Aufweitung der Hauptkeule. Weiterhin ist im Vergleich zum Einzelelement eine
ausgepra¨gtere Unsymmetrie der Nebenkeulen festzustellen. Die Verkopplung zeigt in dem
vorliegenden Fall einen ausgepra¨gteren Einfluss, als es beispielsweise bei konventionellen
planaren Antennen zu beobachten ist. Die prinzipielle Charakteristik der Elemente bleibt
jedoch erhalten.
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a) b)
Bild 7.12: Fotos der realisierten linearen Gruppe aus vier QY-Elementen: a) Vorder- und
b) Ru¨ckseite.
Fu¨r den dual polarisierten Betrieb ist auch die Kopplung in die jeweils orthogonale Vek-
torkomponente von Bedeutung. Die in Bild 7.11 gezeigten Verla¨ufe der kreuzpolaren Feld-
komponenten zeigen, dass deren Unterdru¨ckung ca. 20 dB im Bereich der Hauptkeule ist.
Damit ist eine gute Enkopplung der orthogonalen Komponenten erreicht. Diese ist weiter-
hin durch eine anschließende digitale Signalverarbeitung, d.h. durch Kompensation bei der
Diagrammformung oder Kalibrierung vor einer Parameterscha¨tzung, zu verbessern.
Wie bereits zu Beginn des Kapitels angesprochen, spielen bei der Realisierung, neben tech-
nischen Anforderungen, Aspekte der kostengu¨nstigen Fertigung eine wesentliche Rolle. Bei
diesem Entwurf ist daher von vornherein darauf zu achten gewesen, dass die beno¨tigten un-
terschiedlichen Substratschichten mo¨glichst mit konventionellen Fabrikationsschritten her-
zustellen sind. Die Leiterstrukturen auf den unterschiedlichen Substraten werden daher mit
Hilfe von Photolithographie und nasschemischem A¨tzen auf den Substraten definiert. Nach
mechanischer Bearbeitung der Substrate werden die Ebenen mit den Kreuzdipolen vor
den zweilagigen Patchelementen durch PVC-Abstandshu¨lsen und Nylon-Gewindestangen
befestigt. Fu¨r gro¨ßere Gruppen ko¨nnten stattdessen Hartschaumlagen mit guten Hochfre-
quenzeigenschaften, z.B. ROHACELL, verwendet werden um die mehrschichtige Struktur
zu realisieren. Das fertig montierte Antennensystem ist in der Front- und Ru¨ckansicht in
Bild 7.12 gezeigt. Der Anschluss der Elemente erfolgt u¨ber halbstarre Koaxialleitungen
vom Typ RG/405. Als Tra¨ger der Antenne wird eine Aluminium-Platte verwendet, welche
gleichzeitig die Funktion der Massefla¨che mit den Abmessungen 10λ× 4λ erfu¨llt.
In Bild 7.13 sind, repra¨sentativ fu¨r alle Gruppenelemente, die gemessenen Streuparameter
der ersten beiden QY-Elemente gezeigt. Die Auswertung der Ergebnisse fu¨r die Reflexi-
onsfaktoren zeigt grundsa¨tzlich ein gute U¨bereinstimmung mit dem simulierten Verhalten.
Lediglich der deutliche Einbruch des berechneten Reflexionsfaktors ist nicht zu beobach-
ten. Dies wird auf Fertigungstoleranzen beim Aufbau der mehrlagigen Struktur, speziell
der zweilagigen Prima¨rstrahler zuru¨ckgefu¨hrt. Sowohl aus der Simulation als auch aus der
Messung geht eine 10 dB-Bandbreite der Anpassung von etwa 4.5% hervor. Innerhalb
dieses Frequenzbereiches ist die Verkopplung benachbarter Elemente (SV 2V 1, SH2H1) un-
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Bild 7.13: Gemessene Streuparameter a) Reflexionsfaktoren der den beiden polarisationen
zugeordneten Speisepunkten der QY-Elemente QYE1 und QYE2 und b) Kopplung der
benachbarten Elemente QYE1 und QYE2 sowie zwischen beiden Speisepunkten des QYE2.
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Bild 7.14: Gemessene aktive Richtdiagramme der Elemente QYE1 und QYE2.
terhalb von -17 dB und die Kopplung der den orthogonalen Polarisationen zugeordneten
Speisepunkten eines Elementes (SV 2H1) geringer als -19 dB.
Zur Messung der aktiven Richtdiagramme der QY-Elemente, d.h. der Elementdiagramme
innerhalb der Antennengruppe, wird der in Anhang A beschriebene Mehrkanal-Empfa¨nger
verwendet. Dieser ermo¨glicht im Falle einer einzigen Quelle, welche aus unterschiedlichen
Richtungen auf die Antennengruppe strahlt, die Aufzeichnung der komplexwertigen Richt-
diagramme. Neben dem u¨blicherweise bei der Betrachtung von Antennendiagrammen im
Vordergrund stehenden Betragsverlauf ist die Phaseninformation fu¨r die im folgenden Ab-
schnitt behandelte Parameterscha¨tzung von essentieller Bedeutung. Der Vergleich zwischen
den aus dem Modell und der Simulation erhaltenen Diagrammen der QY-Elemente wird
hier anhand der in Bild 7.14 gezeigten Messergbnisse der Elemente QYE1 und QYE2 durch-
gefu¨hrt. Dabei zeigt sich in den Diagrammen gegenu¨ber den Ergebnissen fu¨r das isolierte
Element wieder eine leichte Deformation der Hauptkeule. Die der vertikalen Polarisation
zugeordneten Diagramme stimmen daru¨ber hinaus gut mit den Simulationen u¨berein. Im
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Bild 7.15: Richtdiagramm der Gruppe fu¨r maximale Direktivita¨t mit a) vertikaler und b)
horizontaler Polarisation fu¨r die zwei Schwenkrichtungen Θ0 = {0 , 15 }.
Falle der horizontalen Polarisation ist die Strahlung in Richtung der Gruppenachse durch
den Einfluss der endlichen Massefla¨che verringert. In dem Winkelbereich Θ = ±[60  . . . 80 ]
sind die Nebenkeulen jedoch deutlich ho¨her als erwartet. Das wird zu einer geringeren Un-
terdru¨ckung der entstehenden sekunda¨ren Hauptkeulen fu¨hren. Die Messergebnisse der
kreuzpolaren Komponente liegen wie in der Simulation etwa 20 dB unterhalb des Maxi-
mums der kopolaren Feldkomponente.
Die aus diesen Eigenschaften der Elementdiagramme folgenden Merkmale fu¨r die Richt-
diagramme der gesamten Gruppe werden an einigen Beispielen verdeutlicht. Zur Berech-
nung der optimalen Gewichtungsfaktoren wird nach Gleichung 3.5 die Matrix M unter
Beru¨cksichtigung der ko- und kreuzpolaren Strahlungsanteile in

h berechnet. Der Gewich-
tungsvektor w folgt dann aus Gleichung 3.20. Die in Bild 7.15 a) gezeigten Gruppendia-
gramme bei vertikaler Polarisation zeigen ein Nebenkeulenniveau unterhalb -10 dB, so wie
es bei einer Gewichtung fu¨r maximale Direktivita¨t zu erwarten ist. Die Unterdru¨ckung
der sekunda¨ren Hauptkeulen im Diagramm der u¨bergeordneten Gruppe durch die Quasi-
Yagi-Elemente erfolgt wie gewu¨nscht, wie beispielhaft fu¨r die beiden Schwenkrichtungen
0
 
und 15
 
gezeigt. Die Berechnung der optimalen Gewichtungen fu¨hrt daru¨ber hinaus zu
einer Unterdru¨ckung der kreuzpolaren Komponente von 35 dB bis 40 dB innerhalb des ge-
samten Winkelbereiches. Im Gruppendiagramm fu¨r den Fall der horizontalen Polarisation
in Bild 7.15 b) sind im Fall des Schwenkwinkels 0
 
erho¨hte Nebenkeulen, etwa 6 dB bis
8 dB unterhalb der Hauptkeule, zu erkennen. Deren Ursache liegt in der bereits angespro-
chenen mangelnden Unterdru¨ckung der sekunda¨ren Hauptkeulen aus dem Gruppenfaktor
der u¨bergeordneten Gruppe durch das Diagramm der Quasi-Yagi-Elemente. Die Neben-
keulen werden beim Schwenken der Hauptstrahlrichtung, beispielsweise in Richtung 15
 
,
abgesenkt, da die sekunda¨ren Hauptkeulen das hohe Nebeniveau des Elementdiagramms
verlassen.
Im Gegensatz zu gewo¨hnlichen Nebenkeulen ko¨nnen die sekunda¨ren Hauptkeulen nicht
durch die Wahl einer geeigneten Belegungsfunktion unterdru¨ckt werden, weil sie fest mit
der prima¨ren Hauptkeule verbunden sind. Da aus diesen Raumrichtungen jedoch nicht mit
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Bild 7.16: Maximal erreichbare Direktivita¨t in Abha¨ngigkeit von der Hauptstrahlrich-
tung Θ0 fu¨r unterschiedliche Polarisationen.
einem Signaleinfall zu rechnen sein soll, erwa¨chst hieraus keine weitere Einschra¨nkung. Fu¨r
den Schwenkwinkelbereich um 0
 
ist bei horizontaler Polarisation lediglich mit einer ver-
minderten Direktivita¨t zu rechnen. Der entsprechende Verlauf der erreichbaren Direktivita¨t
als Funktion der Schwenkrichtung ist fu¨r unterschiedliche Polarisationen in Bild 7.16 ge-
zeigt. Fu¨r die vertikale Polarisation liegt die Direktivita¨t im gesamten Schwenkbereich ±15 
zwischen 17.5 dBi und 18 dBi. Durch das Auftreten der erho¨hten Nebenkeulen veringert
sich die Direktivita¨t bei der horizontalen Polarisation im Bereich um 0
 
um etwa 1dB. Fu¨r
die Beispiele der 45
 
-linearen und der zirkularen Polarisation stellt sich ein Zwischenwert
der beiden Verla¨ufe ein.
7.4 Parameterscha¨tzung und Kalibrierung
Um hochaufo¨sende Verfahren zur Parameterscha¨tzung einsetzen zu ko¨nnen, ist im All-
gemeinen eine vorangehende Kalibrierung der Antenne notwendig. In Kapitel 4 werden
dazu Verfahren fu¨r einfach polarisierte Antennen vorgestellt, welche fu¨r die hier beschrie-
bene dual polarisierte Gruppe bei separater Behandlung der kopolaren Komponenten und
unter Vernachla¨ssigung der kreuzpolaren Komponenten unmittelbar anwendbar sind. Die
Parameterscha¨tzung beschra¨nkt sich dann auf die Scha¨tzung der Richtung einfallender
Wellenfronten.
Der Ausgangspunkt fu¨r jede Kalibrierung ist die gemessene polarisationsabha¨ngige ra¨um-
liche Impulsantwort der Gruppe
HˇPQ = [hˇPQ(Θ1) . . . hˇPQ(ΘO)]. (7.11)
Die Winkel Θ1 und ΘO grenzen den abzudeckenden Winkelbereich ein. Die Polarisations-
indizes P und Q ko¨nnen die Werte H oder V fu¨r die horizontale oder vertikale Polarisation
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annehmen. Der Index P beschreibt dabei die bevorzugt von den jeweiligen Gruppenelemen-
ten empfangene Polarisation, wa¨hrend Q die Polarisation der einfallenden Welle angibt.
Bei getrennter Betrachtung der orthogonal polarisierten Gruppen werden fu¨r die Kalibrie-
rung nur die kopolaren Komponenten der ra¨umlichen Impulsantworten HˇHH und HˇV V
verwendet.
Im Falle einer idealen, fehlerfereien Antennengruppe ist der kopolare Anteil der ra¨umlichen
Impulsantwort durch
hHH(Θ) = g
iso
H (Θ) · a(Θ) hV V (Θ) = gisoV (Θ) · a(Θ) (7.12)
gegeben, wobei den beiden Vektorkomponenten zwei unterschiedliche Elementdiagramme
gisoP (Θ) zuzuordnen sind. Die Anordnung der Elemente im Raum fließt durch den Vektor
a ein. Da die Gruppenelemente im Abstand d = λ entlang der x-Achse angeordnet sind
und hier die Winkelabha¨ngigkeit ausschließlich fu¨r die xz-Ebene betrachtet wird, folgen
die Komponenten dieses Vektors zu
an = e
j2pi·n·sinΘ = ejn·v. (7.13)
Fu¨r die Anwendung der in Abschnitt 4.2.2 beschriebenen Fourier-Zerlegung der aktiven
Elementdiagramme zur Bestimmung der Kalibrier-Matrix ist die Kenntnis des isolierten
Elementdiagramms notwendig. Da hierzu kein geschlossener Ausdruck zur Verfu¨gung steht,
werden die geometrischen Mittelwerte
gisoH (Θ) ≈ 4
√√√√ 4∏
n=1
hHH,n(Θ)
an(Θ)
gisoV (Θ) ≈ 4
√√√√ 4∏
n=1
hV V,n(Θ)
an(Θ)
(7.14)
als Abscha¨tzung verwendet. Die Eintra¨ge der gesuchten Koppelmatrix werden durch Aus-
wertung des Integrals in Gleichung 4.36 bestimmt. Aus der Integrationsvariablen v=2pi sinΘ
und den Integrationsgrenzen vmin,max = ±pi folgt, dass die Integration im Winkelbereich
Θmin,max = ±30  durchzufu¨hren ist. Die Koeffizienten knν werden dann fu¨r n = 1 . . . 4 und
ν = 1 . . . 4 berechnet und bilden die gesuchte Koppelmatrix K, deren Inverse zur Kali-
brierung verwendet wird. Daru¨ber hinaus geben die theoretisch zu Null werdenden Koef-
fizienten außerhalb des Bereiches ν = 1 . . . 4 Aufschluss u¨ber den Einfluss solcher Fehler,
die nicht durch Verkopplungseffekte bedingt sind und dementsprechend nicht durch diesen
Kalibrationsansatz kompensiert werden ko¨nnen. Die Betra¨ge der resultierenden Koeffizi-
enten sind fu¨r den Bereich ν = −5 . . . 10 in Bild 7.17 gezeigt. Wie zu erwarten dominieren
die Elemente der Hauptdiagonalen von K die u¨brigen Matrixeintra¨ge. Dies ist aufgrund
geringerer Verkopplungseinflu¨sse bei der Koppelmatrix der vertikal polarisierten Gruppe
deutlicher zu erkennen. Auch die Werte außerhalb des Indexbereiches ν = 1 . . . 4 fallen
bei der vertikal polarisierten Gruppe etwas geringer als im Fall der horizontalen Polari-
sation aus. In beiden Fa¨llen ist jedoch damit zu rechnen, dass bereits mit diesem Ansatz
eine gute Kalibrierung der Gruppen mo¨glich ist, denn die Werte in diesem Bereich liegen
im Wesentlichen unterhalb von -25 dB bis -30 dB und ihr Einfluss bleibt somit gering.
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Bild 7.18: Winkelscha¨tzfehler vor und nach Kalibrierung mit verschiedenen Verfahren fu¨r
a) die horizontal und b) die vertikal polarisierten Gruppenelemente.
Mit der so bestimmten Koppelmatrix erfolgt die Berechnung der kalibrierten ra¨umlichen
Impulsantwort fu¨r die jeweils betrachtete Polarisation:
h˜PP = K
−1 · hˇPP . (7.15)
Die Bewertung der Gu¨te der durchgefu¨hrten Kalibrierung erfolgt dann entsprechend dem
in Abschnitt 4.1.3 geschilderten Vorgehen. Dabei kommt fu¨r die Richtungsscha¨tzung das
ESPRIT-Verfahren nach Gleichung 4.34 zum Einsatz. Der Verlauf des resultierenden Win-
kelscha¨tzfehlers ∆Θ ist fu¨r die Kalibrierung nach dem Ansatzt der Fourier-Zerlegung der
aktiven Elementdiagramme in Bild 7.18 gezeigt. Im Vergleich zum unkalibrierten Fall zeigt
sich sowohl fu¨r den Fall der horizontalen als auch fu¨r den Fall der vertikalen Polarisation
eine deutliche Verringerung des Scha¨tzfehlers. Dies a¨ußert sich auch in den quadratischen
Mittelwerten der Scha¨tzfehler, welche in der Tabelle 7.3 fu¨r die verschiedenen Verfahren
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Tab. 7.3: Quadratische Mittelwerte aus den Winkelbereichen ±30  und ±15  fu¨r den
Winkelscha¨tzfehler ∆Θ vor und nach der Kalibrierung mit den verschiedenen Verfahren.
Polarisation unkalibriert Fourier-Zerlegung Eigenstruktur-Interpolation
Winkelbereich ±30  / ±15  ±30  / ±15  ±30  / ±15 
horizontal 0.41
 
/ 0.37
 
0.26
 
/ 0.17
 
0.21
 
/ 0.15
 
vertikal 0.54
 
/ 0.36
 
0.23
 
/ 0.15
 
0.11
 
/ 0.10
 
zusammengestellt sind.
Ein weiterer in Kapitel 4 vorgestellter Ansatz fu¨r die Kalibrierung ist die Interpolation
der Eigenstruktur nach dem Verfahren von See. Dies hat gegenu¨ber dem Verfahren der
Fourier-Zerlegung den Vorteil, dass keine Einschra¨nkungen bezu¨glich des fu¨r die Ka-
librierung verwendeten Winkelbereiches bestehen. Die Verwendung der Kalibriermatrix
nach der Gleichung 4.46 fu¨r den Winkelbereich ±30  fu¨hrt zu dem ebenfalls in Bild 7.18
gezeigten Winkelscha¨tzfehler. Dieser unteschreitet in großen Winkelbereichen den Verlauf
der Kalibrierung nach der Fourier-Zerlegung und fu¨hrt fu¨r beide Polarisationen zu dem
geringsten quadratischen Mittelwert des Scha¨tzfehlers. Die Verkleinerung des Winkelberei-
ches, in dem die Kalibrierung durchgefu¨hrt wird, ergibt in diesem konkreten Fall erst fu¨r
sehr kleine Winkelintervalle eine weitere Reduzierung des Scha¨tzfehlers. Fu¨r den aus den
Anforderungen resultierenden Winkelbereich von ±15  resultieren quadratische Mittelwer-
te fu¨r den Scha¨tzfehler, die mit denen in der Tabelle 7.3 vergleichbar sind.
Neben der Richtungsscha¨tzung ist fu¨r den dual polarisierten Betrieb auch die bisher nicht
betrachtete Scha¨tzung der Polarisation einfallender Wellenfronten von Bedeutung. Wie im
Folgenden kurz dargestellt, erfolgt dies analog zum ESPRIT-Verfahren durch die Nutzung
einer entsprechenden Relation innerhalb der ra¨umlichen Impulsantwort der Gruppe [121].
Im dual polarisierten Fall ist diese allgemein durch

h =
[
hHH hHV
hV H hV V
]
(7.16)
gegeben. Im fehlerfreien Fall sind darin die kopolaren Komponenten durch die Gleichung 7.12
gegeben, wa¨hrend die kreuzpolaren Komponenten durch Nullvektoren beschrieben werden:
hHV = hV H = 0N×1. (7.17)
Fu¨r den Fall einer einfallenden Wellenfront folgen die Elementsignale nach Gleichung 2.26
mit der Definition des Polarisationsvektors aus Gleichung 2.16 zu
x(t) = s(t)

hpH = s(t)h (7.18)
= s(t)
[
cos η · gisoH (Θ) · a
sin ηejδ · gisoV (Θ) · a
]
= s(t)
[
hA
hB
]
. (7.19)
Zur Bestimmung der Polarisation einer einfallenden Welle werden jeweils die ersten und
die letzten N Elemente von h in den Vektoren hA und hB zusamengefasst. Zwischen diesen
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Vektoren besteht der Zusammenhang
hB = zp · hA = g
iso
V (Θ)
gisoH (Θ)
tan ηejδ · hA , (7.20)
welcher zur Scha¨tzung der gesuchten Polarisation zu verwenden ist. Diese Scha¨tzung ist
in dieser Form jedoch nur bei bekannten Elementdiagrammen und bekannter Einfallsrich-
tung der Welle mo¨glich. Um eine Entkopplung der Polarisationsscha¨tzung von der Rich-
tungsscha¨tzung zu ermo¨glichen, sollten die den beiden Polarisationen zugeordneten Ele-
mentdiagramme also mo¨glichst gleich sein. Kann also innerhalb bestimmter Grenzen von
gisoH = g
iso
V ausgegangen werden, so erfolgt die Polarisationsscha¨tzung, d.h. die Berechnung
der gesuchten Parameter η und δ, in diesem Bereich durch die Auswertung von
zp = tan ηe
jδ. (7.21)
Die Richtungsscha¨tzung aus den Daten einer dual polarisierten Antennengruppe erfolgt
analog zum einfach-polarisierten Fall unter Verwendung der Selektionsmatrizen aus Glei-
chung 2.54 und Gleichung 2.54, welche die ersten und die letzten N−1 Werte der Vektoren
hA und hB fu¨r den Aufbau der Vektoren
hC = [S1 S1] · h und hD = [S2 S2] · h (7.22)
auswa¨hlen. Zur Richtungsscha¨tzung wird dann der der Zusammenhang
hD = zd · hC = ej2pi·sinΘ · hC (7.23)
genutzt. Aus der Phase des Scha¨tzwertes ist die gesuchte Einfallsrichtung somit unabha¨ngig
von der Polarisation zu bestimmen. Die Parameterscha¨tzung erfolgt beim ESPRIT-Verfah-
ren nicht aus dem idealisiert angenommenen Sensorsignalen, sondern aus den Signal-Ei-
genvektoren der Kovarianzmatrix der Sensorsignale. Im Fall mehrerer einfallender Signale
folgen die Werte fu¨r die verschiedenen zp und zd aus den Eigenwerten der Matrix Φ, deren
Berechnung aus den entsprechenden Signal-Eigenvektoren in Abschnitt 2.3 dargestellt ist.
Vor der Scha¨tzung der gesuchten Information aus den Sensordaten ist die Durchfu¨hrung
einer Kalibrierung no¨tig, die der Besonderheit des dual polarisierten Betriebes Rechnung
tra¨gt. Die Datenbasis fu¨r diese Kalibrierung wird durch die vollsta¨ndige gemessene Impuls-
antwort gebildet, welche mit den Untermatrizen HˇPQ aus Gleichung 7.11 in der Matrix
Hˇ =
[
HˇHH HˇHV
HˇV H HˇV V
]
(7.24)
zusammengestellt wird. Fu¨r den Fall einer Gruppenantenne aus N dual polarisierten Ele-
menten und Referenzmessungen fu¨r O unterschiedliche Winkel innerhalb des zu kalibrie-
renden Winkelbereiches ist die Dimension dieser Matrix somit 2N × 2O. Die Grundlage
fu¨r die im Folgenden vorgestellte Kalibrierung der gesamten dual polarisierten Gruppe
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ist in [122] zu finden. Danach wird angenommen, dass die gemessene ra¨umliche Impul-
santwort der Gruppe Hˇ durch vier Koppelmatrizen KPQ mit der zugeho¨rigen fehlerfreien
Impulsantwort verknu¨pft ist:
Hˇ
!
=
[
KHH KHV
KV H KV V
]
·
[
A ·GH 0N×L
0N×L A ·GV
]
. (7.25)
Im idealen Fall treten die kreuzpolaren Komponenten nicht auf und werden daher durch
Null-Matrizen angegeben. Die Anordnung der Gruppenelemente wird durch die Matrix
A = [a(Θ1) . . .a(ΘO)] wiedergegeben, wa¨hrend die Diagonalmatrizen GH und GV durch
entsprechende Elementdiagramme bestimmt sind. Bei der separaten Behandlung der beiden
orthogonal polarisierten Gruppen wurden in der Gleichung 7.12 verschiedene Elementdia-
gramme in der ra¨umlichen Impulsantwort verwendet. Aus dem beschriebenen Vorgehen
zur Polarisations- und Richtungsscha¨tzung entsteht jedoch die Forderung, dass die Dia-
gramme der Gruppenelemente fu¨r beide Polarisationen mo¨glichst gleich sein sollen. Die
Kalibrierung soll daher also auch die Interpolation auf eine Gruppe mit identischen Ele-
mentdiagrammen beinhalten, sodass in Gleichung 7.25 fu¨r die Matrizen GH = GV = G
eingesetzt wird.
Nach dem Ansatz aus [122] ist diese Matrix G durch ein angenommenes Elementdiagramm
bestimmt, welches den Verlauf der tatsa¨chlichen isolierten Elementdiagramme approxi-
miert. Dabei ist es jedoch sehr wichtig, dass das Phasenzentrum wa¨hrend der Messung
der ra¨umlichen Impulsantwort exakt mit dem der idealen Gruppe u¨bereinstimmt. Da diese
Anforderung bei realen Messungen jedoch kaum einzuhalten ist, erfolgt die Bestimmung
der Diagonalelemente von G hier in Anlehnung an das bei der Eigenstrukturanalyse ver-
wendete Vorgehen. Dazu wird die Gleichung 7.25 in abgewandelter Form angegeben:
Hˇ| =


HˇHH
HˇV H
HˇHV
HˇV V

 =


KHH
KV H
KHV
KV V

 ·A ·G = K| ·A ·G. (7.26)
Die Multiplikation mit der Pseudoinversen von K| fu¨hrt dann auf die Gleichung
K†| · Hˇ| = A ·G, (7.27)
welche in ihrer Form dem Minimierungsproblem der Gleichung 4.45 entspricht. Die Dia-
gonalelemente der Matrix G sind daher genau dem Eigenvektor von Q = AHA  (P⊥
Hˇ|
)T
gleichzusetzen, welcher dem kleinsten Eigenwert von Q zugeordnet ist. Da die Berechnung
der Koppelmatrix K aus deren Pseudoinversen K†| nicht eindeutig mo¨glich ist, wird der
Ansatz der Gleichung 7.25 zur Bestimmung der Kalibriermatrix durch Multiplikation mit
K−1 und Hˇ† umgestellt
C = K−1 =
[
KHH KHV
KV H KV V
]−1
=
[
A ·G 0N×L
0N×L A ·G
]
· Hˇ†. (7.28)
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Bild 7.19: a) Winkel- und b) Polarisationsscha¨tzfehler nach dem vorgestellten Kalibrier-
verfahren fu¨r unterschiedlich polarisierte Wellen aus den Einfallsrichtungen Θ.
Damit liegt die Lo¨sung fu¨r eine geeignete Kalibriermatrix C vor, ohne Annahmen zu ei-
nem gemeinsamen Elementdiagramm oder zum Bezug zwischen dem Phasenzentrum der
Messung und der idealen, fehlerfreien Gruppe treffen zu mu¨ssen.
Die Bewertung der so durchgefu¨hrten Kalibrierung erfolgt durch den Richtungsscha¨tzfehler,
sowie durch den Fehler bei der Scha¨tzung der Polarisationsparameter η und δ. Dabei ist
zu beachten, dass eine getrennete Betrachtung der Scha¨tzwerte η˜ und δ˜ nicht sinnvoll ist,
da beispielsweise fu¨r den Fall einer rein linearen Polarisation, also η = 0
 
oder η = 90
 
,
der Scha¨tzwert δ˜ keine Rolle spielt. In [121] wird daher die Verwendung des Abstandes des
gescha¨tzten und des tatsa¨chlichen Punktes der Polarisation auf der Poincare´-Kugel fu¨r
den Polarisationsscha¨tzfehler vorgeschlagen. Dieser Abstand ist proportional zum Winkel
ζ , welcher aus den gescha¨tzten und den tatsa¨chlichen Polarisationsparametern berechnet
wird:
cos ζ = cos 2η cos 2η˜ + sin 2η sin 2η˜ cos(δ − δ˜). (7.29)
Die nach der Kalibrierung verbleibenden Scha¨tzfehler sind in Bild 7.19 fu¨r unterschiedli-
che Polarisationen gezeigt. Bei rein horizontaler oder vertikaler Polarisation stellen sich im
Wesentlichen Verla¨ufe ein, die auch nach der separaten Kalibrierung der zwei orthogonal
polarisierten Untergruppen erhalten werden. Die Ergebnisse fu¨r die 45
 
-lineare und die
zirkulare Polarisation zeigen weiterhin, dass sich ein vergleichbarer Verlauf einstellt, wenn
beide Vektorkomponenten pra¨sent sind. Dies a¨ußert sich auch in den a¨hnlichen quadrati-
schen Mittelwerten fu¨r den Winkelscha¨tzfehler, die fu¨r den abzudeckenden Winkelbereich
von ±15  in der Tabelle 7.4 zusammengestellt sind. Da fu¨r dieses Vorgehen der Kalibrierung
nicht zwei separate, den Polarisationen zugeordnete Lo¨sungen fu¨r das Elementdiagramm
verwendet werden, sondern mit einem gemeinsamen Elementdiagramm gearbeitet wird,
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Tab. 7.4: Quadratische Mittelwerte des Winkelscha¨tzfehlers ∆Θ und des Polarisati-
onsscha¨tzfehlers ζ aus dem Winkelbereich ±15  nach dem vorgestellten Kalibrierverfahren
fu¨r unterschiedlich polarisierten Welleneinfall.
Polarisation Winkelscha¨tzfehler Polarisationsscha¨tzfehler
lin. horizontal 0.18
 
0.47
 
lin. vertikal 0.16
 
1.13
 
lin. 45
 
diagonal 0.14
 
2.40
 
links-zirkular 0.15
 
2.75
 
fa¨llt der quadratische Mittelwert des Winkelscha¨tzfehlers bei horizontaler und vertikaler
Polarisation etwas gro¨ßer als im Fall der separaten Kalibrierung aus.
Die Scha¨tzung der Polarisation fu¨r den rein horizontal oder vertikal polarisierten Fall erfolgt
mit deutlich kleineren Fehlern als die Scha¨tzung von Polarisation, die beide Vektorkompo-
nenten enthalten. Der Grund dafu¨r ist in einer gro¨ßeren Unsicherheit bei der Bestimmung
des Scha¨tzwertes fu¨r den Phasenbezug δ˜ zu finden. Der Fehler bleibt innerhalb des ab-
zudeckenden Winkelbereiches fu¨r alle betrachteten Fa¨lle jedoch unterhalb von 5
 
. Unter
Beru¨cksichtigung der Tatsache, dass orthogonale Polarisationen im Abstand von 90
 
auf
der Poincare´-Kugel zu finden sind, ist auch das Ergebnis der Polarisationsscha¨tzung als
gut zu bewerten.
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Kapitel 8
Zusammenfassung
Die Bereitstellung einer Funkverbindung zum schnellen Datentransfer zwischen einem mo-
bilen Teilnehmer und dem weltweiten Datennetz oder die Erfassung des Umfeldes autono-
mer Systeme durch Radarsensoren sind zwei Beispiele fu¨r den ku¨nftigen Einsatz leistungs-
starker, drahtloser Systeme. Eine Schlu¨sselkomponente in diesen Systemen ist die Antenne,
die je nach Anforderung als passives Bauelement in der U¨bertragungskette ausgefu¨hrt oder
in Form einer aktiven Antennengruppe realisiert ist. Letztere bietet durch ihre Funktiona-
lita¨t die Mo¨glichkeit, einen eigenen Beitrag zur Verbesserung der Qualita¨t eines drahtlosen
Systems zu liefern.
Die Betrachtung von aktiven Antennengruppen, also von Gruppenantennen, bei denen
das Signal jedes Gruppenelementes durch einen entsprechenden Schaltungsteil direkt einer
digitalen Signalverarbeitung zugefu¨hrt wird, steht im Mittelpunkt dieser Arbeit. Im Ge-
gensatz zum Aufbau klassischer Gruppenantennen fu¨hrt die direkte Verbindung zwischen
den Gruppenelementen und der Signalverarbeitung zu einer neuen Transparenz in der Ar-
chitektur solcher Systeme. Dadurch entsteht eine unmittelbare Verknu¨pfung zwischen den
mit der Signalverarbeitung erzielten Ergebnissen und der Gruppenkonfiguration, also der
verwendeten Strahlerelemente und deren Anordnung innerhalb der Gruppe. Ausgehend von
der Frage nach einer optimalen Gruppenkonfiguration fu¨r aktive Antennensysteme treten
dabei vo¨llig neue Aspekte auf.
Die vorliegende Arbeit liefert in diesem Zusammenhang ihren Beitrag. Dabei werden Lo¨sun-
gen zum Entwurf von Antennenelementen und zur Vorverarbeitung gemessener Sensorsi-
gnale vorgestellt, welche jeweils schwerpunktma¨ßig aus den Gebieten der Hochfrequenz-
technik bzw. der Signaltheorie stammen. Daru¨ber hinaus werden Wege aufgezeigt, um die
neue Verbindung zwischen diesen Disziplinen fu¨r den systematischen Entwurf von Anten-
nengruppen zu nutzen.
Die zuna¨chst ganz allgemein aufzufassende Aufgabenstellung des Entwurfes einer Strahler-
gruppe fu¨r ein aktives Antennensystem setzt die Verwendung eines Systemmodells voraus,
welches die physikalischen Eigenschaften von Antennen beru¨cksichtigt. Weiterhin ist die
Festlegung aussagekra¨ftiger Gu¨tekriterien notwendig, die zwar fu¨r die Beschreibung klas-
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sischer Antennengruppen hinreichend bekannt sind, die fu¨r die Spezifikation einer aktiven
Antennengruppe aber nicht bestehen. Mit Blick auf die beiden wichtigsten Einsatzgebie-
te, die Diagrammformung und Richtungsscha¨tzung, erfolgt darum die Definition von zwei
Kenngro¨ßen zur quantitativen Erfassung des Sichtbereiches und der Richtungsauflo¨sung
einer Gruppenkonfiguration. U¨ber den ha¨ufig in der Signaltheorie angenommenen Fall von
Gruppen aus idealen Kugelstrahlern hinaus beru¨cksichtigen diese durch das entwickelte
Systemmodell auch physikalische Eigenschaften von Antennenelementen, wie z.B. das Ele-
mentdiagramm oder die Polarisation. Beide Kenngro¨ßen werden dabei so festgelegt, dass sie
ausschließlich von der ra¨umlichen Impulsantwort der Gruppe und somit nur von der Konfi-
guration und den Eigenschaften der Gruppenelemente abha¨ngen. Dies stellt die Grundlage
fu¨r die Spezifikation oder die Bewertung der Eignung einer Gruppe fu¨r den Einsatz in
einem aktiven Antennensystem dar.
Im Zusammenhang mit der allgemeinen, eher analytischen Betrachtung aktiver Anten-
nengruppen spielt deren Kalibrierung fu¨r den Erfolg der anschließenden Signalauswertung
eine weitere wichtige Rolle. Diese Vorverarbeitung, bei der die in realen Antennensystemen
auftretenden Fehler kompensiert werden, zeigt in ihrer Struktur deutliche Anknu¨pfungs-
punkte an Verfahren zur Transformation und Interpolation der ra¨umlichen Impulsant-
worten von Sensorgruppen. Bei diesen Verfahren wird die ra¨umliche Impulsantwort einer
Antennengruppe durch eine lineare Manipulation der Sensorsignale auf eine neue, virtuelle
Impulsantwort abgebildet. Diese wird in ihrer Struktur so gewa¨hlt, dass die anschließende
Verarbeitung der Signale effizienter mo¨glich ist. Bei der Evaluation verschiedener Vorver-
arbeitungsalgorithmen konnte gezeigt werden, dass durch die Kombination des Kalibra-
tionsverfahrens von See mit dem Interpolationsverfahren nach Hyberg eine deutliche
Verbesserung der Kalibrierung erreichbar ist. So betra¨gt die Verringerung des Restfehlers
bei der Richtungsscha¨tzung nach dieser Kalibrierung mit diesem neuen Verfahren in den
untersuchten Beispielen bis zu 60%.
Die Ergebnisse der eher grundlegenden Betrachtungen von Gruppenkonfigurationen aus
dem ersten Teil der Arbeit bilden die theoretische Basis fu¨r den Entwurf und die Vorver-
arbeitung der Signale von drei verschiedenen Gruppenkonfigurationen fu¨r unterschiedliche
Anwendungsgebiete. Das erste untersuchte Antennensystem findet seinen Einsatz bei der
Charakterisierung des Funkkanals um 920 MHz zur Verbreitung von digitalen Radio- und
TV-Programmen im DVB-T-System. Dazu wurden von der Deutschen Telekom Messfahr-
ten im Rhein-Main-Gebiet mit einer Monopol-Kreisgruppe aus acht Elementen und einem
mobilen Empfangssystem durchgefu¨hrt. Neben der Kalibrierung der Antenne sind verschie-
dene Ansa¨tze zur Transformation und Interpolation der Sensordaten betrachtet worden,
die eine schnelle Richtungsscha¨tzung und damit eine effiziente Auswertung der Messdaten
ermo¨glichen. Es konnte gezeigt werden, dass der Fehler bei der Richtungsscha¨tzung mit
dem MUSIC-Algorithmus nach der Kalibrierung, bei vernachla¨ssigbarem Mittelwert, mit
einer Varianz von nur 0.7
 
erfolgt. Die Verwendung eines geeigneten Transformations- bzw.
Interpolationsschrittes erlaubt die Verwendung des analytisch lo¨sbaren und daher deutlich
schnelleren ESPRIT-Verfahrens zur Parameterscha¨tzung. Der dabei auftretende Mittelwert
des Restfehlers ist ebenfalls vernachla¨ssigbar gering, wa¨hrend die auftretende Varianz des
151
Restfehlers mit 3.3
 
fu¨r die Anwendung der Richtungsscha¨tzung aus den gemessenen Daten
durchaus akzeptabel bleibt.
In Sensor- oder Kommunikationssystemen treten unterschiedliche Anforderungen fu¨r den
Sichtbereich von Antennensystemen auf. In kommerziellen Anwendungen ist dabei natu¨rlich
immer besonders auf die kostengu¨nstige Realisierbarkeit zu achten. Bevorzugt werden fu¨r
diese Anwendungen, mit Betriebsfrequenzen im Bereich von 1 GHz bis 77 GHz, Anten-
nen in planarer Mikrostreifenleitungstechnik verwendet. Deren Herstellung ist vergleichbar
mit der Fertigung gedruckter Leiterplatten und daher in großen Stu¨ckzahlen zu geringen
Stu¨ckkosten mo¨glich. Die Realisierung der beiden folgenden Beispiele erfolgt daher in die-
ser Technik. Die gewa¨hlte Betriebsfrequenz der Antennen liegt bei 10 GHz und damit im
Mittelfeld des Frequenzbereiches, der fu¨r die angestrebten Anwendungen von Interesse ist.
Fu¨r die Durchfu¨hrung praktischer Experimente mit den realisierten Antennengruppen wird
zudem ein Mehrkanal-Empfangssystem fu¨r den Frequenzbereich von 8 GHz bis 12.4 GHz
realisiert, welches bis zu 16 Antennen parallel mit der digitalen Signalauswertung verbindet.
Die Verwendung der planaren Mikrostreifenleitungstechnik kommt fu¨r die Realisierung des
zweiten untersuchten Antennensystems nicht ohne weiteres in Frage, da die Forderung
eines sehr breiten Sichtbereiches bei einer rein linearen Polarisation im Widerspruch zu
der schlechten Ausleuchtung von Winkelbereichen in der Na¨he der Gruppenebene solcher
planarer Antennen steht. Die Verwendung konformer, d.h. in diesem Kontext gekru¨mm-
ter Antennen verbindet dagegen die Vorteile der Mikrostreifenleitungsantennen mit einem
nahezu beliebig wa¨hlbaren Sichtbereich. In der gewa¨hlten Konfiguration sind die Elemen-
te auf einem Halbzylinder auf einer leitenden Ebene angebracht. Zur Beschreibung der
ra¨umlichen Impulsantwort der Gruppe und dem daraus zu bestimmenden Sichtbereich
wird ein Modell des Elementdiagrammes entworfen und angewendet. Mit der entwickelten
Anordnung ist demnach eine Direktivita¨t von 20 dBi im Winkelbereich ±80  erreichbar.
Wa¨hrend das Richtdiagramm in der Azimutrichtung vera¨nderlich sein soll, wird in der
dazu orthogonalen Elevationsrichtung ein festes Diagramm spezifiziert. Zur Einstellung
dieses Elevationsdiagramms werden Untergruppen aus seriell gespeisten Mikrostreifenlei-
tungsstrahlern eingesetzt. Um bei der Optimierung der Abmessungen dieser Untergruppen
nicht auf zeitintensive Feldsimulationen angewiesen zu sein, wird ein analytisches Leitungs-
modell fu¨r die Untergruppe entwickelt. Dieses ermo¨glicht eine effiziente Bestimmung der
Antennenabmessungen und zeigt sowohl in dem vorgestellten Beispiel als auch in weiteren
referenzierten Fa¨llen eine hervorragende U¨bereinstimmung mit Ergebnissen aus Feldsimu-
lationen und Messungen.
Fu¨r diese Antennenkonfiguration wurden, basierend auf den Messungen mit dem realisier-
ten Mehrkanal-Empfangssystem, verschiedene Verfahren zur Kalibrierung und Interpola-
tion untersucht. Die Verwendung der optimierten Kalibrierverfahren erlaubt danach eine
Richtungsscha¨tzung mit einem quadratischen Mittelwert des Scha¨tzfehlers von 0.13
 
im
spezifizierten Sichtbereich. Die Verwendung des schnellen ESPRIT-Verfahrens zur Rich-
tungsscha¨tzung ist auch fu¨r diese Gruppe erst nach einer Interpolation der ra¨umlichen Im-
pulsantwort mo¨glich. Dazu erfolgt die systematische Minimierung des erreichten Scha¨tzfeh-
lers durch die Untersuchung verschiedener virtueller Impulsantworten fu¨r die Interpolation.
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Es zeigt sich, dass die Richtungsscha¨tzung nach der Interpolation immer noch mit einem
quadratischen Mittelwert des Scha¨tzfehlers von 0.96
 
im gesamten sichtbaren Winkelbe-
reich mo¨glich ist.
Bei der umgekehrten Forderung nach einem gezielt eingeschra¨nkten sichtbaren Winkelbe-
reich ist die Anzahl der zu verwendenden Signalpfade und der damit verbundenen System-
kosten durch die Bildung von Untergruppen deutlich zu verringern. Es zeigt sich jedoch,
dass dabei eine dichtere Anordnung dieser Untergruppen notwendig ist. Mit bisher in der
Literatur zu findenden Ansa¨tzen fu¨r planare Antennen ist dies fu¨r den angestrebten dual
polarisierten Betrieb des Systems kaum umsetzbar. Zur Realisierung der Untergruppen
wurde darum, angelehnt an das Prinzip der Yagi-Uda-Antenne aus parasita¨r verkop-
pelten Elementen, ein neues dual polarisiertes Element entwickelt, welches diese dichtere
Anordnung ermo¨glicht. Da fu¨r die Synthese von Yagi-Uda-Antennen keine geschlossen zu
formulierende Lo¨sung vorliegt, ist eine numerische Optimierung der Struktur notwendig.
Durch die Einfu¨hrung eines a¨quivalenten Drahtantennenmodells fu¨r die in Streifenleitungs-
technik ausgefu¨hrte Antenne und die Bestimmung vereinfachender Entwurfsregeln verrin-
gert sich die Dauer dieser Optimierung etwa um das 50- bis 100-fache und wird damit in
annehmbaren Zeiten im Stundenbereich mo¨glich.
Diese neuen Quasi-Yagi-Elemente bilden die Basis fu¨r den Entwurf einer Antennengrup-
pe, die in einem Winkelbereich von ±15  senkrecht zur Gruppenachse eine Direktivita¨t
von 17 dBi fu¨r alle Polarisationen aufweisen soll. Die Synthese zeigt, dass dies mit einer
linearen Gruppe aus vier Quasi-Yagi-Elementen mit jeweils drei parasita¨r angekoppelten
Direktoren realisierbar ist. Die Auswertung der nach der Herstellung der Antennengruppe
erhaltenen Messergebnisse zeigt auch in diesem Fall eine hervorragende U¨bereinstimmung
mit den zuvor durchgefu¨hrten Feldsimulationen. Diese Messergebnisse bilden weiterhin die
Datenbasis zur Untersuchung der Kalibrierung unter Beru¨cksichtigung des dual polarisier-
ten Betriebes. Der dazu entwickelte Ansatz baut auf der Kalibrierung der linear polarisier-
ten Antennen auf. Er beru¨cksichtigt jedoch den jeweils von den Antennen empfangenen
kreuzpolaren Strahlungsanteil und tra¨gt der Tatsache Rechnung, dass der theoretisch an-
genommene Bezugspunkt fu¨r die Phase nicht notwendigerweise mit dem in der Messung
vorliegenden Bezugspunkt u¨bereinstimmt. Die Richtungsscha¨tzung von einfallenden Si-
gnalen ist mit diesem Vorgehen, abha¨ngig von der Polarisation, bei einem quadratischen
Mittelwert fu¨r den Scha¨tzfehler von 0.14
 
bis 0.18
 
sehr gut mo¨glich. Auch der fu¨r die Be-
stimmung der Polarisation ermittelte quadratische Mittelwert des Scha¨tzfehlers von 0.5
 
bis 2.8
 
ist als gut zu bewerten.
Der Vergleich der Simulations- und Messergebnisse aus den drei vorgestellten Realisierungs-
beispielen zeigt deutlich, dass die Analyse von teilweise sehr aufwendigen Antennenstruktu-
ren mit den heute kommerziell verfu¨gbaren Simulationswerkzeugen hervorragend mo¨glich
ist. Die Verwendung dieser Feldsimulationen innerhalb eines Optimierungsprozesses fu¨hrt
jedoch in der Regel zu inakzeptablen Berechnungsdauern. Daher wird der Entwicklung und
Verwendung von mo¨glichst exakten, wenn auch stark spezialisierten Modellen zur Synthese
komplexer Antennensysteme auch ku¨nftig eine nennenswerte Bedeutung zukommen.
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Sowohl die allgemeinen Betrachtungen der Eigenschaften von Gruppenkonfigurationen fu¨r
den Einsatz in aktiven Antennensystemen als auch die Diskussion der realisierten Beispiele
deutet die Vielfa¨ltigkeit dieser Aufgabenstellung an. Die Ergebnisse dieser Arbeit ko¨nnen
dabei auf der gesamten thematischen Breite eine Unterstu¨tzung bei der Beantwortung der
Frage nach einer optimalen Antennengruppe fu¨r solche Systeme bieten.
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Anhang A
Mehrkanal-Empfangssystem
Die Durchfu¨hrung von Experimenten zur Diagrammformung und Richtungsscha¨tzung mit
aktiven Antennensystemen bedingt die Verwendung eines Sende- oder Empfangssystems
mit mehreren parallel ausgefu¨hrten Signalzweigen. Allgemeine Aspekte dieser Thematik
sind in Abschnitt 2.2 dargestellt. Fu¨r die Mehrzahl der im Rahmen dieser Arbeit durch-
gefu¨hrten Untersuchungen wird das nachfolgend beschriebene und schematisch in Bild A.1
gezeigte Mehrkanal-Empfangssystem verwendet. Die 16 parallel ausgefu¨hrten Signalpfade
sind nach dem Heterodyn-Verfahren mit einer zweistufigen Abwa¨rtsmischung realisiert.
Der HF-Frequenzbereich ist im Wesentlichen durch die Bandbreite der Mischer in der ers-
ten Stufe auf das X-Band von 8 GHz bis 12.5 GHz festgelegt. Die in der ersten Stufe
verwendeten Mischer des Typs M77C von M/A-COM [123] arbeiten nach dem Prinzip
des Ringmodulators [124] mit Schottky-Dioden und ferritbasierten U¨bertragern. Das
beno¨tigte Lokaloszillator-(LO)-Signal, mit einer Leistung von ≥ 7dBm, wird den Mischern
u¨ber Leistungsteiler von einer gemeinsamen Quelle zugefu¨hrt.
X-Band:8 GHz - 12.4 GHz ZF- Bereich 71 MHz Basisband
D
A
1
1N
N N
N
N
N
Teiler 1:N
140MHz PLL
ZF-Verstärkung
&
I/Q-Demodulation
ZF-Referenzelement
32-fach
MUX
PC
Bild A.1: Blockschaltbild des realisierten Mehrkanal-Empfangssystems.
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Bild A.2: Blockschaltbild eines ZF-Moduls.
Zur gleichzeitigen Versorgung aller 16 Mischer betra¨gt die beno¨tigte Ausgangsleistung der
Quelle etwa 20 dBm, was im vorliegenden Fall den Einsatz eines zusa¨tzlichen Versta¨rkers
in diesem Zweig bedingt. Die LO-Frequenz wird so gewa¨hlt, dass eine Abwa¨rtsmischung in
das Zwischenfrequenz-(ZF)-Band um 71 MHz erfolgt. Diese in zahlreichen kommerziellen
Systemen verwendete Zwischenfrequenzlage erlaubt den Aufbau der weiteren Empfa¨nger-
schaltung mit gut verfu¨gbaren Komponenten.
Nach der Versta¨rkung, Filterung und Abwa¨rtsmischung ins Basisband erfolgt die A/D-
Wandlung der Inphase-(I)- und Quadratur-(Q)-Komponenten der Signale, welche dem
Real- und Imagina¨rteil des komplexen Basisbandsignals entsprechen. Diese A/D-Wandlung
wird durch eine, fu¨r den Einbau in einen PC vorgesehene, 12 Bit A/D-Wandlerkarte vom
Typ PCI-6071E des Herstellers National Instruments durchgefu¨hrt [125]. Sie erlaubt eine
maximale Abtastfrequenz von 1.25 MHz/K, wobei K die Anzahl der auszuwertenden Si-
gnale ist. Im vorliegenden Fall entspricht dies der dopelten Anzahl der SignalpfadeK = 2N .
Im Betrieb des Empfa¨ngers mit 16 Signalpfaden, die jeweils in 16 I- und 16 Q-Signalen en-
den, folgt die maximale Abtastfrequenz darum zu 1.25 MHz/32 = 39.1 kHz. Die maximale
Bandbreite des Modulationssignals liegt dementsprechend bei ca. 19 kHz. Das Auslesen
der A/D-Wandlerkarte ist beispielsweise sehr komfortabel direkt mit der mathematischen
Software MATLAB mo¨glich.
Nach dem U¨berblick fu¨r das gesamte Empfangssystem ist in Bild A.2 das Blockschalt-
bild eines einzelnen ZF-Moduls gezeigt. Im Anschluss an die Abwa¨rtsmischung in die ZF-
Lage bei 71 MHz erfolgt zuna¨chst die Versta¨rkung des Signals. Dazu wird der rauscharme
Versta¨rker AD 603 von Analog Devices [126] verwendet. Der Versta¨rkungsfaktor des Bau-
steins ist im gewa¨hlten Arbeitspunkt durch eine Steuerspannung von -10 dB bis +30 dB
einzustellen. Dies entspricht zwar dem Betrieb mit der geringsten einstellbare Versta¨rkung,
jedoch ist die dabei erreichte Bandbreite mit 90 MHz maximal. Zur Unterdru¨ckung un-
erwu¨nschter Mischprodukte und zur Reduzierung des Rauschens wird das schmalbandige
SAW-Bandpassfilter B3625 von EPCOS [127] mit einer Mittenfrequenz von 71 MHz ver-
wendet. Die 3 dB-Bandbreite des Filters betra¨gt typisch 340 kHz, wa¨hrend die Signale bei
±250 kHz Abstand von der Bandmitte schon um wenigstens 13 dB abgefallen sind. Da die
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Bild A.3: Blockschaltbild des Moduls zur Erzeugung des zweiten LO-Signals aus geregel-
tem Eingangsversta¨rker, Phasenregelschleife und Ausgangsversta¨rker.
Ein- und Ausga¨nge des SAW-Filters tendenziell kapazitiv sind, erfolgt eine Leistungsan-
passung an den vorgeschalteten Versta¨rker und den nachfolgenden I/Q-Demodulator durch
eine Kombination von Chip-Induktivita¨ten.
Zur Umsetzung der Zwischenfrequenzsignale in das komplexe Basisband ist die Verwen-
dung eines I/Q-Demodulators no¨tig. Dazu wird in dem ZF-Modul der Baustein MAX 2451
von Maxim [128] eingesetzt. Die Eingangssignale werden in diesem Baustein, nach einer
weiteren Versta¨rkung, in zwei separaten Mischern mit dem zweiten LO-Signal in die I-
Komponente, bzw. mit dem um 90
 
versetzten LO-Signal in die Q-Komponente, herabge-
mischt. Die niederfrequenten I- und Q-Signale liegen dann am Ausgang des Bausteins nach
erneuter Versta¨rkung vor und werden direkt der A/D-Wandlerkarte zugefu¨hrt.
Der verwendete I/Q-Demodulator erlaubt sowohl den Betrieb mit einem internen als auch
einem externen LO, dessen Frequenz bedingt durch den Aufbau des Mischers der doppelten
Signalfrequenz entsprechen muss und somit bei 142 MHz liegt. Die Verwendung eines
gemeinsamen, also extern zugefu¨hrten LO-Signals ist in dieser Anwendung essentiell, damit
ein festes Phasenverha¨ltnis zwischen allen I- und Q-Signalen der N Signalpfade bestehen
bleibt. Weiterhin ist das zweite LO-Signal phasenstarr durch eine Phasenregelschleife mit
dem Tra¨ger des ZF-Signals zu verbinden. Das Blockschaltbild des dazu verwendeten Moduls
ist in Bild A.3 gezeigt.
Der Kern dieses Moduls ist der spannungsgesteuerte Oszillator MAX 2606 von Maxim
[129], dessen Leerlauffrequenz durch die a¨ußere Beschaltung auf etwa 142 MHz eingestellt
ist. Durch Vera¨nderung der Steuerspannung im Bereich von 0.4 V bis 2.4 V wird eine
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Frequenzvariation des VCOs von 129 MHz bis 152 MHz erreicht. Einer der zwei Oszillator-
ausga¨nge wird mit dem Operationsverta¨rker MAX 4305 [130] verbunden und das versta¨rk-
te Signal u¨ber ein Netzwerk aus sieben Leistungsteilern vom Typ DSS-313 von M/A-Com
[131] auf acht Ausga¨nge verteilt. Diese werden mit den acht ZF-Modulen verbunden, in
denen jeweils zwei der 16 Signalpfade untergebracht sind.
Wie ebenfalls in Bild A.3 gezeigt ist, bildet der zweite Ausgang des VCOs einen Teil der
Phasenregelschleife, die den Bezug zu einem der N vorliegenden ZF-Signale herstellt. Da-
bei wird das ZF-Signal des als Phasenreferenz angenommenen Antennenelementes u¨ber
eine Kombination aus zwei variablen Verta¨rkern vom Typ AD 603, einem OP-Versta¨rker
vom Typ MAX 4305 und einer diskret aufgebauten Detektorschaltung auf einen nahezu
konstanten Pegel von 200 mVss angehoben. Ohne das ZF-Signal nennenswert zu belasten,
ermo¨glicht dieser Schaltungsteil die Pegelstabilisierung fu¨r einen Leistungsbereich von et-
wa -60dBm bis 10dBm. Das so versta¨rkte ZF-Signal wird mit dem des VCOs in einen als
Phasendetektor operierenden I/Q-Demodulatorbaustein MAX 2451 eingespeist. Wa¨hrend
der Q-Zweig des Bausteins nicht verwendet wird, liefert der I-Ausgang die fu¨r den Oszilla-
tor in der Phasenregelschleife beno¨tigte Regelspannung. Diese wird schließlich u¨ber einen
Tiefpass mit dem Steuereingang des Oszillators verbunden.
Anhang B
Elementarstrahler
An verschiedenen Stellen dieser Arbeit werden theoretische Betrachtungen von Gruppen
aus unterschiedlichen Antennenelementen durchgefu¨hrt. Die Eigenschaften der dazu ver-
wendeten Elementarstrahler sind in diesem Kapitel zusammengefasst.
Isotrope Strahler
Der Ausgangspunkt vieler Untersuchungen in der Sensorsignalverarbeitung ist der isotrope
Kugelstrahler, mit einem richtungsunabha¨ngigen Elementdiagramm |g(Ω)| =const. Prak-
tisch ist dieser Strahler als polarisationsreines Element jedoch nicht realisierbar, da kein
Vektorfeld zu den drei notwendigen Bedingungen
  konstante Leistungsdichte:
|~p| = | ~E × ~H| = p0 (B.1)
  E- und H-Feld immer senkrecht zueinander:
~E · ~H = 0 (B.2)
  E- und H-Feld durch die Freiraumimpedanz verknu¨pft:
| ~H| = η0| ~E| (B.3)
fu¨r alle Raumrichtungen Ω existiert. Bestehen dagegen bei der Polarisation keine Ein-
schra¨nkungen, so ist durch den L-Strahler nach [132] mit dem Elementdiagramm
g = [cosΦ · ej pi2 (1+cos Θ) sinΦ], ggH = |g|2 = 1 (B.4)
eine isotrope Leistungsdichte im Fernfeld des Antennenelementes mo¨glich.
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Hertz’scher Dipol
Grundlage vieler Betrachtungen ist der z-gerichtete Hertz’sche oder elektrische Dipol mit
dem Elementdiagram
gz =
√
3
2
· [sin Θ 0], (B.5)
und einer Direktivita¨t von D = 3/2=ˆ1.76 dBi. Die Ausdru¨cke fu¨r die Elementdiagramme
eines Hertz’schen Dipols in x- und y-Ausrichtung folgen daraus mit Hilfe entsprechender
Koordinatentransformationen:
gx =
√
3
2
· [− cos(Θ) cos(Φ) sin(Φ)], (B.6)
gy =
√
3
2
· [− cos(Θ) sin(Φ) − cos(Φ)]. (B.7)
Analog zu der Beschreibung zylindrischer oder spha¨rischer Einheitsvektoren durch karthe-
sische Einheitsvektoren erfolgt die Beschreibung beliebig ausgerichteter Dipole. Fu¨r das
Beispiel eines in spha¨rischen Koordinaten parallel zum Einheitsvektor in r-Richtung lie-
genden Dipols folgt
gr = gx · cosΦ0 sinΘ0 + gy · sinΦ0 sinΘ0 + gz · cosΘ0 (B.8)
=
√
3
2
·
[ − cosΘ sinΘ0 cos(Φ− Φ0) + sinΘ cosΘ0
sinΘ0 sin(Φ− Φ0)
]T
, (B.9)
mit den Winkeln Θ0 und Φ0 zur Beschreibung der Dipolausrichtung.
Huygens-Quelle
Nach dem Babinet’schen Prinzip [70] erfolgt die Beschreibung des zum elektrischen Dipol
komplementa¨ren magnetischen Dipols durch Vertauschen der Θ- und Φ-Komponenten aus
den Elementdiagrammen. Die Kombination eines elektrischen und eines dazu senkrechten
magnetischen Dipols fu¨hrt zur sogenannten Huygens-Quelle [133]. Die U¨berlagerung eines
Θ-orientierten elektrischen Dipols und eines Φ-orientierten magnetischen Dipols resultiert
dann in dem r-gerichteten Elementdiagramm
g =
√
3 · 1
2
[ −(1 + cosΘ cosΘ0) cos(Φ− Φ0)− sinΘ sinΘ0
(cosΘ + cosΘ0) sin(Φ− Φ0)
]T
(B.10)
mit dem Maximum in Richtung Θ0,Φ0. Dieser Strahler weist die Direktivita¨t D = 3 und
im Spezialfall
g|Θ0=0,Φ0=0 =
√
3 · 1 + cosΘ
2
· [− cosΦ sin Φ ] (B.11)
einen um die z-Achse rotationssymmetrischen Betragsverlauf auf. Durch die gerichtete
Abstrahlung eignet sich dieser Elementarstrahler als Basis fu¨r die Modellierung planarer
oder konformer Mikrostreifenleitungsantennen [19].
Anhang C
Evaluation der
Richtungsempfindlichkeit
Crame´r-Rao-Schranke nach Stoica & Nehorai
Nach [41] ist die Crame´r-Rao-Schranke fu¨r das Problem der Richtungsscha¨tzung mit
einer Sensorgruppe undM einfallenden Wellenfronten unter Verwendung einer ausreichend
großen Zahl von Abtatstwerten K
CRS(ξ) =
N0
2K
(<{[DH · [I−H(HHH)−1HH] ·D]PT})−1 . (C.1)
Die Definition der darin enthaltenen Matrizen ist
P = E
{
xxH
}
, (C.2)
H = [h(ξ1) . . .h(ξM)], (C.3)
D = [h˙(ξ1) . . . h˙(ξM)] (C.4)
und N0 ist die Rauschleistung in einem einzelnen Signalpfad.
Richtungsempfindlichkeit
Die in Kapitel 3.2 definierte Richtungsempfindlichket einer Antennengruppe ist nach Glei-
chung 3.42 durch
R(Ω) =
2
pi2
· dH ·
(
I− hh
H
hHh
)
· d . (C.5)
gegeben. Die ra¨umliche Impulsantwort der Gruppe (Gleichung 2.19) bei einer angenomme-
nen Polarisation p0 ist
h(ξ) =

h(ξ)pH0 (C.6)
= a(ξ) (g(ξ)pH0 ) (C.7)
= a(ξ) g(ξ). (C.8)
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Dabei sind in g die Elementdiagramme unter Beru¨cksichtigung der Polarisation zusam-
mengefasst und der Vektor
a = ejkL
Tuˆr (C.9)
beschreibt die Phasenunterschiede durch die unterschiedlichen Elementpositionen rn in der
Matrix
L = [r1, . . . , rN ]. (C.10)
Unter Verwendung der Produktregel folgt die Ableitung der ra¨umlichen Impulsantwort zu
d = h˙ =
d
dξ
h(ξ) = a(ξ) g˙(ξ) + g(ξ) a˙(ξ) (C.11)
= AD · g˙ +GD · a˙. (C.12)
Dabei werden die Diagonalmatrizen
AD = diag{a} und GD = diag{g} (C.13)
eingefu¨hrt. Die Ableitung des Vektors a folgt nach der Ableitung der enthaltenen Expo-
nentialfunktionen zu
a˙ = (jkLTu˙r) ejkLTuˆr = (jkLTu˙r) a = jkADLTu˙r. (C.14)
Die darin auftretende Ableitung des Einheitsvektors u˙r in r-Richtung ist bei bekannten
Funktionen Θ(ξ) und Φ(ξ) durch den folgenden Zusammenhang gegeben:
u˙r =
d
dξ

 cosΦ sinΘsin Φ sinΘ
cosΘ

 =

 cosΦ cosΘsinΦ cosΘ
− sinΘ

 Θ˙ +

 − sinΦ sinΘcosΦ sinΘ
0

 Φ˙ (C.15)
= Θ˙ · uˆΘ − Φ˙ · sinΘuˆΦ. (C.16)
Da die Reihenfolge der Multiplikation der Diagonalmatrizen GD und AD vertauschbar ist,
wird die Ableitung der ra¨umlichen Impulsantwort zu
d = GD · jkADLTu˙r +AD · g˙ = AD(jkGDLTu˙r + g˙) (C.17)
Fu¨r die Evaluation der Gleichung C.5 sind einige kombinierte Ausdru¨cke zu bestimmen.
Fu¨r das Betragsquadrat von d folgt
|d|2 = (g˙H − jku˙Tr LGHD)(g˙ + jkGDLTu˙r) (C.18)
= |g˙|2 + k2u˙Tr LGHDGDLTu˙r + 2<{jkg˙HGDLTu˙r}. (C.19)
Darin ist beru¨cksichtigt, dass die Diagonalelemente von AD nur durch Exponentialfunk-
tionen belegt sind und darum AHDAD = I ist. Das Produkt aus dem Ableitungsvektor und
der ra¨umlichen Impulsantwort ist
dHh = dHADg = (g˙
H − jku˙Tr LGHD) · g (C.20)
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und das Betragsquadrat dieses Ausdruckes folgt zu
|dHh|2 = |g˙Hg|2 + k2u˙Tr LGHD · ggHGDLTu˙r + 2<{jkg˙HggHGDLTu˙r}. (C.21)
Schließlich ist das Betragsquadrat der ra¨umlichen Impulsantwort
hHh = gHg. (C.22)
Mit diesen Gleichungen erfolgt die Beschreibung der Richtungsempfindlichkeit durch
R =
2
pi2
·
(
|d|2 − |d
Hh|2
hHh
)
=
2
pi2
· g˙H
(
I− gg
H
gHg
)
g˙
+
8
λ2
· u˙Tr LGHD
(
I− gg
H
gHg
)
GDL
Tu˙r
− 4
pi2
=
{
jkg˙H
(
I− gg
H
gHg
)
GDL
Tu˙r
}
. (C.23)
Unter der Annahme, dass allen Elementen ein vom Schwenkwinkel unabha¨ngiges Phasen-
zentrum zugeordnet ist, ko¨nnen die Elementdiagramme in g bzwGD sowie deren Ableitung
als reellwertig angenommen werden. Da auch die Positionsmatrix und die Ableitung des
Einheitsvektors uˆr reell sind, verschwindet der Imagina¨rteil des Ausdrucks in der geschweif-
ten Klammer und dieser Summand entfa¨llt.
Die Untersuchung des zweiten Summanden und der U¨bergang von der Matrix- in die Sum-
menschreibweise fu¨hrt zu den Umformungen
LGTDGDL
T =
N∑
n=1
g
2
nrnr
T
n , (C.24)
LGTDg =
N∑
n=1
g
2
nrn = r¯ ·
N∑
n=1
g
2
n, (C.25)
wobei der mit g2n gewichtete, lineare Mittelwert der Vektoren rn aus der Matrix L als
r¯ =
∑N
n=1 g
2
nrn∑N
n=1 g
2
n
=
1
gTg
N∑
n=1
g
2
nrn (C.26)
bezeichnet wird. Das innere Matrixprodukt in der Gleichung C.23 wird mit diesen Bezie-
hungen zu
LGTD
(
I− gg
T
gTg
)
GDL
T =
N∑
n=1
g
2
nrnr
T
n − r¯r¯T ·
N∑
n=1
g
2
n (C.27)
=
N∑
n=1
g
2
n(rn − r¯)(rn − r¯)T. (C.28)
Das Einsetzen dieser Summenformel fu¨hrt dann zu der Formulierung fu¨r die Richtungs-
empfindlichkeit in Gleichung 3.57.
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Lineare Antenenngruppe aus isotropen Kugelstrahlern
Fu¨r einige Beispiele ist die analytische Evaluation der Richtungsempfindlichkeit gut mo¨glich.
Die ra¨umliche Impulsantwort einer linearen Gruppe aus isotropen Kugelstrahlern entlang
der z-Achse ist
h(Θ) = g(Θ) · a(Θ) = 1 · ejkz cosΘ, (C.29)
z = [zn] zn = (n− 1)d, n = 1 . . . N. (C.30)
Diese ist nur vom Elevationswinkel Θ abha¨ngig und wird dementsprechend auch nur eine
Auflo¨sung in Elevation ermo¨glichen. Unter Verwendung der Gleichung 3.60 zur Berechnung
der Richtungsempfindlichkeit bei Gruppen aus identischen Elementen folgt
R =
2
pi2
·
(
|a˙|2 − |a˙
Hh|2
|h|2
)
. (C.31)
Die Ableitung von a nach ξ = Θ ist dann
a˙ = −jk sinΘz ejkz cosΘ (C.32)
und die fu¨r die Richtungsempfindlichkeit relevanten Vektorprodukte sind
a˙Ha˙ = k2 sin2ΘzTz, (C.33)
a˙Hh = jk sin2ΘNz¯ mit z¯ =
1
N
N∑
n=1
zn, (C.34)
hHh = N sin2Θ, (C.35)
|a˙Hh|2
hHh
= k2 sin2ΘNz¯2 +N cos2Θ. (C.36)
Die Richtungsempfindlichkeit wird demnach zu
R =
8
λ2
sin2Θ · (zTz−Nz¯2). (C.37)
Fu¨r den Fall a¨quidistant angeordneter Elemente gilt nun
z¯ = d
1
N
N∑
n=1
(n− 1) = d · N − 1
2
, (C.38)
zTz = d2
N∑
n=1
(n− 1)2 = d2 ·
(
N(N + 1)(2N + 1)
6
−N2
)
(C.39)
und die Richtungsempfindlichkeit ist schließlich
R =
(
d
λ
)2
· 2
3
· sin2Θ ·N(N2 − 1). (C.40)
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Kreisgruppe aus Hertz’schen-Dipolen
Ein weiteres Beispiel ist die Kreisgruppe in der xy-Ebene aus aus z-gerichtetenHertz’schen
Dipolen mit der ra¨umlichen Impulsantwort
h = g(Ω) · a(Ω) =
√
1.5 sinΘ · ejkρ sin(Θ) cos(Φ−φ), (C.41)
φ = [φn] φn = (n− 1)2pi
N
. (C.42)
Da die Summe der Positionsvektoren wegen
N∑
n=1
rn =


∑N
n=1 cos(φn)∑N
n=1 sin(φn)
0

 = 0 fu¨r N > 1 (C.43)
verschwindet, wird fu¨r diese Gruppe aus identischen Elementen die Formulierung der Glei-
chung 3.62 fu¨r die Richtungsempfindlichkeit verwendet:
R =
3
pi2
· sin2Θ · |a˙|2. (C.44)
Das Betragsquadrat von a˙ folgt weiterhin aus der Metrik von a. Analog zu der Glei-
chung 3.48 sind die zugeho¨rigen Fundamentalgro¨ßen:
da
dΘ
= (jkρ cosΘ cos(Φ−ΦQ)) a, (C.45)
da
dΦ
= (−jkρ sinΘ sin(Φ−ΦQ)) a, (C.46)
E = k2ρ2 cos2Θ
N∑
n=1
cos2(Φ− φn) = (kρ cosΘ)2N
2
fu¨r N > 2, (C.47)
F = k2ρ2 cosΘ sinΘ
N∑
n=1
cos(Φ− φn) sin(Φ− φn) = 0, (C.48)
G = k2ρ2 sin2Θ
N∑
n=1
sin2(Φ− φn) = (kρ sinΘ)2N
2
fu¨r N > 2. (C.49)
Mit diesen Gro¨ßen folgt fu¨r die Richtungsempfindlichkeit der betrachteten Kreisgruppe
R =
3
pi2
· sin2Θ ·
(
EΘ˙2 + 2F Θ˙Φ˙ +GΦ˙2
)
(C.50)
= 6N · sin2Θ ·
(ρ
λ
)2
·
(
cos2ΘΘ˙2 + sin2ΘΦ˙2
)
. (C.51)
Ist der Umfang der Kreisgruppe durch
U = N · d = 2piρ (C.52)
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gegeben, so kann der Radius der Gruppe ρ durch die Elementanzahl N und den Elementab-
stand d ausgedru¨ckt werden:
ρ =
N · d
2pi
. (C.53)
Mit diesem Ausdruck und der Zusammenfassung der Winkelfunktionen ist die Richtungs-
empfindlichkeit der Kreisgruppe aus z-gerichteten Hertz’schen-Dipolen in der xy-Ebene
schließlich
R =
3N3
2pi2
·
(
d
λ
)2
·
(
1
4
sin2(2Θ)Θ˙2 + sin4ΘΦ˙2
)
. (C.54)
Anhang D
Transformation von Kreisgruppen
Um fu¨r die ra¨umlichen Impulsantwort von Kreisgruppen-Antennen eine Vandermonde-
Struktur zu erhalten, wird eine Transformation aus der Betrachtung abgetasteter Ringa-
perturen abgeleitet. Die Belegungsfunktion w(φ) einer zuna¨chst als kontinuierlich ange-
nommenen Ringapertur ist periodisch in 2pi und durch die Fourier-Reihe
w∗(φ) =
∞∑
m=−∞
αme
jmφ =
∞∑
m=−∞
αmw
∗
m(φ) (D.1)
zu beschreiben [134, 31, 135]. Darin ist wm(φ) = e
−jmφ die m-te ra¨umliche Harmonische
der Anregung und αm der zugeho¨rige Fourier-Koeffizient. Das Fernfelddiagramm, welches
durch diesen Mode erzeugt wird, ist dann
fm(Φ) =
∫ 2pi
0
w∗me
jkρ cos(Φ−φ)dφ (D.2)
= 2pijmJm(kρ)e
jmΦ, (D.3)
mit der Bessel-Funktion Jm(·) erster Art und m-ter Ordnung als Integrallo¨sung und dem
Radius der Ringapertur ρ.
Der Wert dieser Bessel-Funktion wird nun vernachla¨ssigbar klein, wenn die Ordnung
m gro¨ßer als das Argument kρ wird. Daraus entsteht eine Aussage u¨ber die mit einer
bestimmten Ringapertur maximal anregbaren, bzw. zu beru¨cksichtigen Moden
M = ±kρ. (D.4)
Die Moden ho¨herer Ordnung sind dementsprechend vernachla¨ssigbar. Die physikalische
Bedeutung dieser Aussage liegt darin, dass durch die Vorzeichenwechsel der Belegungs-
funktionen fu¨r die Moden ho¨herer Ordnung kaum noch Leistung abgestrahlt wird.
Das Fernfeld einer Kreisgruppenantenne ist allgemein durch die U¨berlagerung der gewich-
teten Elementbeitra¨ge gegeben:
f(Φ) =
N∑
n=1
w∗ne
jkρ cos(Φ−φn). (D.5)
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Die Summanden der Gleichungen sind als Integral u¨ber eine kontinuierliche, an den Orten
der Elemente durch die Dirac-Distribution abgetastete Funktion zu beschreiben:
f(Φ) =
N∑
n=1
∫ 2pi
0
w∗(φ)ejkρ cos(Φ−φ)δ(φ− φn)dφ. (D.6)
Nach Vertauschen der Integration mit der Summation und unter Verwendung der Identita¨t
∞∑
n=−∞
δ
(
f − n
T
)
= |T |
∞∑
p=−∞
ej2pipTf (D.7)
mit den Variablen φn = n
2pi
N
, f = φ und T = N
2pi
folgt fu¨r den Fernfeldausdruck
f(Φ) =
∫ 2pi
0
w∗(φ)ejkρ cos(Φ−φ)
N
2pi
∞∑
p=−∞
ejNpφdφ. (D.8)
Mit der Gewichtung w∗(φ) = w∗m(φ) = e
jmφ wird wieder ein Ausdruck fu¨r das Fernfelddia-
gramm des m-ten Modes erhalten.
fm(Φ) =
∫ 2pi
0
ejmφejkρ cos(Φ−φ)
N
2pi
∞∑
p=−∞
ejNpφdφ =
∞∑
p=−∞
fm,p(Φ) (D.9)
Fu¨r die nach erneuter Vertauschung von Integration und Summation entstehenden Sum-
manden ist, wie im Fall der kontinuierlichen Apertur, eine Integrallo¨sung mit Hilfe der
Bessel-Funktion erster Art anzugeben:
fm,p(Φ) =
N
2pi
∫ 2pi
0
ej(m+Np)φejkρ cos(Φ−φ)dφ (D.10)
= Njm+NpJm+Np(kρ)e
j(m+Np)Φ. (D.11)
Der dem Index p = 0 zugeordnete Summand gibt die Lo¨sung des kontinuierlichen Falles
wieder. Durch die Abtastung der Apertur entstehen daru¨berhinaus weitere Terme, die
durch die Einhaltung einer zu definierenden Abtastbedingung mo¨glichst wenig Einfluss
zeigen sollen. Da diese Terme jeweils durch eine Bessel-Funktionen der Ordnungenm+Np
beschrieben werden, erfolgt die Definition der Abtastbedingung wieder durch das Verha¨ltnis
zwischen Ordnung und Argument der Bessel-Funktion:
kρ < |m+Np| fu¨r
{
p = −1 m > 0
p = 1 m < 0
(D.12)
N > kρ+m (D.13)
Diese Anforderung ist fu¨r alle anregbare Moden zu erfu¨llen. Der ho¨chste anregbare Mode
ist als mmax =M = kρ definiert worden und die Abtastbedingung wird somit zu
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N > 2kρ. (D.14)
Bei Einhaltung dieser Bedingung wird das Fernfelddiagramm des m-ten Modes in guter
Na¨herung durch
fm(Φ) = w
H
m · h =
∞∑
p=−∞
fm,p(Φ) (D.15)
≈ fm,0(Φ) (D.16)
≈ NjmJm(kρ)ejmΦ (D.17)
beschrieben. Zur Erzeugung dieses Diagramms ist die ra¨umliche Impulsantwort der Kreis-
gruppenantenne
h = [ejkρ cos(Φ−φ1), ejkρ cos(Φ−φ2), · · · , ejkρ cos(Φ−φN )]T (D.18)
mit den Anregungskoeffizienten wm(φ)|φ=φn im Vektor
wm = [e
−jm 2pi
N , e−jm2
2pi
N , · · · , e−jmN 2piN ]T (D.19)
zu multiplizieren.
Der U¨bergang von der Summen- zur Matrixschreibweise fu¨r die Fourier-Reihen der An-
regung und des Fernfelddiagramms fu¨hrt zu
f(Φ) ≈
M∑
m=−M
αmw
H
m · h = α ·WH · h (Anregung) (D.20)
≈
M∑
m=−M
αmfm(Φ) ≈ α ·N · J · hM (Fernfelddiagramm), (D.21)
worin folgende Definitionen enthalten sind:
α = [α−M , . . . , αM ], (D.22)
W = [w−M , . . . ,wM ], (D.23)
J = diag[j−MJ−M(kρ), . . . , j
MJM(kρ)], (D.24)
hM = [e
−jMΦ, . . . , ejMΦ]T. (D.25)
Aus diesem Zusammenhang folgt unmittelbar
hM(Φ) ≈ 1
N
J−1WHh(Φ) = TM · h(Φ). (D.26)
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Durch den Einfall einer Welle aus der Richtung Φ0 entsteht im rauschfreien Fall der Sig-
nalvektor x(t) = s(t)h(Φ0). Die Multiplikation dieses Vektors mit der Transformationsma-
trix
TM =
1
N
J−1WH (D.27)
erzeugt dann den modifizierten Signalvektor
xM(t) = TM · x(t) ≈ s(t)hM(Φ0) = s(t) · [e−jMΦ0, . . . , ejMΦ0]T, (D.28)
der in guter Na¨herung proportional zum Vektor hM mit der gewu¨nschten Vandermonde-
Struktur ist. Sind also die gestellten Anforderungen an die Abtastung der Kreisapertur
durch die Anordnung der entsprechenden Antennenelemente erfu¨llt, bietet diese Transfor-
mation die Mo¨glichkeit zur Erzeugung der gewu¨nschten Ordnung innerhalb des Signalvek-
tors.
Anhang E
Ersatzschaltbild fu¨r
MS-Diskontinuita¨t
Fu¨r den Entwurf der Untergruppe aus seriell gespeisten Mikrostreifenleitungsstrahlern in
Kapitel 6 wird das erweiterte Leitungsersatzschaltbild in Bild 6.4 verwendet. Die zur Be-
rechnung der zugeho¨rigen Bauelementwerte beno¨tigten Zusammenha¨nge sind nachfolgend
zusammengestellt.
Die effektive relative Permittivita¨t einer Mikrostreifenleitung ist nach [93]
r,eff =
r + 1
2
+
r − 1
2
(
1 +
10
u
)−ab
, (E.1)
mit den Abku¨rzungen
a = 1 +
1
49
ln
(
u4 + (u/52)2
u4 + 0.432
)
+
1
18.7
ln
(
1 +
( u
18.1
)3)
, (E.2)
b = 0.564
(
r − 0.9
r + 0.3
)0.053
(E.3)
und dem Verha¨ltnis von der Breite des Mikrostreifenleiters w und der Dicke des verwen-
deten Substrates h
u =
w
h
. (E.4)
Weiterhin ist der Wellenwiderstand einer Mikrostreifenleitung mit einer unendlich du¨nn
angenommenen Metallisierung nach [93]
ZL =
η0
2pi
√
r,eff
ln
(
F1
u
+
√
1 +
4
u2
)
. (E.5)
Darin ist η0 = 120piΩ die Freiraumimpedanz und
F1 = 6 + (2pi − 6)e−(30.666/u)0.7528 . (E.6)
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Die in Bild 6.4 verwendete Streukapazita¨t C und die damit verknu¨pfte effektive Verla¨nge-
rung ∆l entsprechen denen einer leerlaufenden Mikrostreifenleitung und sind nach [109]
durch
C =
∆l
√
r,eff
ZP c0
und (E.7)
∆l = h · 0.412 · r,eff + 0.3
r,eff − 0.258 ·
u+ 0.262
u+ 0.813
(E.8)
anzugeben. Dabei ist u wieder das Verha¨ltnis aus Leiterbreite w und Substratho¨he h.
Zur Beschreibung des ebenfalls in der Ersatzschaltung in Bild 6.4 verwendeten Strah-
lungsleitwertes wird ein Ausdruck fu¨r den Strahlungswiderstand eines Patches aus [93]
verwendet:
Rr =
r,eff
F2
Z2L
120Ω
. (E.9)
Darin ist ZL die Impedanz der Mikrostreifenleitung und
F2 = (k0h)
2
(
0.53− 0.03795
(
k0w
2
)2
− 0.03553 1
r,eff
)
. (E.10)
Fu¨r r,eff ≤ 5 und h ≤ 0.03λ0 liefert diese Gleichung Ergebnisse mit einem Fehler kleiner
10%. Daraus wird dann der Strahlungsleitwert berechnet, der entsprechend dem Ersatz-
schaltbild bei Resonanz aus dem doppelten Strahlungswiderstand folgt:
G =
1
2Rr
. (E.11)
Die im vorliegenden Fall betrachtete Diskontinuita¨t der Mikrostreifenleitungen besteht im
Wesentlichen aus einer abrupten A¨nderung der Streifenleitungsbreite von w1 auf w2, wobei
sich die Eigenschaften des Substrates nicht vera¨ndern. In [109] ist dazu ein Ersatzschalt-
bild angegeben, welches sowohl die durch die Randfelder bedingte Streukapazita¨t als auch
zusa¨tzliche La¨ngsinduktivita¨ten beru¨cksichtigt, die Abstrahlung jedoch vernachla¨ssigt. Ein
analytischer Ausdruck fu¨r die gesuchten Werte der Induktivita¨ten aus dem Ersatzschalt-
bild ist wiederum in [93] angegeben. Die gesamte Induktivita¨t an der Diskontinuita¨t ist
demnach:
LS = 1
nH
m
· h
(
40.5
(
w1
w2
− 1
)
− 75 lg
(
w1
w2
)
+ 0.2
(
w1
w2
− 1
)2)
. (E.12)
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Streng genommen ist dieser Ausdruck fu¨r den Bereich w1
w2
≤ 5 anwendbar. Die Auswertung
fu¨r den Fall der Patchantennen zeigt jedoch, dass die Verwendung duchaus vernu¨nftige
Werte liefert. Die Verteilung auf die Teilinduktivita¨ten L1 und L2 in Bild 6.4 erfolgt pro-
portional zum Induktivita¨tsbelag der Leitung, der grundsa¨tzlich aus dem Produkt von
Leitungsimpedanz ZL und Ausbreitungskonstante β
ZL · β =
√
L′
C ′
· ω
√
L′C ′ = ωL′ (E.13)
zu berechnen ist. Unter Verwendung von
β =
2pi
λ
=
2pi
√
r,eff
λ0
(E.14)
folgt der Induktivita¨tsbelag einer Mikrostreifenleitung zu
L′ =
2pi
√
r,eff
λ0
ZL
ω
=
ZL
√
r,eff
fλ0
=
ZL
√
r,eff
c0
. (E.15)
Die Berechnung der entsprechenden Induktivita¨tsbela¨ge fu¨r die Leitungen der Breite w1
und w2 an der Diskontinuita¨t aus den zugeho¨rigen Leiterimpedanzen und effektiven Per-
mittivita¨ten fu¨hrt schließlich auf die gesuchten Teilinduktivita¨ten:
L1 =
L′1
L′1 + L
′
2
· LS, (E.16)
L2 =
L′2
L′1 + L
′
2
· LS. (E.17)
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