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A. Geologic setting
All samples were collected from Laurentia (core North America). Late Katian-Aeronian samples come from the exceptionally complete and fossiliferous record of Anticosti Island in the Gulf of St. Lawrence, Québec (S1-S4) and early-late Katian samples come from two classic and well-described cratonic successions in the U.S. midcontinent (upper Mississippi Valley of IA-WI-MN-IL (S5, S6) and Cincinnati Arch of OH-KY-IN (S7-S10); (Fig S1) . Laurentia was rotated ~45° clockwise from its current orientation and straddled the equator during Late Ordovician and Early Silurian time (S11, S12), and all of the sampled units were located in continental shelf and epicontinental seaways within tropical latitudes.
Sedimentation in the Anticosti Basin began in Late Cambrian time and subsidence and sedimentation rates reached a Middle to Late Ordovician maximum due to crustal loading associated with thrust sheets from the advance of the Taconic Arc (S13-S15). Subsidence continued into the Early Silurian, finally waning with the maturation of Taconic mountain building near the end of Early Silurian time (S15) . Similar to contemporaneous sections elsewhere, the Anticosti Basin shows evidence of a dramatic shallowing of sea level in the latest Ordovician Hirnantian Stage (S3, S4, S16-S19). However, perhaps because of the relatively high rates of subsidence and sediment accumulation, it is one of the few Late Ordovician depocenters in Laurentia where sedimentation continued through Hirnantian time without a major nonconformity (S20) . Minor nonconformities are present, however (S4) , and there is controversy regarding how much of Hirnantian time is represented in the section and whether this is apportioned to the entire Ellis Bay Formation or only to the very condensed uppermost (Laframboise) member of the Ellis Bay Formation and the lowermost portion of the overlying Becscie Formation(see "Age assignments" below).
Hirnantian-aged sediments are thin, discontinuous, and largely unfossiliferous in the upper Mississippi Valley (S21, S22) and are entirely absent on the Cincinnati Arch (S9, S22) . However, these successions also contain strata considerably older than those exposed at the surface on Anticosti. Both the upper Mississippi Valley and Cincinnati Arch successions were deposited on the flanks of persistent basement highs (The Kankakee Arch, formed by subsidence in the adjacent Michigan and Illinois Basins (S23) , and the Cincinnati Arch, a forebulge associated with the Taconic Orogeny (S8, S23) ). Consequently, they are thinner and less deeply buried than coeval successions in adjacent cratonic and foreland basins. Paleozoic sedimentation in the upper Mississippi Valley ceased in Silurian time, and the total preserved thickness of post-Ordovician sediments is, in most places, << 100 m (S23) . Sedimentation continued into the Mississippian on the flanks of the Cincinnati Arch, such that the preserved thickness of post-Ordovician sediments in this region ranges from 0 in southern Ohio and central Kentucky to >500 m in east-central and west-central Kentucky (S23) . Although more than three km of sediments accumulated in the Anticosti Basin (S24) ,only the upper third of this package is exposed at the surface 4 . Hence even the stratigraphically lowest exposed sediments, the upper portion of the late Katian Vauréal Formation, are thought to have experienced < 1 km of post-depositional burial (though the possibility that Late Silurian-Devonian sediments were deposited but have been eroded away cannot be discounted (S13, S25, S26) ).
B. Age assignments
We assigned ages to samples based primarily on the stages indicated for formations by Bergstrom et al., 2010 (S27) , Buggisch et al. 2010 (S28) , Long, 2007 (S15) , and Achab et al., 2010 (S1) . Where multiple samples from a formation or set of formations falling within a single stage are included, we interpolated ages, where possible, based on relative stratigraphic position. For samples from multiple localities that could not be correlated at sub-stage resolution, we assigned them all the same age. Samples from the Elkhorn Formation and the lowermost Becscie Formation were ordered based on their δ 13 C values, with reference to the δ 13 C curves published by Bergstrom et al., 2010 (S27) , and Desrochers et al. (S4) . Correlation between the Katian sequences on Anticosti and in the Cincinnati Arch region is based on the assignment of both the youngest Ordovician unit the Cincinnati Arch region (Elkhorn Formation) and the oldest exposed unit on Anticosti (lower Vauréal Formation) to the D. complanatus graptolite zone (S1, S27).
There is uncertainty regarding the precise age of the lower Ellis Bay Formation. Carbon isotopic evidence suggests that only the Laframboise Member and the overlying lowermost Becscie Formation are Hirnantian in age, with the underlying members of the Ellis Bay Formation usually regarded as of Latest Katian age (S20) . Although the lower Ellis Bay Formation is richly fossiliferous, relatively few age-diagnostic taxa have been recovered from it (S20), and multiple hypotheses persist over the identity and biostratigraphic utility of these taxa. We follow Bergstrom et al., 2006 (S29) and Kaljo et al., 2008 (S31) in placing the base of the Hirnantian near the base of the Laframboise Member, but others have suggested that all or most of the Ellis Bay Formation is in fact of Hirnantian age (S1, S3, S4, S31-S33) . Using this alternative age model to construct our time series ( Fig. S12 ) does not change our inferences about the magnitude or overall duration of glaciation, but would confine δ 18 O water values exceeding 1‰ to the Hirnantian Stage.
C. Constraints on calcification depth
All three of the sample basins represent storm-influenced mixed carbonate-clastic rampplatform depositional settings above storm wave base (S4, S6, S17, S34-S37) . Limiting the bathymetric range of sampling is important because pelagic calcified organisms were largely absent from early Paleozoic oceans, and the calcitic taxa available for geochemical analyses were benthic. Restricting our analyses to these units ensures estimates of the chemistry and temperature of the relatively homogenous upper ~100 meters of a well-mixed water column. The shallowest depositional environment in the Anticosti sequence is represented by the Laframboise Member of the Ellis Bay Formation, which records a large and globally recognized eustatic regression (S3, S19, S38) . The fact that this unit shows evidence of dramatic cooling, rather than the slightly higher temperatures that should be associated with shallowing in the absence of any climate change, argues strongly against a major role for depth changes in driving observed temperature trends.
D. Collection and preparation of samples
Samples from the Vauréal, Ellis Bay, Becscie, Merrimack, and Gun River Formations (Fig. S1 ) were collected by SF, WWF, DSJ, and DAF during fieldwork on Anticosti Island in June and July of 2009. Sample localities and coordinates are given in table S1; measured stratigraphic sections and additional locality information are available upon request. Samples from the Jupiter Formation and their Δ 47 and bulk isotope values previously described in Came et al., 2007 (S38) . Samples from the Decorah Formation were collected at Wang"s Corner, MN by KB in the summer of 2009. Samples from the Kope, Bellevue and Waynesville formations of the Cincinnati Arch region were collected by SF and KB in the summer of 2010, with additional samples from the Kope, Waynesville, Whitewater and Elkhorn formations graciously provided by Brenda Hunda from the collections of the Cincinnati Museum of Natural History. Samples were collected from a variety of lithofacies, but focused where possible on shales from which individual fossils could be manually separated. Slabs of cemented wackestone-packstone beds with well-preserved fossils and mud drapes on the upper surface were also collected in localities from which individual fossils could not be freed from the matrix. Fossils were manually flaked from the surfaces of these slabs using a dental pick. For brachiopods, this flaking focused on the secondary prismatic calcite layer to minimize matrix contamination (S39-S41) . In addition, several in-situ tabulate coral colonies were collected from lime mudstone-dominate units. Following initial preparation to remove them from the matrix all samples were sonicated for 2 hours to remove residual matrix material; nevertheless this material could not always be completely removed and the presence of variable amounts of residual matrix material containing late-stage diagenetic carbonate phases likely accounts for many of the samples that give relatively high (38-45° C) Δ 47 temperatures and have altered trace metal signatures despite pristine textures (Table S1 ). Following sonification, samples were either powdered with a mortar and pestle (trilobite and brachiopod material) or microrotary drill (rugose and tabulate corals). Some whole-rock slabs were also drilled to obtain matrix micrites for comparison with fossils. Only the apical ends of rugose corals were drilled, following removal of the outermost layer of skeletal material with an abrasive bit, to avoid the matrix and secondary cements commonly found within the calice. Tabulate corals, all of which preserved clear textural evidence of post-depositional alteration, were sampled in multiple spots to evaluate Δ 47 gradients associated with the amount of recrystallization and/or post-depositional void filling by diagenetic cements.
E. Δ 47 analysis and standardization
Approximately 10 mg of powder was used for each measurement; some samples were measured as much as 5 times to reduce analytical uncertainty and to evaluate sample heterogeneity. CO 2 was extracted from powders by phosphoric acid digestion at 90° C following the standard procedures outlined in Ghosh et al., 2006 (S42) . Extracted CO 2 was analyzed on a Finnigan MAT253 gas source mass spectrometer configured to collect in the mass-44 to mass-49 range. The sample gas and a reference gas were analyzed 8 times each (8 acquisitions) in the course of each measurement. δ 18 O and δ 13 C were measured along with δ 47 for each acquisition. Acquisition-to-acquisition standard deviations were on average 0.03 for δ 47 , 0.04‰ for δ 18 Variations in the mass-47/mass-44 ratio (R 47 ) are converted to Δ 47 by comparing them to CO 2 gases of known δ 18 O and δ 13 C composition that were heated to 1000° C for two hours to achieve a stochastic R 47 value for that composition. Δ 47 is defined as the ‰ difference between the R 47 value measured for a given sample and the R 47 value that would be expected for that sample if its stable carbon and oxygen isotopes were randomly distributed among all possible isotopologues. Heated gases of three different known compositions were used to minimize uncertainty in the Δ 47 standardization, and standardization of each sample was based only heated gases analyzed in the week prior to its analysis.
Δ 47 values were converted to carbonate growth temperature estimates based on the relationship (S42):
Δ 47 = 50.0592(10 6 T -2 )-0.02
where T is temperature in degrees Kelvin.
F. Determination of δ 18 O water
Determination of δ 18 O water is based on the low-temperature inorganic calcite fractionation equation of Kim and O"Neil, 1997 (S43) :
1000lnα~(Calcite-H 2 0) = 18.03 ( 10 3 T -1 ) -32.42
G. Estimating ice volumes from δ 18 O water
For converting δ 18 O water to ice volume estimates we assume that the δ 18 O water value in an ice-free world would be ~-1.0 as estimated by Savin, 1977 (S44) , and we assume that the total volume of all surface water reservoirs has remained constant at 1,403,120,000 km 3 . The major uncertainty in this calculation is the assumption of mean oxygen isotopic composition of glacial ice (δ 18 O ice ) in the Late Ordovician-Early Silurian, a quantity that is not measurable from the rock record. To accommodate this we calculated inferred ice volumes for a given δ 18 O water value assuming multiple values for δ 18 O ice (Fig. S11 ). If the Gondwanan ice sheets had a mean δ 18 O ice values similar to that of the last glacial maximum (~-40‰, a weighted average that assumes a value of -30‰ for the nowvanished Laurentide ice sheet(S46) and values of -30‰ and -55‰, respectively, for remaining ice sheets in Greenland and Antarctica), observed Hirnantian δ 18 O water values imply ice volumes exceeding the estimated 84,000,000 km 3 (S46, S47) present during the LGM. Only for δ 18 O ice values lighter than -60‰ do observed Hirnantian δ 18 O water values imply ice volumes lower than those of the LGM. Because ~-60‰ is the close to the most extreme depletion observed in snow anywhere in the present day (S48) we regard it as unlikely that the mean δ 18 O ice of the Gondwanan ice sheet was this isotopically light. Consequently the Hirnantian glacial maximum was likely characterized by very large ice volumes, substantially higher than the LGM.
Our use of -1.0‰ as an ice-free baseline assumes that the O 18 /O 16 ratio of the oceans has not changed since the Ordovician, but our arguments about trends in ice volume are not tied to this assumption; we would reconstruct a similar relative ice volume trajectory for any assumed ice-free baseline value. Although weathering inputs and hydrothermal exchange processes may influence the oxygen isotopic composition of seawater (S49), the residence time of oxygen isotopes in the ocean with respect to these processes is much longer than the duration of the reconstructed δ 18 O water excursion.
H. Trace elemental analysis
A large and representative subset of samples (54 in total, 51 of which are skeletal carbonates) were analyzed for concentrations of Sr, Mn, and Fe using inductively coupled plasma atomic emission spectroscopy. Sample powders were dissolved in weak nitric acid. Standards for Sr, Fe, and Mn were prepared in nitric acid of the same concentration to minimize matrix effects. Sample and standard solutions were run on a Thermo iCAP 6300 radial view ICP-OES, using a Cetac ASX 260 autosampler with solutions aspirated to the Ar plasma using a peristaltic pump. Three standard solutions (blank, 1 ppm, and 10 ppm) were run between every multiple of 10 sample unknowns. Reproducibility is better than 5%, assessed by multiple runs of known standard concentrations.
I. Assessing post-depositional alteration of proxy (δ 18 O, Δ 47 ) signals
All Paleozoic carbonate successions have undergone episodes of diagenesis and, in many cases, metamorphism. Because clumped isotope paleothermometry records aspects of the solid state ordering of isotopologues, it is sensitive to post-depositional recrystallization: original calcitic phases can be partially or entirely replaced by new phases that record ambient (geothermal) temperatures at depth. Applying this proxy to estimate ancient temperatures depends on selecting fossil material that has been minimally impacted by diagenesis. In this section we provide a discussion of the observations, field tests, techniques, and criteria we used to assess and understand the effects of post-depositional alteration.
Dike test
One way of determining the quality of clumped isotope temperature estimates is to examine the trend of the proxy across expected gradients in post-depositional alteration.
A section of the Vauréal Formation at Falaise de Puyjalons is bisected by an 8 m thick Jurassic-aged quartz-tholeiitic dike (S50) . Samples (collected by T. Raub) taken from 0.70, 4.95, and 13.35 meters from the contact with the dike, display the expected thermal gradient of decreasing temperature with greater distance from the intrusion. A total temperature differential of 180° C is observed in this field test ( Fig. S4a) , with temperatures falling from 219° C near the dike to 39° Csuggestive of original ocean temperatures with a relatively mild diagenetic overprint -13.35 meters away from the contact. δ 18 O calcite shows the opposite trend increasing by ~4‰ over the same interval ( Fig. S4b ), suggesting that the alteration during contact heating with the dike occurred in the presence of a meteoric aquifer.
Textural analysis
We used light microscopy to examine the textural details and preservation state of all samples, and scanning electron microscopy to examine a representative subset consisting of 20 samples ( Fig. S2 ). Most of the brachiopod and trilobite material examined shows apparently excellent preservation with well-defined calcitic prisms clearly visible and little evidence of recrystallization or secondary precipitation ( Fig. S2a-d Table S1 ). In some cases, particularly for samples that were manually flaked from strongly lithified limestone slabs, it is clear that this reflects a variable admixture of micritic matrix material and secondary cements that could not be removed from the fossils. In most cases, however, it is not clear whether it represents matrix contamination or cryptic recrystallization/secondary precipitation within the skeletal material. Tabulate corals, by contrast, always preserve clear textural evidence of pervasive recrystallization and secondary void-filling calcite precipitation ( Fig. S2e-f ). These samples also tend to return strongly positive (altered) scores on trace metal composition PC 1 and low Δ 47 values corresponding to crystallization temperatures ranging from 43 to 62° C. Rugose corals often show a range of preservation states within a single corallite (Figs S2g-i, S3) with prominent diagenetic alteration fronts and secondary calcite phases a common feature (Figs S2i, S3) . We avoided individuals, such as that shown in Fig S2i, that appeared to be pervasively altered in extensive regions. More commonly, diagenetic fronts are limited to discrete regions around the periphery of the corallite (Fig. S2g, S3 ) and can be easily avoided even at the relatively coarse sampling scale dictated by our material requirements.
Trace element composition
Both theory and empirical patterns suggest that diagenetic stabilization of calcite tends to drive increases in the concentration of Mn and Fe and decreases in the concentration of Sr (S39, S51-S55) . Our dataset provides support for this view from comparing concentrations of these elements to Δ 47 values (Fig. 2, Fig. S6a -c; Table S1 ). Mn and Fe show strong negative correlations, indicating increasing concentration at higher crystallization temperatures, and Sr shows a weak positive correlation with Δ 47 . We used a principal components analysis (PCA) of log-transformed Sr, Mn, and Fe abundances to summarize this information in a single eigenvector (PC 1, which receives strong positive loadings from Mn and Fe and weak negative loading from Sr and explains 86% of the variance in log trace metal concentrations among the 51 samples). PC 1 is strongly correlated with Δ 47 (Fig. S6d ), but the relationship is not linear, showing a pronounced step between 0.580 and 0.590 above which there is no apparent association between the two variables. Because trace metal systematics vary among the taxa included here it is somewhat reductive to include all samples in a single principal components analysis. Hence, we also did separate PCA analyses of trace metal composition for brachiopiods, for rugose corals, and for trilobites. All three groups show evidence of a similar relationship between trace metal composition and Δ 47 (Fig. S7 ).
Comparisons among co-occurring phases
Selecting the least-altered samples depends on understanding the direction (with respect to Δ 47 and bulk isotopic composition) of diagenetic alteration vector trajectories. One approach to characterizing alteration trajectories is to compare co-occurring phases that precipitated in a known sequence based on petrographic relations. (for example, skeletal material versus void-filling spar or enclosing sediment). Five such comparisons are shown in fig. S5 ; in each case the later phase is lighter in δ 18 O and precipitated at higher temperature than the earlier (skeletal) phase. This does not mean that skeletal phases are unaltered, as the temperatures indicated for some suggest very substantial contamination by secondary phases ( fig. S5 ). However, it allows us to characterize the trajectory of diagenetic alteration and to establish that in all of the units thus evaluated diagenesis is largely driven by interaction with relatively high-temperature and 18 O-depleted fluids. Consequently, it is extremely difficult to explain the Hirnantian excursion (which is similar to that seen in other sections, see below) as a diagenetic artifact.
Comparison with published data
Comparison with previously published results from other sections provides a way of checking whether the proxy values we observe are plausibly primary. With the exception of one previous paper (S38) (S57), whereas the latter values are in the same range as the heaviest values reported from well-preserved Hirnantian brachiopods in Baltic sections (S19, S58, S59) .
A single brachiopod analyzed from the interval of the δ 13 C excursion in the Laframboise Member attains a value (~-2‰) intermediate between these ranges (S19), but the other two examined for this analysis (S19) had δ 18 O values similar to whole-rock values for this section, raising the possibility that all three may be compromised. Taken as a whole, these observations suggest that the heavy δ 18 O values we observe are capturing a primary signal and reinforce our interpretation and that of others that the lighter values in wholerock samples (and in the altered corals) reflect a diagenetic overprint. It should also be noted that the best-preserved δ 18 O values we observe from before and after the Hirnantian excursion, are also similar to previously published δ 18 O values from these time-intervals (S19, S58-S63), as is the magnitude of the excursion relative to this baseline.
J. Within-bed variability and potential vital effects
The influence of disequilibrium "vital" effects on the Δ 47 system appears to be relatively minor among extant taxa (S42, S64), but vital effects on δ 18 O are widespread among both modern and ancient taxa. There is particular uncertainty in this area with regard to rugose corals; these are an important part of our dataset because they are the only well-preserved taxon that could be extracted from the Laframboise Member. Relatively little is known about whether rugose corals exhibit vital effects similar to those of modern scleractinian corals (to which they were not closely related). Brand (S53, S65) found that the bestpreserved rugose corals in the Pennsylvanian Kendrick Fauna (KY) were on average ~5‰ lighter in δ 18 O than co-occurring brachiopods, and ascribed this to a vital effect. However, he also found that "altered" rugose corals had δ 18 O and δ 13 C values very similar to that of co-occurring brachiopods and molluscs,which he ascribed to rapid cementation in the marine or shallow sediment system. It is also noteworthy that the Pennsylvanian rugose corals examined by Brand may originally have been composed of high-magnesium calcite or even aragonite (S66), whereas those of Devonian and younger age were composed originally of intermediate or low-magnesium calcite (S67, S68) .
Regardless, we see no evidence of a consistent difference in δ 18 O or Δ 47 between rugose corals and co-occurring taxa (Fig. 3 ), and the vital effect observed in Kendrick Fauna rugose corals operates in the wrong direction to explain the Hirnantian excursion -also seen in brachiopods from contemporaneous sections-in our time series. Although it would be ideal to construct a curve from a single taxonomic group, this is extremely challenging for the preserved Hirnantian rock record of North America. We therefore focused our sampling on rugose corals for this unit and then made an effort to examine rugose corals in as many other units as possible. To illustrate that this is a robust strategy, we can define the entire Hirnantian excursion using only rugose corals (Fig. S10 ). This provides powerful evidence that the excursion is not an artifact of alteration or of taxonomic heterogeneity. Even if there were a vital effect in Late Ordovician-Early Silurian rugose corals, it could note account for the relative changes in temperature and in δ 18 O water that we observe through this interval.
K. Comparison with Cenozoic proxy data and with climate model simulations
Figure S13a plots δ 18 O water versus tropical SST, using the lowest-temperature sample from each interval as the best (e.g. least-altered) estimate as in figure 3 . The nonlinearity of this relationship is striking, implying that the initial growth of Gondwanan ice sheets had little effect on tropical ocean temperatures and that following the Hirnantian maximum temperatures returned to the pre-Hirnanian range despite the persistence of moderate ice sheets. The context for evaluating this observation can be drawn by comparing the time series data with Cenozoic climate proxy records and climate model simulations of the response to increasing atmospheric CO 2 concentrations.
In panel b, there is no evidence for a nonlinear relationship between mean inferred bottom water δ 18 O and mean tropical SST (determined by Mg/Ca paleothermometry on planktonic foraminifera), examined during several intervals in the Miocene-recent (S69, S70) and the Late Eocene (S71, S72) . These data capture an interval of more than 35 Ma, and span the full range of Cenozoic glacial states from ice-free or nearly so (Late Eocene) to full bipolar glaciation (late Pleistocene) ( Fig. S13b ).
Simulations of state-of-the-art coupled atmosphere-ocean climate models carried out in association with the Intergovernmental Panel on Climate Change Fourth Assessment Report (S73) also display a linear relationship (Fig. S13c ). For each model, we examine five different climates, each constructed from a 50-year average. We average years 1900-1950 and 1950-2000 from the "Climate of the 20th Century" simulation, years 2000-2050 and 2050-2100 from the SRES A1B simulation (a 720 ppm stabilization experiment), and the first 50 years after quadrupling in the "1% yr -1 CO2 increase to quadrupling" simulation. The tropical average temperature is computed from the time-mean surface air temperature for each climate by taking a zonal mean, linearly interpolating from the varied model grids onto a uniform latitudinal grid with 1 degree spacing, and then taking a spatial average between 20°S and 20°N. The Northern Hemisphere and Southern Hemisphere polar averages are computed using the same method but averaging instead over 70°N to 90°N or 70°S to 90°S, respectively. We include only the 15 models which reported results from these three simulations in the WCRP CMIP3 multi-model dataset:
CCCMA CGCM3.1 T47 (Canada), CNRM CM3 (France), GFDL CM2.0 (USA), GFDL CM2.1 (USA), GISS ER (USA), INGV SXG (Italy), INM CM3.0 (Russia), IPSL CM4 (France), MIROC3.2 medres (Japan), MIUB ECHO-G (Germany/Korea), MPI ECHAM5 (Germany), MRI CGCM2.3.2 (Japan), NCAR CCSM3.0 (USA), NCAR PCM1 (USA), UKMO HadGEM1 (UK). When multiple ensemble members are available from a model, we consider only the first member. Note that the CO2 quadrupling simulations are initialized from either pre-industrial or present-day conditions, depending on the model. This difference is expected to account for some of the inter-model differences in temperature at the time of quadrupling. We acknowledge the modeling groups, the Program for Climate Model Diagnosis and Intercomparison (PCMDI), and the WCRP's Working Group on Coupled Modelling (WGCM) for their roles in making the WCRP CMIP3 multi-model dataset available for further study. Support of this dataset is provided by the Office of Science, U.S. Department of Energy. We consider "ice-free" conditions as those with annual-mean polar-average surface air temperature warmer than 0°C. To approximate last glacial maximum ("LGM" in Fig. S12b ) polar temperatures, we apply previously-published results from five different coupled atmosphere-ocean climate model simulations of the difference between LGM and pre-industrial climates (S74) . For the Northern Hemisphere, we add the inter-model mean results for central Greenland annual mean temperature change from their study (their Fig 4a) to the inter-model mean in our analysis for the temporal mean over years . For the Southern Hemisphere, we apply the same procedure to the central Antarctica results that they report (their Fig 4b) .
From this analysis, several notable differences between our data and the Cenozoic proxy reconstructions and model simulations are clear. The pole-to-equator temperature gradient implied by the clumped isotope proxy reconstruction is larger than any of the model simulations, even under 4X CO2 simulations. This implies that, except for perhaps the Hirnantian interval, Late Ordovician-early Silurian climate was not as efficient at transporting heat from the equator to the poles. Additionally, there is a contrast between the apparently nonlinear relationship suggested by the Ordovician-Silurian proxy time series and the linear relationship between tropical and polar temperatures in the models and quasi-linear relationship, between tropical SST and bottom water δ 18 O in the Cenozoic proxy data (highlighted by thick shaded lines in all three panels of Fig. S13 ). We hypothesize that this dissemblance arises primarily from the differences between modern and Ordovician landmass distributions and associated ocean circulations. Ultimately, these differences provide support for the notion that Late Ordovician-early Silurian climate operated in a distinct fashion from that of the Late Eocene to Today. for the Southern Hemisphere, consistent with previous analyses of Northern Hemisphere polar amplification (S75) . Note that the analogy made here between the proxy reconstruction and model simulations assumes that the relationship between ice volume and polar temperature can be approximated as linear within the range plotted here. S1: Source, type, locality, stratigraphic context, estimated age, δ13C, δ18O, Δ47, temperature, δ18Owater, textural alteration status, and S1: Source, type, locality, stratigraphic context, estimated age, δ13C, δ18O, Δ47, temperature, δ18Owater, textural alteration status, and S1: Source, type, locality, stratigraphic context, estimated age, δ13C, δ18O, Δ47, temperature, δ18Owater, textural alteration status, and 
