Abstract. For a linear delay differential system with two coefficients and one delay, we establish some necessary and sufficient conditions on the asymptotic stability of the zero solution, which are composed of delay-dependent and delay-independent stability criteria. On the former criterion, the range of the delay is explicitly given.
Introduction
In this paper we study the asymptotic stability of a linear delay differential system with two coefficients and one delay (1) x (t) = −ax(t) − Bx(t − τ ), t≥ 0,
where a is a real number, B is a 2 × 2 real constant matrix, and τ is a positive number. The stability problem of (1) is determined completely by the roots of its associated characteristic equation where I is the 2 × 2 identity matrix. It is well-known that the zero solution of (1) is asymptotically stable if and only if all the roots of (2) lie in the left half of the complex plane (see [4] ).
In the scalar case, system (1) is expressed as The stability region which means the set of all (a, b) in which the zero solution of (3) is asymptotically stable is presented by the region in Figure 1 (cf. [4, p. 135] ). The upper boundary of the stability region of (3) is given parametrically by the equation
Recently, in [10] , Sakata has extended Theorem A to system (1). 
Theorem B. Let be
The stability region of (1) with fixed τ and θ is presented by the region in Figure 2 . A natural question now arises: how does the asymptotic stability of (1) with fixed a and B depend on the delay τ ? The purpose of this paper is to answer the question. It should be pointed out that the range of τ with fixed a and B for the zero solution of (1) to be asymptotically stable cannot be derived explicitly from Theorem B.
Several authors ( [1] , [2] , [3] ) examined the above question for the scalar case. By virtue of their work, we have another type of the stability criterion for (3).
Theorem C. The zero solution of (3) is asymptotically stable if and only if either
We notice that condition (4) is equivalent to −a < b ≤ a and is independent of τ ; and so, it is the stability criterion for all τ > 0. On the other hand, condition (5) depends on τ ; more precisely, the range of τ is explicitly given. Our goal is to extend Theorem C to system (1).
Main results
By the transfomation x(t) = P u(t) with a nonsingular matrix P , system (1) can be written as u (t) = −au(t) − P −1 BP u(t − τ ), t≥ 0, and therefore, we have only to consider (1) , where the matrix B is either of the following two matrices in Jordan form:
where b 1 , b 2 , c, b and θ are real numbers with |θ| ≤ π/2. We first consider system (1), where B is given by (I); that is,
By (2), the characteristic equation of (6) becomes
Since λ+a+b k e −λτ = 0 is the characteristic equation of (3) with b = b k for k = 1, 2, one can immediately obtain the following result from Theorem C.
Theorem 1. The zero solution of (6) is asymptotically stable if and only if for
Remark 1. Theorem 1 shows that the stability criterion for (6) is independent of c.
We next consider system (1), where B is given by (II); that is,
The following theorem is our main result.
Theorem 2. The zero solution of (7) is asymptotically stable if and only if either
Remark 3. In case a = 0, system (7) becomes (10)
Theorem 2 then asserts that the stability criterion for (10) is
which coincides with Theorem 3.3 in [5] or Lemma 1 in [9] .
Remark 4. In case θ = 0, system (7) is reduced to the scalar equation
In this case, Theorem 2 coincides with Theorem C.
Remark 5. In case θ = π/2, system (7) becomes the system with off-diagonal delays
Theorem 2 together with Remark 2 then asserts that the stability criterion for (11) is either a ≥ |b|
We notice that the latter condition depending on τ cannot be given by Theorem 1 in [7] .
In order to prove Theorem 2, we will investigate the distribution of the roots of the characteristic equation of (7). For simplicity, let f (λ) ≡ λ + a + be −λτ +i|θ| . Then, by (2), we have
whereλ is the complex conjugate of any complex λ. Taking note that f (λ) = 0 implies f (λ) = 0, one can easily see that the following proposition holds.
Proposition 1. The zero solution of (7) is asymptotically stable if and only if all the roots of the equation
lie in the left half of the complex plane.
Since f (λ) is an analytic function of λ and τ for fixed a, b and θ, one can regard the root λ = λ(τ ) of (12) Consequently, we will determine the value of τ at which equation (12) may have roots on the imaginary axis. 
is a root of (12).
Proof. We first notice that ω = 0 because
By squaring both sides of the above equations and adding them together, we have
Therefore, in case b 2 −a 2 ≤ 0, condition (14) implies ω 2 ≤ 0, which contradicts ω 2 > 0; thus statement (i) is verified. On the other hand, in case 
is a root of (12). This completes the proof.
When b < 0, we have the following analogous result. 
Remark 6. In case b > 0, the definitions of τ
Similarly, in case b < 0, the definitions of σ + n and σ
Furthermore, we will observe how the roots of (12) on the imaginary axis move as τ increases. Proof. Let iω be a root of (12) where ω is a nonzero real number. It suffices to show Re (dλ/dτ )| λ=iω > 0. Taking the derivative of λ with respect to τ on (12), we have dλ
.
which implies
This completes the proof.
Now we are in a position to prove Theorem 2.
Proof of Theorem 2. By virtue of Proposition 1, we verify that all the roots of (12) lie in the left half-plane if and only if either condition (8) or (9) holds. In case θ = 0, Remark 4 implies that Theorem 2 is true, and consequently, we have only to consider (12) with 0 < θ ≤ π/2.
(Sufficiency) In case τ = 0, the root of (12) is only λ = −a − b cos θ − ib sin θ which has a negative real part because of the assumption. By the continuity of the roots with respect to τ , this implies that all the roots of (12) lie in the left half-plane for τ > 0 sufficiently small.
We here claim that if either condition (8) or (9) holds, then equation (12) has no root on the imaginary axis. In fact, condition (8) and Lemma 1 assert that our claim is valid for all τ > 0. If condition (9) holds, then we have τ = τ ± n and τ = σ ± n for n = 0, 1, 2, . . ., because of Remark 6 and the relation
By the contraposition of Lemma 1, our claim is also valid in this case.
From the preceding argument and Proposition 2, we therefore conclude that either condition (8) or (9) implies that all the roots of (12) lie in the left half-plane.
(Necessity) To end the proof, we will show the following contraposition: either
implies that there exists a root λ * of (12) such that Re λ * ≥ 0. Suppose that (15) holds. Let λ 1 (τ ) be the branch of the root of (12) satisfying λ 1 (0) = −a − b cos θ − ib sin θ. Then the continuity of λ 1 (τ ) or Lemma 3 yields that Re λ 1 (τ ) > 0 for τ > 0 sufficiently small. Since λ 1 (τ ) cannot move in the left half-plane crossing on the imaginary axis as τ increases by Lemma 3, we thus obtain Re λ 1 (τ ) ≥ 0 for all τ ≥ 0.
Suppose that (16) holds. Let λ 2 (τ ) be the branch of the root of (12) satisfying λ 2 (τ 0 ) = −i sgn (b) √ b 2 − a 2 . Then Lemma 3 yields that Re λ 2 (τ ) > 0 for τ − τ 0 > 0 sufficiently small. Since λ 2 (τ ) cannot move in the left half-plane crossing on the imaginary axis as τ increases by Lemma 3, we therefore obtain Re λ 2 (τ ) ≥ 0 for all τ ≥ τ 0 .
Finally, we consider a d-dimensinal linear delay differential system 
