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Abstract
In this article, we discuss the stability of equilibrium points for set-valued maps. We introduce
the notion of essential components of the set of equilibrium points for set-valued maps and prove
an existence theorem of essential components. As applications, we deduce the existence of essential
components of the set of coincidence points and show that every Marchaud dynamical economy
(cf. [J.P. Aubin, Dynamic Economic Theory, Springer-Verlag, 1997]) possesses at least one essential
component of the set of its viable equilibrium points.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Recently, essential components of solution set has been an important aspect of stability
for nonlinear problems. The research for essential components of solution set can be traced
to [7], in which Kinoshita introduced the notion of essential components of fixed points
and proved that for each continuous map from Hilbert cube into itself, there is at least
one essential component of its fixed points. In 1986, in order to deal with the selection
problem of Nash equilibrium points, Kohlberg and Mertens [8] proved that for every finite
noncooperative game, the set of Nash equilibrium points consists of finite components and
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J. Yu, H. Yang / J. Math. Anal. Appl. 300 (2004) 334–342 335at least one of them is essential in the sense that each game nearby has Nash equilibrium
points close to such a component. In recent years, much attention has been devoted to
essential components of the solution set for nonlinear problems such as Ky Fan’s point
problems, coincidence point problems and Nash equilibrium point problems, etc. see [5,6,
9–12].
In this article, we introduce the notion of essential components of the set of equilibrium
points for set-valued maps and prove an existence theorem of essential components. As
applications, we deduce the existence of essential components of the set of coincidence
points and show that every Marchaud dynamical economy (cf. [1]) possesses at least one
essential component of the set of its viable equilibrium points.
2. Preliminaries
Definition 2.1. Let X and Y be two Hausdorff topological spaces and F :Y → 2X be a
set-valued map, then
(1) F is upper semicontinuous at y0 ∈ Y if for each open set U in X with U ⊃ F(y0), there
exists an open neighborhood O(y0) of y0 such that U ⊃ F(y) for any y ∈ O(y0); F is
upper semicontinuous on Y if F is upper semicontinuous at every point in Y ;
(2) F is an usco map if F is upper semicontinuous on Y and F(y) is compact for every
y ∈ Y .
Now let (Y,ρ) be a metric space and F :Y → 2X be an usco map. For each y ∈ Y , the
component of a point x ∈ F(y) is the union of all connected subsets of F(y) which contain
the point x , see [4, p. 356]. Components are connected closed subsets of F(y) and thus are
all connected compact. It is easy to see that the components of two distinct points of F(y)
either coincide or are disjoint, so that all components constitute a decomposition of F(y)
into connected pairwise disjoint compact subsets, i.e.,
F(y) =
⋃
α∈Λ
Fα(y)
where, with Λ being an index set, for any α ∈ Λ, Fα(y) is a nonempty connected compact
subset of F(y) and for any α,β ∈ Λ (α = β), Fα(y)∩ Fβ(y) = ∅.
Definition 2.2. Let y ∈ Y and e(y) be a nonempty closed subset of F(y). e(y) is said to be
an essential set of F(y) if, for each open set O ⊃ e(y), there exists δ > 0 such that for any
y ′ ∈ Y with ρ(y, y ′) < δ, F(y ′)∩O = ∅. If a component Fα(y) of F(y) is an essential set,
then Fα(y) is said to be an essential component of F(y). An essential set m(y) is said to be
a minimal essential set of F(y) if m(y) is a minimal element of the family of all essential
sets ordered by set inclusion.
In order to establish the existence of essential components of coincidence points and the
equilibrium points for dynamical economies, we need the following lemma.
336 J. Yu, H. Yang / J. Math. Anal. Appl. 300 (2004) 334–342Lemma 2.3. Let X, (Y, d) and (W,ρ) be three metric spaces. Let F :Y → 2X be an
usco map and G :W → 2X be a set-valued map. Suppose that there is a continuous map
T :W → Y such that for any w ∈ W , G(w) = F(T (w)). Then
(1) G is also an usco map; and
(2) if for any y ∈ Y , there is at least one essential component of F(y), then for any w ∈ W ,
there is at least one essential component of G(w).
Proof. (1) For any w ∈ W , y = T (w) ∈ Y , G(w) = F(y) is a compact subset. Since F is
upper semicontinuous at y = T (w) and T is continuous at w, then G is upper semicontin-
uous at w and thus G is an usco map.
(2) For any w ∈ W and y = T (w) ∈ Y , G(w) = F(y) =⋃α∈ΛCα , where Cα is a com-
ponent of F(y) (also G(w)) for each α ∈ Λ. We may suppose that Cα0 is an essential
component of F(y) for some α0 ∈ Λ.
For any open set O ⊃ Cα0 , there is a δ > 0 such that for any y ′ ∈ Y with d(y, y ′) < δ,
F(y ′)∩O = ∅. Since T is continuous at w, there is a δ1 > 0 such that for any w′ ∈ W with
ρ(w,w′) < δ1, d(T (w),T (w′)) = d(y, y ′) < δ. Hence G(w′)∩O = F(y ′)∩O = ∅. Thus
Cα0 is an essential component of G(w) and our proof is complete. 
3. Essential components of the set of equilibrium points
Let X be a nonempty convex subset of a normed space E. Recall that the tangent cone
TX(x) of X at x ∈ X is defined as
TX(x) = cl
(⋃
h>0
1
h
(X − x)
)
where cl(A) denotes the closure of A for any A ⊂ E.
The following theorem is a special case of Theorem 3.2.1 in [2].
Theorem 3.1. Let X be a nonempty convex compact subset of a normed space E and
F :X → 2E be a set-valued map. If the following conditions hold:
(1) for each x ∈ X, F(x) is a nonempty convex compact set;
(2) F is upper semicontinuous on X; and
(3) for each x ∈ X, F(x) ∩ TX(x) = ∅.
Then there exists an x∗ ∈ X such that 0 ∈ F(x∗).
Let M be the collection of all F :X → 2E such that F fulfills the conditions (1–3) in
Theorem 3.1. For any F1,F2 ∈ M , define
ρ(F1,F2) = sup
x∈X
h
(
F1(x),F2(x)
)
where h(F1(x),F2(x)) denotes the Hausdorff distance between F1(x) and F2(x). Obvi-
ously, (M,ρ) is a metric space.
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called an equilibrium point of F . Denote by Z(F) the set of all equilibrium points of F ,
then Z(F) = ∅ and thus Z defines a set-valued map from M into X.
Lemma 3.2. Z :M → 2X is an usco map.
Proof. Since X is compact, by [2, Proposition 1.4.8], it suffices to prove that Graph(Z) =
{(F, x) ∈ M × X | x ∈ Z(F)} is closed. Let {(Fn, xn)}∞n=1 be any sequence in Graph(Z)
with (Fn, xn) → (F, x) ∈ M × X and let us show that (F, x) ∈ Graph(Z), i.e., 0 ∈ F(x).
Suppose otherwise that 0 ∈ F(x), by the compactness of F(x), there is an open set U of
E such that U ⊃ F(x) and 0 /∈ U . Since F(x) is compact, Fn → F , xn → x and F is
upper semicontinuous at x , there is sufficiently large n, such that Fn(xn) ⊂ U and thus
0 /∈ Fn(xn), a contradiction. The proof is complete. 
Theorem 3.3. For each F ∈ M ,
(1) there exists at least one minimal essential set of its equilibrium point set Z(F) and
every minimal essential set is connected;
(2) there exists at least one essential component of Z(F).
Proof. (1) For any F ∈ M , by Lemma 3.2, Z :M → 2X is an usco map. It follows
that Z(F) is an essential set of itself. Denote by Φ the family of all essential sets of
Z(F) ordered by set inclusion relation, then Φ is nonempty. Let Ψ = {eα(F )}α∈Λ′ be
an arbitrary chain in Φ . Then all eα(F ) are compact since Z(F) is compact. Denote
e(F ) = ⋂α∈Λ′ eα(F ), clearly e(F ) is compact. If e(F ) = ∅, then Z(F) = Z(F) \ e(F )= ⋃α∈Λ′ [Z(F) \ eα(F )]. Note that Z(F) \ eα(F ) is an open set, and Z(F) is com-
pact, there exist e1(F ), . . . , en(F ) such that Z(F) =⋃ni=1[Z(F) \ ei(F )]. It follows that⋂n
i=1 ei(F ) = ∅ from the fact that Z(F) =
⋃n
i=1[Z(F) \ ei(F )] = Z(F) \
⋂n
i=1 ei(F ).
But
⋂n
i=1 ei(F ) = ∅ since {eα(F )}α∈Λ′ is a chain, a contradiction. Therefore e(F ) = ∅.
For each open set O with O ⊃ e(F ), if for each α ∈ Λ′, there exists xα ∈ eα(F ) ⊂ Z(F)
with xα /∈ O , then we may suppose that xα → x ∈ Z(F). Since {eα(F )}α∈Λ′ is a chain
and eα(F ) is compact for each α ∈ Λ′, then xβ ∈ eα(F ) when β  α and x ∈ eα(F ) for
each α ∈ Λ′. Hence x ∈⋂α∈Λ′ eα(F ) = e(F ) ⊂ O which contradicts the fact that xα → x
and xα /∈ O for each α ∈ Λ′. Thus, there is α0 ∈ Λ′ such that O ⊃ eα0(F ). Due to the
essentiality of eα0(F ), there exists δ > 0 such that for any F ′ ∈ M with ρ(F,F ′) < δ,
Z(F ′) ∩ O = ∅. Hence e(F ) is essential and thus a lower bound of Ψ . By Zorn’s lemma,
Φ has a minimal element m(F) which is a minimal essential set of Z(F).
Next we show that m(F) is connected. By way of contradiction, suppose otherwise that
m(F) were not connected. Then there exist two nonempty closed subsets c1(F ) and c2(F )
of Z(F) satisfying m(F) = c1(F ) ∪ c2(F ) and two open sets V1 and V2 in X satisfying
V1 ∩ V2 = ∅ such that V1 ⊃ c1(F ), V2 ⊃ c2(F ). Since m(F) is minimal, neither c1(F ) nor
c2(F ) is essential. Thus there exist two open sets O1 ⊃ c1(F ) and O2 ⊃ c2(F ) such that for
any δ > 0, there exist F1,F2 ∈ M with ρ(F,F1) < δ,ρ(F,F2) < δ, but Z(F1) ∩ O1 = ∅,
Z(F2) ∩ O2 = ∅. Letting W1 = V1 ∩ O1, W2 = V2 ∩ O2, then both W1 and W2 are open
and W1 ⊃ c1(F ) and W2 ⊃ c2(F ). Since c1(F ) and c2(F ) are compact, there exist two
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U1 ∪ U2 ⊃ m(F) and m(F) is essential, there exists δ′ > 0 such that, for each F ′ ∈ M
with ρ(F,F ′) < δ′, Z(F ′) ∩ (U1 ∪ U2) = ∅. Moreover, since U1 ⊂ O1 and U2 ⊂ O2,
there exist G1, G2 ∈ M with ρ(F,G1) < δ′/3, ρ(F,G2) < δ′/3, but Z(G1) ∩ U1 = ∅,
Z(G2) ∩U2 = ∅.
Now we define a set-valued map G :X → E by
G(x) = λ(x)G1(x) + µ(x)G2(x), ∀x ∈ X,
where
λ(x) = d(x,U2)
d(x,U1) + d(x,U2)
, µ(x) = d(x,U1)
d(x,U1) + d(x,U2)
.
Note that λ(x) and µ(x) are continuous, λ(x) 0, µ(x) 0 and λ(x) + µ(x) = 1 for any
x ∈ X.
For any x ∈ X, it is easy to see that G(x) is nonempty convex compact subset of E and
G is upper semicontinuous at x . We will show that for any x ∈ X, G(x) ∩ TX(x) = ∅.
Indeed, for any x ∈ X, since G1(x) ∩ TX(x) = ∅ and G2(x) ∩ TX(x) = ∅, there are
y1 ∈ G1(x)∩ TX(x), y2 ∈ G2(x)∩ TX(x) and
λ(x)y1 + µ(x)y2 ∈ λ(x)G1(x)+ µ(x)G2(x) = G(x).
On the other hand, by [2, Proposition 4.2.1 ], TX(x) is convex, we have λ(x)y1 +
µ(x)y2 ∈ TX(x) and thus G(x) ∩ TX(x) = ∅. Hence G ∈ M .
For any x ∈ X, by [10, Lemma 3.1],
h
(
G1(x),G(x)
)= h(G1(x), λ(x)G1(x) + µ(x)G2(x)) h(G1(x),G2(x))
and
ρ(G1,G) = sup
x∈X
h
(
G1(x),G(x)
)
 sup
x∈X
h
(
G1(x),G2(x)
)= ρ(G1,G2)
 ρ(G1,F ) + ρ(F,G2) < 13δ′ + 13δ′ = 23δ′,
ρ(F,G) ρ(F,G1) + ρ(G1,G) < 13δ′ + 23δ′ = δ′,
and thus Z(G) ∩ (U1 ∪ U2) = ∅. Without loss of generality, we may assume that Z(G) ∩
U1 = ∅, i.e., there exists x∗ ∈ Z(F) ∩ U1. Since x∗ ∈ U1, we have λ(x∗) = 1, µ(x∗) = 0
and thus 0 ∈ G(x∗) = G1(x∗). x∗ ∈ Z(G1), which contradicts that Z(G1)∩U1 = ∅. Hence
m(F) must be connected. 
Theorem 3.4. For each F ∈ M , there exists at least one essential component of Z(F).
Proof. By Theorem 3.3, there exists at least one minimal essential connected subset m(F)
of Z(F). By [3, Theorem 3.2], there is a component Zα(F ) of Z(F) such that m(F) ⊂
Zα(F ). It is obvious that Zα(F ) is essential. 
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In this section, we deduce the existence of essential components of the set of coinci-
dence points for set-valued maps, see [6]. Let X be a nonempty convex compact subset of
a normed space E. Following [6], let
S = {f :X → 2X ∣∣ for any x ∈ X, f (x) is nonempty convex compact subset of X
and f is upper semicontinuous on X
}
,
Y = {(f, g) ∈ S × S ∣∣ for any x ∈ X, [f (x) − g(x)]∩ TX(x) = ∅}.
For any y = (f, g) ∈ Y , define T (y) = F as follows: for any x ∈ X, F(x) = f (x) −
g(x). It is easy to show that
(1) F(x) is nonempty convex compact subset in E;
(2) F is upper semicontinuous at x; and
(3) F(x) ∩ TX(x) = ∅.
Hence F ∈ M and T is continuous.
For any y = (f, g) ∈ Y , define C(y) = {x ∈ X | f (x) ∩ g(x) = ∅}, i.e., C(y) is the set
of all coincidence points of f and g.
Lemma 4.1. For any y ∈ Y , C(y) = Z(T (y)).
Proof. For any x1 ∈ C(y), we have f (x1) ∩ g(x1) = ∅, i.e., 0 ∈ f (x1) − g(x1) = F(x1)
and thus x1 ∈ Z(T (y)). Conversely, for any x2 ∈ Z(T (y)), we have 0 ∈ F(x2) = f (x2) −
g(x2), f (x2) ∩ g(x2) = ∅, i.e., x2 ∈ C(y). 
Theorem 4.2. For any y ∈ Y , there is at least one essential component of C(y).
Proof. This conclusion follows from Lemma 2.3 and Theorem 3.3.
5. Application(II)
First, following [1], we recall some notions in dynamical economic theory. Let E and V
be two finite-dimensional vector spaces (both E and V have the same dimension, say, l),
where E and V denote a commodity space and a price space, respectively.
A dynamical economy (P, c) consists of a “price" set-valued map P : E → 2V and
a consumption dynamics c : Graph(P ) → E. The dynamics of commodity and price is
described by the following differential equation:
(i) x˙(t) = c(x(t),p(t)), (ii) p(t) ∈ P (x(t)).
Let P :E → 2V be a set-valued map,∥∥P(x)∥∥= sup ‖y‖.y∈P(x)
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(1) Graph(P ) is closed;
(2) c is continuous;
(3) c(x, ·) is affine, for each x ∈ E, P(x) is convex; and
(4) P, c have linear growth (there is γ > 0 such that ‖P(x)‖ γ (‖x‖+1), ∀x ∈ Dom(P );
and there is β > 0 such that ‖c(x,p)‖ β(‖x‖ + ‖p‖ + 1), ∀x ∈ Dom(P ), ∀p ∈ V )
Definition 5.1. A subset X ⊂ Dom(P ) is said to be a viability domain of the dynamical
economy (P, c) if
∀x ∈ X, ∃p ∈ P(x) such that c(x,p) ∈ TX(x).
Definition 5.2. x¯ ∈ X is said to be a viable equilibrium point of (P, c) if there is p¯ ∈ P(x¯)
such that c(x¯, p¯) = 0.
The following theorem [1, Theorem 4.1.7] gives the existence of an equilibrium point.
Theorem 5.3. Let (P, c) be a Marchaud dynamical economy. If X is a convex and compact
viability domain, then there is a viable equilibrium point x¯ ∈ X of (P, c).
Now, for each dynamical economy (P, c), we introduce the set-valued map F :X → 2E
defined by
F(x) = c(x,P (x))= {c(x,p)}
p∈P(x).
Then, there exists a viable equilibrium point (x¯, p¯) of the dynamical economy (P, c) if
and only if x¯ is an equilibrium point of F in the sense that
x¯ ∈ X and 0 ∈ F(x¯).
Let X be a compact convex subset of E and let Y be the collection of all Marchaud
dynamical economies with the viability domain X. Denote e = (P, c), since Graph(P ) is
closed and P has linear growth, Graph(P ) is bounded and thus compact. Moreover, the
compactness and the continuity of c lead to the compactness of Graph(c). Now for any
e1 = (P 1, c1) ∈ Y , e2 = (P 2, c2) ∈ Y , we may define
ρ1(e1, e2) = sup
x∈X
h
(
P 1(x),P 2(x)
)+ h(Graph(c1),Graph(c2))
where h denotes the Hausdorff metric defined on Rl . It is clear that (Y,ρ1) becomes a
metric space.
Given e ∈ Y , denote by S(e) the set of viable equilibrium points of e. Then S defines a
set-valued map from Y to X.
Definition 5.4. Let A be a closed subset of S(e). A is said to be an essential set of S(e) if
for any open set O ⊃ A, there is δ > 0 such that for any e′ ∈ Y with ρ1(e′, e) < δ, S(e′) ∩
O = ∅. Specially, if A is a singleton {x∗}, then x∗ is said to be an essential equilibrium
point. A component Sα is said to be an essential component of S(e) if Sα is an essential set
of S(e).
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turbations of structure. Note that essentiality implies exponential asymptotic stability.
Theorem 5.5. For each e ∈ Y , there exists at least one essential component of S(e).
Proof. Given any e ∈ Y , define T (e) = F where F :X → 2X is defined as
F(x) = c(x,P (x))= {c(x,p)}
p∈P(x), ∀x ∈ X.
For any x ∈ X, since c(x, ·) is affine and P(x) is convex, F(x) is convex; by the closed-
ness of Graph(P ) and the boundedness of P(x), F(x) is closed and thus compact. Since
c(· , ·) is continuous and P(x) is compact for each x ∈ X, by [2, Proposition 1.4.14],
F is upper semicontinuous on X. By Definition 5.1, it is obvious that for any x ∈ X,
F(x) ∩ TX(x) = ∅. Hence F ∈ M (the space in Section 3). Note that for any e ∈ Y ,
S(e) = Z(T (e)) = Z(F). Next we show that T :Y → M is continuous.
Indeed let e = (P, c) ∈ Y and any ε > 0. Since c is continuous on a compact set
Graph(P ), c is uniformly continuous on Graph(P ). Therefore there is η > 0 (we may
assume that η < ε/2) such that for any (x1,p1) ∈ Graph(P ) and (x2,p2) ∈ Graph(P ) with
max{‖x1 − x2‖,‖p1 − p2‖} < η, we have ‖c(x1,p1) − c(x2,p2)‖ < ε/2.
Now for any e′ = (P ′, c′) ∈ Y with ρ1(e, e′) < η/2, we have
(a) h(Graph(c),Graph(c′)) < η/2 < ε/4; and
(b) h(P (x),P ′(x)) < η/2 < ε/4, ∀x ∈ X.
For any y ∈ F(x), there is p ∈ P(x) such that y = c(x,p). By (b), there is p′ ∈ P ′(x)
such that ‖p − p′‖ < η/2.
Since p′ ∈ P ′(x), i.e., (x,p′) ∈ Graph(P ′), then ((x,p′), c′(x,p′)) ∈ Graph(c′), and
thus by (a) there is ((x˜, p˜), c(x˜, p˜)) ∈ Graph(c) such that
‖x − x˜‖ < 12η, ‖p′ − p˜‖ < 12η, and
∥∥c′(x,p′) − c(x˜, p˜)∥∥< 12η.
Hence we have ‖c(x,p) − c(x˜, p˜)‖ < ε/2 since ‖x − x˜‖ < η and ‖p − p˜‖ ‖p − p′‖ +
‖p′ − p˜‖ < η. Denote y ′ = c′(x,p′) ∈ F ′(x), then
d
(
y,F ′(x)
)= inf
b∈F ′(x)
d(y, b) ‖y − y ′‖ = ∥∥c(x,p) − c′(x,p′)∥∥

∥∥c(x,p)− c(x˜, p˜)∥∥+ ∥∥c(x˜, p˜) − c′(x,p′)∥∥< ε.
Hence supa∈F(x) d(a,F ′(x)) < ε.
For any y ′ = c′(x,p′) ∈ F ′(x), we have ((x,p′), c′(x,p′)) ∈ Graph(c′). By (a), there is
((x˜, p˜), c(x˜, p˜)) ∈ Graph(c) such that
‖x − x˜‖ < 12η, ‖p′ − p˜‖ < 12η, and
∥∥c′(x,p′) − c(x˜, p˜)∥∥< 12η.
Denote y˜ = c(x˜, p˜), then y˜ ∈ F(x) and thus
d
(
y ′,F (x)
)= inf
a∈F(x)d(y
′, a) ‖y ′ − y˜‖ = ∥∥c′(x,p′) − c(x˜, p˜)∥∥< 12ε < ε.
Hence we have supb∈F ′(x) d(b,F (x)) < ε. Since x ∈ X is arbitrarily taken, we have
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x∈X
h
(
F(x),F ′(x)
)
= sup
x∈X
max
{
sup
a∈F(x)
d
(
a,F ′(x)
)
, sup
b∈F ′(x)
d
(
b,F (x)
)}
< ε.
This leads to the continuity of T .
Now it follows from Lemma 2.3 and Theorem 3.3 that for each e ∈ Y , there is at least
one essential component of S(e). 
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