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Abstract
Diﬀerent combinations of fuzzy logic and neural networks provide various ingredi-
ents for smart adaptive applications. Both expertise and data can be integrated in the
development of intelligent systems. Evolutionary computation is also widely used in
tuning of these systems. For small, specialised systems there is a large number of feasible
solutions, but developing truly adaptive, and still understandable, systems for highly
complex systems require more compact approaches in the basic level. Linguistic equa-
tion (LE) approach originating from fuzzy logic is an eﬃcient technique for these
problems. Insight to the process operation is maintained since all the modules can be
assessed by expert knowledge and membership deﬁnitions relate measurements to ap-
propriate operating areas. The LE approach increases the performance by combining
various specialised models in a case-based approach: models can be generated auto-
matically from data. The LE approach is also successfully extended to dynamic simu-
lation and used in intelligent controller design. The integration of intelligent systems is
based on understanding the diﬀerent tasks of smart adaptive systems: modelling, in-
telligent analysers, detection of operating conditions, control and intelligent actuators.
The system integration leads to a hybrid system: fuzzy set systems move gradually to
higher levels, neural networks and evolutionary computing are used for tuning, and the
whole system reinforced with eﬃcient statistical analysis, signal processing and mech-
anistic modelling and simulation.
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1. Introduction
Development of smart adaptive systems for non-linear, complex, multivari-
able and highly interactive industrial processes is a challenging task. Usually,
the important quality variables can be estimated only from other measured
variables. Physical limitations of actuators must be taken into account. Sig-
niﬁcant interactions between process variables cause interactions between the
controllers. Various time delays depend strongly on operating conditions and
can dramatically limit the performance and even destabilise the closed-loop
system. For overall production processes, control systems take care of several
subprocesses. There are many and long time-varying delays, process feedbacks
at several levels, closed control loops, factors that exist and cannot be measured
and interactions between physical and chemical factors. Uncertainty is an un-
avoidable part of the process control in real-world applications since there al-
ways are some unknown factors aﬀecting to the process conditions. Successful
applications require integration of data-based methods and expertise, especially
if fast reactions to changing operating conditions are needed.
Smart adaptive systems are based on intelligent methods, i.e. individual
subsystems are intelligent systems. The smartness of the overall systems de-
pends on integration of these intelligent systems. A smart system needs a de-
cision making unit: in Fig. 1 this is the control block. Putting everything in this
block would result too complicated systems. A better alternative is to make a
generic and conﬁgurable control block whose inputs are (calculated) variables
related system properties which really should be controlled. This can be done
with software sensors type intelligent analysers. This part is especially impor-
tant in connection to continuous on-line analysers. Intelligent analysers may
also include trend analysers. If operating conditions are changing, intelligent
analysers are also needed for detection of the operating conditions. Measure-
ment should be handled with digital signal processing. Also operation of ac-
tuators can be improved with intelligent modelling. Dynamic modelling and
simulation is needed for comparing alternatives in controller design.
On-line analysers facilitate new measurements which also need new calcu-
lation modules to be used in everyday process control. Intelligent analysers
provide solutions for this, but part of the work could be done also in digital
signal processing. Possibilities of using intelligent techniques are improving
also in actuators. Moving close to the process brings new challenges for the
implementation of the intelligent systems.
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In this paper diﬀerent intelligent methods are evaluated on basis of their
possible contributions to the smart adaptive systems. Linguistic equation ap-
proach originating from fuzzy set systems is introduced as a integrating
methodology in developing smart adaptive systems for complex applications.
2. Intelligent methods
Computational intelligence or soft computing understood as a mixture of
fuzzy set systems, neural networks and genetic algorithms is an extension ra-
ther than a competitor for artiﬁcial intelligence (AI). Fuzzy logic emerged from
approximate reasoning, and the connection of fuzzy rule-based systems and
expert systems is clear, e.g. vocabulary of AI is kept in fuzzy logic [4]. Possi-
bilities of the symbolic AI methodology are extended with numerical model-
ling, which is shared by fuzzy set systems and neural networks with an
assistance of evolutionary computation, e.g. genetic algorithms. Numerical
methods and symbolic approaches are both needed in computing with words.
Conjoint numeric, symbolic and neural computing will be very important in
applications for complex systems. Symbolic computing has the key role in
connecting applications and making them easier to access for non-specialist
users. Rule-based expert systems used in AI are suited to codifying meta-
knowledge of a system but rule-based systems are not easy to extend to
complex systems. For applications, mapping quality to quantity can be done
by fuzzy set theory. Behavioural models can also be based on neural networks
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Fig. 1. Subsystems of a general smart adaptive system.
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if the system is small enough. Genetic algorithms and related evolutionary
strategies have recently used in many narrow applications.
2.1. Expert systems
Rule-based programming is commonly used in the development of expert
systems but this paradigm leads to serious maintenance and testing problems
in practical applications where rule-based systems become really massive.
Therefore, linking the rule-based systems to more eﬃcient modelling methods
is essential for operability of the practical systems. Using declarative Prolog
language (or extensions of it) on relation level can reduce amount of rules to
some extent [12]. However, these simulations are still too slow for complex
dynamical systems, and therefore, knowledge-based reasoning is embedded to
fuzzy logic or linguistic equation applications.
In the modelling framework, rules are generated only if they are required by
the programming system used in ﬁnal implementation. Large rulebases can
packed into a very compact matrix equations, e.g. in an diagnostical applica-
tion small 7 · 11 matrix replaces 36,000 fuzzy rules. Methodologies used in
development of expert systems are still useful in extracting expert knowledge
from domain experts. Uncertainty and complexity can be handled with other
methodologies. In our development and tuning system, conventional expert
system approach is a part of the FuzzEqu Toolbox [19].
2.2. Fuzzy set systems
Fuzzy set systems provide extensions of the expert system techniques to
uncertain and vague systems [40]. The traditions of physical modelling on the
basis of understanding the system behaviour are continued with fuzzy rules and
membership functions, which can represent gradually changing non-linear
mappings together with abrupt changes. Various approaches using either ex-
pertise or data are used in constructing these mappings, but the increasing
complexity of the application require more and more combined approaches
classiﬁed to the upper right corner of Fig. 2. Heuristic knowledge and know-
how can be introduced to the fuzzy set systems by a trial and error based
approach. Data-based approaches rely usually on automatic generation of
rules from predeﬁned simple sets of membership functions. Both knowledge
and data need to be used together in developing practical applications. Lin-
guistic fuzzy models [2] are mostly used in the knowledge-based approach, and
Takagi–Sugeno (TS) type fuzzy models [37] and fuzzy relational models [34] for
data-driven methods.
In the knowledge-based approach, understanding of the rules is important,
and the number of rules is tried to keep in minimum. The membership func-
tions are also based on domain expertise. Non-linear behaviour of the system
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should be included as much as possible in the distribution of the membership
functions. The actual functions can be constructed from linear or non-linear
parts. The knowledge-based approach is based on non-linear sets of mem-
bership functions and a fairly simple set of rules (Fig. 2). The operation of the
system can be improved by tuning of the membership functions. This approach
is well suited to human input. First systems operate fairly well but improving
the system is time consuming as numerous parameters aﬀect to the resulting
system. Genetic algorithms suit well for tuning the gradual rule-based systems
to approximate non-linear mappings between input and output signals, e.g. a
strict fuzzy partition and triangular membership functions provide a basis for
an eﬃcient coding [32].
Constructing fuzzy models from data with the best possible accuracy alle-
viates the knowledge acquisition problem. Table-lookup scheme [38,39] is an
example of algorithm for generating fuzzy rules. Fuzzy rule generation can also
take into account contradictory data [28,29]. The data-driven approach leads
to a black-box models if the interpretation of results is not addressed suﬃ-
ciently. As understanding of the system is very important beneﬁt, approaches
relying on linear sets of symmetrical membership functions and complicated
rule sets are not solutions for a smart adaptive system. Self-organising fuzzy
approach is a good technique if the key issue is to ﬁnd the parameter values for
a new operating point, e.g. good results have been obtained with self-organ-
ising linguistic fuzzy controllers in medical applications.
Fig. 2. Classiﬁcation of fuzzy set systems.
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The time needed for reliable on-line adaptation can be a problem in pro-
cess control, e.g. varying operating conditions may destroy the performance
completely. If the adaptation is needed only in the beginning of the opera-
tion, tuning time is not a problem. Black-box approaches result rather
complicated rule bases, as the sets of membership functions are usually very
simple (Fig. 2). A set of evenly spaced symmetrical membership functions is a
common starting point. However, a complicated rule base means high
overﬁtting risk since the model surface can adopt also noise or minor dis-
turbances. Adaptation of these systems requires always a new development
phase, which becomes diﬃcult if operating conditions change continuously.
Continuously changing system does not support accumulation of domain
expertise.
Fuzzy models can be considered as a class of local modelling approaches,
which attempts to solve a complex modelling problem by decomposing into
number of simpler subproblems [1,2]. Understanding can be maintained in
these specialised subsystems as both steady state and dynamic non-linear sys-
tems can be approximated in a fairly compact way. However, a huge number of
parameters need to be tuned and updated when the process conditions change
since the number of subsystems is very high. Changing operating conditions
can be handled with a multimodel approach, and diﬀerent clustering method
can be used for ﬁnding suitable areas for modelling. Grid partitioning, which
divides each linguistic variable into at least two linguistic terms, is not satis-
factory for large-scale multivariable systems as too many modelling areas result
overﬁtting.
Takagi–Sugeno (TS) type fuzzy models [37] are widely used for this purpose
since the neuro-fuzzy ANFIS method [8] provides an eﬃcient tuning method
for these models. The smoothing problem around submodel borders can be
handled with special techniques, e.g. smoothing maximum [2], or by making
the area overlap very strong. Fitting results are very good with strongly
overlapping models, but the process insight is lost as the individual models do
not have any meaning. The ANFIS tuning increases overlap of the clusters and
destroys meanings of the individual linear models, e.g. the role of some sub-
models may transform into a part of a smoothing algorithm. Sharper borders
require non-linear consequent models, i.e. smoothing should be a part of each
individual local model.
The classiﬁcation depicted in Fig. 2 is mainly based on the ideas of nu-
merical computation with fuzzy rules and membership functions. Fuzzy logic
provides eﬃcient, understandable tools for interpolation with a set of gradual
rules, but fuzzy logic is primarily meant for multiple-valued logic and ap-
proximate reasoning, and approximate reasoning is a subtopic of artiﬁcial
intelligence. These issues are important in higher levels of smart adaptive
systems (Fig. 1), e.g. detecting operating conditions and fault diagnosis will be
discussed in the application section.
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The most important feature of fuzzy systems is that they provide clear ex-
planation of the operation. However, data-based techniques are needed to
make the tuning phase practical. How to reach both goals? An understandable
set of structured rules and non-linear membership functions are essential for
practical fuzzy systems. Selecting a suitable number of modelling areas is the
key issue.
2.3. Artiﬁcial neural networks
Artiﬁcial neural networks (ANN) have been used as behavioural input–
output models, which are diﬃcult to connect to other models of the system [14].
Possibility to a more or less automatic modelling has increased popularity of
neural networks, and really a huge amount of software tools is available for
neural computing.
The most popular neural network architecture is the multilayer percep-
tron (MLP) with very close connection to the backpropagation learning [35].
Various optimisation methods, e.g. conjugate gradient, quasi-Newton and
Levenberg–Marquardt, have been used in these networks to speedup learning.
Since overﬁtting is the main problem, the generalisation is tried to improve for
example with ensemble learning with early stop [30] and regularisation tech-
niques [5]. Selecting the optimisation method is an important issue as very fast
tuning may even prevent the validation stop. Precision is fairly good for small
well-deﬁned systems but problems arise in complex systems. Actually only
small fragments of the overall system can be modelled at a time. Since fully
representative data is very hard to get, ANNs can be recommended primarily
to system development. A feasible approach is to generate a fuzzy set system
from several specialised neural models. The ANFIS method based on the
backpropagation method is an example of this generic methodology.
In addition to the widely popular feed forward networks, various useful
methodologies, e.g. self-organising maps and radial basis networks, are used in
applications. Self-organising maps (SOM) [26] can be used for ﬁnding oper-
ating conditions or simply for clustering. Radial basis networks [3] provide an
interesting alternative as they can be used both as a clustering tool and a
modelling tool. There is also a clear link to fuzzy set systems, i.e. both SOM
and radial basis neurons can be represented as fuzzy rules. Radial basis models
ﬁll well the whole operating area, and fairly good results can be obtained if an
appropriate number of neurons are used. Models-based normalised data use
symmetric activation functions and a linear layer combining the neurons. For
SOM-based models, pruning the rules is necessary since there are usually very
many neurons close to the average operating conditions. On the other hand,
additional rules are needed for boundary areas.
Connecting ANNs to other modelling techniques is vitally important as
far as complex systems are concerned. A solution might be a neuro-fuzzy
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approach, which makes the model more understandable. Neural computing
provides a suitable identiﬁcation method for working point adaptation if the
generalisation aspect is taken into account.
2.4. Genetic algorithms
Genetic algorithms (GA) were long time considered to belong to general
systems theoretians interested about extremely complex optimization studies
[36]. GAs can be considered as an experimenting tool which produces a sat-
isfactory solution which is not necessarily optimal. GAs are useful when this
can be accepted, e.g. very large search space with noisy data and uncertain
models. The algorithm is a reasonable way for processing population of al-
ternatives. The crucial thing is to use appropriate ﬁtness functions, i.e. they
should be application dependent. Massive parallel processing is required in real
applications.
Genetic algorithms can assist other methods of computational intelligence
by optimising structures. For expert systems, optimisation of the rule base is
a possible application. However, genetic algorithms are suitable for very
complex systems which are on the other hand fairly problematic for expert
system. Network structures of neural networks could be another application
area, but the execution will be always very slow since both GAs and ANNs
require a lot of computation. Development of linguistic equation systems
from data is also a possible application area of genetic algorithms [15]. In the
development environment, GAs are used in tuning of membership deﬁni-
tions.
3. Modelling with linguistic equations
Linguistic equation (LE) approach originates from fuzzy set systems: rule
sets are replaced with equations, and eﬀects of membership functions are
handled with scaling. For non-linear models, the scaling technique must be
non-linear as the model equations are linear. The scaling functions are called
membership deﬁnitions as they have a close connection to the membership
functions used in fuzzy set systems.
3.1. Membership deﬁnitions
Membership deﬁnitions provide non-linear mappings from the operation
area of the (sub)system, deﬁned with feasible ranges, to the linguistic values
represented as a real-valued interval [)2, 2]. Membership functions can be
generated from membership deﬁnitions.
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3.1.1. Feasible ranges
Feasible range is deﬁned as a membership function: the main area of op-
eration is called the core area, and the whole variable range is the support
area. For applications, a trapezoidal function providing linear transitions
between 0 and 1 is suﬃcient (Fig. 3). The corner parameters can be deﬁned on
the basis of expert knowledge or extracted from data. The slope can be dif-
ferent on upper and lower part depending on the linearity or non-linearity of
the system.
The support area is deﬁned by the minimum and maximum values of the
variable, i.e. in the support area
minðxjÞ6 xj6 maxðxjÞ ð1Þ
for each variable j, j ¼ 1; . . . ;m.
The centre value, cj, divides the support area into two parts, and the core
area is deﬁned by the centre values of the lower and the upper part, ðclÞj and
ðchÞj, correspondingly. This means that in the core area of variable j
ðclÞj6 xj6 ðchÞj ð2Þ
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Fig. 3. Feasible range, membership deﬁnitions and membership functions.
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and
minðxjÞ6 ðclÞj6 ðchÞj6 maxðxjÞ: ð3Þ
The centre values can be deﬁned as means or medians of the corresponding
data sets. For feedback controllers, the centre values of error, change of error
and change of control are all zeros. Defuzziﬁcation of the feasible range should
result a value close to the centre point. If the feasible range is not highly
asymmetrical, the mean or median is close to the defuzziﬁcation result of the
trapezoidal feasible range.
The data-driven approach can meet two main problems. The data points do
not always cover the whole area of operation, e.g. only the close neighbour-
hood of normal operation point may be covered, or we would like to extend the
model of upper part later to the lower part. In these cases, expert knowledge is
used in extending the feasible range.
On the other hand, process data contains often outliers, which must be re-
moved before generating the feasible area, because the procedure described
above is very sensitive to them. In steady-state modelling, the outlier points can
be removed, but in dynamic modelling these points are needed for the analysis
of interactions.
Feasible ranges should be consistent with membership deﬁnitions, and
therefore they are deﬁned together. Also the feasible ranges based on expert
knowledge are veriﬁed and modiﬁed in the same way as the membership def-
initions. Alternatively, feasible ranges are generated from membership func-
tions when existing rule-based fuzzy systems are converted to linguistic
equations. Trapezoidal membership functions suit very well for diagnostic
applications: warnings and alarms can be generated directly from the degrees
of membership of the highest and lowest membership function.
3.1.2. Membership deﬁnitions
A membership deﬁnition is a (non-linear) mapping of variable values inside
its range to a certain linguistic range, usually [)2, 2]. It more or less describes
the distribution of variable values over its range. Membership deﬁnitions are
by a function
xj ¼ f ðXjÞ; 8maxðxjÞ6 xj6 maxðxjÞ; Xj 2 ½2; 2; ð4Þ
where xj is the value of variable j and Xj is the corresponding linguistic value.
In present systems, the membership deﬁnitions consist of two second-order
polynomials: one for negative values of X 2 ½2; 0Þ and one for positive values
of X 2 ½0; 2. So
xj ¼ f j ðXjÞ; Xj 2 ½2; 0Þ ð5Þ
and
xj ¼ f þj ðXjÞ; Xj 2 ½0; 2: ð6Þ
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Two facts must be pointed out concerning f j ðXjÞ and f þj ðXjÞ. They should be
monotonous, increasing functions in order to result in realisable systems, i.e.
f j ððXjÞ1Þ > f j ððXjÞ2Þ 8 ðXjÞ1 > ðXjÞ2 ð7Þ
in the interval [)2, 0), and
f þj ððXjÞ1Þ > f þj ððXjÞ2Þ 8 ðXjÞ1 > ðXjÞ2 ð8Þ
in the interval (0, 2].
In order to keep the functions monotonous and increasing, corner points
must satisfy Eq. (3). They are used in a continuous form in the linguistic
equation systems. The lower part function is deﬁned by values corresponding
linguistic levels 2, )1 and 0, and the upper part function by values corre-
sponding linguistic levels 0, 1 and 2. The upper and lower parts should overlap
at the linguistic value 0.
Feasible ranges are the starting points in the construction of membership
deﬁnitions. The corner parameters correspond to linguistic values )2, )1, 1,
and 2. If feasible ranges are extracted from expert knowledge, the centre point
is deﬁned by defuzzifying with the centre of gravity method and it is used as the
value corresponding to the linguistic value 0. For strongly asymmetrical fea-
sible ranges, the centre value is deﬁned on the basis of expert knowledge since
the centre of gravity may be outside the core.
For automatic generation of the membership deﬁnitions, the means and
medians of the data are used directly as centre values. These values will always
satisfy Eq. (3).
Now we have deﬁned ﬁve points
ðminðxjÞ;2Þ; ððclÞj;1Þ; ðcj; 0Þ; ððchÞj; 1Þ; ðmaxðxjÞ; 2Þ:
Next, the coeﬃcients of the second-order polynomials,
f j ¼ aj X 2j þ bj Xj þ cj; Xj 2 ½2; 0Þ;
f þj ¼ aþj X 2j þ bþj Xj þ cj; Xj 2 ½0; 2
ð9Þ
are solved fulﬁlling these points. The center point, cj, is already deﬁned. Four
linear equations are needed for solving the other coeﬃcients:
4aj  2bj þ cj ¼ minðxjÞ;
aj  bj þ cj ¼ ðclÞj;
aþj þ bþj þ cj ¼ ðchÞj;
4aþj þ 2bþj þ cj ¼ maxðxjÞ:
ð10Þ
The same linear equations are used in tuning of the membership deﬁnitions.
Fig. 4 shows examples of membership deﬁnitions.
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The derivatives of functions f j and f
þ
j should always be positive. Since Eq.
(3) is not suﬃcient to guarantee that, the resulting derivatives are corrected to
positive area by changing the coeﬃcients of the polynomials. This correction
will slightly expand the feasible range since the centre value is not changed.
In the LE models, the non-linear scaling is performed twice: ﬁrst scaling from
real values to the interval [)2, 2] before applying linguistic equations, and then
scaling from the interval [)2, 2] to real values after applying linguistic equations.
In the case of polynomial membership deﬁnitions, the linguistic level of the
input variable j is calculated according to equation
Xj ¼
2 with xjP maxðxjÞ;
bþj þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bþ2j  4aþj ðcj  xjÞ
q
2aþj
with cj6 xj6 maxðxjÞ;
bj þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2j  4aj ðcj  xjÞ
q
2aj
with minðxjÞ6 xj6 cj;
2 with xj6 minðxjÞ;
8>>>>>><
>>>>>>>:
ð11Þ
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Fig. 4. Membership deﬁnitions and triangular membership functions.
318 E.K. Juuso / Internat. J. Approx. Reason. 35 (2004) 307–337
where aj , b

j , a
þ
j and b
þ
j are coeﬃcients of the polynomials (Eq. (9)), cj is real
value corresponding to the linguistic value 0 and xj is the real value. minðxjÞ
and maxðxjÞ are minimum and maximum values of the real data corresponding
to the linguistic values )2 and 2.
After the linguistic level of the model output, Xoutput, is calculated with
linguistic equation model, it is converted to real value of the output, xoutput,
using the following equation:
xoutput ¼
aoutputX
2
output þ boutputXoutput þ coutput with Xoutput < 0;
aþoutputX
2
output þ bþoutputXoutput þ coutput with XoutputP 0;
(
ð12Þ
where aoutput, b

output, a
þ
output and b
þ
output are coeﬃcients of the polynomials (Eq.
(9)), and coutput is the real value corresponding to the linguistic value 0.
3.1.3. Membership functions
Membership functions can be generated from membership deﬁnitions on a
chosen partition. A strict partition
8xj 2 Uj;
Xn
i¼1
lF ij ðxjÞ ¼ 1; ð13Þ
where lF ij are membership functions of fuzzy sets F
i
j , suits well for automatic
generation. Fig. 3 shows the default locations. The overlap between adjacent
linguistic terms expresses the progressive variation from one term to the other.
The number of membership functions can be diﬀerent for each variable, e.g.
variables uðt  4Þ and xðt  1Þ have ﬁve and variable xðtÞ nine membership
functions in Fig. 4. Triangular functions are used for modelling and control,
and trapezoidal functions for fault diagnosis.
3.2. Interactions
The basic element of a linguistic equation (LE) model is a compact equationXm
j¼1
AijXj þ Bi ¼ 0; ð14Þ
where Xj is a linguistic level for the variable j, j ¼ 1; . . . ;m. In the original
system [18], the linguistic values very low, low, normal, high, and very high
were replaced by integer numbers )2, )1, 0, 1 and 2. The direction of the in-
teraction is represented by interaction coeﬃcients Aij. The bias term Bi was
introduced for fault diagnosis systems. A LE model with several equations is
represented as a matrix equation
AX þ B ¼ 0; ð15Þ
where the interaction matrix A contains all coeﬃcients Aij and the bias vector B
all bias terms Bi.
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In small systems, the directions are usually quite clear: only the absolute
values of the coeﬃcients need to be deﬁned. For more complex systems, a set of
alternative equations is developed ﬁrst, and the ﬁnal set of equations is selected
on the basis of error measures and process knowledge. Variable selection be-
comes very important especially when normal process data is used. All possible
combinations were taken into account and the strongest interactions are se-
lected. Each interaction will include at least one new variable to the model.
For large systems, the number of possible variable combinations becomes
very large, e.g. the case models of the web break indicator system includes 24
variables, which means that there are 2024 alternative three variable interac-
tions. Most of these alternatives are useless, and therefore, several methodolo-
gies are used for selecting alternative groups for processing. Variable selection is
started with manual methods, and the ﬁnal variable selection is based on gen-
erated alternative interactions assessed with domain expertise. Some variable
combinations should be avoided, and this is done by deﬁning non-groups. Real-
valued linguistic equations provide a basis for sophisticated non-linear systems.
The real-valued equation systems have been used because of easier tuning.
3.3. Development and tuning
Linguistic equation models consist of two parts: interactions are handled
with linear equations, and non-linearities are taken into account by membership
deﬁnitions. Modelling with linguistic equations has following stages (Fig. 5):
• Membership deﬁnitions are generated by using preprocessed data, means or
medians, and second order polynomials.
Fig. 5. Modelling with linguistic equations.
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• Linguistic relations are obtained by non-linear scaling with the membership
deﬁnitions.
• Linguistic equations are generated from the scaled data (linguistic relations)
with linear regression.
• Selecting equations from alternatives is based either on the overall ﬁt or on
the prediction performance.
• Tuning modiﬁes membership deﬁnitions, linguistic equations or both to im-
prove ﬁtting to the training data.
The tuning algorithm reduces the error between model and training data
[18]. Membership deﬁnitions are tuned for one variable of the equation at a
time with a linear neural network using the set of equation deﬁned by (10). For
the matrix equation (15), only one variable from each equation can be selected
for tuning, i.e. membership deﬁnitions for other variables are either ﬁxed or
tuned with other equations. The recently developed genetic tuning method can
handle several variables at a time by variating parameters of membership
deﬁnitions.
Linguistic equations provide a very compact implementation method for
systems originating from diﬀerent sources. Structural restrictions are beneﬁcial
in tuning and adaptation, and the limitation can be coped with fuzzy exten-
sions if necessary. Since only ﬁve parameters are needed for each variable, the
LE systems can be adapted to various operating conditions. Recursive imple-
mentation makes also on-line adaptation possible.
An important beneﬁt of the linear approach is that the models can be in-
verted, technically to any direction. Locations are selected for all input variables
Xj, and the output Xoutput calculated from equation (14). In fault diagnosis,
decisions are based on the ﬁtting result as there are no output variables. Clus-
tering is used for case-based modelling. Also variable groups are needed for
these multivariable cases. In principle the equations could also be non-linear,
but only linear equations have been needed in the applications so far.
The FuzzEqu Toolbox provides tools for experimenting with diﬀerent
methods and windows [19]. Various statistical and clustering methods are used
interactively in the preprocessing stage. Membership deﬁnitions and feasible
ranges can be analysed from data or deﬁned manually. After the matrix cal-
culations, the outputs are mapped from linguistic level to the real scale. Lin-
guistic equation models are built interactively (Fig. 5).
3.4. Dynamic modelling and simulation
Dynamic fuzzy models can be constructed on the basis of state–space
models, input–output models or semi-mechanistic models [1]. In the state–
space models, fuzzy antecedent propositions are combined with a deterministic
mathematical presentation of the consequent. The most common structure for
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the input–output models is the NARX/Nonlinear AutoRegressive with
eXogenous input model
yðk þ 1Þ ¼ F ðyðkÞ; . . . ; yðk  nþ 1Þ; uðkÞ; . . . ; uðk  mþ 1ÞÞ; ð16Þ
where k denotes discrete time samples, n and m are integers related to the
systems’ order. This structure is directly used for multiple input, single output
(MISO) systems. Multiple input, multiple output (MIMO) systems can be built
as a set of coupled MISO models.
Delays can be taken into account by moving the values of input variables
correspondingly. The basic form of the linguistic equation (LE) model is a static
mapping in the same way as fuzzy set systems and neural networks, and therefore
dynamic models will include several inputs and outputs originating from a single
variable. External dynamic models provide the dynamic behaviour:
• Rather simple input–output LE models, where the old value of the simulated
variable and the current value of the control variable as inputs and the new
value of the simulated variable as an output, can be used since non-lineari-
ties are taken into account by membership deﬁnitions.
• Linear state–space models of diﬀerent operating conditions are transformed
into a linguistic equation model. Since the LE model can handle non-linear-
ities, at least some of the rules can be combined.
• In semi-mechanistic models, approximation rules are combined into linguis-
tic equations. The approximation rules can be based on qualitative knowl-
edge, and the mechanistic models take care of the basic level dynamic
simulation.
Need for higher order models can be tested by applying classical identiﬁ-
cation to the data after scaling with membership deﬁnitions. As the parametric
models, e.g. autoregressive moving average (ARMAX), autoregressive with
exogeneous inputs (ARX), Box–Jenkins and Output-Error (OE), are based on
linear techniques, non-linear scaling reduces the number of input and output
signals needed for modelling. Normally, this analysis conﬁrms the applicability
of the above mentioned simple input–output LE model.
3.5. Case-based modelling
An eﬀective approach to the modelling of complex non-linear systems is to
partition the system into subsets and approximate each subset by a special
linguistic equation model. Case-based modelling requires hybrid techniques
since various clustering techniques, e.g. fuzzy-c means (FCM), subtractive,
SOM, are needed for ﬁnding suitable modelling areas.
Feasible ranges deﬁne areas for submodels in the linguistic equation ap-
proach. Overlapping does not need to be based on the strict partition (Eq.
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(13)). Multimodels can also be based on an extension of the Takagi–Sugeno
(TS) type models.
In small dynamic models, a single equation includes all the interactions, i.e.
also variables aﬀecting to the working point of the model are included to the
model. For larger models, the equation system is a set of equations where each
equation describes an interaction between two to four variables. The devel-
opment work starts with an automatic generation of membership deﬁnitions,
which are then used in generation of interaction alternatives. Initial estimates
of the delays are developed by correlation analysis. The delays should be as-
sessed against process knowledge, especially if normal on-line process data is
used [17]. The delays can also be tuned with linguistic equation models. An
appropriate handling of delays will extend the operating area of the model
considerably.
4. Linguistic equations: a tool for developing hybrid systems
Integration of various intelligent techniques is needed for development and
tuning of smart adaptive systems for practical applications.
4.1. Hybrid systems
Various methodologies of computational intelligence have their strong areas
but also weaknesses (Fig. 6). Expert systems and fuzzy set systems are
knowledge oriented, and neural networks data oriented. Genetic algorithms
are suitable for optimisation of heterogeneous systems. Small fuzzy systems are
easy to build but their tuning is diﬃcult in complicated systems. Fuzzy clus-
tering and rule generation methods extend fuzzy methods towards data-based
techniques. Domain expertise is used in selecting the structures for neural
networks. In neuro-fuzzy methods, fuzzy systems are developed with neural
networks.
Linguistic equations provide a technique for combining expertise and data
to make the overall production control easier [18]. The technique has been
developed in process control and modelling, where it extends the possibilities of
fuzzy set systems. Linguistic equation approach combines various intelligent
modelling techniques on a uniﬁed framework: a close connection to fuzzy set
systems was important already in the early applications; data-driven modelling
properties have brought the approach close ANN techniques. Fuzzy modelling
and control was earlier the main application area. Neural networks and genetic
algorithms are integrated to the tuning algorithms.
Data-driven fuzzy modelling are based on various methodologies, e.g. fuzzy
clustering, self-organizing maps, neurofuzzy methods and linguistic equations.
Diﬀerent approaches are combined in the tuning phase: the linguistic equation
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approach is designed for combining diﬀerent sources of information. Intelligent
modelling from data and expertise can be done with FuzzEqu Toolbox created
in Matlab environment [19].
4.2. Linguistic equations and fuzzy set systems
Fuzzy set systems can be changed into linguistic equation models by re-
placing linguistic labels with real numbers, denoted as membership locations.
Usually equidistant locations are used as a starting point, e.g. negative large,
negative small, zero, positive small, and positive large with numbers )2, )1, 0,
1 and 2 (Fig. 3). The resulting relations are used in the same way as scaled data
in the data-driven approach shown in Fig. 5. Slight adjusting of the mem-
bership locations is usually needed, and membership deﬁnitions are generated
from adjusted locations and the center points of the corresponding member-
ship functions (Fig. 7). The model surface is directly used for very small fuzzy
set systems as there are too few relations for the parameter-based approach.
Fuzzy set systems can be generated from linguistic equation systems if a
suﬃcient number of variables are known or variated by selecting membership
locations (Fig. 7). Some restrictions for the variable selection are deﬁned by the
set of equations, i.e. only one variable per equation can be solved. Fuzzy rules
Fig. 6. Methodologies of computational intelligence [14].
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can be generated either simultaneously or sequentially: the simultaneous ap-
proach results a compact rule set, and the sequential approach a set which is
easier to interpret and prune.
Every equation can deﬁne the location of each membership function for one
selected variable. Singleton models represent the LE model quite accurately if
the locations of the membership functions are based on the shapes of the
membership deﬁnitions in such a way that the linear surfaces are on appro-
priate areas. Takagi–Sugeno (TS) fuzzy models have the same requirement, but
the locations of the membership functions are diﬀerent. Linguistic fuzzy
models are developed from singleton models. Fuzzy relational models are
useful for development of fuzzy LE models. There will be fairly few non-zero
elements since non-linearities are included to the membership functions.
Other fuzzy modelling approaches can be used as channels for combining
diﬀerent sources of information. The FuzzEqu Toolbox [19] includes routines
for building a single LE system from large fuzzy systems including various
ruleblocks implemented in FuzzyCon or Matlab FuzzyLogic Toolbox.
4.3. Fuzzy linguistic equations
Fuzziness is taken into account by membership deﬁnitions––linguistic
equations approach does not necessarily need any uncertainty or fuzziness.
However, also the linguistic equations can be used in fuzzy form, e.g.
Xm
j¼1
AijXj þ Bi ¼
1 with l ¼ l1;
0 with l ¼ l0;
1 with l ¼ l1;
8<
: ð17Þ
Fig. 7. Fuzzy set systems and linguistic equations.
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i.e. all the variables are not included to the model. The fact that experts do not
always agree with interactions can also be taken into account by using several
interaction matrices with diﬀerent coeﬃcient values. On the other hand, the
directions of interactions can depend on the working area in non-linear sys-
tems. In these cases, diﬀerent interaction matrices have diﬀerent degrees of
membership. Diﬀerent combined eﬀects can be taken into account as well [18].
Fuzzy linguistic equations are essential in present applications of linguistic
equations in fault diagnosis and dynamic modelling. Fuzzy methods take care
of the smooth transitions between the cases, and the degree of membership
evaluated from the fuzziness of the equations,
Sj ¼
Xm
j¼1
AijXj þ Bi ð18Þ
is the basis of the calculation of quality and risk variables. All the variables,
both input and output, are included. The interaction coeﬃcients and bias terms
are normalised for the comparison of equations. The fuzziness Sj can be used
for clustering the data on the basis of the interaction directions. For larger
models, the equation system is a set of equations where each equation describes
an interaction between two to four variables. A multimodel approach based on
fuzzy LE models has been developed for combining specialised submodels [17].
The approach is aimed for systems that cannot be suﬃciently described with a
single set of membership deﬁnitions because of very strong non-linearities.
Additional properties can be achieved since also equations and delays can be
diﬀerent in diﬀerent submodels. In the multimodel approach, the working area
deﬁned by a separate working point model. The submodels are developed by
the case-based modelling approach.
4.4. Multimodel approach
Compact LE models provide a good basis for multimodel systems. For large
data sets, the material can be compressed or decomposed by clustering. In the
FuzzEqu Toolbox, fuzzy clustering (FCM) and self-organising map (SOM) are
the main methods: fuzzy c-means clustering is done with the functions of the
Fuzzy Logic Toolbox and clustering with SOM is based on functions available
in the Neural Network Toolbox. FCM is usually used when the number of
clusters is known, but a suitable number of clusters can be estimated by
comparing partition coeﬃcients and entropies. Subtractive clustering is nor-
mally used when the number of clusters is unknown, but number of clusters
can be iterated by changing clustering parameters.
In the compressing case, the cluster centers or locations will replace the
corresponding columns in the data set, and the compressed data is used for
ﬁnding working point models. In the clustering case, the modelling is done
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separately for each cluster, and the data set is replaced by the data associated to
the individual cluster.
Shape of clusters is important in multimodel approach. All the above de-
scribed methods lead to more or less symmetric clusters for normalised or
unnormalised data. Linguistic fuzzy clustering or linguistic neural networks
based on non-linear scaling detect clusters of diﬀerent geometrical shapes and
thus reduce considerably the number of submodels needed. This also reduces
the overﬁtting risk.
The LE provides a compact modeling of more or less smooth input–output
dependencies. The Fuzzy-ROSA method (FRM) serves for a data-based rule
generation to model a given input–output dependency and is eﬃcient for
modeling complicated local non-linear structures. These properties are com-
bined in a hybrid data-based modeling concept which is applied to dynamic
simulation of a solar power plant (Fig. 8). The performance of the simulator is
considerably enhanced with this concept, and the hybrid simulator can be used
in control design. The hybrid approach was tested in data-based modeling of
dynamic behavior of a solar plant [22].
Temporal reasoning on process history is based on shapes analysed from the
data. In the LE-based trend analysis, features of dynamic behaviour are han-
dled by scaling with membership deﬁnitions; fuzzy reasoning methods are
transformed into linguistic equations. This approach is integrated to the new
LECont control concept implemented in G2.
4.5. Linguistic neural networks
Non-linear multivariable models can be developed by using SOM as a
clustering method, and generating LE models from these neurons [23]. The
resulting LE model, which can be used to any direction, represents the SOM
network very accurately. Most cases in the time series are also well represented.
Fig. 8. Cascaded modelling (left) and resulting model (right) [22].
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The diﬀerences in the interactions, which can be seen as an increased fuzziness
of the model, are related to changes in operation conditions, which should be
handled separately. The LE model can be considered as a new type of neural
network, linguistic SOM network, where each neuron weight has also a lin-
guistic meaning. This network can be adapted to changing conditions, e.g.
diﬀerent regions and industry, by adjusting membership deﬁnitions. This ap-
proach provides tools for domain experts to adapt Kohonen networks to
diﬀerent operating conditions without reconstructing the network.
4.6. Integration
Several sets of linguistic equations can be combined by the matrix presen-
tation, where each row is generated separately. Some of the equations may be
generated automatically from data, some from expertise presented by fuzzy set
systems, and some are deﬁned directly from prior knowledge. Each linguistic
equation represents a multivariable interaction: the directions and strengths of
interactions are deﬁned by coeﬃcients of the interaction matrix. Only the
variables with non-zero coeﬃcient belong to the interaction.
Fuzzy models on any fuzzy partition can be generated from LE models:
rules or relations are developed either sequentially or simultaneously [18], and
membership functions are generated from the membership deﬁnitions on any
location. For integrating diﬀerent methodologies of fuzzy set system develop-
ment, the FuzzEqu Toolbox has links with FuzzyCon, Matlab Fuzzy Logic
Toolbox, DataEngine, WinROSA and Dora for Windows.
Combining neural computing and non-linear scaling provides a wide novel
set of models: linguistic neural networks. This extension results new applica-
tion areas for old networks, e.g. linguistic perceptron networks operate also in
non-linear applications.
5. Tasks and applications
Subsystems shown in Fig. 1 require diﬀerent modelling methods. Steady-state
modelling can be used for generating systems for diagnosis, software sensors
and trend analysis (Fig. 9). Dynamic modelling is needed for prediction of
trends and detecting of ﬂuctuations. Also control design needs dynamic models.
5.1. Dynamic simulation
According to the test results at the Plataforma Solar de Almeria, the dy-
namic simulator of the solar collector ﬁeld represents very accurately the ﬁeld
operation. In steady weather conditions, the present simulator operates within
2 K. Oscillatory conditions are also handled correctly. The simulator is based
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on the multimodel LE approach with four specialised LE models developed for
diﬀerent operating conditions. The LE model provides a good overall beha-
viour in diﬀerent operating conditions (Fig. 10). The model of the solar power
plant has been improved by introducing additional fuzzy models for special
situations [22]. These models were developed with Fuzzy-ROSA method
[10,28]. Dynamic LE models have been used in tuning of LE controllers for a
solar power plant [22] and for a lime kiln [17].
5.2. Intelligent analysers
Most intelligent analysers are software sensors which combine several on-line
measurements to predict output, detect input changes or trends. A fuzzy soft-
ware sensor for a fermentation process is described in [24]. Trend analysis was
applied to the same process in [25]. A linguistic equation based intelli-
gent analysers for continuous cooking and a comparison of diﬀerent fuzzy
methods and linguistic equations is described in [31]. The model predicts the
quality of the pulp four hours ahead (Fig. 11). LE-based analysers have been
developed for fuel quality in a lime kiln [17]. Another area of applications is in
detection of operating conditions, e.g. web break sensitivity indicators [11] be-
long to this area. In solar applications, the operating conditions are deﬁned with
irradiation and temperature diﬀerence between inlet and outlet [20,21].
5.3. Intelligent control
Fuzzy control applications can be converted to linguistic equation form by
replacing linguistic levels for error, error derivative and change of control by
Fig. 9. Development of intelligent applications.
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real values. The ﬁrst direct LE controller was implemented in 1996 for a solar
power plant [20,21], and later the multilevel LE controller was installed for an
industrial lime kiln [9].
A PI type fuzzy controller is represented in the following form
Du ¼ eþ De; ð19Þ
which is a special case of the matrix equation AX ¼ 0 with the interaction
matrix A ¼ ½ 1 1 1 , and variables X ¼ ½ e De Du T . Each cell in Fig. 12
is a rule represented with integer numbers as the linguistic values NB, NS, ZO,
PS, PB are replaced by integer numbers 2, 1, 0, 1 and 2. All these rules can
be obtained from Eq. (12) if 2 and 2 are the minimum and maximum values
respectively. Eq. (19) is also applicable on any fuzzy partition, and the pro-
cedure produces always a rule set which is complete, consistent, and continu-
ous. If a non-complete set is satisfactory, a part of the rules can be deleted
already before tuning. The best similarity with the LE controller is achieved if
the positions of all the fuzzy sets are coordinated with the real valued linguistic
equations, i.e. linguistic values are replaced by real numbers.
Similarly, a fuzzy PD type controller can be represented by a single linguistic
equation
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Fig. 10. Simulation results of the solar collector ﬁeld [22].
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u ¼ eþ De; ð20Þ
which is a special case of the matrix equation AX ¼ 0 with the interaction
matrix A ¼ ½ 1 1 1 , and variables X ¼ ½ e De u T .
The operation of a multilevel LE controller corresponds to a three level
cascade controller:
• Basic PI type LE controller handles the normal operation with symmetrical
membership deﬁnitions;
• Operation condition controller changes the control surface of the basic LE
controller by modifying membership deﬁnitions for the change in the control
variable u;
• Predictive LE controller changes membership deﬁnition for the derivative of
the error e. This level contains both the braking and asymmetrical action.
In the solar application, several additional features have been included to
the controller to avoid too high temperatures:
• The inlet temperature changes considerably from the average level corre-
sponding to case known to the controller;
• Temperature is rising so fast that the controller cannot handle eﬃciently the
evolving situation;
• The temperature diﬀerence between the inlet and the outlet is too high com-
pared to acceptable level corresponding to the recent average of the cor-
rected irradiation.
Additional change of control is introduced if at least one of these cases is
active. The main purpose for introducing these features is to avoid oscillatory
conditions which are diﬃcult to control. The ﬁrst and second ones of these
actions are predictive, and the third one is corrective. All these properties are
implemented into a very compact control program. Modularity is beneﬁcial for
the tuning of the controller to various operating conditions, and most important
is that the same controller can operate on the whole working area. The present
control has also a cascade level for changing the temperature set point (Fig. 13).
The basic LE controller could be represented as a fuzzy controller, but the
additional levels described above would make the fuzzy controller to compli-
cated to implement. As the implementation is very compact, features of the LE
controller can extended, e.g. feedforward and feedback controllers are used
together in lime kiln control [9].
5.4. Fault diagnosis and performance monitoring
Model-based approach has been an essential part of the fault detection al-
ready a long time [6]. As the classical approach utilising analytical models has
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diﬃculties in handling uncertainties, fuzzy logic was included [7], and the re-
sults from dynamic systems were extended to other types of fault diagnosis
[13,33]. Fuzzy rule-based approach and linguistic equations were applied to
functional testing in electronics manufacturing [27]. The overall model-based
diagnostical process analysis (MDPA) introduced in [16] has been earlier ex-
tended to a case-based reasoning (CBR) type approach in a paper machine
application [11]. Resulting systems can be used in various ways suitable for
software sensors, risk analysis and detection of sensor failures. Sophisticated
trend information can be utilised by temporal reasoning on the recent process
history. The MDPA methodology has been tested with simulations, expert
knowledge and real data.
Case-based models are generated for large-scale systems, and usually much
less than one percent of the original alternatives are needed in the case models,
e.g. only from 7 to 22 equations were needed in the paper machine applica-
tions. The ﬁnal set of selected groups can be built in a modular way: some
groups may include also four or ﬁve variables, and diﬀerent subgroups can be
developed for diﬀerent subsets of variables. Redundant measurements are in-
cluded to the same groups only for the fault diagnosis of measurement devices.
All these tasks can be performed automatically, but more important is that any
intermediate result can be modiﬁed on the basis of expertise.
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Intelligent system developed for analysing paper web breaks consists of
specialised models corresponding diﬀerent operating conditions. The core of
the system is a set of linguistic equation (LE) models developed by data-based
techniques from process data of a paper machine. A special system was de-
veloped for interactive selection of interesting cases from extensive data sets.
Various methods were compared in variable selection stage. The LE modelling
was done for variable groups including upto ﬁve variables. In order to detect
diﬀerent operating conditions each model set should be accurate in its own case
but in the same time its ﬁt to other cases should be much worse. This meth-
odology is suitable for detecting most important variables and variable groups
for separate cases.
In the web break indicator, the fuzziness of each equation is calculated by
Eq. (18). If the fuzziness is close to zero, the degree of membership for the
equation is one. Higher fuzziness reduces this degree. Each equation has also a
weight factor whose value depends on the sharpness of the fuzziness dis-
tribution in the training case. The degree of membership for each case is ob-
tained by combining the membership degrees and weight factors of individual
equations, and the ﬁnal selection of the active cases and the corresponding web
break category is based on fuzzy reasoning.
6. Conclusions
Diﬀerent combinations of fuzzy logic and neural networks provide various
ingredients for smart adaptive applications. Linguistic equation (LE) approach
originating from fuzzy logic is an eﬃcient technique for these problems. Insight
to the process operation is maintained since all the modules can be assessed by
expert knowledge and membership deﬁnitions relate measurements to appro-
priate operating areas. The LE approach increases the performance by com-
bining various specialised models in a case-based approach: models can be
generated automatically from data. The system integration leads to a hybrid
system: fuzzy set systems move gradually to higher levels, neural networks and
evolutionary computing are used for tuning, and the whole system reinforced
with eﬃcient statistical analysis, signal processing and mechanistic modelling
and simulation.
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