Numerical simulation of high frequency waves in highly heterogeneous media is a challenging problem. Resolving the fine structure of the wave field typically requires extremely small time steps and spatial meshes. We show that capturing macroscopic quantities of the wave field, such as the wave energy density, is achievable with much coarser discretizations. We obtain such a result using a time splitting algorithm that solves separately and successively propagation and scattering in the simplified regime of the parabolic wave equation in a random medium. The mathematical theory of the convergence and statistical properties of the algorithm is based on the analysis of the Wigner transforms in random media. Our results provide a step toward understanding time and space discretizations that are needed in order for the numerical algorithm to capture the correct macroscopic statistics of the wave energy density in a random medium.
Introduction
Wave propagation in highly heterogeneous media has many applications such as light in a turbulent atmosphere, microwaves in wireless communication, acoustic waves in underwater communication, and seismic waves generated by earthquakes [10, 22, 31, 32] . Numerical simulations of wave equations have been thoroughly analyzed; see, e.g., [12, 14] for recent monographs. Most numerical techniques are adapted to the low-to-moderate frequency regime where the size of the calculation domain is not too large compared to the typical wavelength of the system. More recent works consider high frequency wave propagation in the semiclassical regime, which corresponds to the high frequency regime with slowly varying underlying media [7, 25, 26] .
Comparatively little is known about high frequency wave propagation in highly heterogeneous media. This is the regime where the wavelength is much smaller than the overall size of the propagation domain while the scale of the variations in the medium is comparable to the wavelength. Such problems arise in many of the aforementioned applications. There, waves fully interact with the medium and the precise numerical simulation of this interaction requires computational capabilities that are usually not available. Our objective is to provide some guidelines as to how to faithfully capture macroscopic properties of the wave propagation numerically at a minimal computational cost. More precisely we wish to devise schemes to solve the wave equation that accurately compute the wave energy density and in particular have the correct statistical properties while not necessarily capturing small scale structures of the wave field. These small scale details are usually of little importance in practice.
In this paper we restrict ourselves to a setting that is practically useful yet much simpler than the full wave equation so that a complete mathematical theory can be obtained. This setting is the parabolic wave approximation, which is being used and can be justified when the wave field has a beam-like structure [35] . The resulting equation has the same form as a Schrödinger equation with a time-dependent potential. Our theory can thus also be used to consider quantum wave propagation in time dependent media. We solve the parabolic equation using a time-splitting algorithm [34] . The time-splitting consists of separating propagation (in a homogeneous media) from interaction with the inhomogeneities of the medium (scattering). The advantage of the time splitting algorithm is that wave propagation is easily solved in the Fourier domain, at least as far as infinite domain or domains with periodical boundary conditions are concerned. Scattering is also easily solved as an ordinary differential equation at each spatial point. The time splitting algorithm to solve wave equations in this setting is also known as the phase screen method [36, 37] . The "time" splitting algorithm for the Schrödinger equation corresponds to a spatial discretization for the parabolic wave equation. Although our results do not extend mathematically to the full wave equation, the results we obtain for the parabolic approximation still indicate what we may expect in the spatial discretization of the former.
We model the heterogeneous medium by a random potential with the correlation length l comparable to the typical wavelength λ of the system. Both are much smaller than the propagation distance L so that ε = l/L = λ/L 1 is a small parameter. The relative strength of the fluctuations of the potential is of the order O( √ ε). This ensures a full coupling of the wave field with the heterogeneities after propagation over distances of order O(L). We consider our problem in non-dimensional coordinates so that the propagation distance L = O(1). In the limit ε → 0 the wave energy density solves a radiative transfer equation [3, 10, 30] . This is also known as the weak coupling regime in the mathematical physics literature [15, 33] . In order to capture all the details of the wavefield (in the L 2 sense for instance) the time-splitting algorithm requires that the time step Θ ε satisfy Θ ε ε 3/2 . When the Strang time splitting is used [34] , convergence is ensured provided that Θ ε ε 5/4 . Our main result in this regime is that the time step Θ ε ε ensures that the macroscopic wave energy density is captured correctly. More precisely, in the limit ε → 0 the time splitting algorithm converges to the correct energy density of the wave field provided that Θ ε ε. Moreover taking the time step Θ ε = Θε with Θ > 0 fixed, we obtain that the limiting wave energy obtained by the time splitting algorithm as ε → 0 solves a radiative transfer equation with the scattering kernel R Θ (k, p) that depends on the parameter Θ. The correct scattering kernel is recovered in the limit Θ → 0 while a scattering kernel that corresponds to white noise fluctuations in the direction of propagation is obtained in the opposite limit of a large time step Θ → ∞. Therefore unless the white noise spectrum truly corresponds to the fluctuations of the medium, wave energy predicted by the time-splitting scheme solves in the limit ε → 0 a radiative transfer equation with the wrong scattering kernel.
Our theory is based on the analysis of the Wigner transform of the wave field. Wigner transforms have been successfully used recently in the microlocal analysis (analysis in the phase space) of wave fields [3, 18, 24, 29, 30] . It turns out that the Wigner transform also satisfies an evolution equation and the aforementioned time splitting algorithm for the Wigner transform consequently converges to the correct limiting radiative transfer equation provided that Θ ε ε. We show that a modification of the time splitting algorithm allows us to replace the latter constraint by the optimal Θ ε 1. This modification however is only possible because the Wigner transform lives in the phase space. We believe that no such modification is possible directly on the time splitting algorithm for the wave equation. Moreover, the modified time-splitting algorithm does not admit as simple a solution as the original algorithm so that its main advantage is that it allows to bypass the numerically costly advection step in the phase space.
Our objectives are similar to those in works on the commutativity of mesh size convergence and "small parameter" convergence, to a common limiting equation in homogenization problems. For instance in [21] the small parameter is the size of the cell in a periodic domain and the mesh size is that of the spatial discretization. The limiting equation is a homogeneous diffusion equation. In [19] the small parameter is the mean free path in a transport equation, the mesh size that of the spatial discretization and the limiting equation a homogeneous diffusion equation. As in the aforementioned works [25, 26] , we are interested in quantities that are quadratic in the wave field and not the wave field itself. A common feature of all these problems is that the quantities of interest may be well approximated by macroscopic homogenized equations. That makes the existence of "almost macroscopic" numerical schemes quite natural.
The paper is organized as follows. Section 2 briefly describes the passage from the wave equation to the parabolic approximation (a Schrödinger equation) and the precise asymptotic regime we are interested in. It also introduces the time-splitting scheme for the Schrödinger equation. Section 3 introduces the Wigner transform of the wave field and presents our main result of convergence of the wave energy density as the wavelength ε → 0. To underline the main aspects of the calculation of the statistics of the time splitting scheme we present in this section a formal analysis based on the integral formulation of the Wigner transform. The rigorous justification of that analysis as well as our assumptions on the random medium are contained in Section 4. The modified time splitting algorithm in the phase space is presented in Section 5. Finally we discuss in Section 6 possible extensions of our results to more general equations and discretizations. We also briefly discuss application of our results to the numerical simulation in time reversal experiments.
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Parabolic model for wave propagation and time splitting
Let us recall how the parabolic approximation is obtained. Wave propagation in an inhomogeneous medium is described by the scalar wave equation for the pressure field p(ξ, t):
Here c(ξ) is the local sound speed and ∆ ξ is the usual Laplacian operator in the spatial variable ξ ∈ R n , where n = 2, 3 in practical applications. We are interested in the numerical simulation of p(ξ, t) when c(ξ) is highly oscillatory. The profile c(ξ) will be modeled as a given realization of a random medium. Very little can be obtained rigorously for the full wave equation (1) in a highly heterogeneous medium. Its parabolic wave approximation is valid for beam-like structures. Let z-axis be the direction of the front propagation, and let x be the orthogonal coordinates so that ξ = (z, x) ∈ R×R d , where d = 1, 2 in practical applications. Assuming that back-scattering can be neglected, (1) can be simplified as follows. First we introduce the complex amplitude ψ(z, x; k) implicitly through the relation
where c 0 is the statistical mean of the sound speed c(z, x) assumed to be constant here. The amplitude ψ(z, x; k) at position (z, x) of waves with frequency ω = c 0 k satisfies the equation
where the index of refraction is defined by n(z, x) = c 0 /c(z, x). In the beam approximation one assumes that |ψ zz | k|ψ z | which allows us to drop the first term in (3) and arrive at the parabolic equation
We are interested in the high frequency waves that are characterized by large values of kL 1, where L is the overall propagation distance. We introduce the small parameter ε = (kL) −1 to model the typical wavelength of the system. We assume that the underlying medium has a correlation length also of order εL and an amplitude of order √ ε. In this regime waves fully interact with the random medium [30] . The size of the amplitude is suitably chosen so that macroscopic effects can be observed. We rescale x and z as Lx and Lz. In these variables and with the above assumptions, the refraction index takes the form
Here V is a random potential with statistics independent of ε. Equation (4) becomes now dimensionless:
We refer to [35] for additional details on the derivation and validity of the parabolic wave approximation. In the sequel we use (5) as our model of wave propagation to understand the interaction of spatial discretization (here the variable z) with an underlying random medium with fast variations. Observe that (5) has the form of a Schrödinger equation. In the latter the z variable is replaced by time t and we obtain in a more conventional form
where ε is the Planck constant. Note that the potential in (6) oscillates both in space x and the new "time" variable. We can thus view the theory below as an analysis of spatial discretization (in z) of the parabolic wave equation (5) or as a temporal discretization of the Schrödinger equation (6) with a time dependent potential. To fix notation, we treat the discretized variable as a "time" variable in the sequel.
A very classical idea to solve (6) is based on realizing that the evolution is driven by two processes, one involving dispersion in a homogeneous medium, and one characterizing interaction with the heterogeneities of the medium. One can then advance in time by treating these two processes successively on small intervals. This is the time splitting method [34] .
Let Θ ε be a small time interval. We define the solution ψ Θε ε (nΘ ε ) for all n ≥ 0, as an approximation to ψ ε (nΘ ε ) as follows. The initial condition ψ Θε
followed by
and finally set ψ Θε ε ((n + 1)Θ ε ) = v ε ((n + 1)Θ ε ), n ≥ 0.
Here the operators A ε and B ε are defined by
The main advantage of such a decomposition is that both (7) and (8) are easily solved since the former involves propagation in a homogeneous medium and the latter scattering at a fixed point in space. The solutions can be written as
Let us introduce the notation
The local difference between the time splitting algorithm and the exact solution is expressed as
ψ Θε ε ((n + 1)Θ ε ) = e ΘεB n ε e ΘεAε ψ Θε ε (nΘ ε ).
Since A ε and B ε do not commute the above two evolutions are different. It is well known [34] that the time splitting algorithm introduces an error of the order
at each time step, where [A, B] = AB −BA is the commutator as can be seen from Taylor expansions in (12) for small values of Θ ε . A straightforward estimates shows that [A ε , B n ε ] = O(ε −3/2 ). Thus the final (cumulative) error at a time T = nΘ ε of order O(1) is of order
This implies that we need to consider time steps Θ ε ε 3/2 to simply get convergence of the time splitting algorithm.
The above time splitting algorithm can be improved by using the Strang algorithm [34] , which consists in replacing the discrete evolution operator in (13) by 
Except for an initialization step, this algorithm is as costly as the time splitting algorithm we have just introduced since e Θε 2 Aε e Θε 2 Aε = e ΘεAε . The advantage of this algorithm is that the commutator (14) vanishes in the Taylor expansion comparing (12) and (15) . The leading term of the error made at every time step in our context is of the form
At the final time T the error is thus of the order O(ε −5/2 )Θ 2 ε which implies that we need Θ ε ε 5/4 in order to get convergence of the scheme.
If the detailed structure of the field ψ ε (t, x) is to be resolved, then the above constraints on the interval size Θ ε are optimal. However we will show that Θ ε ε is sufficient if one is interested in getting the correct macroscopic energy density of the waves and not all the details of the wave field. Moreover we will show that Θ ε 1 is actually sufficient if one uses a time splitting algorithm for the Wigner transform, which is posed in the phase space, of the wave field, instead of (7)-(9). However, with the time-step O(1) the modification of the operator B ε defined in phase space does not admit a simple solution and equation (8) has to be solved by a different numerical method.
Phase space energy and formal high frequency limit
We now describe what we mean by macroscopic energy density of waves and how we can compute it numerically. The dynamics of high frequency waves propagating in slowly varying media can be approximated by WKB type expansions of the form
where the phase S and amplitude A are obtained by solving an eikonal and a transport equation, respectively [23] . In practice, the ansatz (16) is often sufficient for an accurate description of the wave field. A natural question is then to understand the size of Θ ε in the time splitting algorithm that ensures that A and S are well approximated by the algorithm instead of the full wave field ψ ε . However, the above expansion (16) is essentially useless in random media. The reason is that the wave field cannot be represented by one generalized plane wave of the form (16) . Instead an infinite number of them is required because of multiple scattering. The theory of Wigner transforms in the phase space is a convenient way to overcome this difficulty and resolve the wave energy locally over all possible directions. The Wigner transform is defined as follows
Here * denotes complex conjugation. The Wigner transform is thus the Fourier transform of the two-point correlation function of the field ψ ε . It roughly describes the energy density of waves at time t and position x propagating with wave vector k/ε. Wigner transforms have been used intensively in recent years to understand high frequency wave propagation in highly oscillatory periodic and random media [2, 18, 24, 30] . The spatial energy density (probability density for quantum waves) is the integral of the Wigner transform over the wave vectors:
Our objective is therefore to understand how we can capture the main features of the Wigner transform (17) and then recover the physical space energy via (18) . More precisely we want to obtain the critical size of Θ ε so that the statistical ensemble average E {W ε } (t, x, k) has the correct limit as ε → 0. This allows us to describe the statistics of the spatial energy density without capturing the detailed structure of ψ ε . The rigorous analysis of the Wigner transform (17) of wave fields ψ ε that satisfy (6) has been performed in [3, 4] using the martingale technique under the assumption that V is a mean zero spatially homogeneous random potential with a two-point correlation function R(t, x):
It has been shown that in the limit ε → 0 the Wigner transform converges in probability to the solution of the radiative transport equation
HereR, the Fourier transform of the two-point correlation function, is the power spectrum of the random process V . We extend this analysis to the case of discretized equations in time in Section 4.
The main result is that with the time-step Θ ε = Θε the Wigner transform W ε Θ of the solution of the time-splitting scheme (7)-(9) converges as ε → 0 to the solution of a radiative transport equation of the form
The new scattering kernel R Θ (k, p) is given by (46) below. Before proceeding with a rigorous proof, we present in the rest of this section a formal but shorter path to the answer.
Radiative Transfer equation in the continuous case
First we formally derive the radiative transfer equation obtained in [3, 4] that W ε satisfies in the limit ε → 0. This is helpful in the understanding of the formal analysis of the semi-classical limit of the Wigner transform of the solution of the time-splitting scheme (7)-(9) presented in Section 3.2.
We recall that the Wigner transform (17) solves the following equation [4, 30] 
Here and in the sequel we denote the Fourier transform only in space bỹ
and the Fourier transform both in t and x bŷ
Equation (22) may be recast as
where K ε is given by
Inverting the free transport operator ∂ t + k · ∇ x we recast (25) as an integral equation
One more iteration yields
Let us now consider ensemble averaging in the above equation. We assume that the initial condition W ε (t = 0) is deterministic and that the potential V has mean zero. This implies that the second term on the right-hand side of (28) vanishes after ensemble averaging. To deal with the third term we assume that W ε is statistically independent of the rest of the term. This step cannot be justified at this stage but it does provide the correct answer in the limit ε → 0. By doing so we obtain that
We now have to compute the ensemble average of the product of two functions K ε . Taking the Fourier transform of (19) 
Straightforward algebra shows that
Thus the ensemble average of the last term in (29) becomes
After the change of variables 2p − k → p and u → εu, we get
Assuming that W ε is smooth in the limit ε → 0 we thus obtain that (32) in the limit ε → 0 yields
whereR(ω, p) is the power spectrum of the random potential V
We replace the right side of (29) by (33) and obtain the integral equation for W , the limit of E {W ε } as ε → 0:
Equation (35) is nothing but the integral form of the transport equation (20) . We thus obtain that in the high frequency limit (as ε → 0) the average wave energy density is given by the solution to the macroscopic equation (20) that no longer involves the small parameter ε.
Radiative Transfer Equation for the Time splitting algorithm
We now wish to find the largest possible size of Θ ε so that the Wigner transform of ψ Θε ε , solution of the time-splitting scheme (12)-(13) is an accurate approximation of (20) in the limit ε → 0. We construct the Wigner transform of ψ Θε ε as follows. For a time nΘ ε we define
We then define
This corresponds to solving the Wigner equation (25) with K ε = 0 for a time Θ ε and with initial data W Θε ε (nΘ − ε , x, k). We verify that
where u ε is the solution of (7) . Finally we assume that W Θε ε satisfies the equation
. We then verify that
on the interval t ∈ (nΘ ε , (n + 1)Θ ε ), where v ε solves (8) . Therefore W Θε ε ((n + 1)Θ − ε ) is indeed given by (36) where n is replaced by n + 1.
This is the interpretation of the time splitting algorithm for the Wigner transform of the discretized in time wave field ψ Θε ε . We note that the above procedure (37)-(38) also corresponds to the time-splitting scheme for the Wigner equation (22) with the operator A = k · ∇ x and the operator B defined by the right side of (22) . We now show formally that W Θε ε satisfies an integral equation similar to (27) . We first define
In what follows it is useful to notice that [t, s] µ is not very different from s when µ is small. The integral formulation of (38) is
for 0 < s < Θ ε . The difference with respect to (27) is that the spatial position x is not modified by advection. We can then use (37) to replace W Θε ε (sΘ + ε , x − τ k, k) in (42) and then use again (41) on the interval ((n − 1)Θ ε , nΘ ε ) and keep repeating the same process downwards until time t = 0. This yields
We can replace W Θε ε in the integral term above by its expression in (42) and then take ensemble average of all terms in the equation. With the same assumptions that led to (29) we get
Following the same calculations as in the continuous case we deduce that the second term on the right-hand side in the above equation is given by
Let us assume that Θ ε = εΘ and that W Θε ε has a smooth limit so it does not oscillate at the ε scale. Moreover we realize that as ε → 0, [τ, s] Θε → s and change variables u/ε → u. This allows us to obtain that (44) in the limit ε → 0 converges to
where the power spectrumR Θ is given bŷ
We insert (45) into the right side of (43) and obtain in the limit
This is the integral form of the radiative transport equation
This equation is nothing but (20) with the exact power spectrumR replaced by its modificationR Θ . Therefore W Θε ε will have the correct limit E {W } provided that the power spectrumR Θ is a good approximation ofR. It is not difficult to check that
as Θ → 0 since [u + τ ] Θ = u + O(Θ). Therefore in this limit we recover the correct power spectrum, as in the radiative transport equation (20) . The other limit Θ → ∞ is also quite interesting. One finds thatR
The scaling Θ ε = εΘ thus completely characterizes the quality of the time splitting discretization as far as getting the correct macroscopic energy limit is concerned. When Θ ε ε we obtain the correct energy limit with an error of order Θ ε ε −1 . When Θ ε ∼ ε we get a transport equation with the wrong power spectrum. When Θ ε ε we also obtain a transport equation in the limit but with a white noise power spectrum. Indeed the power spectrumR(0, p − k) is the Fourier transform of a two point correlation function
which means that potentials at different times are totally uncorrelated. This result does not come totally as a surprise. In the time splitting algorithm averaging occurs at one spatial position in (8) since advection is shut off. When the interval over which this averaging takes place is long, correlations with other parts of the system are lost and one converges to a power spectrum corresponding to fluctuations with full decorrelation in time.
The high-frequency limit of the time-splitting scheme
In this section we analyze rigorously the passage to the limit ε → 0 in the time-splitting scheme (7)- (9) . The analysis is performed in the framework of the time-splitting scheme (37)-(38) for the Wigner equation that is induced by (7)- (9) . In particular we justify the modified radiative equation (48) in the small ε limit.
The method of proof is based on the ideas of [3] and [4] . In those works two types of convergences are considered depending on the a priori bounds the Wigner transform W (t, x, k) satisfies. For the Wigner transform of a pure state such as defined by (17) the a priori bound is in A (R 2d ) uniformly in time, where A (R 2d ) is a distribution space bigger than the space of bounded measures [3, 24] . We can also assume that the initial data for the Wigner transform has a strong limit in the smaller space L 2 (R 2d ), which implies an a priori bound in the same space uniformly in time for the Wigner transform. Such a bound can be obtained by considering a mixture of states, which corresponds to taking the initial data ψ ε for the Schrödinger equation random and suitably averaging over this randomness first. The L 2 setting also appears naturally in the mathematical theory of time reversal experiments (see [3, 4] for details and our conclusions section).
In this section we assume the latter L 2 a priori bound for two reasons. First the proofs are simpler in this setting and second we show that not only does the average Wigner transform converge to the solution of (48), but it actually converges to its deterministic limit in probability. This means that it is a self-averaging quantity essentially independent of the realization of the random medium. This important property in time reversal applications has received some attention recently [1, 4, 28] . When the main object of interest is evolution of a pure state then the limit Wigner transform does not belong to L 2 . Theorem 4.1 below still holds but only in the sense that the expectation of the Wigner transform converges to the solution of (48). The proof is similar to what we present below with modifications as in [3] .
Assumptions on the random potential
We begin with the assumptions on the random potential V (t, x). We assume that the random field V (t, x) is a Markov process in t, as in [3, 4] . The Markovian hypothesis is crucial to simplify the mathematical analysis because it allows us to treat the process z → (V (z/ε, x/ε), W ε (z, x, k)) as jointly Markov and to apply the martingale method. We will also make a number of assumptions on the regularity of V that allow to simplify the technicalities to a great extent. Unlike the Markovianity of V those assumptions may be significantly weakened without major changes in the proof.
The random process V (t, x) is assumed to be stationary in x and z and have mean zero. It is constructed in the Fourier space as follows. Let V be the set of measures of bounded total variation with support inside a ball
and letṼ (t) be a mean-zero Markov process on V with generator Q. The random potential V (z, x) is given by
and is real and uniformly bounded:
Moreover, all spatial derivatives of V are also bounded by deterministic constants. We assume that the process V (t, x) is stationary in t and x with the correlation function R(t, x) In terms of the processṼ (t, p) this means that given any two bounded continuous functionsφ(p) andψ(p) we have
Here ·, · is the usual duality product on R d ×R d , and the power spectrumR is the Fourier transform of R(t, x) in x only. We assume that R(t, x) ∈ S(R × R d ) for simplicity. We assume that the generator Q of the Markov processṼ (t) is a bounded operator on L ∞ (V) with a unique invariant measure π(V ) Q * π = 0, and that there exists α > 0 such that if g, π = 0 then
The simplest example of a generator with gap in the spectrum and invariant measure π is a jump process on V where
Given (53), the Fredholm alternative holds for the Poisson equation
provided that g satisfies π, g = 0. It has a unique solution f with π, f = 0 and f L ∞
. The solution f is given explicitly by f (V ) = − ∞ 0 e rQ g(V )dr, and the integral converges absolutely because of (53). More generally, the mean-zero bounded solution of ∂f ∂τ
provided that π, g (τ ) = 0 for all τ > 0.
The convergence theorem
Let us start with the Wigner equation (22) written as
It is convenient to formulate the time-splitting algorithm (37)-(38) in a somewhat more general framework as follows. We replace the exact equation (56) by
The functions φ(τ ) and ψ(τ ) are periodic in τ = t/ε with the period Θ > 0, which corresponds to the period Θε on the large time scale. A generalized time-splitting algorithm corresponds to periodically shutting down the two operators in (56) so that
The classical time-splitting scheme (37)-(38) that was considered in Section 3 corresponds to ψ(τ ) = 1 and φ(τ ) = ∞ n=−∞ δ(τ −nΘ). We allow for more general distributions ψ and φ in order to investigate other possibilities but we impose the constraints
This is a natural restriction ensuring that both operators in the time-splitting procedure have equal weight and that time is not re-scaled. Let us define the scattering operator
where Φ(s) is an anti-derivative of φ:
Since only increments of Φ appear in our results the choice of a particular anti-derivative is irrelevant. The main result of this section is the following theorem.
Theorem 4.1 Let the initial data W 0 ε (x, k) for (57) converge to W 0 (x, k) strongly in L 2 (R 2d ). Then the modified Wigner distribution W ε , solution of (57) converges in probability and weakly in L 2 (R d ) to the solution W of the modified transport equation
with the initial data W 0 (x, k). More precisely, for any test function λ ∈ L 2 (R d ) the random process W, λ(t) = It is instructive to consider two limiting cases: Θ → 0 and Θ → ∞ as in the discussion at the end of Section 3. The first case corresponds to time splitting with a very small time step, when we expect a very good approximation to the true statistics. The second arises when the time step is very large and the oscillatory random potential has large variations inside each time step. Then we expect that such variations would appear as white noise. Indeed, we replace for convenience ψ → ψ(τ /Θ) and φ → φ(τ /Θ) and observe as Θ → ∞
It is interesting to observe that in the limit Θ → ∞ the scattering operator does not depend on the choice of the function φ at all, so that advection may be carried out in any fashion. The only dependence on the function ψ is that it controls the magnification of the scattering operator via its L 2 -norm. Moreover, the scattering kernel coincides with that in (50). As we have discussed previously the kernelR(ω, p) that is independent of ω corresponds to the white noise limit in time. However, even in the white noise regime the correct amplification factor is obtained only if ψ L 2 = 1 which together with (59) implies that ψ = 1. This means that in order to capture the correct limit in the white noise scaling one has to keep the scattering "switched on" at all times. Otherwise information is lost which leads to an incorrect limit.
In the opposite limit Θ → 0 the function Φ(s) may be decomposed as
where [s] is the integer part of s. The functionΦ is periodic in Θ and bounded so that Φ(s) → s as Θ → 0. The same change of variables as in the case Θ → ∞ shows that
We see that the correct power spectrum is recovered in this limit. Therefore the time-splitting scheme (57) has the correct behavior for an arbitrary choice of the controls φ and ψ that satisfy (59) provided that the time step Θ ε = Θε with Θ 1, or equivalently Θ ε ε. Another important special case arises when ψ = 1 and φ(τ ) = Θ ∞ j=−∞ δ(τ − jΘ). This corresponds to the time-splitting scheme (37)-(38) when scattering is accounted for at all times while advection is accounted for at times t = jεΘ by the correction W (εjΘ + , x, k) = W (εjΘ − , x−εΘk, k). This is exactly the algorithm analyzed formally in Section 3. Then we have Φ(s) = Θ[s/Θ] := [s] Θ and obtain the following expression for L Θ :
However, we have [τ ] Θ = 0 when 0 ≤ τ < Θ and we obtain
The operator L Θ in (62) coincides with that obtained in (46) by the formal calculation and hence the limit equation (61) is nothing but (48) in this case.
Outline of the proof
The proof of Theorem 4.1 follows the idea of the proof of the main result in [4] . Therefore we outline the main steps and concentrate only on the necessary modifications in the proof. First one may show that the family of measures P ε generated by the process W ε (t) on C([0, T ]; L 2 (R 2d )) is tight. The proof of this lemma is very similar to that in [4] and is omitted. It is straightforward to verify that the L 2 -norm of W ε is preserved by evolution and hence W ε takes values in a ball X = {W ∈ L 2 : W L 2 ≤ C}. 
Let λ(t, x, k) be a fixed deterministic function. In order to identify the limit of W ε we construct a functional G λ : C([0, T ]; X) → C[0, T ] defined by
and show that it is an approximate martingale. More precisely, we show that the following lemma holds.
Lemma 4.4 There exists a constant C > 0 so that
uniformly for all W ∈ C([0, T ]; X) and 0 ≤ s < t ≤ T .
The proof of Lemma 4.4 is based on the construction of an exact martingale G ε λ [W ] that is uniformly close to G λ [W ] within O( √ ε). Lemma 4.2 implies that there exists a subsequence ε j → 0 so that P ε j converges weakly to a measure P supported on C([0, T ]; X). Weak convergence of P ε and the strong convergence (65) together imply that G λ [W ](t) is a P -martingale so that
Taking s = 0 above we obtain as in [3] the transport equation (61) for W = E P {W (t)} in its weak formulation. Construction of the martingale G ε λ and the proof of Lemma 4.4 are presented in detail in Section 4.4.
The second step is to show that for every test function λ(t, x, k) the new functional
is also an approximate P ε -martingale. We then obtain that E Pε W, λ 2 → W , λ 2 , which implies convergence in probability. It follows that the limit measure P is unique and deterministic, and that the whole sequence P ε converges. All the modifications required in this step compared to [4] are very similar to those in the proof of Lemma 4.4 in the construction of the martingale G ε λ and we do not present the details in this part of the proof.
The approximate martingale
To obtain the approximate martingale property (65) and prove Lemma 4.4, one has to consider the conditional expectation of functionals F (W,V ) with respect to the probability measureP ε on the space C([0, T ]; V × X) generated by V (t/ε) and the Cauchy problem (57). The only functions we need to consider are actually of the form F (W,V ) = W, λ(V ) with λ ∈ L ∞ (V; C 1 ([0, T ]; S(R 2d ))). Given a function F (W,V ) let us define the conditional expectation
The weak form of the infinitesimal generator of the Markov process generated byP ε is given by
is aP ε -martingale. The operator K is defined by
The generator (67) comes from equation (57) written in the form
Given a test function λ(t, x, k) ∈ C 1 ([0, L]; S) we will construct a function
will be chosen so that
Here G ε λε is defined by (68) with λ replaced by λ ε , and G λ is defined by (64). The approximate martingale property (65) follows from this.
The functions λ ε 1 and λ ε 2 are defined as follows. Let λ 1 (t, τ, x, z, k,V ) be the mean-zero solution of
whereV (p) is fixed and independent of τ . This equation has a form similar to (54) and its solution is given by an appropriate modification of (55):
The equation for λ 2 is
The first term on the right may be recast as
We decompose λ 2 as λ 21 + λ 22 + λ 23 , corresponding to the arising three source terms, respectively. The operator L Θ is defined by (60) while L τ Θ is defined by
Before proceeding with the solution for λ 2 we find the explicit form of L τ Θ and verify that
where Θ is the period of φ and ψ. Let us first compute L τ Θ λ:
We have
Then we obtain
and (76) follows. We observe that the operators L Θ and L τ Θ are independent ofV and z and therefore the function λ 21 = λ 21 (t, τ, x, k) is also independent of these variables. It is given explicitly by
and is periodic in the fast variable τ . Similarly the function λ 23 is also independent ofV and z and is given by
The function λ 22 satisfies
It is given explicitly by
Using (73) and (75) we have
The terms k · ∇ x λ ε 1,2 above are understood as differentiation with respect to the slow variable x only, and not with respect to z = x/ε. It follows that G ε λε is given by
and is a martingale with respect to the measureP ε defined on C([0, T ]; X × V). Lemma 4.4 and the estimate (65) follow from the following two lemmas.
. Then there exists a constant C λ > 0 independent of t ∈ [0, T ] so that the correctors λ ε 1 (t) and λ ε 2 (t) satisfy the uniform bounds
and
Lemma 4.6 There exists a constant C λ such that
for anyV ∈ V and all ε ∈ (0, 1].
Proof of lemma 4.4. Observe that (82) implies that | W, λ − W, λ ε | ≤ C √ ε for all W ∈ X andV ∈ V, while (83) and Lemma 4.6 imply that for all t ∈ [0, T ]
for allV ∈ V so that (65) follows from the fact that (81) is a martingale. Proof of Lemma 4.6. Lemma 4.6 follows immediately from the definition of K, the uniform bound on the total mass ofV in (51) and the Cauchy-Schwartz inequality. We have Kf = I + I * , with
We now prove Lemma 4.5. We will omit the t-dependence of the test function λ to simplify notation.
Proof of Lemma 4.5. We only prove (82). Since λ ∈ S(R 2d ), there exists a constant C λ so that
.
Then we obtain using (51) and (53)
and the L 2 -bound on λ 1 follows. Here L is the size of the support ofV as in (51).
We show next that λ ε 2 is uniformly bounded. Recall that λ ε 2 = λ ε 21 + λ ε 22 + λ ε 23 with the three terms given by (78), (80) and (79), respectively. The L 2 -bound on λ 23 follows immediately from the fact that |τ − Φ(τ )| ≤ C because of (59). We also note that
where nΘ ≤ τ < (n + 1)Θ. Moreover, we note that for all τ > 0 we have
where Z(k) = ∞ 0 |R(s, k)| and hence (L τ Θ λ(t, τ, x, k) L 2 (R 2d ) ≤ C λ for all t and τ . This in turn implies that (L Θ λ)(t, x, k) L 2 ≤ C λ so that (85) implies that λ ε 21 is uniformly bounded in L 2 . We have for λ 22 :
The second term above may be written as I + I * with
This may be re-written as
Therefore we obtain
and the L 2 -bound on λ ε 2 in (82) follows because of (86). The proof of (83) is very similar and is omitted.
This finishes the proof of Lemma 4.4. As explained in Section 4.3 the tightness of measures P ε given by Lemma 4.2 implies then that the expectation E {W ε (t, x, k)} converges weakly in L 2 (R 2d ) to the solution W (t, x, k) of the transport equation for each t ∈ [0, T ]. The proof that actually W ε converges to W (t, x, k) in probability is very similar to that in [4] with the modifications essentially identical to those we made in the proof of convergence of the expectation. Hence we omit the details. The results of the preceding sections show that Θ ε = ε/N with N 1 is necessary to obtain the correct statistics of the wave energy density by solving the time splitting algorithm (7)- (9) . However, instead of trying to calculate the wave field ψ ε directly one may try to compute numerically its Wigner transform W ε which provides the energy distribution in the phase space. The main disadvantage of this approach is that the latter calculation requires to solve a problem in the phase space, with twice as many variables as in the physical domain where ψ ε is defined. Yet we shall see that the interval Θ ε can be chosen substantially larger if one modifies the treatment of the scattering term in an appropriate manner in a time splitting scheme for the Wigner transform.
Recall that the Wigner transform satisfies the evolution equation (25) . Let us consider the time splitting algorithm for (25) that differs from (37)-(38) as follows. The advective operator k · ∇ x in (25) is treated in the same way as in (38):
However, the scattering is accounted for differently from (38). The new scattering equation is
on t ∈ (nΘ ε , (n + 1)Θ ε ) with K ε given by (26) . Note that (88) is different from (38): the kernel K ε is taken at the point x − (t − nΘ ε )k instead of x. That means, roughly speaking, that we account for the advection of the rapidly varying part of the right side in (88) that depends on the oscillatory potential V but we do not advect W ε inside the integral. This modification allows us to obtain the right dynamics with much larger Θ ε than in previous sections because indeed W ε has a slowly varying limit as ε → 0. The formal analysis of this scheme proceeds as in Section 3 and we omit the tedious details. The main difference is that (44) is now replaced by
Still assuming that E W Θε ε is sufficiently smooth in the limit ε → 0 we obtain that this term is nothing but
up to a term of order O(Θ ε + ε). This error would be of the order of O(Θ ε /ε + ε) in the case of the time splitting algorithm for ψ ε . This implies the following striking result: the time splitting algorithm (87)-(88) in the limit ε → 0 provides the exact solution of (20) with an error Θ ε . We can thus choose Θ ε independent of ε. All we need is the optimal constraint Θ ε 1 for convergence. We see that the original time splitting (7)- (9) , which is equivalent to the time splitting (37)-(38) for the Wigner transform can be substantially (and optimally) improved by the algorithm (87)-(88) that still decouples advection from the scattering part. The modification is based on considering the potential V at the correct location (x − (t − nΘ ε )k instead of x) during the scattering treatment. This correction is inherently posed in the phase space: the correct location is obtained wavenumber by wavenumber. This cannot be done in the physical domain and we do not believe that there are modifications of (7)-(9) that would yield the correct statistics with Θ ε 1. However, the possibility to take a large time step comes at a price. Not only do we have to work in the phase space that has a higher dimension than the physical space but also the modified scheme (88) may be harder to solve than (38). Indeed the latter can be recast as
whereŴ Θε ε (t, x, y) is the Fourier transform k → y of W Θε ε (t, x, k). In this domain (91) is trivial to solve and the solution of (38) is obtained by inverse Fourier transform. Since the modified algorithm (88) breaks the convolution K ε * W Θε ε in the wavenumber variable, it can no longer be solved by Fourier transforms. The main advantage of the modification (88) is that it allows us to bypass the numerically costly advection that has to be performed much less often than in the time-splitting scheme (37)-(38).
Convergence of the time-splitting scheme for the Wigner equation
We analyze now convergence of the time-splitting algorithm (87)-(88) for the Wigner transform in the small ε limit for the Wigner transform with the time-step Θ that is independent of ε. As in the analysis in Section 4 it is convenient to introduce a somewhat more general set-up that includes (87)-(88) as a particular example. We modify (56) as follows:
This is the analog of the modified Wigner equation (57)-(58). Once again, choosing the functions φ and ψ equal to zero on alternating time intervals in (92) leads to a genuine time-splitting scheme.
In general the periodic functions φ and ψ are as in Section 4 with the period Θ and average equal to one. However, there is an important difference between the general time-splitting in (92) and that in (57)-(58): now the functions φ and ψ vary on the macroscopic time-scale and not on the microscopic one. That corresponds to taking a time-step Θ independent of ε in the time-splitting scheme. However, in order to allow for such a large time step one has to modify the oscillatory phase in the operator on the right side of (92) by means of the function η(t) that is also varying on the macroscopic scale. We choose η to be
This allows us to compensate for the large time-step by appropriately adjusting the potential V accounting indirectly for advection during the long time-step. This modification need not be made in the argument of the Wigner transform since the latter has a macroscopic limit. The main result is as follows.
Theorem 5.1 Let the initial data W 0 ε (x, k) for (57) converge to W 0 (x, k) strongly in L 2 (R 2d ). Then the modified Wigner distribution W ε , solution of (92) converges in probability and weakly in L 2 (R d ) to the solution W of the modified transport equation
with the initial data W 0 (x, k), and with
More precisely, for any test function λ ∈ L 2 (R d ) the random process W, λ(t) = Equation (94) is nothing but a time-splitting approximation with time-step Θ of the correct limit radiative transport equation (20) that has the form
In particular we obtain the correct scattering kernel for all Θ. The proof of Theorem 5.1 is very similar to that of Theorem 4.1. We only explain the necessary modifications. One no longer needs to introduce separately the fast spatial and temporal variables z = x/ε and τ = t/ε in the construction of the correctors. The new fast variable is z = (x − η(t)k)/ε so that one formally has
With our choice (93) of η(t) equation for the corrector λ 1 takes a particularly simple form
since the function φ(t) −η(t) that would multiply the k · ∇ z term on the left side is equal identically to one. The function λ 1 is given explicitly by
Then as in the proof of Theorem 4.1 the right side of the limit equation is given by:
The operator L is given by
The rest of the proof of Theorem 5.1 is very similar to that of Theorem 4.1 and we omit the details.
Discussion and Conclusions
This paper considers the time splitting of the parabolic wave equation that models high frequency waves propagating in highly heterogeneous media. The role of the time splitting algorithm is to treat separately and successively propagation and scattering. Our main results are the following. The time step Θ ε needs to be chosen much smaller than the wavelength ε (Θ ε ε 3/2 for the time splitting algorithm (7)-(9) and Θ ε ε 5/4 for the Strang algorithm) to obtain convergence of the discrete solution to the exact solution as ε → 0 in the strong L 2 sense. This however can be improved when only the macroscopic energy density of the waves is of interest. When the time step Θ ε = Θε, we find that the discrete energy density converges as ε → 0 to the solution of a radiative transfer equation with the scattering kernel that depends on Θ. The correct scattering kernel is recovered only in the limit Θ → 0 while the scattering kernel that corresponds to the (generally incorrect) white noise statistics of the random medium is obtained when Θ → ∞. This may have important consequences in practice as qualitative behavior of solutions of the radiative transport equations depends on the form of the power scattering kernel. For instance, the power spectrumR has the form τ cR (τ c p 2 −k 2 2 , p−k), where τ c is temporal correlation length. It converges to δ( |p| 2 −|k| 2 2 )R(p−k) as τ c → ∞, that is, in the limit of a quenched medium. Then the Wigner transform solves a diffusion equation [13, 30] in the long time limit. However, there is no diffusion limit in the case of white noise scattering as energy can freely cascade to high wavenumbers |k|. Thus replacing the correct power spectrum numerically by a white noise approximation may lead to quite incorrect descriptions of the wave energy, even qualitatively. We note that in the specific case where the underlying medium has white noise statistics, one can actually show that the correct energy density is obtained for Θ ε 1. This is easily obtained in the formal calculations and requires straightforward modifications in the rigorous theory.
The scaling Θ ε = Θε marks then the transition between correct (small Θ) and incorrect (large Θ) limits for the wave energy in the generic case. Furthermore, we show that a modified time splitting algorithm allows us to obtain the correct statistics for Θ ε 1. This algorithm, given in (87)-(88), however requires to introduce a modification in the phase space and applies to the Wigner transform of the wave field and not the wave solution itself. In this framework we observe that we can take first the limit ε → 0 and then Θ ε → 0 or vice-versa and obtain the same correct limiting equation for the wave energy; this is to be compared to the results [19, 21] that are similar in spirit.
We would like to stress that our results are very well adapted to the calculation of time reversed waves propagating in random media. Time reversal has received a lot of attention recently both in the physical [16, 17, 20] and mathematical [4, 5, 6, 8, 9, 11, 27] literatures. The striking phenomenon of such time reversed waves is that they satisfy much better refocusing properties than the same waves propagating in a homogeneous medium. We refer to [4] for a framework that is convenient to our discussion. There we find that the refocused signal ψ B (ξ; x 0 ) at a distance ξ away from the center x 0 of the source term converges in the high frequency limit ε → 0 to
where ψ 0 is the source term and W is a Wigner transform that models the time reversal experiment on a domain 0 < z < L and solves a radiative transfer equation of the form (20) . Moreover, convergence is stable in the sense that ψ B is essentially independent of the realization of the random medium; see [4] for the details. The results we present in this paper show that ψ B Θε , obtained by solving the parabolic wave equation during the whole time reversal experiment with a time splitting method, converges to the correct limit ψ B as ε → 0 provided that Θ ε ε. Notice that since ψ B is linear in W , the whole detailed structure of the wave field ψ B is captured and not only its energy density. Similarly when Θ ε = Θε with Θ = O(1), one gradually passes from a correct characterization of the time reversed signal as Θ → 0 to the generally incorrect time reversed signal one would obtain in a medium with white noise fluctuations as Θ → ∞.
Let us finally discuss possible generalizations of our results to other discretizations and equations. Although no rigorous proofs are available yet in these frameworks, we believe that our results extend to the time splitting algorithm for the full wave equation (1) and to first-order hyperbolic systems that model more general wave propagation phenomena [18, 30] . Time splitting algorithms based on separating propagation in homogeneous domain from scattering require us to use time steps Θ ε ε to get the correct wave energy unless a modified algorithm in the phase space is used directly on the equation for the Wigner transform. A similar behavior should be expected in the discretization of the space variables since after all the "time splitting" algorithm corresponds to a discretization of the z-variable for the parabolic wave equation. In order to correctly capture the interplay between propagation and scattering, we believe that the typical mesh size ∆x must satisfy ∆x ε to capture the correct statistics of the wave energy and be much smaller to capture the detailed structure of the wave field. One should however be able to chose ∆x 1 when a modified algorithm is used to directly calculate the Wigner transform in the phase space.
