Abstract
Introduction
An electrocardiogram (ECG) represents cardiac signals generated by cardiac muscles. It is so far the most common method used by the cardiologist for determining cardiac functions. A typical ECG beat contains wave segments: P (it is the first wave of the electrocardiogram), QRS (it follows P wave, if the first deflection is negative, it is labeled as Q wave, first positive deflection is called R wave, negative deflection following R wave is labeled as S wave) and T (it follows the QRS complex, normal shape of T wave is slightly rounded and asymmetrical) which represents periodic depolarization and re-polarization of atria and ventricles in a sequential manner.
The timings of the segments or the amplitude of the individual peak provide vital clinical information about the condition of cardiovascular system. For example, a lengthened QT interval (this interval starts at the onset of the QRS and ends at the end of the T wave) is a biomarker of ventricular tachyarrhythmia and a risk factor for sudden death. Any elongation of the PR segment (PR segment begins at the end of the P wave and ends at the onset of the QRS complex) can indicate one of the heart block conditions, which may require a surgical procedure. Also changes in time durations of other ECG waveforms such as P wave and QRS complex for their normal values, indicate the problem of cardiovascular system. So the analysis of the ECG waveform provides vital information to the cardiologists and helps them to take necessary action about the patients.
The Filtration of ECG signals is very important, so as to, get the parameters of ECG signal (used for recognizing much variability's of heart activity) clear without noise. Cleaned ECG signal gives full detailed information about the electrophysiology of the heart diseases and ischemic changes that may occur. In order to support the clinical decision making, reasoning tool to the (ECG) signal must be clearly represented and filtered, to remove out all noises (Electrode contact noise, Electromyography (EMG) noise etc.) and artifacts (baseline drift, motion artifacts, power line interference, etc.) from the signal. So it needs a hard work for denoising.
Fourier transform is not useful for analysis of a non-stationary signal like ECG [3] . To overcome this deficiency, a modified method Short Term Fourier Transform is used. STFT allows representing the signal in both time and frequency domain through time windowing functions [2] . The window length determines a constant time and frequency resolution. Thus, a shorter time windowing is used in order to capture the transient behavior of a signal, sacrificing the frequency resolution. So wavelet transform is selected to extract the relevant time amplitude information from a signal. Simultaneously, the signal to noise ratio based on prior knowledge of the signal characteristics is also improved. Wavelet transform is capable of providing the time and frequency information simultaneously, hence giving a time frequency representation of the signal [3] . But some basic wavelet filter is used for all data throughout a signal and this will lead to the loss of some important information presented in that signal. This process is non adaptive [7] . Besides Wavelet transform method is poor at processing non linear data. To overcome this problem EMD method is used to analyze multicomponent signal using intrinsic mode functions [4] . The detailed study is described in the latter part.
Previous Works

Fourier Transform
Fourier analysis breaks down a signal into constituent sinusoids of different frequencies [1] . Another way to think of Fourier analysis is as a mathematical technique for transforming the view of the signal from a time-based one to a frequency-based one which is shown in Vol. 7, No.3 (2014) where, t stands for time, f stands for frequency, x denotes the signal in time domain and X denotes the signal in frequency domain. Equation (1) is called the FT of x (t) and equation (2) is called the inverse FT of X (f). In the above equation, t stands for time, f stands for frequency, and x denotes the signal at hand. x denotes the signal in time domain and the X denotes the signal in frequency domain. This convention is used to distinguish the two representations of the signal. Equation (1) is called the Fourier transform of x (t), and equation (2) is called the inverse Fourier transform of X(f), which is x(t). The signal x (t), is multiplied with an exponential term, at some certain frequency "f", and then integrated over all times. The analysis coefficients define the notion of global frequency of a signal. As shown in equation, they are computed as inner products of the signal with sine wave basis functions of infinite duration. As a result, Fourier analysis works well if x (t) is composed of a few stationary components (e.g., sine waves). However, any abrupt change in time in a non-stationary signal x (t) is spread out over the whole frequency axis. Fourier analysis has a serious drawback in transforming to the frequency domain, time information is lost. When looking at a Fourier transform of a signal, it is impossible to tell when a particular event took place.
Short Term Fourier Transform (STFT)
Short-Time Fourier Transform (STFT), maps a signal into a two-dimensional function of time and frequency. In STFT, a window function with fixed width is chosen [shown in the Figure 2 . (a)] and then this window is slid throughout the whole signal [2] . In this case, the signal inside the window is stationary. Then, the inner product of the signal x (t), inside the window is computed. The definition of the STFT is given in one line:
…… (3) x (t) is the signal, w(t) is the window function, and * is the complex conjugate.
Figure 2 (a). windowing a signal. (b). time frequency resolution in STFT
While the STFT's compromise between time and frequency information can be useful, the drawback is that while choosing a particular size for the time window, that window is the same for all frequencies. It can be said in the following way also [shown in Figure 2 The resolution problem of STFT is solved by using wavelet transform which is based on multi-resolution analysis.
Wavelet Transform
Multi-resolution analysis:
Every spectral component is not resolved equally as was the case in the STFT. Multi-resolution analysis [5] is designed to give good time resolution and poor frequency resolution at high frequencies and good frequency resolution and poor time resolution at low frequencies. This concept is meaningful to the signal which has a relatively low frequency component throughout the entire signal and relatively high frequency components for a short duration somewhere around the middle [shown in Figure 3  (b) ]. The illustration in Figure 3 (a) is used to explain the interpretation of time and frequency resolutions in case of wavelet transform technique.. The certain non-zero area cannot imply the value of a particular point in the time-frequency plane. All the points in the timefrequency plane that falls into a box are represented by one value of the WT. 
The continuous wavelet transform:
The CWT can operate at every scale, from that of the original signal up to some maximum scale which can be determined by trading off the need for detailed analysis with available computational horsepower. The CWT is also continuous in terms of shifting: during computation, the analyzing wavelet is shifted smoothly over the full domain of the analyzed function.
Discrete wavelet transform:
In continuous wavelet transform coefficient every possible scale is considered and this is a difficult job. So if scales and positions based on powers of two (dyadic scales and positions),can be chosen, then the analysis will be much more efficient and just as accurate. Such an analysis can be obtained from the discrete wavelet transform (DWT). The algorithm is like tree [3] as shown Figure 4 .
Figure 4. Decomposition using DWT
In the Figure 4 , decomposition of a signal (with sampling frequency 1 KHz) by using dyadic scale DWT is shown. The wavelet decomposition results in levels of approximated and detailed coefficients. The approximation is then itself split into a second-level approximation and detail, and the process is repeated. For n-level decomposition, there are n+1 possible ways to decompose or encode the signal. This multi-resolution analysis enables the user to analyze the signal in different frequency bands; therefore, any transient in time domain as well as in frequency domain can be observed.
Wavelet filter:
There are different types of wavelet filters and they are used on the basis of the structure of the signal which has to be filtered (e.g., db6 have close similarities with ECG morphology, so db6 used very often to decompose an ECG signal).
As same basic wavelet is used for all data throughout the signal, wavelet transform is a non adaptive approach, which is not suitable to eliminate the high frequency noise from signal. So a complete, orthogonal, local, and adaptive approach is considered, which is called Empirical Mode Decomposition Method.
Empirical Mode Decomposition (EMD) Method
Empirical mode decomposition method is an adaptive time-frequency data analysis method of decomposing a non linear and non stationary natural signal into a definite number of high frequency and low frequency components proposed by Huang et al. The EMD technique is part of a process known as the Hilbert-Huang Transform (HHT) that consists of two main elements: the EMD and the Hilbert spectral analysis. The EMD generates the intrinsic mode functions (IMFs) from the data, and the Hilbert spectral analysis is required to generate a "time-frequency-energy" representation of the data, based on the IMFs [8] . Intrinsic mode functions are used to decompose the time series into superposition of components with well defined instantaneous frequency.
Instantaneous frequency:
Local time/frequency scale can be defined by instantaneous frequency. Instantaneous frequency can be defined as differential coefficient of analytic signal phase function [10] . If we consider x(t) is a non stationary signal, then the instantaneous frequency of this signal form an analytic signal Z(t),by taking the Hilbert Transform of x(t), such as:
……………… (4) ….. (5) where, Y(t) is the best local fit of a trig function to x(t) and Z(t) has the same positive frequency spectrum as the original signal, but zero negative frequency spectrums.
Intrinsic Mode Functions (IMFs):
Intrinsic mode function represents the oscillation mode imbedded in the data. The IMF in each cycle, defined by the zero crossings, involves only one mode of oscillation, no complex riding waves are allowed. IMF component follows the basic requirement of completeness, orthogonality, locality, and adaptiveness. An IMF can be obtained successfully by eliminating riding waves and asymmetries locally. IMFs are functions that have the same number of zero crossings and extrema & the mean value of the upper and the lower envelops is equal to zero [6] .
The original signal is decomposed into a sum of intrinsic mode functions (IMFs) by using shifting process. The first separated IMF components have the highest frequency while the finally separated IMF components have the lowest frequency. The remained component is only a monotonic function with only one extreme point. The trend of original signal is represented. The upper and lower envelope curves are partially symmetric with the time axis and any two IMF are independent.
Shifting process:
The shifting process [9] is described below:
 All of the local maxima and minima of the original signal are identified first.
 Using cubic spline method, the upper envelope and the lower envelope are produced from local maxima and local minima respectively.  The mean value (m 1 ) of upper envelope and the lower envelope is calculated by averaging these two and this mean value(m1) is subtracted from the original signal (x(t)) to produce the first intrinsic mode function (IMF1) component(h 1 (t)).
…… (6)
 If this difference (h 1 (t)) is not an IMF, then the shifting process described in steps (1) and (2), are repeated on the present difference signal (h 1 (t)).
….. (7) m 11 is the mean of upper and lower envelope value of h 1 .
International  Then the residual component t(r 1 ) is treated as a new data and subjected to the same process mentioned above to calculate the next IMF.
i.e., ….. (10) ………….
…….... (11)  The steps are repeated until the final residual component becomes a monotonic function from which no more IMF can be extracted.
 The EMD of the original signal can be obtained from the equation (9) and ( This is a generalization of the Fourier decomposition, allowing for time varying amplitudes and frequencies, thus simplifying the description of non-stationary data and the spectrum describes the joint distribution of the amplitude and frequency content of the signal as a function of time.
Observation
In Figure 6 , four techniques for filtration of a signal are shown. From the detailed study of these techniques the comparison between these four techniques can be shown in the following way:
A. FT vs. STFT: Fourier transform cannot be used for non-stationary signal (ECG signal is non-stationary) analysis. In case of STFT a window function is selected. A true timefrequency representation can be obtained from the STFT.
B. STFT vs. WT: Every spectral component is not resolved equally in the cases of STFT.A resolution problem is occurred. This problem is solved in WT technique by using the multiresolution approach.
C. WT vs. EMD: In case of using WT, a basic wavelet function (by matching this function with the morphology of the test signal) is selected for all data throughout the test signal. This non-adaptive approach is not suitable to handle the de-noising process for high frequency noises (such as power line interference in ECG signal).This can be improved by using the EMD method.
Compared with Fourier analysis based on Prior function basis and wavelet analysis, EMD does not need to preset primary function. It is a multi-scale time-frequency localization analysis method. The signal in time domain is decomposed by using EMD method into number of IMFs which contain information about the change of frequency of the original signal with time. So, this method overcomes the problem of losing information due to the domain change of the signal. This method is not based on the waveform matching principle. The decomposition effect is not affected by the basic wavelet function selection. This method is complete for a given data set [11] . Local properties of the oscillatory modes are emphasized in this method. It is a complete, orthogonal, local, and adaptive approach. 
Conclusion
In this paper a comparative study between some filtration techniques has been done. As we are mainly interested about ECG signal which is a non-stationary signal, Fourier transform is not suitable for this type of signal. Wavelet Transform technique is very useful to analyze the signal, but as same basic wavelet is used for all data throughout the signal, some high frequency noise cannot be eliminated from the ECG signal by using the same. The nonadaptiveness of this transform method can be overcome by using an adaptive time-frequency data analysis method, called EMD, which also divides frequency according to the physical forms of the signals. From this detail study, it can be concluded that EMD method is superior to the other techniques discussed here to analyze the nonlinear and non-stationary signals.
Future scope
Real and synthetic noise, baseline wonder in ECG signal can be eliminated from an ECG signal by this EMD method. As EMD technique is an adaptive approach, it may be useful to eliminate the high frequency noise from a nonlinear, non-stationary signal (e.g., ECG signal). A detail study is required to use the EMD method to determine the difference between a fake signal synthesized to look like natural data and a natural signal of the same type.
