In this paper we introduce and study a class of structured set-valued operators which we call union averaged nonexpansive. At each point in their domain, the value of such an operator can be expressed as a finite union of single-valued averaged nonexpansive operators. We investigate various structural properties of the class and show, in particular, that is closed under taking unions, convex combinations, and compositions, and that their fixed point iterations are locally convergent around strong fixed points. We then systematically apply our results to analyze proximal algorithms in situations where union averaged nonexpansive operators naturally arise. In particular, we consider the problem of minimizing the sum two functions where the first is convex and the second can be expressed as the minimum of finitely many convex functions.
Introduction
The notion of an averaged nonexpansive operator is one which nicely balances two properties of importance in the context of fixed point algorithms, namely, usefulness and applicability. In this context, usefulness is meant in the sense that algorithms based on such operators are provably convergent, for instance, by appealing to Opial-type results [11, 20] , and applicability is meant in sense that the class of averaged nonexpansive is significantly rich so as to include many commonly encountered operators. Indeed, the class includes all firmly nonexpansive operators as well as their convex combinations and compositions [2, Section 4.5] . For further information on averaged operators, the reader is referred to [1, 2, 11] and the references therein.
In many applications, particularly those involving some of kind of nonconvexity, the involved algorithmic operator is not averaged nonexpansive. Nevertheless, it is sometimes still the case that some underlying averaged nonexpansive structure which can be exploited is present. A notable example is provided by sparsity constrained optimization in which the feasible region is a lower-level set of the ℓ 0 -psuedo norm. This set can be naturally expressed as the union of a finite number of "sparsity subspaces". Consequently, at each point in the space, its metric projector can be expressed as the union a subset of the averaged nonexpansive projectors onto these subspaces, although the projector onto the lower-set itself is not averaged nonexpansive. Indeed, this type of decomposability was consider in [21] which was, in turn, inspired by [5] .
In this work, we aim to exploit structure of the aforementioned type. More precisely, we consider a class of set-valued operators which we call union averaged nonexpansive (as well as the notion of a union nonexpansive operator ). At each point in the ambient space, the value of these operators can be described as a union of single-valued averaged nonexpansive operators from a finite family. A related notion, union paracontracting operators, was previously studied by the second author in [21] . A significant short-coming of the class of union paracontracting operators is that they are, in general, not closed under operators taking convex combination and compositions, thus making it more difficult to determine if a given operators belong to the class. The situation is remedied by union average nonexpansiveness.
The remainder of this paper is organized as follows. We begin, in Section 2, by recalling the necessary mathematical preliminaries. In Section 3 we introduce the notion of union averaged nonexpansive operators and study their closure and fixed point properties (Proposition 3. 2 & 3.3) . In Section 4, we provide an extension of [16] to the infinite dimensional setting (Theorem 4.1) and, as a corollary, deduce local convergence for union (averaged) nonexpansive maps around their strong fixed points (Theorem 4.2). In Section 5, we introduce and study functions which can be expressed as the minimum of finitely many convex functions; we term these functions min-convex before concluding, in Section 6 with a systematic study of proximal algorithms applied to minimization of min-convex problems including various projection algorithms, the proximal point algorithm, forward-backward splitting and Douglas-Rachford splitting.
Preliminaries
In this section we recall the necessary preliminaries for the subsequent sections. Unless stated otherwise, throughout this work we assume that X is a (real) finite-dimensional Hilbert space with inner-product ·, · and induced norm · .
In order to introduce the two new classes of structured set-valued operators in Definition 3.1, we first recall the definitions and basic properties of their single-valued counterparts. The term "averaged" originally appeared in [1] .
Definition 2.1 (Averaged nonexpansive operators).
A single-valued operator T : X → X is said to be nonexpansive if ∀x, y ∈ X, T x − T y ≤ x − y , and α-averaged nonexpansive if α ∈ (0, 1) and ∀x, y ∈ X, T x − T y 2 + 1 − α α (Id −T )x − (Id −T )y 2 ≤ x − y 2 .
We say T is averaged nonexpansive if there is an α ∈ (0, 1) such that T is α-averaged nonexpansive.
It follows immediately from the above definition that every averaged nonexpansive operator is nonexpansive. The precise relationship between the two classes is given in the following proposition. Proposition 2.1 (Characterizations of averaged nonexpansiveness). Let T : X → X be an operator and let α ∈ (0, 1). The following assertions are equivalent.
(a) T is α-averaged nonexpansive.
(b) T = (1 − α) Id +αR for some nonexpansive operator R : X → X. The following proposition shows that the classes of nonexpansive and averaged nonexpansive operators are both closed under taking convex combination and under compositions. Such properties are of interest because they provide a way to verify that a given operator is averaged nonexpansive in the case that it can be represented in terms of simpler operators whose averaged nonexpansiveness can be more easily checked.
Proposition 2.2 (Convex combinations and compositions).
Let J := {1, . . . , m} and let T j : X → X be α j -averaged nonexpansive (resp. nonexpansive) for each j ∈ J. Then the following assertions hold.
(a) j∈J ω j T j is α-averaged nonexpansive with
(resp. nonexpansive) whenever (ω j ) j∈J ⊆ R ++ with j∈J ω j = 1.
(resp. nonexpansive).
Proof. See [10, Propositions 2.2 & 2.5].
The second notion that will be used in Definition 3.1 is that of an outer semicontinuous map [14, Section 3B] . In what follows, we recall its definition and basic properties.
Definition 2.2 (Outer semicontinuity)
. Let X and Y be Hilbert spaces. A set-valued map φ : X ⇒ Y is outer semicontinuous (osc) atx if
That is, the limit supremum is understood in the sense of the Painlevé-Kuratowski outer limit on X × Y . Proposition 2.3 (Cartesian products). Let J := {1, . . . , m} and let φ j : X ⇒ Y j be osc for each j ∈ J. Then the mapping φ :
is also osc.
Proof. Letx ∈ X and consider sequences x n →x and y n := (y 1n , . . . , y mn ) → y := (y 1 , . . . , y m ) and y n ∈ φ(x n ), or equivalently, y jn ∈ φ j (x n ) for every j ∈ J. Since each φ j is osc, it holds that y j ∈ φ j (x), and hence
Proposition 2.4. Let φ : X ⇒ Y be osc, I be a nonempty finite index set, {T i } i∈I be a collection of continuous single-valued operators on X, and ϕ : X ⇒ I be osc. Then the mapping ψ : X ⇒ Y is osc where ψ is defined by
Consequently, if T : X → X is continuous, then φ • T is osc.
Proof. Letx ∈ X and consider sequences x n →x and y n → y with y n ∈ ψ(x n ). By definition, y n ∈ φ(T in (x n )) for some i n ∈ ϕ(x n ) ⊆ I. Since I is finite, by passing to a subsequence, we may assume that i n = i ∈ I for all n. Then the osc of ϕ implies that i ∈ ϕ(x), the continuity of T i implies that
As φ is osc and y n ∈ φ(T i (x n )), it follows that y ∈ φ(T i (x)) ⊆ ψ(x).
Unions of averaged operators
In this section, we introduce the classes of operators which are the main object of study in this work and investigate their properties. We begin with their definition.
Definition 3.1 (Union averaged nonexpansive operators).
A set-valued operator T : X ⇒ X is said to be union α-averaged nonexpansive (resp. union nonexpansive) if T can be expressed in the form
where I is a finite index set, {T i } i∈I is a collection of α-averaged nonexpansive (resp. nonexpansive) operators on X, and ϕ : X ⇒ I, called an active selector, is an osc operator with nonempty values.
As before, we say T is union averaged nonexpansive if there is an α ∈ (0, 1) such that T is union α-averaged nonexpansive.
In order to demonstrate as situation in which union averaged nonexpansiveness naturally arises, we state the following example which we shall return to in Section 5.
Example 3.1 (Sparsity projectors). Let X = R n and s ∈ {0, 1, . . . , n− 1}. A common approach in sparsity optimization involves minimization over the nonconvex sparsity constraint set
where · 0 denotes the ℓ 0 -functional which counts the number of nonzero entries in a vector. By denoting I := {I ∈ 2 {1,2,...,n} : |I| = s}, the set C can be naturally expressed as a union of nonempty subspaces as C =
I∈I
C I where C I := {x ∈ R n : x i = 0 only if i ∈ I}.
In Proposition 6.1(a), we shall show that nearest point projector onto C is union 1/2-averaged nononexpansive with
where ϕ(x) := {I ∈ I : min i∈I |x i | ≥ min i ∈I |x i |}.
The following proposition is the union averaged nonexpansive analogue of Proposition 2.1 and offers equivalent characterizations of union averaged nonexpansiveness. In what follows, the sum of two or more sets is understood in the sense of the Minkowski sum.
Proposition 3.1 (Equivalent characterizations of union averaged nonexpansiveness). Let T : X ⇒ X be a set-valued operator and let α ∈ (0, 1). The following assertions are equivalent.
(a) T is union α-averaged nonexpansive.
(b) T = (1 − α) Id +αR for some union nonexpansive operator R : X ⇒ X.
Proof. Follows by combining Definition 3.1 with Proposition 2.1.
A class of operators related to those in Definition 3.1, the class of union paracontracting operators, was introduced in [21] . Recall that a single-valued operator S : X → X is paracontracting if it is continuous and strictly quasi-nonexpansive, that is, ∀x ∈ X \ Fix S, ∀y ∈ Fix S, S(x) − y < x − y .
An operator T : X ⇒ X of the form (1) is union paracontracting if {T i } i∈I is instead a collection of paracontracting operators. In general, convex combinations and compositions of paracontracting operators need not stay paracontracting except when the individual operators share a common fixed points; see [11, Theorem 2.1.26 and Corollary 2.1.29]. Consequently, the same is true of union paracontracting operators. As the following proposition shows, this shortcomming is rectified by using averaged nonexpansive operators in place of paracontracting. Proposition 3.2 (Unions, combinations and compositions). Let J := {1, . . . , m} and let T j : X ⇒ X be union α j -averaged nonexpansive (resp. union nonexpansive) for each j ∈ J. Then the following assertions hold.
(a) T : X ⇒ X defined by x → T (x) := ∪ j∈J T j (x) is union α-averaged nonexpansive with α := max j∈J α j (resp. union nonexpansive).
(b)
j∈J ω j T j is union α-averaged nonexpansive with
(resp. union nonexpansive) whenever (ω j ) j∈J ⊆ R ++ with j∈J ω j = 1.
(resp. union nonexpansive).
Proof. First note that as T j is union α j -averaged nonexpansive (resp. union nonexpansive), by definition, there exists a finite index set I j , an osc map ϕ j : X ⇒ I j and a collection of α j -averaged nonexpansive (resp. nonexpansive) operators {T j,ij } ij ∈Ij on X such that T j can be expressed as
(a): For all x ∈ X, the definition of T yields
Note that T j,i is α-averaged nonexpansive (resp. nonexpansive) for each j ∈ J and each i ∈ I j since α ≥ α j , hence we only need to prove osc of ϕ. To this end, consider x n → x in X and (j n , i n ) → (j, i) in J × ∪ j∈J I j with (j n , i n ) ∈ ϕ(x n ). Since J is finite and j n → j, there exists n 0 ∈ N such that j n = j for all n ≥ n 0 , and we therefore have i n ∈ ϕ jn (x) = ϕ j (x) for n ≥ n 0 . Outer semicontinuity of ϕ j implies that i ∈ ϕ j (x) and hence that (j, i) ∈ ϕ(x). Consequently, ϕ is osc, and T is thus union α-averaged nonexpansive (resp. union nonexpansive).
(b): The definition of the Minkowski sum gives that
where ϕ :
Outer semicontinuity of ϕ follows from Proposition 2.3. Since T j,ij is α j -averaged nonexpansive (resp. nonexpansive) for each i j ∈ I j and j ∈ J, Proposition 2.2(a) implies that j∈J ω j T j,ij is α-averaged nonexpansive, for all (i 1 , . . . , i m ) ∈ I 1 × · · · × I m , with α given by (2) (resp. union nonexpansive) which completes the proof.
(c): Using the definition of operator composition, we deduce that
To show that ϕ is osc, consider sequences x n → x and i n = (
Then, osc of ϕ follows by combining Propositions 2.3 & 2.4, noting that T j,ij is continuous, for each j ∈ J \ {m}. Finally, since T j,ij is α j -averaged nonexpansive (resp. nonexpansive) for each i j ∈ I j and j ∈ J, Proposition 2.2(b) implies that (T m,im • · · · • T 1,i1 ) is α-averaged nonexpansive with α given by (3) (resp. nonexpansive) which completes the proof.
For set-valued operators such as those introduced in Definition 3.1, we distinguish two different notions for fixed points which are both the same in the single-valued case. The fixed point set of T is denoted by Fix T := {x : x ∈ T (x)}, and the strong fixed point set of T is given by Fix T := {x : T (x) = {x}}.
In the following proposition, we take a closer look the structure of a class of set-valued operators which includes union averaged nonexpansive operators as a special case. Given a set-valued operator T : X ⇒ X, its single-valued set, denoted by Sing T := {x ∈ X : T (x) is a singleton}, is the set of points at which T is single-valued. Proposition 3.3 (Active selectors, fixed points, single-valuedness). Let T : X ⇒ X be a set-valued operator given by ∀x ∈ X, T (x) = {T i (x) : i ∈ ϕ(x)} where I is a finite index set, ϕ : X ⇒ I is an osc operator with nonempty values, and {T i } i∈I is a collection of single-valued operators on X. The following assertions hold.
(a) For each i ∈ I, the set ϕ −1 (i) is closed. The space X can be represented as
(b) x ∈ Fix T if and only if there exists i ∈ I such that x ∈ ϕ −1 (i) ∩ Fix T i . Consequently, we have
The strong fixed point set is the intersection of the weak fixed point set and the single-valued set, that is,
(e) If in addition {T i } i∈I is a collection of continuous operators, then T is ocs. Consequently,
Proof. (a): Let i ∈ I and consider a sequence (x n ) n∈N ⊆ ϕ −1 (i) such that x n → x. The definition of the inverse implies that i ∈ ϕ(x n ) for all n ∈ N and, since ϕ is osc, it holds that i ∈ ϕ(x), which shows that ϕ −1 (i) is closed and proves the first claim. The fact that (4) follows from the assumption that ϕ(
Immediate from the respective definitions. (e): Fix x ∈ X. We first show that T is osc. To this end, take x n → x and y n → y with y n ∈ T (x n ). Then the definition of T ensures the existence of sequence i n ∈ ϕ(x n ) such that
Using the pigeonhole princple, we pass to a subsequence so that y kn = T i (x kn ) for fixed i ∈ I. The osc of ϕ implies that i ∈ ϕ(x) and continuity of T i gives
which proves osc. The claimed formula for the singleton set follows since x ∈ Sing T ⇐⇒ T (x) is singleton, and osc implies that T (x) = Limsup x ′ →x T (x ′ ).
Convergence of fixed point algorithms
In this section, we prove our main result regarding local convergence of fixed point iterations based on union averaged nonexpansive operators. More precisely, given a union α-averaged nonexpansive T : X ⇒ X defined by x → T (x) := {T i (x) : i ∈ ϕ(x)}, we study the behaviour of iterations of the form
where (λ n ) n∈N ⊆ (0, 1/α] and Id denotes the identity operator. To do so, we first study the following closely related iterations given by
where each element in I appears infinitely often in the sequence (i n ) n∈N ⊆ I.
The condition that each element in I must appear infinitely often in a sequence is (i n ) n∈N ⊆ I is generalized in the following definition. 
Krasnosel'skiȋ-Mann iterations with admissible control
In this subsection and this subsection only, we assume that X is infinite dimensional. We do so for two reasons: firstly, the analysis remains is not significantly is not significantly more difficult in infinite dimensions and, secondly, it will be of use later when we discuss possible infinite dimensional extensions of union nonexpansive operators. Weak convergence of a sequence (x n ) n∈N to a point x is denoted x n ⇀ x.
Theorem 4.1 (Krasnosel'skiȋ-Mann iterations with admissible control). Let I be a finite index set and let {T i } i∈I be a collection of nonexpansive operators on X with a common fixed point. Define a sequence (x n ) n∈N with starting point x 0 ∈ X according to
where (i n ) n∈N is admissible in I, and (λ n ) n∈N is in (0, 1] with lim inf n→∞ λ n (1 − λ n ) > 0. Then (x n ) n∈N is asymptotically regular ( i.e., x n − x n+1 → 0 as n → ∞) and converges weakly to a point x ∈ ∩ i∈I Fix T i .
Proof. Since lim inf n→∞ λ n (1 − λ n ) > 0, there exists n 0 ∈ N such that inf n≥n0 λ n (1 − λ n ) > 0. By relabeling if necessary, we may assume without loss of generality that ε := inf n∈N λ n (1 − λ n ) > 0. Let x ∈ ∩ i∈I Fix T i be arbitrary. Then, for all n ∈ N, nonexpansiveness of T in yields
It follows that ( x n − x 2 ) n∈N is monotone nonincreasing, and hence convergent. Consequently, the sequence (x n ) n∈N is bounded and
Noting that x n − x n+1 = λ n (x n − T in (x n )) for all n, we deduce that (x n ) n∈N is asymptotically regular. Now, as a bounded sequence, (x n ) n∈N contains a weakly convergent subsequence, say (x kn ) n∈N , with weak limit x ∈ X. Moreover, by taking a further subsequence if necessary, we may and do assume that i kn = j ∈ I for all n ∈ N. Together with (6), this gives x kn ⇀ x and (Id −T j )(x kn ) → 0 as n → ∞, which, due to [2, Corollary 4.28], implies that x ∈ Fix T j .
Next we show that x is an element of ∩ i∈I Fix T i . To this end suppose, by way of a contradiction, that x ∈ ∩ i∈I Fix T i . By passing to a further subsequence if necessary, we deduce that the sequence (t n ) n∈N defined by
is well defined and, by definition, x ∈ Fix T ip for all k n ≤ p < t n and all n ∈ N. Since I is finite, by passing to yet another subsequence if necessary, we may assume that i tn = ℓ for all n ∈ N for some fixed index ℓ ∈ I. Since all the operators S in := (1 − λ n ) Id +λ n T in are, in particular, nonexpansive and the operator S it n is λ tn -averaged nonexpansive, noting that x ∈ Fix T ip ⊆ Fix S ip for all k n ≤ p < t n , we deduce that
By taking the limit inferior of both sides, invoking Opial's condition [20, Lemma 1] and noting that (6) implies (Id −T ℓ )(x tn ) → 0, we obtain that lim inf
Thus a contradiction is obtained, and conclude that x ∈ ∩ i∈I Fix T i . Furthermore, since the weak cluster point x was chosen arbitrarily, it follows that every weak cluster point of (x n ) n∈N is contained in ∩ i∈I Fix T i . The conclusion now follows from [2, Lemma 2.47].
Remark 4.1. While it seems unlikely that Theorem 4.1 was not already know. The authors were unable to find an appropriate reference from which the results could be straightforwardly deduced (i.e., without replicating the majority of the above proof). ♦ Corollary 4.1. Let I be a finite index set and let {T i } i∈I be α i -averaged nonexpansive operators on X with a common fixed point. Define a sequence (x n ) n∈N with starting point x 0 ∈ X according to
where (i n ) n∈N is an admissible sequence in I, and (λ n ) n∈N is a sequence satisfying λ n ∈ (0, 1/α in ] for all n ∈ N and lim inf n→∞ λ n (1 − α in λ n ) > 0. Then (x n ) n∈N is asymptotically regular and converges weakly to a point x ∈ ∩ i∈I Fix T i .
Proof. For each i ∈ I, by [2, Proposition 4.35], R i :
We also have that Fix R i = Fix T i and that, for all n ∈ N,
. Now apply Theorem 4.1 to {R i } i∈I and (α in λ n ) n∈N .
Convergence of union nonexpansive iterations
Using the results of the previous subsection, we now turn our attention convergence of iterations based on union nonexpansive operators. Throughout this subsection, we fix a particular representation for the considered operator. Let T : X ⇒ X denote a union nonexpansive (resp. union α-averaged nonexpansive) operator which we assume to be represented as
where I is a finite index set, {T i } i∈I is a collection of nonexpansive (resp. α-averaged nonexpansive) operators on X, and ϕ : X ⇒ I is the osc, nonempty-valued active selector. Fixing this representation is convenient because, in general, the representation of a union nonexpansive (resp. union α-averaged nonexpansive) operator need not be unique and allows us to avoid repetition. Corresponding to the representation (9), we define the radius of attraction of T at a point x * ∈ X as
Here we note that radius of attraction is nonzero for a union nonexpansive operator (and hence too for a union averaged nonexpansive operator). In fact, we have that
as is shown in the following proposition.
Proposition 4.1. Let ϕ : X ⇒ I for a finite set I and let x * ∈ X. Then ϕ is outer semicontinuous at x * if and only if there exists δ > 0 such that
Consequently, if T : X ⇒ X is a union nonexpansive operator, then r(x * ; T ) ∈ (0, +∞].
Proof. This follows from [21, Proposition 1].
Furthermore, if the reference point x * in Proposition 4.1 is a strong fixed point of the underlying operator T , then T satisfies the following quasi-nonexpansiveness properties.
Proposition 4.2 (Radius of attraction at strong fixed points). Let T : X ⇒ X be a union nonexpansive operator with x * ∈ Fix T . Then r := r(x * ; T ) ∈ (0, +∞] and
Furthermore, for any λ ∈ (0, 1], we have
Proof. Since ϕ is osc and its range, I, is a finite set, Proposition 4.1 implies that r := r(x
In particular, for any x ∈ int B(x * ; r) and y ∈ T (x), there exists an i ∈ ϕ(x) ⊆ ϕ(x * ) such that y = T i (x). Consequently, (11) follows from (13) .
Furthermore, for any λ ∈ (0, 1], the operator S i := (1 − λ) Id +λT i is λ-averaged nonexpansive by Proposition 3.1 and we therefore have that
In particular, if x ∈ int B(x * ; r) and y ∈ (1 − λ)x + λT (x), then there exists i ∈ ϕ(x) ⊆ ϕ(x * ) such that y = S i (x). As before, (12) follows from (14) .
We are now ready to prove our main results which establish local convergence of Krasnosel'skiȋ-Mann iterations based on union nonexpansive and union averaged nonexpansive operators.
Theorem 4.2 (Local convergence of union nonexpansive iterations).
Let T : X ⇒ X be a union nonexpansive operator with x * ∈ Fix T and let (λ n ) n∈N be a sequence in (0, 1] with lim inf n→∞ λ n (1 − λ n ) > 0. Denote r := r(x * ; T ) ∈ (0, +∞] and consider a sequence (x n ) n∈N with x 0 ∈ int B(x * ; r) satisfying
Then (x n ) n∈N converges to a point x ∈ Fix T ∩ B(x * ; r).
Proof. We first observe from Proposition 4.2 that, for all n ∈ N, x n ∈ int B(x * ; r) and
with convention that
where the last inclusion is a consequence of Proposition 4.1 and the fact that (x n ) n∈N ⊆ int B(x * ; r). Let I * denote the set of admissible indices in the sequence (i n ) n∈N . Then I * ⊆ ϕ(x * ) which, together with Proposition 3.3(c) applied to x * ∈ Fix T , yields
That is, {T i } i∈I * is a collection of nonexpansive operators with a common fixed point. By applying Theorem 4.1, x n → x ∈ ∩ i∈I * Fix T i . Since, for all n ∈ N, x n ∈ B(x * ; r), it also holds that x ∈ B(x * ; r). Finally, for any i ∈ I * , there exists a subsequence i kn → i. Since x kn → x and ϕ is osc with i kn ∈ ϕ(x n k ), we deduce that i ∈ ϕ(x). By Proposition 3.3(b), it follows that x ∈ Fix T as was claimed.
Remark 4.2. On closer examination, the proof of Theorem 4.2 generalizes to (weak) convergence of the sequence (x n ) n∈N in the infinite dimensional setting. However, without assuming weak osc of the selector ϕ, it is not clear how to ensure that the limit point of the sequence lies in Fix T . The assumption of weak osc is too strong even in the simplest setting where T is a the projector onto the union of convex sets. ♦ Corollary 4.2 (Local convergence of union averaged nonexpansive iterations). Let T : X ⇒ X be union α-averaged nonexpansive operator with x * ∈ Fix T and let (λ n ) n∈N be a sequence in (0, 1/α] with lim inf n→∞ λ n (1/α−λ n ) > 0. Denote r := r(x * ; T ) ∈ (0, +∞] and consider (x n ) n∈N with x 0 ∈ int B(x * ; r) satisfying ∀n ∈ N,
Proof. It follows from Proposition 3.1 that R := (1 − 1/α) Id +(1/α)T is union nonexpansive. Under the fixed representation of T in (9), we have r(x * ; R) = r(x * ; T ). Moreover, Fix R = Fix T , Fix R = Fix T , and, for all n ∈ N, x n+1 = (1 − αλ n )x n + αλ n R(x). The result now follows from Theorem 4.2 applied to R and (αλ n ) n∈N .
We conclude this section with the following results concerning global convergence. Corollary 4.3 (Global convergence of union averaged nonexpansive iterations). Let T : X ⇒ X be union α-averaged nonexpansive operator and suppose that there exists x * ∈ Fix T with ϕ(x * ) = I. Then
Further let (λ n ) n∈N be a sequence
Then (x n ) n∈N converges to a point x ∈ Fix T .
Proof. Since ϕ(x * ) = I, the radius of attraction (10) at x * is r(x * ; T ) = +∞. Equation (15) now follows from Proposition 4.2 and convergence of (x n ) n∈N from Corollary 4.2.
Convergence of iterations based on compositions
In this subsection, we look at the finer behaviour of the iterates of the compositions of union nonexpansive operators with a common fixed point. As in the previous section, it is convenient to fix representations of said operators. To this end, for each operator T j in the the finite collection of union nonexpansive operators {T j } j∈J , we fix the representation
where I j is a finite index set, {T j,i } i∈Ij is a collection of nonexpansive operators on X, and ϕ j : X :⇒ I is the osc, nonempty-valued active selector. Proposition 4.3 (Common fixed points). Let J := {1, . . . , m} and let {T j } j∈J be a collection of union averaged nonexpansive with the exception of at most one operator which is union nonexpansive. Then for each x * ∈ ∩ i∈J Fix T j , there exists a δ > 0 such that
Proof. We first observe that
. Thus to prove the claimed result, we need only establish that for each m there exists a δ > 0 such that
To do so, we use induction on m. First, it is clear that (16) holds for m = 1, so there is nothing to do. Suppose instead that (16) m ≥ 2 and the result holds for 1, 2, . . . , m − 1. Combining the assumptions on {T i } i∈I with Proposition 3.2(c), we deduce the existence of an index k ∈ J \ {m} such that both S 2 := T m • · · · • T k+1 and S 1 := T k • · · · • T 1 are union nonexpansive, and at least one of S 1 or S 2 is union averaged nonexpansive. Then
By the induction hypothesis, there exists a δ > 0 such that
By shrinking δ if necessary, we may and do assume that 0 < δ < min{r(x * ; S 1 ), r(x * ; S 2 )}. Now, let
Hence we have that x − y = 0 for all y ∈ S 1 (x) or, equivalently, that S 1 (x) = {x}. It then follows that x ∈ Fix S 1 ∩ Fix S 2 ∩ B(x * ; δ) which proves the equality for the strong fixed points set. The proof for the weak fixed point set is performed similarly.
In order to prove the main result of this subsection, we require the following technical lemma. and consider a sequence (x n ) n∈N with x 0 ∈ int B(x * ; r) satisfying
where (j n ) n∈N is admissible in J. Then the sequence (x n ) n∈N converges and its limit is contained in (∪ j∈J Fix T j ) ∩ B(x * ; r).
Proof. Set T := ∪ j∈J T j . By Proposition 3.2(a), T is a union nonexpansive operator with active selector
For any x ∈ X, we have ϕ(x) ⊆ ϕ(x * ) if and only if ϕ j (x) ⊆ ϕ j (x * ) for all j ∈ J. It thus follows that
where positivity of the right-hand-side follows from Proposition 4.1 and the finiteness of J. A direct calculation then shows that
We also note that every sequence generate by (17) is actually a sequence with the same starting point generated by ∀n ∈ N, x n+1 ∈ (1 − λ n )x n + λ n T (x n ).
The result thus follows from Theorem 4.2 applied to T .
In the following corollary, n mod m ∈ {0, . . . , m − 1} denotes the remainder when n is divided by m.
Corollary 4.4 (Local convergence of compositions).
Let J := {1, . . . , m} and let {T j } j∈J be a collection of union averaged nonexpansive operators on X with
and consider a sequence (x n ) n∈N with x 0 ∈ int B(x * ; r) satisfying ∀n ∈ N, x n+1 ∈ T in (x n ), where i n = (n mod m) + 1.
Then (x mn ) n∈N converges to a point x ∈ Fix(T m • · · · • T 1 ) ∩ B(x * ; r). Furthermore, if x * ∈ ∩ j∈J Fix T j and r is sufficiently small, then the entire sequence (x n ) n∈N converges to x and x ∈ ∩ j∈J Fix T j ∩B(x * ; r).
Proof. Since T := T m • · · · • T 1 is union averaged nonexpansive by Proposition 3.2(c), the claim regarding convergence of (x mn ) n∈N to a point x ∈ Fix(T m • · · · • T 1 ) follows by applying Corollary 4.2 to T with all λ n = 1. To prove the second claim, first note that the entire sequence (x n ) n∈N is convergent by Lemma 4.1. Since one of its subsequence, (x mn ) n∈N , converges to x, it must be that x n → x. Now, Proposition 4.3 completes the proof.
Min-convex functions
In this section we study the following class of functions whose proximity operators will be shown to belong to the class of union averaged nonexpansive operators.
Definition 5.1 (Min-convexity).
We say a function f : X → (−∞, +∞] is min-convex if it can be expressed in the form ∀x ∈ X, f (x) := min
where I is a finite index set and the functions f i : X → (−∞, +∞] are proper, lsc and convex.
In general, a min-convex function need not be convex. In fact, sufficient conditions for a min-convex function to be convex were studied in [4] (see also [15, Proposition 5] ). As a concrete example of a min-convex function, revisit Example 3.1.
Example 5.1 (Sparsity projectors (revisited)). Let X = R n and s ∈ {0, 1, . . . , n − 1}. Recall that the sparsity constraint from Example 3.1 which can be expresses as the union of subspaces. i.e., C := {x ∈ R n : x 0 ≤ s} = I∈I C I where C I := {x ∈ R n : x i = 0 only if i ∈ I} Due to this representation, we see that the indicator function to C, ι C , can be expressed as ι C = min I∈I ι CI . As the indicator function to a (closed) subspace, is a proper lsc convex function, we see that ι C is min-convex.
In the subsequent section, we shall study proximal algorithms for min-convex functions. These algorithms are based upon the following two objects. and the proximity operator of f denoted prox γf : X ⇒ X is given by
It is well known that when f is proper, lsc and convex, its proximity operator is single-valued and firmly nonexpansive (i.e., 1/2-averaged nonexpansive) (see, for instance, [2, Proposition 12.28]).
Recall that the proximal subdifferential of f : X → (−∞, +∞] at x ∈ X is given by
and that 0 ∈ ∂ p f (x) whenever x is a local minimum of f ; see, e.g., [ 19, Equations (0.1) and (1.4)].
In the following two propositions, we investigate various properties under assumptions which are satisfied by min-convex functions. 
(c) Let x, p ∈ X. Then p ∈ prox γf (x) if and only if
In particular, if p ∈ prox γf (x), then
(e) The following inclusions hold.
Moreover, when f is convex, all inclusions are satisfied with equality.
Proof. 
To show the first inclusion, let x ∈ arg min f . By applying (b), we deduce that
2 , which yields x ∈ arg min γ f ∩ dom prox γf . We therefore obtain that arg min f ⊆ arg min γ f ∩ dom prox γf . To prove the second inclusion, let x ∈ arg min γ f ∩ dom prox γf . Then there exists p ∈ prox γf (x) and using (b) we deduce that inf
, hence we conclude that p = x. In other words, prox γf (x) = {x}, or equivalently, x ∈ Fix prox γf and thus arg min γ f ∩ dom prox γf ⊆ Fix prox γf . The inclusion Fix prox γf ⊆ Fix prox γf follows immediately from the definition. To prove the final inclusion, let x ∈ Fix prox γf . Then x ∈ prox γf (x) and, by (c), 0 ∈ ∂ p f (x) as was claimed. In the case in which f is convex, by [9, Proposition 7 .26] we have ∂ p f = ∂f , and by [2, Theorem 16 .3] we have {x ∈ X : 0 ∈ ∂ p f (x)} = {x ∈ X : 0 ∈ ∂f (x)} = arg min f, from which the claimed equalities follow.
Proposition 5.2 (Properties of min-convex functions)
. Let I be a finite index set, let f = min i∈I f i with f i : X → (−∞, +∞] proper, and let γ > 0. The following assertions hold.
Further suppose that f is min-convex ( i.e., f i is lsc and convex, for each i ∈ I). Then (d) {x ∈ X : x is a local minimum of f } = {x ∈ X : x ∈ arg min f i whenever f (x) = f i (x)}.
(e) Fix prox γf ⊆ {x ∈ X : x ∈ Fix prox γfi whenever f (x) = f i (x)}. Consequently, every fixed point of prox γf is a local minimum of f .
(f ) prox γf is union 1/2-averaged nonexpansive. In particular, prox γf can be expressed as
with active selector ϕ : X ⇒ I given by ϕ(x) = {i ∈ I :
Proof. (a): For all x ∈ X, we have that
where interchanging infimum and minimum is valid due to the finiteness of I.
(b): Suppose p ∈ prox γf (x). Since I is finite, there exists an index i ∈ I such that f (p) = f i (p). Consequently, we have
Together with (a), this implies that
and that p ∈ prox γfi (x). To prove the reverse inclusion, suppose p ∈ prox γfi (x) for some i ∈ I such that
which implies that p ∈ prox γf (x) and thus completes the proof of (b). 
we have 0 ∈ ∂ p f i (x) whenever f (x) = f i (x). The claim follows. (d): First note that, for every i ∈ I, the convexity of f i combined with Proposition 5.1(e) implies that
Now, let x be a local minimum of f . Then 0 ∈ ∂ p f (x) and, by (20) , 0 ∈ ∂ p f i (x) whenever f (x) = f i (x). Together with (21) , this yields x ∈ arg min f i whenever f (x) = f i (x). Conversely, consider a point x such that x ∈ arg min f i whenever f (x) = f i (x). Suppose, by way of a contradiction, that x is not a local minimum of f . Then there exists a sequence (y n ) n∈N such that y n ∈ B(x; 1/n) and f (y n ) < f (x). Set I 0 := {i ∈ I : f (x) = f i (x)}. Then
where the last inequality holds because x ∈ arg min f i . Therefore, for each n ∈ N, there exits a j n ∈ I I 0 such that f (y n ) = f jn (y n ) . As I is finite, by passing to a subsequence if necessary, we can and do assume that there is j ∈ I I 0 such that f (y n ) = f j (y n ) for all n ∈ N. Noting that y n → x and using lower semicontinuity of f j give
which implies that j ∈ I 0 ; a contradiction.
(e): Combine (c), (d), and (21). (f): Using (b), we have that prox γf (x) = {prox γfi (x) : i ∈ ϕ(x)} with ϕ(x) = {i ∈ I : Proposition 12 .28], prox γfi is 1/2-averaged nonexpansive for each i ∈ I, hence only osc of the active selector ϕ remains to be verified. To this end, consider sequences (x n , i n ) → (x, i) with i n ∈ ϕ(x n ) for all n ∈ N. Because I is finite, by passing to a subsequence, we may assume that i n = i for all n ∈ N. Since γ f j is continuous for each j ∈ J [2, Proposition 12.15], we have
This shows that i ∈ ϕ(x) and completes the proof.
To conclude this section, we introduce one further notion which we shall require in certain cases of our analysis. It can be viewed as a kind of constraint qualification on the representation of a min-convex function.
Definition 5.3 (Outer semicontinuous representations).
Let f : X → (−∞, +∞] be a min-convex function. We say f is outer semicontinuously (osc) representable at x ∈ X if there exists a min-convex representation, f = min i∈I f i , such that the selector φ : X ⇒ I is osc at x where
If there exists a single representation such that φ is everywhere osc, then we say that f is osc representable.
Clearly every convex function is osc representable. Moreover, the following proposition shows that, in particular, the Moreau envelope of a min-convex function is also osc representable.
Proposition 5.3. Let I be a finite index set, let f i : X → R be continuous, and set f := min i∈I f i . Then the selector φ(x) := {i ∈ I : f (x) = f i (x)} is osc. Consequently, the Moreau envelope of a min-convex function is always osc representable.
Proof. Let x n → x and i n → i with i n ∈ φ(x n ) for all n ∈ N. Since I is finite, there exists an n 0 ∈ N such that i n = i for all n ≥ n 0 . Since {f i } are continuous, f is also continuous as the minimum of continuous functions. Consequently,
which shows that i ∈ φ(x) and establishes the osc of φ. Now, if a function g : X → (−∞, +∞] is min-convex, there exists a finite index set, I, and proper, lsc convex functions {g i } i∈I such that g = min i∈I g i . For any γ > 0, Proposition 5.2(a) shows that 
Proximal algorithms for min-convex minimization
In this section, we use the results of the last two sections to systematically analyse proximal algorithms applied to min-convex functions. We consider four different settings: projection algorithms, the proximal point algorithm, the forward-backword method, and Douglas-Rachford splitting.
Projection algorithms
Given sets C 1 , . . . , C m ⊆ X with nonempty intersection, the feasibility problem is to
In this section, we consider the case in which each set C j is union convex by which we mean that it can be expressed as a finite union of closed convex sets. Recall that the projector onto a nonempty set C in X is the set-valued operator P C : X ⇒ C define by
where d(x, C) := inf c∈C x − c is the distance from x to C. Proposition 6.1 (Union convex sets). Let A = ∪ i∈I A i and B = ∪ j∈J B j where I, J are finite index sets and A i , B j are nonempty closed convex sets in X. The following assertions hold.
(a) The projector P A is union 1/2-averaged nonexpansive with
and the reflector R A := 2P A − Id is union nonexpansive.
(b) The Douglas-Rachford (DR) operator given by
Proof. Remark 6.1. In the setting of Proposition 6.1, one can also deduce union averaged nonexpansiveness of relaxations of projection operators such as those consider in the so-called generalized Douglas-Rachford operator [12, 13] which includes the relaxed averaged alternating reflection operator [18] . However, we shall focus on algorithms involving projectors and (ungeneralized) Douglas-Rachford operators.
♦
We now state our results regarding convergence of projection algorithms. We consider three different algorithms: the method of cyclic projections, the cyclic Douglas-Rachford method [7, 8] and the cyclically anchored Douglas-Rachford method [6] . The latter includes the usual two-set Douglas-Rachford method as a special case.
Theorem 6.1 (Projection algorithms on union convex sets). Let J := {1, . . . , m} and let {C j } j∈J be a finite collection of union convex sets in X. Given x 0 ∈ X, define x n+1 ∈ T (x n ) for all n ∈ N in any one of the following cases.
(a) (method of cyclic projections)
Then ∩ j∈J C j ⊆ Fix T . Moreover, if x * ∈ Fix T , then there exists r > 0 such that, whenever x 0 ∈ int B(x * ; r), the sequence (x n ) n∈N converges to a point x ∈ Fix T ∩ B(x * ; r).
Proof. It is straightforward to check that ∩ j∈J C j ⊆ Fix T . To show the second claim, first combine Proposition 3.2(c) and Proposition 6.1 to deduce that T is union averaged nonexpansive. The results then follows from Corollary 4.2 with λ n = 1.
Theorem 6.2 (Cyclically anchored Douglas-Rachford method). Let J := {1, . . . , m} and suppose {C j } j∈J is a finite collection of union convex sets in X. Consider a sequence (x n ) n∈N with x 0 ∈ X satisfying ∀n ∈ N, x n+1 ∈ T C1,Ci n (x n ) where i n = (n mod (m − 1)) + 2.
If x * ∈ ∩ j∈J\{1} Fix T C1,Cj (in particular, if x * ∈ ∩ i∈J C j ), then there exists an r > 0 such that the sequence (x n ) n∈N converges to a point x ∈ ∩ j∈J\{1} Fix T C1,Cj whenever x 0 ∈ int B(x * ; r). Moreover, if the set C 1 is convex, then P C1 (x) ∈ ∩ j∈J C j .
Proof. Let x * ∈ ∩ j∈J\{1} Fix T C1,Cj . For every j ∈ J \ {1}, the definition of T C1,Cj yields C 1 ∩ C j ⊆ Fix T C1,Cj . Consequently, we have
which shows, in particular, that x * is strong fixed point of the cyclically anchored Douglas-Rachford operator. By Proposition 6.1(b), {T C1,Cj } j∈J\{1} is a collection of union 1/2-averaged operators. By setting r := min j∈J\{1} r(x * ; T C1,Cj ) > 0 and applying Corollary 4.4, we deduce that the sequence (x n ) n∈N converges to a point x ∈ ∩ j∈J\{1} Fix T C1,Cj whenever x 0 ∈ int B(x * ; r), which proves the first claim. Moreover, if C 1 is convex, then [3, Equation (23)] implies that P C1 (x) ∈ C 1 ∩ C j for every j ∈ J \ {1}, which completes the proof.
In particular, setting m = 2 in Theorem 6.2, we recover the result for the usual two-set DouglasRachford method as a special case. This was original proven by Bauschke and Noll [5, Theorem 1].
Corollary 6.1 (Douglas-Rachford method [5, Theorem 1] ). Let C 1 and C 2 be union convex sets in X. Consider a sequence (x n ) n∈N with x 0 ∈ X satisfying ∀n ∈ N, x n+1 ∈ T C1,C2 (x n ).
, then there exists an r > 0 such that the sequence (x n ) n∈N converges to a point x ∈ Fix T C1,C2 whenever x 0 ∈ int B(x * ; r). Moreover, there exists a point c ∈ P C1 (x) such that c ∈ C 1 ∩ C 2 .
Proof. By applying Theorem 6.2 with m = 2, it follows that (x n ) n∈N converges to a point x ∈ Fix T C1,C2 . Using [3, Equation (22)] implies the existence of a point c ∈ P C1 (x) such that c ∈ P C2 (2c − x). Consequently, c ∈ C 1 ∩ C 2 which completes the proof.
In the following corollary, we deduce the corresponding convergence result for the method of cyclic projections by observing that it can be cast as a special instance of the cyclically anchored DouglasRachford method.
Corollary 6.2 (Method of cyclic projections). Let J := {1, . . . , m} and let {C j } j∈J be a finite collection of union convex sets in X with x * ∈ ∩ j∈J C j . Define a sequence (x n ) n∈N with starting point x 0 ∈ X according to ∀n ∈ N, x n+1 ∈ P Ci n (x n ), where i n = (n mod m) + 1.
Then there exists an r > 0 such that (x n ) n∈N converges to a point x ∈ ∩ j∈J C j whenever x 0 ∈ int B(x * ; r).
Proof. We first note that, for a nonempty closed set C, T X,C = P C and Fix P C = Fix P C = C. The result now follows by applying Theorem 6.2 to {X, C 1 , . . . , C m }; a collection of union convex sets with the first set, X, being convex.
Remark 6.2 (Sparse affine feasibility). Given a matrix A, point b ∈ range(A) and a sparsity bound s, the sparse affine feasibility problem asks for a point x such that Ax = b and x s ≤ s. The method of alternating projections (i.e., Corollary 6.2 with m = 2) applied to this problem has been studied by [17] who used regularity notions to show local linear convergence of the method of alternating projections. Whilst our Corollary 6.2 does applied to deduce local convergence for this problem, it does not say anything about the rate. ♦ Remark 6.3 (cyclic Douglas-Rachford method). It is not clear if the conclusions of Theorem 6.1 can be improved for the cyclic Douglas-Rachford method, specially, if it can be shown projectors of the limit x can be used to produce a point in the intersection ∩ j∈J ∩ C j , as in the case in the convex setting [7] . To illustrate the difficulty, consider the case when J = {1, 2, 3}. In this case, Theorem 6.1 gives that the limit x satisfies x ∈ Fix (T C3,C1 • T C2,C3 • T C1,C2 ) . From this it is only possible to deduce that there exists convex subsets
but where it is not necessarily the case that C
The proximal point algorithm
In this section, we consider the minimization problem
where g : X → (−∞, +∞] is min-convex. Let γ > 0. Given x 0 ∈ X, the proximal point algorithm (with fixed stepsize) for (22) is given by
By applying our main convergence result, we are able to deduce the following result regarding convergence of the proximal point algorithm the min-convex function g. Suppose that x * ∈ Fix T PPA . Denote r := r(x * ; T PPA ) ∈ (0, +∞] and consider a sequence (x n ) n∈N given by (23) with x 0 ∈ int B(x * ; r). Then (x n ) n∈N converges to a local minimum of g.
Proof. By Proposition 5.2(f), the operator T PPA is union 1/2-averaged nonexpansive. Consequently, convergence of the sequence (x n ) n∈N to a point in Fix T PPA then follows from Corollary 4.2 (with λ n = 1). The fact that every weak fixed point of T PPA is a local minimum of g follows from Proposition 5.2(e).
Forward-backward splitting
where f : X → R is a convex function with L-Lipschitz continuous gradient ∇f , and g := min i∈I g i : X → (−∞, +∞] is a min-convex function. Given x 0 ∈ X, the forward-backward algorithm for (24) is given by fixed point iteration
where γ ∈ (0, 2/L) and (λ n ) n∈N ⊆ (0, (4 − γL)/2].
Remark 6.4. In the special case when g i are indicator functions to convex sets, the proximity operator prox γg reduces to a projection operators, and the corresponding algorithm is sometimes called the projected gradient algorithm. A specific example of which was studied in [21] arising is sparsity constrained minimization. ♦
To begin, we study some properties of the forward-backward operator. (a) The forward-backward splitting operator, T FB , is union 2/(4 − γL)-averaged nonexpansive.
(c) x ∈ Fix T FB if and only if there exists an i ∈ I such that x ∈ arg min{f + g i } and 
where
which implies that 0 ∈ ∇f (x) + ∂ p g(x). Further, Proposition 5.2(f) implies that there exists an i ∈ I such that x = prox γgi (x − γ∇f (x)) and hence 0 ∈ ∇f (x) + ∂g i (x). (c): Let x ∈ X and set y := x − γ∇f (x). Then x ∈ Fix T FB if and only if there exists an i ∈ I such that γ g(y) = γ g i (y) and x = prox γgi (y). Since f, g i are proper, lsc and convex and f has full domain, the latter is equivalent to x ∈ arg min{f + g i } [2, Corollary 27.3(i)&(viii)], thus establishing the claimed equivalence.
To prove the second claim, we note that x = prox γgi (y) ∈ prox γg (y) and
as was claimed.
(d): Let x ∈ X and set y := x − γ∇f (x). Then x ∈ Fix T FB if and only if x = prox γgi (y) for all i ∈ I such that γ g(y) = γ g i (y). The rest is analogous to that of (c). (e): We always have Fix T FB ⊆ Fix T FB . Let x ∈ Fix T FB and set y := x − γ∇f (x). It follows from
We shall prove that x is a local minimum of f + g. Following Proposition 5.2(d) and (27), it suffices to show that
Indeed, let i ∈ I be arbitrary such that g(x) = g i (x). Since x ∈ prox γg (y), using Proposition 5.2(a), we have
Using (e), there exists δ 1 > 0 such that x * is a minimum of f + g on B(x * ; δ 1 ). By Proposition 4.1, there exists δ 2 > 0 such that
Now take δ ∈ (0, min{δ 1 , δ 2 }) and let x ∈ Fix T FB ∩ B(x * ; δ). Then, by (c), there exists i ∈ φ(x) such that x ∈ arg min{f + g i } and g(x) = g i (x). As x * ∈ Fix T FB and i ∈ φ(x) ⊆ φ(x * ), we derive from (d) that x * ∈ arg min{f + g i } and g(x * ) = g i (x * ). Therefore,
Since x ∈ B(x * ; δ) ⊂ int B(x * ; δ 1 ) with the same value as f + g at x * , x is also a local minimum of f + g.
Our main results regarding convergence of the forward-backward method can now be stated as follows. − λ n > 0. Denote r := r(x * ; T FB ) ∈ (0, +∞] and consider a sequence (x n ) n∈N given by (25) with x 0 ∈ int B(x * ; r). Then (x n ) n∈R converges to a point in x ∈ Fix T FB ∩ B(x * ; r). Furthermore, for sufficiently small r > 0, the limit point x is a local minimum of f + g.
Proof.
Convergence of the sequence (x n ) n∈N to a point x ∈ Fix T FB ∩ B(x * ; r) follows by combining Proposition 6.2(a) and Corollary 4.2. For sufficiently small r > 0, the fact that x is a local minimum of f + g follows from Proposition 6.2(f).
In the proof of the previous theorem, we used an inclusion relating weak fixed points and local minima in Proposition 6.2(f). To conclude our study of the forward-backward method, we show that osc representability gives the reverse inclusion. Proposition 6.3 (Local minima are weak fixed points). Let f : X → R be convex with L-Lipscthiz continuous gradient, let g := min i∈I g i : X → (−∞, +∞] be min-convex and osc representable at x ∈ X. Suppose that inf(f + g)(X) > −∞ and that x is a local minimum of f + g. There exist constants γ, δ > 0 such that, for each x ∈ B(x; δ) and γ ∈ (0, γ], there exists an index i ∈ I satisfying: (a) x ∈ arg min{f + g i },
(b) γ g(x − γ∇f (x)) = γ g i (x − γ∇f (x)), and (c) prox γgi (x − γ∇f (x)) ∈ prox γg (x − γ∇f (x)).
Consequently, x ∈ Fix T FB for all γ ∈ (0, γ].
Proof. Assume that x is a local minimum of f + g and consider the selector φ : X ⇒ I defined by φ(x) := {i ∈ I : g(x) = g i (x)}. Then, by Proposition 5.2(d), x ∈ arg min{f + g i } for all i ∈ φ(x). Since φ is osc at x by assumption, Proposition 4.1 implies that there exists δ > 0 such that ∀x ∈ B(x; 3δ), φ(x) ⊆ φ(x).
Fix a constant γ ∈ (0, 1 2L ) satisfying 2γ ((f + g)(x) − inf(f + g)(X)) < δ 2 .
Let γ ∈ (0, γ], x ∈ B(x; δ) and z ∈ prox γg (x − γ∇f (x)). Then
In the case when f and g are convex, this is just the the usual Douglas-Rachford splitting algorithm for the sum convex functions. The iteration (31) can be cast as a fixed point iteration in the sequence (x n ) n∈N . Precisely, it may be expressed as ∀n ∈ N, x n+1 ∈ (1 − λ n )x n + λ n T DR (x n ), where T DR is the Douglas-Rachford splitting operator defined by T DR (x) := 1 2 Id +(2 prox γg − Id) • (2 prox γf − Id) (x) (32a) = {x + z − y : y ∈ prox γf (x), z ∈ prox γg (2y − x)}.
In the special case when the functions f j and g i are the indicator functions to convex sets, this reduces to the Douglas-Rachford projection algorithms considered in Section 6.1. We begin by examining properties of the underlying operator T DR . (a) x ∈ Fix T DR if and only if there exists y ∈ prox γf (x) such that y ∈ prox γg (2y − x).
(b) x ∈ Fix T DR if and only if {y} = prox γg (2y − x) for all y ∈ prox γf (x).
(c) If x ∈ Fix T DR , then there exists y ∈ prox γf (x) such that 0 ∈ ∂ p f (y) + ∂ p g(y) ⊆ ∂ p (f + g)(y). This is equivalent to the existence of an index i ∈ I such that y = prox γgi (2y − x) and γ g(2y − x) = γ g i (2y − x). Since f has full domain, by applying [2, Corollary 27.3(i)&(iii)] to f and g i , we deduce that y = prox γf (x) = prox γgi (2y − x) ⇐⇒ y ∈ arg min{f + g i }.
