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Abstract
The statistical analysis of functional data is a growing need in many research
areas. In particular, a robust methodology is important to study curves, which
are the output of experiments in applied statistics. In this paper we study some
new definitions which reflect the “extremality” of a curve with respect to a col-
lection of functions, and provide natural orderings for sample curves. Their finite
dimensional versions are computationally feasible and useful for studying high di-
mensional observations. Thus, these extreme measures are suitable for complex
observations such as microarray data and images. We show the applicability of
these measures designing a rank test for functional data. This functional rank test
shows different growth patterns for boys and girls when it is applied to children
growth data.
Key words: Data depth, extreme measures, functional data, order statistics,
rank test for functions.
1 Introduction
The data output sophistication in different research fields requires to advance
in the statistical analysis of complex data. In functional data analysis, each
observation is a real function xi(t), i = 1, ..., n, t ∈ I, where I is an interval in
R. There are several reasons that make necessary the study of functional data.
In many research areas (medicine, biology, economics, engineering), the data
generating process is naturally a stochastic function. Moreover, many problems
are better approached if the data are considered as functions. For instance,
if each curve is observed at different points, a multivariate analysis would not
be valid, and it is therefore necessary to smooth the data and treat them as
continuous functions defined in a common interval. For those reasons, the analysis
of functional data is one of the topics that, within the field of statistics, is receiving
a steady increasing attention in recent years.
Multivariate techniques such as principal components, analysis of variance
and regression methods have already been extended to a functional context; see
Ramsay and Silverman (2005). A fundamental task in functional data analysis
is to provide an ordering within a sample of curves that allows the definition
of order statistics such as ranks and L-statistics. An important tool to analyze
these functional data aspects is the idea of statistical depth. This concept was
first introduced in the multivariate context to measure the ‘centrality’ or the
‘outlyingness’ of a d-dimensional observation with respect to a given dataset or
a population distribution and to generalize order statistics, ranks, and medians
to higher dimensions. Several depth definitions for multivariate data have been
proposed and analyzed by Mahalanobis (1936), Tukey (1975), Oja (1983), Liu
(1990), Singh (1991), Fraiman and Meloche (1999), Vardi and Zhang (2000),
Koshevoy and Mosler (1997) and Zuo (2003), among others. However, direct
generalization of current multivariate depths to functional data often leads to
either depths that are computationally intractable or depths that do not take into
account some natural properties of the functions, such as shape. For that reason,
several specific definitions of depth for functional data have been introduced.
See for example, Vardi and Zhang (2000), Fraiman and Muniz (2001), Cuevas,
Febrero and Fraiman (2007), Cuesta-Albertos and Nieto-Reyes (2008), Lo´pez-
Pintado and Romo (2009) and Lo´pez-Pintado and Romo (2011). The definition
of depth for curves provides us with a criteria to order the sample curves from
the center-outward (from the deepest to the most extreme).
In many applications, however, an important problem is to measure the ‘ex-
tremality’ or the ‘outlyingness’ of a curve within a set of curves, instead of its
centrality. This is the case, for example, when one wishes to identify outliers
within a set of sample functions. Laniado, Lillo and Romo (2010) introduced
this concept of extremality to measure the “farness” of a multivariate point with
respect to a data cloud or to a distribution. And, more recently, Franco-Pereira,
Lillo and Romo (2011) extended their idea to functional data introducing two def-
initions of extremality which are based on the notion of ‘half graph’ of a curve:
the hyperextremality and the hypoextremality. In this paper we study these two
extreme measures in detail and propose and application designing a rank test for
functional data.
We would like to point out here that the statistical depth, since it is a measure
of centrality, it also provides a notion of farness from the center. However, the
concept of depth as a measure of extremality have some shortcomings that will
be explained later on the paper.
The paper is organized as follows. We recall the concepts of hyperextremal-
ity and hypoextremality in Section 2. In Section 3 their corresponding finite-
dimensional versions are introduced and in Section 4 various properties of them
are derived. In Section 5 we define the generalized versions of hyperextremality
and hypoextremality. In Section 6 we explain how the extreme measures can be
an alternative to depth measures through some real data examples. Finally, in
Section 7 we design a rank test for functional data based on extremality and
apply it to real data sets.
2 Two measures of extremality for functional data
First we recall the definitions of hypograph and hypergraph. Let C(I) be the
space of continuous functions defined on a compact interval I. Consider a stochas-
tic process X with sample paths in C(I) and distribution FX . Let x1(t), . . . , xn(t)
be a sample of curves from FX . The graph of a function x in C(I) is the subset of
the plane G(x) = {(t, x(t)) : t ∈ I}, and the hypograph (hg) and the hypergraph
(Hg) of x are given by
hg(x) = {(t, y) ∈ I × R : y ≤ x(t)},
Hg(x) = {(t, y) ∈ I × R : y ≥ x(t)}.
A natural way of establishing the extremality of a curve consists of checking the
proportion of functions of the sample whose graph is in the hypograph of x or in
its hypergraph. Based on this idea, we introduce the two following concepts that
measure the extremality of a curve within a set of curves.
Definition 2.1. The hyperextremality of x with respect to a set of functions
x1(t), . . . , xn(t) is defined as
HEMn(x) = 1−
∑n
i=1 I{G(xi)⊂hg(x)}
n
= 1−
∑n
i=1 I{xi(t)≤x(t),t∈I}
n
.
Hence, the hyperextremality of x is one minus the proportion of functions
in the sample whose graph is in the hypograph of x; that is, one minus the
proportion of curves in the sample below x. As a consequence, a curve x has low
hyperextremality with respect to a set of curves if many curves of the sample are
below x.
The population version of HEMn(x) is
HEM(x, FX ) ≡ HEM(x) = 1− P (G(X) ⊂ hg(x)) = 1− P (X(t) ≤ x(t), t ∈ I).
Analogously, we can define the hypoextremality of x as one minus the pro-
portion of functions in the sample whose graph is in the hypergraph of x; that
is, one minus the proportion of curves in the sample above x.
Definition 2.2. The hypoextremality of x with respect to a set of functions
x1(t), . . . , xn(t) is defined as
hEMn(x) = 1−
∑n
i=1 I{G(xi)⊂Hg(x)}
n
= 1−
∑n
i=1 I{xi(t)≥x(t),t∈I}
n
.
And its population version can be given as
hEM(x, FX ) ≡ hEM(x) = 1− P (G(X) ⊂ Hg(x)) = 1− P (X(t) ≥ x(t), t ∈ I).
It is straightforward to check that, given a curve x, the larger the hyperex-
tremality or the hypoextremality of x is, the more extreme is the curve x. There-
fore, both concepts measure the extremality of the curves, but from a different
perspective.
Figure 1 shows the hypergraph and the hypergraph of the curve x within a
set of five curves in the interval I = [0, 0.6]. Immediately from the plots it is easy
to compute the hyperextremality and the hypoextremality of x:
HEM5(x) = 1−
1
5
=
4
5
= 0.8,
and
hEM5(x) = 1−
2
5
=
3
5
= 0.6.
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Figure 1: Hypergraph (left) and hypograph (right) of the dashed curve x with
respect to the set of curves
3 Finite-dimensional versions
The concepts of hypograph and hypergraph introduced in the previous section
can be adapted to finite-dimensional data. Consider each point in Rd as a real
function defined on the set of indexes {1, ..., d}, the hypograph and hypergraph
of a point x = (x(1), x(2), ..., x(d)) can be expressed, respectively, as
hg(x) = {(k, y) ∈ {1, ..., d} × R : y ≤ x(k)},
Hg(x) = {(k, y) ∈ {1, ..., d} × R : y ≥ x(k)}.
Let X be a d-dimensional random vector with distribution function FX . Let
X ≤ x and X ≥ x be the abbreviations for {X(k) ≤ x(k), k = 1, ..., d} and
{X(k) ≥ x(k), k = 1, ..., d}, respectively. If we particularize the hyperextremality
and the hypoextremality to the finite-dimensional case, we obtain the following
definitions:
HEM(x, FX ) = 1− P (X ≤ x) = 1− FX(x),
and
hEM(x, FX ) = 1− P (X ≥ x) = 1− F−X(−x) = 1− FY (y),
where Y = −X and y = −x; that is, the hyperextremality (hypoextremality) of
a d-dimensional point x indicates the probability that a point is componentwise
greater (smaller) that x.
Let x1, . . . , xn be a random sample from X, the sample version of these ex-
treme measures are given by
HEMn(x) = 1−
∑n
i=1 I{xi≤x}
n
= 1− FX,n(x), (3.1)
and
hEMn(x) = 1−
∑n
i=1 I{xi≥x}
n
= 1− FY,n(y), (3.2)
where FX,n and FY,n stand for the empirical distribution functions of x1, . . . , xn
and −x1, . . . ,−xn, respectively.
Example 3.1. Let x1 = (2, 1, 1), x2 = (4, 3, 2) and x3 = (6, 5, 5) ∈ R
3. Figure 2
illustrates the parallel coordinates (see Inselberg, 1985) of x0 = (4.5, 2, 4) with
respect to these three points. Hence, we can compute
HEM3(x0) = 1−
5
9
=
4
9
,
and
hEM3(x0) = 1−
4
9
=
5
9
.
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Figure 2: Parallel coordinates of x0 = (4.5, 2, 4) (solid) and x1 = (2, 1, 1)
(dashed), x2 = (4, 3, 2) (dotted) and x3 = (6, 5, 5) (dotdash) considered in or-
der to compute the HEM and the hEM of x0
Now, recall the definition of oriented sub-orthant from Laniado, Lillo and
Romo (2010):
Definition 3.2. Given a unit vector u ∈ Rn and a vertex x ∈ Rn, an oriented
sub-orthant Cux is the convex cone given by
Cux = {z ∈ R
n : Q1Q
′
2(z − x) ≥ θ},
where θ is the zero vector in Rn and Q1 and Q2 verify
e = Q1R1 and u = Q2R2,
with e = 1√
n
(1, ..., 1)′ ∈ Rn and R1 = R2 = (1, 0, ..., 0)′ ∈ Rn.
We can think of Cux being the convex cone with vertex x obtained by moving
the nonnegative orthant and translating the origin to x. It is easy to see that the
population finite dimensional version of the hyperextremality (hypoextremality)
can be also seen as the probability that the vector x belongs to Cux if u =
1√
2
(1, 1)′
(u = 1√
2
(−1,−1)′). Therefore, the hyperextremality and the hypoextremality
coincide with the extreme measure for multivariate data introduced by Laniado,
Lillo and Romo (2010), which is computationally feasible and useful for studying
high dimensional observations.
The hyperextremality and the hypoextremality in the finite dimensional case
are invariant with respect to translation and some types of dilatations. Let A be
a positive (or negative) definite diagonal matrix and b ∈ Rd, then
EM(Ax+ b, FAx+b) = EM(x, FX ).
In the following propositions we establish some other properties of these no-
tions of extremality. The first one states that the hyperextremality (hypoex-
tremality) increases to one when the norm of the point tends to infinity and in
the second one we prove the uniform convergence of HEMn and hEMn to their
corresponding population versions.
Proposition 3.3. Let x ∈ Rd,
sup
||x||≥M
EM(x)→ 1, when M →∞,
where EM = HEM or EM = hEM .
The proof of Proposition 3.3 is postponed to the next section, since it is a
particular case of the same property in the functional case.
Proposition 3.4. EM(·) is uniformly consistent:
sup
x∈Rd
|EMn(x)− EM(x)| →
a.s. 0, when n→∞,
where EM = HEM or EM = hEM .
Proof. Applying Glivenko-Cantelli’s theorem in Rd, we have that
sup
x∈Rd
|FX,n(x)− FX(x)| →
a.s. 0, when n→∞.
Therefore,
sup
x∈Rd
|HEMn(x)−HEM(x)| = sup
x∈Rd
|1− FX,n(x)− (1− FX(x))| =
= sup
x∈Rd
|FX(x)− FX,n(x)| →
a.s. 0, when n→∞.
The proof for hEMn is analogous.
4 Properties of the functional extremality measures
Here we extend some of the properties established in the previous section to
the functional version of extremality. Let x1, . . . , xn be independent copies of a
stochastic process X in C(I) with distribution function FX . Assume that the
stochastic process X is tight, i.e.,
P (||X||∞ ≥M)→a.s. 0, when M →∞.
The two extremality measures defined in Section 2 verify a linear invariance
property. Consider a and b functions in C(I), where a(t) > 0 or a(t) < 0 for
every t ∈ I. Then,
EM(x, FX ) = EM(ax+ b, FaX+b),
where EM = HEM or EM = hEM .
The hyperextremality and hypoextremality of a function converge to one when
its norm tends to infinity.
Proposition 4.1. The extremality measures verify that
sup
||x||∞≥M
EM(x, FX )→ 1, when M →∞,
and
sup
||x||∞≥M
EMn(x, Fn,X)→
a.s. 1, when M →∞,
where EM = HEM and EMn = HEMn, or EM = hEM and EMn = hEMn.
Proof. The quantity sup||x||∞≥M EM(x, FX ) can be decomposed depending on
where the supremum is achieved in the following way:
sup
||x||∞≥M
EM(x, FX ) ≤ sup
||x||∞=M
⋂ ||x||∞=supx(t)
EM(x, FX )+
+ sup
||x||∞≥M
⋂ ||x||∞=sup−x(t)
EM(x, FX ).
Now,
sup
||x||∞≥M
⋂ ||x||∞=supx(t)
EM(x, FX ) = sup
||x||∞≥M
⋂ ||x||∞=supx(t)
(1−P (X(t) ≥ x(t))) =
= 1− sup
||x||∞≥M
⋂ ||x||∞=supx(t)
P (X(t) ≥ x(t)) ≥ 1− sup
||x||∞≥M
⋂ ||x||∞=supx(t)
P (||X||∞ ≥ ||x(t)||∞) ≥
≥ 1− P (||X||∞ ≥M)→ 1, when M →∞.
And also,
sup
||x||∞≥M
⋂ ||x||∞=sup−x(t)
EM(x, FX ) = sup
||x||∞≥M
⋂ ||x||∞=sup−x(t)
(1−P (X(t) ≤ x(t))) =
= 1− sup
||x||∞≥M
⋂ ||x||∞=sup−x(t)
P (X(t) ≤ x(t)) ≥ 1− sup
||x||∞≥M
⋂ ||x||∞=sup−x(t)
P (−X(t) ≤ −x(t)) ≥
≥ 1− sup
||x||∞≥M
⋂ ||x||∞=sup−x(t)
P (||−X(t)||∞ ≤ ||x(t))||∞ ≥ 1−P (||−X||∞ ≥M)→ 1, when M →∞.
To prove that EMn(x, Fn,X) converges almost surely to one we can use the
same decomposition as before. Hence, here we just present a sketch of the proof.
If ||x||∞=supx(t),
sup
||x||∞≥M
⋂ ||x||∞=supx(t)
EM(x, Fn,X) ≥ sup
||x||∞≥M
⋂ ||x||∞=supx(t)
(1−
1
n
n∑
i=1
I{Xi(t)≥x(t),t∈I}) =
= 1− sup
||x||∞≥M
⋂ ||x||∞=supx(t)
1
n
n∑
i=1
I{Xi(t)≥x(t),t∈I} ≥ 1− sup||x||∞≥M
⋂ ||x||∞=supx(t)
1
n
n∑
i=1
I{||Xi||∞≥||x||∞} ≥
≥ 1−
1
n
n∑
i=1
sup
||x||∞≥M
I{||Xi||∞≥||x||∞}.
In what follows we show that XM = sup||x||∞≥M I{||Xi||∞≥||x||∞} converges
almost surely to 0 when M tends to infinity. Define YM = I{||Xi||∞≥M}, since
0 ≤ XM ≤ YM ,
it is sufficient to prove that YM →
a.s. 0, or equivalently that
P (sup
M≥l
I{||Xi||∞≥M} > ε)→ 0, when l →∞.
It is easy to see that the following inequality holds,
sup
M≥l
I{||Xi||∞≥M} ≤ I{||Xi||∞≥l},
and it implies that
P (sup
M≥l
I{||Xi||∞≥M} > ε) ≤ P (I{||Xi||∞≥l}ε) = P (||Xi||∞ ≥ l)→ 0, when l→∞.
The following theorem deals with the consistency of our extremality measures
in for functional setting.
Theorem 4.2. EMn is strongly consistent.
EMn(x, Fn,X)→
a.s. EM(x, FX ),
where EM = HEM and EMn = HEMn, or EM = hEM and EMn = hEMn.
Proof. This results is a consequence of the law of large numbers.
5 Generalized extreme measures
The hyperextremality and the hypoextremality are useful tools to measure the
‘farness’ of a curve with respect to a set of functions. If the curves are regular (in
the sense of their shape) then these two measures allow us to identify those that
are far from the center. That is, they provide us with a tool to detect those curves
that are different from the rest in magnitude. However, when the bunch of curves
are very irregular, it is possible that these measures give always numbers very
close to one, since there are not many curves lying totally below or above them.
In such cases it is convenient to use modified definitions of extremality. Here we
introduce the generalized versions of hyperextremality and hypoextremality, less
restrictive than the previous versions and that are suitable for irregular curves.
We define the modified or generalized versions of both extreme measures
considering the Lebesgue’s measure instead of the indicator function in (3.1) and
(3.2).
Definition 5.1. The generalized hyperextremality (MHEM) and the gener-
alized hypoextremality (MhEM) of x with respect to a set of functions x1(t), . . . , xn(t)
are, respectively,
MHEMn(x) = 1−
n∑
i=1
λ({G(xi) ⊂ hg(x)})
nλ(I)
,
and
MhEMn(x) = 1−
n∑
i=1
λ({G(xi) ⊂ Hg(x)})
nλ(I)
,
where λ stands for the Lebesgue’s measure on R.
Hence, the generalized hyperextremality (hypoextremality) of x is one minus
the “proportion of time” that the graphs of the functions of the sample are in the
hypograph (hypergraph) of x. That is, the proportion of time that the curves of
the sample are above (below) x.
Now, if C
−→u
x be a convex cone with vertex x obtained by moving the non-
negative orthant and translating the origin to x. Then, the finite dimensional
version of the generalized hyperextremality (hyporextremality) can be also seen
as the proportion of coordinates of x that belongs to Cux where u =
1√
2
(1, 1)′
(u = 1√
2
(−1,−1)′).
The population versions of MHEMn(x) and MhEMn(x) are
MHEM(x, P ) = 1−
E(λ({t ∈ I : x(t) ≤ X(t)}))
λ(I)
,
and
MhEM(x, P ) = 1−
E(λ({t ∈ I : x(t) ≥ X(t)}))
λ(I)
.
Following the notation of Lo´pez-Pintado and Romo (2011) the above defini-
tions can be expressed in terms of the superior and inferior lengths.
Using the hyperextremality (hypoextremality) or the generalized hyperex-
tremality (hypoextremality) depends on the kind of functions being analyzed and
the objectives to be checked. If the curves are very irregular, it is convenient to
use the modified versions because it avoids having too many ties and there might
not be a representative ‘shape’. The hyperextremality and the hypoextremality
are more adequate if the curves are smooth in terms of shape.
Going back to the example shown in Figure 1, we can compute the generalized
hyperextremality and the generalized hypoextremality of the dashed curve x just
taking into account the length of the intervals in which the curve is below or
above any of the other curves. Thus,
MHEMn(x) = 1−
0.6 + 0.575 + 0.3
6 ∗ 0.6
= 0.5903,
and
MhEMn(x) = 1−
0.6 + 0.6 + 0.28 + 0.25 + 0.26
6 ∗ 0.6
= 0.4472.
6 Extremality measures as an alternative to statisti-
cal depth
One of the direct applications of these measures is to define the frontier from
which we can decide whether a function is an outlier or not, since these defini-
tions provide a natural ordering for functions. Note that the concept of statistical
depth also provides a ordering for functional data but this is a center-outward
ordering. The idea of extremality is similar to the half-graph depth defined in
Lo´pez-Pintado and Romo (2011) but in order to measure the extremality of a
curve this is a more natural approach. Therefore, these measures provide an
alternative ordering which is more natural to that induced by depth definitions
(center-outward). Besides, these measures are computationally very fast com-
pared to the statistical depth.
Another interesting application, that reveals some shortcomings of the use
of statistical depth, is described next. Recently, Franco-Pereira, Lillo and Romo
(2012) presented a statistical tool to construct confidence bands for the difference
of two percentile residual life functions It is based on bootstrap techniques and the
use of depth for functions. This methodology, though computationally slow, is
useful to have an idea of whether two random variables are ordered with respect to
the percentile residual life order. However, this approach is not valid to conduct
an hypothesis test of the form H0 : qX(t) ≤ qY (t) for all t ∈ I versus H1 :
there exists t′ ∈ I such that qX(t′) > qY (t′). The reason is that, given α ∈ (0, 1),
the proposed (1 − α)-confidence band is given by the hull of the (1 − α) · 100%
deepest curves (more central curves) in the sample. Since our goal is to test that
the two curves are equal, we would reject the null hypothesis if the lower limit
of the band is above the x-axis for some t ∈ I. However, the approach followed
to construct the confidence bands does not guarantee that we leave the same
probability in both sides outside each band. What we know is that outside the
band there is a probability of α but this probability is not α/2 above the band
and α/2 below the band. A new methodology based on the extremality measures
do take this into account so it means a natural alternative to the concept of
statistical depth in such contexts is possible.
Ramsay and Silverman (2005) Canadian Weather In many fields of
environmental sciences such as agronomy, ecology, meteorology or monitoring
of contamination and pollution, the observations consist of samples of random
functions.
Here we use a well-known meteorological data set in FDA consisting of daily
temperature and precipitation measurements recorded at 35 weather stations of
Canada (Ramsay and Dalzell (1991) and Ramsay and Silverman (2005)). These
authors use Fourier basis functions for constructing curves from discrete data.
They apply functional principal components and functional linear models to de-
scribe the modes of variability in temperature curves, and for establishing the
influence of temperature on precipitation. We specifically use the temperature
values of this data set to provide an applied context for our proposal. In particu-
lar we analyze information of daily temperature averaged over the years 1960
to 1994 (February 29th combined with February 28th). See Figure 3. The
data for each station were obtained from Ramsay and Silvermans home page
(http://www.functionaldata.org/).
We have considered the average daily temperature for each day of the year.
In Figure 4, we compute the 80% more central curves leaving outside the 10% of
the curves with higher hyperextremality and the 10% of the curves with higher
hypoextremality. In Figure 5, we compute the 80% more central curves leaving
outside the 10% of the curves with higher generalized hyperextremality and the
10% of the curves with higher generalized hypoextremality. In this example, since
the curves are quite regular in terms of shape, there is no a big different visually.
However we can appreciate that the result using both is different. The last one
reflects better the intuitive idea of centrality and extremality.
7 Rank tests for functional data
The extremality definitions for curves allow us to extend the rank test to func-
tional data. Liu and Singh (1993) generalized to multivariate data the univari-
ate Wilcoxon rank test through the order induced by a multivariate depth and
Lo´pez-Pintado and Romo (2009) generalized this idea to functional data. Here
we present an alternative rank test to this one. The advantages of our proposal
is that the extremality measures we present here are computationally faster and
that the order induced is more natural than the order induced by the statistical
depth for functions since the former provides a center-outward ordering.
Following Liu and Singh (1993) approach, let x1, ..., xn be a sample of curves
and let P (= Pn) be its empirical distribution. We define
R(P, xi) = {proportion of xj ’s from the sample with EMn(xj) ≥ EMn(xi)},
where EMn can be either the sample hyperextremality, the sample hypoextremal-
ity or their corresponding generalized versions. Note that R(P, xi) takes values
between 0 and 1. We rank the observations according to the increasing values of
R(P, xi), assigning them an integer from 1 to n. If there are curves with the same
value of R, R(P, xi1) = R(P, xi2) = ... = R(P, xij ), with i1 < i2 < ... < ij , we
consider the rank of xik+1 as the rank of xik plus one. We propose a test based
on these ranks to decide if two groups of curves come from the same population.
Let x1, x2, ..., xn be a sample of curves from population P1 and let y1, y2, ..., ym
be a sample of curves from population P2. Assume that there is a third reference
sample Z = {z1, z2, ..., zn0} from one of the two populations, for example P1, with
n0 greater than n and m. Let P0 be the corresponding empirical distribution.
Calculate R(P0, xi) = proportion of zj’s with EMn(zj , P0) ≥ EMn(xi, P0), and
R(P0, yi) = proportion of zj ’s with EMn(zj , P0) ≥ EMn(yi, P0). They express
the position of each xi and yi with respect to Z. Order this values R(P0, xi) and
R(P0, yi) from smallest to highest giving them a rank from 1 to n+m. If there are
ties, we apply the previous criterion. The proposed statistic to test H0 : P1 = P2
is W = The sum of the ranks of R(P0, yj). The ranks of R(P0, yj) behave under
H0 as m numbers randomly chosen from {1,2,...,n+m}. Hence, the distribution
ofW is the distribution of ρ1+ρ2+...+ρm where ρ1, ρ2, ..., ρm is a sample without
replacement of {1,2,...,n+m} (see Liu and Singh (1993)). The null hypothesis is
rejected when W is small, because it indicates that the distributions are not the
same.
We have applied this test to real data. First we have considered the growth
curves for boy and girls (see Ramsay and Silverman, 2005). We have applied
rank test to decide if there are no differences between both groups curves. See
Figure 6. The p-value with HEM is 0.02414; hence, we reject the null hypothesis
at the 0.05 significance level, concluding that there exit significant differences
between the growth curves for boys and girls. When we consider the hEM , the
MHEM and the MhEM , instead of the HEM , the corresponding p-values are
0.04317, 8.287e−06 and 1.408e−06. Again, we conclude that there are different
growth patterns for boys and girls.
8 Conclusions
We have studied the notions of hyperextremality and hypoextremality, first intro-
duced in Franco-Pereira, Lillo and Romo (2011). They reflect the “extremality”
of a curve with respect to a collection of functions and provide natural orderings
for sample curves. Therefore, these measures happen to be a natural alternative
to the statistical depth for functions.
We have also designed a new rank test for functional data based on these
notions. This functional rank test shows different growth patterns for boys and
girls when it is applied to children growth data.
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Figure 6: Three groups of curves
