ABSTRACT The identification of low order equivalent system (LOES) models from measured test data is critical to assessing system qualities and design of control law. This paper focuses on the situations with finite data records and the time-response method is employed. In such a case, although least squares (LS) algorithm is efficient for the identification of linear models, it suffers low accuracy in ill-conditioned scenarios. To address this issue, a hierarchical identification method based on the LS algorithm is designed and the optimal solution is attained while maintaining the low computational complexity and small memory requirements. In particular, an LS support vector machine (SVM)-based identification scheme is developed, where the system parameters are estimated in a reproducing kernel Hilbert space. The theoretical analysis and pertaining simulation results demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Low order equivalent system (LOES) models are widely used in many applications, such as flying qualities analysis, flight mechanics characterization, and control system design. Since aircrafts in early times showed simple dynamic characteristics, LOES models proved to be effective for flying qualities analysis, and then the criteria MIL-F-8785C acknowledged the existence of high order systems and defined the LOES models that most approximate the responses of the actual aircrafts. Many flight test researches have proved that the LOES models can be used to analyze flying qualities for an un-augmented aircraft with classical dynamic response [1] - [3] , which is in reality of high order and nonlinear especially for modern fighters. In addition, the LOES model provides information on the order of state space model and initial values of some aerodynamic derivatives, so the LOES model is an important intermediate result for flight mechanics characterization studies [4] - [6] . The
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LOES model is also used as a reference for flight dynamics modeling [7] - [9] .
Currently, the most commonly used method is to estimate the parameters from the LOES model based on measured flight test data with the frequency-response identification methods [10] - [13] . The typical input of good performance for the frequency-response identification method is the frequency sweep with long flight test records. Although the frequency-response identification method produces satisfactory results using simulation data and test data, the method has high requirements on the form of input, which is not available in some situations. The current trend for the identification of modern aircrafts is to reduce the flight test duration. When the control input of the pilot cannot meet the requirement of the frequency-response method, the accuracy of the result will be limited. Additionally, the frequency-response method needs the fast Fourier transform first, which increases the algorithm complexity, while the time-response method handles the flight test sampling data directly. In addition, the real aerodynamic response is much more complex with the development of modern fighters. The unsteady characteristics in the aerodynamic system will affect the performance VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ of the frequency-response method. Considering the above factors, the authors propose to use time-response methods. Least squares algorithm remains the most widely used identification method in diverse areas [14] - [16] . The measurements are processed using sensor data, which always have noise associates with them. Least squares can easily be shown to produce an estimate by minimizing the sum of the squares of the errors. Support vector machine-based identification techniques have demonstrated encouraging results [17] - [20] . A common case is identification of linear systems. For example, consider the following discrete-time system with constant sampling interval:
where a k and b k are constant variables, and y k and u k are the output and input, respectively at time t k . It is desired to estimate a k and b k from measurements of y k and u k .
The purpose of this paper is to propose an efficient identification method for the LOES models based on LS SVM algorithm, in the situations with finite flight test data, where the existing frequency-response methods fail to give accurate estimation. The advantage of LS SVM algorithm lies in its low computational complexity and memory requirements, which makes it convenient to meet the need of projects. However, when employed in the identification of the LOES model, least squares algorithm shows low accuracy, sometimes even wrong estimation results in some ill-conditioned situations. In this paper, reasons for low accuracy are investigated by an analysis of the identification process. The main contribution of this paper lies in the formulation of kernel-based SVM for LOES model identification such that the linearity in the dynamic relation of the model is retained.
The organization of this paper proceeds as follows. First, the LOES models are presented and analyzed with a particular emphasis on the problems when the SVM algorithm is employed. Then, the hierarchical identification method for the longitudinal and lateral LOES model is given to avoid the inaccuracies and minimize the modeling time. Finally, experimental results are shown to validate the derived algorithm.
II. PROBLEM DESCRIPTIONS
The structure of the LOES model is fixed to correspond to classical linearized aircraft dynamics. The LOES model can be given by a generalized transfer function form as
where τ is the equivalent time delay, which contains the information on the phase lag effects caused by high frequency dynamics not modeled. The frequency range and the values of m and n are determined by the application direction. Different inputs and outputs reflect different characteristics of flight dynamics and result in different model structures. The LOES model is designed according to the flight dynamic response, e.g., phugoid mode and short period mode in longitudinal direction; roll response mode, Dutch roll mode, and spiral mode in lateral direction.
For the longitudinal dynamics, the closed-loop pitch angle response to elevator deflection is modeled in transfer function form as
where ω ph is the phugoid natural frequency, ξ ph is the phugoid damping ratio, τ ph is the zero parameter of the phugoid period mode, ω sp is the short period natural frequency, ξ sp is the short period damping ratio, τ sp is the zero parameter of the short period mode, and τ θ is the equivalent time delay for longitudinal response. For the lateral dynamics, the roll rate response to aileron deflection is modeled as
where ω D is the undamped natural frequency of the Dutch roll mode, ξ D is the damping ratio of the Dutch roll mode, τ s is the spiral mode time constant, τ r is the roll mode time constant and τ p is the equivalent time delay for lateral response. The procedure commonly used for identification of (3) can be described as follows: 1. Estimate the coefficients of difference equation from discrete data. 2. Transform the discrete-time function to continuous-time transfer function. 3. Calculate the natural frequency, damping ratio and time constant according to the derived transfer function.
The equivalent time delay e −τ s reflects the effects of high frequency response on the matching frequency range of the LOES model. However, when the effects can be neglected, the existence of e −τ s will decrease the accuracy of the LOES model, for e −τ s will be influenced by modeling error, measurement error and others which has no relationship to dynamic characterization. So in the identification procedure, the model without time delay is first identified, then the decision about whether or not to add e −τ s is made according to the approximation accuracy. In this paper, we mainly discuss the procedure without e −τ s . The problems met in using kernel-based SVM algorithm for identification of the LOES model is studied. We take the longitudinal model in (2) as an example.
The model to be identified first is the difference equation corresponding to the longitudinal LOES model. It is readily shown that
or expressed in the z-domain
where the system identification determines the values of the numerator coefficients (b 0 , . . . , b 4 ) and denominator coefficients (a 0 , . . . , a 4 ).
For the purpose of analysis, we calculate theoretically the parameters of (5) by using the bilinear continuous-time to discrete-time transformation. Substituting s = 2(1 − z −1 )/T (1 + z −1 ) in (2) to go from the Laplace transform to the Z-transform,
where T is the sampling period. Shortcomings in the identification process can be concluded as follows:
includes a large number of cross-product terms of different power series relating natural frequency and damping ratio of both phugoid mode and short period mode, which makes it difficult to isolate the parameters ξ, ω, τ in a 0 , . . . , a 4 , b 0 , . . . , b 4 . What's worse, the slight error in the estimated coefficientŝ a 0 , . . . ,â 4 ,b 0 , . . . ,b 4 would make an enormous error in the final calculated values for ξ, ω, τ owing to the nonlinear relationship between them.
2. There exists a big difference among the coefficients in (5), some of which are significantly decreased by factor T 2 . In addition to the big difference caused by T 2 , all items containing information on parameters ξ, ω, τ are also decreased by factor T . This suggests that the coefficients are not sensitive to the variety of a 0 , . . . , a 4 , b 0 , . . . , b 4 , which makes it hard to get accurate values of ξ, ω, τ when the amplitude of the excitation applied to the aircraft is limited.
III. PROPOSED FRAMEWORK
As noted above, the existence of cross-product term and the reduction by factor T will cause troubles when using least squares algorithm for the identification of the LOES model. In order to solve this problem, hierarchical identification methods are proposed in this section. Hierarchical identification method has been used in many areas recently [21] - [25] , such as dual-frequency signals, dynamic systems based on the impulse response, Hammerstein nonlinear systems, et al. Hierarchical identification method has something in common with the decomposition-coordination principle for control of large-scale systems. The basic idea for hierarchical identification method is to reduce the calculation amount and algorithm complexity through decomposition of models. In the studies given blow, the implementation of hierarchical identification for the longitudinal and lateral LOES model is discussed respectively. Considering the combination of object features in the identification procedure, characteristics analysis is made, dividing the independent variable set into several subsets in terms of the same or similar characteristic feature, such as time, space, frequency or other features [26] , [27] . The division of independent variables naturally leads to block form for the identification procedure. Different identification method for each block can be chosen with respect to the individual feature, which has a clear physical meaning. The relationship between subsets is vital to the whole method and does, therefore, need to be analyzed theoretically, which is extremely useful in providing a qualitative approach to fulfilling the transition from one block to another.
A. THE LONGITUDINAL MODEL
Considering the model in (2), the procedure for the proposed method is given by following these steps:
Step 1: Classify independent variables. The short period roots are further out from the origin and the damping ratios are larger than the phugoid roots. The relative location of these roots is typical for most aircraft. Then the longitudinal dynamics can be divided into short-period mode and phugoid mode with regard to the roots of the LOES model
corresponding to a rapid, highly damped pitch oscillation and a long-period, poorly damped oscillation. Hence the identification of the whole model turns to be identifications of two different motions with two degrees of freedom. δ 1(2) , θ 1(2) is the equivalent input and output of the individual mode, which will be described in detail in the next step. Then the amount of parameters to be estimated in the individual difference equation transformed from the twodegree-of-freedom motion model in (7), is halved.
Step 2: Transition from one block to another. The key point is to analyze the relationship between different blocks. The divided form can be given as
The asymptotic Bode plots are therefore constructed for the transfer functions (See Fig. 1.) . The frequencies plotted cover the frequency range where most pilot inputs occur:
It can be seen that the frequency response curves of the whole LOES model and the phugoid mode are almost coincident at low frequencies corresponding to the phugoid frequency range (0.1rad/s to 1 rad/s), while, at the same frequency, the short-period mode can be considered as a proportional mode, where the magnitude-frequency response and phase-frequency response remain unchanged.
From the preceding analysis the transition designed consists of two parts: 1. give low-frequency input (δ 2 in (7)) to the real system, then identify the phugoid mode and the proportionality coefficient, product of proportionality constant K in (2) and equivalent proportionality coefficient K e of short-period mode, based on the input and output data obtained; 2. give identical high-frequency input to both the real system and the simulated phugoid system with estimated parameters, and record the output data of the former system as the output (θ 1 in (7)) of the short-period mode, the output data of the latter as the input of the short-period mode (δ 1 in (7)), then identify the short-period mode and the proportionality coefficient, the reciprocal of K e , based on the record data. A block diagram depicting the general approach to hierarchical identification procedure is shown in Fig. 2 . Step 3: Parameter estimation. With the approach designed according to Fig. 2 , efficient algorithm for finding the parameter estimateθ i to each block will be given based on the block features. Both two block models can be written as a linear expression in θ i :
with the definitions
where h(k) is known as the state vector, and v(k) is measurement error. Considering the conciseness and practicability, kernelbased LS-SVM identification algorithm is recommended. The simulation results indicated significant reduction in the total number of iterations owing to the fast convergence characteristic of the SVM method which is independent of the signal statistics. The recursive process is based upon the least squares method which minimizes the global sum of the squared errors between the actual and desired output values. The weights are updated upon the arrival of a new training sample. The following regularized loss function is considered based on the observation data,
where λ is a tuning hyper-parameter. The term T θ aims at preventing overfitting. Therefore, λ is made to balance the trade-off between the bias and the variance. The dual formulation of (10) is considered. The Lagrangian L (θ , v, ζ ) associated with (10) is given by
where ζ = [ζ 1 , · · · , ζ N ] T is the vector of Lagrange multipliers corresponding to (9) . According to the KKT conditions, (9) can be written in the matrix form
where Y = [y(1), · · · , y(N )] T , I N is the identify matrix and is the kernel matrix with the element defined by
where K is a positive definite kernel function with the form of inner product. The kernel trick allows the identification of θ by only specifying the kernel functions. Once the kernel matrix is specified, ζ is derived and the estimates of θ are finally obtained according to the KKT conditions. In addition to the form of inner product, another widely used choice for the kernel is the radial basis function (RBF), which provides effective representation of large number of smooth systems. The RBF kernel for solving problem (10) is given as
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B. THE LATERAL MODEL
The basic procedure for hierarchical identification of the lateral model is similar to that of the longitudinal model. We give a focus on the lateral aspect distinct from the longitudinal. The lateral method also consists of three steps.
(1) The composition of the model. The composition is accomplished under the assumption that the roll and sideslip responses are completely decoupled. Then the aileron deflection leads to pure roll response mode, which exhibits a quick decay of roll angle. The spiral mode shows a very slow variation of roll angle. The time for arriving half amplitude or double amplitude is very long, so the characteristic root is very small, and can even be neglected. The roll response can be approximated by a fist-order transfer function as
And the rudder deflection produces pure Dutch roll response mode with no roll motion, which exhibits a periodically oscillating decay of sideslip angle. The response is approximated by a second-order transfer function as
Then τ r , ξ D and ω D are identified respectively based on the decomposition.
(2) Coordination of subsystems. The decomposition ignores the coupling relationship between the roll and sideslip responses. In some situations, the simplified models (15) and (16) can be used as the LOES models, however, when there is a strong coupling between two responses under some control input of the pilot, the roll response due to the rudder input need to be considered. Then the fourth-order model is required.
. (17) Since ξ D and ω D are obtained from the first step, the model to be identified in this step is second-order model:
. (18) A block diagram for the lateral hierarchical identification method is shown in Fig. 3 .
(3) Parameter estimation. This part is the same as that described in the longitudinal model. In order to reduce the influence by coupling between the roll response and sideslip response, we advise to use the single input to the aircraft by the pilot in the first step, and multiple input with both aileron and rudder deflection in the second step.
IV. EXPERIMENTAL RESULTS
This section aims at demonstrating the accuracy and efficiency of aforementioned identification methods. The longitudinal case comes from the simulation result, while the lateral case is applied to a real test data set. 
A. THE CASE OF THE LONGITUDINAL LOES MODEL
A system shown in (19) .
The natural frequency, damping ratio and time constant for the short period and phugoid modes are summarized in Table 1 . To evaluate the performance of the identification algorithm, the observation noise is considered in the design. It is given as a continuous time random signal that is the output of an unknown stable and proper linear system driven by a white noise source with zero mean and finite variance. The input to the model is a frequency sweep from 0Hz to 0.02Hz for 10 seconds and a next frequency sweep from 0.1Hz to 1Hz for the next 10 seconds, shown in Fig. 4 which can be other forms when applied to the longitudinal stick by pilot. For this example, first the time-domain response sampling data is measured and modeled employing previously described identification methods. The identified continuous-time submodels for blocks are converted to the VOLUME 7, 2019 whole equivalent model, and finally the frequency-domain response obtained is compared to the simulation model. Applying above described algorithm, a summary of the identification results is provided in Table 2 , including identified frequencies and damping factors, which are the key characteristics for the assessment of longitudinal flying qualities.
Precise evaluations of the relative errors x = |x − x|/|x| in Table 3 . (20) The accuracy of the method is exemplified in Fig. 5 , in which the magnitude and phase response of the obtained model (20) are plotted together with the simulation model (19) in a frequency range up to 100 rad/s.
The result is also given when not applying the proposed method to the identification procedure, namely estimating the fourth-order transfer function directly. For the purpose of comparison, the same input signal form is given to the simulation model, and the noise is totally the same, which is the main reason for the imprecision when identifying the high-order system, as analyzed in the first two sections.
The LOES model obtained iŝ 
The magnitude and phase response are compared to that of simulation model (See Fig. 6 ). In this example, the classic least squares algorithm gives an incorrect model because of the effect of sampling and the exist of noise. By evaluation the transfer function using the estimated parameters, it will be observed that the curves of Fig. 5 provide an excellent agreement within reading accuracy for the range 0 ≤ ω ≤ 100rad/s, as required. The approach was successfully applied to model the longitudinal motion of aircraft and the modeling error was further decreased. Moreover, when using the least squares algorithm directly to obtain the LOES model, all the data should be of high sampling rate, higher than the Nyquist frequency (at least 2Hz, for this example, due to the input). When applying the hierarchical identification method, however, there is no need to use that high frequency data for all blocks, so the amount of data needed for the identification is reduced, which in turn causes less calculation time. 
B. THE CASE OF THE LATERAL LOES MODEL
The LOES model is chosen to approximate the real flight test data by one aircraft of some type at a Mach number of 0.6 at 8000 meters and angle of 5 • . The sampling period is 0.02s. The input data is plotted (see Fig. 7 ). First the lateral LOES model is identified by hierarchical least squares method. We use the aileron deflection and roll response data of 2∼8s to identify τ r , and the rudder deflection and sideslip response data of 9∼14s to identify ξ D and ω D . Then we identify the rest parameters with the aileron deflection and roll response data of 15∼20s. The model obtained is p(s) δ a (s) = −4.176s(s 2 + 1.306s + 3.4544) (s + 0.14)(s + 0.77)(s 2 + 1.567s + 4.04)
.
We also identify the LOES model with the same data based on the traditional time response identification method. The results of the two methods are compared in Fig. 8 , where the responses of two methods excited by the input of 20∼25s in the test data and real response are plotted. The curve of hierarchical method approximates the real data with better accuracy than the traditional method.
V. CONCLUSIONS
In this paper, a hierarchical least squares method was developed for the identification of low order equivalent systems (LOES), which is capable of capturing the key features of the LOES models from finite flight test data when the amplitude and length of data record are limited. Compared with the conventional approach with rational least squares approximation, the proposed method decreases the modeling error even in ill-conditioned scenarios. Also, it has lower computational complexity due to the smaller system order and lower sampling rate. The experimental results demonstrated that the proposed method is applicable to the modeling and identification of aircraft motions.
