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FOURIER MULTIPLIER THEOREMS FOR TRIEBEL-LIZORKIN
SPACES
BAE JUN PARK
Abstract. In this paper we study sharp generalizations of F˙ 0,qp multiplier theorem of
Mikhlin-Ho¨rmander type. The class of multipliers that we consider involves Herz spaces
Ks,tu . Plancherel’s theorem proves L̂2s = K
s,2
2 and we study the optimal triple (u, t, s) for
which supk∈Z
∥∥(m(2k·)ϕ)∨∥∥
K
s,t
u
<∞ implies F˙ 0,qp boundedness of multiplier operator Tm
where ϕ is a cutoff function. Our result also covers the BMO-type space F˙ 0,q∞ .
1. Introduction
In this paper we give some sharp estimates for multipliers of Mikhlin-Ho¨rmander type
in Triebel-Lizorkin spaces F˙ 0,qp . Let S(Rd) denote the Schwartz space and S′(Rd) the
space of tempered distributions. For the Fourier transform of f we use the definition
f̂(ξ) :=
∫
Rd
f(x)e−2πi〈x,ξ〉dx and denote by f∨ the inverse Fourier transform of f .
For m ∈ L∞ the multiplier operator Tm is defined as Tmf(x) :=
(
mf̂
)∨
(x). The classical
Mikhlin multiplier theorem [10] states that if a function m, defined on Rd, satisfies∣∣∂βξm(ξ)∣∣ .β |ξ|−|β|
for all multi-indices β with |β| ≤ [d/2] + 1, then the operator Tm is bounded on Lp for
1 < p < ∞. In [9] Ho¨rmander extends Mikhlin’s theorem to functions m with the weaker
condition
sup
k∈Z
∥∥m(2k·)ϕ∥∥
L2s
<∞(1.1)
for s > d/2 where L2s stands for the standard fractional Sobolev space, ϕ is a cutoff function
such that 0 ≤ ϕ ≤ 1, ϕ = 1 on 1/2 ≤ |ξ| ≤ 2, and Supp(ϕ) ⊂ {1/4 ≤ |ξ| ≤ 4}. When
0 < p ≤ 1 Caldero´n and Torchinsky [2] proved that if (1.1) holds for s > d/p − d/2, then
m is a Fourier multiplier of Hardy space Hp. A different proof was given by Taibleson and
Weiss [16]. Moreover, Baernstein and Sawyer [1] sharpened these results by using Herz
space conditions for
(
m(2k·)ϕ)∨.
We recall the definition of Herz spaces [8], following the terminology in [1]. Let B0 :=
{x : |x| ≤ 2} and for k ∈ Z+ let Bk := {x ∈ Rd : 2k < |x| ≤ 2k+1}. Suppose 0 < u ≤ ∞,
t > 0, and s ∈ R. Then the Herz space Ks,tu is the collection of f ∈ Luloc such that
‖f‖Ks,tu :=
( ∞∑
k=0
2skt‖f‖tLu(Bk)
)1/t
<∞
with the usual modification if t =∞. Then elementary considerations show that Ks1,t1u →֒
Ks2,t2u for s2 < s1, K
s1,t1
u →֒ Ks2,t2u for t1 < t2, and Ks,t1u1 →֒ Ku,t2u2 for u2 ≤ u1 with
s2 = s1 − (d/u2 − d/u1). The condition (1.1) is equivalent to
sup
k∈Z
∥∥(m(2k·)ϕ)∨∥∥
Ks,22
<∞,(1.2)
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and Baernstein and Sawyer [1] improved the Hp boundedness by replacing Ks,22 in (1.2) by
K
d/p−d,p
1 , which is an endpoint result, when 0 < p < 1. Note that
Ks,22 →֒ Kd/p−d/2,p2 →֒ Kd/p−d/u,pu →֒ K0,pp
for s > d/p− d/2 and p ≤ u ≤ 2.
The main purpose of this paper is to provide some improvements of the results by Baern-
stein and Sawyer. Let
Ks,tu [m] := sup
k∈Z
∥∥(m(2k·)ϕ)∨∥∥
Ks,tu
<∞.
We will study the optimal condition of triples (u, t, s) for which Ks,tu [m] < ∞ implies F˙ 0,qp
boundedness of Tm for 0 < p, q ≤ ∞. Note that F˙ 0,2p = Hp, F˙α,2p = Hpα for 0 < p < ∞,
α ∈ R and F˙ 0,2∞ = BMO where Hpα stands for the Hardy-Sobolev space.
The example by Baernstein and Sawyer [1] shows that the H1 boundedness of Tm fails
with the condition K0,11 [m] < ∞. Instead, they applied weighted Herz spaces to establish
an endpoint estimate for H1 multipliers. Seeger [15] extended this result to F˙ 0,qp , p, q ≥ 1.
Another main part of this paper is to improve these results using more generalized weighted
Herz spaces.
This paper is organized as follows. We describe our multiplier results in Section 2,
sharpness of them in Section 3, and endpoint multiplier results with weighted Herz space
conditions in Section 4. The proof of the results will be given in Section 6, 7, and 8.
2. Multiplier theorems
Let us start by recalling the definition of Besov sapces and Triebel-Lizorkin spaces. Let
φ be a smooth function so that φ̂ is supported in {ξ : 2−1 ≤ |ξ| ≤ 2} and ∑k∈Z φ̂k(ξ) = 1
for ξ 6= 0 where φk := 2kdφ(2k·). For each k ∈ Z we define convolution operators Πk by
Πkf := φk ∗ f . For 0 < p, q ≤ ∞ and α ∈ R. The (homogeneous) Besov spaces B˙α,qp
and Triebel-Lizorkin spaces F˙α,qp are defined as subspaces of S′/P (tempered distributions
modulo polynomials) with (quasi-)norms
‖f‖B˙α,qp :=
∥∥{2αkΠkf}k∈Z∥∥lq(Lp),
‖f‖F˙α,qp =
∥∥{2αkΠkf}k∈Z∥∥Lp(lq), p <∞ or p = q =∞,
respectively. When p =∞ and q <∞ we apply
‖f‖F˙α,q∞ := sup
P∈D
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2αkq|Πkf(x)|qdx
)1/q
where D stands for the set of all dyadic cubes in Rd and l(P ) means the side length of
P ∈ D. According to those norms, the spaces are quasi-Banach spaces (Banach spaces if
p ≥ 1, q ≥ 1).
Since the set of all Fourier multipliers for F˙α,qp is independent of α (similarly for B˙
α,q
p )
we shall deal with only the case α = 0 in this paper.
First let us state multiplier theorems for Besov spaces B˙0,qp .
Theorem 2.1. Assume 0 < p, q ≤ ∞ and let r := min (1, p).
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(1) For 0 < u ≤ r, ∥∥Tmf∥∥B˙0,qp . K0,ru [m]‖f‖B˙0,qp .
(2) For r < u ≤ ∞ ∥∥Tmf∥∥B˙0,qp . Kd/r−d/u,ru [m]‖f‖B˙0,qp .
Remark. By embedding K
d/r−d/u,r
u →֒ K0,rr for r < u, (2) is immediate from (1). More-
over, these results are sharp in the sense that K0,ru [m] in (1) and Kd/r−d/u,ru [m] in (2) cannot
be replaced by K0,r+ǫu [m] and Kd/r−d/u,r+ǫu [m], respectively. This optimality of t = r in Ks,tu
also implies that of s = 0 in (1) and s = d/r − d/u in (2). Some related examples will be
given in Section 3.
F˙ 0,qp multiplier theorems for the case p = q follow from Theorem 2.1 because F˙
0,p
p = B˙
0,p
p .
Therefore we now consider the case p 6= q.
Theorem 2.2. Assume 0 < p, q ≤ ∞, p 6= q, and r := min (p, q) < 1. Let 0 < u ≤ r and
t > 0. Then for s > 0
Ks,tu [m] <∞
implies the F˙ 0,qp boundedness of Tm. Moreover, in the case∥∥Tmf∥∥F˙ 0,qp . Ks,tu [m]‖f‖F˙ 0,qp .
Theorem 2.3. Assume 0 < p, q ≤ ∞, p 6= q, and r := min (p, q) < 1. Let r < u ≤ ∞,
t > 0, and s ∈ R. Suppose that m ∈ L∞ satisfies
Ks,tu [m] <∞.
Then Tm is bounded on F˙
0,q
p if one of the following conditions holds;
(1) s = d/r − d/u and t ≤ r,
(2) s > d/r − d/u.
Moreover, in both cases ∥∥Tmf∥∥F˙ 0,qp . Ks,tu [m]‖f‖F˙ 0,qp .
Theorem 2.4. Assume 1 ≤ p, q ≤ ∞ and p 6= q. Let 0 < u ≤ 1 and t > 0. Then for s > 0
Ks,tu [m] <∞
implies the F˙ 0,qp boundedness of Tm. Moreover, in the case∥∥Tmf∥∥F˙ 0,qp . Ks,tu [m]‖f‖F˙ 0,qp .
Theorem 2.5. Assume 1 ≤ p, q ≤ ∞ and p 6= q. Let 1 < u ≤ ∞, t > 0, and s ∈ R.
Suppose that m ∈ L∞ satisfies
Ks,tu [m] <∞.
Then Tm is bounded on F˙
0,q
p if one of the following conditions holds;
(1) s = d− d/u, t ≤ 1, 1 < p <∞ and ∣∣1/p − 1/q∣∣ < 1− 1/u,
(2) s > d− d/u.
Moreover, in both cases ∥∥Tmf∥∥F˙ 0,qp . Ks,tu [m]‖f‖F˙ 0,qp .
Remark. The second assertions in Theorem 2.3 and 2.5 follow from Theorem 2.2 and 2.4,
respectively, and thus we will only prove the endpoint cases s = d/min (1, p, q) − d/u. In
addition, the sharpness of the above theorems will be discussed in Section 3.
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2.1. Inhomogeneous versions. We recall the definition of inhomogeneous Besov spaces
Bα,qp and Triebel-Lizorkin spaces F
α,q
p . Let {φk} be a dyadic resolution of unity as before,
and let Φ̂0 := 1 −
∑∞
k=1 φ̂k. Then we define a convolution operator Λ0 by Λ0f := Φ0 ∗ f
and let Λk = Πk for k ≥ 1. For α ∈ R and 0 < p, q ≤ ∞ Bα,qp and Fα,qp are the collection
of all f ∈ S′ such that
‖f‖Bα,qp :=
∥∥{2αkΛkf}∥∥lq(Lp) <∞
‖f‖Fα,qp :=
∥∥{2αkΛkf}∥∥Lp(lq) <∞, p <∞
respectively. When p = q =∞ we employ Fα,q∞ = Bα,∞∞ and when p =∞ and q <∞
‖f‖Fα,q∞ := ‖Λ0f‖L∞ + sup
P∈D,l(P )<1
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2αkq|Λkf(x)|qdx
)1/q
where the supremum is taken over all dyadic cubes whose side length is less than 1.
Let ψ be a Schwartz function so that 0 ≤ ψ ≤ 1, Supp(ψ) ⊂ {ξ : |ξ| ≤ 2}, and ψ(ξ) = 1
for |ξ| ≤ 1. Now we define
K
s,q
u [m] :=
∥∥(mψ)∨∥∥
Ks,qu
+ sup
k≥1
∥∥(m(2k·)ϕ)∨∥∥
Ks,qu
,
which is an inhomogeneous modification of Ks,qu [m].
In [17] and [18, p74] Triebel proved that for 0 < p, q <∞ if m ∈ L∞ satisfies
K
s,2
2 [m] <∞, s > d/min (1, p, q) − d/2
then
‖Tm‖F 0,qp . K
s,2
2 [m]‖f‖F 0,qp .
It was first proved that for 1 < p, q <∞ if Ks,22 [m] <∞ for s > 0 then Tm is bounded on F 0,qp
by using the classical Ho¨rmander-Mikhlin multiplier theorem. Moreover, for 0 < p, q < ∞
it is easy to obtain the F 0,qp boundedness of Tm under the assumption K
s,2
2 [m] < ∞ with
s > d/2+d/min (p, q). Then Triebel [17], [18, p74] applied a complex interpolation method
to derive s > d/min (1, p, q) − d/2.
All of our results in homogeneous spaces easily adapt to the inhomogeneous cases by
replacing Ks,qu [m] by Ks,qu [m], and these results definitely improve and generalize Triebel’s
results. We note that the complex interpolation method in [17] cannot be applied to the
case p = ∞. Basically, the method in this paper is totally different from that used in [17]
and our method does not apply previous multiplier theorems. Moreover the sharpness of
s > d/min (1, p, q) − d/2 was left open in [17], especially for q < 1 and q < p, and our
examples in Section 7 address this issue.
3. Some negative results
In this section we study the sharpness of the conditions on s and t in Theorem 2.1−2.5.
Theorem 3.1. Let 0 < p, q ≤ ∞ and let r := min (1, p).
(1) For 0 < u ≤ r and t > r there exists m ∈ L∞ so that K0,tu [m] < ∞, but Tm is not
bounded on B˙0,qp .
(2) For r < u ≤ ∞ and t > r there exists m ∈ L∞ so that Kd/r−d/u,tu [m] < ∞, but Tm
is not bounded on B˙0,qp .
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Theorem 3.2. Let 0 < p, q ≤ ∞, and p 6= q. Suppose 0 < u ≤ min (1, p, q) and t > 0.
Then there exists m ∈ L∞ so that K0,tu [m] <∞, but Tm is not bounded on F˙ 0,qp .
Theorem 3.3. Suppose p < ∞ or 1 ≤ q. Assume r = min (p, q) < 1, u > r, t > 0, and
s ∈ R. Then there exists m ∈ L∞ so that Ks,tu [m] < ∞, but Tm is not bounded on F˙ 0,qp if
one of the following conditions holds;
(1) s < d/r − d/u,
(2) s = d/r − d/u and t > r.
Theorem 3.4. Assume 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, 1 < u ≤ ∞, and s ∈ R. Then there
exists m ∈ L∞ so that Ks,tu [m] <∞, but Tm is not bounded on F˙ 0,qp if one of the following
conditions holds;
(1) s < d− d/u,
(2) s = d− d/u and p = 1 < q ≤ ∞,
(3) s = d− d/u and 1 ≤ q < p =∞,
(4) s = d− d/u, 1 < p <∞, and ∣∣1/p − 1/q∣∣ ≥ 1− 1/u,
(5) s = d− d/u, t > 1.
Remark. Theorem 3.1 proves the sharpness of Theorem 2.1, Theorem 3.2 does that of
Theorem 2.2 and 2.4, and Theorem 3.4 does that of Theorem 2.5. The sharpness of Theorem
2.3 is obtained from Theorem 3.3 except the case p = ∞ and q < 1. One does not have a
conclusion for p =∞ and q < 1.
4. Use of weighted Herz spaces in a limiting case
We are mainly interested in the endpoint case, but when s = 0, according to Theorem
3.2, there exists a multiplier m so that K0,uu [m] < ∞ for 0 < u ≤ min (1, p, q) and Tm is
not bounded on F˙ 0,qp , p 6= q. In this section we provide additional results for multipliers by
replacing the condition K0,uu [m] <∞ by slightly stronger condition on m.
Suppose that w : {0, 1, 2, . . . } → [1,∞) satisfies 1 ≤ w(l) ≤ w(l+1) <∞. For 0 < u ≤ ∞
let K0,uu (w) be the collection of all f ∈ Luloc for which
‖f‖K0,uu (w) :=
( ∞∑
l=0
‖f‖uLu(Bl)w(l)u
)1/u
<∞.
Let
K0,uu (w)[m] := sup
k∈Z
∥∥(m(2k·)ϕ)∨∥∥
K0,uu (w)
,
and
Bp,q(w) :=
( ∞∑
l=0
w(l)
− 1
|1/p−1/q|
)|1/p−1/q|
<∞.
Then Baernstein and Sawyer [1] proved that if B1,2(w) <∞ and K0,11 (w)[m] <∞ then∥∥Tmf∥∥H1 . B1,2(w)K0,11 (w)[m]‖f‖H1 .
Seeger [15] generalized this result to F˙ 0,qp for 1 ≤ p, q ≤ ∞ and p 6= q, asserting that for
1 ≤ p, q ≤ ∞, p 6= q, if Bp,q(w) <∞ and K0,11 (w)[m] <∞ then
‖Tm‖F˙ s,qp →F˙ s,qp . Bp,q(w)K
0,1
1 (w)[m]‖f‖F˙ 0,qp .
We improve these results by replacing K0,11 (w)[m] <∞ by K0,uu (w)[m] <∞ for 0 < u ≤
min (1, p, q) and extending them to 0 < p, q ≤ ∞.
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Theorem 4.1. Suppose 0 < p, q ≤ ∞, p 6= q, and 0 < u ≤ min (1, p, q). Let w be an
increasing positive function such that Bp,q(w) < ∞. If m ∈ L∞ satisfies K0,uu (w)[m] < ∞,
then Tm is bounded on F˙
0,q
p . Moreover, in the case∥∥Tmf∥∥F˙ 0,qp . Bp,q(w)K0,uu (w)[m]‖f‖F˙ 0,qp .
Remark. Theorem 4.1 is sharp in the sense that the power − 1|1/p−1/q| in the condition
Bp,q(w) <∞ cannot be improved. Indeed, we shall prove the following theorem.
Theorem 4.2. Suppose 0 ≤ p, q ≤ ∞, p 6= q, and t > 0. Then there exists an increasing
nonnegative sequence {w(k)} and m ∈ L∞ so that ∑∞k=0w(k)−s <∞ for all s > 1|1/p−1/q| ,
K0,tu (w)[m] <∞, but Tm is not bounded on F˙ 0,qp .
5. Preliminary
Let Dk be the subset of D consisting of the cubes with side length 2−k and for each
Q ∈ D let χQ stand for the characteristic function of Q. For r > 0 let E(r) be the space of
tempered distributions whose Fourier transforms are supported in {ξ : |ξ| ≤ 2r}.
5.1. Maximal inequalities on F -space. Let M denote the Hardy-Littlewood maximal
operator and for 0 < t <∞ letMtf :=
(M(|f |t))1/t. Then Fefferman-Stein’s vector valued
maximal inequality says that for 0 < r < p, q <∞∥∥∥(∑
k
(Mrfk)q
)1/q∥∥∥
Lp
.
∥∥∥(∑
k
|fk|q
)1/q∥∥∥
Lp
.(5.1)
Note that (5.1) also holds when q =∞.
A crucial tool in theory of function space is a maximal operator introduced by Peetre
[14]. For k ∈ Z and σ > 0 define
Mσ,2kf(x) := sup
y∈Rd
|f(x− y)|
(1 + 2k|y|)σ .
As shown in [14] one has the majorization
Md/r,2kf(x) .Mrf(x),
provided that f ∈ E(2k). Then via (5.1) the following maximal inequality holds. Suppose
0 < p <∞ and 0 < q ≤ ∞. Then for fk ∈ E(2k),∥∥∥(∑
k
(Md/r,2kfk)
q
)1/q∥∥∥
Lp
.
∥∥∥(∑
k
|fk|q
)1/q∥∥∥
Lp
for r < min
{
p, q
}
.(5.2)
For ǫ ≥ 0, r > 0, and k ∈ Z, we now introduce a variant of Hardy-Littlewood maximal
operators Mk,ǫr , defined by
Mk,ǫr f(x) := sup
2kl(Q)≤1,x∈Q
( 1
|Q|
∫
Q
|f(x)|rdx
)1/r
+ sup
2kl(Q)>1,x∈Q
(
2kl(Q)
)−ǫ( 1
|Q|
∫
Q
|f(x)|rdx
)1/r
.
Then it is proved in [13] that for r < t and f ∈ E(2k)
Md/r,2kf(x) .Mk,d/r−d/tt f(x) .Mtf(x).
Furthermore the following maximal inequalities hold.
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Lemma 5.1. [13] Let 0 < r < q < ∞ and ǫ > 0. For k ∈ Z let fk ∈ E(2k+h) for some
h ∈ Z. Let P ∈ D and l(P ) = 2−µ. Then
sup
P∈Dµ
( 1
|P |
∫
P
∞∑
k=µ
(Mk,ǫr fk(x))qdx)1/q .h sup
R∈Dµ
( 1
|R|
∫
R
∞∑
k=µ
|fk(x)|qdx
)1/q
.
Here, the implicit constant of the inequality is independent of µ.
Lemma 5.2. [13] Let 0 < r < q < ∞. For k ∈ Z let fk ∈ E(2k+h) for some h ∈ Z. Let
P ∈ D and l(P ) = 2−µ. Then
sup
P∈Dµ
( 1
|P |
∫
P
∞∑
k=µ
(
Md/r,2kfk(x)
)q
dx
)1/q
. sup
R∈Dµ
( 1
|R|
∫
R
∞∑
k=µ
|fk(x)|qdx
)1/q
.
Here, the implicit constant of the inequality is independent of µ.
As an application of Lemma 5.2, for µ ∈ Z, 0 < q1 < q2 <∞, and f := {fk}k∈Z one has
Vµ,q2 [f ] . Vµ,q1 [f ],
provided that each fk is defined as in Lemma 5.2, where
Vµ,q[f ] := sup
P∈D,l(P )≤2−µ
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
|fk(x)|qdx
)1/q
.
This definitely implies the embedding F˙ 0,q1∞ →֒ F˙ 0,q2∞ for 0 < q1 < q2 ≤ ∞. See [13] for
more details.
5.2. ϕ-transform of F˙ -spaces. ( [4], [5], [6] ) We define sequence spaces f˙α,qp associated
with F˙α,qp as the family of sequences of complex numbers b = {bQ}Q∈D for which
‖b‖f˙α,qp =
∥∥gα,q(b)∥∥
Lp
<∞
where
gα,q(b)(x) =
( ∑
Q∈D
(|Q|−α/d−1/2|bQ|χQ(x))q)1/q.
Furthermore, for c > 0 let ϑ and ϑ˜ be Schwartz functions satisfying
Supp(ϑ̂), Supp(
̂˜
ϑ) ⊂ {ξ : 1/2 ≤ |ξ| ≤ 2}
|ϑ̂(ξ)|, |̂˜ϑ(ξ)| ≥ c > 0 for 3/4 ≤ |ξ| ≤ 5/3∑
k∈Z
ϑ˜k(ξ)ϑk(ξ) = 1, ξ 6= 0
where ϑk(x) = 2
kdϑ(2kx) and ϑ˜k(x) = 2
kdϑ˜(2kx) for k ∈ Z. Then the (quasi-)norms in F˙α,qp
can be characterized by the f˙α,qp (quasi-)norms as follows. Suppose 0 < p <∞, 0 < q ≤ ∞,
α ∈ R. Every f ∈ F˙α,qp can be decomposed as
f(x) =
∑
Q∈D
vQϑ
Q(x)(5.3)
where xQ stands for the lower left corner of Q, ϑ
Q(x) := |Q|1/2ϑk(x− xQ) for Q ∈ Dk and
vQ := 〈f, ϑ˜Q〉. Moreover, in the case one has∥∥v∥∥
f˙α,qp
.
∥∥f∥∥
F˙α,qp
.
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The converse estimate also holds. For any sequence v = {vQ}Q∈D of complex numbers
satisfying
∥∥v∥∥
f˙α,qp
<∞,
f(x) :=
∑
Q∈D
vQϑ
Q(x)
belongs to F˙α,qp and to be specific∥∥f∥∥
F˙α,qp
.
∥∥v∥∥
f˙α,qp
.(5.4)
5.3. ∞-atoms for f˙α,qp ( [4, Chapter 7], [6], [7, Chap.6.6.3] ). Let 0 < p ≤ 1, 0 < q ≤ ∞,
and α ∈ R. A sequence of complex numbers a = {aQ}Q∈D is called an ∞-atom for f˙α,qp if
there exists a dyadic cube Q0 such that
aQ = 0 if Q 6⊂ Q0
and ∥∥gα,q(a)∥∥
L∞
≤ |Q0|−1/p.(5.5)
Then the following atomic decomposition of f˙α,qp , which is analogous to the atomic de-
composition of Hp, holds.
Lemma 5.3. Suppose 0 < p ≤ 1, p ≤ q ≤ ∞, and b = {bQ}Q∈D ∈ f˙α,qp . Then there exist
Cd,p,q > 0, a sequence of scalars {λj}, and a sequence of ∞-atoms aj = {aj,Q}Q∈D for f˙α,qp
so that
b = {bQ} =
∞∑
j=1
λj{aj,Q} =
∞∑
j=1
λjaj ,
and ( ∞∑
j=1
|λj |p
)1/p
≤ Cd,p,q
∥∥b∥∥
f˙α,qp
.
Moreoever, it follows that
∥∥b∥∥
f˙α,qp
≈ inf
{( ∞∑
j=1
|λj |p
)1/p
: b =
∞∑
j=1
λjaj , aj is an ∞-atom for f˙α,qp
}
.
5.4. Duality in F˙α,qp . Let
S∞ :=
{
f ∈ S :
∫
xγf(x)dx = 0 for all multi-indices γ
}
.
Then S∞ is a subspace of S that inherits the same topology as S and whose dual is S′/P.
Moreover, S∞ is dense in F˙
α,q
p if 0 < p, q < ∞. It is known in [4, Theorem 5.13, Remark
5.14] that for 1 ≤ p <∞, 1 ≤ q <∞, and α ∈ R,
(F˙α,qp )
′ = F˙−α,q
′
p′(5.6)
where 1/q + 1/q′ = 1 and similarly for p′. In addition, in the case
‖f‖F˙α,qp ≈ sup
{|〈f, g〉| : g ∈ S∞ with ‖g‖F˙−α,q′
p′
≤ 1}.
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5.5. Interpolation theory. We refer to [4, Chapter 6] for real interpolation and [4, Chap-
ter 8] for complex interpolation.
By using Peetre’s real interpolation method, so called K-method, it is known in [4,
Chapter 6] that for fixed s ∈ R and 0 < q ≤ ∞, one has
(F˙ s,qp0 , F˙
s,q
p1 )θ,p = F˙
s,q
p , if 1/p = (1− θ)/p0 + θ/p1
where 0 < p0 < p < p1 ≤ ∞ and 0 < θ < 1. This implies the estimate
‖T‖
F˙ 0,qp →F˙ 0,qp . ‖T‖
1−θ
F˙ 0,qp0 →F˙
0,q
p0
‖T‖θ
F˙ 0,qp1 →F˙
0,q
p1
.(5.7)
Now we apply a complex interpolation method for a Banach couple. Let s0, s1 ∈ R,
1 ≤ p0, q0 <∞ and 1 ≤ p1, q1 ≤ ∞. Let 0 < θ < 1 and suppose
s = (1− θ)s0 + θs1, 1/p = (1− θ)/p0 + θ/p1, 1/q = (1− θ)/q0 + θ/q1.
Then
[F˙ s0,q0p0 , F˙
s1,q1
p1 ]θ = F˙
s,q
p
Then the following interpolation holds.
‖T‖
F˙ 0,qp →F˙ 0,qp . ‖T‖
1−θ
F˙
0,q0
p0
→F˙ 0,q0p0
‖T‖θ
F˙
0,q1
p1
→F˙ 0,q1p1
.(5.8)
6. Proof of Theorem 2.1 − 2.5
We start the proof by introducing some key lemmas. Nikolskii’s inequalitiy [11] says that
for 0 < p < q ≤ ∞, if f ∈ S′ ∩Lp has Fourier transform which is compactly supported in a
ball of radius 2k then
‖f‖Lq . 2kd(1/p−1/q)‖f‖Lp .(6.1)
We have an improvement of this estimate.
Lemma 6.1. Let 0 < p < q ≤ ∞ and f ∈ S′ ∩K0,qp with Supp(f̂) ⊂ {ξ : |ξ| . 2k}. Then
‖f‖Lq . 2kd(1/p−1/q)‖f‖K0,qp .
Remark. This lemma clearly implies (6.1) because lp →֒ lq, Lp = K0,pp , and Lq = K0,qq .
Proof of Lemma 6.1. Suppose 0 < ‖f‖Lq < ∞. Let hd be the integer satisfying log2
√
d <
hd ≤ log2
√
d+ 1 and let P0 := [−2, 2]d and Pl := [−2l+1, 2l+1]d \ [−2l−hd , 2l−hd ]d for l ≥ 1.
Then Pl contains Bl for all l ≥ 0. Now
‖f‖Lq =
( ∞∑
l=0
∫
Pl
∣∣f(x)χBl(x)∣∣qdx)1/q
=
( ∞∑
l=0
∑
Q⊂Pl,Q∈Dk
∫
Q
∣∣f(x)χBl(x)∣∣pdx( sup
y∈Q
|f(y)|)q(1−p/q))1/q.
It should be observed that for any σ > 0 and Q ∈ Dk
sup
y∈Q
|f(y)| .σ inf
y∈Q
Mσ,2kf(y).(6.2)
As a consequence, one obtains(
sup
y∈Q
|f(y)|)q(1−p/q) .σ 2kd(1−p/q)( ∫
Q
(
Mσ,2kf(y)
)q
dy
)1−p/q
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and thus by Ho¨lder’s inequality with q/p > 1
‖f‖Lq .σ 2kd/q(1−p/q)
( ∞∑
l=0
( ∫
Pl
(
Mσ,2kf(y)
)q
dy
)1−p/q ∫
Bl
|f(x)|pdx
)1/q
. 2kd/q(1−p/q)‖f‖p/q
K0,qp
( ∞∑
l=0
∫
Pl
(
Mσ,2kf(y)
)q
dy
)1/q(1−p/q)
. 2kd/q(1−p/q)‖f‖p/q
K0,qp
∥∥Mσ,2kf∥∥1−p/qLq .
Then we choose σ > d/q and apply (5.2) since Supp(f̂) ⊂ {ξ : |ξ| . 2k}. By dividing both
sides by ‖f‖1−p/qLq one completes the proof.

We recall that ϕ is a cutoff function so that 0 ≤ ϕ ≤ 1, Supp(ϕ) ⊂ {ξ : 1/4 ≤ |ξ| ≤ 4},
and ϕ = 1 on {ξ : 1/2 ≤ |ξ| ≤ 2}. For k ∈ Z let
mk := mϕ(·/2k).(6.3)
Then one has
Tmf(x) =
∑
k∈Z
ΠkTmf(x) =
∑
k∈Z
m∨k ∗ (Πkf)(x) =
∞∑
k=0
Tmk(Πkf)(x)
and it follows from Lemma 6.1 that for any 0 < u ≤ 1
‖m∨k ‖L1 =
∥∥(m(2k·)ϕ)∨∥∥
L1
. K0,1u [m].(6.4)
Similarly, it is also clear that for 0 < u ≤ p < 1
‖m∨k ‖Lp = 2−kd(1/p−1)
∥∥(m(2k·)ϕ)∨∥∥
Lp
. 2−kd(1/p−1)K0,pu [m].(6.5)
Then the following lemma holds as a corollary of (6.4) and (6.5).
Lemma 6.2. Let 0 < p ≤ ∞, k ∈ Z, and mk be as in (6.3).
(1) For 0 < u ≤ 1 ≤ p ≤ ∞∥∥Tmk∥∥Lp→Lp . K0,1u [m]
uniformly in k.
(2) For 0 < u ≤ p < 1 and A > 0 if fk ∈ E(A2k) then∥∥Tmkfk∥∥Lp .A K0,pu [m]∥∥fk∥∥Lp
uniformly in k.
The proof of Lemma 6.2 is quite simple. We apply Young’s inequality for 1 ≤ p ≤ ∞
to obtain
∥∥Tmkf∥∥Lp ≤ ‖m∨k ‖L1‖f‖Lp and then use (6.4). If 0 < p < 1 then Nikolskii’s
inequality (6.1) can be applied. Indeed,
∥∥Tmkfk∥∥Lp .A 2kd(1/p−1)‖m∨k ‖Lp‖fk‖Lp and finally
(6.5) proves (2).
Note that Lemma 6.2 gives the straightforward proof of the first statement in Theorem
2.1 and by embedding K
d/r−d/u,r
u →֒ K0,rr for r < u, the second one is immediate from the
first one in the theorem.
From now on we assume p 6= q and prove Theorem 2.2−2.5. We deal with the case
0 < q < p ≤ ∞ and the case 0 < p ≤ 1, p < q ≤ ∞ because the results for 1 < p < q ≤ ∞
follow from the duality argument (5.6).
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When 0 < p ≤ 1 and p < q ≤ ∞ the proof is based on the method of ϕ-transform and
∞-atoms for f˙0,qp . By applying (5.3) and Lemma 5.3, f ∈ F˙ 0,qp can be decomposed as
f(x) =
∑
Q∈D
bQϑ
Q(x) =
∞∑
j=1
λj
∑
Q∈D
aj,Qϑ
Q(x)
for some {bQ}Q∈D ∈ f˙0,qp , a sequence of scalars {λj}, and a sequence of ∞-atoms {aj,Q} for
f˙0,qp . Then by applying lp →֒ l1 and Minkowski’s inequality with q/p > 1 as in [12], one has∥∥Tmf∥∥F˙ 0,qp . ( ∞∑
j=1
|λj |p
)1/p
sup
l≥1
∥∥∥(∑
k∈Z
∣∣m∨k ∗ ( ∑
Q∈Dk
al,Qϑ
Q
)∣∣q)1/q∥∥∥
Lp
.(6.6)
Since ( ∞∑
j=1
|λj |p
)1/p
. ‖f‖
F˙ 0,qp
,
the proof can be reduced to obtaining the desired bound for the supremum of the right
hand side in (6.6).
When q < p we shall employ the sharp maximal function estimates in [15]. For a sequence
of Schwartz functions {fk}k∈Z let
N ♯q
({fk})(x) := sup
P :x∈P∈D
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
|fk(y)|qdy
)1/q
.
Then it is known in [15] that for 0 < q < p ≤ ∞∥∥N ♯q ({Πkf})∥∥Lp ≈ ‖f‖F˙ 0,qp .(6.7)
6.1. Proof of Theorem 2.2. Suppose 0 < u ≤ r = min (p, q) < 1 and Ks,uu [m] <∞. Due
to a proper embedding with s > 0 one may assume t = u.
6.1.1. The case 0 < p < 1 and p < q ≤ ∞. Suppose 0 < u ≤ p and s > 0. Let Q0 be any
dyadic cubes with side length 2−µ, µ ∈ Z, and aQ be an∞-atom for f˙0,qp with Q0. For each
k ∈ Z let
AQ0,k(x) :=
∑
Q∈Dk,Q⊂Q0
aQϑ
Q(x).(6.8)
The condition Q ⊂ Q0 in the sum ensures that AQ0,k vanishes unless µ ≤ k and thus one
obtains the desired result by showing∥∥∥( ∞∑
k=µ
∣∣Tmk(AQ0,k)∣∣q)1/q∥∥∥
Lp
. Ks,uu [m] uniformly in Q0.(6.9)
For j ≥ 1 let
GjQ0,p,q :=
( ∫
Dj
( ∞∑
k=µ
∣∣Tmk(AQ0,k)(x)∣∣q)p/qdx)1/p
where
D1 := {x ∈ Rd : |x− cQ0 | ≤ 22−µ
√
d},
Dj := {x ∈ Rd : 2j−µ
√
d < |x− cQ0 | ≤ 2j−µ+1
√
d}, j ≥ 2.
Then the left hand side of (6.9) is bounded by
G1Q0,p,q +
( ∞∑
j=2
(GjQ0,p,q)p)1/p.
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The estimation of G1Q0,p,q is straightforward. By using Ho¨lder’s inequality with q/p > 1,
Lemma 6.2, (5.4), and (5.5) one obtains
G1Q0,p,q . |Q0|1/p−1/q
( ∞∑
k=µ
∥∥Tmk(AQ0,k)∥∥qLq)1/q
. K0,min (1,q)u [m]|Q0|1/p−1/q
( ∞∑
k=µ
‖AQ0,k‖qLq
)1/q
. K0,uu [m].
The last inequality follows from the fact that
∞∑
k=µ
‖AQ0,k‖qLq .
∞∑
k=µ
∫
Q0
∑
Q∈Dk,Q⊂Q0
(|aQ||Q|−1/2χQ(x))qdx
=
∫
Q0
∑
Q∈D,Q⊂Q0
(|aQ||Q|−1/2χQ(x))qdx . |Q0|1−q/p.
Now it remains to show ( ∞∑
j=2
(GjQ0,p,q)p)1/p . Ks,uu [m].(6.10)
By using Nikolskii’s inequality (6.1) the left hand side of (6.10) is controlled by( ∞∑
j=2
∫
Dj
[ ∞∑
k=µ
2kdq(1/u−1)
∥∥m∨kAQ0,k(x− ·)∥∥qLu]p/qdx)1/p.(6.11)
Then one decompose (6.11) into three pieces by using∥∥m∨kAQ0,k(x− ·)∥∥Lu . Llowu,j [AQ0,k](x) + Lmidu,j [AQ0,k](x) + Lhighu,j [AQ0,k](x)(6.12)
where
Llowu,j [AQ0,k](x) :=
( ∑
l:2l≤2j+k−µ−2
√
d
∥∥m∨kχBl(2k·)AQ0,k(x− ·)∥∥uLu)1/u,
Lmidu,j [AQ0,k](x) :=
( ∑
l:2j+k−µ−2
√
d<2l<2j+k−µ+3
√
d
∥∥m∨kχBl(2k·)AQ0,k(x− ·)∥∥uLu)1/u,
Lhighu,j [AQ0,k](x) :=
( ∑
l:2l≥2j+k−µ+3√d
∥∥m∨kχBl(2k·)AQ0,k(x− ·)∥∥uLu)1/u.
It should be observed that from (5.5)
|aQ| ≤ |Q|1/2|Q0|−1/p(6.13)
and thus for arbitrary M > 0
|AQ0,k(x− y)| .M
∑
Q∈Dk,Q⊂Q0
|aQ||Q|−1/2 1(
1 + 2k|x− y − xQ|
)M
≤ |Q0|−1/p
∑
Q∈Dk,Q⊂Q0
1
(1 + 2k|x− y − xQ|)M .
If 2l ≤ 2j+k−µ−2√d or 2l ≥ 2j+k−µ+3√d then one has |x− y− cQ0 | ≥ 2j−µ−2
√
d for x ∈ Dj
and 2ky ∈ Bl. Accordingly, in this case
|AQ0,k(x− y)| .
(
2k+jl(Q0)
)−M |Q0|1−1/p|Q|−1
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and this proves
Llowu,j [AQ0,k](x),Lhighu,j [AQ0,k](x)
.M
( ∞∑
l=k
∥∥m∨kχBl(2k·)∥∥uLu)1/u(2k+j−µ)−M |Q0|1−1/p|Q|−1
. 2−kd(1/u−1)K0,uu [m]
(
2k+j−µ
)−M |Q0|1−1/p|Q|−1.(6.14)
By choosing M > d/p, the terms corresponding to Llowu,j [AQ0,k] and Lhighu,j [AQ0,k] are less
than a constant times K0,uu [m].
To complete the estimation of (6.11) one has to deal with( ∞∑
j=2
∫
Dj
[ ∞∑
k=µ
2kdq(1/u−1)
(Lmidu,j [AQ0,k](x))q]p/qdx)1/p.
By using lp →֒ lq this is dominated by( ∞∑
k=µ
2kdp(1/u−1)
∞∑
j=2
∥∥Lmidu,j [AQ0,k]∥∥pLp(Dj))1/p.(6.15)
By using Minkowski’s inequality if u < p one obtains∥∥Lmidu,j [AQ0,k]∥∥Lp(Dj) . ( ∑
l:2l≈2j+k−µ
∥∥m∨kχBl(2k·)∥∥uLu‖AQ0,k‖uLp)1/u
and this can be bounded by 2−kd(1/u−1)2−s(j+k−µ)Ks,uu [m], using the fact ‖AQ0,k‖Lp . 1
and m∨k = 2
kd
(
m(2k·)ϕ)∨(2k·). This proves (6.15) . Ks,uu [m].
6.1.2. The case 0 < q < 1 and q < p < ∞. Suppose 0 < u ≤ q and s > 0. We deal with
just the case d/s < p < ∞ because other cases follow by the real interpolation method
(5.7) with the case p = q. Suppose d/s < p <∞. By (6.7) one has∥∥Tmf∥∥F˙ 0,qp ≈ ∥∥N ♯q ({Tmk (Πkf)})∥∥Lp .(6.16)
Fix x ∈ Rd and a dyadic cube P containing x. By Nikolskii’s inequality (6.1) one obtains( 1
|P |
∫
P
∞∑
k=− log2 l(P )
∣∣TmkΠkf(y)∣∣qdy)1/q
≤
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2kdq(1/u−1)
∥∥m∨kΠkf(y − ·)∥∥qLudy)1/q(6.17)
and then we break (6.17) into RinP,u and RoutP,u where
RinP,u :=
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2kdq(1/u−1)
∥∥m∨kΠkf(y − ·)∥∥qLu(B(0,2l(P )))dy)1/q,
RoutP,u :=
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2kdq(1/u−1)
∥∥m∨kΠkf(y − ·)∥∥qLu(B(0,2l(P ))c)dy)1/q.
Here B(0, 2l(P )) denotes the ball of radius 2l(P ), centered at the origin.
By using Minkowski’s inequality if u < q and switching two integrals if u = q one obtains∫
P
∥∥m∨kΠkf(y − ·)∥∥qLu(B(0,2l(P )))dy . ‖m∨k ‖qLu ∫
P˜
|Πkf(y)|qdy
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where P˜ is a dilation of P . Then this proves that
RinP,u . K0,uu [m]
( 1
|P |
∫
P˜
∞∑
k=− log2 l(P )
∣∣Πkf(y)∣∣qdy)1/q(6.18)
and thus∥∥ sup
x∈P∈D
RinP,u
∥∥
Lp(x)
. K0,uu [m]
∥∥∥M(∑
k∈Z
|Πkf |q
)∥∥∥q
Lp/q
. K0,uu [m]‖f‖F˙ 0,qp(6.19)
by the Lp/q boundedness of M.
To deal with the term corresponding to RoutP,u we choose σ > 0 so that d/p < σ < s. Our
claim is that for y ∈ P ∥∥m∨kΠkf(y − ·)∥∥Lu(B(0,2l(P ))c)
. 2−kd(1/u−1)
(
2kl(P )
)−(s−σ)Ks,uu [m]Mσ,2kΠkf(y).(6.20)
Then one has
RoutP,u . Ks,uu [m]
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
(2kl(P ))−q(s−σ)
(
Mσ,2kΠkf(y)
)q
dy
)1/q
. Ks,uu [m]
( 1
|P |
∫
P
(
sup
k∈Z
Mσ,2kΠkf(y)
)q
dy
)1/q
.(6.21)
Finally, from the Lp boundedness of Mq and (5.2) with q =∞ it follows∥∥ sup
P :x∈P∈D
RoutP,u
∥∥
Lp(x)
. Ks,uu [m]
∥∥Mq( sup
k∈Z
Mσ,2kΠkf
)∥∥
Lp
. Ks,uu [m]
∥∥ sup
k∈Z
Mσ,2kΠkf
∥∥
Lp
. Ks,uu [m]‖f‖F˙ 0,∞p(6.22)
and then the embedding F˙ 0,qp →֒ F˙ 0,∞p finishes the proof.
To verify (6.20) we first observe that∥∥m∨kΠkf(y − ·)∥∥Lu(B(0,2l(P ))c)
≤
( ∞∑
l=k+log2 l(P )
∫
B(0,2l(P ))c
∣∣m∨k (z)χBl(2kz)∣∣u∣∣Πkf(y − z)∣∣udz)1/u.(6.23)
In fact, the range of l in the sum is l ≥ 0, but due to the support of χBl(2k·) and χB(0,2l(P ))c ,
if y ∈ P then the summand vanishes unless l ≥ k + log2 l(P ). Therefore, the range l ≥ 0
can be replaced by l ≥ k + log2 l(P ) in the sum. Moreover, one has
(6.23) ≤
( ∞∑
l=k+log2 l(P )
∣∣m∨kχBl(2k·)∣∣u ∗ ∣∣Πkf ∣∣u(y))1/u
. Mσ,2kΠkf(y)
( ∞∑
l=k+log2 l(P )
2lσu
∥∥m∨kχBl(2k·)∥∥uLu)1/u.
Then (6.20) follows by an elementary computation with s > σ.
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6.1.3. The case p = ∞ and 0 < q < 1. Assume 0 < u ≤ q < 1, s > 0, and Ks,uu [m] < ∞.
Let RinP,u and RoutP,u be defined as before. Then one has∥∥Tmf∥∥F˙ 0,q∞ = supP∈DRinP,u + supP∈DRoutP,u.
Moreover the arguments in (6.18) and (6.21) can be extended to p =∞ resulting in
sup
P∈D
RinP,u . K0,uu [m]‖f‖F˙ 0,q∞(6.24)
sup
P∈D
RoutP,u . Ks,uu [m]
∥∥{Mσ,2kΠkf}∥∥L∞(l∞) . Ks,uu [m]‖f‖F˙ 0,∞∞ .(6.25)
The proof ends by using F˙ 0,q∞ →֒ F˙ 0,∞∞ .
Remark. Note that (6.19) and (6.22) also hold for 0 < q < p <∞ and 0 < u ≤ min (1, q).
Similarly (6.24) and (6.25) remain still valid for 0 < q < p =∞ and 0 < u ≤ min (1, q).
6.2. Proof of Theorem 2.3 (1). Assume r = min (p, q) < 1, r < u ≤ ∞, s = d/r − d/u,
and t = r. Suppose Kd/r−d/u,ru [m] < ∞. Furthermore, due to proper embeddings in K-
spaces one may assume u < 1.
6.2.1. The case 0 < p < 1 and p < q ≤ ∞. Suppose 0 < p < u < 1, t = p, and
s = d/p− d/u. As in the proof of Theorem 2.2 let Q0 be any dyadic cubes with side length
2−µ and let {aQ}Q∈D be ∞-atoms for f˙0,qp associated with Q0. Let AQ0,k be defined as
(6.8). Then it suffices to show∥∥∥( ∞∑
k=µ
∣∣Tmk(AQ0,k)∣∣q)1/q∥∥∥
Lp
. Kd/p−d/u,pu [m] uniformly in Q0.
As before we decompose the left hand side of the inequality into
G1Q0,p,q +
( ∞∑
j=2
(GjQ0,p,q)p
)1/p
and the same argument in (6.19) yields that G1Q0,p,q . K
0,p
p [m] . Kd/p−d/u,pu [m]. By using
(6.11) and (6.12) with 0 < u ≤ 1 one has( ∞∑
j=2
(GjQ0,p,q)p
)1/p
.
[ ∞∑
j=2
∫
Dj
( ∞∑
k=µ
2kdq(1/u−1)
(Llowu,j [AQ0,k](x))q)p/qdx]1/p
+
[ ∞∑
j=2
∫
Dj
( ∞∑
k=µ
2kdq(1/u−1)
(Lmidu,j [AQ0,k](x))q)p/qdx]1/p(6.26)
+
[ ∞∑
j=2
∫
Dj
( ∞∑
k=µ
2kdq(1/u−1)
(Lhighu,j [AQ0,k](x))q)p/qdx]1/p
and (6.14) shows that the first one and the third one are controlled byK0,uu [m] . Kd/p−d/u,pu [m].
Now by using lp →֒ lq (6.26) is less than[ ∞∑
k=µ
2kdp(1/u−1)
∞∑
j=2
∫
Dj
( ∑
l:2l≈2j+k−µ
∫ ∣∣m∨k (y)χBl(2ky)∣∣u∣∣AQ0,k(x− y)∣∣udy)p/udx]1/p
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and by Ho¨lder’s inequality with u/p > 1 and embedding lp →֒ lu the integral over Dj is
dominated by
|Dj |1−p/u
( ∑
l:2l≈2j+k−µ
∥∥m∨kχBl(2k·)∥∥uLu∥∥AQ0,k∥∥uLu)p/u
. 2(j−µ)d(1−p/u)
∥∥AQ0,k∥∥pLu2−kdp(1/u−1) ∑
l:2l≈2j+k−µ
∥∥(m(2k·)ϕ)∨∥∥p
Lu(Bl)
. 2−kdp(1/u−1)2−(k−µ)dp(1/p−1/u)
∑
l:2l≈2j+k−µ
∥∥(m(2k·)ϕ)∨∥∥p
Lu(Bl)
where one has to use ‖AQ0,k‖Lu . 2µd(1/p−1/u) (which is due to embedding lu →֒ l1 and
(6.13)). Finally, one obtains
(6.26) . Kd/p−d/u,pu [m]
( ∞∑
k=µ
2−(k−µ)d(1/p−1/u)
)1/p
. Kd/p−d/u,pu [m].
6.2.2. The case 0 < q < 1 and q < p <∞. Assume 0 < q < u < 1, t = q, and s = d/q−d/u.
As in the proof of Theorem 2.2 it is enough to prove the case 11/q−1/u < p < ∞ because
of real interpolation method (5.7) with the case p = q. Suppose 1/p < 1/q − 1/u. Due to
(6.16) one needs to prove∥∥N ♯q ({Tmk (Πkf)})∥∥Lp . Kd/q−d/u,qu [m]‖f‖F˙ 0,qp .
For P ∈ D let P ∗ be the union of P and all dyadic cubes of side length l(P ) whose
boundaries have non-empty intersection with the boundary of P and let P ∗∗ := (P ∗)∗.
Then one has ( 1
|P |
∫
P
∞∑
k=− log2 l(P )
∣∣TmkΠkf(y)∣∣qdy)1/q . RinP +RoutP
where
R
in
P :=
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
∣∣Tmk(χ(P ∗∗)Πkf)(y)∣∣qdy)1/q
R
out
P :=
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
∣∣Tmk(χ(P ∗∗)cΠkf)(y)∣∣qdy)1/q.
From Lemma 6.2 it follows that
R
in
P . K0,qq [m]
( 1
|P |
∞∑
k=− log2 l(P )
∥∥Φk ∗ (χ(P ∗∗)Πkf)∥∥qLq)1/q
for some Φk ∈ S satisfyig Φ̂k(ξ) = 1 on 2k−2 ≤ |ξ| ≤ 2k+2. It should be observed that∥∥Φk ∗ (χ(P ∗∗)Πkf)∥∥qLq ≤ ∑
Q∈Dk,Q⊂P ∗∗
∥∥Φk ∗ (χQΠkf)∥∥qLq
and for sufficiently large M > d(1 − q)/q, by Ho¨lder’s inequality with 1/q > 1∥∥Φk ∗ (χQΠkf)∥∥qLq ≤ ‖Πkf‖qL∞(Q) ∫
Rd
(∫
Q
∣∣Φk(x− y)∣∣dy)qdx
.M ‖Πkf‖qL∞(Q)2−kd(1−q)
(∫
Rd
∫
Q
(
1 + 2k|x− cQ|
)M |Φk(x− y)|dydx)q
. 2−kd‖Πkf‖qL∞(Q)
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where cQ denotes the center of Q. In the last inequality one should use the fact that
1 + 2k|x− cQ| . 1 + 2k|x− y| for y ∈ Q. Therefore∥∥Φk ∗ (χ(P ∗∗)Πkf)∥∥qLq . ∑
Q∈Dk,Q⊂P ∗∗
2−kd‖Πkf‖qL∞(Q)
and for any σ > 0 this is less than a constant depending on σ times∫
P ∗∗
(
Mσ,2k (Πkf)(x)
)q
dx,
by using (6.2). This yields
R
in
P . K0,qq [m]
( 1
|P |
∫
P ∗∗
∞∑
k=− log2 l(P )
(
Mσ,2k(Πkf)(w)
)q
dw
)1/q
.(6.27)
Now for x ∈ Rd we take the supremum over P containing x to obtain
sup
P :x∈P∈D
R
in
P . K0,qq [m]
[
M
(∑
k∈Z
(
Mσ,2k(Πkf)
)q)
(x)
]1/q
,
and by choosing σ > d/q and using the Lp/q boundedness of M and (5.2) one proves∥∥ sup
P :x∈P∈D
R
in
P
∥∥
Lp(x)
. K0,qq [m]
∥∥f∥∥
F˙ 0,qp
. Kd/q−d/u,qu [m]
∥∥f∥∥
F˙ 0,qp
.
Now it remains to show∥∥ sup
P :x∈P∈D
R
out
P
∥∥
Lp(x)
. Kd/q−d/u,qu [m]‖f‖F˙ 0,qp(6.28)
and we write
R
out
P =
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
∣∣Tmk(Φk ∗ (χ(P ∗∗)cΠkf))(y)∣∣qdy)1/q
where Φk ∈ S whose Fourier transform is 1 on 2k−2 ≤ |ξ| ≤ 2k+2. By using Nikolskii’s
inequality with 0 < u < 1 one has∣∣Tmk(Φk ∗ (χ(P ∗∗)cΠkf))(y)∣∣ . 2kd(1/u−1)∥∥m∨k (y − ·)Φk ∗ (χ(P ∗∗)cΠkf)∥∥Lu .
Let
[RoutP ]1 :=
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2kdq(1/u−1)
∥∥m∨k (y − ·)Φk ∗ (χ(P ∗∗)cΠkf)∥∥qLu(P ∗)dy)1/q
[RoutP ]2 :=
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2kdq(1/u−1)
∥∥m∨k (y − ·)Φk ∗ (χ(P ∗∗)cΠkf)∥∥qLu((P ∗)c)dy)1/q.
To estimate [RoutP ]1 we claim that for σ > 0∥∥m∨k (y − ·)Φk ∗ (χ(P ∗∗)cΠkf)∥∥Lu(P ∗) .σ K0,uu [m]2−kd(1/u−1)Mσ,2kΠkf(y).
Indeed, the left hand side is less than(∫
P ∗
|m∨k (y − z)|u
(∫
(P ∗∗)c
|Φk(z − v)||Πkf(v)|dv
)u
dz
)1/u
≤ Mσ,2kΠkf(y)
(∫
P ∗
|m∨k (y − z)|u
(∫
(P ∗∗)c
(
1 + 2k|y − v|)σ|Φk(z − v)|dv)udz)1/u
.σ K0,uu [m]2−kd(1/u−1)Mσ,2kΠkf(y).
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Notice that in the last inequality we have used the fact that 1 + 2k|y − v| . 1 + 2k|z − v|
for y ∈ P , z ∈ P ∗, v ∈ (P ∗∗)c.
Then this yields that
[RoutP ]1 .σ K0,uu [m]
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
(
Mσ,2kΠkf(y)
)q
dy
)1/q
.(6.29)
Choosing σ > d/q and using Lp/q boundedness of M and (5.2) one obtains∥∥ sup
P :x∈P∈D
[RoutP ]1
∥∥
Lp(x)
. K0,uu [m]‖f‖F˙ 0,qp .
Now we prove ∥∥ sup
P :x∈P∈D
[RoutP ]2
∥∥
Lp(x)
. Kd/q−d/u,uu [m]‖f‖F˙ 0,∞p .(6.30)
It is seen that∥∥m∨k (y − ·)Φk ∗ (χ(P ∗∗)cΠkf)∥∥Lu((P ∗)c)
. Mσ,2k
(
Φk ∗
(
χ(P ∗∗)cΠkf
))
(y)
( ∫
(P ∗)c
∣∣m∨k (y − z)∣∣u(1 + 2k|y − z|)σudz)1/u.
Choosing d/p < σ < d/q − d/u and applying the same arguments in (6.23) for y ∈ P the
last expression is less than
Kd/q−d/u,uu [m]
(
2kl(P )
)−(d/q−d/u−σ)
Mσ,2k
(
Φk ∗
(
χ(P ∗∗)cΠkf
))
(y).
Observe that
Mσ,2k
(
Φk ∗
(
χ(P ∗∗)cΠkf
))
.Md/σ
(
Φk ∗ (χ(P ∗∗)cΠkf)
)
.Md/σMδ,2kΠkf.
Combining these, [RoutP ]2 is dominated by
Kd/q−d/u,uu [m]
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
(
2kl(P )
)−q(d/q−d/u−σ)(Md/σMδ,2kΠkf(y))qdy)1/q
. Kd/q−d/u,uu [m]
( 1
|P |
∫
P
sup
k∈Z
(Md/σMδ,2kΠkf(y))qdy)1/q
and consequently∥∥ sup
P :x∈P∈D
[RoutP ]2
∥∥
Lp(x)
. Kd/q−d/u,uu [m]
∥∥Mq( sup
k∈Z
Md/σMδ,2kΠkf
)∥∥
Lp
. Kd/q−d/u,uu [m]‖f‖F˙ 0,∞p
where one has to use the boundedness of Mq in Lp and (5.1) with d/σ < p and δ > d/p.
This proves (6.30) and completes the proof of (6.28).
6.2.3. The case p = ∞ and 0 < q < 1. Assume 0 < q < u < 1, t = q, and s = d/q − d/u.
Most parts of arguments remain valid and unchanged in this case and will not be repeated.
By using the above arguments, one obtains∥∥Tmf∥∥F˙ 0,q∞ . supP∈DRinP + supP∈D [RoutP ]1 + supP∈D [RoutP ]2.
Then by (6.27) and Lemma 5.2
sup
P∈D
R
in
P . K0,qq [m]‖f‖F˙ 0,q∞ .
By (6.29) and Lemma 5.2
sup
P∈D
[RoutP ]1 . K0,uu [m]‖f‖F˙ 0,q∞ .
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Moreover, (6.30) still holds even for p =∞. Thus, one has
sup
P∈D
[RoutP ]2 . Kd/q−d/u,uu [m]‖f‖F˙ 0,∞∞ .
Now we apply F˙ 0,q∞ →֒ F˙ 0,∞∞ to complete the proof.
6.3. Proof of Theorem 2.4. Suppose 1 ≤ p, q ≤ ∞, 0 < u ≤ 1. This can be proved by
repeating the arguments in the proof of Theorem 2.2. Thus we just give a short description
of the proof. As before one may assume t = u.
For the case 1 ≤ q < p ≤ ∞ it follows from (6.16) and (6.17) that
‖Tmf‖F˙ 0,qp .
∥∥ sup
P :x∈P∈D
RinP,u
∥∥
Lp(x)
+
∥∥ sup
P :x∈P∈D
RoutP,u
∥∥
Lp(x)
.
Then, as mentioned in the remark after the proof of Theorem 2.2, one can apply (6.19),
(6.22) for p <∞ and (6.24), (6.25) for p =∞.
The case 1 < p < q ≤ ∞ follows via daulity.
When p = 1 < q ≤ ∞, it can be proved by using ϕ-transform and ∞-atoms for f˙0,q1 .
6.4. Proof of Theorem 2.5(1). Let 1 ≤ p, q ≤ ∞, p 6= q, and 1 < u ≤ ∞. One may
assume t = 1
6.4.1. The case 1 < p < ∞, 1 < q ≤ ∞. Suppose that s = d − d/u. Our claim is the
pointwise estimate ∣∣Tmk(Πkf)(x)∣∣ . Kd−d/u,1u [m]Mu′(Πkf)(x)(6.31)
where 1/u + 1/u′ = 1. Then for u′ < p < ∞ and u′ < q ≤ ∞ the F˙ 0,qp boundedness of
Mu′ gives the boundedness result of Tm and duality argument (5.6) can be applied for
1 < p, q < u. Finally the usage of the complex interpolation (5.8) finishes the proof by
giving the condition
∣∣1/p − 1/q∣∣ < 1− 1/u.
For the estimation of (6.31) the left hand side can be bounded by
∞∑
l=0
∣∣(m∨kχBl(2k·)) ∗ (Πkf)(x)∣∣.
Then using Ho¨lder’s inequality with u > 1 each summand is dominated by
2ld(1−1/u)
∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
Mu′(Πkf)(x)
and (6.31) follows consequently.
6.4.2. The case q = 1 < p < u. One needs to prove( ∫ (∑
k∈Z
∣∣Tmk(Πkf)(x)∣∣)pdx)1/p . Kd−d/u,1u [m]‖f‖F 0,1p .(6.32)
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Using duality (5.6) the left hand side of (6.32) can be written as
sup
‖g‖
Lp
′≤1
∫ ∑
k∈Z
∣∣Tmk(Πkf)(x)∣∣g(x)dx
≤ sup
‖g‖
Lp
′≤1
∑
k∈Z
∞∑
l=0
∫ ∣∣(m∨kχBl(2k·)) ∗ (Πkf)(x)g(x)∣∣dx
≤ sup
‖g‖
Lp
′≤1
∑
k∈Z
∞∑
l=0
∑
Q∈Dk−l
∫ ∣∣(m∨kχBl(2k·)) ∗ (χQΠkf)(x)(gχQ˜)(x)∣∣dx
where Q˜ is a dilation of Q. In the last inequality χ
Q˜
appears in the integral because of the
supports of χBl(2
k·) and χQ.
Then using Ho¨lder’s inequality and Young’s inequality the integral in the last expression
is less than ∥∥m∨kχBl(2k·)∥∥Lu∥∥χQΠkf∥∥L1∥∥gχQ˜∥∥Lu′
. 2ld(1−1/u)
∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
∫
Q
|Πkf(x)|Mu′g(x)dx
and thus the supremum is dominated by a constant times
Kd−d/u,1u [m] sup
‖g‖
Lp
′
≤1
∫
Rd
∑
k∈Z
|Πkf(x)|Mu′g(x)dx.
Finally, (6.32) follows from Ho¨lder’s inequality with u > 1 and the Lp
′
boundedness ofMu′
with p′ > u′.
7. Proof of Theorem 3.1 − 3.4
In what follows let η, η˜ denote Schwartz functions so that η ≥ 0, η(x) ≥ c on {x : |x| ≤
1/100} for some c > 0, Supp(η̂) ⊂ {ξ : |ξ| ≤ 1/1000}, ̂˜η(ξ) = 1 for |ξ| ≤ 1/1000, and
Supp(̂˜η) ⊂ {ξ : |ξ| ≤ 1/100}. Let e1 := (1, 0, . . . , 0) ∈ Rd. Moreover let {λ1, λ2, . . . } be a
sequence of lattices in Rd such that
|λn| ≤
√
dn1/d.(7.1)
One way to select such a sequence is as follows. For each k = 1, 2, . . . let
λkd := (k, 0, 0, . . . , 0).
It should be observed that there are at most d(k+1)d−1 integers between kd and (k+1)d, and
there exist at least 2d(2k−1)d−1 lattices on the surface of cube [−k, k]d. Since d(k+1)d−1 ≤
2d(2k− 1)d−1 one can choose lattices λkd+1, λkd+2, . . . , λ(k+1)d−1 on the surface of the cube
and then clearly the length of those lattices is less than
√
dk, which yields (7.1).
7.1. Proof of Theorem 3.1(1).
7.1.1. The case 0 < p ≤ 1. Suppose u ≤ p < t and let
m(ξ) :=
∞∑
k=10
1
k1/p
e2πi〈ξ−e1,2
ke1〉̂˜η(ξ − e1).
Then due to the support of m and ϕ one has(
m(2k·)ϕ)∨(x) = {∑∞n=10 1n1/p (2−kdη˜(x/2k + 2ne1)e2πi〈·,2−ke1〉) ∗ ϕ∨(x), −2 ≤ k ≤ 2
0, otherwise.
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Let −2 ≤ k ≤ 2. Then for arbitrary M > 0∣∣(m(2k·)ϕ)∨(x)∣∣ . ∞∑
n=10
1
n1/p
∣∣η˜(·/2k + 2ne1)∣∣ ∗ |ϕ∨|(x)
.M
∞∑
n=10
1
n1/p
1(
1 + |x+ 2ne1|
)2M
and ∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
.M
( ∞∑
n=10
1
nu/p
∥∥(1 + | ·+2ne1|)−2M∥∥uLu(Bl))1/u.
We choose M > 1/u sufficiently large. Since
∥∥(1 + | ·+2ne1|)−2M∥∥Lu(Bl) .

1,
2−lM , n ≤ l − 1
2−nM , n ≥ l + 2
one has∥∥(m(2k·)ϕ)∨∥∥
K0,tu
.
( ∞∑
l=0
( ∞∑
n=max (10,l+2)
1
nu/p
2−nMu
)t/u)1/t
+
( ∞∑
l=9
( l+1∑
n=max (10,l)
1
nu/p
)t/u)1/t
+
( ∞∑
l=11
( l−1∑
n=10
1
nu/p
2−lMu
)t/u)1/t
. 1 +
( ∞∑
l=9
1
lt/p
)1/t
.
Since t < p this converges, and finally one has K0,tu [m] <∞.
Now let f(x) := η(x)e2πi〈x,e1〉. It is clear that ‖f‖B˙0,qp <∞. On the other hand, one has
Tmf(x) = e
2πi〈x,e1〉
∞∑
k=10
1
k1/p
η(x+ 2ke1)
and thus ∥∥Tmf∥∥B˙0,qp & ∥∥∥ ∞∑
k=10
1
k1/p
η(·+ 2ke1)
∥∥∥
Lp
≥
( ∞∑
n=10
∫
|x−2ne1|≤1/100
( ∞∑
k=10
1
k1/p
η(x+ 2ke1)
)p
dx
)1/p
&
( ∞∑
n=10
1
k
)1/p
=∞.
7.1.2. The case 1 < p ≤ ∞. Now suppose 1 < p ≤ ∞ and 0 < u ≤ 1 < t and let
m(ξ) :=
∞∑
k=10
1
k
e2πi〈ξ−e1,2
ke1〉̂˜η(ξ − e1).
Then by the same arguments one can prove K0,tu [m] < ∞. However, this is unbounded
function near e1 and this proves that Tm is not bounded on L
p for 1 < p <∞. Due to the
support of η̂ this implies that Tm is not bounded on B˙
0,q
p for 1 < p <∞.
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When p =∞, let
f(x) =
∞∑
k=10
η(x− 2ke1)e2πi〈x,e1〉.
Then since f̂ ⊂ {ξ : |ξ| ≈ 1} one has ‖f‖B˙0,q∞ . ‖f‖L∞ . 1. Moreover,
Tmf(x) = e
2πi〈x,e1〉
∞∑
k=10
∞∑
n=10
1
k
η(x− 2ne1 + 2ke1)
and ∥∥Tmf∥∥B˙0,q∞ & ∥∥Tmf∥∥L∞ ≥ ∥∥∥η ∞∑
k=10
1
k
∥∥∥
L∞
=∞.
7.2. Proof of Theorem 3.1(2).
7.2.1. The case 0 < p < 1. Suppose 0 < p < 1, p < u ≤ ∞, p < t, and s = d/p − d/u. Let
1/t < τ < 1/p and
h(p,τ)(x) :=
1
(1 + |x|2)d/(2p)
1(
1 + log (1 + |x|))τ .
Let
K(p,τ)(x) := h(p,τ) ∗ η(x)e−2πi〈x,e1〉
and
m(p,τ)(ξ) := K̂(p,τ)(ξ).
Then it follows that(
m(2k·)ϕ(x))∨ = {(2−kdK(p,τ)(2k·)) ∗ ϕ∨(x), −2 ≤ k ≤ 2
0, otherwise.
By using the fact that h(x+ y) ≤ h(x)h(y) one has∣∣(m(2k·)ϕ)∨(x)∣∣ . h(p,τ)(x)
and thus ∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
. 2−ld(1/p−1/u)(1 + l)−τ .
This leads to
sup
k∈Z
∥∥(m(p,τ)(2k·)ϕ)∨∥∥
K
d/p−d/u,t
u
.
( ∞∑
l=0
(1 + l)−τt
)1/t
<∞
because τ > 1/t.
Let f(x) := η˜(x/210)e2πi〈x,e1〉. Then clearly ‖f‖
B˙0,qp
≈ ‖f‖Lp . 1, but
‖Tm(p,τ)f‖B˙0,qp & ‖h
(p,τ) ∗ η‖Lp & ‖h(p,τ)‖Lp
which diverges since τ < 1/p.
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7.2.2. The case 1 ≤ p ≤ ∞. Suppose r = 1 < u < ∞ and 1 < t. We additionally assume
1 < t < u because other cases follow by embedding. We choose δ between 1/t and 1 and
let
m(ξ) :=
∞∑
n=10
1
n
1
(log n)δ
e−2πi〈λn,ξ−e1〉̂˜η(ξ − e1).
Then
(
m(2k·)ϕ)∨(x) =

∞∑
n=10
1
n
1
(log n)δ
(
2−kdη˜(·/2k − λn)
) ∗ ϕ∨(x), −2 ≤ k ≤ 2
0, otherwise.
Therefore one has that for M > 0∣∣(m(2k·)ϕ)∨(x)∣∣ .M ∞∑
n=10
1
n
1
(log n)δ
1(
1 + |x− λn|
)M
and
∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
is bounded by Ω1 +Ω2 where
Ω1 =
( ∫
Bl
( ∑
n:2l≥4
√
dn1/d
1
n
1
(log n)δ
1
(1 + |x− λn|)M
)u
dx
)1/u
Ω2 =
(∫
Bl
( ∑
n:2l<4
√
dn1/d
1
n
1
(log n)δ
1
(1 + |x− λn|)M
)u
dx
)1/u
.
If 2l ≥ 4√dn1/d and x ∈ Bl, then 1(1+|x−λn|)M . 2−lM due to (7.1). By choosing M
sufficiently large one obtains( ∞∑
l=0
2ltd(1−1/u)(Ω1)t
)1/t
. 1.
To estimate the term associated with Ω2 we choose a constant r so that 1/t − 1/u <
r/u < δ − 1/u. Using Ho¨lder’s inequalities with u/t > 1 and u > 1 it follows that( ∞∑
l=0
2ldt(1−1/u)(Ω2)t
)1/t
.
[ ∞∑
l=0
( ∫
Bl
( ∑
n:2l<4
√
dn1/d
1
n1/u
1
(log n)δ
1
(1 + |x− λn|)M
)u
dx
)t/u]1/t
≤
( ∞∑
l=0
1
(1 + l)rt/(u−t)
)1/t−1/u( ∞∑
l=0
(1 + l)r
∫
Bl
( ∑
n:2l<4
√
dn1/d
1
n1/u
1
(log n)δ
1
(1 + |x− λn|)M
)u
dx
)1/u
.
( ∞∑
l=0
∫
Bl
( ∑
n:2l<4
√
dn1/d
1
n1/u
1
(log n)δ−r/u
1
(1 + |x− λn|)M
)u
dx
)1/u
.
(∫
Rd
∞∑
n=10
1
n
1
(log n)δu−r
1
(1 + |x− λn|)M
( ∞∑
l=10
1
(1 + |x− λl|)M
)u−1
dx
)1/u
.
Choosing M > d the last term is less than a constant times( ∞∑
n=10
1
n
1
(log n)δu−r
)1/u
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because
∑∞
l=10
1
(1+|x−λl|)M is finite. This proves( ∞∑
l=0
2ltd(1−1/u)(Ω2)t
)1/t
.M 1
because δu− r > 1. Finally, one has Kd(1−1/u),tu [m] <∞.
Now due to the support of m it follows that
‖Tm‖B˙0,qp →B˙0,qp ≈ ‖Tm‖Lp→Lp
and thus one needs to confirm the Lp-boundedness of Tm.
For 1 < p <∞ Tm is not bounded on Lp because δ < 1 implies m 6∈ L∞.
For p =∞ let
f(x) =
∞∑
n=10
η(x+ λn)e
2πi〈x,e1〉.
Then it is clear that f ∈ L∞. On the other hand, one has
Tmf(x) = e
2πi〈x,e1〉
∞∑
k=10
∞∑
n=10
1
k
1
(log k)δ
η(x+ λn − λk)
and thus
‖Tmf‖L∞ &
∞∑
k=10
1
k
1
(log k)δ
=∞.
The case p = 1 is immediate by duality (L1)∗ = L∞.
7.3. Proof of Theorem 3.2. Suppose 0 < p, q ≤ ∞, p 6= q, t > 0, and 0 < u ≤
min (1, p, q). For n ∈ N let ζn := 10n.
7.3.1. Construction of a multiplier. Let
m(ξ) :=
∞∑
n=10
̂˜η((ξ − 2ζne1)/2ζn)e2πi〈2ζn e1,ξ−2ζne1〉.(7.2)
Then one has
m(2kξ)ϕ(ξ) =
̂˜η
(2kξ − 2ζme1
2ζm
)
e2πi〈2
ζm e1,2kξ−2ζme1〉ϕ(ξ), ζm − 2 ≤ k ≤ ζm + 2,m ≥ 10
0, otherwise.
Let k = ζm − j for some j ∈ {−2,−1, 0, 1, 2}. Then by elementary computation∣∣(m(2k·)ϕ)∨(x)∣∣ ≤ ∣∣2jdη˜(2j ·+22ζme1)∣∣ ∗ |ϕ∨|(x)
.M
1(
1 + |2jx+ 22ζme1|
)M ∫
Rd
(
1 + 2j |y|)M |ϕ∨(y)|dy
.M
1(
1 + |x+ 22ζm−je1|
)M
and thus ∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
.
(∫
Bl
1(
1 + |x+ 22ζm−je1|
)Mudx)1/u
.N

1
2−lN 2l ≥ 22ζm+3
2−ζmN 2l ≤ 22ζm−4
(7.3)
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for sufficiently large N .
Finally, one obtains∥∥(m(2k·)ϕ)∨∥∥
K0,tu
=
( ∞∑
l=0
∥∥(m(2k·)ϕ)∨∥∥t
Lu(Bl)
)1/t
.
( 2ζm−4∑
l=0
2−ζmNt
)1/t
+
( 2ζm+2∑
l=2ζm−3
1
)1/t
+
( ∞∑
l=2ζm+3
2−lNt
)1/t
. 1
and this proves K0,tu [m] <∞.
7.3.2. The case 0 < p < q ≤ ∞. Let ak := k−1/q(log k)−ǫ for 1/q < ǫ < 1/p. Let
f(x) :=
∞∑
n=10
aζnη(x)e
2πi〈x,2ζn e1〉.(7.4)
Then
Πkf(x) =
{
aζm
(
ηe2πi〈x,2
ζme1〉) ∗ φk(x), ζm − 1 ≤ k ≤ ζm + 1,m ≥ 10
0, otherwise.
For each ζm − 1 ≤ k ≤ ζm + 1,m ≥ 10 it is clear that for M > 0∣∣Πkf(x)∣∣ ≤ aζm|η| ∗ |φk|(x) .M aζm 1(1 + |x|)M .
Choosing M > d/p one has
‖f‖
F˙ 0,qp
.
( ∞∑
m=10
ζm+1∑
k=ζm−1
aqζm
)1/q
.
( ∞∑
k=10
aqk
)1/q
<∞.
On the other hand, one has
Tmf(x) =
∞∑
n=10
aζnη(x+ 2
ζne1)e
2πi〈x,2ζne1〉
and
‖Tmf‖F˙ 0,qp =
∥∥∥(∑
k∈Z
∣∣φk ∗ Tmf ∣∣q)1/q∥∥∥
Lp
&
∥∥∥(∑
k∈Z
∣∣(φk−1 + φk + φk+1) ∗ Tmf ∣∣q)1/q∥∥∥
Lp
≥
(∫
Rd
( ∞∑
n=10
|aζn |q
∣∣η(x+ 2ζne1)∣∣q)p/qdx)1/p
≥
( ∞∑
m=10
∫
|x+2ζme1|≤1/100
|aζm |p
∣∣η(x+ 2ζme1)∣∣pdx)1/p
&
( ∞∑
m=10
|aζm |p
)1/p
=∞.
7.3.3. The case 0 < q < p <∞. Choosing bk := k−1/p(log k)−δ for 1/p < δ < 1/q let
g(x) :=
∞∑
n=10
bζnη(x− 2ζne1)e2πi〈x,2
ζn e1〉.(7.5)
Similarly one has
Πkg(x) =
{
bζm
(
η(· − 2ζme1)e2πi〈·,2ζm e1〉
) ∗ φk(x), ζm − 1 ≤ k ≤ ζm + 1,m ≥ 10
0, otherwise.
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This implies that for each ζm − 1 ≤ k ≤ ζm + 1,m ≥ 10
|Πkg(x)| ≤ bζm
∣∣η(· − 2ζme1)∣∣ ∗ |φk|(x) .M bζm 1(
1 + |x− 2ζme1|
)M
and thus
‖g‖
F˙ 0,qp
.M
( ∫
Rd
( ∞∑
m=10
ζm+1∑
k=ζm−1
|bζm |q
1(
1 + |x− 2ζme1|
)Mq )p/qdx)1/p.
Choosing M > d/q and using Ho¨lder’s inequality with p/q > 1 this is less than(∫
Rd
∞∑
m=10
ζm+1∑
k=ζm−1
|bζm |p
1(
1 + |x− 2ζme1|
)Mq dx)1/p . ( ∞∑
k=10
|bk|p
)1/p
<∞.
However,
Tmg(x) =
∞∑
m=10
bζme
2πi〈x,2ζme1〉η(x)
and thus
‖Tmg‖F˙ 0,qp &
∥∥∥(∑
k∈Z
∣∣(φk−1 + φk + φk+1) ∗ Tmg∣∣q)1/q∥∥∥
Lp
≥ ‖η‖Lp
( ∞∑
n=10
|bζn |q
)1/q
=∞.
7.3.4. The case 0 < q < p =∞. Let
h(x) :=
∞∑
n=10
η(x− 2ζne1)e2πi〈x,2ζn e1〉.(7.6)
Note that h is defined by letting bζn = 1 in (7.5). Therefore one has for ζm − 1 ≤ k ≤
ζm + 1,m ≥ 10
|Πkh(x)| . 1(
1 + |x− 2ζme1|
)M(7.7)
and ‖h‖F˙ 0,q∞ . 1. Moreover,
Tmh(x) = η(x)
∞∑
n=10
e2πi〈x,2
ζme1〉
and
‖Tmh‖F˙ 0,q∞ =∞.
7.4. Proof of Theorem 3.3. Let r = min (p, q) and suppose that r < 1.
7.4.1. Construction of a multiplier. For u, s, τ > 0 let
h(u,s,τ)(x) :=
1
(1 + |x|2)1/2(s+d/u)
1(
1 + log (1 + |x|))τ .
Then we define
K(u,s,τ)(x) := h(u,s,τ) ∗ η(x)e−2πi〈x,e1〉
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and
m(u,s,τ)(ξ) :=
∞∑
n=10
̂
K
(u,s,τ)
n (ξ)
where K
(u,s,τ)
n (x) := 2ζndK(u,s,τ)(2ζnx). Then it should be observed that
m(u,s,τ)(2kξ)ϕ(ξ) =
{
K̂(u,s,τ)(2k−ζnξ)ϕ(ξ), ζn − 2 ≤ k ≤ ζn + 2, n ≥ 10
0, otherwise.
Let k = ζn − j for some j ∈ {−2,−1, 0, 1, 2}. Then∣∣(m(u,s,τ)(2k·)ϕ)∨(x)∣∣ . (|h(u,s,τ)| ∗ |η|(2j ·)) ∗ |ϕ∨|(x) . h(u,s,τ)(x)
where one has to use the fact that h(u,s,τ)(x+ y) ≤ h
(u,s,τ)(x)
h(u,s,τ)(y)
. Therefore one has∥∥(m(u,s,τ)(2k·)ϕ)∨∥∥
Lu(Bl)
. ‖h(u,s,τ)‖Lu(Bl) . 2−ls(1 + l)−τ
uniformly in k. This leads to∥∥(m(u,s,τ)(2k·)ϕ)∨∥∥
Ks,tu
.
( ∞∑
l=0
(1 + l)−τt
)1/t
.
Finally, if τ > 1/t then Ks,tu [m(u,s,τ)] <∞.
7.4.2. The case 0 < p < 1 and p ≤ q. Let f(x) := 2ζ10dη˜(2ζ10x)e−2πi〈2ζ10x,e1〉. It clearly
follows that ‖f‖
F˙ 0,qp
. 1.
On the other hand
Tm(u,s,τ)f(x) = 2
ζ10dh(u,s,τ) ∗ η(2ζ10x)e−2πi〈2ζ10x,e1〉
and
‖Tm(u,s,τ)f‖F˙ 0,qp &
∥∥∥(∑
k∈Z
∣∣(φk−1 + φk + φk+1) ∗ Tm(u,s,τ)f ∣∣q)1/q∥∥∥
Lp
≥ ‖h(u,s,τ) ∗ η‖Lp & ‖h(u,s,τ)‖Lp .
This diverges if s < d/p − d/u or if s = d/p − d/u and τ ≤ 1/p. Hence if τ = d/p − d/u
and t > p, then choose τ so that 1/t < τ < 1/p.
7.4.3. The case 0 < q < 1 and q ≤ p < ∞. In this case we apply the idea in [3]. Let
{rk}∞k=1 be a fixed sequence of positive numbers. Suppose 0 < q ≤ p <∞ and K ∈ E(1). If∥∥∥(∑
k
∣∣rdkK(rk·) ∗ fk∣∣q)1/q∥∥∥
Lp
≤ A
∥∥∥(∑
k
|fk|q
)1/q∥∥∥
Lp
for all fk ∈ E(rk) with {fk} ∈ Lp(lq), then there exists a constant Cp,q,d such that
‖K‖Lq ≤ Cp,q,dA.
By applying Minkowski’s inequality with 1/p > 1 one obtains
‖K(u,s,τ)‖Lq & ‖h(u,s,τ)‖Lq
and this diverges if s < d/q − d/u or if s = d/q − d/u and τ ≤ 1/q. Therefore the proof is
done by choosing τ satisfying 1/t < τ < 1/q if s = d/q − d/u and t > q.
7.5. Proof of Theorem 3.4. Now suppose 1 ≤ p, q ≤ ∞, 1 < u ≤ ∞, and s ∈ R.
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7.5.1. Construction of multipliers. Let
m(1)(ξ) =
∞∑
n=10
2−ζn(s−d(1−1/u))ζn−s/d̂˜η(ξ − 2ζne1)e2πi〈λζn ,ξ〉
m(2)α (ξ) =
∞∑
n=10
2−2ζn(s−d(1−1/u))ζn−sα̂˜η(2ζn(ξ − 2ζne1))e2πi〈2ζn ζnαe1,ξ〉.
We claim that
Ks,tu [m(1)] <∞, s, t > 0, u > 1(7.8)
Ks,tu [m(2)α ] <∞, α > 0.(7.9)
Indeed, one has
m(1)(2kξ)ϕ(ξ)
=
{
2−ζn(s−d+d/u)ζ−s/dn ̂˜η(2kξ − 2ζne1)e2πi〈2kλζn ,ξ〉ϕ(ξ), ζn − 2 ≤ k ≤ ζn + 2, n ≥ 10
0, otherwise.
Let k = ζn − j for j ∈ {−2,−1, 0, 1, 2}. Then one obtains∣∣(m(1)(2k·)ϕ)∨(x)∣∣ ≤ 2jd2−ζn(s+d/u)ζ−s/dn ∣∣η˜(·/2ζn−j + λζn)∣∣ ∗ |ϕ∨|(x)
.M 2
−ζn(s+d/u)ζ−s/dn
1(
1 + | x
2ζn
+ λζn |
)2M
and for sufficiently large C > 0
∥∥(m(1)(2k·)ϕ)∨∥∥
Lu(Bl)
.
{
2−ζnsζs/dn ,
2−ζnsζs/dn 2ζnM2−lM , 2l > C2ζnζ
1/d
n .
This yields (7.8).
In order to prove (7.9) it should be observed that
m(2)α (2
kξ)ϕ(ξ)
=
{
2−2ζn(s−d+d/u)ζ−sαn ̂˜η(2ζn(2kξ − 2ζne1))e2πi〈2ζn+kζαn e1,ξ〉ϕ(ξ), ζn − 2 ≤ k ≤ ζn + 2, n ≥ 10
0, otherwise.
Let k = ζn − j for some j ∈ {−2,−1, 0, 1, 2}. Then one has∣∣(m(2)α (2k·)ϕ)∨∣∣ . 2−2ζn(s+d/s)ζ−sαn ∣∣η˜( · /22ζn−j + ζαn e1)∣∣ ∗ |ϕ∨|(x)
.M 2
−2ζn(s+d/u)ζ−sαn
1(
1 +
∣∣ x
22ζn
+ ζαn e1
∣∣)2M
and for sufficiently large C > 0
∥∥(m(2)α (2k·)ϕ)∨∥∥Lu(Bl) .
{
2−2ζnsζ−sαn ,
2−2ζnsζ−sαn 22ζnM2−lM , 2l > C22ζnζαn .
This proves (7.9).
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7.5.2. The case 1 ≤ p < q ≤ ∞. Let 1/q < ǫ < 1/p and f ∈ F˙ 0,qp be defined as in (7.4).
Then
Tm(1)f(x) =
∞∑
n=10
aζn2
−ζn(s−d+d/u)ζ−s/dn η(x+ λζn)e
2πi〈x+λζn ,2ζne1〉
and
‖Tm(1)f‖F˙ 0,qp &
∥∥∥(∑
k∈Z
∣∣(φk−1 + φk + φk+1) ∗ Tm(1)f ∣∣q)1/q∥∥∥
Lp
=
(∫
Rd
( ∞∑
n=10
|aζn |q2−ζnq(s−d+d/u)ζ−sq/dn
∣∣η(x+ λζn)∣∣q)p/qdx)1/p
≥
( ∞∑
n=10
∫
|x+λζn |≤1/100
|aζn |p2−ζnp(s−d+d/u)ζ−sp/dn
∣∣η(x+ λζn)∣∣pdx)
&
( ∞∑
n=10
2−ζnp(s−d+d/u)ζ−p(s/d+1/q)n (log ζn)
−ǫp
)1/p
.
This diverges if s < d(1 − 1/u), or if s = d(1 − 1/u) and 1/p − 1/q ≥ 1 − 1/u. One has
proved the case u ≤ q ≤ ∞ of (2) and the case 1 ≤ p < q ≤ ∞ of (1) and (4).
7.5.3. The case 1 ≤ q < p <∞. Choose bk := k−1/p(log k)−δ for 1/p < δ < 1/q and let
g(x) :=
∞∑
n=10
bζnη(x− λζn)e2πi〈x,2
ζne1〉.
Then by the same argument in (7.5) one can show g ∈ F˙ 0,qp . Moreover one has
Tm(1)g(x) = η(x)
∞∑
n=10
bζn2
−ζn(s−d+d/u)ζ−s/dn e
2πi〈x+λζn ,2ζne1〉
and
‖Tm(1)g‖F˙ 0,qp &
∥∥∥(∑
k∈Z
∣∣(φk−1 + φk + φk+1) ∗ Tm(1)g∣∣q)1/q∥∥∥
Lp
≥ ‖η‖Lp
( ∞∑
n=10
|bζn |q2−ζnq(s−d+d/u)ζ−sq/dn
)1/q
&
( ∞∑
n=10
2−ζnq(s−d+d/u)ζ−q(1/p+s/d)n
(
log ζn
)−δq)1/q
.
This diverges if s < d(1− 1/u), or if s = d(1 − 1/u) and 1/q − 1/p ≥ 1− 1/u. This proves
the cases 1 ≤ q < p <∞ of (1) and (4).
7.5.4. The case 1 ≤ q < p =∞. For s > 0 and α = 1sq let
hα(x) :=
∞∑
n=10
η(x/2ζn − ζαn e1)e2πi〈x,2
ζn e1〉.
Then by using the same arguments in (7.7) one obtains for ζn − 1 ≤ k ≤ ζn + 1, n ≥ 10
|Πkhα(x)| . 1(
1 +
∣∣x/2ζn − ζαn e1∣∣)M .
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Therefore one has for sufficiently large M > 0
‖hα‖F˙ 0,q∞ .
∥∥∥( ∞∑
n=10
ζn+1∑
k=ζn−1
1(
1 + | · /2ζn − ζαn e1|
)Mq )1/q∥∥∥L∞
and this is finite because for α > 0
∞∑
k=1
1
(1 + | · /2k − kα|)M
belongs to L∞(R) if M is large enough depending on α.
On the other hand one has
T
m
(2)
α
hα(x) =
∞∑
n=10
2−2ζn(s−d(1−1/u))ζn−sαη(x/2ζn )e2πi〈x+2
ζn ζαn e1,2
ζne1〉
and ∥∥T
m
(2)
α
hα
∥∥
F˙ 0,q∞
&
(∫
[0,1]d
∞∑
k=1
∣∣(φk−1 + φk + φk+1) ∗ (Tm(2)α hα)(x)∣∣qdx)1/q
&
(∫
[0,1]d
∞∑
n=10
2−2qζn(s−d+d/u)ζ−1n
∣∣η(x/2ζn )∣∣qdx)1/q.
Note that if log2 100
√
d ≤ ζn then η(x/2ζn) ≥ c for x ∈ [0, 1]d. Thus we choose an integer
nd ≥ log2 100
√
d
10 and then∥∥T
m
(2)
α
hα
∥∥
F˙ 0,q∞
&
( ∞∑
n=max (10,nd)
2−2qζn(s−d+d/u)ζ−1n
)1/q
.
This diverges if s ≤ d(1− 1/u).
This proves (3) and the case 1 ≤ q < p =∞ of (1). Furthermore, the case 1 < q <∞ of
(2) is proved via duality (5.6).
7.5.5. The proof of Theorem 3.4 (5). This can be proved by using an idea in the proof of
Theorem 3.1 (2).
8. Proof of Theorem 4.1 and 4.2
Suppose 0 < p, q ≤ ∞, p 6= q, and 0 < u ≤ min (1, p, q).
8.1. Proof of Theorem 4.1.
8.1.1. The case 0 < q < p < ∞. Let 0 < q < p < ∞, and 0 < u ≤ q. By (6.19) it suffices
to prove ∥∥ sup
P :x∈P∈D
RoutP,u
∥∥
Lp(x)
. Bp,q(w)K0,uu (w)[m].
Let P be a dyadic cube with side length l(P ) = 2−µ. Using Ho¨lder’s inequality with p/q > 1
and (6.23), RoutP,u is controlled by
Bp,q(w)
( 1
|P |
∫
P
( ∞∑
k=µ
w(k − µ)p2kdp(1/u−1)∥∥m∨kΠkf(y − ·)∥∥pLu(B(0,2l(P ))c))q/pdy)1/q
. Bp,q(w)
( 1
|P |
∫
P
( ∞∑
k=µ
2kdp(1/u−1)
( ∞∑
l=k−µ
w(l)u
∣∣m∨kχBl(2k·)∣∣u ∗ ∣∣Πkf ∣∣u(y))p/u)q/pdy)1/q.
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Then by taking supremum over P ∈ D containing x one obtains∥∥ sup
P :x∈P∈D
RoutP,u
∥∥
Lp(x)
. Bp,q(w)
∥∥∥Mq/p(∑
k∈Z
2kdp(1/u−1)
( ∞∑
l=0
w(l)u
∣∣m∨kχBl(2k·)∣∣u ∗ ∣∣Πkf ∣∣u)p/u)∥∥∥1/p
L1
. Bp,q(w)
(∑
k∈Z
2kdp(1/u−1)
∥∥∥ ∞∑
l=0
w(l)u
∣∣m∨kχBl(2k·)∣∣u ∗ |Πkf |u∥∥∥p/u
Lp/u
)1/p
. Bp,q(w)
(∑
k∈Z
‖Πkf‖pLp
( ∞∑
l=0
w(l)u
∥∥(m(2k·)ϕ)∨∥∥u
Lu(Bl)
)p/u)1/p
. Bp,q(w)K0,uu (w)[m]‖f‖F˙ 0,pp
where the second inequality follows from the boundedness of Mq/p in L1 and the thrid
one is from Minkowski’s inequality with p/u > 1 and Young’s inequality. Then embedding
F˙ 0,qp →֒ F˙ 0,pp finishes the proof.
8.1.2. The case 0 < q < p =∞. Due to (6.24) one needs to prove that
sup
P∈D
RoutP,u . B∞,q(w)K0,uu (w)[m]‖f‖F˙ 0,q∞ .(8.1)
By (6.23) and Ho¨lder’s inequality(if u < q) RoutP,u is controlled by
( 1
|P |
∫
P
∞∑
k=µ
w(k − µ)−q2kdq(1/u−1)
( ∞∑
l=k−µ
w(l)u
∣∣m∨kχBl(2k·)∣∣u ∗ |Πkf |u(x))q/udx)1/q
. B∞,q(w) sup
k∈Z
2kd(1/u−1)
( ∞∑
l=k−µ
w(l)u
∥∥∣∣m∨kχBl(2k·)∣∣u ∗ |Πkf |u∥∥L∞)1/u.
Then it follows that RoutP,u . B∞,q(w)K0,uu (w)[m]‖f‖F˙ 0,∞∞ by Young’s inequality. Finally,
(8.1) is proved from embedding F˙ 0,q∞ →֒ F˙ 0,∞∞ .
8.1.3. The case 0 < p < q ≤ ∞. The case 1 < p < q ≤ ∞ follows via duality (5.6).
Therefore we suppose 0 < p ≤ 1. We follow the proof of Theorem 2.2. Let AQ0,k be defined
as (6.8). Then one needs to show
( ∞∑
j=2
∫
Dj
( ∞∑
k=µ
2kdq(1/u−1)
(Lmidu,j [AQ0,k](x))q)p/qdx)1/p . Bp,q(w)K0,uu (w)[m](8.2)
because other terms are bounded by K0,uu [m].
By lp →֒ lq, Minkowski’s inequality (with p/u > 1 if p > u), lu →֒ lp, the increasing
property of {w(l)}, and Ho¨lder’s inequality with q/p > 1, the left hand side of (8.2) is less
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than ( ∞∑
k=µ
∞∑
j=2
2kdp(1/u−1)
∫
Dj
(∫
Rd
∑
l:2l≈2j+k−µ
∣∣(m∨kχBl(2k·))(y)∣∣u∣∣AQ0,k(x− y)∣∣udy)p/udx)1/p
.
( ∞∑
k=µ
2kdp(1/u−1)‖AQ0,k‖pLp
∞∑
j=2
( ∑
l:2l≈2j+k−µ
∥∥m∨kχBl(2k·)∥∥uLu)p/u)1/p
.
( ∞∑
k=µ
2kdp(1/u−1)‖AQ0,k‖pLp
( ∞∑
l=k−µ
∥∥m∨kχBl(2k·)∥∥uLu)p/u)1/p
≤
( ∞∑
k=µ
‖AQ0,k‖pLpw(k − µ)−p
( ∞∑
l=k−µ
∥∥(m(2k·)ϕ)∨∥∥u
Lu(Bl)
w(l)u
)p/u)1/p
. K0,uu (w)[m]Bp,q(w)
( ∞∑
k=µ
‖AQ0,k‖qLp
)1/q
.
Then using the fact that ( ∞∑
k=µ
‖AQ0,k‖qLp
)1/q
. 1
(8.2) is proved.
8.2. Proof of Theorem 4.2. Suppose that 0 < p, q,≤ ∞, p 6= q, and t > 0. We construct
a counter example based on the idea in the proof of Theorem 3.2. Let
w(k) := (1 + k)|1/p−1/q|.
Then it is clear that
∑∞
k=0w(k)
−s <∞ for all s > 1|1/p−1/q| .
m(ξ) :=
∞∑
n=10
1
w(ζn)
η̂
(
(ξ − 2ζne1)/2ζn
)
e2πi〈2
ζne1,ξ−2ζne1〉.
Note that m is a modification of (7.2) with weight { 1w}. Thus, by using the idea in (7.3)
one obtains that for k = ζm − j, j ∈ {−2,−1, 0, 1, 2}
∥∥(m(2k·)ϕ)∨∥∥
Lu(Bl)
.N

w(ζm)
−1
2−lNw(ζm)−1 2l ≥ 22ζm+3
2−ζmNw(ζm)−1 2l ≤ 22ζm−4
and ∥∥(m(2k·)ϕ)∨∥∥
K0,tu (w)
.
( 2ζm−4∑
l=0
( w(l)
w(ζm)
)t
2−ζmNt
)1/t
+
( 2ζm−4∑
l=0
( w(l)
w(ζm)
)t
2−ζmNt
)1/t
+
( 2ζm−4∑
l=0
( w(l)
w(ζm)
)t
2−ζmNt
)1/t
.
w(2ζm + 3)
w(ζm)
. 1
by the monotonicity of {w(k)}. This proves K0,tu (w)[m] <∞.
Now let us prove that the operator Tm is not bounded on F
0,q
p for p 6= q. When 0 < p <
q ≤ ∞ let f ∈ F˙ 0,qp be defined as in (7.4) and the similar process yields that∥∥Tmf∥∥F˙ 0,qp & ( ∞∑
n=10
( |aζn |
w(ζn)
)p)1/p
=
( ∞∑
n=10
1
ζn(log ζn)pǫ
)1/p
=∞.
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When 0 < q < p <∞ let g ∈ F˙ 0,qp be as in (7.5). Then one can similarly prove that∥∥Tmg∥∥F˙ 0,qp & ( ∞∑
n=10
( |bζn |
w(ζn)
)q)1/q
=
( ∞∑
n=10
1
ζn(log ζn)qδ
)1/q
=∞.
When 0 < q < p =∞ define h ∈ F˙ 0,qp as in (7.6) and it also follows that
‖Tmh‖F˙ 0,q∞ &
( ∞∑
n=10
1
w(ζn)q
)1/q
=
( ∞∑
n=10
1
ζn
)1/q
=∞.
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