The article provides an historical survey of the early contributions on infinitely divisible distributions starting from the pioneering works of de Finetti in 1929 up to the canonical forms developed in the thirties by Kolmogorov, Lévy and Khintchine. Particular attention is paid to single out the personal contributions of the above authors that were published in Italian, French or Russian during the period 1929-1938. In Appendix we report the translation from the Russian into English of a fundamental paper by Khintchine published in Moscow in 1937.
Introduction
The purpose of this paper is to illustrate how the concept of an infinitely divisible distribution has been developed up to obtain the canonical form of its characteristic function.
Usually historical aspects on this development are known thanks to some notes available in the classical textbooks by Lévy [75] (published in French in 1937 and 1954) , by Gnedenko-Kolmogorov [45] (published in Russian in 1949 and translated into English in 1954) and by Feller [38] (published in English in 1966 and 1971) . Similar historical notes can be extracted from the recent treatises by Sato [105] and by Steutel and van Harn [112] .
In our opinion, however, a better historical analysis can be accomplished if one examines the original works of the pioneers, namely Bruno de Finetti [26, 27, 28, 29, 31] , Andrei Nikolaevich Kolmogorov (1903 Kolmogorov ( -1987 [68, 69] , who published in Italian in Rendiconti della R. Accademia Nazionale dei Lincei, Paul Lévy (1886 Lévy ( -1971 [73, 74] , who published in French in Annali della R. Scuola Normale di Pisa, and finally Alexander Yakovlevich Khintchine 1 (1894-1959) [62] , who published in Russian in the Bulletin of the Moscow State University. Noteworthy is the 1938 book by Khintchine himself [65] , in Russian, on Limit Distributions for Sums of Independent Random Variables. For the reader interested in the biographical notes and bibliography of the mentioned scientists we refer: for de Finetti to [20, 23, 24, 25] , for Kolmogorov to [108, 109] , for Lévy to [76, 77] and for Khintchine to [44] .
In spite of the fact that de Finetti was the pioneer of the infinitely divisible distributions in view of his 1929-1931 papers, as is well recognized in the literature, the attribute infinitely divisible, as noted by Khintchine in his 1938 book [65] , first appeared in the Moscow mathematical school, precisely in the 1936 unpublished thesis by G.M. Bawly (1908 Bawly ( -1941 2 . According to Khintchine [65] the name of infinitely divisible distributions (in a printed version) is found in the 1936 article by G.M. Bawly [5] , that was recommended for publication in the very important starting volume of the new series of Matematičeski Sbornik. However, we note that this term was not "stably" applied in the article. Two alternative (and equivalent) terms were used, namely infinitely = unbeschränkt (German) and unboundedly = unbegrenzt (German), see [5, p. 918] .
The first formal definition of an infinitely divisible distribution was given by Khintchine himself [63] . It reads: a distribution of a random variable which for any positive integer n can be represented as a sum of n identically distributed independent random variables is called an infinitely divisible distribution.
We note that infinitely divisible distributions (already under this name) were formerly studied systematically in the 1937 book by Lévy [75] , and soon later in the 1938 book by Khintchine [65] . We also note that Lévy himself, in his late biographical 1970 booklet [76, p. 103] , attributes to Khintchine the name indéfiniment divisible. The canonical form of infinitely divisible distributions is known in the literature as Lévy-Khintchine formula, surely because it was so named by Gnedenko and Kolmogorov [45] The plan of the present paper is as follows. In Section 2 we provide a survey of the known results on infinitely divisible distributions. Then we pass to present the tale on the origin of these results by recalling, in a historical perspective, the early publications of our four actors: de Finetti, Kolmogorov, Lévy and Khintchine. Section 3 is devoted to de Finetti and Kolmogorov, namely to the so-called de Finetti's problem (as it was referred to by Kolmogorov). Section 4 is devoted to Lévy and Khintchine, namely to the origin of the so-called Lévy-Khintchine formula.
To our knowledge the original contributions by Khintchine have never been translated into English, so we find it convenient to report in Appendix the English translation of his 1937 paper, that has led to the Lévy-Khintchine formula. We plan to publish the English translation of the 1938 book by Khintchine on Limit Distributions for Sums of Independent Random Variables along with a few related articles of him (originally in Italian, German and Russian).
Concerning our bibliography, the main text and the footnotes give references to some classical publications. However, we take this occasion to edit a more extended bibliography on infinite divisible distributions and related topics, that, even if non-exhaustive, could be of some interest.
A survey on infinitely divisible distributions
Hereafter we recall the classical results on infinitely divisible distributions just to introduce our notations. We presume that the reader has a good knowledge in the Probability Theory. In the below formulations we essentially follow the treatments by Feller [38] and by Lukacs [80] ; in the references, however, we have cited several treatises containing excellent chapters on infinite divisible distributions. A probability distribution F is infinitely divisible iff for each n ∈ IN it can be represented as the distribution of the sum
of n independent random variables with a common distribution F n . It is common to locate the random variables in an infinite triangular array
whose rows contain independent identically distributed (iid) random variables. This definition is valid in any number of dimensions, but for the present we shall limit our attention to one-dimensional distributions. It should be noted that infinite divisibility is a property of the type, that is, together with F all distributions differing from F only by location parameters are infinitely divisible. Stable distributions (henceforth the Gaussian and the Cauchy distributions) are infinitely divisible and distinguished by the fact that F n differs from F only by location parameters.
On account of the convolution property of the distribution functions of independent random variables, the distribution function F turns out to be the n-fold convolution of some distribution function F n ; then, the notion of infinite divisibility can be introduced by means of the characteristic function:
In fact, for an infinitely divisible distribution its characteristic function ϕ(t) turns out to be, for every positive integer n, the n-th power of some characteristic function. This means that there exists, for every positive integer n, a characteristic function ϕ n (t) such that
The function ϕ n (t) is uniquely determined by ϕ(t), ϕ n (t) = [ϕ(t)] 1/n , provided that one selects the principal branch for the n-th root.
Since Eqs. (2.2) and (2.4) are equivalent, alternatively one could speak about infinitely divisible distributions or infinitely divisible characteristic functions. Elementary properties of infinitely divisible characteristic functions are listed by Lukacs [80] . The concept of infinite divisibility is very important in probability theory, particularly in the study of limit theorems.
Here we stress the fact that infinitely divisible distributions are intimately connected with stochastic processes with independent increments. By this we mean a family of random variables X(λ) depending on the continuous parameter λ and such that the increments X(λ k+1 ) − X(λ k ) are mutually independent for any finite set {λ 1 < λ 2 < . . . < λ n }. More precisely the processes are assumed to be homogeneous, that is with stationary increments. Then the distribution of Y (λ) := X(λ 0 + λ) − X(λ 0 ) depends only on the length λ of the interval but not on λ 0 . Let us make a partition the interval [λ 0 , λ 0 + λ] by n + 1 equidistant points λ 0 < λ 1 < . . . < λ n = λ 0 + λ and put X k,n = X(λ k )−X(λ k−1 ). Then the variable Y (λ) of a process with stationary independent increments is the sum of n independent variables X k,n with a common distribution and hence Y (λ) has an infinitely divisible distribution. We can summarise all above by simply writing the characteristic function of Y (λ) for any λ > 0 as
We note that we have adopted the notation commonly used in the early contributions: the letter t denotes the Fourier parameter of the characteristic function whereas the continuous parameter (essentially the time) of a stochastic process has been denoted by the letter λ. Only later, when the theory of stochastic processes became well developed, the authors had denoted the Fourier parameter by a different letter like u or κ reserving, as natural, the letter t to the time entering the stochastic processes. The reader should be aware of the old notation in order to avoid possible confusion.
Let us close this section by recalling (essentially based on the book by Lukacs) the main theorems concerning the structure of infinitely divisible distributions, that are relevant to our historical survey.
First de Finetti's Theorem: A characteristic function is infinitely divisible iff it has the form 6) where the p m are real positive numbers while ψ m (t) are characteristic functions.
Second de Finetti's Theorem: The limit of a sequence of finite products of Poisson-type characteristic functions is infinitely divisible. The converse is also true. This means that the class of infinitely divisible laws coincides with the class of distribution limits of finite convolutions of distributions of Poisson-type 4 .
The Kolmogorov canonical representation: The function ϕ(t) is the characteristic function of an infinitely divisible distribution with finite second moment iff it can be written in the form
where γ is a real constant, and K(x) is a non-decreasing and bounded function such that K(−∞) = 0. The integrand is defined for u = 0 to be equal to −(t 2 /2). 4 Let us recall that for the characteristic function of the Poisson distribution we have according to (2.4)
The theorem can be used to show that a given characteristic function is infinitely divisible.
For an example we refer the reader to [80, p. 113] .
The Lévy canonical representation: The function ϕ(t) is the characteristic function of an infinitely divisible distribution iff it can be written in the form The Lévy-Khintchine canonical representation: The function ϕ(t) is the characteristic function of an infinitely divisible distribution iff it can be written in the form
where γ is a real constant, and G(u) is a non-decreasing and bounded function such that G(−∞) = 0. The integrand is defined for u = 0 to be equal to −(t 2 /2). We point out that there is a tight connection between the Lévy-Khintchine canonical representation and the general Central Limit Theorem. For a clear description of a modern view on this connection we refer, e.g., to [49] .
The work of de Finetti and Kolmogorov
Bruno de Finetti is recognized to be the most prominent scientist of the Italian school of Probability and Statistics, that started at the beginning of the last century with Guido Castelnuovo (1865-1952) and Francesco Paolo Cantelli (1875 Cantelli ( -1966 Just after the Bologna Congress de Finetti started a research regarding functions with random increments, see [26, 27, 28, 29, 31] based on the theory of infinitely divisible characteristic functions, even if he did not use such term. His results can be summarized in a number of relevant theorems (partly stated in the previous Section). As it was already mentioned they are highly connected with the stochastic processes with stationary independent increments. In this respect we refer the reader to the Section 2.2 of the excellent paper by Cifarelli and Regazzini on de Finetti's contributions in Probability and Statistics [20] .
The papers by de Finetti, published in the period 1929-1931 (in Italian) in the Proceedings of the Royal Academy of Lincei (Rendiconti della Reale Accademia Nazionale dei Lincei) [26, 27, 28, 29, 31] , attracted the attention of Kolmogorov who was interested to solve the so-called de Finetti's problem, that is the problem of finding the general formula for the characteristic function of the infinitely divisible distributions. This problem was indeed attacked by Kolmogorov in 1932 in two notes published in Italian in the 6 We have to mention that this work by de Finetti was the first significant contribution to the subject known now as the theory of exchangeable sequences (of events). A more exhaustive account appeared in 1931 in [30] . 7 The Proceedings were published by Zanichelli, Bologna, with all the details of the scientific and social programs, in 6 volumes, that appeared from 1929 to 1932. The papers, published in one of the following languages: Italian, French, German and English, were classified in 7 sessions according to their topic. The papers presented by Cantelli [17] , de Finetti, Romanovsky and Slutsky (Session IV, devoted to Actuarial Sciences, Probability and Statistics) were included within the last volume, published in 1932. same journal as de Finetti (Rendiconti della Reale Accademia Nazionale dei Lincei), where he gave an exhaustive answer to de Finetti's problem for the case of variables with finite second moment, see [68, 69] . These two notes are available in English in a unique paper (No 13) in the Selected Works of A.N. Kolmogorov with a comment of V.M. Zolotarev, see [70] : the final result of Kolmogorov is reported in Section 2 as Eq. (2.7), known as the Kolmogorov canonical representation of the infinitely divisible characteristic functions.
The work of Lévy and Khintchine
The general case of de Finetti's problem, including also the case of infinite variance, was investigated in 1934-35 by Lévy [73, 74] who published two papers in French in the Italian Journal: Annali della Reale Scuola Normale di Pisa. At that time Lévy was quite interested in the so-called stable distributions that are known to exhibit infinite variance, except for the particular case of the Gaussian.
The approach by Lévy, well described in his classical 1937 book [75] , is quite independent from that of Kolmogorov, as can be understood from footnotes in his 1934 paper [73] , that we report partly below in original. From the footnote (1) we learn that the results contained in his paper were presented in three communications of the Academy of Sciences (Comptes Rendus) of 26 February, 26 March and 7 May 1934. Then, in the footnote (6) Kolmogorov. This means that P. Lévy was not aware about the results on homogeneous processes with independent increments obtained by B. de Finetti and by A. N. Kolmogorov. The final result of Lévy is reported in Section 2 as Eq. (2.8), known as the Lévy canonical representation of the infinitely divisible characteristic functions.
In a paper of 1937 Khintchine [62] showed that Lévy' s result can be obtained also by an extension of Kolmogorov's method: his final result, reported in Section 2 as Eq. (2.9), is known as the Lévy-Khintchine canonical representation of the infinitely divisible characteristic functions. The translation from the Russian of this fundamental paper can be found in Appendix. The theory of infinitely distributions was then presented in German in the article [64] and in Russian in his 1938 book on Limit Distributions for Sums of Independent Random Variables [65] .
Unfortunately, many contributions by Khintchine (being in Russian) remained almost unknown in the West up to the English translation of the treatise by Gnedenko and Kolmogorov [45] in 1954.
The obituary of Khintchine [44] , that Gnedenko (his former pupil) presented at the 1960 Berkeley Symposium on Mathematical Statistics and Probability, provides a general description of the works of Khintchine along with a complete bibliography. From that we learn that the 1938 book A collection of all the so-called infinitely divisible distributions was discovered for the first time by P. Lévy 9 . He has derived a remarkable formula for the logarithm of the characteristic function of such a distribution. Because of the importance of this formula I shall give here a new completely analytic and very simple proof of it 10 . Let ϕ(x) be an infinitely divisible distribution and let ϕ(t) be the corresponding characteristic function. It is known that for each h ≥ 0 the function ϕ(t)
h is a characteristic function as well. We denote by ϕ h (x) the corresponding distribution. Thus
where
Put for each h > 0
Clearly the function G h (u) is nondecreasing and bounded. Furthermore,
Taking the real part of this formula we have
Relation (A.2) gives us for t = 1
where c is a strictly positive constant. In the same way for each t we have
It follows from Eqs. (A.3)-(A.4) that
Since the function I h (t) uniformly converges on 0 ≤ t ≤ 2 as h → 0 to a finite limit, then C h is bounded as h → 0. Since G h (0) = 0, the functions G h (u) remain uniformly bounded for h → 0. Therefore, there exists a sequence of positive numbers h n (n = 1, 2, . . .) such that h n → 0 as n → ∞, and the sequence of functions G hn (u) converges to a (bounded nondecreasing) function G(u) as n → ∞. With
(where the integral has a sense due to (A.1)), we have
Since the integrand of the above integral is bounded and continuous, this integral tends as n → ∞ to
Hence the sequence γ n should converge to a certain positive constant γ. Therefore,
This is the P. Lévy formula up to certain unessential details concerning the way of its presentation.
To prove the uniqueness of the last representation it is easier to get the inversion formula. Let
Then Eq. (A.5) gives immediately
Then, the well-known P. Lévy inversion formula 11 yields
It follows that K(u) (and hence G(u)) is completely determined by the function ϕ(t). Then, we can easily conclude that
If this were not true, then there it would exist a sequence of functions G h (u) converging to another function (different from G(u)). This would give another representation of the type (A.5) for the function log ϕ(t). Vice-versa, now we can show that if the logarithm of a function ϕ(t) is represented in the form (A.5) for a certain nondecreasing bounded function G(u), then ϕ(t) is a characteristic function of an infinitely divisible distribution. Let ε be an arbitrary positive number. Put
Since the function G ε (u) is bounded and nondecreasing, we can write
where λ ε is a positive number and the function ϕ ε (u) differs by an additive constant from a certain distribution (this statement becomes trivial if the total variation of G ε (u) is equal to zero for each ε > 0). Let further
where ϕ ε (t) is the characteristic function of the distribution ϕ ε (x). Evidently, the expression λ ε n ϕ ε (t) + 1 − λ ε n is a characteristic function for each n ≥ λ ε . Hence the function
is the logarithm of a characteristic function. The same is true for its limit as n → ∞ which is equal to
Therefore, if G(u) is an arbitrary bounded nondecreasing function and ε is an arbitrary positive number, then the integral
is the logarithm of a certain characteristic function. The same is valid also for the integral |u|>ε e itu − 1 − itu 1 + u 2 dG(u) , which differs from (A.6) only by a term itγ, where γ is a real constant. We can also change in the last integral dG(u) to (1 + u 2 )/u 2 dG(u), since the function (1 + u 2 )/u 2 is bounded for |u| > ε. Finally we can pass to the limit as ε → 0. Therefore the function lim ε→0 |u|>ε
is the logarithm of a characteristic function. But the expression (A.5) differs from this limit only by a term itγ and a term of the type −at 2 (a ≥ 0) which is due to a possible discontinuity of G(u) at u = 0. Hence the function ϕ(t) is the product of a characteristic function with an expression of the type e itγ − at 2 , where γ is a real constant and a ≥ 0. The last expression is a characteristic function of a certain Gaussian Law. Hence the function ϕ(t) is a characteristic function as well.
The corresponding law is evidently infinitely divisible since λlog ϕ(t) is for each λ ≥ 0 the expression of the same type as (A.5). Thus, by what is proved above, λlog ϕ(t) is the logarithm of a certain characteristic function.
Supplement. B. V. Gnedenko has pointed out that, to get the statement for the expression preceding to (A.5), one needs to see that for α → ∞ the limit |u|≥α dG h (u) → 0 is uniform with respect to h. To show this, it is sufficient to note that, analogously to (A.4), one can prove the inequality
The left hand-side of this inequality tends as h → 0 to
Re[log ϕ(t)] dt , which is sufficiently small for sufficiently large α.
