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Geological sequestration, where the CO2 generated from power plants was collected and dumped 
into the mines and oil fields deep under ground, has attracted lots of attention. There is urgent 
need for developing a sophisticated system that can monitor the ground leakage in those remote 
sequestration sites. Surface acoustic wave sensor equipped with on-chip sensitive layer is the 
best choice for low cost wireless monitoring of sequestration sites leakage monitoring with 
minimum power consumption. 
A passive wireless CO2 sensing system based on surface acoustic wave technology and 
carbon nanotube nanocomposite was developed. Surface acoustic wave device was studied to 
determine the optimum sensor operation parameters. Delay line structure was adopted. A surface 
acoustic wave flow sensor was developed and showed linear relationship between the applied 
pressure and the change of the acoustic wave transmission time.  
Percolation studied showed that the CNT began to form a network at concentration over 
1wt%. CNT polymer nanocomposite was then fabricated and tested under different temperature 
and strain condition for natural environment impact evaluation. Nanocomposite resistance 
increased for 5 times under pure strain with the thermal coefficient of nanocomposite at 75ppm/
℃, while the temperature dependence of resistance for CNT solely was -0.1375%/℃. The 
overall effect of temperature on nanocomposite resistance was -0.1%/℃.  
PASSIVE WIRELESS SURFACE ACOUSTIC WAVE CO2 SENSOR 
WITH CARBON NANOTUBE POLYMER NANOCOMPOSITE 
Yizhong Wang, Ph.D 
University of Pittsburgh, 2013
 v 
Test of polyimide based nanocomposite showed less than 0.4% resistance increase over 
pure CO2, which corresponded to about 0.001% frequency change. Polyethyleneimine instead of 
polyimide was used to construct the nanocomposite. The gas response for the alternative 
nanocomposite was about 10% resistance increase under pure CO2, which gave an estimated 
0.1% frequency change. The fabricated sensor frequency change was around 0.03% for pure CO2. 
The lowest detection limit of the sensor is 1% gas concentration, with 0.0036% frequency 
change. 
The sensor was tested at various humidity environments and showed over 0.1% 
frequency change under saturated humidity. With paralyne packaging, the sensor frequency 
change on humidity reduced to less than 0.01% while maintaining the same gas sensing 
performance. Wireless module was tested and showed over one foot transmission distance at 
preferred parallel orientation. 
 
 
 vi 
TABLE OF CONTENTS 
PREFACE ................................................................................................................................. XVII 
1.0 INTRODUCTION ......................................................................................................... 1 
1.1 MOTIVATIONS .................................................................................................... 1 
1.2 RESEARCH OBJECTIVES .................................................................................. 4 
1.2.1 Task 1. ................................................................................................................ 4 
1.2.2 Task 2. ................................................................................................................ 5 
1.2.3 Task 3. ................................................................................................................ 6 
2.0 BACKGROUND ........................................................................................................... 8 
2.1 CARBON DIOXIDE SEQUESTRATION ........................................................... 8 
2.2 CARBON DIOXIDE SENSOR ........................................................................... 10 
2.2.1 NDIR CO2 Sensor ............................................................................................. 11 
2.2.2 Chemical CO2 Sensor ....................................................................................... 12 
2.2.2.1 Micro Balance Type CO2 Sensor [14] .................................................. 12 
2.2.2.2 Capacitor Type CO2 Sensor [15] ........................................................... 13 
2.2.2.3 Resistance Type CO2 Sensor [16-18] .................................................... 14 
2.3 SURFACE ACOUSTIC WAVE (SAW) SENSOR ............................................ 14 
2.4 CARBON NANOTUBES (CNTS)...................................................................... 17 
2.4.1 Types of CNTs [21] .......................................................................................... 17 
 vii 
2.4.1.1 swCNTs ................................................................................................. 17 
2.4.1.2 mwCNTs ............................................................................................... 18 
2.4.2 Fabrication of CNTs [21] ................................................................................. 19 
2.5 GAS SENSING NANOCOMPOSITES .............................................................. 19 
2.5.1 Nanocomposites [23-29] ................................................................................... 20 
2.5.2 CNT nanocomposite sensor .............................................................................. 20 
3.0 FABRICATION AND CHARACTERIZATION OF SAW FLOW SENSOR ........... 22 
3.1 BACKGROUND ................................................................................................. 22 
3.2 THEORETICAL ANALYSIS ............................................................................. 24 
3.2.1 Pressure on Chamber Induced by Flow ............................................................ 24 
3.2.2 Initial Deformation of the Resonator ................................................................ 26 
3.2.3 The Unperturbed SAW Mode ........................................................................... 28 
3.2.4 Frequency Shift on Pre-Stressed Substrate ....................................................... 29 
3.3 SURFACE ACOUSTIC WAVE SENSOR DESIGN ......................................... 30 
3.3.1 Piezoelectric Substrate Material ....................................................................... 30 
3.3.2 Design of the SAW Sensor ............................................................................... 32 
3.3.3 Design and Fabrication of the Testing System ................................................. 35 
3.4 EXPERIMENT RESULTS AND CONCLUSION ............................................. 38 
4.0 CNT NANOCOMPOSITE FABRICATION AND CHARACTERIZATION ........... 41 
4.1 INTRODUCTION ............................................................................................... 41 
4.2 FABRICATION OF COMPOSITE AND PERCOLATION STUDY ................ 42 
4.2.1 Fabrication of CNT Nanocomposite ................................................................. 43 
4.2.2 CNT Nanocomposite Percolation Threshold .................................................... 44 
 viii 
4.3 CNT NANOCOMPOSITE RESPONSE TO TEMPERATURE CHANGE ....... 48 
4.4 CNT NANOCOMPOSITE RESPONSE TO STRAIN ....................................... 58 
4.4.1 Test Preparation ................................................................................................ 58 
4.4.2 Impedance Measurements ................................................................................ 59 
4.4.3 DC Gauge Factor Test Results ......................................................................... 64 
4.4.4 Impedance Parameter Gauge Factor Test Results ............................................ 66 
4.4.5 Gauge Factor Summary .................................................................................... 69 
4.4.6 Experiment Discussion ..................................................................................... 69 
4.5 CONCLUSION.................................................................................................... 71 
5.0 COMPOSITE CO2 RESPONSE AND SAW CO2 SENSOR PERFORMANCE ........ 72 
5.1 INTRODUCTION ............................................................................................... 72 
5.2 GAS TESTING PLATFORM CONSTRUCTION AND IMPROVEMENT ..... 72 
5.3 SAW CO2 SENSOR ASSESSMENT [79-80] ..................................................... 77 
5.4 CNT-PI NANOCOMPOSITE RESPONSE TO CO2 .......................................... 83 
5.4.1 Nanocomposite Fabrication .............................................................................. 83 
5.4.2 Nanocomposite Gas Response .......................................................................... 84 
5.4.3 Nanocomposite Gas Response Improvement ................................................... 87 
5.5 SENSOR RESPONSE ASSESSMENT AND CHARACTERIZATION ........... 91 
5.5.1 SAW Sensor Performance Assessment ............................................................ 91 
5.5.2 SAW Sensor Fabrication .................................................................................. 92 
5.5.3 SAW Sensor Performance Test Results ........................................................... 95 
5.6 SAW SENSOR PACKAGING............................................................................ 98 
5.6.1 Humidity Impact on SAW Sensor Performance ............................................... 98 
 ix 
5.6.1.1 Humidity Test Setup ............................................................................. 98 
5.6.1.2 Humidity Test Results ......................................................................... 100 
5.6.2 Parylene Packaging for SAW Sensor ............................................................. 105 
5.6.2.1 Humidity Performance for SAW Sensor Packaging ........................... 105 
5.6.2.2 Parylene Coating Impact on SAW Sensor CO2 Response .................. 106 
5.7 CONCLUSION.................................................................................................. 109 
6.0 WIRELESS SENSING MODULE DESIGN AND CHARACTERIZATION ......... 110 
6.1 INTRODUCTION ............................................................................................. 110 
6.2 ANTENNA DESIGN ........................................................................................ 113 
6.3 ANTENNA CONSTRUCTION ........................................................................ 114 
6.4 ANTENNA CHARACTERIZATION ............................................................... 116 
6.5 DISCUSSION AND CONCLUSION ............................................................... 124 
7.0 CONCLUSIONS ........................................................................................................ 126 
BIBLIOGRAPHY ....................................................................................................................... 129 
 x 
 LIST OF TABLES 
 
Table 2. 1 Common used Piezoelectric Material Properties. ........................................................ 16 
Table 5. 1 Relative Humidity of saturated solutions in different temperatures (from Omega). ... 99 
Table 5. 2 Solubility for different salt at different temperature. ................................................... 99 
Table 5. 3 Solution heat and Temperature increase during solution preparation process. ......... 100 
 xi 
LIST OF FIGURES 
 
Figure 2. 1. (a) Breakdown of CO2 emission sources. (b) CO2 emission by sectors ...................... 9 
Figure 2. 2 CO2 storage. ................................................................................................................ 10 
Figure 2. 3 Typical NDIR CO2 sensor structure. .......................................................................... 11 
Figure 2. 4 Response of Micro balance CO2 sensor with (a) 65nm (b) 62nm PAPO coating. ..... 13 
Figure 2. 5 Structure of capacitor type CO2 sensor. ...................................................................... 13 
Figure 2. 6 Structure of SAW sensor. ........................................................................................... 15 
Figure 2. 7 Typical swCNT structure. (a) Armchair (n, n). (b) Zigzag (n, 0). (c) Chiral (n, m). . 18 
Figure 2. 8 Typical three layer mwCNT with armchair structure. ................................................ 19 
Figure 3. 1 Pressure Driven Laminar Flow Schematic View. ...................................................... 23 
Figure 3. 2 (a) Two plate Couette problem. (b) Short Segment of flow chamber. ....................... 24 
Figure 3. 3 (a) Bending moment distribution. (b) Approximated bending moment distribution. 26 
Figure 3. 4 SAWs propagating along top surface of an elastic half space.................................... 28 
Figure 3. 5 Theoretical relative error (a) Error at 10kPa. (b) Error at 40kPa. .............................. 33 
Figure 3. 6 FEM results. (a) 10kPa. (b) 10kPa. (c) 20kPa. ........................................................... 34 
Figure 3. 7 The strain S11 on central line of plate. ........................................................................ 34 
Figure 3. 8  (a) Phase change versus flow rate. (b) Frequency shift versus flow rate. ................. 35 
Figure 3. 9 The dimension of chamber. ........................................................................................ 36 
 xii 
Figure 3. 10 (a) Designed SAW sensor. (b) Fabricated SAW sensor ........................................... 37 
Figure 3. 11 (a) Crosessetional view of experiment setup. (b) Integrated experiment setup. ...... 38 
Figure 3. 12 SAW flow sensor reponse ........................................................................................ 39 
Figure 4. 1 Some of the regular and Archimedean lattices. .......................................................... 45 
Figure 4. 2 Impedance spectroscopy of some CNT-Polyimide nanocomposite thin films. ......... 46 
Figure 4. 3 Volume resistivity of nanocomposite thin film with respect to weight ratio. ............ 47 
Figure 4. 4 Volume conductivity of nanocomposite thin film with respect to weight ratio. ........ 47 
Figure 4. 5 Volume conductivity of CNT-polymer nanocomposite versus weight ratio. ............. 48 
Figure 4. 6 Impedance of swCNT-polyimide composite(0%swcnt) at different temperature. ..... 49 
Figure 4. 7 Impedance of swcnt-polyimide composite(0.02%swcnt) at different temperature. ... 50 
Figure 4. 8 Impedance of swcnt-polyimide composite(0.05%swcnt) at different temperature. ... 50 
Figure 4. 9 Impedance of swcnt-polyimide composite(0.07%swcnt) at different temperature. ... 51 
Figure 4. 10 Impedance of swcnt-polyimide composite(0.1%swcnt) at different temperature. ... 51 
Figure 4. 11 Impedance of swcnt-polyimide composite(0.2%swcnt) at different temperature. ... 52 
Figure 4. 12 Impedance of swcnt-polyimide composite(0.35%swcnt) at different temperature. . 52 
Figure 4. 13 Impedance of swcnt-polyimide composite(0.6%swcnt) at different temperature. ... 53 
Figure 4. 14 Impedance of swcnt-polyimide composite(0.7%swcnt) at different temperature. ... 53 
Figure 4. 15 Impedance of swcnt-polyimide composite(0.8%swcnt) at different temperature. ... 54 
Figure 4. 16 Impedance of swcnt-polyimide composite(1%swcnt) at different temperature. ...... 54 
Figure 4. 17 Impedance of swcnt-polyimide composite(1.1%swcnt) at different temperature. ... 55 
Figure 4. 18 Impedance of swcnt-polyimide composite(1.2%swCNT) at different temperature. 55 
Figure 4. 19 Equivalent circuit of the swCNT nanocomposite thin film. ..................................... 56 
Figure 4. 20 Resistance change with temperature for nanocomposites. ....................................... 57 
 xiii 
Figure 4. 21 Temperature Coefficient for nanocomposites with different CNT concentration. ... 57 
Figure 4. 22 Stress Strain testing apparatus. ................................................................................. 58 
Figure 4. 23 Test sample. (a) without IDT. (b) with IDT. ............................................................ 59 
Figure 4. 24 Impedance of test sample without IDT, and with CNT concentration of 0.8%. ...... 59 
Figure 4. 25 Impedance of test sample without IDT, and with CNT concentration of 1.1%. ...... 60 
Figure 4. 26 Impedance of test sample without IDT, and with CNT concentration of 1.4%. ...... 60 
Figure 4. 27 Impedance of test sample without IDT, and with CNT concentration of 1.7%. ...... 61 
Figure 4. 28 Impedance of test sample without IDT, and with CNT concentration of 2%. ......... 61 
Figure 4. 29 Impedance of test sample with IDT, and with CNT concentration of 1.1%. ........... 62 
Figure 4. 30 Impedance of test sample with IDT, and with CNT concentration of 1.4%. ........... 62 
Figure 4. 31 Impedance of test sample with IDT, and with CNT concentration of 1.7%. ........... 63 
Figure 4. 32 Impedance of test sample with IDT, and with CNT concentration of 2%. .............. 63 
Figure 4. 33 Gauge factor experiment results for test samples without IDT. ............................... 64 
Figure 4. 34 Gauge factor experiment results for test samples with IDT. .................................... 65 
Figure 4. 35 Gauge factor comparison between two types of test samples. ................................. 66 
Figure 4. 36 Resistance Gauge factor from impedance measurements without IDTs. ................. 67 
Figure 4. 37 Capacitance Gauge factor from impedance measurements without IDTs. .............. 67 
Figure 4. 38 Resistance Gauge factor from impedance measurements for samples with IDTs. .. 68 
Figure 4. 39 Capacitance Gauge factor from impedance measurements for samples with IDTs. 68 
Figure 4. 40 Gauge Factor summary............................................................................................. 69 
Figure 4. 41 Strain Sensor Working Mechanism .......................................................................... 70 
Figure 5. 1 Gas testing system schematic view. ........................................................................... 73 
Figure 5. 2 Keithley 238 current source measurement unit. ......................................................... 74 
 xiv 
Figure 5. 3 Labview interface for automatic data collection. ....................................................... 74 
Figure 5. 4 Gas testing system with automatic data collection. (a) Overview. (b) Test sample. .. 75 
Figure 5. 5  Supplemental testing chamber for faster response. ................................................... 76 
Figure 5. 6 SAW frequency shift corresponding to the thin film conductivity. ........................... 81 
Figure 5. 7 Volume Conductivity of nanocomposite with different CNT concentration. ............ 82 
Figure 5. 8 Real time CO2 response for thin film with 0.8wt% CNT concentration. ................... 84 
Figure 5. 9 Real time CO2 response for thin film with 1.1wt% CNT concentration. ................... 84 
Figure 5. 10 Real time CO2 response for thin film with 1.4wt% CNT concentration. ................. 85 
Figure 5. 11 Real time CO2 response for thin film with 1.7wt% CNT concentration. ................. 85 
Figure 5. 12 Real time CO2 response for thin film with 2wt% CNT concentration. .................... 85 
Figure 5. 13 Relative resistivity change of nanocomposite thin films. ......................................... 86 
Figure 5. 14 Relative resistivity change of CNT-PI thin films with 1.1% CNT........................... 87 
Figure 5. 15 Relative resistivity change of CNT-PEI with 1.4% CNT and 0.5% corn starch. ..... 88 
Figure 5. 16 Relative resistivity change of CNT-PEI with 1.4% CNT and 0.8% corn starch. ..... 89 
Figure 5. 17 Relative resistivity change of CNT-PEI with 1.4% CNT with 1% potato starch. .... 89 
Figure 5. 18 Relative resistivity change of CNT-PEI with 1.4% CNT......................................... 90 
Figure 5. 19 Relative resistivity change of CNT-PEI with 1.4% CNT......................................... 90 
Figure 5. 20 SAW frequency shift prediction at different CO2 concentration.............................. 91 
Figure 5. 21 SAW frequency shift prediction at different CO2 concentration in log scale. ......... 92 
Figure 5. 22 (a) LiNbO3 substrate after patterning. (b) LiNbO3 substrate after gold etching. ..... 93 
Figure 5. 23 IDT after shadow mask process. .............................................................................. 94 
Figure 5. 24 (a) LiNbO3 sensor from lithography. (b) LiNbO3 sensor from shadow mask.......... 95 
Figure 5. 25 Sensor Response in linear scale. ............................................................................... 96 
 xv 
Figure 5. 26 Sensor Response in log scale. ................................................................................... 96 
Figure 5. 27 Sensor Response to humidity. ................................................................................ 100 
Figure 5. 28 Sensor Response at dry air with 0%RH. ................................................................ 101 
Figure 5. 29 Sensor Response 11.3%RH. ................................................................................... 102 
Figure 5. 30 Sensor Response 31%RH. ...................................................................................... 102 
Figure 5. 31 Sensor Response 32.8%RH. ................................................................................... 103 
Figure 5. 32 Sensor Response 57.6%RH. ................................................................................... 103 
Figure 5. 33 Sensor Response 75.3%RH. ................................................................................... 104 
Figure 5. 34 Sensor Response 84.3%RH. ................................................................................... 104 
Figure 5. 35 Sensor Response 97.3%RH. ................................................................................... 105 
Figure 5. 36 SAW Sensor Humidity Response comparison after Parylene Coating. ................. 106 
Figure 5. 37 Coated SAW Sensor gas response in linear scale. ................................................. 107 
Figure 5. 38 Coated SAW Sensor gas response in log scale. ..................................................... 107 
Figure 5. 39 SAW Sensor gas response comparison after coating in linear scale. ..................... 108 
Figure 5. 40 SAW Sensor gas response comparison after coating in log scale. ......................... 108 
Figure 6. 1 Typical onchip antenna with simplified structure. ................................................... 111 
Figure 6. 2 Integrated Antenna surrounding the sensor. ............................................................. 111 
Figure 6. 3 On chip Antenna outside of the sensor. .................................................................... 112 
Figure 6. 4 Basic Sensor response with wireless module (wireless module not connected). ..... 114 
Figure 6. 5 Sample sensor connected with wireless module under measurement. ..................... 115 
Figure 6. 6 Antenna consisting a double-coil and capacitor. ...................................................... 115 
Figure 6. 7 Antenna testing circumstances. (A) in series. (B) in parallel. .................................. 116 
Figure 6. 8 Sensor response with antenna in series configuration at 0mm distance. .................. 116 
 xvi 
Figure 6. 9 Sensor response with antenna in series configuration at 5mm distance. .................. 117 
Figure 6. 10 Sensor response with antenna in series configuration at 10mm distance. .............. 117 
Figure 6. 11 Sensor response with antenna in series configuration at 15mm distance. .............. 118 
Figure 6. 12 Sensor response with antenna in parallel configuration at 0mm distance. ............. 118 
Figure 6. 13 Sensor response with antenna in parallel configuration at 5mm distance. ............. 119 
Figure 6. 14 Sensor response with antenna in parallel configuration at 10mm distance. ........... 119 
Figure 6. 15 Sensor response with antenna in parallel configuration at 15mm distance. ........... 120 
Figure 6. 16 Sensor response with antenna in parallel configuration at 20mm distance. ........... 120 
Figure 6. 17 Sensor response with antenna in parallel configuration at 25mm distance. ........... 121 
Figure 6. 18 Sensor response with antenna in parallel configuration at 30mm distance. ........... 121 
Figure 6. 19 Sensor response with antenna in parallel configuration at 35mm distance. ........... 122 
Figure 6. 20 Sensor response with antenna in parallel configuration at 40mm distance. ........... 122 
Figure 6. 21 Sensor response with antenna in parallel configuration at 45mm distance. ........... 123 
Figure 6. 22 Sensor response with antenna in parallel configuration at 50mm distance. ........... 123 
Figure 6. 23 Antenna performance summary. ............................................................................ 124 
 xvii 
PREFACE 
 
During the long journey in my PhD study at Pitt, there are so many people I would like to say 
thank you. 
First I would like to thank my advisor, Dr. Qing-Ming Wang, for his help. There can’t be 
enough words to express my gratitude for him. He created this fantastic research topic for me in 
my most difficult days, when I was struggling to find the right direction for my PhD study. He 
gave me a lot of independency during the research while always providing the right guidance at 
the right points when I needed it. Without him, I wouldn’t have enjoyed the research project and 
finished the project in less than three years. He set a good example on how to be a human being 
and how to be professional. He is the best advisor I ever met or knew and I would definitely like 
to cooperate with him in the future when there are suitable research projects. 
I would also like to thank Dr. Minking K. Chyu, I wouldn’t have survived without his 
encouragement and support academically and personally. I couldn’t believe that as department 
chair, one can also conduct high quality research, pay attention to every student in need, until I 
met Dr. Chyu. 
My sincere thanks also go for my committee members, Dr. William S. Slaughter, Dr. 
Patrick Smolinski and Dr. Guangyong Li, not only for their time and valuable comments on the 
dissertation, but also for many helpful discussions and suggestions during my PhD study. 
 xviii 
I would also like to thank my colleagues and friends at Pitt, Dr. Lifeng Qin, Dr. Yuejun 
Zhao, Dr. Zijing Zeng, Dr. Sin Chien Siw, Dr. Sangkug Chung, Mrs. Kyungjoo Ryu, Dr. Fang Li, 
Dr. Hongbin Chen, Dr. Qian Chen, Dr. Qing Ming Chen, Dr. Hao Wang and many others, for 
their help in my research and valuable discussions and personal experiences during my PhD 
study. I am also thankful to all my friends in Pittsburgh, Dr. Jing Wei Liu, Dr. Yixuan Chen and 
many others. They make Pittsburgh an even better place to stay and my PhD study more 
enjoyable. 
I’m also grateful for the support by Department of Energy through funding DE-
FE0002138. 
Finally I would like to thank my family for their support. Without the help of my parents 
and parents in law, I wouldn’t have finished this dissertation. I would give my deepest love and 
appreciation to my wife, Yiting Wu, for her endurance of our two boys, Arthur and Alan, for her 
sacrifice being a housewife, and for her constant support and encouragement during my entire 
PhD study. 
 
 
 
 1 
1.0  INTRODUCTION 
1.1 MOTIVATIONS 
Global warming has been hot topic since early 1990s. The average global air and ocean temperature had 
been increasing over the last 100 years and become more severe in the last 30 years. Evidences show that 
the average temperature has increased over 0.8℃, 0.6℃ of the increase happened in the last three decades 
[1]. Global warming had a great impact on nature systems, ecology systems and even social systems. 
Rising sea levels and decreasing in snow and ice extent are consistent with global warming. Earlier timing 
of spring events, and pole ward and upward shifts in plant and animal ranges, are found to be related with 
high confidence to recent global warming [2]. The major causes of global warming include greenhouse 
gases, particulates and soot, and solar variation. Among them, greenhouse gases play an important role 
because greenhouse gases can greatly enhance the absorption and emission of infrared radiation, thus 
warming the lower atmosphere and surface of the earth. Greenhouse gases include water vapor, carbon 
dioxide (CO2), methane and ozone. 
CO2 causes up to 26% of the greenhouse effect and the CO2 concentration has been increasing for 
36% since 1750 [3]. To reduce the concentration of CO2 in the atmosphere, carbon sequestration, where 
CO2 is captured and stored, is one of the most effective solutions. Currently, the captured CO2 are stored 
in three ways: geological storage, where supercritical CO2 is directly injected into underground geological 
formations, such as Oil fields, gas fields, saline formations, unmineable coal seams, and saline-filled 
basalt formations; ocean storage, including storing the CO2 in solid clathrate hydrates that are already 
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existing on the ocean floor; and mineral storage, where CO2 reacted with available metal oxides, which in 
turn produces stable carbonates. 
Most of the geological storage sites are in remote area, and the stored CO2 is assumed to be in 
steady state for at least thousand years, so the possibility of CO2 leakage is minimal and the consequence 
of CO2 leakage is not supposed to be severe. However, it’s still necessary to provide real time monitoring 
for sequestration sites ground and the injection holes. Since the power supply is limited on sites, passive 
wireless sensing with minimal power consumption is preferable. 
For CO2 sensing, there are two main principles, one is non dispersive infrared (NDIR) CO2 
sensors and the other is chemical sensors. For NDIR, the main components are an infrared source (lamp), 
a sample chamber or light tube, a wavelength sample chamber, and gas concentration is measured electro-
optically by its absorption of a specific wavelength in the infrared (IR). The IR light is directed through 
the sample chamber towards the detector. In parallel there is another chamber with an enclosed reference 
gas, typically nitrogen. The detector has an optical filter in front of it that eliminates all light except the 
wavelength that the selected gas molecules can absorb. Ideally other gas molecules do not absorb light at 
this wavelength, and do not affect the amount of light reaching the detector to compensate for interfering 
components [4]. NDIR is commonly used in industrial and civil applications, such as coal mines, office 
buildings. However, due to the nature of operation, the NDIR sensor consumes a lot of energy and can not 
be running as continuous sensor. 
In the mean while, chemical CO2 gas sensors with sensitive layers based on polymer or 
heteropolysiloxane have the principal advantage of very low energy consumption and can be reduced in 
size to fit into microelectronic-based systems [5]. Like any other gas sensor, the major functions in the 
CO2 gas sensor are recognition of the CO2 gas molecule and transduction of that recognition into a useful 
signal [6]. The recognition of CO2 gas is essentially the reaction between the CO2 gas and the sampling 
module of the sensor, such as aqueous solution or polymer membrane. The reaction produces a change in 
parameter such pH, resistance, conductivity, or capacitance based on the exchange of ion reactions 
between the analyte and surface material [7]. 
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To construct a passive wireless sensing system, surface acoustic wave (SAW) sensor naturally 
becomes the first choice. SAW devices have a piezoelectric substrate excited by comb shape metal 
patterns called inter digital transducers (IDT). The IDTs convert incoming electrical signals into 
mechanical waves which propagate along the surface of the device. The space between the input and 
output IDTs is delay line. The SAW characteristics such as amplitude and frequency depend on the 
surface perturbations and have been used for sensing. It has been shown that temperature, pressure, mass 
deposition, conductivity change, elasticity change affect the propagation characteristics of the surface 
wave. Gas sensing has predominantly been achieved by mass-sensitive SAW sensors using gas absorption 
enhanced coatings. The mass change is observed as a frequency shift in an oscillator loop. However, the 
sensitivity is limited using this method. Conductivity change, on the other hand, can be more promising as 
a sensing parameter. Since the sensing process is induced by incoming signal, the SAW sensor can have 
zero power consumption when standby. And the incoming signal can be introduced wirelessly, thus 
further reduce the power needed for the system. 
Since SAW is adopted, the gas recognition function needs to be solid state. There are many types 
of principles and materials including metal oxides, polymers, ceramics, or sol–gel [6]. In typical metal 
oxide type CO2 sensor, CO2 gas causes conductivity change on the film. However the sensing film is only 
sensitive in elevated temperature, which requires constant heating, thus unsuitable to be used in SAW 
sensor. 
Polymer based nanomaterials and nanostructures have been hot topics due to their importance in 
basic scientific research and potential technology applications. Many nano-devices such as field-effect 
transistors, single-electron transistors, metal-semiconductor junctions, and intermolecular crossed 
junctions using nanowires or nanotubes have been demonstrated. It has been shown that carbon nanotube 
(CNT) itself can have conductivity change in response to H2 and NH3 and some other strong gases. For 
weak gases such as CO2, polymer can be mixed with CNTs to enhance the response. The mechanism is 
the polymer causes the gas to dissociate into charged ions or complexes, which results in the transfer of 
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electrons, thus causes a conductance or resistance change of the surface layers when exposed to the 
analyte. 
1.2 RESEARCH OBJECTIVES 
The overall goal of this study is fabricating SAW sensor with wireless component, using CNT 
nanocomposite as sensing element, meanwhile, exploring the application of SAW sensor and CNT 
nanocomposites for multifunctional applications. Based on the overall goal, there are three main tasks in 
this study: (1) to fabricate the SAW sensor and characterize the impact of different parameters on SAW 
performance; (2) to fabricate the CNT nanocomposite and characterize the impact of different parameters 
on nanocomposite response; (3) to develop a novel CNT nanocomposite SAW sensor with wireless 
function. 
1.2.1 Task 1: to fabricate the SAW sensor and characterize the impact of different parameters on 
SAW performance. 
Specifically, SAW characteristic are studied during the construction of SAW flow sensor. The impact of 
the piezoelectric material properties on sensor performance, the effect of strain on sensor performance can 
all be assessed. 
Fluid flow sensor has broad applications in various industrial and research operation monitoring 
and control. It is especially important to have accurate flow measurement in some aero-space technology 
applications and some of the cutting edge research projects. 
For pressure driven laminar flow, the pipe wall is subject to pressure along the flow direction. 
The pressure on the wall decreases linearly towards the exit. When a sensor is mounted on the pipe wall, 
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the sensor will also be subject to linearly decreased pressure. For sensor with small surface area compared 
to pipe dimension, the pressure can be assumed to be uniform. 
Previous research showed that, for laminar flow, the pressure difference between specific point 
on pipe wall and flow exit depended linearly on flow rate. Since flow rate depends linearly on pressure, 
the flow meter essentially functions as a pressure sensor. 
There has been some research on SAW pressure sensor design and fabrication. However, the 
fabricated sensor is based on LiNbO3 and has two-layer chamber structure. Since LiNbO3 is temperature 
dependant, the pressure sensor is unstable without proper temperature compensation. The complicated 
two-layer structure also makes it unsuitable for flow sensor application. 
ST-X cut quartz is selected for flow sensor due to its abundance and temperature stability. Plate 
structure is used for fabrication simplicity. 
The results show linear relationship between the SAW delay time and flow rate, as predicted by 
simulation and theoretical calculation. 
1.2.2 Task 2: to fabricate the CNT nanocomposite and characterize the impact of different parameters 
on nanocomposite response. 
To fabricate CNT nanocomposite, the percolation threshold needs to be studied. CNT concentration lower 
than threshold might not be suitable for gas sensing, since the CNTs might not be interconnected to form 
a conducting network, thus the performance of the thin film might not be repeated. 
Polyimde (PI) is the first choice in nanocomposite fabrication because of its resistance to harsh 
environment, especially high temperature, thus extending the sensor application range. Since the CO2 
sensor will be deployed in remote area so it is necessary to characterize the nanocomposite performance 
dependence on temperature. It is also know that piezoelectric material and polymer has different thermal 
expansion coefficient, so it is expected that at different temperature, the expansion of the SAW device and 
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the nanocomposite on top will be different, thus causing certain strain and stress on the thin film. So it is 
also necessary to characterize the nanocomposite performance dependence on strain. 
It’s well known that humidity have an adverse effect on gas sensor performance. It’s necessary to 
study the impact of humidity as well. When the humidity effect is too big to compensate, certain sensor 
packaging is recommended. Parylene is an ideal packaging material due to its low cost, easy coating 
process and high gas permeability. Test results confirmed that humidity have relatively minor effect after 
packaging at certain cost of gas sensing performance. 
1.2.3 Task 3: to develop a novel CNT nanocomposite SAW sensor with wireless function. 
The key part of SAW sensor development is to study the relationship between conductivity change and 
different CO2 concentrations. To successfully characterize the gas response of nanocomposite, gas testing 
system is set up and modifications are made to improve the testing system performance. 
Testing results show that the response of CNT-PI nanocomposite to CO2 is not sensitive enough 
to be used as sensing material. The conductivity only changed 0.4% for pure CO2 compared to pure air. 
Thus for SAW sensing system with operating frequency of 52.6MHz, there will only be several hundred 
Hz change in resonant frequency when exposed to CO2. 
From chemistry point of view, CO2 is generally not a reactive molecule, and only combines with 
primary and secondary amines at room temperature and atmosphere pressure to form carbonates, which is 
essentially an acid-base equilibrium. The best candidate with primary and secondary amines is 
Poly(ethyleneimine) (PEI), which is a highly branched polymer with 25% primary, 50% secondary and 
25% tertiary amino groups. CNT-PEI nanocomposite is then mixed with starch to enhance the 
performance. Over 40 times performance improvement is observed. 
Based on conductivity change of nanocomposite, the performance of SAW sensor can be 
estimated. Test results show that the SAW sensor performance is within reasonable range of prediction. 
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Since the gas sensing performance, especially the response time for the sensor, is affected by the 
parylene packaging, the detailed gas responses for both sensors with and without packaging are both 
studied. The test results show that packaging help reducing most of the impact of humidity without 
sacrificing the sensing performance. The packaged sensor has detection limit of 1%, with 36ppm 
frequency change. 
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2.0  BACKGROUND 
2.1 CARBON DIOXIDE SEQUESTRATION 
As a major contributor for global warming, reducing the concentration of CO2 is one of the best 
solutions. Generally the sources of the CO2 in the Earth's atmosphere can be divided as two 
groups, naturally occurred CO2 and human activity related CO2. In the nature, the main source of 
CO2 is animal respiration and ocean-atmosphere exchange. Since the industrial revolution 300 
years ago, human activities have increased the CO2 concentration in the air by 36%, to 390ppm. 
Fig. 2.1 shows the major CO2 contributors in the U.S. [8]. Fossil fuel combustion is by far the 
largest source of CO2 emissions, with 5,637.9 million tons CO2 equivalent. The next largest 
source is non energy use of fuels, which accounts for 138 million tons CO2 equivalent. The 
smallest source is Silicon Carbide Production and Consumption, which accounts for 0.2 million 
tons CO2 equivalent. There is also a pie chart indicating that CO2 represents the majority, 84.8%, 
of all greenhouse gas emissions in 2006 [8]. 
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(a)                                                                                            (b) 
Figure 2. 1 [8]. (a) Breakdown of CO2 emission sources in the U.S. in 2006. (b) CO2 emission by sectors in 
the U.S. in 2006 . 
 
To reduce the concentration of CO2 in the atmosphere, one of the most important ways is CO2 
geological sequestration, by which CO2 is captured and stored. Currently, the storage sites are mainly oil 
and gas production facilities, but storage in other types of reservoirs may increase in the future as 
technologies continue to develop. Fig. 2.2 shows the various ways of CO2 storage [9]. The world wide 
geological sequestration capacity can hold up to 100 years CO2 emissions for the whole world. 
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Figure 2. 2 [9] CO2 storage. 
 
There are many on-going projects for geological sequestration worldwide, including the Midwest 
Geological Sequestration Consortium (MGSC) in Illinois, USA; Reggane, Algeria; Offshore Norway, the 
world’s first industrial-scale CO2-capture-and-storage (CCS) operation is under way at Statoil’s Sleipner 
field in Sleipner, Norway; and Otway Basin, Australia [10]. Geological survey also suggests that within 
50 miles of every coal-fire power plants-the biggest emission sources in U.S.-there is at least one 
candidate geological sequestration site. 
2.2 CARBON DIOXIDE SENSOR 
A carbon dioxide sensor or CO2 sensor is an instrument for the measurement of carbon dioxide gas. The 
most common principles for CO2 sensors are non dispersive infrared gas sensors (NDIR) and chemical 
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gas sensors. Measuring carbon dioxide is important in monitoring indoor air quality and many industrial 
processes [11]. 
2.2.1 NDIR CO2 Sensor 
NDIR sensors are commercially from various companies across the world. A typical NDIR sensor is 
shown in Fig. 2.3. [12]. 
 
Figure 2. 3 [12] Typical NDIR CO2 sensor structure. 
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The broadband infrared radiation produced by the light source passes through a chamber filled 
with gas, generally methane or carbon dioxide. The gas absorbs radiation of a known wavelength and this 
absorption is a measure of the concentration of the gas. There is a narrow bandwidth optical filter at the 
end of the chamber to remove all other wavelengths before it is measured with a detector. 
NDIR gas sensor is widely used in various industrial sites and civil applications, such as coal 
mines and office buildings. NDIR sensor is known as stable and precise detector. However it is not 
suitable to be used in geological sequestration sites due to its high power command, in the range of 1 watt 
[13], and difficulty in wireless integration. 
2.2.2 Chemical CO2 Sensor 
Chemical CO2 gas sensors with sensitive layers based on polymer- or heteropolysiloxane have the 
principal advantage of very low energy consumption and can be reduced in size to fit into 
microelectronic-based systems [11]. There are many types of chemical sensor available in past and 
ongoing researches. 
2.2.2.1 Micro Balance Type CO2 Sensor [14] 
Quartz was used to build a micro balance with resonant frequency of 10MHz. Basically the sensors 
monitor changes in frequency ( f∆ ) in the fundamental oscillation frequency upon ad/absorption of 
particles from the gas phase. To a first approximation the change f∆   results in an increase in the 
oscillating mass m∆  described by: 
mAfCf f ∆−=∆ )/(
2
0                                                                                                            Eq. 2. 1 
Where A is the electrode surface, fC  is the mass sensitivity constant in our experiments (4.48 x 
106 cm2 s g-1), and 0f  the fundamental frequency. This equation holds to a good approximation in the 
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experiments as the maximum thickness of polymeric coatings was below 110 nm. The sensor was kept at 
70℃ and so as the incoming test gas. Test results are shown in Fig.2.4. 
 
Figure 2. 4 [14] Response of Micro balance type CO2 sensor with (a) 65nm (b) 62nm PAPO coating. 
 
The main disadvantage of this sensor is the operation of the sensor requires elevated temperature. 
The test results also shows saturation for gas concentration above 0.1 vol.%. Since the CO2 concentration 
in the air is 390ppm, this sensor is not suitable for sequestration sites monitoring. 
2.2.2.2 Capacitor Type CO2 Sensor [15] 
A mixture of 70% 3-aminopropyltrimethoxysiloxane (AMO) and 30% propy-ltrimethoxysilane (PTMS) 
is used as sensing material. The detection is based on the following detection reaction: 
-NH2 + CO2 + H2O ↔  -NH4+HCO3-                                                                                   Eq. 2. 2 
 
Figure 2. 5 [15] Structure of capacitor type CO2 sensor. 
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The reaction requires an energy of 120kJ/mol, so the sensor is equipped with a heater to maintain 
the operation temperature above 60℃. The measured capacitance of the sensing film shows a resolution 
of 10ppm. 
2.2.2.3 Resistance Type CO2 Sensor [16-18] 
Many chemical CO2 sensors are based on resistance measurement. Many sensing materials have been 
used, including BaTiO3–CuO [16], BaCO3 [17], Ag2SO4 [18] and Na2CO3 [18]. Some of them can only be 
used at elevated temperature. 
2.3 SURFACE ACOUSTIC WAVE (SAW) SENSOR 
SAWs were first explained in 1885 by Lord Rayleigh, who described the surface acoustic mode of 
propagation and predicted its properties in his classic paper [19]. Named after their discoverer, Rayleigh 
waves have a longitudinal and a vertical shear component that can couple with any media in contact with 
the surface. This coupling strongly affects the amplitude and velocity of the wave, allowing SAW sensors 
to directly sense mass and mechanical properties [20]. 
SAW devices have a piezoelectric substrate excited by comb shape metal patterns called inter 
digital transducers (IDT) as shown in Fig.2.6. The IDTs convert incoming electrical signals into 
mechanical waves which propagate along the surface of the device. The space between the input and 
output IDTs is delay line. The SAW characteristics such as amplitude and phase depend on the surface 
perturbations and have been used for sensing. It has been shown that temperature, pressure, mass 
deposition, conductivity change, elasticity change affect the propagation characteristics of the surface 
wave. Gas sensing has predominantly been achieved by mass-sensitive SAW sensors using gas absorption 
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enhanced coatings. The mass change is observed as a frequency shift in an oscillator loop. However, the 
sensitivity is limited using this method. Conductivity change, on the other hand, can be more promising as 
a sensing parameter. Since the sensing process is induced by incoming signal, so the SAW sensor can 
have zero power consumption when standby. And the incoming signal can be introduced wirelessly, thus 
further reduce the power needed for the system. 
 
Figure 2. 6 [20] Structure of SAW sensor. 
 
The changes in phase, φ∆  and attenuation, α∆  of the surface acoustic wave can be given by 
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Where mc is the mass sensitivity coefficient, sρ is the mass per unit area, 0f is the frequency of 
operation, 2K is the electromechanical coupling coefficient, sσ is the sheet conductivity of the film, sC is 
the capacitance per length of the SAW substrate, κ is the fraction of the propagation path covered by the 
CNT film, and k is the wave number. 
As for substrate materials, the properties of many common used piezoelectric materials are listed 
in table 2.1. 
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Table 2. 1 Common used Piezoelectric Material Properties.  
Substrate Cut Propagate 
Direction 
Wave 
Speed(m/s) 
Coupling Coeff 
K2  (%) 
Temperature 
Coefficient (ppm/℃) 
Transmission 
Loss(dB/cm) 
Quartz Y X 3159 0.23 -22 0.82 
ST X 3158 0.16 0 0.95 
LiNbO3 Y Z 3485 4.5 -85 0.31 
131°Y X 4000 5.5 -74 0.26 
128°Y X 4000 5.5 -72  
LiTaO3 Y Z 3230 0.74 -37 0.35 
X 112°Y 3295 0.64 -18  
 
Electromechanical coupling coefficient is a numerical measure of the conversion efficiency 
between electrical and acoustic energy in piezoelectric materials. Qualitatively the electromechanical 
coupling coefficient, K2, can be determined as the portion of energy converted per input energy. So higher 
coupling coefficient means more efficient electric mechanic energy conversion. 
From the table, it can be seen that ST cut quartz has zero temperature coefficient and relatively 
low coupling coefficient and relatively high transmission loss. So the SAW signal on ST quartz will be 
relatively weak. However, due to its zero temperature coefficient, ST quartz can be used in harsh 
environment with temperature variation but equipped with power supply. As for wireless application, 
LiNbO3 can be used because of its high coupling coefficient and low transmission power loss. As for 
temperature related variation, it can be compensated by having temperature sensor on board. 
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2.4 CARBON NANOTUBES (CNTS) 
It has been observed from literature survey that CNT especially single wall CNT (swCNT) can be 
promising for CO2 gas sensing due to its large surface-to-volume ratio. The absorption of CO2 gas on the 
surface of swCNT changes many physical properties of swCNT, including impedance and mass. 
Researches on mass sensing of swCNT nanocomposites had long been conducted for its ease of 
implementation. However, mass sensing suffers from low precision caused by absorption of water vapors 
and other gas contents. On the contrary, impedance sensing shows more potential. 
2.4.1 Types of CNTs [21] 
CNTs can be mainly divided into two groups by its structure: single wall CNT (swCNT) and multi wall 
CNT (mwCNT). 
2.4.1.1 swCNTs [21] 
Most swCNTs have a diameter of close to 1 nanometer, with a tube length that can be many millions of 
times longer. The structure of a SWNT can be conceptualized by wrapping a one-atom-thick layer of 
graphite called graphene into a seamless cylinder. The way the graphene sheet is wrapped is represented 
by a pair of indices (n,m) . The integers n and m denote the number of unit vectors along two directions in 
the honeycomb crystal lattice of graphene. If m = 0, the nanotubes are called zigzag nanotubes, and if n = 
m, the nanotubes are called armchair nanotubes. Otherwise, they are called chiral. The diameter of an 
ideal nanotube can be calculated from its (n,m) indices as follows 
                                                                                    Eq. 2. 5 
[21] 
where a = 0.246 nm. 
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SWCNTs are an important variety of carbon nanotube because most of their properties change 
significantly with the (n,m) values, and this dependence is non-monotonic. In particular, their band gap 
can vary from zero to about 2 eV and their electrical conductivity can show metallic or semiconducting 
behavior. SWCNTs are likely candidates for miniaturizing electronics. The most basic building block of 
these systems is the electric wire, and SWCNTs with diameters of an order of a nanometer can be 
excellent conductors. Fig. 2.7 shows the typical structure of swCNTs. [21] 
   
(a)                                               (b)                                            (c) 
Figure 2. 7  [21] Typical swCNT structure. (a) Armchair (n, n). (b) Zigzag (n, 0). (c) Chiral (n, m). 
2.4.1.2 mwCNTs [21] 
MWNT consist of multiple rolled layers (concentric tubes) of graphite. There are two models that can be 
used to describe the structures of multi-walled nanotubes. In the Russian Doll model, sheets of graphite 
are arranged in concentric cylinders, e.g., a (0,8) swCNT within a larger (0,17) swCNT. In the Parchment 
model, a single sheet of graphite is rolled in around itself, resembling a scroll of parchment or a rolled 
newspaper. The interlayer distance in mwCNTs is close to the distance between graphene layers in 
graphite, approximately 3.4 Å. The Russian Doll structure is observed more commonly. Its individual 
shells can be described as swCNTs, which can be metallic or semiconducting. Because of statistical 
probability and restrictions on the relative diameters of the individual tubes, one of the shells, and thus the 
whole mwCNT, is usually a zero-gap metal. A three layer mwCNT with armchair structure is shown in 
Fig. 2.8. 
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Figure 2. 8 [21] Typical three layer mwCNT with armchair structure. 
2.4.2 Fabrication of CNTs [21] 
Techniques have been developed to produce nanotubes in sizeable quantities, including arc discharge, 
laser ablation, high-pressure carbon monoxide (HiPco), and chemical vapor deposition (CVD). Most of 
these processes take place in vacuum or with process gases. CVD growth of CNTs can occur in vacuum 
or at atmospheric pressure. Large quantities of nanotubes can be synthesized by these methods; advances 
in catalysis and continuous growth processes are making CNTs more commercially viable. [21] 
2.5 GAS SENSING NANOCOMPOSITES 
Upon exposure to certain gases, the change in the properties of CNTs or CNTs-based composites can be 
detected by various methods. As a result, CNTs-based gas sensing systems and the theoretical analyses of 
gas adsorption and collision effects on the nanotubes have been the subjects of intense research [22]. 
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2.5.1 Nanocomposites [23-29] 
Nanocomposite is a special class of materials having unique physical properties and wide application 
potential in diverse areas [24]. Novel properties of nanocomposites can be obtained by successfully 
imparting the characteristics of parent constituents to a single material. These materials differ from both 
the pure polymers and the inorganic nanomaterials in some physical and chemical properties. Polymer 
nanocomposites (PNC) have drawn great research interest for their unique physical, mechanical, and 
optical properties. Both inorganic and organic nanofillers are used for this purpose on a variety of 
polymers by different group of workers. Among the former category, mainly the clay polymer 
nanocomposites have drawn major attention because of their lower cost and very high reinforcing 
property [25]. The dispersion of metal or semiconductor nanoparticles within the polymer matrix also 
exhibits a large enhancement of the physical and mechanical properties [26-27]. Among the organic 
nanofillers, the carbon nanotube is the most important [28] because it possesses low mass density and 
large aspect ratio that yields a unique combination of mechanical, thermal, and electroactive properties 
[29]. 
2.5.2 CNT nanocomposite sensor 
One promising sensing material based on polymers is conducting particles-insulating matrix composition 
[22]. The polymer acts as the insulating matrix while dispersed conducting particles provide the 
conducting path for sensing [30]. Due to adsorption of interested analyst, there are volumetric changes of 
the matrix polymer. This can lead to a distinct change in percolation-type conductivity around a critical 
composition of the material, which is known as "percolation threshold". Generally, the percolation 
threshold is dependent on the shape of the conducting particle. Composite consisted of particles with 
higher aspect ratio shows lower threshold and higher sensitivity [31]. CNTs, with almost one-dimensional 
thread-like structure and good conductivity, are ideal as the dispersed particles in this conducting 
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particles-insulating matrix composition for gas sensing systems. Therefore, CNTs/polymer composites 
have been intensively studied for gas sensors [32–34]. 
Many CNT nanocomposites have been fabricated as gas sensing material. Polypyrrole 
(PpY)/CNT mixture shows almost 90% resistance change when exposed in 0.3% No2 [35]. Ethyl 
cellulose (EC)/CNT nanocomposite shows 9% resistance change for 0.5% benzene [30]. 
Polymethylmethacrylate (PMMA)/CNT mixture shows resistance change over dichloromethane, 
chloroform and acetone [36]. 
In general, CNTs do not have sensing response to all gases and vapours but only the ones with 
high adsorption energy or that can interact with them [22]. Therefore, coating or doping of an enhance 
element on CNTs may broaden the application range. Chlorosulfonated polyethylene with tetrahydrofuran 
(THF) as a coating solution for CNT can be used for Cl2 sensing, and Hydroxypropyl cellulose with 
chloroform as coating can be used to detect HCl [37]. The sensing response demonstrates a huge potential 
of using modified CNTs gas sensing materials for a broad range of gases and chemical vapors. 
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3.0  FABRICATION AND CHARACTERIZATION OF SAW FLOW SENSOR 
3.1 BACKGROUND 
Since the development of SAW gas sensor involves both SAW sensor development and gas sensitive 
layer development, design, fabricate and test a SAW sensor naturally becomes the first step in SAW 
sensor development. Here, ST quartz is used to construct a flow sensor based on pressure sensing. The 
fabrication and testing protocol is thus built after the flow sensor construction. 
Fluid flow sensor has broad applications in various industrial and research operation monitoring 
and control. It is especially important to have accurate flow measurement in some aero-space technology 
applications and some of the cutting edge research projects. 
There has been numerous flow sensors, some of them already commercialized. Traditional 
mechanical flow sensors, such as venturi flow meters [38-40] and pitot tube flow meters [41-43], do not 
require power supply, and have simple structures. However, the readouts of these traditional flow sensors 
are not compatible with electronic system, making them unsuitable for modern applications. 
Modern electronic flow sensors can be divided into several categories based on operation 
principles. One of the most important types of flow sensor is thermal flow sensor [44-48], including hot-
wires anemometers, calorimetric flow sensors. They usually have a heater and at least one temperature 
sensing element to measure, e.g. the heat transfer from the heater to the thermometer. These flow sensors 
can have broad measurement range, from micro fluid measurement to macroscopic petroleum transport 
pipes. It’s also convenient to integrate these sensors into CMOS circuit same chip control. The other 
important type of flow sensor is ultrasonic flow sensor [49-51]. The sensing structure is clamped to the 
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outside wall of the pipe, where ultrasonic wave travels through the flow and is reflected back through the 
flow and intercepted by the receiver. The response of the ultrasonic wave, including resonant frequency, 
magnitude and phase change depends on the flow rate through the pipe. However, the power consumption 
of these sensors makes them hard to be used in portable devices or remote areas where power supply is a 
challenge. 
For pressure driven laminar flow, as shown in Fig. 3.1, the pipe wall is subject to pressure along 
the flow direction. The pressure on the wall decreases linearly towards the exit. When a sensor is mounted 
on the pipe wall, the sensor will also be subject to linearly decreased pressure. For sensor with small 
surface area compared to pipe dimension, the pressure can be assumed to be uniform. 
 
Figure 3. 1 Pressure Driven Laminar Flow Schematic View. 
 
Previous research [52-54] showed that, for laminar flow, the pressure difference between specific 
point on pipe wall and flow exit depended linearly on flow rate. Since flow rate depends linearly on 
pressure, the flow meter essentially functions as a pressure sensor. 
To facilitate the integration of wireless module, surface acoustic wave (SAW) is chosen as the 
sensing method. SAW sensor has been widely used for its low power consumption and easy operation and 
compatibility with wireless. 
There has been some research on SAW pressure sensor design and fabrication [55-58]. However, 
the fabricated sensor is based on LiNbO3 and has two-layer chamber structure. Since LiNbO3 is 
temperature dependant, the pressure sensor is unstable without proper temperature compensation. The 
complicated two-layer structure also makes it unsuitable for flow sensor application. 
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ST-X cut quartz is selected for flow sensor due to its abundance and temperature stability. Plate 
structure is used for fabrication simplicity. 
3.2 THEORETICAL ANALYSIS 
3.2.1 Pressure on Chamber Induced by Flow 
Consider as a two-plate Couette flow problem shown in Fig. 3.2 (a). There is only one velocity 
component v along the x direction, and the boundary condition is v(-H/2)=v(H/2)=0. The pressure field is 
denoted by p. 
   
(a)                                                                   (b) 
Figure 3. 2 (a) Two plate Couette problem. (b) Short Segment of flow chamber under pressure and 
dragging force. 
 
For a linear viscous fluid with viscosity µ, the flow profile is 
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where V is the maximum flow velocity, which will be determined below, 
 
Assumptions: 
 The cross-section area of the rectangular flow chamber is BHA = , where B is the width of the 
chamber and H is the height of the chamber, and its perimeter is c= 2(B+H). 
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 Along axis pressure gradient is 
dx
dp , 
 Dragging force on the chamber inner surface follows a linear relationship, i.e. Vατ = , where τ is 
the shear stress on the resonator top surface, and α is the drag coefficient. 
 
Now consider a short segment of the chamber (length dx) as Fig. 3.2 (b), then the force balance is 
F=f dx c= - dp A 
Assuming a 2-D flow as in Eq. 3.1, the width of the chamber should be much larger than the 
height, B>>H, so the friction force on the side walls can be ignored. Therefore, 
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At the chamber walls, for a linear viscous fluid with a viscosity µ, the friction should be equal to 
shear stress, which is, 
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The flow profile is now, 
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If p0+p1 is the pressure at x=0, and p1 is the pressure at x = L, then L
p
dx
dp 0−= . Then, from Eq. 
3.2, the flow profile is 
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The flow rate:    
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pressure:              ( ) ( ) 10 pLxLpxpyyxx −−−=−== σσ                                                       Eq. 3. 6 
shear stress:        
L
pyxy 000 , =−= τττ                                                                                   Eq. 3. 7 
From the above equation, the flow rate is proportional to the pressure difference along the flow 
path of length L, width B and height H. 
3.2.2 Initial Deformation of the Resonator 
With p and τ  known from Eqs. 3.6 and 3.7, the initial deformation of the resonator induced by flow can 
be determined. Consider the free-body diagram of the resonator, a unit length of the structure in the X3 
direction. The bending moment distribution is shown in Fig. 3.3 (a). 
When the length of resonator is much smaller than the length of flow chamber, i.e. l << L, the 
pressure p on the resonator can be assumed to be uniform as in Fig. 3.3 (b). 
  
(a)                                                                                           (b) 
Figure 3. 3 (a) Bending moment distribution in the unit length of the free body diagram of the resonator in 
X3 direction. (b) Approximated uniform bending moment distribution. 
 
Assumptions: 
 The length of the resonator plate is much larger than its thickness. 
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 Plane strain beam 
 
For planar deformation of thin plates, let w1(0) and w2(0) be the plate middle plane extensional and 
flexural displacements. w1(0) and w2(0) are governed by the following two systems of equations, 
respectively: 
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121111 cccc −= , pqc  are elastic stiffness constants. A=h(1) is the cross sectional area. 
123hI =  is the moment of inertia of A. 
Solving Eq. 3.8, it can be calculated that: 
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Then the biasing displacement field w can be calculated from the plate extensional and flexural 
displacements through 
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3.2.3 The Unperturbed SAW Mode 
The thickness of the crystal plate is chosen to be much larger than the wavelength of the SAWs. So the 
SAWs at the bottom surface of the plate decay sufficiently in the plate thickness direction and do not 
interfere with the interface between the plate and the fluid. Therefore, the SAWs propagating along top 
surface of an elastic half space with 02 >X , as shown in Fig. 3.4,  can be effectively evaluated. 
 
Figure 3. 4 SAWs propagating along top surface of an elastic half space 
 
Consider Rayleigh surface waves with angular frequency ω, wave number k in the 1X  direction, 
phase speed kCR ω= , and displacement u. Consider quartz which is of holoaxial, trigonal symmetry 
and allow plane-strain motions. Rayleigh waves over a half space of quartz crystals with a traction-free 
boundary surface are given by 
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where β , Rλ , g, α , RC  and r depend on material properties. 
3.2.4 Frequency Shift on Pre-Stressed Substrate 
Consider a homogeneous material body occupying a region V. The body is free from any deformations 
and fields. 
The mass density is ρ0. 
The second and third order elastic constants of the substrate are cKαLγ and cKαLγAB, respectively. 
Suppose that the governing equations and boundary conditions allow a linear acoustic mode with 
frequency ω and displacement u. 
When an initial displacement field w with initial stress T0 and initial strain ( ) 2,,0 KLLKKL uuS +=  
is applied, the frequency of the mode is perturbed a little and is denoted by ω+∆ω. 
The frequency shift due to the initial fields is represented by the following integral from a first-
order perturbation analysis [59-60] 
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                                                                                           Eq. 3. 13 
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Where γαLKcˆ  is the modification of the second-order elastic constants by the initial fields and is 
given by 
0
,,
0ˆ ABABLKMKMLNLNKKLLK ScwcwcTc γααγγααγγα δ +++=                                                        Eq. 3. 14 
Note: 
 The initial field w is induced by the fluid pressure and the drag. 
 The unperturbed mode u is when the initial fields are absent. 
 
With the initial fields in Eq. 3.11 and the unperturbed modes in Eq. 3.12, the perturbation 
integral in Eq. 3.13 can be calculated. The displacement gradients needed in Eq. 3.14 can be calculated by 
Eq. 3.11. w2,2 can be obtained from the stress relaxation condition T2=0 for thin plates. To use in Eq. 3.13, 
it’s necessary to expand Eq. 3.12 into tωcos  and tωsin  terms and use the coefficient of either tωcos  
or tωsin . 
3.3 SURFACE ACOUSTIC WAVE SENSOR DESIGN 
3.3.1 Piezoelectric Substrate Material 
The piezoelectric substrate is selected using a ST-X cut quartz membrane for its higher excitation strength 
of SAW and its negligible temperature dependence from -20℃ to 100℃. And the K2 is about 0.15%, 
which is small compared with some other strong piezoelectric materials. 
ST-cut quartz has Euler Angles (0º, 132.75º, 0º), so its transform matrix is 

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The material parameters of alpha quartz are: 
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where 2911 /1074.86 mNc ×= , 
29
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So, the elastic stiffness coefficients matrix of ST-cut quartz is 
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Similarly, the dielectric matrix and the piezoelectric coefficient matrix are obtained as 
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The mass density of quartz is 2.649 g/cm3 at 20℃. The phase velocity of a SAW on ST-cut quartz 
is 3158 m/s. 
3.3.2 Design of the SAW Sensor 
The synchronous frequency is 52.563 MHz, which limits the highest frequency of operation of SAW 
devices to a few GHz. 
According to Eq. (11), the strain S11 of the resonator can be determined as 
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the strain on the bottom of the resonator is 
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                                      Eq. 3. 15 
For a  rectangular flow chamber of 165.10 mm × 69.85 mm × 0.51 mm (L × B × H) and 
composed of 2 parallel acrylic plates, it can be calculated that 01 =p , %3089.0=pτ , the effect of 
shear stress can be neglected, and the strain 11S in Eq. 3.15 can be calculated by 
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The dimension of the resonator plate is 20 mm × 20 mm × 0.3 mm. When the pressure on the 
resonator induced by flow is 10kPa and 40kPa separately, the relative errors between 11S  and 11"S  on the 
bottom of plate can be calculated and plotted in Fig. 3.5. From Fig. 3.5 the relative error is less than 0.1%. 
  
(a)                                                                      (b) 
Figure 3. 5 Theoretical relative error of neglecting the shear stress (a) Error at 10kPa. (b) Error at 40kPa. 
 
It is known that the input/output IDTs are arranged on the expanding region of the piezoelectric 
substrate bottom. It is also known that the pressure sensitivity of ST-X cut quartz is higher when the 
propagation path of a SAW is close to 10 mm or 3 mm [61]. For a fixed rectangular plate (20 mm × 20 
mm × 0.3 mm) made of ST-X cut quartz under a uniform pressure, its deformation and normal strain 
along x direction can be numerically calculated by ANSYS and shown in Fig. 3.6. 
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(a)                                                            (b)                                                              (c) 
Figure 3. 6 FEM results about ST-X cut substrate under pressure. (a) Deformation under 10kPa pressure. 
(b) Strain S11 under 10kPa pressure. (c) Strain S11 of half plate under 20kPa pressure. 
 
The S11 results on the central line of bottom of ANSYS simulation and plain strain beam 
calculation results by Eq. 3.16 are shown in Fig. 3.7. For 20mm × 20mm × 0.3mm sensor, two simulation 
cases of 10kPa and 40kPa are shown in Fig. 3.7(a). For comparison, besides calculation results of 10kPa 
and 40kPa pressure on the sensor, the situation where the same pressure is applied to a 30mm × 30mm × 
0.3mm sensor is also calculated and shown in Fig. 3.7(b). 
     
(a)                                                                                          (b) 
Figure 3. 7 The strain S11 on the central line of plate bottom from simulation and calculation. (a) FEM 
result for 20mm × 20mm × 0.3mm sensor. (b) Calculation results for 20mm × 20mm × 0.3mm and 30mm × 30mm × 
0.3mm sensors. 
The resulted phase changes of the SAWs under different situations are also calculated and shown 
in Fig. 3.8 (a). As can be seen, the response phase change is greater for larger plate and higher pressure. 
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(a)                                                                          (b) 
Figure 3. 8  (a) Simulated and calculated phase change versus flow rate of the chamber. (b) Simulated and 
calculated frequency shift versus flow rates of the chamber. 
For frequency shift, it is known that the frequency will decrease with the increase of strain, i.e., 
the increase of flow rate [62]. The related expecting frequency shifts are shown in Fig. 3.8 (b). 
3.3.3 Design and Fabrication of the Testing System 
Fig. 3.9 shows the schematic view of the chamber, which is composed of 2 parallel acrylic plates, in 
which a rectangular flow channel with dimension 165.10 mm × 69.85 mm × 0.51 mm (L × B × H), inlet 
and outlet reservoir, one sensor mounting port, and one inlet port and outlet port are formed. 
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(a) Top plate of chamber. 
 
(b) Bottom plate of chamber 
Figure 3. 9 The dimension of chamber. 
Since SAW signal will damp significantly in water and other liquids, it is natural that IDTs are 
located on the back of the substrate, thus SAW can propagate on the back of substrate. From Fig. 3.7, it 
can be seen that 5.7mm from the center of the sensor, the pressure induced strain is almost zero. Thus the 
IDTs begin from that point so they will have minimal deformation under pressure and the SAW 
propagation path is entirely located on tension area. The designed sensor has 70 pair of input and output 
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IDTs and 3mm apart. The whole sensor is constructed on a 3cm × 3cm × 0.3mm quartz crystal substrate. 
And the two IDTs are located symmetrically on the center of the substrate. 
A 50nm thick Cr layer was deposited on the Quartz wafer. Then a 150nm thick Au layer 
was sputtered on top of Cr layer. After that a 3µm thick AZ4210 was coated on Au surface by 
spin-coating at 3000rpm for 30 seconds. After patterning, the Au and Cr on IDT area were kept 
and others were removed by Au etchant and Cr etchant. The remaining photoresist is then 
removed by acetone. Finally the wafer is cleaned using IPA and DI water and then dehydrated 
for 30min at 120℃. Silver paste is used to connect the IDT electrodes to the measurement 
instrument. Fig. 3.10 shows the designed and fabricated sensors separately. 
      
            (a)                                                                         (b) 
Figure 3. 10 (a) Designed SAW sensor with 15um IDT finger and space. (b) Fabricated SAW sensor on 
3cm × 3cm quartz crystal substrate 
 
The sensor mounting port on the top plate is 3cm × 3cm and around 350µm deep. On the 
center of the mounting port, a 2cm × 2cm square shape through hole is used to apply pressure on 
the center 2cm × 2cm area of the SAW sensor. Four through holes are constructed on the four 
corners of the mounting port to connect the electrode pad from the sensor to the measurement 
instruments. AZ4210 photoresist is used as adhesive to fix the fabricated sensor on the mounting 
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port. Thus the sensor can be changed after experiments by cleaning the photoresist. The 
integrated experiment system is shown in Fig. 3.11. 
  
            (a)                                                                                          (b) 
Figure 3. 11 (a) Crosessetional view of the designed experiment setup. (b) Integrated experiment setup. 
3.4 EXPERIMENT RESULTS AND CONCLUSION 
The sensor is tested under different flow rates from 0ml/min up to 3500ml/min, which corresponds to 
normal pressure of 0Pa up to 60kPa. Using the group delay measurement function from network analyzer, 
the delay time and the corresponding resonant frequency of the sensor can be recorded simultaneously. 
When the flow rate increases from stagnant, the delay time changes accordingly. This increase of delay 
time is then converted into phase change after dividing by the period of the SAW. From this aspect, the 
phase change is linearly dependent on delay time change. 
From Fig. 3.12, it can be seen that the phase change of the sensor is linearly depending on the 
fluid flow rate at 1Deg/11.8ml/min, while the resonant frequency does not show obvious change along 
flow rate change, probably because the choice of IDT locations minimize the deformation of IDTs. 
Comparing the experiment data with the theoretical value from Fig. 3.7, it can be seen that the 
actual phase change of the sensor is comparable to the case of 3cm × 3cm. The possible reason of this 
phenomenon is because the SAW sensor is mounted using AZ4210 photoresist. The photoresist is coated 
on the mounting port using brush. During the drying process, the evaporated solvent causes numerous 
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holes on the adhesive layer, thus making the adhesive porous and vulnerable to external pressure. When 
subject to pressure from the flow, the adhesive layer close to the 2cm × 2cm opening cracks, thus the 
SAW sensor loses the supporting layer on the back. So the real area under pressure of the flow is close to 
3cm × 3cm because of the loss of the support layer. The performance might be adjusted if permanent 
uniform bonding is adopted. 
 
Figure 3. 12 SAW flow sensor reponse 
The experimental result shows irregular frequency change with the increase of the flow rate, 
which is different from the expected frequency decrease. The reason for the difference lies in two sides. 
First the resonant frequency is derived from the group delay measurement, where the signal is integrated 
over the range of scanning frequency, so the frequency value is the result of indirect measurement, thus 
there might be certain system error. The other factor that might affect the resonant frequency is the 
fabrication process. For the fabricated SAW sensor, the finger width and space are both 15µm. A 0.08µm 
fabrication error will cause the resonant frequency shift of 300kHz. Using current fabrication process, the 
fabrication error is expected to be less than 1µm. So it’s reasonable that the resonant frequency is not 
unique for each pair of IDT finger, thus the resonant frequency change cannot be recognized during the 
experiment. 
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To improve the sensitivity of flow sensor, thinner substrate can be used at lower measurement 
range. The device can also be operated at higher order resonant frequency to further improve the signal 
resolution. However, based on experiment observation, the insertion loss at high frequency might exceed 
the limit of the measurement instrument, making it less feasible for real application. 
The flow sensor can also be incorporated with wireless function, while careful design and 
operating frequency decision are needed. The sensor dependence on temperature change is assumed 
negligible due to the property of ST cut quartz, while the other part of the testing system might be 
affected by temperate change. So it’s necessary in the future to investigate in the overall temperature 
dependence of the testing system. 
In all, analytical result implies linear relationship between flow rate and pressure difference along 
flow path. SAW sensor analysis and FEM simulation result shows that the phase delay of SAW signal 
depends linearly on the pressure on the sensor at low flow rate. Based on the analysis and simulation, the 
expected response of the SAW sensor is calculated. A SAW sensor based on quartz crystal substrate with 
52.63MHz resonant frequency is designed and fabricated, along with the corresponding testing system. 
Test results show certain agreement with analysis in terms of phase delay, while the response of resonant 
frequency change falls under reasonable range around the expected curve. Overall, the SAW flow sensor 
can be potentially used in practical applications with certain calibration and can be integrated with 
wireless function in the future. 
In a word, the development of SAW sensor proves that IDT delay time structure is suitable for 
sensor configuration and metal etching is better compared with lift off in IDT lithography. 
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4.0  CNT NANOCOMPOSITE FABRICATION AND CHARACTERIZATION 
4.1 INTRODUCTION 
Surface Acoustic Wave (SAW) technology [63] has long been used in gas sensing system [64]. With inter 
digital transducer (IDT), SAW is generated and travels along the surface, and is received by IDT on the 
other side of the sensor. The SAW frequency and phase/magnitude can be altered by changing the surface 
mass/impedance on SAW transmission path. Since most SAW base materials, such as quartz, are not 
sensitive to the gas concentration, a thin film that can respond to the environment is normally used. 
Sensing thin films are normally formed by curing different polymers, due to the easy integration 
of polymer and SAW device fabrication [65]. Among the various polymers, polyimides (PIs) has 
excellent thermal stability and very good mechanical properties [66]. To make the thin film suitable for 
gas sensing, most PIs can be converted into porous material by several ways including adding porous 
filler, adding low temperature curing agent and some other methods [67]. The capability of withstanding 
high temperature makes PIs suitable for making various gas sensing membranes under harsh 
environments, especially when high temperature application is needed. 
Since PIs are insulator, conductive fillers are necessary for impedance type thin film gas sensing 
membrane. Carbon nanotubes (CNTs) are the most successful conductive filler available until now. Since 
the introduction of CNTs, these new materials have attracted most attentions for their superb electrical, 
mechanical and thermal properties compared to conventional materials [68]. Lots of research has been 
done in utilizing CNTs as various sensors [69]. Because of its large surface-to-volume ratio, CNT will 
have faster response time and better response signal than other sensing materials. 
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It’s natural that CNTs can be incorporated into PIs to give the composite sensing property of 
CNTs without losing the mechanical and thermal properties of PIs. 
To characterize the performance of SAW gas sensing system, the response of the composite in 
IDT configuration needs to be studied to set the reference for gas sensing. 
There have been some researches done on PI-CNT composite thin films [70]. However, their 
researches are either based on mold formed CNT [71], which is different from thin films in terms of 
electrical properties, or the thin film had been pre-treated before mixing and curing [72], or their 
characterizations are based on specific measurement setup of dc conductivity measurement and dielectric 
measurement11. Since the measured percolation threshold and impedance performance depend on the 
thin film preparation process and the direction of the measurement, measurements incorporated with 
SAW IDTs, such as impedance spectroscopy, still need be studied. 
4.2 FABRICATION OF CNT NANOCOMPOSITE AND PERCOLATION 
THRESHOLD STUDY 
It has known that the impedance measurement results are different for the CNT-Polyimide nanocomposite 
with different mixing ratios. To determine the proper mixing ratio and manufacturing parameters for the 
thin film employed in CO2 sensing system, analysis needs to be done regarding the different characteristic 
behavior of these thin films. 
When polyimide and CNT are mixed, several different CNTs might connect each other and form 
a path across the thin film, thus turning the composite from insulating to conducting electrons. The theory 
that describes the relationship between the filler (CNTs in this particular case) concentration and the 
conductivity is called percolation theory. It has been shown there exists a critical filler concentration 
value that, when the concentration is below the critical value, the probability of forming a conducting path 
approaches to 0 infinitely, and while the concentration is above the critical value, the probability of 
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conducting approaches to 1 infinitely. This critical value is called percolation threshold. The universality 
principle states that, the value of the percolation threshold is connected to the local structure of the film, 
while the behaviors of open clusters below, at, and above percolation threshold are invariant with respect 
to the local structure. 
So it’s essential to find out the percolation threshold for the CNT-polyimide nanocomposite thin 
film since the property of the thin film below the percolation threshold will behave more like insulator 
while the behavior of the thin film above the percolation threshold is more close to ideal conductor. In 
current research project the response of the thin film to different CO2 concentration is expected to reach 
maximum around the percolation threshold while maintaining the measurement feasibility. 
4.2.1 Fabrication of CNT Nanocomposite 
To measure the impedance of the thin film, dozens of pairs of electrodes are made under the thin film to 
ensure uniform and accurate impedance measurement. The electrodes are designed the same as 
interdigital transducers (IDTs), in accordance with the future integration with SAW devices. 
A 50nm thick Cr layer was deposited on the Quartz wafer. Then a 150nm thick Au layer was 
sputtered on top of Cr layer. After that a 3um thick AZ4210 was coated on Au surface by spin-coating. 
After patterning, the Au and Cr on IDT area were kept and others were removed by Au etchant and Cr 
etchant. The remaining photoresist is then removed by acetone. Finally the wafer is cleaned using IPA 
and DI water and then dehydrated for 30min at 120℃. 
The fabricated IDT has 60 pairs of fingers with 5mm length, 36 um width, 44um spacing, 4.8mm 
aperture. 
The swCNTs are commercially available through Aldrich® company (2g, St. Louis, Mo, USA). 
The base fluid polyimide are from HD® Microsystem company (1 Gal, Parlin, NJ, USA). The base fluid 
is added into the beaker, then swCNTs are added the weight according to the desired mixing ratio. Then a 
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magnetic stir bar is used for mixing. The whole beaker is covered by plastic wrap and stir for 5min or 
until the mixture shows uniform texture. After that, the mixture is poured on the top surface of the IDT 
chip. By using spin-coater, the mixture eventually forms a thin film of about 1um thick. The thin film 
covered IDT chip is finally baked on hotplate at 120℃ for 5min and 350℃ in the oven for 30min. Silver 
paste and silver wire serve as the connection path between the measurement instrument and the electrode 
pads of IDT. 
4.2.2 CNT Nanocomposite Percolation Threshold 
Since the thickness of the fabricated thin film is controlled to be around 1um, the thin film can be treated 
as a two dimensional structure. There are several different types of basic lattice models for 2D structure. 
As shown in Fig. 4.1, there are several different types of regular and Archimedean lattices. There are also 
many other types of irregular lattices, which is not shown in the picture [73]. 
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Figure 4. 1 [73] Some of the regular and Archimedean lattices. 
 
The notation underneath each lattice on the above figure means the number of every basic shape 
that each vertex is surrounded by. 
Due to universality principle, it’s beyond the interest of current project to investigate the detail 
lattice structure of CNT-polyimide nanocomposite thin film. The work is thus focused on percolation 
threshold, i.e. the transition region between insulator and conductor. 
Fig. 4.2 shows the some of the impedance spectroscopy measurement results for different CNT 
weight ratios. 
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Figure 4. 2 Impedance spectroscopy of some CNT-Polyimide nanocomposite thin films with different 
weight ratios. 
 
The weight ratio on the above figure ranges from 0.07% to 0.8%. Experiment data for samples 
with weight ratio below 0.07% exceeds the scope of the measurement instrument, thus 0.07% is chosen as 
starting concentration of the nanocomposite thin film. When the concentration increases beyond 0.8%, the 
resistivity of the thin film tends to decrease much slower than in lower concentration region, so only 0.8% 
is shown. In the meanwhile, the conductivity of the thin film drops drastically under 0.8%, so the data 
points after 0.8% will be included in the conductivity figure. 
Since the thickness of the thin film and the dimensions of the IDT electrodes are known, the 
volume resistivity and volume conductivity can be calculated based on the following formula: 
                                                                                                                              Eq. 4. 1 
and                                                                                                                             Eq. 4. 2 
Fig. 4.3 and Fig. 4.4 show the volume resistivity and volume conductivity respectively. 
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Figure 4. 3 Volume resistivity of nanocomposite thin film with respect to weight ratio. 
 
 
Figure 4. 4 Volume conductivity of nanocomposite thin film with respect to weight ratio. 
 
As can be seen from above figure, the conductivity changes drastically starting from weight ratio 
of 1.1%. Similar to other similar figures like Fig. 4.5 from the literature, the conductivity and 
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concentration relationship curve can be approximated by polynomial. Based on the percolation 
formula baxcy )( −= , where x is the concentration of CNT, a is the percolation threshold, b is the 
critical exponent, and c is constant, the parameters can be calculated to approximate the conductivity 
curve above percolation threshold. The calculated percolation threshold is 1% while the critical exponent 
is about 2.5 and c is about 10s/m. 
 
Figure 4. 5 Volume conductivity of CNT-polymer nanocomposite with respect to weight ratio from 
literature. 
4.3 CNT NANOCOMPOSITE RESPONSE TO TEMPERATURE CHANGE 
Different samples with mixing ratio from 0% (pure polyimide) up to 1.2% are prepared. Each sample is 
test under different temperature range from room temperature (25℃) up to more than 200℃. 
Fig. 4.6 (a) shows the real part of pure polyimide thin film impedance measured by impedance 
analyzer. Fig. 4.6 (b) shows the imaginary part of pure polyimide thin film impedance measured by 
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impedance analyzer. Fig. 4.6 (c) shows the Nyquist plot of the pure polyimide thin film. Fig. 4.7 (a) 
shows the real part of 0.02% mixing ratio thin film impedance measured by impedance analyzer. Fig. 4.7 
(b) shows the imaginary part of 0.02% mixing ratio thin film impedance measured by impedance 
analyzer. Fig. 4.7 (c) shows the Nyquist plot of the 0.02% mixing ratio thin film. Fig. 4.8 to Fig. 4.18 
shows the Nyquist plot for different mixing ratio thin film, increase from 0.05% up to 1.2%. 
 
(a)                                                         (b) 
 
(c) 
Figure 4. 6 Impedance of swCNT-polyimide composites(0%swcnt) at different temperature. 
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(a)                                                                   (b) 
 
(c) 
Figure 4. 7 Impedance of swcnt-polyimide composites(0.02%swcnt) at different temperature. 
 
Figure 4. 8 Impedance of swcnt-polyimide composites(0.05%swcnt) at different temperature. 
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Figure 4. 9 Impedance of swcnt-polyimide composites(0.07%swcnt) at different temperature. 
 
 
Figure 4. 10 Impedance of swcnt-polyimide composites(0.1%swcnt) at different temperature. 
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Figure 4. 11 Impedance of swcnt-polyimide composites(0.2%swcnt) at different temperature. 
 
 
Figure 4. 12 Impedance of swcnt-polyimide composites(0.35%swcnt) at different temperature. 
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Figure 4. 13 Impedance of swcnt-polyimide composites(0.6%swcnt) at different temperature. 
 
 
Figure 4. 14 Impedance of swcnt-polyimide composites(0.7%swcnt) at different temperature. 
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Figure 4. 15 Impedance of swcnt-polyimide composites(0.8%swcnt) at different temperature. 
 
 
Figure 4. 16 Impedance of swcnt-polyimide composites(1%swcnt) at different temperature. 
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Figure 4. 17 Impedance of swcnt-polyimide composites(1.1%swcnt) at different temperature. 
 
 
Figure 4. 18 Impedance of swCNT-polyimide composites(1.2%swCNT) at different temperature. 
 
It’s shown from the figures that with the increase of temperature, the impedance of the sample at 
low frequency decrease gradually. At higher mixing ratio, this change is more obvious. It’s also shown 
that with the increase of mixing ratio, the impedance at low frequency decrease drastically. 
It can be noticed that at 0.05% mixing ratio, the low frequency impedance is not as expected to be 
lower than that of 0.02% mixing ratio. This is mostly due to the fact that with such low mixing ratio, the 
swCNT is hard to be distributed evenly. This can be proved by the trend of decreasing low frequency 
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impedance at mixing ratio higher than 0.07%. Test samples with CNT concentration higher than 0.8% do 
now show complete half circles due to CNT agglomeration, so only temperature coefficient of samples 
with concentration equal to or lower than 0.8% is included. A better fabrication process is adopted in the 
following chapter to resolve the agglomeration issue. 
As shown in Fig. 4.19, the impedance of nanocomposite thin film can be expressed as an 
equivalent circuit, when a resister is connected with a capacitor in parallel and then connected with a 
resister in series. 
 
Figure 4. 19 Equivalent circuit of the swCNT nanocomposite thin film. 
 
The complex resistance Z of the thin film can be described by the following formula: 
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Obviously, when 0→ω , 1Z RRR s +== ; when ∞→ω ; sR=Z ,and at the top point of the 
semicircle, 
11
1
RCo
=ω . Therefore, the equivalent circuit parameters can be obtained from the 
measurement of impedance semi-circle. Based on Eq. 4.3, the Rs and R1 can be calculated separately for 
each concentration. From Fig. 4.20, it can be seen that before the percolation threshold of 0.7%, most 
nanocomposites show decreasing resistance for increasing temperature at a rate between 0.014%/℃ and 
0.04%/℃. With the increase of CNT concentration, the temperature coefficient increase monotonically to 
above 0.1%/℃. Fig. 4.21 shows the temperature coefficient change with increasing CNT concentration. 
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Figure 4. 20 Resistance change with temperature for nanocomposites with different CNT concentration. 
 
Figure 4. 21 Temperature Coefficient for nanocomposites with different CNT concentration. 
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4.4 CNT NANOCOMPOSITE RESPONSE TO STRAIN 
The thermal expansion coefficient of quartz is 0.59ppm/℃ [74-75] , For LiNbO3, the z directional thermal 
expansion coefficient is about 3.4ppm/℃, and 13 ppm/℃ in x/y direction [76]. For polyimide, this 
coefficient is 55 ppm/℃. So the nanocomposite on piezoelectric substrate will have certain strain from the 
thermal stress induced by thermal expansion coefficient mismatch. It is thus necessary to investigate into 
the effect of strain on the nanocomposite resistance. 
4.4.1 Test Preparation 
To rule out the effect of other parameters, mechanical stress is applied to reach desired strain. The stress 
application apparatus is AP8214 from Pasco as shown in Fig. 4.22. The apparatus is equipped with a 
force sensor for stress calculation and a rotary sensor for displacement measurement. The apparatus also 
includes a data sampling module and communication module, which is used to transfer real time data to 
computer. 
 
Figure 4. 22 Stress Strain testing apparatus. 
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(a)                                                                (b) 
Figure 4. 23 Test sample. (a) without IDT. (b) with IDT, top one with nanocomposite, bottom one no 
nanocomposite. 
4.4.2 Impedance Measurements 
The test samples without IDT are prepared with 5 different CNT concentrations, from 0.8% to 2%. Fig. 
4.24 to Fig. 4.28 shows their impedance at strain = 0 to strain = 0.01 respectively. The one with IDT are 
made with 4 different CNT concentrations, from 1.1% to 2%. Fig. 4.29 to Fig. 4.32 shows their 
impedance between strain = 0 and strain = 0.01respectively. 
 
Figure 4. 24 Impedance of test sample without IDT, and with CNT concentration of 0.8%. 
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Figure 4. 25 Impedance of test sample without IDT, and with CNT concentration of 1.1%. 
 
 
Figure 4. 26 Impedance of test sample without IDT, and with CNT concentration of 1.4%. 
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Figure 4. 27 Impedance of test sample without IDT, and with CNT concentration of 1.7%. 
 
 
Figure 4. 28 Impedance of test sample without IDT, and with CNT concentration of 2%. 
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Figure 4. 29 Impedance of test sample with IDT, and with CNT concentration of 1.1%. 
 
 
Figure 4. 30 Impedance of test sample with IDT, and with CNT concentration of 1.4%. 
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Figure 4. 31 Impedance of test sample with IDT, and with CNT concentration of 1.7%. 
 
 
Figure 4. 32 Impedance of test sample with IDT, and with CNT concentration of 2%. 
 
It can been seem that for test sample without IDT, the impedance is a perfect half circle, while for 
some of the test samples with IDT, such as the test sample with CNT concentration of 1.4% and 2%, the 
impedance has certain circles on high frequency, which suggests the existence of parasite capacitance. 
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4.4.3 DC Gauge Factor Test Results 
For test results, it can be seen in Fig. 4.33 that, for test samples without IDT, the gauge factor-the ratio of 
nanocomposite resistance increase to strain-for nanocomposite acquired through DC measurement varies 
between 3.2 to 5.6 and increases monotonically with the increase of CNT concentration. Fig. 4.34 shows 
similar results for test samples with IDT under DC measurement. Here, R in the figures means the DC 
measurement results of the sample, as explained in Equ. 4.3. 
 
Figure 4. 33 Gauge factor experiment results for test samples without IDT, the trend line equations are for 
concentrations of 0.8%, 1.1%, 1.4%, 1.7% and 2% from top to bottom. 
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Figure 4. 34 Gauge factor experiment results for test samples with IDT, the trend line equations are for 
concentrations of 1.1%, 1.4%, 1.7% and 2% from top to bottom. 
 
Based on the comparison of test results from both types of test samples, as shown in Fig. 4.35, 
there is no major difference between test samples with and without IDT, and both show certain increase 
on gauge factor over CNT concentration on the nanocomposite. 
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Figure 4. 35 Gauge factor comparison between two types of test samples. 
4.4.4 Impedance Parameter Gauge Factor Test Results 
The parameters extracted from impedance measurement results are also shown in Fig. 4.36 to Fig. 4.39. 
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Figure 4. 36 Resistance Gauge factor from impedance measurements for samples without IDTs. 
 
 
Figure 4. 37 Capacitance Gauge factor from impedance measurements for samples without IDTs. 
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Figure 4. 38 Resistance Gauge factor from impedance measurements for samples with IDTs. 
 
 
Figure 4. 39 Capacitance Gauge factor from impedance measurements for samples with IDTs. 
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4.4.5 Gauge Factor Summary 
It can be seen that gauge factor from capacitance is generally slightly lower than the gauge factor from the 
resistance calculation, while the gauge factor from resistance are comparable for DC and impedance 
measurement, as shown in Fig. 4.40. 
 
Figure 4. 40 Gauge Factor summary. 
4.4.6 Experiment Discussion 
The gauge factors from DC resistance measurement and impedance analysis are comparable, which is 
reasonable since the contact resistance is minimized by careful fabrication process design. 
As hypothetically shown in Fig. 4.41, when subject to extensional force, the CNTs might slip and 
the electron conducting path becomes longer, thus the resistance will increase. The other possible cause is 
tunneling effect [77]. When the distance between two non-contacting CNTs is small enough, there might 
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be tunneling effect that changes the overall resistivity of the nanocomposite. The tunneling resistance 
between two neighboring CNTs can be approximated as: [78] 
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where J is the tunneling current density, V the electrical potential difference, e the quantum of 
electricity, m  the mass of electron, h the Planck’s constant, d the distance between CNTs, λ the height 
of barrier, and A  the cross-sectional area of tunnel. Therefore, when subject to strain, the contacting 
CNTs might be separated by a small distance, thus introducing the tunneling resistance and increasing the 
overall resistance. Both factors contribute to the strain sensor resistance performance. 
 
Figure 4. 41 Strain Sensor Working Mechanism 
 
Based on parallel plate capacitance equation dAC r /0εε= , where rε  is the dielectric constant, 
0ε  is the electric constant, A is cross-sectional area of the strain sensor, and d is the distance between the 
electrodes, the capacitance will decrease under extensional force because of the decreasing A and 
increasing d. The gauge factor calculation for the capacitance agrees with the above analysis, as shown in 
Fig. 4.37 and Fig. 4.39. The gauge factor based on capacitance is slightly lower than that based on 
resistance, suggesting that resistance measurement is more sensitive. 
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The experiment results also show that the gauge factor has little improvement beyond CNT 
concentration 1.4wt%, and considering the percolation threshold of 1wt%, it can be concluded that the 
optimum strain sensor is about 1.4wt% CNT-PI nanocomposite. 
And looking back at all the gauge factor measurement results, certain non-linearity can be 
observed, especially at the beginning of the experiment, i.e. at very small strain. This could be caused by 
the loading process. The sample was clamped by turning the nuts before experiment, and the process 
would cause certain twist in the sample, thus the resistance change in the beginning might be the result of 
a combination of stretch and twist, and the impact might last into bigger strain as well. 
4.5 CONCLUSION 
It can be estimated that for CNT-PI nanocomposite on quartz substrate, the thermal expansion coefficient 
difference is about 55ppm/℃. So for outdoor temperature variation of 40℃ throughout the year, the 
thermal caused strain is about 0.2%. Based on the gauge factor experiment results, it can then be 
estimated that the resistance change purely due to the thermal strain is about 1%. Thus it can be estimated 
that the temperature coefficient of nanocomposite resistivity is about -1000ppm/℃ -5*55ppm/℃=-
1375ppm/℃. 
The overall effect of temperature change, and its resulting thermal stress, can be summarized as 
1000ppm/℃, which accounts for 4% resistance change given that the temperature changes for about 40℃ 
throughout the year, and the number can be even greater if the temperature changes more. The 
temperature impact on sensor overall performance can be further calculated and will be introduced in next 
chapter. 
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5.0  NANOCOMPOSITE CO2 RESPONSE AND SAW CO2 SENSOR 
PERFORMANCE 
5.1 INTRODUCTION 
The basic principle of CO2 sensing using CNT-Polymer nanocomposite is the diffusion of the gas into the 
polymer, causing certain ion exchange, thus causing the resistivity change of the CNT network. It is 
essential to build a test platform for accurate gas concentration control and fast response of testing, to test 
the nanocomposite resistance change over different gas concentration as reference, and to estimate the 
SAW response to sheet resistivity change before final integration of nanocomposite and SAW sensor. 
5.2 GAS TESTING PLATFORM CONSTRUCTION AND IMPROVEMENT 
As shown in Fig. 5.1, the gas testing system comprises of gas sources (Compressed Air gas tank and 
compressed CO2 gas tank), flow controllers, one quartz gas testing flow chamber with oven, one sink 
connected with exhaust gas pipe, one current source measurement unit for thin film conductivity 
measurement (can be replaced by network analyzer in later characterization process), one computer 
connected to the current source unit for automatic data collection. 
There are three different gases that can be connected to the system at the same time. Each gas 
pipe is connected to a flow controller before the gas flow into the chamber. The flow controllers are 
1179A type Mass-Flo controller from MKS. They have flow rate upper limits of 500sccm, 100sccm and 
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50sccm, respectively. The controller has an accuracy of 1% of the full scale and a resolution of 0.1% full 
scale in a 4 digits display. The quartz chamber is part of the F79300 type thermolyne tube furnace from 
Thermo Scientific. The furnace can generate uniform temperature in the center chamber area between 100
℃ up to 1200℃. The quartz chamber has a length of 38” and inner diameter of 2”, which yields a 
chamber volume of about 2L. Electrical measurement of the testing sample resting in the chamber center 
is achieved by the build-in electrical connection cord covered by high temperature insulation ceramics. 
 
Figure 5. 1 Gas testing system schematic view. 
 
As shown in Fig. 5.2, the measurement of the thin film conductivity is done by type 238 current 
source measurement unit from Keithley. The current source can output constant current up to 50mA and 
measure the voltage drop on the test sample or vice versa. 
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Figure 5. 2 Keithley 238 current source measurement unit. 
Automatic data collection is realized by incorporating NI data acquisition card and Labview 
program. Data sampling rate can be set as high as 1kHz. The data collection interface is shown as Fig. 
5.3. 
Once the thin film conductivity characterization is completed, the current source measurement 
unit will be replaced by network analyzer to characterize the performance of the whole sensing system. 
And the labview program will be accordingly modified for the change. 
 
Figure 5. 3 Labview interface for automatic data collection. 
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The whole system is shown in Fig. 5.4. 
  
(a)                                                            (b) 
Figure 5. 4 Gas testing system with automatic data collection. (a) System overview. (b) Test sample. 
 
As shown in Fig. 5.4 (a), the system contains flow control module, quartz gas test tube in oven, 
resistance measurement module, from left to right. Gas cylinders are connected to flow control module 
from back. As seen from Fig. 5.4 (b), the test samples are fixed in the fixture inside the test tube, the pads 
of the test samples are connected to the connectors on the fixture. The connectors are electrically 
connected out of the cap in the gas exit side of the measurement module. 
The test tube has an inner diameter of 4.8cm, length of 96cm, with the total volume of around 
1.7L (1700cc). Experiments contains three major steps: flush – the test tube is flushed with compressed 
air at 150sccm, 50% CO2 – the test tube is flushed by 30sccm CO2 mixing with 30sccm compressed air, 
and 100% CO2 – the test tube is flushed by 30sccm CO2. 
Prelim test results show response time for 50% CO2 is generally around 10 minutes, with the 
exception of 30 minutes for 1.1wt% thin film. The recover time for 50% CO2 ranges from 2 minutes to 20 
minutes. The response time for pure CO2 is generally 40 minutes and corresponding recover time is 
around 20 minutes. 
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Since the test sample is placed on the center of the chamber, then it can be estimated that for 50% 
CO2 it takes around 10 minutes to reach the sample. For pure CO2 it takes around 20 minutes, and for 
compressed air flush it takes around 7 minutes. 
Based on the above data, it can be estimated that the response time of the thin film for 50% CO2 
is less than 1 minute. The recover time after 50% CO2 testing ranges from less than 1 minute to more than 
10 minutes. The response time for pure CO2 is around 20 minutes and recovering time around 13 minutes. 
Since the injection time for various gas filling and flushing process is estimated simply based on 
flow rate, without considering the effect of diffusion, the calculated response time and recover time is not 
as accurate as it should be. One solution for faster response and recovery is to reduce the volume of test 
chamber. In the meantime, the original chamber can still be used to evaluate the resistivity response under 
different gas concentration, since the original chamber provides better space for complete mixing. 
Fig. 5.5 shows the new supplemental chamber for better response time evaluation. The new 
chamber has an inner diameter of 2” and length of 5”. The total volume it can hold is around 250cc. So 
50% CO2 takes around 1 minute to fully reach the sample. And it takes 2.5 minutes for pure CO2 case. 
The flush time will be less than 1 minute. 
  
Figure 5. 5  Supplemental testing chamber for faster response. 
 
The other way to reduce the response time is to clean out test gas before purging the chamber 
using vacuum pump. This also proved to be effective. 
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5.3 SAW CO2 SENSOR ASSESSMENT [79-80] 
Various gas sensors utilizing CNT have been investigated. Some of them are blocks that are made by 
physically compressing the CNT powder into a mold with desired shape and dimensions. Others are made 
by mixing CNT powder and polymers or ceramics either by spin-coating or by thermal/electrical 
evaporation process. 
CNTs are p-type conducting material. CNT thin film contains holes as free carrier. When exposed 
to various gases, such as CO2, the holes in CNT thin film are neutralized by the electrons from the 
incoming gas. Then the free carrier is reduced, thus reducing the conductance of the thin film. So the 
resistance of the thin film is expected to increase upon exposure in CO2 environment. 
A SAW propagating in X direction (which is the case for ST cut Quartz) has a surface electrical 
potential φ  which can be expressed as [79-80]: 
)(
0),(
kxtjetx −= ωφφ                                                                                               Eq. 5. 1 
where ω  is the angular frequency of the SAW and k is the wave number (For our case, with a 
period of 60um, the wave number is 52.35E+3). 
When there is a conducting film on the propagating path, the propagation characteristics are 
slightly changed to [79-80]: 
xex γφφ −= )0()( 00                                                                                                        Eq. 5. 2 
where βαγ j+=  is a complex propagation factor arising from the wave/carrier interaction, γ  
represents the change of the propagation factor compared with unperturbed wave condition. It’s assumed 
that the wave-carrier interaction is weak so that k<<γ . 
The surface potential φ  induces charge per unit area sρ  in the thin film. The current density xJ  
in the film can be related to surface potential by the continuity equation [79-80]: 
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where d is the thickness of the film. 
From equation 5.1, the approximation can be made that jk
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This induced charge also generates a surface potential ψ  which together with φ  determines the 
net surface potential. The current density xJ  may be related to the total surface potential )( φψ +  and the 
film conductivity σ  by [79-80]: 
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where xE  is the electric field. 
In equation 5.5, the diffusion current has been neglected. 
The surface potential generated by the induced charge is given by [79-80]: 
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where kCs  is the capacitance per unit area between charges induced at the air-substrate interface 
by a wave with wave number k , and 10 εε +=sC  where 0ε  is the permittivity of the region above the 
substrate and 1ε is that of the substrate. In the case of an anisotropic SAW substrate, 
2
1 yzzzyy εεεε −= . 
Combining equation 5.4 to 5.6, we have [79-80]: 
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where kv /0 ω=  is the unperturbed SAW velocity (3158m/s for ST cut quartz and 4000m/s for 
LiNbO3). 
The movement of carriers by the SAW potential involves power flow from the wave to the 
carriers, which is expressed by [79-80]: 
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where yP  is the average power flow per unit area in the direction normal to the surface along 
which the wave is propagating. Note that the charge moving in phase with φ  represents stored energy, 
while the quadrature component arising from carrier lag represents dissipated energy. From equation 5.7 
and 5.8, the complex power flow into carrier is [79-80]: 
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The power that goes into moving carriers in the surface film is extracted from the surface wave. 
This results in a change in surface wave velocity and attenuation of the wave. An impedance 0Z  can be 
defined which relates the surface electrical potential φ  to the total power carried by the wave xP  [79-80]: 
xPZ /
2
00 φ=                                                                                                             Eq. 5. 10 
Associated with the propagating surface wave is an energy density U, representing the total 
(mechanical and electrical) energy stored per unit surface area. This energy density can be related to the 
total average power xP  carried by the acoustic beam (of width ω ) through the following equation and in 
turn to the surface potential φ  through equation 5.10 [79-80]: 
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The power supplied by the wave to the carriers is given by the rate of change of U [79-80]: 
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From equation 5.2 and 5.11, the power supplied by the wave may be related to the change in 
wave propagation through the propagation factor γ  [79-80]: 
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The wave impedance 0Z  may be related to the electromechanical coupling factor 
2K  used to 
characterize piezoelectric substrates. 2K  is defined as the ratio of electrical to total wave energy density. 
Thus [79-80]: 
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From which it’s concluded that 010
2
0 )(/ vkKZ ωεε += . 
From equation 5.13 and 5.14, the power supplied by the wave to the charge carriers may be 
expressed as [79-80]: 
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Noting that the propagation factor βαγ j+= , the complex power supplied by the wave from 
equation 5.15 can be equated to the complex power taken up by the carriers from equation 5.9. 
Recalling that kv /0 ω=  and equating imagine parts we have the fractional velocity perturbation 
[79-80]: 
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While equating the real parts we have the attenuation per wave number [79-80]: 
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Equation 5.17 and 5.18 describe the velocity and acousto-electric attenuation change due to the 
change of the film conductivity on SAW propagation path. When considering the total surface wave 
velocity, we know from perturbation theory that [79-80]: 
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Here m is the variables mass, c is the stiffness, T is the temperature and p is the pressure. 
Together with unperturbed wave velocity 0v , conductivity σ  and dielectric coefficientε , these are the 
major components that can cause SAW velocity change, thus frequency shift. 
Based on the equation and the background of current project, other than conductivity, we also 
need to consider the effect of dielectric coefficient and mass change on frequency shift. From Eq. 5.18, 
the frequency response of quartz and LiNbO3 sensors can be estimated as shown in Fig. 5.6. 
 
Figure 5. 6 SAW frequency shift corresponding to the thin film conductivity. 
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As can been seen from Fig. 5.6, the best combination of SAW substrate and sensing film is 
LiNbO3 and nanocomposite with 1.6S/m sheet conductivity. 
 
Figure 5. 7 Volume Conductivity of nanocomposite with different CNT concentration. 
 
From Fig.5.7, it can be seen that nanocomposite thin film with volume conductivity of 1.6S/m 
can be fabricated with CNT concentration between 1.1wt% and 1.4wt%. More specifically, it can be 
calculated based on the trend line for volume conductivity that when CNT concentration is 1.166wt%, the 
volume conductivity of the nanocomposite thin film will be 1.6S/m. 
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5.4 CNT-PI NANOCOMPOSITE RESPONSE TO CO2 
Due to the agglomeration phenomenon for higher CNT concentration, a new process for CNT-PI mixing 
is developed. Gas response is tested nanocomposite with new recipe. 
5.4.1 Nanocomposite Fabrication 
To further improve the dispersion of CNT in mixture solution, the fabrication process is improved in 
some of the steps. First, dimethylformamide (DMF) is used to disperse CNT. DMF is believed to be good 
candidate for CNT dispersion because of their chemical compatibility. CNT is mixed with DMF with 
1:1000 weight ratio. The mixture is then agitated by ultrasonic convertor using Misonix ultrasound liquid 
processors. The CNTs are well dispersed in the DMF solution after 90 minutes ultrasound at 70W. In the 
meantime, polyimide (PI) are diluted into n-Methyl-2-pyrrolidone (NMP) with weight ratio of 1:2. 
Magnetic mixing bar is used to mix the solution before the solution is put into ultrasonic water bath. 
Solution with different CNT concentrations are made by joining the CNT solution and PI solution at 
different ration. For 0.8wt% solution, the ratio of CNT solution to PI solution is 1000:376. For 1.1wt% 
solution, the ratio is 1000:271.3. For 1.4wt% solution, the ratio is 1000:215.2. For 1.7wt% solution, the 
ratio is 1000:177.4. For 2wt% solution, the ratio is 1000:151. The solution is ready for use after the 
mixture of CNT solution and PI solution is brought into ultrasonic water bath for 60 minutes. 
The solution with different CNT concentration is then dispensed on the sensor surface and heated 
at 120℃ on hotplate for 90s. The thin film is then fully cured at 350℃ for 30 minutes in the oven. 
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5.4.2 Nanocomposite Gas Response 
After conductivity measurement, the nanocomposite thin films with different CNT concentration are 
placed in the testing chamber. The resistance of the thin film is measured under three different conditions: 
compressed air, 1:1 mixture of compressed air and CO2, pure CO2. 
 
Figure 5. 8 Real time CO2 response for nanocomposite thin film with 0.8wt% CNT concentration. 
 
 
Figure 5. 9 Real time CO2 response for nanocomposite thin film with 1.1wt% CNT concentration. 
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Figure 5. 10 Real time CO2 response for nanocomposite thin film with 1.4wt% CNT concentration. 
 
 
Figure 5. 11 Real time CO2 response for nanocomposite thin film with 1.7wt% CNT concentration. 
 
 
Figure 5. 12 Real time CO2 response for nanocomposite thin film with 2wt% CNT concentration. 
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Fig. 5.8 to Fig. 5.12 shows the compiled real time response of the thin film with different CNT 
concentration under the testing conditions. The relative change of resistivity for the nanocomposite thin 
films with different CNT concentration is shown in Fig. 5.13. 
 
Figure 5. 13 Relative resistivity change of nanocomposite thin films. 
 
At the beginning of the first step in each figure, compressed air with flow rate of 50sccm and CO2 
of 50sccm are introduced into the system through flow controller. After the resistance of the thin film 
reaches maximum value and stays for certain time, the flow controller is switched to compressed air of 
140sccm to flush the chamber. Then CO2 of 50sccm is connected to produce complete CO2 environment. 
Again the chamber is flushed with compressed air after the resistance of the thin film reaches maximum 
value and becomes stable. Every time the chamber is flushed, vacuum pump is turned on for 2 min to 
evacuate the gas in the chamber. 
Following the same procedure, test specimen with CNT concentration of 1.1%, 1.4%, 1.7% and 
2% are tested with pure air, 1% CO2 air mixture, 5%, 10%, 20%, 50% and pure CO2. The test results 
show similar response for different CNT concentration, as illustration in Fig. 5.14. 
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Figure 5. 14 Relative resistivity change of CNT-PI nanocomposite thin films with 1.1% CNT. 
 
Fig. 5.14 shows the case for 1.1% CNT nanocomposite. The resistance of the thin film barely 
changes at 1%, 5% and 10% CO2 concentration. The response at 20% CO2 concentration is 0.1%, and 
0.2% for 50% CO2 concentration, 0.4% for pure CO2, which is comparable with previous results. 
It can be estimated that the sensor will have 500 Hz frequency change under 20% CO2 
concentration, when the base frequency of the system is 52.63MHz. It poses great difficulty at extracting 
such frequency change from the background noise. 
5.4.3 Nanocomposite Gas Response Improvement 
As seen from above figures, the resistivity change for pure CO2 is less than 0.4%. The test results suggest 
PI is not ideal candidate as CO2 sensing polymer. From chemistry point of view, CO2 is generally an 
unreactive molecule, which only combines with primary and secondary amines at room temperature and 
atmosphere pressure to form carbamate, which is essentially an acid-base equilibrium. The best candidate 
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with primary and secondary amines is Polyethylenimine (PEI), which is a highly branched polymer with 
25% primary, 50% secondary and 25% tertiary amino groups. 
The CNTs are dispersed into DMF solution using similar process from previous report. The 
mixing ratio is controlled so that the CNT concentration of the fabricated solution is the same with the 
CNT-PI-DMF-NMP solution. Solutions with 1.1%, 1.4% and 1.7% CNT concentration are made 
respectively. 
PEI is purchased from Aldrich with mean molecular weight of 25000. It’s known that the mixture 
of PEI with starch will have better response to CO2 compared to pure PEI, due to the hygroscopic nature 
of starch. Two different starches from corn and potato are tested respectively. 
Starches are mixed with water using magnetic stir bar at elevated temperature around 100℃. The 
solution is then mixed with PEI. 
The CNT-DMF solution from previous step is applied to the surface of the test sample and let 
dry. The sample is then immersed into the PEI-starch solution for 12 hours, and followed by rinse in 
water. After the water evaporates, the sample will have a CNT network with 10nm thick PEI-starch 
coating. 
The samples are tested under air, 1%, 5%, 10%, 20%, 50% and pure CO2 respectively. Test 
results are shown from Fig.5.15 to Fig. 5.17. 
 
Figure 5. 15 Relative resistivity change of CNT-PEI nanocomposite thin films with 1.4% CNT and 0.5% 
corn starch. 
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Figure 5. 16 Relative resistivity change of CNT-PEI nanocomposite thin films with 1.4% CNT and 0.8% 
corn starch. 
 
 
Figure 5. 17 Relative resistivity change of CNT-PEI nanocomposite thin films with 1.4% CNT with 1% 
potato starch. 
 
From Fig. 5.18, it can be seen that there is noticeable response at different concentration as low as 
1% CO2. The test results also suggest that corn starch and potato starch are comparable in CO2 response 
enhancement. 
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Figure 5. 18 Relative resistivity change of CNT-PEI nanocomposite thin films with 1.4% CNT. 
 
It can be summarized that CNT-PEI nanocomposite is over 20 times sensitive compared to CNT-
PI nanocomposite. The thin film also has response to low concentration CO2. The details are in Fig. 5.19. 
 
Figure 5. 19 Relative resistivity change of CNT-PEI nanocomposite thin films with 1.4% CNT. 
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5.5 SAW SENSOR CO2 RESPONSE ASSESSMENT AND CHARACTERIZATION 
5.5.1 SAW Sensor Performance Assessment 
Based on Fig. 5.6 and Fig. 5.19, the nanocomposite thin film response to CO2 can be estimated as shown 
in Fig. 5.20. The frequency change ranges from about 0.005% at 1.0% CO2 concentration, to over 0.1% 
for pure CO2. 
 
Figure 5. 20 SAW frequency shift prediction at different CO2 concentration. 
 
Fig. 5.21 shows the predicted frequency response in log scale. 
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Figure 5. 21 SAW frequency shift prediction at different CO2 concentration in log scale. 
5.5.2 SAW Sensor Fabrication 
Two methods are adopted in sensor fabrication: photo lithography and shadow mask technology. 128° 
YX cut LiNbO3 are selected for its excellent coupling coefficient (5.5% compared to 0.16% of ST cut 
quartz) and low transmission loss (0.26dB/cm compared to 0.95dB/cm of ST cut quartz). Surface acoustic 
wave velocity on LiNbO3 is 4000m/s. 
First attempt of photo lithography is lift-off. During the process, photo resist is coated on the 
substrate surface using spin-coater and patterned under mask aligner. The pattern normally has opposite 
polarity so the IDT area is exposed and other area is covered by photoresist after developing. Thin layer 
of metal such as gold is then coated on top of the patterned surface. After cleaned in acetone, the metal on 
top of photo resist will peel off as photo resist dissolve gradually into acetone. Only the metal in IDT area 
remains. This attempt failed because LiNbO3 substrate is transparent. During patterning process, most 
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light go through the substrate and only a small portion of light is absorbed by the photoresist. This caused 
under-exposure and most of the photo resist is removed during developing process. 
The second attempt of photo lithography is etching. After substrate cutting and cleaning, metal 
was coated on the substrate and followed by photo resist. Since the substrate is covered by metal film, 
most light during patterning process is absorbed by photo resist and thus the photo resist on the IDT area 
remained after developing. The substrate is then immersed in metal etchant and the metal not covered by 
photo resist is removed completely. The remaining photo resist on IDT is then removed in RIE (reactive-
ion-etching). 
In this process, 1500A thick gold is coated on the LiNbO3 substrate. Microposit S1805 is used as 
photo resist. After spin-coating at 4000rpm for 45s, the photo resist is 0.6um thick. The remaining photo 
resist are removed in RIE, with 48sccm O2, 2sccm CH4. The power of plasma is kept at 200 watts and the 
pressure is 250 mTorr. The RIE process lasted for 120s. 
  
(a)                                                               (b) 
Figure 5. 22 (a) LiNbO3 substrate right after patterning. (b) LiNbO3 substrate after gold etching and RIE 
cleaning. 
 
Fig. 5.22 shows the microscopic pictures of LiNbO3 substrate after patterning and after RIE 
cleaning. It can be seen that the IDT has finger width of about 18um and spacing of about 15um. The 
estimated resonant frequency of the sensor is 60.6 MHz. 
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The other approach of IDT fabrication is shadow mask process. A shadow mask is a thin metal 
sheet with opening of IDT. The opening is normally achieved by laser cutting or chemical etching. During 
the IDT fabrication process, the LiNbO3 substrate is covered by the shadow mask and exposed in metal 
coating system. Only the opening area is coated with metal. This method is relatively simple and cost 
effective, except that the feature size is relatively big compared to photo lithography. 
  
Figure 5. 23 IDT after shadow mask process. 
 
Fig. 5.23 shows the microscopic pictures of LiNbO3 substrate after shadow mask process. The 
IDT has finger width of about 160um and spacing of about 150um. The estimated resonant frequency of 
the sensor is 6.45MHz. 
CNT-DMF solution is then coated on the space between the input and output IDTs and let dry, 
which is the same as the process mentioned in previous report. PEI-Starch solution is then coated on top 
of CNT and let dry. The reason of coating and letting PEI-Starch dry in air instead of immersing CNT in 
PEI-Starch solution for over night and let dry is because the IDT does not adhere strongly to the substrate 
and might peel off if immersed in PEI-Starch solution for over night. 
The resulted PEI-starch coating on CNT is much thicker compared to previous report. The 
response amplitude and response time are expected to decrease substantially due to the thick coating on 
CNT. Fig. 5.24 shows the fabricated LiNbO3 sensors. 
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(a)                                                                      (b) 
Figure 5. 24 (a) LiNbO3 sensor from photo lithography process. (b) LiNbO3 sensor from shadow mask 
process. 
5.5.3 SAW Sensor Performance Test Results 
Similar to the measurement of thin film resistance under different gas concentration, the fabricated SAW 
sensor with sensitive thin film is tested in the same test chamber, with measurement equipment of 
network analyzer instead of resistance measurement instrument. The sensor is tested under Air (about 
400ppm CO2), and CO2 concentrations of 0.1% (about twice of CO2 concentration in the air), 0.5%, 1%, 
5%, 10%, 20%, 35%, 50%, 75%, 90% and 100%. Normally the chamber is connected to vacuum pump 
for 2 minutes each time before introducing any gases into the chamber. The CO2 concentrations of 1% 
and below are achieved by mixing compressed dry air and compressed dry 1% CO2 in air. CO2 
concentrations above 1% are achieved by mixing compressed dry air and compressed dry pure CO2. 
Test results are shown in linear scale and log scale, respectively in Fig. 5.25 and Fig. 5.26. 
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Figure 5. 25 Sensor Response in linear scale. 
 
 
Figure 5. 26 Sensor Response in log scale. 
 
After comparing test results from Fig. 5.25 with prediction from Fig. 5.20, it can be seen that test 
results basically agree with prediction under 20% CO2 concentration, while the predicted response based 
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on resistance measurement is slightly higher than the real frequency measurement results, with over twice 
difference under pure CO2. This might be caused by the slight difference in the fabrication process. In 
resistance measurement experiments, the test samples are immersed in starch-PEI solution for overnight 
and washed by DI water. While in frequency test experiments, the sensor is not immersed in the solution 
since the IDT might be contaminated during this process, and the starch-PEI solution is simply dropped 
onto the sensor and let dry or washed by DI water right away. The difference in preparation leaves the 
frequency test samples with less PEI-starch, thus the response to CO2 saturates at lower concentration. 
The response curve shows certain stage region between gas concentrations of 35% and 75%. This 
might be caused by the saturation of the reaction that changes the conductivity of the nanocomposite since 
the quantity of CNTs is limited. The further increase of frequency response beyond 75% gas 
concentration, might be caused by mass effect due to further absorption of gas molecule into the 
nanocomposite. The stage region, however, have minimal impact on current sensor development because 
the system will trigger the alarm long before the gas concentration reaches 35%. 
Even the sensor response to CO2 concentration higher than 20% is not as high as predicted, the 
fabricated sensor still shows reasonable response, with 0.003% frequency change under 1% CO2. Since 
the CO2 concentration in the air is around 400ppm, and occasional wild fire and other natural activities 
might further increase this concentration, 1% is safe for not to trigger false alarm and good enough for 
leakage monitoring. 
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5.6 SAW SENSOR PACKAGING 
5.6.1 Humidity Impact on SAW Sensor Performance 
Other than the huge temperature variation the sensor might be exposed to, humidity variation also needs 
to be considered. The humidity, especially in the sequestration sites, might change from 35% in a sunny 
morning, to 100% in the stormy afternoon. 
5.6.1.1 Humidity Test Setup 
There are commercialized humidity testing system available with high accuracy humidity reading and 
multiple humidity level manipulation. Such system is perfect candidate for sensor humidity performance 
characterization. However the system is not readily available due to the cost. As an alternate, the sensor 
can be tested at several fixed humidity level. It’s a common practice that in enclosed container with 
certain chemical solution, if the solution is over saturated at room temperature, the humidity level of the 
atmosphere above the solution will remain constant. 
Such saturated solution provides an accurate relative humidity environment at fraction of the cost 
of humidity control system. As shown in Tab. 1, the relative humidity of each saturated solution depends 
on the temperature of the solution. Since the lab where the experiments are conducting has very stable 
temperature control system, the temperature fluctuation is less than 2℃. In another word, the relative 
humidity fluctuation is less than 1%, so the testing environment can be assumed to have constant relative 
humidity. 
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Table 5. 1 Relative Humidity of enclosed container with saturated solutions in different temperatures (from 
Omega). 
Relative Humidity (RH%) LiCl MgCl2 NaBr CaCl2 NaCl KCl K2SO4 
20℃ 11.31 33.07 59.14 32.3 75.47 85.11 97.59 
25℃ 11.30 32.78 57.6 31 75.29 84.34 97.30 
30℃ 11.28 32.44 56.0  75.09 83.62 97.00 
 
As seen from Tab. 5.2, the solubility of each salt increases over the temperature, so the basic 
process of preparing the over saturated solution in room temperature is to bring the solution to elevated 
temperature (90℃ in our case) and dissolve all the salts. After the whole solution cools down to room 
temperature, the solution becomes over saturated and some of the salt crystallized out of the solution. 
Table 5. 2 Solubility for different salt at different temperature. 
Solubility (g/100g H2O) LiCl MgCl2 NaBr CaCl2 NaCl KCl K2SO4 
20℃ 83.5 54.6 90.8 74.5 35.89 34.2 11.1 
30℃ 86.2 55.8 98.4 100 36.09 37.2 13 
90℃ 121 69.5 121 154 38.47 53.9 22.9 
 
It should be noted that due to the different solution heat (Enthalpy change of solution) of the salt, 
the dissolving process might generate a lot of heat or need certain heating environment. The temperature 
change of the solution can be calculated and shown in Tab. 5.3. It can be seen that LiCl, MgCl2 and CaCl2 
will have drastic temperature increase so their dissolving process needs to be slow and the salts need to be 
added to solution step by step every time after the solution temperature stabilize. 
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Table 5. 3 Solution heat and Temperature increase during saturated solution preparation process. 
 LiCl MgCl2 NaBr CaCl2 NaCl KCl K2SO4 
Solution Heat (KJ/mol) 37.4 155 0.6 81.3 -3.9 -17 -23.8 
Salt Quantity (g) 460 300 330 350 150 180 72 
Molecular Weight (g/mol) 42.4 95.3 102.9 111 58.5 74.6 174 
Water Quantity (g) 500 500 300 300 400 400 400 
Temperature Increase (℃) 193.9 233.1 1.5 204.1 -5.97 -24.5 -5.9 
5.6.1.2 Humidity Test Results 
The SAW sensor is then placed in the enclosed container above the saturated salt solution for testing. The 
measurements are conducted generally one hour after the sensor put in the container, when the signal has 
been stable for long time. After testing, the sensor is placed in an enclosed container with dry P2O5, a 
strong desiccant for at least 20 minutes under the signal gets stable. 
Fig. 5.27 shows the sensor response under different relative humidity condition. 
 
Figure 5. 27 Sensor Response to humidity. 
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It’s noted that under high humidity, the resonant frequency of the sensor even vanished and the 
response around the resonant frequency changes dramatically, as can be seen from the comparison of Fig. 
5.28 to Fig. 5.35. At 84.3%RH (Fig.5.34), the measurement curve starts to deform, and the local peak at 
the resonant frequency completely vanishes at 97.3%RH (Fig. 5.35). 
 
Figure 5. 28 Sensor Response at dry air with 0%RH. 
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Figure 5. 29 Sensor Response 11.3%RH. 
 
 
Figure 5. 30 Sensor Response 31%RH. 
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Figure 5. 31 Sensor Response 32.8%RH. 
 
 
Figure 5. 32 Sensor Response 57.6%RH. 
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Figure 5. 33 Sensor Response 75.3%RH. 
 
 
Figure 5. 34 Sensor Response 84.3%RH. 
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Figure 5. 35 Sensor Response 97.3%RH. 
5.6.2 Parylene Packaging for SAW Sensor 
Water vapor not only has impact on sensor response, but will also expedite the aging effect of the sensing 
material. Thus, it’s necessary to build a moisture stopping layer on the sensor. 
5.6.2.1 Humidity Performance for SAW Sensor Packaging 
Parylene is a common used polymer served as moisture barrier. Thick parylene layer is also capable of 
blocking gas vapor. So parylene can be a great humidity resistance coating material for SAW sensor 
given the thickness is carefully selected. In our experiment, 500nm thick parylene layer is coated to build 
a porous hydrophobic layer that allow gas permeation while blocking water vapor. Parylene layer is 
coated by Specialty Coating Systems® PDS 2010. 1g parylene polymer powder is used and the resulted 
thin film is about 500nm thick. 
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Figure 5. 36 SAW Sensor Humidity Response comparison after Parylene Coating. 
 
As seen in Fig. 5.36, coated SAW sensor shows an order of magnitude smaller frequency shift 
compared with uncoated SAW sensor. 
5.6.2.2 Parylene Coating Impact on SAW Sensor CO2 Response 
Although parylene at 500nm thickness is considered gas permeable, it’s still necessary to test the gas 
response of coated SAW sensor. 
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Figure 5. 37 Coated SAW Sensor gas response in linear scale. 
 
 
Figure 5. 38 Coated SAW Sensor gas response in log scale. 
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Figure 5. 39 SAW Sensor gas response comparison after coating in linear scale. 
 
 
Figure 5. 40 SAW Sensor gas response comparison after coating in log scale. 
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Fig. 5.37 and Fig. 38 show the gas sensing response of coated SAW sensor in linear and log scale 
respectively. And Fig. 5.39 and Fig. 40 show the sensing performance comparison between uncoated and 
coated sensor in linear and log scale respectively. 
It can be seen that coated sensor also respond to CO2 concentration as low as 1% and the 
frequency change at 1% is 0.0036%, which is similar to the uncoated one. With the increase of CO2 
concentration, the frequency shift of coated sensor also shows similar trend while the response is 
generally slightly lower than that of the uncoated sensor. This proves that the coated parylene layer is gas 
permeable and does not hinder the sensing performance while improving the humidity resistance. 
5.7 CONCLUSION 
Gas testing system is constructed and the system is improved in turns of response time. CNT-PI thin film 
is tested under different gas concentrations and shows resistance change up to 0.4%, which will generate 
about 0.001% theoretical frequency change for pure CO2. After reviewing the sensing mechanism of the 
nanocomposite, CNT-PEI-Starch structure is adopted and resistance test results show over 40 times 
higher response. Based on the relationship between thin film conductivity and frequency shift, the sensor 
is estimated to have frequency shift of over 0.1% for pure CO2. The test of SAW sensor with CNT-PEI-
Starch sensing film shows comparable results, with similar response at concentration lower than 20% and 
0.03% frequency change for pure CO2. The sensor shows a detection limit of 1%, which is satisfying 
considering the situation in sequestration sites. Humidity factor is also considered in sensor performance 
evaluation. The SAW sensor undergoes 3 times greater frequency change when humidity changes than 
when only gas concentration changes. Parylene packaging is introduced and the humidity response is 
reduced to around 0.01% at 100%RH. In the mean time, the packaging shows minimum impact on gas 
sensing. 
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6.0  WIRELESS SENSING MODULE DESIGN AND CHARACTERIZATION 
After the SAW sensor is successfully built with sensing limit of 1% CO2 concentration and is prone to 
humidity change, it’s necessary to integrate the sensor with wireless module so the sensing system can be 
used in real field application. 
6.1 INTRODUCTION 
As for wireless integration, the key component is a suitable antenna for SAW sensor with appropriate 
bandwidth and gain. Radio frequency microelectromechanical system (RF MEMS), electronic 
components of which moving sub-millimeter-sized parts provide RF functionality, have long been 
developed and studied [81]. RF functionality can be implemented using a variety of RF technologies. 
Besides RF MEMS technology, III-V compound semiconductor (GaAs, GaN, InP, InSb), ferrite, 
ferroelectric, silicon-based semiconductor (RF CMOS, SiC and SiGe), and vacuum tube technology are 
available to the RF designer. Each of the RF technologies offers a distinct trade-off between cost, 
frequency, gain, large-scale integration, lifetime, linearity, noise figure, packaging, power handling, 
power consumption, reliability, ruggedness, size, supply voltage, switching time and weight. 
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Figure 6. 1 Typical onchip antenna with simplified structure. 
 
Fig. 6.1 shows a typical antenna with simplified structure [82]. Fig. 6.2 and Fig. 6.3 shows two 
other on chip antennas with more turns in structure [83-84]. 
 
Figure 6. 2 Integrated Antenna surrounding the sensor. 
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Figure 6. 3 On chip Antenna outside of the sensor. 
 
As shown in Fig.6.1, one intuitive design is two-layer structure for wireless module 
implementation. The antenna module is right on top of the sensor module. Such structure is relatively 
complicated per fabrication wise and needs fine tuning before real application. 
Considering manufacturing difficulty and antenna performance, the antenna structure similar to 
Fig. 6.3 will be adopted since separated antenna can offer manufacturing flexibility and reduce cost 
significantly. 
The antenna can work with one turn only depending on the resonant frequency and gain 
requirement. Planar antenna is generally Omni directional or only weakly directional, which means the 
antenna can intercept radio signal from all directions. 
MEMS type antenna normally works at high frequency since the resonant frequency of the LC 
circuit can be calculated as
LC
fresonant π2
1
= . So for lower resonant frequency, either the capacitance or 
the inductance of the circuit needs to be sufficiently large. Thus planar antenna is not recommended for 
system with resonant frequency lower than 400MHz. 
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6.2 ANTENNA DESIGN 
Due to fabrication limit, the maximum resonant frequency in our sensor design is below 100MHz, which 
means planar antenna is not the best choice so we turned to small scale macro size antenna. 
The inductor we used in the project is 132-20SM_LB from Coilcraft®. The inductor has 20 turns 
of coils with 538nH conductance. And the coil can be connected to a capacitor in parallel to be used as 
resonant circuit. Two coils can be connected in series to double the inductance. Based on
LC
fresonant π2
1
= , 
the required capacitance for the wireless module can be calculated accordingly. Technically, the form 
factor of the antenna is one of the most important parameters in determining the performance of the 
antenna, including transmission loss dependence over transmission range. However, current antenna setup 
is chosen for demonstration purpose only, so the antenna performance can be further improved in the 
future. 
For gas sensor with IDT from shadow mask, the design frequency is 6.45MHz. And the real 
measurement of one prepared sensor gives a resonant frequency between 6.114MHz and 6.116MHz, 
depending on the gas concentration. It can be calculated that for the design frequency, the desired 
capacitance is 1131.7uF. For the specific sensor, the desired capacitance is between 1258.7uF and 
1259.5uF. For sensors with IDT from photolithography process, the design frequency is 66.7MHz, while 
the measured resonant frequency is 60.6MHz. The corresponding capacitance in the system is therefore 
10.6uF and 12.8uF. 
Due to the nature of the fabrication process, the fabricated IDT electrodes will have certain error 
for each batch of sensors. So the resonant frequency will have slight change between the sensors, which 
require tunable LC circuit, in this case, tunable capacitor. 
The capacitor is from McMaster®. The size for 540-648uF capacitor is 2.75”H×1.44”D, and the 
size for 30-36uF capacitor is the same. 
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The transmission losses of the sensors vary between 30dB and 40dB. Since the network analyzer 
currently used in this project can measure signal that has transmission loss up to 90dB. So the total 
transmission loss caused by wireless module needs to be limited to about 60dB. 
6.3 ANTENNA CONSTRUCTION 
Fig. 6.4 shows a sample sensor with resonant frequency of 6.136328MHz and the insertion loss at 
resonant frequency of 39.974dB. 
 
Figure 6. 4 Basic Sensor response of the sample sensor with wireless module (wireless module not 
connected). 
 
A wireless module is constructed with a pair of antennas. The antenna used here is consisted of a 
capacitor in parallel connection with a double-coil, which is made of two coils in series connection. The 
purpose of the double-coil is to increase the overall inductance and thus reduce the capacitance required. 
The double coil used here has an inductance of 1076nH. So the capacitance used here is a tunable 
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capacitor with range between 480pF and 650pF. The wireless module is then connected between the 
wireless port and the SAW sensor, as shown in Fig. 6.5. 
 
Figure 6. 5 Sample sensor connected with wireless module under measurement. 
 
Fig. 6.6 shows the close look-up of the antenna. 
 
Figure 6. 6 Antenna consisting a double-coil and capacitor. 
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6.4 ANTENNA CHARACTERIZATION 
As shown in Fig. 6.7, the wireless antenna is tested under two circumstances, series and parallel. 
       
(A)                                                                                    (B) 
Figure 6. 7 Antenna testing circumstances. (A) in series. (B) in parallel. 
 
Fig. 6.8 to Fig. 6.11 shows the wireless sensor response at different distances in series 
configuration. Fig. 6.12 to Fig. 6.22 shows the wireless sensor response at different distances in parallel 
configuration. 
 
Figure 6. 8 Sensor response with antenna in series configuration at 0mm distance. 
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Figure 6. 9 Sensor response with antenna in series configuration at 5mm distance. 
 
 
Figure 6. 10 Sensor response with antenna in series configuration at 10mm distance. 
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Figure 6. 11 Sensor response with antenna in series configuration at 15mm distance. 
 
 
Figure 6. 12 Sensor response with antenna in parallel configuration at 0mm distance. 
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Figure 6. 13 Sensor response with antenna in parallel configuration at 5mm distance. 
 
 
Figure 6. 14 Sensor response with antenna in parallel configuration at 10mm distance. 
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Figure 6. 15 Sensor response with antenna in parallel configuration at 15mm distance. 
 
 
Figure 6. 16 Sensor response with antenna in parallel configuration at 20mm distance. 
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Figure 6. 17 Sensor response with antenna in parallel configuration at 25mm distance. 
 
 
Figure 6. 18 Sensor response with antenna in parallel configuration at 30mm distance. 
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Figure 6. 19 Sensor response with antenna in parallel configuration at 35mm distance. 
 
 
Figure 6. 20 Sensor response with antenna in parallel configuration at 40mm distance. 
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Figure 6. 21 Sensor response with antenna in parallel configuration at 45mm distance. 
 
 
Figure 6. 22 Sensor response with antenna in parallel configuration at 50mm distance. 
 
It can be seen from the sensor response curve that when the insertion loss is greater than 90dB, 
the resonant frequency shifts a lot and noise increases significantly. This is caused by the detection limit 
of the network analyzer. The change of insertion loss versus the distance between the antennas can be 
seen from Fig. 6.23. 
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Figure 6. 23 Antenna performance summary. 
 
It can be seen from Fig. 6.23 that the parallel configuration has lower antenna loss compared to 
the series configuration. It can also be seen that for a sensor with 23.633dB insertion loss, as mentioned in 
previous report, the maximum loss the antenna can have is about 68dB. In another word, that means the 
antenna range can be over one foot if properly oriented. 
6.5 DISSCUSSION AND CONCLUSION 
Due to fabrication limits, the SAW sensor operates at frequency well below 400MHz, thus ruling out the 
on-chip antenna and planar antenna. An antenna with tunable capacitor and coil is constructed and tested. 
Test results show that under parallel oriented condition, the antenna has working distance above one foot. 
As mentioned previously, after considering the form factor of the antenna and the operation 
frequency range, the performance of the antenna can be further improved. 
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One of the aspects regarding antenna module is wireless signal interference since two antenna on 
one chip configuration will cause both IDTs intercepting wireless signal and cause confusion on the 
control center. So the sensor structure needs to be changed to single port IDT with delay line instead of 
dual IDTs mode now. In that case, the on chip transmission loss will double if the delay line is arranged 
the same distance as between IDTs in current setup. 
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7.0  CONCLUSIONS 
The overall goal of the proposed project was to fabricate SAW sensor with wireless component, use CNT 
nanocomposite as sensing element, meanwhile, and explore the application of SAW sensor and CNT 
nanocomposites for multifunctional applications. Toward that end, the following specific project 
objectives were set for work that was performed in response to the above goal: 
Objective: Fabricate the SAW sensor and characterize the impact of different parameters on SAW 
performance 
Achievement: SAW characteristic are studied during the construction of SAW flow sensor. The 
impact of the piezoelectric material properties on sensor performance, the effect of strain on sensor 
performance were all assessed. The results show linear relationship between the SAW delay time and 
flow rate, as predicted by simulation and theoretical calculation. 
 
Objective: Fabricate the CNT nanocomposite and characterize the impact of different parameters 
on nanocomposite response 
Achievement: The percolation threshold was studied. PI was first chosen in nanocomposite 
fabrication because of its resistance to harsh environment, especially high temperature, thus extending the 
sensor application range. Due to the nature of nanocomposite, the thin film is very sensitive to 
temperature change. Temperature test shows that the nanocomposite has temperature coefficient of about 
-1375ppm/℃. It’s noted that due to the difference of thermal expansion coefficients in nanocomposite 
and SAW substrate, the temperature change will also induce thermal strain. Strain test of the 
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nanocomposite suggests that thermal strain will change the resistance by 375ppm/℃. So the overall effect 
of temperature on the nanocomposite is -1000ppm/℃. 
 
Objective: Evaluate the CNT nanocomposite gas response and characterize SAW sensor gas 
response 
Achievement: The gas test proves that PI is not an ideal candidate for nanocomposite fabrication. 
The resistance change under pure CO2 is only 0.4%. Based on SAW sensor characteristic, the expected 
frequency change would be about 10ppm for pure gas. Tracing the chemistry under the sensing 
mechanism provides a better choice with functional groups that are more active. PEI-Starch is then 
selected based on the chemical principle and the resulted nanocomposite gives a substantial resistance 
change of about 10% for pure gas. The estimated frequency change of the SAW sensor is promoted to 
around 1000ppm, about 100 times higher than the nanocomposite with PI. After the integration of SAW 
sensor and the sensing film, the measurement results come back as 300ppm frequency change for pure 
gas. Though lower than expected, the sensor performance is almost the same for gas concentration under 
20% and the detection limit is about 1% gas concentration. Due to the complicated weather condition of 
the sequestration sites, the impact of humidity on the sensor is brought into consideration. Humidity test 
shows over 1000ppm frequency change for saturated water vapor, which is way greater than the gas 
response. Parylene is hence chosen as the sensor packaging material. Humidity test results for the SAW 
sensor with packaging shows less than 100ppm frequency for saturated water vapor while the gas 
response remains about 300ppm for pure CO2. The parylene proves to greatly enhance the resistance to 
humidity while preserving the gas sensitivity and the detection limit. 
 
Objective: Develop a novel CNT nanocomposite SAW sensor with wireless function 
Achievement: Different wireless modules are studied and separated antenna is chosen based on 
cost effective standpoint. Due to fabrication limit of the sensor, the planar antenna is excluded and tunable 
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capacitor with coil structure is chosen instead. Test results show large difference between parallel and 
series orientation of the coil, thus suggesting the existence of an optimum coil orientation. With current 
configuration, the wireless module is expected to work at over one foot distance. The working range, 
however, can be increased by many methods. 
 
Overall, SAW gas sensor with wireless module is developed. Each component in the sensing 
system is investigated and improved for maximum performance. The system performance is in reasonable 
range and can be used for CO2 geological sequestration sites monitoring. 
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