The Primordial Inflation Explorer (PIXIE) is an Explorer-class mission concept to measure cosmological signals from both linear polarization of the cosmic microwave background and spectral distortions from a perfect blackbody. The targeted measurement sensitivity is 2-4 orders of magnitude below competing astrophysical foregrounds, placing stringent requirements on instrument calibration. An on-board blackbody calibrator presents a polarizing Fourier transform spectrometer with a known signal to enable conversion of the sampled interference fringe patterns from telemetry units to physical units. We describe the instrumentation and operations needed to calibrate PIXIE, derive the expected uncertainty for the intensity, polarization, and frequency scales, and show the effect of calibration uncertainty in the derived cosmological signals. In-flight calibration is expected to be accurate to a few parts in 10 6 at frequencies dominated by the CMB, and a few parts in 10 4 at higher frequencies dominated by the diffuse dust foreground.
Introduction
The cosmic microwave background (CMB) provides a unique window to the early universe. Its blackbody spectrum points to a hot, dense phase in the early universe, while spatial maps of small temperature perturbations about the blackbody mean provide detailed information on the geometry, constituents, and evolution of the universe.
New measurements could provide additional insight. Maps of CMB polarization trace a stochastic background of gravitational radiation produced during an inflationary epoch in the early universe, testing physics at energies above 10 15 GeV while providing the first observational evidence for quantum gravity. Small deviations from the monopole blackbody spectrum (spectral distortions) record energy transfers between the evolving matter and radiation fields to detail the thermal history of the universe.
The cosmological signals for both polarization and spectral distortions are small compared to astrophysical foregrounds ( Figure 1 ). Distinguishing cosmological signals from the competing foregrounds based on their different frequency dependence requires measurements over a broad frequency range. At levels of a few nK in thermodynamic temperature (1 Jy sr −1 or 10 −26 W m −2 Hz −1 sr −1 ), the targeted measurement sensitivity is 2-4 orders of magnitude or more below the foreground amplitude, placing stringent requirements on instrument dynamic range and calibration.
Calibration presents an instrument with a known signal, enabling the conversion of sampled data from digitized telemetry units to physical units. In-flight calibration of previous space-based CMB missions has relied on observations of on-board blackbody sources [1] , astrophysical sources such as the Moon or planets [2] [3] [4] , or the CMB dipole induced by the motion of the spacecraft or Solar System with respect to the CMB rest frame [2, [4] [5] [6] . Three aspects of the calibration are particularly important: The absolute calibration which converts data from digitized telemetry units to physical units, the relative calibration or uncertainty in the calibration between measurements in different frequency channels, and the frequency calibration or extent to which the frequency scale and passbands of individual frequency channels are known.
The Primordial Inflation Explorer (PIXIE) is a mission concept to characterize both CMB polarization and spectral distortions [7] . This paper describes the instrumentation and techniques to calibrate the PIXIE data, derives the expected uncertainty in the calibration, and shows the effect of calibration uncertainty on the extracted cosmological signals. 2 The PIXIE Instrument Figure 2 shows the PIXIE instrument. It consists of a polarizing Fourier transform spectrometer (FTS) with two input ports illuminated by co-pointed beams on the sky. A set of polarizing wire grids splits each beam into orthogonal liner polarizations then mixes the beams. A pair of movable mirrors introduces an optical phase delay before a second set of polarizing grids recombines the beams and routes them to a pair of polarization-sensitive detectors at each of the two output ports. As the phase-delay mirrors sweep back and forth, each of the 4 detectors samples the resulting interference fringe pattern as a function of the optical phase delay. Let E = E xx + E yŷ represent the electric field incident from the sky. The power P at the detectors as a function of the phase delay z may be written
wherex andŷ refer to orthogonal linear polarizations, L and R refer to the detectors in the left and right concentrators, A and B refer to the two input beams, and ω is the angular frequency of incident radiation. The optical phase delay z is related to the physical mirror position ∆x as z = 4 cos(θ) cos(δ/2)∆x ,
where θ is the angle of incident radiation with respect to the mirror movement, δ is the dispersion in path length averaged over the beam, and the factor of 4 reflects the symmetric folding of the optical path. When both input ports are open to the sky, the power at each detector consists of a dc term proportional to the intensity E 2 x + E 2 y (Stokes I) plus a term modulated by the phase delay z, proportional to the linear polarization E 2
x − E 2 y (Stokes Q) in instrument-fixed coordinates. Rotation of the instrument about the beam axis rotates the instrument coordinate system relative to the sky to allow separation of Stokes Q and U parameters on the sky. A full-aperture calibrator can be deployed to block either of the two input ports, or stowed so that both ports view the sky. With one input port terminated by a blackbody calibrator, the modulated term is then proportional to the difference between the sky signal and the calibrator, providing sensitivity to the sky signal in Stokes I, Q, and U as well as a known reference signal for calibration. Scattering filters on the folding flat and secondary mirrors limit the optical passband to truncate the integral in Eq. 2.1. The 30 µm wire spacing in the polarizing grids additionally limits the response to high-frequency signals. Both effects are included in all calculations below. Figure 3 shows the calibrator design. It consists of 1369 absorbing cones mounted on an aluminum backplate 580 mm in diameter. Each cone is 25 mm tall and 16 mm wide at the base, with an aluminum core coated by an absorbing layer. The absorber consists of a combination of graphite, stainless steel, and doped silicon particles 5 µm in diameter suspended in a matrix of epoxy and silicon dioxide powder [8] . The matrix is tuned so that its coefficient of thermal expansion matches the aluminum core. The aluminum core provides thermal conductivity and mechanical support while allowing easy attachment to the aluminum back plate. Some 40 thermometers mounted in selected cones monitor the temperature across the calibrator.
PIXIE Calibrator
Thermal control is maintained using three elements. A copper strap runs from the calibrator to a heat sink maintained at 2.6 K to provide the main cooling path for the calibrator. A resistive heater allows for precise thermal control. A paramagnetic salt pill within a controlled magnetic field acts as a single-stage adiabatic demagnetization refrigerator to provide a reversible source of heat. The magnetic field can be reduced to cool the calibrator below the 2.6 K heat sink, or the field can be increased to heat the calibrator well above the heat sink. Since the heat is stored within the salt pill, raising or lowering the calibrator temperature in this fashion does not inject an additional heat load to the 2.6 K heat sink.
Both the calibrator and the instrument optical path (mirrors, polarizing grids, and surrounding walls) will normally be maintained within a few mK of the CMB monopole temperature, approximating a blackbody cavity. A blackbody is fully characterized by a single parameter, its temperature: in the limit that the instrument and sky are fully isothermal, no fringe pattern can be produced regardless of the position of the mirrors or the emissivity of any portion of the instrument. Deviations from this ideal, whether from the sky or the instrument, will then generate non-zero interferograms (Eq. 2.1), but by approximating an isothermal cavity, PIXIE reduces the required dynamic range and suppresses instrumental effects (systematic errors) from all components following the FTS [9] .
A blackbody calibrator at temperatures near 2.725 K provides an excellent match to the CMB, but emits almost no radiation at frequencies above 600 GHz where other astrophysical sources (interstellar dust, the cosmic infrared background, and far-infrared emission lines) become important. Simply raising the calibrator temperature to 20 K would provide photons for the high-frequency calibration, but would also increase the total power on the detectors by a factor of over 1000. Non-linearities in the detector performance would then limit the reliability of the resulting calibration. Instead, PIXIE replaces a single cone with a matching conical cavity which can be heated to higher temperatures. The filling fraction of a single cavity (of order 0.1%) approximates the effective emissivity of the dominant dust foreground, while the choice of a cavity instead of a cone minimizes perturbations from radiative heat transport between the cavity and surrounding cones. Normally the cavity is maintained at the same temperature as the rest of the calibrator. Section 2.2 discusses the high-frequency calibration when the cavity is heated above the CMB temperature.
The PIXIE calibrator is based on a similar calibrator flown by the ARCADE-2 mission [10] , which provides a more compact configuration than the single inverted cone flown by the Far Infrared Absolute Spectrophotometer (FIRAS) [1] . The ARCADE-2 calibrator achieved reflectance between -42 dB at the longest wavelength of 10 cm (3 GHz) and -68 dB at shorter wavelengths, averaging -57 dB across the full band 30-90 GHz [10] . The PIXIE calibrator is expected to achieve reflectance less than -65 dB from 15 GHz to 600 GHz, rising to -50 dB at higher frequencies. In the long-wavelength limit, the calibrator may be approximated as a smooth impedance transition from free space to the absorber. The ARCADE-2 calibrator used 295 cones each 88 mm tall, requiring the transition to occur over less than one wavelength at the lowest frequency of 3 GHz. For PIXIE at 30 GHz, the transition takes place over 2.5 wavelengths. The measured reflectance of the ARCADE-2 calibrator at a comparable ratio of cone height to wavelength is -68 dB (the noise floor of the measurement). In the shortwavelength (geometric optics) limit, the array of cones can be approximated as a series of surfaces requiring multiple bounces before incident rays can reflect back. Critical parameters are the dielectric loading of the absorber, the number of bounces, and the sharpness of the cone tips and joints between adjacent cones. The ARCADE-2 short-wavelength reflectance of -56 dB is consistent with 5-6 bounces with ∼12% reflection at each bounce. The PIXIE calibrator retains the same number of bounces but tunes the absorber dielectric constant and loading to reduce the surface reflectance at each bounce. Replacing the alumina (Al 2 O 3 ) filler in the ARCADE-2 calibrator with silicon dioxide (SiO 2 ) for PIXIE reduces the index of refraction in the absorber mixture, lowering the surface reflection by 40%. The limiting factor is expected to be single reflections from the cone tips. The ARCADE-2 cones has tip radius 300 µm. Engineering models of the PIXIE cones demonstrate tip radius below 50 µm, corresponding to calibrator reflectance -50 dB at frequencies above 600 GHz (wavelength < 500 µm). Reflectance is further minimized by staggering the heights of individual cones so that reflections do not add coherently and by tipping the entire calibrator by ∼2 • so that residual reflections do not propagate directly back through the instrument to the detectors ( §3.3).
Temperature gradients within the calibrator are expected to be small. Steady-state thermal gradients require heat transport within the calibrator. The copper strap attaches to the calibrator at a single point: heat transport within the calibrator requires heat to flow from the strap through the absorbing cones and then by radiation to the instrument optics. We estimate the resulting gradients by comparison to the ARCADE-2 calibrator. The balloon-borne ARCADE-2 calibrator operated at altitude 37 km and wass surrounded by gaseous helium at pressure ∼3 Torr. Temperature control at 2.725 K was maintained by heaters mounted on the back of the calibrator, while the absorbing cones faced metal structures (conical horn antennas and mounting plates) at temperature 1.5 K. Heat flow from the heaters through the absorbing cones and helium gas to the colder metal structures drove back-to-front temperature gradients within the absorbing cones. In-flight data showed heat flow of 1.5 W resulting in 600 mK temperature gradients concentrated near the cone tips [11] . The PIXIE calibrator, in contrast, operates in a vacuum with the absorbing cones facing a nearly isothermal cavity. Radiative transport between the calibrator at 2.725 K and a cavity 5 mK colder produces a heat flow of 0.3 nW, corresponding to maximum back-tofront temperature gradients of 0.1 nK within the absorbing cones. This is smaller than the thermometer read noise ( §3.1) even when averaged over the course of a four-year mission.
Temperature gradients during the high-frequency calibration using the single hot cavity are more difficult to assess. A single calibrator cavity with diameter 16 mm and temperature 20 K will radiate ∼ 0.5 µW to the 2.725 K instrument, with negligible radiation from the instrument back to the cavity. If gradients within the calibrator cavity scale comparably to gradients in the absorbing cones, the resulting radiative heat flow would drive back-to-front gradients of order 0.2 mK within the absorbing material of the cavity. Lateral gradients along the cavity walls and from the cavity to nearby cones are likely to be larger than this. A 2 mK lateral gradient within the cavity corresponds to fractional error of order 0.01% in the absolute calibration above 600 GHz. As with ARCADE, lateral gradients in the cones surrounding the cavity can be identified and removed using a principal component analysis of transients excited as the cavity is commanded to different temperatures. A principal component analysis reduced the measured 600 mK front-to-back thermal gradients in the ARCADE-2 calibrator to a 5 mK uncertainty in the calibrator radiometric temperature [11] . A comparable analysis for PIXIE 2 mK gradients would predict uncertainties of order 20 µK in the high-frequency calibration. With the calibrator deployed to block one beam, the interferograms depend on the difference between the sky signal and the calibrator. We remove dependence on the sky signal by comparing data from two neighboring scans: one with the calibrator blocking the A beam and a second with the calibrator blocking the B beam. Since input signals change sign when observed in the A beam vs the B beam (Eq. 2.1), the sky signal in each map pixel cancels when summing the scan data for that pixel, leaving only the difference in the calibrator signal 1 . The differential calibrator signal may then be averaged over the scan circle to provide an absolute blackbody reference for signal calibration. Transients following commanded temperature changes and pixels with large sky-signal gradients (e.g. near the Galactic plane) may be excluded from the calibration with only modest loss of effective observing time.
Calibration Operations
Calibrator excursions of ±5 mK about the mean CMB temperature provide calibration for frequencies below 600 GHz. A small fraction of the observing time (5-10%) is reserved for operations with the entire calibrator at significantly higher or lower temperatures, or with the single inverse cavity heated to higher temperature. These data provide calibration for data above 600 GHz, and will be supplemented by observations of Jupiter, Mars, and Saturn, each of which is observed for 13 consecutive scans twice per year. The total power absorbed by each detector is dominated by the CMB monopole and the calibrator mean temperature; the fringe pattern from 5 mK calibrator excursions changes the detector loading by only 0.7% to minimize effects of detector non-linearities for the low-frequency calibration. When the single cavity is heated to 20 K, the power absorbed by each detector nearly triples. To compensate for this, the temperature of the rest of the calibrator can be lowered so that the total power on the detector remains nearly constant. Comparison of scans at identical detector loading but different cavity temperatures then determines the filling fraction of the single cavity. Selected scans with the entire calibrator maintained at temperatures ranging from 2.5 to 3 K vary the detector loading by 50% to provide channel-by-channel characterization of detector non-linearity so that the calibrated sky spectra are always interpolated and not extrapolated. 1 The great circle motion of 0.4 • between the two calibration scans is small compared to the 2.2 • tophat beam or the 0.9 • pixel diameter. Appropriate interpolation techniques further reduce the impact of scan precession. The differential optics cancel effects of non-ideal beam shape (ellipticity, etc) prior to detection. Coupling errors between beam and sky are further reduced by Fourier transform with respect to rotation angle [12] .
Calibration Accuracy
The accuracy to which sky signals can be converted from digitized telemetry units to physically meaningful units depends on the signal to noise ratio of the calibration, the accuracy of the temperature scale, and the extent to which non-ideal instrument parameters (reflections, temperature gradients) can be removed. PIXIE will be background-limited, with noise dominated by photon arrival statistics from the CMB and blackbody calibrator. Calibrator temperature excursions of ±5 mK provide a signal-to-noise ratio above 10 3 within individual frequency channels below 600 GHz for a single comparison of two neighboring calibrator scans (Figure 4 ). Operations with a single hot cavity provide signal to noise ratio up to 10 6 at higher frequencies. Raw sensitivity will not limit the PIXIE calibration. The following sections discuss the impact of various instrumental effects on the PIXIE calibration.
Thermometry
The PIXIE calibration rests upon comparison of blackbody loads at different temperatures. The FTS and beam-forming optics, including all walls and baffles, will be maintained at temperatures near the CMB monopole, allowing the temperature readout to be optimized for a relatively narrow range. Thick-film ruthenium oxide resistors with resistance ∼50 kΩ at 2.7 K and 1 pW power dissipation can be read out to precision ∼ 100 µK over a one-second integration. The calibrator will contain 40 such thermometers mounted at different heights in individual cones. The pW power dissipation is small compared to the nW front-to-back heat flow within the calibrator and will not contribute to thermal gradients. Thermometry noise limits knowledge of the calibrator mean temperature to precision 16 µK for a one-second integration, or 100 nK for a single differential calibration scan. A four-year mission provides Signal to noise ratio for a single differential calibration scan. The solid line refers to the low-frequency calibration with the entire calibrator maintained within 5 mK of the CMB temperature. The dashed line shows the high-frequency calibration with a single cavity at 20 K. The PIXIE calibration will not be limited by signal to noise ratio. over 1600 calibration scans, reducing the thermometry noise to the 2 nK level over the entire mission, corresponding to calibration uncertainty of order 10 −9 within individual frequency channels. The resulting spectral distortion limits |y| < 2 × 10 −11 and |µ| < 3 × 10 −10 are negligible compared to the instrument noise.
Careful distinction must be made between thermometer precision vs accuracy. Although the thermometer readout noise integrates down with additional calibration scans (precision), the conversion between thermometer resistance and absolute temperature (accuracy) does not. A well-calibrated cryogenic thermometer will typically reproduce the actual temperature within 100 µK, leading to comparable uncertainty in the physical temperature of the calibrator. Different calibration scans at different commanded calibrator temperatures bracket the CMB monopole temperature. Over this limited range, the absolute thermometry error may be treated as a constant temperature offset, canceling when comparing calibrator data at different commanded temperatures. By interpolating sky spectra taken at different calibrator temperatures, PIXIE can match the (unknown) monopole temperature to 2 nK precision; however, the inferred monopole temperature will differ from the true temperature by up to 100 µK. Since the sky signal does not enter the calibration process, this systematic error does not affect the relative calibration.
The absolute thermometry does not depend solely on pre-flight calibration, but can be deduced from in-flight data as well. Calibration data from successive scans generate differential spectra
is the blackbody Planck law, ν is the observing frequency, k is Boltzmann's constant, h is the Planck constant, and
is the dimensionless frequency, defined using the thermodynamic temperature T . We may fit the peak frequency of the observed calibrator spectra 2 and use the Wien displacement law to determine the mean calibrator temperature to 10 µK accuracy independent of the sky spectra, corresponding to calibration accuracy 2 × 10 −5 . Alternatively, we may use the sky-only data to determine the color temperature of the CMB dipole induced by PIXIE's motion about the sun, which fixes the temperature scale to similar accuracy. Both methods can assess thermometry drifts in time. The 10 µK systematic error in the assigned temperature will propagate to CMB spectral distortions, which use the CMB monopole temperature to define the distortion spectral shape. This effect is small. The optically-thin y distortion is defined as
while the optically thick µ distortion is
5)
A 10 µK error in the assigned value for T 0 creates a negligible fractional error ∆I/I < 2×10 −5 in the recovered y or µ distortions.
Temperature Gradients
Temperature gradients within the calibrator produce a superposition of emission from elements at different physical temperatures. The predicted gradient of 0.1 nK produces negligible errors in the absolute calibration: even if the entire calibrator were 1 nK warmer or colder than commanded, the fractional error in the absolute calibration is below 10 −8 . However, if not accounted for, the resulting distortion y ∼ 10 −9 from the calibrator itself would induce a false detection of opposite sign in the calibrator-sky comparison. Note that the sign of the temperature gradient depends on the sign of the calibrator-cavity temperature difference, with the cone tips colder than the base when the calibrator is warmer than the cavity and warmer than the base when the calibrator is colder than the cavity. Since the calibrator spends equal amounts of time warmer as colder over the course of the full mission, thermal gradients cancel in the determination of the mean spectral distortion signal and only contribute to the scan-to-scan variance. The predicted effect is negligible compared to the thermometer readout noise. Gradients in the single hot cavity affect the high-frequency calibration by altering the power incident on the detector. Since these data are used only as a reference for sky signals above the CMB Wien cutoff, they do not directly source a false y distortion. A 2 mK cavity gradient creates a fractional error 7 × 10 −5 in the calibration at frequencies above 600 GHz.
Reflections
Internal reflections within the calibrator-instrument system create calibration errors by replacing emission from the calibrator with emission from elsewhere within the instrument. Rays that reflect from the calibrator and terminate elsewhere within the instrument create an error signal proportional to the calibrator power reflection coefficient and the temperature difference between the calibrator and the instrument surface where the ray terminates. Most of the instrument is maintained within 5 mK of the calibrator temperature to minimize this effect. A -65 dB calibrator reflection results in a 1.5 nK error signal, corresponding to a fractional error 3 × 10 −9 in the absolute calibration.
As with temperature gradients within the calibrator, reflections to components at different physical temperatures lead to a small y distortion in the calibration signal. Each of the ∼20 surfaces in the cryogenic portion of the instrument is individually temperature controlled. The commanded temperatures are periodically varied to allow identification and subtraction of the residual reflected signals, which also maps beam spillover within the instrument [9] . The calibration procedure includes ∼20 additional free parameters for the coupling to each internal surface. This number is small compared to the 40 million mirror strokes during the course of the mission, allowing the residual y distortion to be removed to the mission noise limit |y| < 10 −11 .
The detector assembly is maintained at 0.1 K and is the only component significantly colder than the calibrator. Approximately 0.3% of the signal reflected by the calibrator (-90 dB of the full signal) propagates back through the FTS to reach the detector. The corresponding 3 nK error signal may be removed to first order using pre-flight measurements of the calibrator reflection, leaving residuals |y| < 10 −11 in the distortion spectra.
The reflection error signal is larger for the high-frequency calibration using the single hot calibrator cavity. Since the 2.725 K instrument has negligible emission above 600 GHz, the fractional error in the high-frequency calibration primarily depends on the power reflection coefficient of the single hot cavity. A -40 dB reflection from the cavity produces fractional errors of 2 × 10 −5 in the high-frequency calibration.
Leakage
Leakage of external signals into the calibrator/instrument cavity presents an additional perturbation. The CMB monopole dominates the sky at frequencies below 600 GHz. Since the calibrator is maintained within a few mK of the CMB, sky leakage presents a negligible problem. The calibrator and instrument optics are surrounded by a nested set of reflective shields, preventing direct view from the instrument aperture to the Sun or warm portions of the spacecraft. Potential leakage is dominated by the view to the innermost shield, which operates at temperatures near 16 K and subtends 3% of the 2π sr above the aperture. To minimize leakage, the calibrator extends 2 mm beyond the edge of the aperture with a flexible skirt of aluminized mylar to provide an electromagnetic seal between the calibrator and the aperture. The barrel has a flared top to apodize the aperture, placing the actual interface between the calibrator and the aperture beyond direct view of the detectors. The estimated leakage of 70 dB produces an error below 10 −6 in the absolute calibration.
Frequency Calibration
Fourier transform spectroscopy allows a single detector to produce data at a large number of well-characterized frequency channels. Let S ν represent the frequency-dependent sky signal and S k represent the amplitude of the sampled fringe pattern. The two are related by a Fourier transform,
where ν denotes frequency, z k is the phase delay for fringe sample k, W k is the apodization weight, and k labels the synthesized frequency channels. As the mirror moves, we obtain N s detector samples over an optical path length ±Z. The Fourier transform of the sampled fringe pattern returns the sky signal at sampled center frequencies n × c/(2Z) where n = 1, 2, ..., N s /2. The maximum path length (optical stroke) thus determines the width of the frequency bins in the synthesized spectra, while the number of detector samples within each optical stroke determines the number of frequency bins and thus the highest sampled frequency.
To facilitate subtraction of line emission, the maximum phase delay Z may be chosen to be an integer multiple of the wavelength of the J = 1 − 0 CO line, Z = M λ CO , in which case every M th synthesized channel is centered on a CO line. The PIXIE selection Z = ±0.65 mm (M = 8) and N s = 1024 yields 512 synthesized channels from 14.4 GHz to 7.3 THz. To reduce optical loading and photon noise from zodiacal light, scattering filters limit the optical passband so that channels above a few THz contain no sky signal. By appropriate choice of weights, wider channel widths can be synthesized to facilitate subtraction of other lines.
The weights W k determine the channel-to-channel covariance, allowing a priori specification of the passband for individual frequency channels. The response to a delta function in the frequency domain is simply the Fourier transform of the window function (the weights W k ). The simplest window choice is a boxcar: W = 1 for mirror position |z| < Z and W = 0 otherwise. The corresponding Fourier transform is the sinc function sin(x)/x, where x = (ν − ν 0 )(Z/c) and Z is the maximum optical path change. The channel width is thus inversely proportional to the maximum travel of the mirror.
The boxcar window produces the highest frequency resolution, but has several disadvantages for continuum sources. It produces significant correlations (ringing) over wide frequency ranges, potentially aliasing signals from outside the desired passband. In addition, the uniform weighting with respect to mirror position gives too much weight to the far ends and too little weight near the white-light null where most of the continuum information lies. The solution is to apply an apodization function. A wide variety of apodizations are in common use, including trapezoid, Hamming, Hanning, Gaussian, and cosine windows. Following FIRAS, we use apodization
as a smooth function that goes to zero at the ends, where x = z/Z is the relative mirror displacement. A straightforward implementation of this apodization would simply vary the mirror stroke, with more strokes of short length and relative few strokes over the full length, approximating the desired apodization without the need to discard (deweight) data near the maximum displacement. To minimize dead time at turn-around, we instead implement a fixed stroke length |δz| = 1.5Z (75% of the full end-to-end stroke length 2Z) and vary the start and stop positions to approximate the desired apodization. A fixed set of 6 start/stop positions symmetric about zero phase delay ( Figure 5 ) achieves 95% observing efficiency compared to the ideal apodization (Eq. 4.2). PIXIE's frequency spectra are the Fourier transform of the sampled fringe patterns. Systematic errors in the phase delay (mirror position) z create corresponding errors in the synthesized frequency channels. Multiplicative errors in the mirror position (e.g. from unmodeled thermal contraction) create a matching scaling of the assigned frequencies. Unmodelled optical errors in the beam dispersion δ and illumination angle θ (Eg. 2.1) will also affect the assigned frequencies.
PIXIE will use flight data to calibrate the frequency scale. A simple offset ∆z shifts the white-light peak at zero phase delay. With over 10 8 measurements of the white-light peak over a 4-year mission, a fixed offset is easily fitted and removed to the noise limit of the full mission.
Several methods determine the frequency scaling using in-flight data. As in §3.1, we may use the Wien displacement law to determine the frequency scale from the peak of the observed calibrator spectra. The calibrator absolute temperature T is known to 100 µK accuracy from pre-flight calibration, fixing the peak frequency of the observed spectra to accuracy 6 MHz (0.04% of the synthesized channel width). A similar fit to the peak frequency of the CMB dipole and higher-order anisotropy fixes the frequency scale to comparable accuracy using sky data instead of calibration data [15] .
Emission from bright unresolved Galactic lines are Fourier transformed by the instrument to produce a simple cosine pattern in the observed fringe patterns. In place of a simple Fourier transform (Eq. 4.1), we may directly fit the fringe patterns to a cosine term, thereby determining the line frequency to higher precision than the 14.4 GHz channel width of the synthesized spectra. Figure 6 shows the fringe pattern for the bright Cii line at rest frequency 1900.539 GHz. The median Cii intensity on the Galactic plane produces fringes with peak amplitude 10 pW. A frequency shift of 5 MHz produces a differential signal with amplitude 1000 times smaller, detectable at 775 standard deviations within a single mirror sweep. Averaged over the full mission, the Cii line frequency can be measured to 5 kHz accuracy within each pixel along the Galactic plane. The Galactic rotation curve is well mapped [13] : a comparison of the fitted frequencies to the Galactic rotation curve fixes the PIXIE frequency scale to accuracy 0.2 kHz. The optical dispersion δ within the FTS varies with frequency, becoming smaller at higher frequencies. A similar fit to line emission from the CO chain J = 1 − 0 through J = 7 − 6 determines the frequency scale to comparable accuracy at lower frequencies overlapping the CMB [14] . A 4 kHz scale error at frequencies below 600 GHz produces negligible error in the recovered sky spectra, with both δµ/µ and δy/y less than 10 −7 .
Foregrounds and Dynamic Range
The differential optical system nulls the dominant monopole signal but does not fully suppress foreground emission whose spectra differ significantly from the calibrator. This does not affect the calibration (which only requires the sky spectra to be constant in time), but does place constraints on the instrument dynamic range. The largest amplitude in the sampled fringe pattern occurs at zero phase delay, and is given by the integral of the difference spectra between the two ports (Eq. 2.1). With the calibrator deployed to block one beam, the maximum fringe amplitude on a single detector
depends on the sky-calibrator differential spectrum, where AΩ is the etendue, α(ν) is the detector absorption coefficient, and ξ(ν) is the optical transmission efficiency from the sky to the detector. Figure 7 shows a typical set of fringe patterns during calibration. When viewing the median sky with the calibrator maintained 5 mK above the CMB monopole, the sampled fringe pattern peaks at amplitude ∼15 pW. Summing signals from adjacent scans cancels the sky signal ( §2.3), leaving just the calibration fringe pattern, while subtracting signals from adjacent scans cancels the calibrator to leave just the sky signal (minus the CMB monopole). The sharper peak in the sky signal compared to the calibrator results from diffuse dust emission, while the ripples in the sky signal result from line emission (primarily Cii). To calibrate emission at frequencies above the CMB Wien cutoff, the single cavity in the calibrator is heated while the main calibrator body is cooled. The right panels in Figure  7 show the resulting high-frequency calibration. Note that the summed calibrator-only signal now contains sharply-peaked features typical of higher-frequency continuum sources. Table 1 compares the total (unmodulated) power at the detector to the largest (modulated) fringe amplitude for a selection of calibrator temperatures at three representative sky regions: the median sky brightness, the median Galactic plane (|b| < 1 • ), and the brightest sky (Galactic center). The principal science objectives observe the high-latitude sky with the entire calibrator within 5 mK of the CMB monopole. As the calibrator temperature changes, the peak fringe amplitude varies by 30% while the total power varies by 0.7%. Photon noise at the detectors produces noise equivalent power 2-3 ×10 −16 W Hz −1/2 depending on the high-frequency rolloff of emission from dust and zodiacal light. Assuming detector sampling at 256 Hz, each time-ordered sample has white noise with amplitude 5-7×10 −15 W. Cosmological signals of interest ( Fig. 1) are small compared to the sampled noise and require integration over a large number of samples. Assuming that the telemetry digitization is set so that the noise exercises 2-3 bits, the fringe amplitudes from the median sky require 12-14 bits of dynamic range. Brighter emission from the Galactic plane or Galactic center require additional bits or lower post-detection gain. Since the photon noise is also significantly higher for these bright regions, a post-detection gain reduction can be employed to fully sample the fringe pattern from these pixels while remaining within 16 bit digitization.
Note that the observed fringe patterns simplify data compression. Fringe amplitudes larger than 5 bits occur only near zero phase delay or at large sky/calibrator differences. Roughly 95% of the observations during flight will sample fringe amplitudes below 5 bits: the remaining 11 bits are identically zero to allow a compression factor of order 70%.
Discussion
A blackbody calibrator has three major performance requirements. It must be sufficiently black and cover enough of the beam to reduce reflections and leakage to negligible levels. It must be sufficiently isothermal to reduce residual thermal gradients to negligible levels. The mean temperature must be determined with sufficient accuracy that temperature errors do not propagate to the final results. With these three conditions, the calibrator can be treated as a single source whose emission is completely determined by the temperature. The PIXIE calibrator meets these conditions. The calibrator can be deployed to completely block either of the two exit apertures; the estimated leakage of -70 nB produces a calibration error less than 10 −6 . Both the calibrator and the instrument optics are maintained within 5 mK of CMB monopole temperature to minimize systematic errors in the calibration. Reflections at levels -65 dB terminate within the instrument blackbody cavity to create calibration error less than 10 −8 . Near-isothermal operation minimizes heat flow which could source thermal gradients; the predicted gradient during normal operation is less than 1 nK and would be undetectably small. Complementary data allow in-flight calibration of both the temperature and frequency scales to higher precision and accuracy than possible during pre-flight testing. Observations of bright Galactic lines determine the frequency scale to 5 kHz accuracy, well below the ∼15 GHz width of the synthesized frequency channels. Measurements of the Wien displacement in the peak of the blackbody calibrator spectra fix the absolute thermometry to 10 µK accuracy over the full range of commanded temperatures.
Changing the calibrator temperature by a few mK provides an absolute reference signal at signal to noise ratio above 10 3 on time scales of a few seconds and 10 7 averaged over the full mission. Figure 8 shows the frequency dependence of the PIXIE calibration uncertainty. At frequencies below the CMB Wien cutoff, the calibration is expected to be accurate to a few Figure 8 . The fractional uncertainty in the PIXIE calibration varies with frequency. The solid line shows the combined fractional uncertainty in the calibration. The dotted and dashed lines show the spectral shape for CMB anisotropy and the combined foreground emission, respectively. In-flight calibration is expected to be accurate to a few parts in 10 6 at frequencies dominated by the CMB, and a few parts in 10 4 at higher frequencies dominated by the diffuse dust foreground. parts in 10 6 , limited by the 10 µK uncertainty in the absolute temperature of the calibrator. At higher frequencies where the diffuse dust foreground dominates, thermal gradients within the calibrator produced when the single cavity is heated to 20 K limit the accuracy to a few parts in 10 4 . Other effects are negligible. The expected calibration accuracy is well under the requirements to detect the predicted y and µ spectral distortions, which are the most stringent requirements of the PIXIE science goals.
