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Abstract
We study the dynamics of symmetric and asymmetric spin-glass models of size N . The analysis is
in terms of the double empirical process: this contains both the spins, and the field felt by each spin,
at a particular time (without any knowledge of the correlation history). It is demonstrated that in the
large N limit, the dynamics of the double empirical process becomes deterministic and autonomous over
finite time intervals. This does not contradict the well-known fact that SK spin-glass dynamics is non-
Markovian (in the large N limit) because the empirical process has a topology that does not discern
correlations in individual spins at different times. In the large N limit, the evolution of the density of the
double empirical process approaches a nonlocal autonomous PDE operator Φt. This paper established
an intermediate result: that the flow is approximately that of an implicit autonomous operator Ψt. In
the symmetric reversible case, one conjectures that the ‘glassy dynamical phase transition’ occurs when
a stable fixed point of the flow operator Φt destabilizes. The methods of this paper do not involve
annealing, and are therefore potentially of significance for future work on the long-time dynamics of spin
glasses, because they suggests a means to extend the results on timescales that diverge with N .
1 Introduction
This paper concerns the dynamics of mean-field (non-spherical) spin-glass models. In the low-temperature
regime, spin-glass systems are characterized by slow emergent timescales that diverge with the system
size. These results are thus of interest for understanding the low-temperature dynamics of the Sherrington-
Kirkpatrick (SK) Spin Glass [48, 30], which has been the subject of much research over the last 40 years
[42, 32, 54, 52, 6, 44, 35]. They are also of interest for understanding the dynamics of asymmetric spin glass
models, which have seen a resurgence of interest in neuroscience in recent years [16, 14, 56, 15, 25, 23, 24, 1,
47, 37, 22].
This paper determines the emergent dynamics ofM ‘replica’ spin glass systems started at initial conditions
that are independent of the connections. ‘Replicas’ means that we take identical copies of the same static
connection topology J, and conditionally on J, run independent and identically-distributed jump-Markov
stochastic processes on each replica. Replicas are known to shed a lot of insight into the rich tree-like
structure of ‘pure states’ that emerge in reversible spin glass systems over long periods of time [42]. Writing
E = {−1,1}, the spins flip between −1 and 1 at rate c(σi,jt ,G
i,j
t ) for some general function c ∶ {−1,1}×R→ R+,
where the field felt by the spin is written as
G
i,j
t = N
− 1
2 ∑
k∈IN
Jjkσ
i,k
t , (1)
and J = {Jjk}Nj,k=1 are i.i.d. centered Gaussian variables with a specified level of symmetry.
We now overview some of the existing literature on the dynamics of the SK spin glass. In the physics lit-
erature, averaging over quenched disorder been used to derive limiting equations for the correlation functions
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[51, 50, 33, 42, 39, 38]. Grunwald [29, 30] determines the large N limiting dynamics for the pathwise em-
pirical measure νN = N−1∑Nj=1 δσj
[0,T ]
for a jump-Markov system like in this paper, over finite time-intervals
starting from i.i.d initial conditions. This pathwise empirical measure is an extremely rich object, since it
‘knows’ about the correlations in time of the spins. The downside of using such a rich order parameter is
that its limiting dynamics is not autonomous: one needs to know the entire history over [0, t] to compute the
solution over [0, t + δt]. The intractability of the emergent dynamics is why there do not exist any rigorous
results analyzing the emergent equations (a point that has been emphasized by Ben Arous [4]). For this
reason, this paper focusses on determining the limiting dynamics of a different order parameter: the double
empirical process that cannot discern time-correlations in individual spins. The chief advantage of working
with this order parameter is that the dynamics becomes autonomous (and thus much more tractable) in the
large N limit, just as in classical methods for studying the empirical process in interacting particle systems
[19, 53].
Ben Arous and Guionnet obtain large N emergent equations for the dynamics of the ‘soft’ SK spin glass
with (i) i.i.d initial conditions [7, 10], and (ii) initial conditions given by the invariant measure µNβ,J in (4)
[9]. Guionnet [31] proves that in the soft SK spin glass started at i.i.d initial conditions, the dynamics of the
empirical measure converges to some unique limit, with no restriction on time or temperature. More recent
work by Ben Arous, Dembo and Guionnet has rigorously established the Cugliandolo-Kurchan equations
[18] for spherical spin glasses using Gaussian concentration inequalities [8, 20].
The main result of this paper determines the large N asymptotic dynamics of a macroscopic variable
(the ‘double empirical process’) following a deep quench of iid initial conditions. Our ultimate aim (in a
following paper) will be to show that the empirical process converges as N →∞ to have a density given by
a Mckean-Vlasov-type PDE 1 of the form, for α ∈ EM and x ∈ RM ,
∂
∂t
pt(α,x) = M∑
i=1
{c(−αi, xi)pt(α˜i,x) − c(αi, xi)pt(α,x) +Lξtii ∂2pt(α,x)∂x2i } −∇ ⋅ {mξt(α,x)pt(α,x)}, (2)
where ξt ∈ M
+
1(EM ×RM) is the probability measure with density pt, α˜i is the same as α, except that the
ith spin has a flipped sign and mξt and Lξt are functions defined in Section 2. This PDE is an autonomous
flow operator. In this paper we establish an intermediate result: we show that the flow of the empirical
process is approximated by an implicit PDE of a similar form to the above, except that one replaces ξt by
the empirical process.
The significance of (2) is that it should allow a more precise characterization of the ‘glassy dynamical
phase transition’ observed in SK spin glass dynamics [52, 35]. For Glauber dynamics for the SK spin glass
[42], the connections are symmetric (i.e. Jjk = Jkj) and the dynamics is reversible, with c taking the form
[30],
c(σ, g) = (1 + exp {2βσ(g + h)})−1, (3)
where h is a constant known as the magnetization, and β−1 is the temperature. In this case, the spin-glass
dynamics are reversible with respect to the following Gibbs Measure
µNβ,J(σ) = exp(β ∑
p∈IM ,j,k∈IN
Jjkσp,jσp,k + h ∑
p∈IM ,j∈IN
σp,j −NMρNJ ), (4)
where ρNJ is a normalizing factor, often called the free energy, given by
ρNJ =N
−1 log ∑
σ∈EN
[ exp (β ∑
j,k∈IN
Jjkσjσk + h ∑
j∈IN
σj)]. (5)
For further details on the Gibbs measure, see the reviews in [13, 54, 55, 44, 45]. It is known that as β
increases from 0, a sharp transition occurs, where the convergence to equilibrium bifurcates from being O(1)
in time, to timescales that diverge in N [4, 11, 35]. It is natural to make the following conjectures that will
be the subject of future work.
1See [53] for further discussion of such PDEs.
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• Suppose that (2) admits a unique, globally-attracting fixed point µ∗. Then one conjectures that the
invariant measure for the law of the empirical process µˆN(σt,Gt) defined in (15) (the law is thus in
M+1(M+1(EM ×RM))) is (i) unique, and (ii) converges to δµ∗ as N →∞.
• It is known that the time taken for the system to converge to equilibrium diverges with N , once β
is sufficiently large [11]. It therefore seems natural to conjecture that the glassy dynamical phase
transition corresponds to a bifurcation about a fixed point of the PDE in (2) (with M = 1).
• Another benefit of working with this particular order parameter is that it seems likely that the au-
tonomous flow in (2) is accurate for more general disorder-dependent initial conditions. Essentially
what one requires is that the initial condition µJ is such that µJ(σ0 = α)/Eγα,G0 [µJ(σ0 = α)] ≤
O( exp(δN)), for small δ with high probabilty, and γα,G0 is the regular conditional distribution for
the law γ of the connections (defined at the start of Section 5).
Many recent applications of dynamical spin glass theory have been in neuroscience, being referred to as
networks of balanced excitation and inhibition [27]. Typically the connections in these networks are highly
asymmetric, unlike in the original SK model. These applications include networks driven by white noise
[16, 14, 56, 15, 25, 23, 24, 26] and also deterministic networks [1, 47, 37, 22]2; the common element to all of
these papers being the random connectivity of mean zero and high variability. It has been argued that the
highly variable connectivity in the brain is a vital component to the emergent gamma rhythm [14]. Another
important application of spin-glass theory has been in studying stochastic gradient descent algorithms [5, 43].
The method by which we prove our analytic results is to prove the convergence of the expectation of
test functions with respect to the double empirical measure: a method that has been applied to interacting
particle systems in, for example, [36] and [41]. To understand the change in the fields {Gjt} over a small
increment in time, we use the law γ of the connections, conditioned on the value of the fields at that time
step. It is fundamental to our proof that - essentially due to the Woodbury formula for the inverse of a
matrix with a finite-rank perturbation - the conditional Gaussian density can be written as a function of the
empirical measure µˆNt (σ,G) = N−1∑Nj=1 δ(σjt ,Gjt) and local variables (see the analysis in Section 6).
The author would have liked to have adapted Sznitman’s work [53] and demonstrated the convergence
directly using a Wasserstein metric. However the Wasserstein metric is very difficult to implement because
the discontinuity of the spin-flipping leads to multiplicative noise in the limiting equations (in Sznitman’s
work the noise is additive). The multiplicative noise means that the time-discretized approximation to Ψt
is not Lipschitz with respect to the Wasserstein metric. Instead one must demonstrate the convergence
by looking at expectations of smooth test functions. For this reason we leave to a forthcoming paper
the task of proving that the implicit operator Ψt of this paper converges, P-almost surely, to an operator
Φ ∶M+1(EM ×RM)→ C([0, T ],M+1(EM ×RM)) correponding to the PDE in (2).
Notation: Let E = {−1,1}. For any Polish Space X , we let M+1(X ) denote all probability measures on
X , and D([0, T ],X ) the Skorohod space of all X -valued cadlag functions [12]. We always endow M+1(X )
with the topology of weak convergence. Let P ∶= M+1(EM ×RM) denote the set of all probability measures
on EM ×RM , and define the subset
P˜ = {µ ∈ P ∶ Eµ[ ∥x∥2 ] <∞}. (6)
Let dW be the following Wasserstein Metric [53, 28] on P˜, i.e.
dW (β, ζ) = inf
η
{Eη[ ∥x − g∥2 ] 12 + Eη[ ∥α −σ∥1 ]}. (7)
where the infimum is over all measures η ∈ M+1(EM ×RM × EM ×RM) with marginals β (over the first two
variables), and ζ (over the second two variables). We let C([0, T ],X ) denote the space of all continuous
functions from [0, T ] to X . B(X ) denotes the set of all Borel-measureable functions from X to R. For
2It is not yet clear to us if the methods of this paper could be adapted to the latter deterministic models: since without
stochasticity one cannot use the Girsanov Theorem, which is a crucial part of our proof.
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any vector g ∈ RM , ∥g∥ is the Euclidean norm, and ∥g∥1 is the supremum norm. For any square matrix
K ∈ Rm×m, ∥K∥ is the operator norm, i.e.
∥K∥ = sup
x∈Rm∶∥x∥=1
{ ∥Kx∥}.
2 Outline of model and main result
Let (Ω,F , (Ft),P) be a filtered probability space containing the following random variables. The connections(Jjk)j,k∈Z are centered Gaussian random variables, with joint law γ ∈M+1(RZ+×Z+). To lighten the notation
we assume that there are self-connections (one could easily extend the results of this paper to the case where
there are no self-connections). Their covariance is taken to be of the form
E
γ[JjkJ lm] = δ(j − l)δ(k −m) + sδ(j −m)δ(k − l). (8)
The parameter s ∈ [−1,1] is a constant indicating the level of symmetry in the connections. In the case that
s = 1, Jjk = Jkj identically, and in the case that s = −1, Jjk = −Jkj identically. In the case that s = 0, Jjk is
probabilistically independent of Jkj . {Jjk}j,k∈Z+ are assumed to be F0-measureable.
We take M replicas of the spins: this means that the connections J are the same across the different
systems, but (conditionally on J) the spin-jumps in different systems are independent. Our reason for working
with replicas is that, as discussed in the introduction, in the case of reversible dynamics, replicas are known
to shed much light on the rich ‘tree-like’ structure of pure states in the equilibrium Gibbs measure [42]. If
one wishes to avoid replicas, one could just take M = 1. The spins {σi,jt }j∈IN ,i∈IM ,t≥0 constitute a system of
jump Markov processes: i being the replica index, and j being the spin index. Spin (i, j) flips between states
in E = {−1,1} with intensity c(σi,jt ,Gi,jt ) (where Gi,jt = N− 12 ∑Nk=1 Jjkσi,kt ) for a function c ∶ E ×R → [0,∞)
for which we make the following assumptions:
• c is strictly positive and uniformly bounded, i.e. for some constant c1 > 0,
sup
σ∈E
sup
g∈R
∣(c(σ, g)∣ ≤ c1 and c(σ, g) > 0. (9)
• The functions g → c(1, g) and g → c(−1, g) are assumed to be each three-times continuously differ-
entiable. The magnitude of each of the derivatives is assumed to be uniformly upperbounded by a
constant cL.
• The following Lipschitz condition is assumed: for a constant cL > 0, for all σ ∈ E and g1, g2 ∈ R,
∣ log c(σ, g1) − log c(σ, g2)∣ ≤ cL∣g1 − g2∣. (10)
• The following limits exist for σ = ±1,
lim
g→∞
c(σ, g) , lim
g→−∞
c(σ, g).
• The log of c is bounded in the following way: there exists a constant Cg > 0 such that
sup
α∈E
∣ log c(α, g)∣ ≤ Cg ∣g∣. (11)
We note that the Glauber Dynamics for the reversible dynamics in (3) satisfy the above assumptions [30].
To facilitate the proofs, we represent the stochasticity as a time-rescaled system of Poisson counting
processes of unit intensity [2]. We thus define {Y i,j(t)}i∈IM ,j∈Z+ to be independent Poisson processes, which
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are also independent of the disorder variables {Jjk}j,k∈Z+ . We define the spin system {σi,jt } to be the unique
solution of the following system of SDEs
σ
i,j
t = σ
i,j
0 ×A ⋅ Y
i,j(∫ t
0
c(σi,js ,Gi,js )ds), (12)
where A ⋅x ∶= (−1)x. Clearly σi,jt depends on N (for convenience this is omitted from the notation). The law
of the initial condition σ0 is written as µ0 ∈M+1(EMN). µ0 is assumed to be independent of the disorder.
As explained in the introduction, the order parameter that is central to this analysis is the double
empirical measure, which we now specify more precisely. Define the (process) double empirical measure
µˆN(σ,G) ∶D([0,∞),E)MN ×D([0,∞),R)MN → D([0,∞),P), (13)
µˆN(σ,G) ∶={µˆNt (σ,G)}t∈[0,∞) where (14)
µˆNt (σ,G) =N−1 N∑
j=1
δ(σ1,j
t
,,...,σ
M,j
t
),(G1,j
t
,...,G
M,j
t
), (15)
where {σi,jt } is the solution of the above jump Markov Process, and Gi,jt = N− 12 ∑k∈IN Jjkσi,kt . That is, for
any particular σ[0,∞) and G[0,∞), µˆ
N(σ,G) is a cadlag map from [0,∞) to the set of probability measures
on EM ×RM .
For some fixed constant c > 0, define the set
X
N = {η ∈ ENM ∶ inf
a∈RNM , ∥a∥=1
∑
p,q∈IM ,j,k∈IN
{ap,jaq,jηp,kηq,k + sap,jaq,kηp,kηq,j} > Nc}
and inf
b∈RM ∶∥b∥=1
∑
p,q∈IM ,j∈IN
ηp,jηq,jbpbq > Nc}. (16)
We assume that the initial condition is such that
lim
N→∞
N−1 logP(σ0 ∉ XN) < 0. (17)
For an arbitrary positive constant T > 0, we define
τN = T ∧ inf {t ∶ t ∈ [0, T ] and σt ∉ XN}. (18)
Intuitively, the stopping time is achieved when the spins in different replicas are too similar. One expects
that this is an extremely rare event, even on timescales diverging in N . The main result of this paper is the
following. We emphasize that these are quenched results. ‘Annealing’ methods are not used in this paper.
Theorem 2.1. Fix T > 0. There exists an implicit flow operator Ψ ∶ C([0, T ],P) → C([0, T ],P) written
Ψ ⋅ µ[0,T ] ∶= {Ψt ⋅ µ[0,T ]}t≥0 such that Ψ0 ⋅ µ[0,T ] = µ0 and for any ǫ > 0
lim
N→∞
N−1 logP( sup
t≤τN
dW (Ψt ⋅ µˆN(σ,G), µˆN (σt,Gt)) ≥ ǫ) < 0. (19)
The flow Ψ is specified in Section 2.1. It follows immediately from the Borel-Cantelli Theorem that P almost
surely
lim
N→∞
sup
t≤τN
dW (Ψt ⋅ µˆN(σ,G), µˆN (σt,Gt)) = 0. (20)
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2.1 Specification of Flow Ψ
Fix µ ∈ C([0, T ],P). In this section we define Ψ ⋅µ[0,T ] ∈ C([0, T ],P). For any ξ ∈ P such that Eξ(σ,g)[ ∥g∥2 ] <
∞, define the M ×M coefficient matrices {Lξ,κξ,υξ,Kξ} ∈ RM2 to have the following elements,
K
ξ
jk
=Eξ(σ,x)[σjσk] (21)
L
ξ
jk
=Eξ(σ,x)[σkσjc(σj , xj)] (22)
κ
ξ
jk
=Eξ(σ,x)[xkσjc(σj , xj)] (23)
υ
ξ
jk
=Eξ(σ,x)[σkxj]. (24)
Assuming for the moment that Kξ is invertible, write Hξ = (Kξ)−1 , and define the vector field mξ(σ,x) ∶
P × EM ×RM → RM as follows
mξ(σ,x) = −2LξHξx − 2sκξHξσ + 2sLξHξυξHξσ. (25)
We can now write down the PDE that defines the density of ξt ∶= Ψt ⋅ µ. For some α ∈ E
M , we write
pt(α,x) to be the density of ξt in its second variable, i.e. dξt(α, gt ∈ [x,x + dx]) ∶= pt(α)(x)dx. Write
α˜
i ∈ EM to be almost identical to α, except that the ith spin has a flipped sign. The evolution of the
densities is governed by the following system of partial differential equations
∂
∂t
pt(α,x) = M∑
i=1
{c(−αi, xi)pt(α˜i,x) − c(αi, xi)pt(α,x) +Lµtii ∂2pt(α,x)∂x2i } −∇ ⋅ {mµt(α,x)pt(α,x)}, (26)
Remark 2.2. We emphasize that the convergence result in Theorem 2.1 does not hold for the path-wise
empirical measure, i.e.
µ˜N = N−1
N
∑
j=1
δ(σj
[0,τT ]
,G
j
[0,T ]
) ∈M
+
1(D([0, T ],EM ×RM)),
endowed with the Skorohod topology on the set of cadlag paths D([0, T ],EM) [46]. Indeed it is known that
the limit of the pathwise empirical measure is non-Markovian, so the Markovian stochastic hybrid system
with Fokker-Planck equation given by (26) is almost certainly not the limiting law for the pathwise empirical
measure [7]. This does not mean that our result in Theorem 2.1 is inconsistent with the non-Markovian
system in Grunwald [29, 30], since the topology in our theorem cannot discern correlations in time.
3 Proof of Theorem 1
We first require some results concerning the regularity of the matrix of connections. Let JN be the N ×N
matrix with elements N−
1
2Jjk. It is known that as N →∞, ∥JN ∥→ 2, γ almost surely [3]. Define JN to be
the event
JN = { ∥JN ∥ ≤ 3} (27)
W2 = {µ ∈ P ∶ sup
1≤p≤M
E
µ(σ,g)[(gp)2] ≤ 3} and Wc2 = {µ ∈W2,c ∶ inf
a∈RM ∶∥a∥=1
M
∑
j,k=1
K
µ
jk
ajak ≥ c}. (28)
When the context is clear, we omit the argument from the empirical process, i.e. we write µˆN instead of
µˆN(σ,G).
Lemma 3.1. 1.
lim
N→∞
N−1 log γ(J cN) < 0. (29)
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2. Also, {µˆNt ∈W2 for all t ≥ 0} ⊆ JN (30)
3. For any m > 0, there exists x such that
lim
N→∞
N−1 log γ( ∥JN∥ ≥ x) < −m. (31)
Proof. It may be observed that
E
µˆNt (σ,G)[(gp)2] = N−1 N∑
j=1
(Gp,jt )2 ≤ N−1 ∥JN∥ N∑
j=1
(σp,jt )2 = ∥JN ∥ ≤ 3,
as long as JN holds.
(iii) This is a standard result from random matrix theory [3].
The following simple lemma will be used throughout the paper.
Lemma 3.2. Suppose that events {ANj }aNj=1 are such that lim
N→∞
N−1 log aN = 0. Then
lim
N→∞
N−1 logP( a⋃
j=1
A
N
j ) ≤ lim
N→∞
sup
1≤j≤aN
{N−1 logP(ANj )}
Proof. Immediate from the definitions.
We discretize the time interval [0, T ] into {t(n)
b
}n−1b=0 , with t(n)b = bT /n and δt = T /n. We write Ψb ∶= Ψt(n)
b
.
Thanks to Lemma 3.2, for Theorem 1 to hold, it suffices to prove that some n ∈ Z+,
sup
0≤b<n
lim
N→∞
N−1 logP(JN and sup
t∈[t
(n)
b
∧τN ,t
(n)
b+1
∧τN ]
dW (Ψt ⋅ µˆN ,Ψb ⋅ µˆN) ≥ ǫ/3) < 0 (32)
sup
0≤b<n
lim
N→∞
N−1 logP(JN and sup
t∈[t
(n)
b
∧τN ,t
(n)
b+1
∧τN ]
dW (µˆNt , µˆNb ) ≥ ǫ/3) < 0 (33)
sup
0≤b<n
lim
N→∞
N−1 logP(JN and for some b such that τN ≥ t(n)b , dW (µˆNb ,Ψb ⋅ µˆN) ≥ ǫ/3) < 0 (34)
lim
N→∞
N−1 logP(J cN) < 0. (35)
The last of these has already been demonstrated in Lemma 3.1. (33) is established in Lemma 4.12. We now
establish (32) in the following lemma.
Lemma 3.3.
lim
N→∞
N−1 logP(JN and sup
t∈[t(n)
b
∧τN ,t
(n)
b+1
∧τN ]
dW (Ψt ⋅ µˆN(σ,G),Ψb ⋅ µˆN(σ,G)) ≥ ǫ/3) < 0 (36)
Proof. It can be seen that Ψt ⋅ µˆ
N (σ,G) ∈ P˜ is the marginal law of (ηt,zt), these processes being the unique
solution of the stochastic hybrid system. Let {Y˜ p(t)}p∈IM be independent Poisson Counting Processes, and{W˜ pt }Mp=1 independent Wiener Processes and define
η
p
t =α
p
0A ⋅ Y˜
p(∫ t
0
c(αps , xps)ds) (37)
zt =x0 +∫
t
0
mµˆ
N
s (ηs,zs)ds +∫ t
0
Dµˆ
N
s W˜s , where D
µˆ
N
s
ij =
√
2L
µˆNs
ii δ(i, j), (38)
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and µˆN0 is the law of the random variables (α0,x0). Thanks to Lemma 3.1 (2), if the event JN holds then
E
µˆ
N [(xp0)2] ≤ 3. Noting the definition in (25), one easily checks that the map
(ηs,zs) →mµˆNb (ηs,zs)
is uniformly Lipschitz, as long as τN > t
(n)
b
, which ensures that the smallest eigenvalue of Kµˆ
N
b is greater
than or equal to c, and therefore ∥HµˆNb ∥ ≤ c−1. Since ∣DµˆNsii ∣ is uniformly bounded by √2c1, the uniform
continuity of the marginal laws of (ηt,zt) ensure that once n is sufficiently large,
sup
t∈[t(n)
b
,t
(n)
b+1
]
d(Ψt ⋅ µˆN(σ,G),Ψt(n)
b
⋅ µˆN(σ,G)) < ǫ/3.
It remains for us to establish (34). We use sets of characteristic functions (see [49] for a detailed overview
of characteristic functions) to metrize the weak converge. Thus for each m ∈ Z+, define the following finite
subset of C∞(RM)
Fm = {φ ∶ φ(g) = m−3Γ(⟨v,g⟩) ∶ For each i ∈ IM , vi = ρi/m for ρi ∈ Z such that M∑
i=1
ρ2i ≤ m
4}, (39)
where Γ(θ) = cos(θ) or sin(θ). Write the first derivative of φ ∈ Fm with respect to the jth variable as φj , the
second derivative of φ ∈ Fm with respect to the j
th and kth variables as φjk , and the third derivative as φjkl .
It is straightforward to check that
sup
φ∈∪m≥1Fm
sup
1≤j,k,l≤M
{∣φ∣, ∣φj ∣, ∣φjk ∣, ∣φjkl ∣} ≤ 1. (40)
Let mn be some large integer that we specify more precisely further below, and for 0 ≤ b < n, define
mb = ⌈exp (2δtc1M)mb+1⌉. For 0 ≤ b ≤ n, define the pseudo-metric on P ,
db(µ, ν) = sup
α∈EM
sup
φ∈Fmb
∣Eµ(σ,g)[χ{σ = α}φ(g)] − Eν(σ,g)[χ{σ = α}φ(g)]∣. (41)
Thanks to the Heine Cantor theorem, since the characteristic functions are convergence determining onW2,c
(which is compact, and thanks to Lemma 3.1, the events JN and τN > t
(n)
b imply that the empirical measure
is in W2,c), there must exist ǫ˜ such that for all large enough mb,
{JN and for some b such that τN > t(n)b , dW (µˆNb ,Ψb ⋅ µˆN) > ǫ/3}
⊆ {JN and for some b such that τN > t(n)b , db(µˆNb ,Ψb ⋅ µˆN) > ǫ˜} (42)
Define the events {UNb }n−1b=0 , for a positive constant u > 0 (to be specified more precisely below),
U
N
b = {JN and db+1(Ψb+1 ⋅ µˆN(σ,G), µˆN(σb+1,Gb+1)) > ǫ˜ exp (ut(n)b+1/T − u)
and db(Ψb ⋅ µˆN(σ,G), µˆN(σb,Gb)) ≤ ǫ˜ exp (ut(n)b /T − u) and τN ≥ t(n)b+1}, (43)
and observe that
{JN and for some b such that τN > t(n)b , db(µˆNb ,Ψb ⋅ µˆN) > ǫ˜} ⊆ n−1⋃
b=0
U
N
b .
We thus find from Lemma 3.2 that it suffices to prove that
sup
0≤b<n
lim
N→∞
N−1 logP(UNb ) < 0. (44)
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We now define a random measure ξb(σb,Gb) ∈ P˜, which is such that ξb ≃ Ψb+1 ⋅µˆN(σ,G). Let {Y˜ p(t)}p∈IM be
independent Poisson Counting Processes, and {W˜ pt }Mp=1 independent Wiener Processes. Writing µˆNt(n)
b
(σb,Gb)
to be the law of random variables (α,x), define ξb(σb,Gb) to be the law of (αpδt,xδt), where
α
p
δt
=αpA ⋅ Y˜ p(δtc(αp, xp)) (45)
xδt =x + δtm
µˆNb (α,x) +DµˆNb W˜δt , where DµˆNbij =
√
2L
µˆN
b
ii δ(i, j), (46)
and δt = T /n.
It follows from the triangle inequality that, since exp(ut(n)b+1/T −u) ≥ exp(ut(n)b /T +uδt/2−u)+exp(ut(n)b /T −
u)uδt/2,
U
N
b ⊆ {JN and db+1(Ψb+1 ⋅ µˆN , ξb) > ǫ˜ exp (ut(n)b /T + uδt/2 − u) and db(Ψb ⋅ µˆN , µˆNb ) ≤ ǫ˜ exp (ut(n)b /T − u)}
∪ {JN and db+1(ξb, µˆNb+1)) > exp(ut(n)b /T − u)ǫ˜uδt/2}.
Thanks to Lemma 3.2, it thus suffices to demonstrate the following two lemmas. Lemma 3.4 is established
in the following sections.
Lemma 3.4. For any ǫ¯ > 0, for all sufficiently large n,
lim
N→∞
N−1 logP(JN and db(ξb(σb,Gb), µˆN(σb+1,Gb+1)) ≥ ǫ¯T /n) < 0. (47)
Lemma 3.5. For sufficiently large n, and all b such that 0 ≤ b < n,
lim
N→∞
N−1 logP(JN and db+1(Ψb+1 ⋅ µˆN , ξb) > ǫ˜ exp (ut(n)b /T + uδt/2 − u)
and db(Ψb ⋅ µˆN , µˆNb ) ≤ ǫ˜ exp (ut(n)b /T − u)) < 0. (48)
Proof. Let ηb(σb,Gb) ∈ P be defined as follows. Writing Ψb ⋅ µˆN(σ,G) to be the law of random variables(α,x), define ηb(σb,Gb) to be the law of (αδt,xδt), where
α
p
δt
=αpA ⋅ Y˜ p(δtc(αp, xp)) (49)
xδt =x + δtm
µˆNb (α,x) +DµˆNb W˜δt , where DµˆNbij =
√
2L
µˆN
b
ii δ(i, j), (50)
and δt = T /n. Thanks to the triangle inequality, it suffices for us to prove the following two inequalities,
lim
N→∞
N−1 logP(JN and db+1(ηb, ξb) > ǫ˜ exp (ut(n)b /T + uδt/4 − u)
and db(Ψb ⋅ µˆN , µˆNb ) ≤ ǫ˜ exp (ut(n)b /T − u)) < 0 and (51)
lim
N→∞
N−1 logP(JN and db+1(ηb,Ψb+1 ⋅ µˆN) > ǫ˜uδt
4
exp(ut(n)
b
/T + uδt/4 − u)) < 0. (52)
The uniformly Lipschitz nature of the functions φa defining the metric d(⋅, ⋅) imply that d(β, ζ) ≤ dW (β, ζ).
(52) now follows from a comparison of the equations defining Ψb+1⋅µˆ
N (i.e. (37)-(38)) to the equations defining
ηb (i.e. (49)-(50)). In both cases, the law of the initial condition is given by Ψb ⋅µˆ
N . However the dynamics in
the latter is a time-discretized approximation to the former. One thus finds that dW (Ψb+1 ⋅ µˆN , ηb) = O(δt2).
It remains to prove (51). It can be checked that ∥Lµ∥ ≤ c1M . Properties of the characteristic functions
now imply that the map P˜ → P˜ given in (49)-(50) is uniformly Lipschitz. Thus if we choose the constant u
to be large enough we obtain (51).
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3.1 Change of Measure
The rest of this paper is oriented towards proving Lemma 3.4. In this section we define the law of new
processes σ˜ which are such that the field variables are independent of the connections. However the new
processes are an excellent approximation to the old process, as long as the empirical process lies in a δ-ball
about a specified fixed point. The fact that the new processes are independent of the connections will then
allow us to use the conditional Gaussian measure γα,g to accurately infer the evolution of the fields over a
small time step. The main result of this section is Lemma 3.6.
We start by partitioning P ∶= M+1(EM × RM). For some n ∈ Z+ and 1 ≤ i ≤ n2, define Bi = [−n + 2(i −
1)/n,−n + 2i/n). Define B0 = (−∞,n), and Bn2+1 = [n,∞), and let {Sq}Sq=1 be sets of measures of the form
Sq = {µ ∈ P ∶ Rqcd ≤ µ(σ ∈ Bc,g ∈ Bd) ≤ R¯qcd}, (53)
for non-negative numbers {Rq
cd
, R¯
q
cd
}1≤c,d≤N that are such that 0 ≤ Rqcd < R¯qcd ≤ 1, and each of R¯qcd,Rqcd is an
integer multiple of n−1. {Sq}Sq=1 is assumed to cover P , i.e.
P = ∪Sq=1Sq. (54)
We must now take a refined time discretization with (m+ 1) time points, where m ∈ Z+ is such that m = nk,
for some k ∈ Z+. The reason for this is take we must control the size of the Girsanov exponent further below.
Define Q = {(qi)mi=0 ∶ qi ∈ S}. We say that µˆN ∈ Sq if µˆN(σa,Ga) ∈ Sqa for each 0 ≤ a ≤ m. For
any q = (qi) ∈ Q, define {Gp,jq,t}p∈IM ,j∈IN to be progressively-measurable maps [0, T ] ×D([0, t(n)b+1],EMN)→ R
satisfying the following properties:
• Piecewise-constant in time: That is, for all 0 ≤ a < nk, Gp,jq,t = G
p,j
q,t
(m)
a
for t ∈ [t(m)a , t(m)a+1 ) .
• Let π ∶ M+1(D([0, t(n)b+1],EM ×RM))→M+1(D([0, t(n)b+1],EM )) be the projection onto the marginals over
the first M variables. It is assumed that if µˆN
t
(m)
a
(σ) ∈ π ⋅ Sqa , then µˆNt(m)a (σ,G(σ)) ∈ Sqa .
There are many possible ways to define {Gp,jq }: all that one needs to do is (i) define a discrete map satisfying
the second of the above criteria (notice that there are only a finite number of criteria defining Sq, so this
is always possible once N is sufficiently large), and (ii) insist that Gp,jq is constant over the time intervals[t(m)a , t(m)a+1 ). Define σ˜t to be a stochastic process such that for 0 ≤ t ≤ t(n)b+1,
σ˜
p,j
t = σ
p,j
0 A ⋅ Y
p,j(∫ t
0
c(σ˜p,js ,Gp,jq,s(σ˜s))ds). (55)
To lighten the notation, the dependence of σ˜p,jt on q has been omitted from the notation. Notice that
σ˜
p,j
0 = σ
p,j
0 . It is straightforward to check that there exists a unique solution to the above system of stochastic
differential equations, thanks to the assumed regularity of the intensity function c.
Write the law of the solution to the above set of equations as PNb,q ∈ M
+
1(D([0, t(n)b+1],RM)N). Let
PNb,J ∈M
+
1(D([0, t(n)b+1],EM )N) be the law of σ[0,t(n)
b+1
]
, conditionally on J. Define the Girsanov exponent
ΓNq (σ[0,t(n)
b+1
]
,J) = N−1 ∑
i∈IM ,j∈IN
{∫ t(n)b+1
0
{c(σi,js ,Gi,jq,s(σ)) − c(σi,js ,Gi,js )}ds
+∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dσˆi,js }, (56)
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and we have written σˆi,js to be the counting process specifying when σ
i,j
s changes sign - i.e. σ
i,j
s = σ
i,j
0 ×A ⋅σˆ
i,j
s .
It follows from Girsanov’s Theorem [29, 34] 3 that the Radon-Nikodym derivative satisfies
dPNb,J
dPN
b,q
(σ
[0,t
(n)
b+1
]
) = exp (NΓNq (σ[0,t(n)
b
]
,J)). (57)
For an arbitrary positive constant T > 0, we define a stopping time which is the analog of the definition of
τN in (18).
τ˜N = T ∧ inf {t ∶ t ∈ [0, T ] and σ˜t ∉ XN}. (58)
Lemma 3.6. Suppose that for any ǫ¯ > 0, for large enough n ∈ Z+,
sup
0≤b<n
sup
q∈Q
lim
N→∞
N−1 logP(JN and τ˜N > t(n)b and db(ξb(σ˜b, G˜b), µˆN(σ˜b+1, G˜b+1)) ≥ ǫ¯δt) < 0. (59)
Then Lemma 3.4 is satisfied, i.e. for any ǫ˜ > 0,
lim
N→∞
N−1 logP(JN and τN > t(n)b and db(ξb(σb,Gb), µˆN(σb+1,Gb+1)) ≥ ǫ˜T /n) < 0. (60)
Proof. Define the event
X
N
b,q = {JN and ∣ΓNq (σ[0,t(n)
b+1
]
,J)∣ ≤ 2δˆ and µˆNa ∈ Sqa for all 0 ≤ a ≤m}. (61)
Through a union-of-events bound we find that
P(JN and τN > t(n)b and db(ξb(σb,Gb), µˆN(σb+1,Gb+1)) ≥ ǫ˜T /n)
≤ ∑
(qi)∈Q
E
γ[χ{J ∈ JN}PJ(∣ΓNq (σ[0,t(n)
b+1
]
,J)∣ > 2δˆ and µˆNa ∈ Sqa for all 0 ≤ a ≤m)]
+ P(XNb,q and τN > t(n)b and db(ξb(σb,Gb), µˆN(σb+1,Gb+1)) ≥ ǫ˜T /n)
Thanks to Lemma 3.2, since ∣Q∣ is finite and independent of N , it suffices to prove that each of the above
terms is exponentially decaying in N . The terms in the first summation are exponentially decaying in N ,
thanks to Lemmas 3.1 and 3.7. For the last term, using the above expression for Girsanov’s Theorem,
P(XNb,q and τN > t(n)b and db(ξb(σb,Gb), µˆN (σb+1,Gb+1)) ≥ ǫ˜T /n) ≤
exp (2Nδˆ)P(X˜Nb,q and τN > t(n)b and db(ξb(σ˜b, G˜b), µˆN(σ˜b+1, G˜b+1)) ≥ ǫ˜T /n), (62)
where
X˜
N
b,q = {JN and ∣ΓNq (σ˜[0,t(n)
b+1
]
,J)∣ ≤ 2δˆ and µˆNa (σ˜, G˜) ∈ Sqa for all 0 ≤ a ≤m}. (63)
Our assumption in the statement of the lemma implies that we can choose δˆ to be sufficiently small that
2δˆ + lim
N→∞
sup
(qi)∈Q
N−1 logP(JN and τ˜N > t(n)b and db(ξb(σ˜b, G˜b), µˆN(σ˜b+1, G˜b+1)) ≥ ǫ¯T /n) < 0,
then (62) is exponentially decaying in N as well.
3A quick way to see why this formula holds is to note that the probability of a jump occurring over a small time interval is
approximately exponentially distributed, i.e. P(∣σi,j
δt
− σi,j
0
∣ > 0) ≃ c(σi,j
0
,G
i,j
0
) exp ( − δtc(σi,j
0
,G
i,j
0
)). Taking the ratio of two
such densities, multiplying over many time intervals, and then taking δt → 0, we obtain the formula (57).
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Lemma 3.7. For any δˆ > 0, for all sufficiently large m ∈ Z+, there exists n ∈ Z+ such that
lim
N→∞
sup
q∈Q,J∈JN
N−1 logPNJ (∣ ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{c(σi,js ,Gi,jq,s(σ)) − c(σi,js ,Gi,js )}ds∣ ≥Nδˆ and µˆN ∈ Sq) < 0 (64)
lim
N→∞
sup
q∈Q,J∈JN
N−1 logPNJ ( ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dσˆi,js ≥Nδˆ
and µˆN ∈ Sq) < 0. (65)
Proof. Now
∣N−1 M∑
i=1
N
∑
j=1
∫
t
(n)
b+1
0
{c(σi,js ,Gi,jq,s(σ))−c(σi,js ,Gi,js )}ds∣ = ∣∫ t(n)b
0
{Eµ˜N (σ,G(σ))[c(σs, gs)]−EµˆN (σ,G)[c(σs, gs)]}ds∣
≤ t
(n)
b
sup
0≤a<kb
∣Eµ˜N (σ,G(σ))[c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣
+ t
(n)
b
sup
0≤a<kb
sup
s∈[0,δt]
∣EµˆN (σ,G)[c(σ
t
(m)
a +s
, g
t
(m)
a +s
)] − EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣.
Now for large enough n,
t
(n)
b sup
0≤a<kb
∣Eµ˜N (σ,G(σ))[c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣ ≤ δˆ
2
. (66)
To see this, our assumptions on the function c dictate that we can take n to be large enough that
sup
α∈E
sup
z≤−n
∣c(α, z) − c(α,−n)∣ ≤ δˆ/(8T )
sup
α∈E
sup
z≥n
∣c(α, z) − c(α,n)∣ ≤ δˆ/(8T ).
We thus find that
∣Eµ˜N (σ,G(σ))[c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣
≤∣Eµ˜N (σ,G(σ))[χ{∣g
t
(m)
a
∣ ≤ n}c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[χ{∣g
t
(m)
a
∣ ≤ n}c(σ
t
(m)
a
, g
t
(m)
a
)]∣
+ ∣Eµ˜N (σ,G(σ))[χ{∣g
t
(m)
a
∣ > n}c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[χ{∣g
t
(m)
a
∣ > n}c(σ
t
(m)
a
, g
t
(m)
a
)]∣
≤∣Eµ˜N (σ,G(σ))[χ{∣g
t
(m)
a
∣ ≤ n}c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[χ{∣g
t
(m)
a
∣ ≤ n}c(σ
t
(m)
a
, g
t
(m)
a
)]∣ + δˆ
4
.
Furthermore the definition of G directly implies that
∣Eµ˜N (σ,G(σ))[χ{∣g
t
(m)
a
∣ ≤ n}c(σ
t
(m)
a
, g
t
(m)
a
)] −EµˆN (σ,G)[χ{∣g
t
(m)
a
∣ ≤ n}c(σ
t
(m)
a
, g
t
(m)
a
)]∣ ≤ n−1.
The above two equations thus imply that (66) holds, for large enough n. It remains to show that for
sufficiently large m,
lim
N→∞
N−1 logP(t(n)
b
sup
0≤a<kb
sup
s∈[0,δt]
∣EµˆN (σ,G)[c(σ
t
(m)
a +s
, g
t
(m)
a +s
)] − EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣ ≥ δˆ/2) < 0. (67)
Now
lim
N→∞
N−1 logP(t(n)
b
sup
0≤a<kb
sup
s∈[0,δt]
∣EµˆN (σ,G)[c(σ
t
(m)
a +s
, g
t
(m)
a +s
)] −EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣ ≥ δˆ/2) =
= sup
0≤a<kb
lim
N→∞
N−1 logP(t(n)b sup
s∈[0,δt]
∣EµˆN (σ,G)[c(σ
t
(m)
a +s
, g
t
(m)
a +s
)] −EµˆN (σ,G)[c(σ
t
(m)
a
, g
t
(m)
a
)]∣ ≥ δˆ/2) < 0, (68)
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since the map µ→ Eµ[c] is Lipschitz with respect to the Wasserstein metric, and using Lemma 4.12.
For the second term, we write dY¯ i,js = dσˆ
i,j
s − c(σi,js ,Gi,js )ds: σ¯i,js is known as the compensated Poisson
Process, and is a Martingale [17]. We thus find that
{∣ ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dσˆi,js ∣ ≥ Nδˆ} ⊆
{∣ ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dY¯ i,js ∣ ≥ Nδˆ/2}
∪ {∣ ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
c(σi,js ,Gi,js ){ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}ds∣ ≥ Nδˆ/2} (69)
It is straightforward to demonstrate that the probability of the second event is exponentially decaying in N ,
using the boundedness of c, and adapting the above proof of (64). One also makes use of the assumptions
on the function c in (9)-(11).
To show that the probability of the second event in (69) is exponentially decaying, using Chernoff’s
Inequality, for a positive number κ,
P( ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dY¯ i,js ≥ Nδˆ/2 and µˆN ∈ Sq)
≤ E[ exp(κ ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dY¯ i,js −Nκδˆ/2)χ{µˆN ∈ Sq}].
Since we are taking the expectation of a martingale, standard properties of the Poisson Process (similarly to
Lemma 4.11) dictate that (since the intensity is uniformly bounded by c1), there exists a constant C such
that for all sufficiently small κ,
E[ exp(κ ∑
i∈IM ,j∈IN
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}dY¯ i,js −Nκδˆ/2)χ{µˆN ∈ Sq}]
≤ E[ exp(Cκ2 N∑
i=1
N
∑
j=1
∫
t
(n)
b+1
0
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,jq,s(σ))}2ds −Nκδˆ/2)χ{µˆN ∈ Sq}] (70)
Clearly
∑
i∈IM ,j∈IN
{ log c(σi,js ,Gi,js ) − log c(σi,js− ,Gi,jq,s(σ))}2 ≤ 2 ∑
i∈IM ,j∈IN
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,js(m)(σ))}2+
2 ∑
i∈IM ,j∈IN
{ log c(σi,js ,Gi,js(m)) − log c(σi,js ,Gi,jq,s(m)(σ))}2
since Gi,jq,s = G
i,j
q,s(m)
. Now thanks to assumption (10),
2 ∑
i∈IM ,j∈IN
{ log c(σi,js ,Gi,js ) − log c(σi,js ,Gi,js(m)(σ))}2 ≤ 2cL ∑
i∈IM ,j∈IN
∣Gi,js −Gi,js(m) ∣2.
Furthermore if the property JN holds, then 2cL∑i∈IM ,j∈IN ∣Gi,js −Gi,js(m) ∣2 ≤ 6cL∑i∈IM ,j∈IN ∣σi,js − σi,js(m) ∣2. It
follows from Lemma 4.11 that, since the flipping intensity is uniformly upperbounded by c1,
lim
N→∞
N−1 logP( ∑
i∈IM ,j∈IN
∣σi,js − σi,js(m) ∣2 ≥ 4(M + 1)c1T /m) ≤
lim
N→∞
N−1 logP(4 ∑
i∈IM ,j∈IN
Y i,j(c1T /m) ≥ 4(M + 1)c1T /m) < 0.
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Thanks to the definition of Gi,jq , if µ˜
N ∈ Sq, then
2 ∑
i∈IM ,j∈IN
{ log c(σi,js ,Gi,js(m)) − log c(σi,js ,Gi,jq,s(m)(σ))}2
can be made arbitrarily small, by taking n to be arbitrarily large. One also makes us of the assumed
properties of c in (9)-(11).
4 Taylor Expansion
Throughout this section and the next, we focus on proving criterion (59) of Lemma 3.6. For the rest of the
paper, we fix the indices (qi) defining the process σ˜t. After the change of measure of the previous section,
our task is now much easier, because now the spin flipping of the processes in σ˜t is independent of the
connections J. Recall that G˜p,jt = N
−1/2∑k∈IN Jjkσ˜p,kt .
Recall the definition of ξb(σ˜b+1, G˜b+1) as the law of the random variables in (45)-(46). We enumerate
Fmb as {φa}. For α ∈ EM , define
M
a,α
b
=Eµˆ
N
b+1[φaχ(σ = α)] = N−1 ∑
j∈IN
χ{σ˜j
b+1 = α}φa(G˜jb+1) (71)
R
a,α
b =E
ξb+1[φaχ(σ = α)]. (72)
We thus see that
P(JN and db(ξb(σ˜b, G˜b), µˆN(σ˜b+1, G˜b+1)) ≥ ǫ¯T /(2n)) ≤ ∑
φa∈Fmb+1
∑
α∈EM
P(∣Ma,α
b
−R
a,α
b
∣ ≥ ǫ¯T /(2n)). (73)
Since ∣Fmb ∣ < ∞, thanks to Lemma 3.2, in order that the criterion (59) of Lemma 3.6 is true it suffices to
prove the following lemma (we have rescaled ǫ/2→ ǫ).
Lemma 4.1. For any ǫ > 0, there exists n ∈ Z+ such that for all 0 ≤ b < n,
lim
N→∞
N−1 log sup
φa∈Fmb+1 ,α∈E
M
P(JN and τ˜N > t(n)b and ∣Ma,αb −Ra,αb ∣ ≥ ǫT /n) < 0. (74)
To demonstrate the convergence, we Taylor expand the difference in expectation of the test functions{φa}. The Taylor expansion will only be accurate if the increments of G˜i,jt over the time interval are
sufficiently small. We thus define
I˜N = {j ∈ IN ∶ sup
1≤i≤M
∣G˜i,j
b+1 − G˜
i,j
b
∣ ≤ δt 25 } , I˜cN = IN − I˜N . (75)
The exponent 2/5 has been chosen to be small enough that a third order Taylor expansion in G˜ is o(δt), but
large enough that ∣I˜N ∣/N is very small, with very high probability. Recall that for any α ∈ EM , α[i] is the
element of EM with the ith element flipped in sign. Define R˜a,αb to be such that
R
a,α
b+1 −R
a,α
b
= δt
N
∑
j=1
M
∑
i=1
{φa(G˜j
b
)χ{σ˜j
b
= α[i]}c(−αi, G˜i,j
b
)
+ χ{σ˜j
b
= α}(φai (G˜jb)mµˆNb ,i(α, G˜jb) +LµˆNbii φaii(G˜jb) − c(αi, G˜i,jb ))} + R˜a,αb . (76)
Lemma 4.2. For any ǫ¯ > 0, for sufficiently small δt ∶= T /n,
sup
0≤b<n
lim
N→∞
N−1 logP(τ˜N > t(n)b and ∣R˜a,αb ∣ ≥ ǫ¯δt/2) < 0. (77)
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Proof. This follows from Taylor Expanding φa to two orders, and using the fact that E[Y˜ p(δtc(αp, xp)) ∣F
t
(n)
b
] =
δtc(αp, xp).
Lemma 4.2 allows us to decompose the difference as
∑
α∈EM
(Ma,αb+1 −Ra,αb+1) = ∑
α∈EM
6
∑
i=1
βi(α, σ˜b, G˜b), (78)
and {βiq}6i=1 are defined as follows. The term β1 represents the leading order change in the two expectations
due to jumps in the spins, while holding the field to be constant, i.e.
β1(α, σ˜b, G˜b) = N−1 ∑
j∈IN ,i∈IM
φa(G˜j
b
)χ{σ˜b = α} × (χ{σ˜jb+1 = α} − δtc(αi, G˜i,jb )), (79)
recalling that α[i] is the same as α, except that the ith element has a flipped sign.
The sum of the terms {β2, β3, β4, β5} represents the leading order change in the two expectations due
to changes in the field G˜t, while holding the spin to be constant. For the spins such that the change in the
fields is not too great, we obtain them by performing a Taylor expansion of φ, with the first and second
order terms given by β2b and β
3
b , i.e.
β2(α, σ˜b, G˜b) =N−1 ∑
j∈I˜N
∑
i∈IM
φai (G˜jb)χ{σ˜b = α}{G˜i,jb+1 − G˜i,jb + δtmµˆNb ,i(α, G˜jb)}
β3(α, σ˜b, G˜b) =(2N)−1 ∑
j∈I˜N
∑
i,p∈IM
χ(σ˜j
b
= α)(φaip(G˜jb){G˜i,jb+1 − G˜i,jb }{G˜p,jb+1 − G˜p,jb } −LµˆNbii δt)
β4(α, σ˜b, G˜b) =N−1 ∑
j∈I˜c
N
{φa(G˜j
b+1) − φa(G˜jb)}χ{σ˜b = α}
β5(α, σ˜b, G˜b) =N−1 ∑
j∈IN
{φa(G˜jb+1) − φa(G˜jb)}{χ(σ˜jb+1 = α) − χ(σ˜jb = α)}.
The term β6 is the remainder, such that (78) holds identically. This means that
β6(α, σ˜b, G˜b) =N−1 ∑
j∈I˜N
∑
i∈IM
χ{σ˜j
b
= α}{φa(G˜j
b+1) − φa(G˜jb) − φai (G˜jb){Gi,jb+1 −Gi,jb }
−
1
2
∑
p∈IM
φaip(G˜jb){G˜i,jb+1 − G˜i,jb }{G˜p,jb+1 − G˜p,jb }}. (80)
We further decompose β2 and β3 as follows. The terms β7, β8 and β9 will be bounded in Section 5 using
the conditional Gaussian law of the connections. The expansion below uses terms (i.e. m˜ and L˜) that will
be defined in Section 6: m˜ is the mean of a conditional Gaussian expectation, and L˜ is approximately the
conditional variance. For the moment it suffices to note that these terms are functions of σ˜u and G˜u, for
u = b, b + 1. We further decompose β2 as follows,
β2(α, σ˜b, G˜b) =β7(α, σ˜b, G˜b) + β7(α, σ˜b, G˜b) + β10(α, σ˜b, G˜b) where
β7(α, σ˜b, G˜b) =N−1 ∑
j∈IN
∑
i∈IM
φai (G˜jb)χ{σ˜jb = α}{G˜i,jb+1 − G˜i,jb − m˜i,jb }
β10(α, σ˜b, G˜b) =N−1 ∑
j∈IN
∑
i∈IM
φai (G˜jb)χ{σ˜jb = α}{m˜i,jb − δtmµˆNb ,i(σ˜jb, G˜jb)}
β11(α, σ˜b, G˜b) =N−1 ∑
j∈I˜c
N
∑
i∈IM
φai (G˜jb)χ{σ˜jb = α}{G˜i,jb+1 − G˜i,jb − m˜i,jb }.
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We further decompose β3(α, σ˜b, G˜b) as follows
β3(α, σ˜b, G˜b) =β8(α, σ˜b, G˜b) + β9(α, σ˜b, G˜b) + β12(α, σ˜b, G˜b) + β13(α, σ˜b, G˜b) + β14(α, σ˜b, G˜b) where
β8(α, σ˜b, G˜b) =N−1 ∑
j∈IN
∑
i,p∈IM
χ{σ˜j
b
= α}φaip(G˜jb)m˜i,jb {Gp,jb+1 −Gp,jb − m˜p,jb } (81)
β9(α, σ˜b, G˜b) =(2N)−1 ∑
j∈IN
∑
i,p∈IM
χ{σ˜j
b
= α}φaip(G˜jb){G˜i,jb+1 − G˜i,jb − m˜i,jb }{G˜p,jb+1 − G˜p,jb − m˜p,jb }
−N−1 ∑
j∈IN
∑
i∈IM
χ{σ˜j
b
= α}φaii(G˜jb)L˜iib (82)
β12(α, σ˜b, G˜b) =(2N)−1 ∑
j∈IN
∑
i,p∈IM
χ{σ˜j
b
= α}φaip(G˜jb)m˜i,jb m˜p,jb (83)
β13(α, σ˜b, G˜b) =N−1 ∑
j∈IN
∑
i∈IM
χ{σ˜j
b
= α}φaii(G˜jb)(δtLµˆNbii − L˜iib ) (84)
β14(α, σ˜b, G˜b) = − (2N)−1 ∑
j∈I˜c
N
∑
i,p∈IM
χ{σ˜jb = α}φaip(G˜jb){G˜i,jb+1 − G˜i,jb − m˜i,jb }{G˜p,jb+1 − G˜p,jb − m˜p,jb }
+N−1 ∑
j∈I˜c
N
∑
i∈IM
χ{σ˜b = α}φaii(G˜jb)L˜iib (85)
Lemma 4.3. To satisfy (74), it suffices for us to show that for any ǫ¯ > 0, there exists n0 such that for all
n ≥ n0, for each i such that 1 ≤ i ≤ 14 (with i ≠ 2,3), (recalling that δt = Tn−1)
sup
0≤b<n
sup
α∈EM
lim
N→∞
N−1 logP(JN and τ˜N > t(n)b and ∣βi(α, σ˜b, G˜b)∣ ≥ ǫ¯δt/24) < 0 (86)
Proof. The above analysis implies that for large enough n,
{db+1(µˆN(σ˜b+1, G˜b+1), ξ(σ˜b, G˜b)) ≥ ǫT /n} ⊆ ⋃
1≤i≤14,i≠2,3
{∣βi(α, σ˜b, G˜b)∣ ≥ ǫ¯δt/24} ∪ {∣R˜a,αb ∣ ≥ ǫ¯δt/2}. (87)
The Lemma now follows as a consequence of Lemma 3.2, since ∣Fmb ∣ <∞. We also make use of Lemma 4.2,
which implies that the probability of the last event is exponentially decaying.
The rest of this section is devoted to bounding the terms in Lemma 4.3 that do not directly require the
law of the Gaussian connections. The following section is devoted to bounding β2, β8, β9: these terms require
the conditional Gaussian law to bound.
Lemma 4.4. For large enough n, the following identity always holds, as long as τ˜N > t(n)b
∣β6(α, σ˜b, G˜b)∣ < ǫ¯δt/24.
Proof. Using Taylor’s Theorem on (80), and the fact that ∣φaijk ∣ ≤ 1, we have that
∣β6(α, σ˜b, G˜b)∣ ≤M3N−1 ∑
j∈I˜N
sup
i∈IM
∣G˜i,j
b+1 − G˜
i,j
b
∣3 ≤M3(δt)6/5,
using the definition of I˜N in (75). Since δt = T /n, for large enough n we obtain the lemma.
Lemma 4.5. For any ǫ˜ > 0, for large enough n (and therefore small δt = T /n),
lim
N→∞
N−1 log sup
α∈EM
P(JN and ∣β1(α, σ˜b,Gb)∣ ≥ ǫ˜δt) < 0. (88)
Proof. This follows from the fact that the spin-flipping is Poissonian, and employing Chernoff’s Inequality.
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Define for t ∈ [t(n)b , t(n)b+1],
Y
i,j
b
(t) = Y i,j(∫ t
0
c(σ˜i,js ,Gi,jq,s(σ˜))ds) − Y i,j(∫ t(n)b
0
c(σ˜i,js ,Gi,jq,s(σ˜))ds). (89)
Let IN = {j ∈ IN ∶ For some i ∈ IM , Y i,jb (c1δt(M + 1)) ≥ 1}.
Lemma 4.6. For any ǫ` > 0, there exists n0 ∈ Z+ such that for all n ≥ n0,
lim
N→∞
N−1 logP(N−1 ∑
j∈IN
∥G˜j
b+1 − G˜
j
b
∥2 ≥ ǫ`δt) < 0. (90)
Proof. Let J˜N be the ∣IN ∣ × ∣IN ∣ square matrix with entries given by {N−1/2Jjk}j,k∈IN . Let its operator
norm be ∥J˜N∥. Observe that
N−1 ∑
j∈IN
∥G˜i,j
b+1 − G˜
i,j
b
∥2 ≤ N−1 ∥J˜N ∥ ∑
j∈IN ,i∈IM
∣σ˜i,j
b+1 − σ˜
i,j
b
∣2
≤ 4MN−1 ∥J˜N∥ ∑
j∈IN
χ{For some i ∈ IM , σ˜i,jb+1 ≠ σ˜i,jb }. (91)
If N−1∑j∈IN χ{For some i ∈ IM , σ˜i,jb+1 ≠ σ˜i,jb } ≤ c1δt(M + 1), then
N−1 ∑
j∈IN
∥G˜i,j
b+1 − G˜
i,j
b
∥2 ≤ 4M(M + 1)c1δt ∥J˜N∥ .
Furthermore, by (i) of Lemma 4.11
{N−1 ∑
j∈IN
χ{For some i ∈ IM , σ˜i,jb+1 ≠ σ˜i,jb } ≥ c1δt(M + 1)} ⊆ {∣IN ∣ ≥ Nc1δt(M + 1)}.
We thus see that, writing ǫ¯ = ǫ`/(4M(M + 1)c1),
lim
N→∞
N−1 logP(N−1 ∑
j∈IN
∥G˜i,j
b+1 − G˜
i,j
b
∥2 ≥ ǫ`δt) ≤
lim
N→∞
N−1 logP(∥J˜N ∥ ≥ ǫ¯ or N−1 ∑
j∈IN
χ{For some i ∈ IM , σ˜i,jb+1 ≠ σ˜i,jb } ≥ c1δt(M + 1))
≤max{ lim
N→∞
N−1 logP( ∥J˜N∥ ≥ ǫ¯ and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]),
lim
N→∞
N−1 logP(N−1∣IN ∣ ∉ [c1δt/2, c1δt(M + 1)])}.
The second of the right-hand-side terms is negative, thanks to (ii) and (iii) of Lemma 4.11. It thus remains
to prove that
lim
N→∞
N−1 logP(∥J˜N∥ ≥ ǫ¯ and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]) < 0. (92)
Notice that the (random) indices in IN are independent of the static connections {Jjk}j,k∈Z+ - since the
Poisson Processes {Y i,j(t)} are Markovian and independent of the static connections. Define J¯N to be the∣IN ∣ × ∣IN ∣ square matrices with elements ∣IN ∣− 12Jjk: that is, J¯N = √N ∣IN ∣− 12 J˜N . This means that once(c1δt/2)12 ≤ ǫ¯/3, it must be that
{ ∥J˜N ∥ ≥ ǫ¯ and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]} ⊆ { ∥J¯N∥ ≥ 3 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]}.
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We can now use known Large Deviations results on the dominant eigenvalue of random matrices (as noted
in (3) of Lemma 3.1) to obtain that
lim
N→∞
N−1 logP( ∥J˜N∥ ≥ ǫ¯ and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)])
≤ lim
N→∞
N−1 logP(∥J¯N∥ ≥ 3 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)])
= lim
N→∞
N−1 logE[P( ∥J¯N∥ ≥ 3 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)] ∣Y(t))]
≤ lim
N→∞
N−1 logE[χ{∣IN ∣ ≥ Nc1δt/2∣} exp ( − ∣IN ∣Const)] < 0,
as required.
Lemma 4.7. For any ǫ¯ > 0, for sufficiently large n,
lim
N→∞
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫ¯δt) < 0.
Proof. Now for some z > 0,
lim
N→∞
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫT /(8n)) ≤max{ lim
N→∞
N−1 logP(∣IN ∣ > N(c1δt + z)),
lim
N→∞
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫT /(8n) and ∣IN ∣ ≤ N(ctδt + z))} (93)
By Lemma 4.11,
lim
N→∞
N−1 logP(∣IN ∣ > N(c1δt + z)) < 0.
It remains to prove that the second term on the right-hand-side of (93) is negative. By Lemma , if Y i,j
b
(c1δt+
z) < 1 for all i ∈ IM then σ˜b+1 = σ˜b and {χ(σ˜jb+1 = α) − χ(σ˜jb = α)} = 0. We thus have that
β5(α, σ˜b, G˜) =N−1 ∑
j∈IN
{φa(G˜j
b+1) − φa(G˜jb)}{χ(σ˜jb+1 = α) − χ(σ˜jb = α)}
=N−1 ∑
j∈IN i∈IM
φai (G¯j)(G˜i,jb+1 − G˜i,jb ){χ(σ˜jb+1 = α) − χ(σ˜jb = α)}, (94)
for G¯j = λG˜j
b
+ (1 − λ)G˜j
b+1, for some λ ∈ [0,1], by the Taylor Remainder Theorem. We thus see that if∣IN ∣ <NǫT /(8n), then necessarily ∣β5(α, σ˜b, G˜)∣ < ǫT /(8n),
as required. It thus suffices for us to prove that for all sufficiently large N ,
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫ¯δt and ∣IN ∣ ∈ [Nǫ¯δt,N(ctδt + z)]) < 0. (95)
Since
lim
N→∞
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫ¯δt and ∣IN ∣ ∈ [Nǫ¯δt,N(ctδt + z)])
≤max{ lim
N→∞
N−1 logP(∥J˜N ∥ ≥ 3∣IN ∣ 12 and ∣IN ∣ ≥ Nǫ¯δt),
lim
N→∞
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫ¯δt and ∣IN ∣ ∈ [Nǫ¯δt,N(c1δt + z)] and ∥J˜∥ ≤ 3∣IN ∣ 12 )},
it suffices for us to prove that for δt sufficiently small,
lim
N→∞
N−1 logP(∣β5(α, σ˜b, G˜)∣ ≥ ǫ¯δt and ∣IN ∣ ∈ [Nǫ¯δt,N(ctδt + z)] and ∥J˜∥ ≤ 3∣IN ∣ 12 ) < 0. (96)
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To this end, we obtain from (94) that, since ∣φai ∣ ≤ 1, by the Cauchy-Schwarz Inequality,
∣β5(α, σ˜b, G˜)∣2 ≤ N−1 ∑
j∈IN i∈IM
(G˜i,j
b+1 − G˜
i,j
b
)2 × ∑
j∈IN
{χ(σ˜j
b+1 = α) − χ(σ˜jb = α)}2
≤ N−1 ∑
j∈IN i∈IM
∥J˜N∥ (σ˜i,jb+1 − σ˜i,jb )2 × ∑
j∈IN
{χ(σ˜jb+1 = α) − χ(σ˜jb = α)}2.
where J˜N is defined during the proof of the previous lemma. Now if ∣IN ∣ ≤ N(c1δt+ z) and ∥J˜N∥ ≤ 3∣IN ∣ 12 ≤
3(N(c1δt + z)) 12 , it must be that, (since (σ˜i,jb+1 − σ˜i,jb )2 ≤ 4),
∣β5(α, σ˜b, G˜)∣2 ≤ 16 × ∣IN ∣23(c1δt + z) 12 . (97)
Since z =Mc1δt, (97) implies that
∣β5(α, σ˜b, G˜)∣2 ≤ Const × (δt) 52 .
This means that for δt sufficiently small,
P(∣∣β5(α, σ˜b, G˜)∣ ≥ ǫ¯δt and ∣IN ∣ ∈ [Nǫ¯δt,N(ctδt + z)] and ∥J˜∥ ≤ 3∣IN ∣ 12 ) = 0,
which implies (96), as required.
Lemma 4.8. For any ǫ¯ > 0, for all sufficiently large n ∈ Z+,
lim
N→∞
N−1 logP(∣β4(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0.
Proof. Writing IcN = IN − IN , and I˜
c
N = IN − I˜N (where I˜N is defined in (75)),
β4(α, σ˜b, G˜b) = β¯4(α, σ˜b, G˜b) + β˜4(α, σ˜b, G˜b) where (98)
β˜4(α, σ˜b, G˜b) = N−1 ∑
j∈I˜c
N
∩IN
{φa(G˜j
b+1) − φa(G˜jb)}χ{σ˜jb = α} (99)
β¯4(α, σ˜b, G˜b) = N−1 ∑
j∈I˜c
N
∩Ic
N
{φa(G˜j
b+1) − φa(G˜jb)}χ{σ˜jb = α} (100)
Through a union of events bound (and using Lemma 3.2), we have that
lim
N→∞
N−1 logP(∣β4(α, σ˜b, G˜b)∣ ≥ ǫ¯δt and JN) ≤
max{ lim
N→∞
N−1 logP(∣β˜4(α, σ˜b, G˜b)∣ ≥ ǫ¯δt/2 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]),
lim
N→∞
N−1 logP(∣β˜4(α, σ˜b, G˜b)∣ ≥ ǫ¯δt/2 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]),
lim
N→∞
N−1 logP(N−1∣IN ∣ ∉ [c1δt/2, c1δt(M + 1)])}. (101)
By Lemma 4.11, lim
N→∞
N−1 logP(∣IN ∣ ∉ [Nǫ¯δt,N(M + 1)c1δt]) < 0. Now
β˜4(α, σ˜b, G˜b) = N−1 ∑
j∈Ic
N
∩IN i∈IM
φai (G¯j)(G˜i,jb+1 − G˜i,jb )χ{σ˜jb = α}. (102)
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for G¯j = λG˜j
b
+ (1− λ)G˜j
b+1, for some λ ∈ [0,1], by the Taylor Remainder Theorem. By the Cauchy-Schwarz
Inequality,
∣β˜4(α, σ˜b, G˜b)∣ ≤N−1√M ∣I˜cN ∣ 12 ( ∑
j∈IN i∈IM
∣G˜i,j
b+1 − G˜
i,j
b
∣2) 12 . (103)
since by assumption ∣φai (G¯j)∣ ≤ 1. If N−1∣IN ∣ ≤ c1δt(M + 1), it must be that
∣β˜4(α, σ˜b, G˜b)∣ ≤ (M(M + 1)c1δt) 12(N−1 ∑
j∈IN i∈IM
∣G˜i,j
b+1 − G˜
i,j
b
∣2) 12 .
We thus find that
N−1 logP(∣β˜4(α, σ˜b, G˜b)∣ ≥ ǫ¯δt/2 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)])
≤N−1 logP(N−1 ∑
j∈IN i∈IM
∣G˜i,j
b+1 − G˜
i,j
b
∣2 ≥ ǫ˜δt and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)])
where ǫ˜ = ǫ¯2(4M(M + 1)c1)−1. The above is negative for sufficiently large n, by Lemma 4.6.
In order that the right hand side of (101) is negative, it remains to demonstrate that
N−1 logP(∣β¯4b (α, σ˜b, G˜b)∣ ≥ ǫ¯δt/2 and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]) < 0. (104)
This follows from Lemma 4.10.
Lemma 4.9. For any ǫ¯ > 0, for sufficiently large n ∈ Z+,
lim
N→∞
N−1 logP(∣β4(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0
lim
N→∞
N−1 logP(∣β11(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0
lim
N→∞
N−1 logP(∣β14(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0
Proof. These follow from Lemma 4.10.
Lemma 4.10. For any ǫ > 0, for sufficiently large n ∈ Z+ (and recalling that δt = T /n),
lim
N→∞
N−1 logP(N−1 ∑
j∈Ic
N
χ{∣Gi,j
b+1 −G
i,j
b
∣ ≥ (δt)2/5 for some i ∈ IM} ≥ ǫδt) < 0
lim
N→∞
N−1 logP(N−1 ∑
j∈Ic
N
χ{∣Gi,j
b+1 −G
i,j
b
∣ ≥ (δt)2/5 for some i ∈ IM}∣Gi,jb+1 −Gi,jb ∣2 ≥ ǫδt) < 0.
Proof. The proofs are very similar and so we only include the second result. It follows from Lemma 3.2 that
lim
N→∞
N−1 logP(N−1 ∑
j∈Ic
N
χ{∣Gi,j
b+1 −G
i,j
b
∣ ≥ (δt)2/5 for some i ∈ IM}∣Gi,jb+1 −Gi,jb ∣2 ≥ ǫδt)
≤max{ lim
N→∞
N−1 logP(N−1 ∑
j∈IN ,p∈IM
χ{∣Gi,j
b+1 −G
i,j
b
∣ ≥ (δt)2/5 for some i ∈ IM}∣Gi,jb+1 −Gi,jb ∣2 ≥ ǫδt
and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]), lim
N→∞
N−1 logP(N−1∣IN ∣ ∉ [c1δt/2, c1δt(M + 1)])}. (105)
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By Lemma 4.11, lim
N→∞
N−1 logP(N−1∣IN ∣ ∉ [c1δt/2, c1δt(M + 1)]) < 0 as required. For the other term, it is
immediate from the fact that the spin-flipping intensity c(⋅, ⋅) is uniformly upperbounded by c1 that for every
j ∉ IN , σp,jt = σp,jb . This means that
(σb+1 −σ) ∈RN where (106)
RN = {η ∈ RMN ∶ ηi,j ∈ {−2,0,2} and ηi,j = 0 if j ∈ IcN}. (107)
This means that, since the Poisson Processes are independent of the connections J,
P(N−1 ∑
j∈Ic
N
,p∈IM
χ{∣Gi,j
b+1 −G
i,j
b
∣ ≥ (δt)2/5 for some i ∈ IM}∣Gi,jb+1 −Gi,jb ∣2 ≥ ǫδt and
N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]) ≤ ∑
η∈RN
γ(N−1 ∑
j∈Ic
N
,p∈IM
χ{∣Hi,j ∣ ≥ (δt)2/5 for some i ∈ IM}∣Hi,j ∣2 ≥ ǫδt),
(108)
where we have written Hi,j = N−1/2∑k∈IN Jjkηi,k. Writing Hj = (Hi,j)i∈IM , we observe that {Hj}j∉IN are
i.i.d Gaussian random variables, since for j ≠ k,
E[Hi,jHp,k] = δ(j, k)N−1 ∑
l∈IN
ηi,lηp,l + s/Nηi,kηp,j = 0, (109)
since ηi,k = ηp,j = 0 by definition if j, k ∉ IN . H
i,j is also centered, with variance
E[(Hi,j)2] = N−1 ∑
j∈IN
(ηi,j)2 ≤ 4δt(M + 1)c1, (110)
using the definition in (107). Using the Chernoff inequality, and writing a = (δt)−1/20M−1/2, and in the
second line the independence of {Hj}j∈Ic
N
γ(N−1 ∑
j∈I˜c
N
,p∈IM
χ{∣Hi,j ∣ ≥ (δt)2/5 for some i ∈ IM}∣Hp,j ∣2 ≥ ǫδt)
≤ E
γ[ exp (a ∑
j∈I˜c
N
,p∈IM
χ{∣Hi,j ∣ ≥ (δt)2/5 for some i ∈ IM}∣Hp,j ∣2 − aNǫδt)]
= exp ( − aNǫδt ) ∏
j∈I˜c
N
E[ exp (a ∑
p∈IM
χ{∣Hi,j ∣ ≥ (δt)2/5 for some i ∈ IM}∣Hp,j ∣2)]
= exp ( − aNǫδt ) ∏
j∈IN
E[ exp (δta ∑
p∈IM
χ{∣H˜i,j ∣ ≥ (δt)−1/10 for some i ∈ IM}∣H˜p,j ∣2)],
where H˜i,j = (δt)−1/2Hi,j . By (110), the variance of H˜i,j is O(1). Standard Gaussian properties dictate that
E
γ[ exp (δta ∑
p∈IM
χ{∣H˜i,j ∣ ≥ (δt)−1/10 for some i ∈ IM}∣H˜p,j ∣2)] = O( exp(−Cδta(δt)−1/5),
for some constant C, and for small enough δt. We thus find that for sufficiently large n, since ∣IcN ∣ ≤ N ,
γ(N−1 ∑
j∈I˜c
N
,p∈IM
χ{∣Hp,j ∣ ≥ (δt)2/5 for some i ∈ IM}∣Hp,j ∣2 ≥ ǫδt) ≤ exp ( −Nǫ(δt)19/20/2).
Observe that if ∣IN ∣ ≤ N(M + 1)c1δt, then
∣RN ∣ ≤ 3M ∣IN ∣ ≤ exp (NM(M + 1)c1 log(3)δt). (111)
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Substituting the above two identities into (108), we obtain that
lim
N→∞
logN−1P(N−1 ∑
j∈Ic
N
,p∈IM
χ{∣Gp,j
b+1 −G
p,j
b
∣ ≥ (δt)2/5 for some i ∈ IM}∣Gp,jb+1 −Gp,jb ∣2 ≥ ǫδt
and N−1∣IN ∣ ∈ [c1δt/2, c1δt(M + 1)]) < 0. (112)
The following lemma contains some standard results concerning Poisson counting processes [17]. They
can be demonstrated using Chernoff’s Inequality.
Lemma 4.11. (i) For any t ≥ t(n)
b
, and any i ∈ IM , j ∈ IN ,
P(σ˜i,jt ≠ σ˜i,jb ) ≤ c1(t − t(n)b ). (113)
(ii) For any ǫ > 0, and any sequence of subsets IN ⊂ IN such that ∣IN ∣ > 0 for all N ,
lim
N→∞
∣IN ∣−1 logP(∣IN ∣−1 ∑
j∈IN
χ{ ∑
i∈IM
Y
i,j
b
(c1t) > 0} > (Mc1 + ǫ)t) < 0 (114)
(iii) For any ǫ ∈ (0, c1), and any sequence of subsets IN ⊂ IN such that ∣IN ∣ > 0 for all N ,
lim
N→∞
∣IN ∣−1 logP(∣IN ∣−1 ∑
j∈IN
χ{ ∑
i∈IM
Y
i,j
b
(c1t) > 0} < (c1 − ǫ)t) < 0 (115)
4.1 Convergence of expectations with respect to the empirical measure
We first bound the probability of the fluctuations in µˆNt (σ,G) over small time intervals being large. Recall
that dW is the Wasserstein metric, as defined in (7).
Lemma 4.12. For any ǫ > 0, for all sufficiently large n,
sup
0≤b<n
lim
N→∞
N−1 logP(JN and sup
s∈[t
(n)
b
,t
(n)
b+1
]
dW (µˆN(σb,Gb), µˆN(σs,Gs)) ≥ ǫ) < 0. (116)
Proof. It follows from the definition that
dW (µˆN(σb,Gb), µˆN(σs,Gs)) ≤ (N−1 ∑
j∈IN ,i∈IM
∣Gi,j
b
−Gi,js ∣2) 12 +N−1 ∑
j∈IN ,i∈IM
∣σi,js − σi,jb ∣.
Now as long as the event JN holds,
N−1 ∑
j∈IN ,i∈IM
∣Gi,j
b
−Gi,js ∣2 ≤ 3
N
∑
j∈IN ,i∈IM
{σi,js − σi,jb }2
≤ 12N−1 ∑
j∈IN ,i∈IM
Y
i,j
b
(c1{s − t(n)b }) ≤ 12N−1 ∑
j∈IN ,i∈IM
Y
i,j
b
(c1δt).
Similarly, N−1∑j∈IN ,i∈IM ∣σi,js − σi,jb ∣ ≤ 2N−1∑j∈IN ,i∈IM Y i,jb (c1δt). Writing ǫ¯ to be such that √12ǫ¯ + 2ǫ¯ = ǫ,
and noting that Y i,j
b
is non-decreasing, it thus suffices to prove that for any ǫ¯ > 0,
lim
N→∞
N−1 logP(JN and N−1 ∑
j∈IN ,i∈IM
Y
i,j
b
(c1δt) ≥ ǫ¯) < 0. (117)
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Taking δt to be such that c1δt ≤ ǫ¯/2, it suffices to prove that
lim
N→∞
N−1 logP(JN and N−1 ∑
j∈IN ,i∈IM
Y
i,j
b
(c1δt) − c1δtM ≥ ǫ¯/2) < 0. (118)
Since the {Y i,j}i∈IM ,j∈IN are independent, and E[N−1∑j∈IN ,i∈IM Y i,jb (c1δt)] = Mc1δt, Sanov’s Theorem
implies (117) [21].
Lemma 4.13. For any ǫ > 0, there exists n0 ∈ Z
+ such that for all n ≥ n0,
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
s∈[t
(n)
b
,t
(n)
b+1
]
sup
p,q∈IM
∣KµˆNspq −KµˆNbpq ∣ ≥ ǫ) < 0 (119)
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
s∈[t
(n)
b
,t
(n)
b+1
]
sup
p,q∈IM
∣LµˆNbpq −LµˆNspq ∣ ≥ ǫ) < 0 (120)
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
s∈[t(n)
b
,t
(n)
b+1
]
sup
p,q∈IM
∣κµˆNbpq − κµˆNspq ∣ ≥ ǫ) < 0 (121)
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
s∈[t
(n)
b
,t
(n)
b+1
]
sup
p,q∈IM
∣υζbpq − υµˆNspq ∣ ≥ ǫ) < 0. (122)
Proof. It is straightforward to check that the maps µ →Kµ, µ → Lµ, µ → υµ, µ→ κµ are uniformly Lipschitz
over the domain µ ∈W2 with respect to the Wasserstein metric. The lemma is thus a consequence of Lemma
4.12.
Lemma 4.14. There exists a constant C2 > 0 and integer n0 such that for all n ≥ n0,
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
p,q∈IM
∣L˜pq
b
− 2δtL
µˆNb
pq ∣ ≥ C2δt) < 0 (123)
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
p,q∈IM
∣κ˜pq
b
− 2δtκ
µˆNs
pq ∣ ≥ C2δt) < 0, (124)
recalling that δt = T /n.
Proof. The proofs are almost identical, so we only prove (124). Now by Lemma 3.2, for some C2 > 0,
lim
N→∞
N−1 logP(JN and sup
0≤b≤n−1
sup
p,q∈IM
∣κ˜pq
b
− 2δtκ
µˆNs
pq ∣ ≥ C2δt)
= sup
0≤b≤n−1
sup
p,q∈IM
lim
N→∞
N−1 logP(JN and ∣κ˜pqb − 2δtκµˆNspq ∣ ≥ C2δt), (125)
and so it suffices to prove that each of the terms on the right hand side is zero. Now
κ˜
pq
b
− 2δtκ
µˆ
N
b
pq =N
−1 ∑
j∈IN
{(σp,j
b+1 − σ
p,j
b
)Gq,j
b
+ 2δtσp,j
b
c(σp,j
b
,G
p,j
b
)Gq,j
b
}
=N−1 ∑
j∈IN
(σp,jb+1 − σp,jb + 2∫ t(n)b+1
t
(n)
b
σp,js c(σp,js ,Gp,js )ds)
+ 2N−1 ∑
j∈IN
∫
t
(n)
b+1
t
(n)
b
{σp,j
b
c(σp,j
b
,G
p,j
b
)Gq,j
b
− σp,js c(σp,js ,Gp,js )Gq,js }ds
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This means that
{∣κ˜pq
b
− 2δtκ
µˆNs
pq ∣ ≥ C2δt} ⊆
{2N−1∣ ∑
j∈IN
∫
t
(n)
b+1
t
(n)
b
{σp,jb c(σp,jb ,Gp,jb )Gq,jb − σp,js c(σp,js ,Gp,js )}ds∣ ≥ C2δt/2}
⋃{N−1 ∑
j∈IN
(σp,j
b+1 − σ
p,j
b
+ 2∫
t
(n)
b+1
t
(n)
b
σp,js c(σp,js ,Gp,js )ds) ≥ C2δt/2}
⋃{N−1 ∑
j∈IN
(σp,j
b+1 − σ
p,j
b
+ 2∫
t
(n)
b+1
t
(n)
b
σp,js c(σp,js ,Gp,js )ds) ≤ −C2δt/2}. (126)
Thanks to Lemma 3.2 , it thus suffices to demonstrate the following three identities
lim
N→∞
N−1 logP(2N−1∣ ∑
j∈IN
∫
t
(n)
b+1
t
(n)
b
{σp,j
b
c(σp,j
b
,G
p,j
b
)Gq,j
b
− σp,js c(σp,js ,Gp,js )Gq.,js }ds∣ ≥ C2δt/2) < 0 (127)
lim
N→∞
N−1 logP(N−1 ∑
j∈IN
(σp,j
b+1 − σ
p,j
b
+ 2∫
t
(n)
b+1
t
(n)
b
σp,js c(σp,js ,Gp,js )ds) ≥ C2δt/2) < 0 (128)
lim
N→∞
N−1 logP(N−1 ∑
j∈IN
(σp,j
b+1 − σ
p,j
b
+ 2∫
t
(n)
b+1
t
(n)
b
σp,js c(σp,js ,Gp,js )ds) ≤ −C2δt/2) < 0. (129)
Now
P(2N−1∣ ∑
j∈IN
∫
t
(n)
b+1
t
(n)
b
{σp,j
b
c(σp,j
b
,G
p,j
b
)Gq,j
b
− σp,js c(σp,js ,Gp,js )Gq,js }ds∣ ≥ C2δt/2)
≤ P(2N−1δt sup
s∈[t
(n)
b
,t
(n)
b+1
]
∣Eζs[σpc(σp,Gp)Gq] −Eζs[σpc(σp,Gp)Gq]∣ ≥ C2δt/2).
Since c(⋅, ⋅) is Lipschitz, it is easy to check that the map µ → Eµ[σpc(σp,Gp)Gq] is uniformly Lipschitz over
the subset W2. Thus for small enough ǫ > 0,
{JN and sup
s∈[t
(n)
b
,t
(n)
b+1
]
∣Eζs[σpc(σp,Gp)Gq] −Eζs[σpc(σp,Gp)Gq]∣ ≥ C2δt/2}
⊆ {JN and sup
s∈[t
(n)
b
,t
(n)
b+1
]
d(µˆN(σb,Gb), µˆN (σs,Gs)) ≥ ǫ}.
It thus follows from Lemma 4.12 that (127) holds for any C2 > 0, once n is large enough. To establish (128),
notice that Zt ∶= ∑j∈IN (σp,jt − σp,jb + 2 ∫ tt(n)
b
σp,js c(σp,js ,Gp,js )ds) is a martingale. We thus find that, for some
a > 0,
P( sup
t∈[t
(n)
b
,t
(n)
b+1
]
N−1Zt ≥ C2δt/2) = P( sup
t∈[t
(n)
b
,t
(n)
b+1
]
exp(aZt) ≥ exp(aNC2δt/2)) ≤ E[ exp (aZt − aNC2δt/2)],
by Doob’s Submartingale Inequality, since exp(aZt) is a submartingale (since the exp function is convex).
Since the jumping of the {σp,jt } is Poissonian, standard properties of the Poisson Process dictate that
E[ exp(aZt)] = O( exp(a2Nδt)). Thus for small enough a, we obtain that
lim
N→∞
N−1 logP( sup
t∈[t
(n)
b
,t
(n)
b+1
]
N−1Zt ≥ C2δt/2) < 0,
as required. The proof of (129) is analogous.
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Lemma 4.15. For any ǫ¯, for sufficiently small δt,
lim
N→∞
N−1 logP(τ˜N > t(n)b and ∣β13(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0 (130)
lim
N→∞
N−1 logP(τ˜N > t(n)b and ∣β11(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0 (131)
Proof. Now since ∣φaii∣ ≤ 1,
P(τ˜N > t(n)b and ∣β13(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) ≤ P(∣δtLiib − L˜iib ∣ ≥ ǫ¯δt),
and it therefore follows from Lemma 4.14 that
lim
N→∞
N−1 log sup
q∈S˜N ,α∈Vǫ
P(∣β13(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0.
The proof of (131) is similar. We make use of the fact that ∥H˜b∥ ≤ c−1 as long as τ˜N > t(n)b .
Lemma 4.16. For any ǫ¯ > 0, for large enough n ∈ Z+,
lim
N→∞
N−1 logP(τ˜N > t(n)b and ∣β12(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0. (132)
Proof. Since ∣φaip(G˜jb)∣ ≤ 1 by definition,
∣β12(α, σ˜b, G˜b)∣ ≤ (2N)−1∣ ∑
j∈IN
∑
i,p∈IM
χ{σ˜j
b
= α}m˜i,j
b
m˜
p,j
b
∣
= (2N)−1 ∑
j∈IN
χ{σ˜j
b
= α}( ∑
p∈IM
m˜
p,j
b
)2 ≤ (2N)−1M ∑
j∈IN
χ{σ˜j
b
= α} ∑
p∈IM
(m˜p,j
b
)2,
by Jensen’s Inequality. It thus suffices to show that there exists a constant C > 0 such that
lim
N→∞
sup
q∈S˜N ,α∈Vǫ ,G˜b∈ZN
N−1 logP(JN and N−1 ∑
j∈IN
∥m˜j
b
∥2 ≥ Cδt) < 0. (133)
By the triangle inequality,
∥m˜jb∥ ≤ ∥L˜bH˜bG˜jb∥ + s ∥κ˜bH˜bσ˜jb∥ + s ∥L˜bH˜bν˜H˜bσ˜jb∥
≤ ∥L˜b∥ ∥H˜b∥ ∥G˜jb∥ + s ∥κ˜b∥ ∥H˜b∥ ∥σ˜jb∥ + s ∥L˜b∥ ∥H˜b∥ ∥ν˜b∥ ∥H˜b∥ ∥σ˜jb∥ .
We thus find that
∥m˜j
b
∥2 ≤ 3 ∥L˜b∥2 ∥H˜b∥3 ∥G˜jb∥2 + 3s2 ∥κ˜b∥2 ∥H˜b∥2 ∥σ˜jb∥2 + 3s2 ∥L˜b∥2 ∥H˜b∥2 ∥ν˜b∥2 ∥H˜b∥2 ∥σ˜jb∥2 . (134)
Since τ˜N > t(n)b , ∥H˜b∥ ≤ c−1. Since ∣σ˜i,jt ∣ ≤ 1, ∥σ˜jb∥ ≤ √M . Similarly ∣L˜pqb ∣ ≤ 2, which implies that ∥L˜b∥ ≤ 2M .
It follows from Lemma 4.14 that for a constant C2 > 0,
lim
N→∞
N−1 logP(JN and sup
p,q∈IM
∣κ˜pq
b
− 2δtκ
µˆNs
pq ∣ ≥ C2δt) < 0. (135)
Now since the event JN holds, and ∣c(⋅, ⋅)∣ ≤ c1, by Jensen’s Inequality
∣κpq∣ ≤ c1N−1 N∑
j=1
∣G˜kb ∣ ≤ c1(N−1 N∑
j=1
∣G˜kb ∣2)1/2 ≤ c1√3.
It thus follows from the previous two equations that
lim
N→∞
N−1 logP(JN and sup
p,q∈IM
∣κ˜pq
b
∣ ≥ (C2 + 2c1√3)δt) < 0. (136)
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Since ∥κ˜b∥ ≤M supp,q∈IM ∣κ˜pqb ∣, we find that
lim
N→∞
N−1 logP(JN and ∥κ˜b∥ ≥M(C2 + 2c1√3)δt) < 0. (137)
One can similarly show that
lim
N→∞
N−1 logP(JN and ∥L˜b∥ ≥M(C2 + 2c1δt) < 0.
Since JN holds, N
−1∑j∈IN ∥G˜b∥2 ≤ 3M . Finally the event JN also implies that ∥υ˜b∥ ≤ √3M . All of the
above inequalities together imply (133).
5 Using the Conditional Gaussian Expectation to Estimate the
Field Dynamics
In this section we continue the proof of Lemma 4.3: providing bounds for the terms
β7(α, σ˜b, G˜b), β8(α, σ˜b, G˜b), β9(α, σ˜b, G˜b). For fixed σ˜b ∈ EMN and any g ∈ RMN , let γσ˜b,g ∈M+1(RN2) be
the regular conditional probability distribution of the connections J, conditionally on
N−1/2 ∑
k∈IN
Jjkσ˜
p,k
b
= gp,k. (138)
Standard theory dictates that γσ˜b,g is Gaussian: in the following section we determine precise expressions
for the conditional mean and variance.
Lemma 5.1. For any ǫ¯ > 0, for large enough n,
sup
0≤b<n
lim
N→∞
N−1 logP(JN and τ˜N > t(n)b and ∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0 (139)
sup
0≤b<n
lim
N→∞
N−1 logP(JN and τ˜N > t(n)b and ∣β8(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0. (140)
Proof. The proofs of the above two terms is very similar, thus we only prove (139).
Let PNb,q,σ˜b be the regular conditional probability distribution of P
N
b,q, conditionally on σ˜b. Define Q
N
σ˜b,G˜b
to be the regular conditional probability distribution of (J, σ˜b), conditionally on both σ˜b and G˜b. Since σ˜b
and J are independent, we have that
QN
σ˜b,G˜b
= γ
σ˜b,G˜b
⊗PNb,q,σ˜b (141)
Writing ZN = {g ∈ RMN ∶ supi∈IM ∣gi,j ∣2 ≤ 3N}, this means that
P(JN and ∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) ≤ sup
σ˜b∈EMN ,G˜b∈ZN
QN
σ˜b,G˜b
(∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) (142)
It thus suffices to prove that
sup
q∈Q
lim
N→∞
N−1 log sup
σ˜b∈EMN ,G˜b∈ZN
QN
σ˜b,G˜b
(∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) < 0 (143)
For a constant r > 0, by Chernoff’s Inequality,
QN
σ˜b,G˜b
(∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) =QN
σ˜b,G˜b
(∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) +QN
σ˜b,G˜b
(β7(α, σ˜b, G˜b) ≤ −ǫ¯δt)
≤ E
QN
σ˜b,G˜b [ exp (rNβ7(α, σ˜b, G˜b) −Nrǫ¯δt) + exp ( − rNβ7(α, σ˜b, G˜b) −Nrǫ¯δt)]
= E
QN
σ˜b,G˜b [E[ exp (rNβ7(α, σ˜b, G˜b) −Nrǫ¯δt) + exp ( − rNβ7(α, σ˜b, G˜b) −Nrǫ¯δt) ∣ σ˜b+1]]. (144)
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Under QN
q,G˜b
, and conditionally on σ˜t,
β7(α, σ˜b, G˜b) = ∑
j∈I˜N
∑
i∈IM
φai (G˜jb)χ{σ˜jb = α}{Gi,jb+1 −Gi,jb − m˜i,jb }
is Gaussian and of zero mean, using the expression for the conditional mean in (6.2). The covariance can be
upperbounded using (i) and (ii) in Lemma 6.1, i.e.
E
γ
σ˜b,G˜b [(Nβ7(α, σ˜b, G˜b))2] ≤ 4M(1 + s) ∑
i∈IM ,j∈IN
{φai (G˜jb)χ{σ˜jb = α}}2
≤ 4M2(1 + s)N,
using the fact that ∣φai ∣ ≤ 1. We thus find that, using the formula for the moment-generating function of a
Gaussian distribution,
E
QN
σ˜b,G˜b [ exp (rNβ7(α, σ˜b, G˜b) −Nrǫ¯δt) ∣ σ˜b+1] ≤ exp (2M2r2(1 + s)N) (145)
E
QN
σ˜b,G˜b [ exp ( − rNβ7(α, σ˜b, G˜b) −Nrǫ¯δt) ∣ σ˜b+1] ≤ exp (2M2r2(1 + s)N). (146)
We now choose r = ǫ¯δt/(4M2(1 + s)), which means that
− rǫ¯δt + 2M2r2(1 + s) = − ǫ¯2(δt)2
8M2(1 + s)2 (147)
We thus find from (144), (145), (146) and (147) that
QN
σ˜b,G˜b
(∣β7(α, σ˜b, G˜b)∣ ≥ ǫ¯δt) ≤ 2 exp ( −N ǫ¯2(δt)2
8M2(1 + s)2 ). (148)
This implies (143). The proof of (140) is analogous to the proof of (139) - it also requires the use of identity
(133).
Lemma 5.2. For any ǫ¯ > 0,
sup
0≤b<n
lim
N→∞
N−1 logP(τ˜N > t(n)b and ∣β9(α, σ˜, G˜b)∣ ≥ ǫ¯δt) < 0 (149)
Proof. Taking conditional expectations, it suffices to prove that
lim
N→∞
N−1 log sup
σ˜b∈EMN ,α∈Vǫ ,G˜b∈ZN
QN
σ˜b,G˜b
(∣β9(α, σ˜, G˜b)∣ ≥ ǫ¯δt) < 0 (150)
Thanks to Lemma 4.11,
lim
N→∞
N−1 logP( sup
q∈IM
N−1 ∑
l∈IN
χ{σ˜q,l
b+1 ≠ σ˜q,lb } > (c1 + 1)δt) < 0. (151)
We can thus assume henceforth that
sup
q∈IM
N−1 ∑
l∈IN
χ{σ˜q,l
b+1 ≠ σ˜q,lb } ≤ (c1 + 1)δt. (152)
By Chernoff’s Inequality,
QN
σ˜b,G˜b
(∣β9(α, σ˜, G˜b)∣ ≥ ǫ¯δt ∣ σ˜t)
≤ E
QN
σ˜b,G˜b [ exp (Nrβ9(α, σ˜, G˜b) −Nǫ¯δtr) + exp ( −Nrβ9(α, σ˜, G˜b) −Nǫ¯δtr) ∣ σ˜t]. (153)
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We now bound the first of the expectations on the right hand side: the bound of the other is similar. Let O
be an NM ×NM square matrix (indexed using the following double-indexed notation). The element of O
with indices (i, j), (p, k) (for i, p ∈ IM , j, k ∈ IN ) is defined to be rδ(j, k)φaip(G˜jb)χ{σ˜jb = α}. Under γσ˜b,G˜b ,{G˜i,jb+1 − G˜i,jb − m˜i,jb }i∈IM ,j∈IN are centered Gaussian variables with respect to the conditional probability law,
with NM ×NM covariance matrix RN(σ˜b, σ˜b+1) (as defined in (169)). Gaussian arithmetic thus implies
that
E
Q
N
σ˜b,G˜b [ exp (rNβ˜9(α, σ˜,G˜b)) ∣ σ˜t]
= exp ( − r ∑
j∈IN
∑
i∈IM
χ(σ˜j
b
= α)φaii(G˜jb)L˜iib )det (Id −ORN (σ˜b, σ˜b+1))− 12
= exp ( − r ∑
j∈IN
∑
i∈IM
χ(σ˜j
b
= α)φaii(G˜jb)L˜iib )MN∏
j=1
(1 − λj)− 12 ,
where {λj}Nj=1 are the eigenvalues of the matrix ORN (σ˜b, σ˜b+1) (assuming for the moment that these eigen-
values are strictly less than one). We thus find that
N−1 log det (I −ORN (σ˜b, σ˜b+1))− 12 = − (2N)−1 NM∑
u=1
log(1 − λu)
= − (2N)−1 NM∑
u=1
{ − λu − λ2u/Z2u},
where Zu ∈ [1−λu,1] if λu > 0, else Zu ∈ [1,1−λu] if λu < 0, using the second-order Taylor Expansion of log
about 1. Now
∣λj ∣ ≤ ∥ORN(σ˜b, σ˜b+1)∥ ≤ ∥O∥ ∥RN(σ˜b, σ˜b+1)∥ ≤ ∥O∥ C¯
N
sup
q∈IM
∑
l∈IN
χ{σ˜q,l
b+1 ≠ σ˜
q,l
b
}. (154)
(using Lemma 6.1, and writing C¯ = 4M(1 + s)). It may be observed from the block diagonal structure of O
(i.e. O is ‘diagonal’ with respect to the IN indices) that
∥O∥ = r sup
j∈IN
sup
a∈RM ∶ ∥a∥=1
∣aiapφaip(G˜jb)χ{σ˜jb = α}∣ (155)
≤Mr, (156)
since ∣φaip(G˜jb)χ{σ˜jb = α}∣ ≤ 1, and the fact that the operator norm is upper-bounded by the matrix dimension
multiplied by the Frobenius matrix norm.
Thus thus find that Zj ≥ 12 , as long as MrC¯N supq∈IM ∑Nl=1 χ{σ˜q,lb+1 ≠ σ˜q,lb } ≤ 12 , and therefore
N−1 log det (I −ORN (σ˜b, σ˜b+1))− 12 ≤(2N)−1 N∑
j=1
(λj + 2 ∥ORN (σ˜b, σ˜b+1)∥2 ),
=(2N)−1tr(ORN(σ˜b, σ˜b+1)) + ∥ORN(σ˜b, σ˜b+1)∥2
≤(2N)−1tr(ORN(σ˜b, σ˜b+1)) + (M rC¯
N
sup
q∈IM
N∑
l=1
χ{σ˜q,l
b+1 ≠ σ˜
q,l
b
})2, (157)
using (154). Now, noting the definition of LN (σ˜b, σ˜b+1) in (170),
tr(ORN(σ˜b, σ˜b+1)) = tr(OK˜N(σ˜b, σ˜b+1)) + tr(OLN(σ˜b, σ˜b+1)).
By Lemma 6.3,
∣tr(OLN(σ˜b, σ˜b+1))∣ ≤ Const × r(N−1 sup
q∈IM
N∑
l=1
χ{σ˜q,l
b+1 ≠ σ˜
q,l
b
})2. (158)
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Now
tr(OK˜N(σ˜b, σ˜b+1)) = r ∑
j∈IN
∑
i∈IM
χ(σ˜j
b
= α)φaii(G˜jb)(L˜iib + sN(σ˜i,jb+1 − σ˜i,jb )2). (159)
Observe that since ∣s∣ ≤ 1,
∑
j∈IN
∑
i∈IM
χ(σ˜j
b
= α)φaii(G˜jb) sN (σ˜i,jb+1 − σ˜i,jb )2 ≤ 4M. (160)
In summary, and noting our assumption in (152), we find that
QN
σ˜b,G˜b
(β9(α, σ˜, G˜b) ∣ σ˜t) ≥ ǫ¯δt) ≤ exp ( −Nǫ¯δtr +NrConst(δt)2 + 4M).
This clearly implies the lemma, as long as δt is sufficiently small.
6 Appendix: Gaussian Identities
Throughout this section we take {σ˜b+1, σ˜b} to be fixed constants. It is assumed that τ˜N > t(n)b . Recall that
for any g ∈ RMN , γσ˜b,g is defined to be the regular conditional probability law of γ, conditioned on the MN
random variables (for p ∈ IM and j ∈ IN ) N− 12 ∑Nk=1 Jjkσ˜p,k = gp,j. Since γ is Gaussian, γσ˜b,g must also be
Gaussian, since it is obtained by conditioning on a linear combination of Gaussian variables (see for instance
Theorem A.1.3 in [40]). In this section we obtain an expression for the mean and variance of the variables
N−
1
2 ∑Nk=1 Jjk(σ˜p,kb+1 − σ˜p,kb ) under the conditional law γσ˜b,g.
The main result of this section is Lemma 6.2: this lemma is crucial because it demonstrates that the
conditional mean of the increment G˜i,j
b+1 − G˜
i,j
b
can be written as a function of the variables {σ˜j
b
, σ˜
j
b+1, G˜
j
b
}
and the empirical measure at time t
(n)
b
, i.e. µˆN(σ˜b, G˜b). This property is crucial for us to be able to obtain
a closed expression for the dynamics of the empirical process.
We write
G˜
i,j
b
= N−
1
2
N∑
k=1
Jjkσ˜
i,k
b
, F˜
i,j
b
= N−
1
2
N∑
k=1
Jjk(σ˜i,k
b+1 − σ˜
i,k
b
).
Let γ˜σ˜b,σ˜b+1 ∈M
+
1(R2MN) be the law of {G˜b,Fb} under γ (for fixed {σ˜b, σ˜b+1}). Since the above definitions
are linear, we see that γ˜σ˜b,σ˜b+1 is Gaussian. Now define γ
N
σ˜b,σ˜b+1,G˜b
∈M+1(RMN) to be the law of Fb under
γ˜σ˜b,σ˜b+1 , conditionally on G˜b. The rest of this section is devoted to finding tractable expressions for the
mean and variance of γN
σ˜b,σ˜b+1,G˜b
. We define the density of γN
σ˜b,σ˜b+1,G˜b
to be Υ`
σ˜b,σ˜b+1,G˜b
∈ C(RMN).
Let ΥN
σ˜b,σ˜b+1
be the Gaussian density of {G˜i,jb , F˜ i,jb+1}Nj=1 under γ, i.e.
ΥN
σ˜b,σ˜b+1
(G˜b,Fb) = (2π)−N(det(LN))− 12 exp ( − (G˜b,Fb)T K¯N(σ˜b, σ˜b+1)−1(G˜b,Fb)/2), (161)
and K¯N(σ˜b, σ˜b+1) is the 2NM × 2NM covariance matrix of {G˜i,jb , F˜ i,jb }i∈IN ,j∈IN , i.e.
K¯N = ( KN(σ˜b) K`N(σ˜b, σ˜b+1)(K`N)(σ˜b, σ˜b+1)T K˜N (σ˜b+1) ) . (162)
The contents of K¯N(σ˜b, σ˜b+1) are the following MN ×MN square matrices, with the replica indices at the
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top, and the spin indices at the bottom, i.e.
KN(σ˜b)imjk = Eγ[G˜i,jb G˜m,kb ] = δ(j, k)N−1 N∑
l=1
σ˜
i,l
b
σ˜
m,l
b
+
s
N
σ˜
m,j
b
σ˜
i,k
b
(163)
K˜N(σ˜b, σ˜b+1)imjk = Eγ[F˜ i,jb F˜m,kb ] = δ(j, k)N−1 N∑
l=1
(σ˜i,l
b+1 − σ˜
i,l
b
)(σ˜m,l
b+1 − σ˜
m,l
b
) + s
N
(σ˜m,j
b+1 − σ˜
m,j
b
)(σ˜i,k
b+1 − σ˜
i,k
b
)
(164)
K`N(σ˜b, σ˜b+1)imjk = Eγ[F˜ i,jb G˜m,kb ] = δ(j, k)N−1 N∑
l=1
(σ˜i,lb+1 − σ˜i,lb )σ˜m,lb + sN (σ˜i,kb+1 − σ˜i,kb )σ˜m,jb . (165)
Write Υ˜N
σ˜a+1
to be the Gaussian density of {Gi,j
b
}j∈IN ,i∈IM , i.e.
Υ˜N
σ˜ab,σ˜b+1
(G˜b) = (2π)−N/2(det(KN))− 12 exp ( − 1
2
(G˜)TKN(σ˜)−1G˜). (166)
Standard theory (see for instance Theorem A.1.3 in [40]) dictates that the density of γ
σ˜b,σ˜b+1,G˜b
is written
as Υ`N
σ˜bσ˜b+1,G˜b
(F˜b), and has the form
Υ`N
σ˜bσ˜b+1,G˜b
(F˜b) = (2π)−N/2 det(RN(σ˜b, σ˜b+1))− 12
exp( − 1
2
{Fb −m(σ˜b, σ˜b+1, G˜b)}TRN(σ˜b, σ˜b+1)−1{Fb −m(σ˜b, σ˜b+1, G˜b)}). (167)
Here m˜b(σ˜b, σ˜b+1, G˜b) ∶= {m˜i,jb (σ˜b, σ˜b+1, G˜b)}(i,j)∈IM,N is the vector of conditional means of {F i,jb+1} i.e.
m˜
i,j
b (σ˜b, σ˜b+1, G˜b) = (K`N(σ˜b, σ˜b+1)KN(σ˜b)−1G˜b)i,j , (168)
i.e. in the above m˜i,j
b
is the element with index (i, j) in the above vector resulting from two matrix multi-
plications on the vector G˜b. RN(σ˜b, σ˜b+1) is the MN ×MN conditional covariance matrix of Fb, i.e.
RN(σ˜b, σ˜b+1) = K˜N (σ˜b, σ˜b+1) −LN (σ˜b, σ˜b+1) where (169)
LN(σ˜b, σ˜b+1) = K`N(σ˜b, σ˜b+1)KN(σ˜b)−1K`N(σ˜b, σ˜b+1)T , (170)
noting that LN is an MN ×MN matrix.
Lemma 6.1. Recall that ∥⋅∥ is the operator norm. We have the following bounds on NM × NM square
matrices
∥RN(σ˜b, σ˜b+1)∥ ≤ ∥K˜(σ˜b, σ˜b+1)∥
∥K˜(σ˜b, σ˜b+1)∥ ≤N−1{4M + 4sM} sup
i∈IM
N∑
l=1
χ{σ˜i,l
b+1 ≠ σ˜
i,l
b
}
∥K`(σ˜b, σ˜b+1)∥ ≤ {2M + 2sM}{N−1 sup
i∈IM
N∑
l=1
χ{σ˜i,l
b+1 ≠ σ˜
i,l
b
}} 12
∥K(σ˜b)∥ ≤M{1 + s}
Proof. (i) This is a known property of finite Gaussian systems: the conditional variance is always less than
or equal to the variance. It follows from the fact that RN , K˜N and LN are positive definite.
(ii) Let a = (ai,j)i∈IM ,j∈IN . Write
U ib =N
−1
N∑
l=1
χ{σ˜i,l
b+1 ≠ σ˜
i,l
b
}. (171)
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Observe that
∑
i,m∈IM
∑
j,k∈IN
K˜N (σ˜b, σ˜b+1)imjk ai,jam,k
= N−1 ∑
l,j∈IN
∑
i,m∈IM
ai,jam,j(σ˜i,l
b+1 − σ˜
i,l
b
)(σ˜m,l
b+1 − σ˜
m,l
b
) + s
N
∑
i∈IM ,j,k∈IN
ai,jam,k(σ˜m,j
b+1 − σ˜
m,j
b
)(σ˜i,k
b+1 − σ˜
i,k
b
)
≤ 4 ∑
i,m∈IM
{ ∑
j∈IN
∣ai,j ∣2 ∑
k∈IN
∣am,k∣2U ibUmb } 12 + 4s ∑
i,m∈IM
{U ibUmb ∑
j∈IN
(ai,j)2 ∑
k∈IN
(am,k)2} 12
using the Cauchy-Schwarz Inequality, and the fact that since ∣σi,l
b+1 − σ
i,l
b
∣ ≤ 2,
N−1
N∑
l=1
(σi,l
b+1 − σ
i,l
b
)2 ≤ 4U ib.
Now
∑
i,m∈IM
{ ∑
j∈IN
(ai,j)2 ∑
k∈IN
(am,k)2} 12 = ( ∑
i∈IM
{ ∑
j∈IN
(ai,j)2} 12 )2 ≤M ∑
i∈IM
∑
j∈IN
(ai,j)2,
by the (discrete) Jensen’s Inequality. We thus find that
∑
i,m∈IM
∑
j,k∈IN
K˜N(σ˜b, σ˜b+1)imjk ai,jam,k ≤ 4M(1 + s) sup
i∈IM
U ib ∑
p∈IM
∑
j∈IN
(ap,j)2.
which implies (ii). The proofs of (iii) and (iv) are analogous to the proof of (ii) and are neglected.
We now determine a precise expression for the conditional mean. It is fundamental to the entire paper
that m˜j can be written as a function purely of (i) ‘local variables’ (i.e. G˜j
b
, σ˜j
b
and σ˜j
b+1, and (ii) the
empirical measure (i.e. via the definitions in (172) - (173)).
Lemma 6.2. Define the M ×M matrices {K˜b, L˜b, κ˜b, υ˜b} to have the following elements
K˜
ij
b
= N−1
N∑
l=1
σ˜
i,l
b
σ˜
j,l
b
, L˜
ij
b
= N−1
N∑
k=1
σ˜
j,k
b
(σ˜i,k
b
− σ˜
i,k
b+1) (172)
κ˜
ij
b
= N−1
N∑
k=1
G˜
j,k
b
(σ˜i,k
b+1 − σ˜
i,k
b
) , υ˜ij
b
= N−1
N∑
k=1
σ˜
i,k
b
G˜
j,k
b
. (173)
(i) K˜b is invertible, and we write H˜b = K˜
−1
b . ∥H˜b∥ ≤ c−1.
(ii) Writing σ˜j
b
= (σ1,j
b
, . . . , σ
M,j
b
), G˜j
b
= (G1,j
b
, . . . ,G
M,j
b
) and m˜j
b
= (m˜1,j
b
, . . . , m˜
M,j
b
), we have that
m˜
j
b
= − L˜bH˜bG˜
j
b
+ sκ˜bH˜bσ˜
j
b
+ sL˜bH˜bυ˜bH˜bσ˜
j
b
. (174)
Proof. By assumption at the start of this section, σ˜b ∈ X
N , and this implies that the M ×M square matrix
K˜b (with elements defined in (172)) has eigenvalues greater than c. Since it is co-diagonal with its inverse,
it must be that ∥H˜b∥ ≤ c−1. We assume for the moment that KN (σ˜b) is invertible. Let V = KN(σ˜b)−1G˜b.
Writing V = {V i,j}
i∈IM ,j∈IN
, it must be that
G˜
i,j
b
= ∑
k∈IN ,m∈IM
E
γ[G˜i,j
b
G˜
m,k
b
]V m,k (175)
Substituting the identity in (163) we find that
G˜
i,j
b
= ∑
m∈IM
{K˜imb V m,j + sN−1 ∑
k∈IN ,m∈IM
σ˜
m,j
b
σ˜
i,k
b
V m,k}. (176)
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Rearranging (176), we find that
V i,j = ∑
m∈IM
H˜imb {Gm,jb − sN ∑k∈IN ,p∈IM σ˜p,jb σ˜m,kb V p,k}
= ∑
m∈IM
H˜imb {Gm,jb − s ∑
p∈IM
Qmpσ˜
p,j
b
} (177)
where
Qmp = N−1 ∑
k∈IN
σ˜
m,k
b
V p,k
In matrix / vector notation, this means that Vj = H˜G˜j
b
− sH˜Qσ˜
j
b
. Now using the identities in (165) and
(168),
m˜
j
b
= − L˜b(H˜bG˜jb − sH˜bQσ˜jb) + sκ˜bH˜σ˜jb + s2L˜bQT H˜bσ˜jb
= − L˜bH˜bG˜
j
b
+ sκ˜bH˜bσ˜
j
b
+ sL˜b(H˜bQ + sQT H˜b)σ˜jb (178)
We add σ˜p,j
b
to both sides of (176), and sum over j, obtaining that
ν˜ =QK˜b + sK˜bQ
T . (179)
Multiplying both sides of the above equation by H˜b, we find that
H˜bν˜bH˜b = H˜bQ˜ + sQ˜
T H˜b. (180)
Substituting this into (178), we find that
m˜
j
b
= − L˜bH˜bG˜
j
b
+ sκ˜bH˜bσ˜
j
b
+ sL˜bH˜bν˜bH˜bσ˜
j
b
. (181)
At the beginning of this proof we assumed that KN(σ˜b) is invertible. We now consider the more general
case when it is not invertible. We define K
(2)
N (σ˜b) = KN(σ˜b) + δI for some δ > 0. Since the eigenvalues of
KN(σ˜b) are non-negative, the eigenvalues of K(2)N (σ˜b) must be greater than or equal to δ, which means that
it is invertible (since it is symmetric). By the same reasoning as the above, we would then obtain that
m
j
(2)
= − L˜b(K˜b + δI)−1G˜jb + κ˜b(K˜b + δI)−1σ˜jb + L˜b(K˜b + δI)−1ν˜(K˜b + δI)−1σ˜jb. (182)
We then take δ → 0, noting that the above expression converges to that in (184). Since the conditional
Gaussian distributions must also converge as δ → 0, the result in the Lemma must hold true in the δ = 0
limit.
Lemma 6.3. There exists a constant Cc such that, as long as ∥K˜b∥ ≥ c, for all {Opq,j}p,q∈IM j∈IN ⊂ RNM
such that ∣Opq,j ∣ ≤ 1,
∣ ∑
m,p∈IM , ,j∈IN
Opm,jLN(σ˜b, σ˜b+1)pmjj ∣ ≤ NCx(N−1 ∑
j∈IN
χ{For some i ∈ IM , σi,jb+1 ≠ σi,jb })2 +Cx. (183)
Proof. Since LN(σ˜b, σ˜b+1) = K`N(σ˜b, σ˜b+1)KN(σ˜b)−1K`N(σ˜b, σ˜b+1)T , writing
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X i,k = K`N(σ˜b, σ˜b+1)mijk = L˜miδ(j, k) + s/N(σ˜m,kb+1 − σ˜m,kb )σ˜i,jb , and
κ¯ip = N−1
N∑
k=1
σ˜
p,k
b
X
p,k
b
(σ˜i,k
b+1 − σ˜
i,k
b
)
= N−1σ˜p,j
b
L˜mp(σ˜i,j
b+1 − σ˜
i,j
b
) + s
N2
N∑
k=1
σ˜
p,k
b
(σ˜i,k
b+1 − σ˜
i,k
b
)(σ˜m,k
b+1 − σ˜
m,k
b
)σ˜p,j
υ¯ip = N−1
N∑
k=1
σ˜
i,k
b
X
p,k
b
= N−1L˜mpσ˜i,j
b
+
s
N2
∑
k∈IN
(σ˜m,k
b+1 − σ˜
m,k
b
)σ˜p,j
b
σ˜
i,k
b
.
we can use the identity in Lemma 6.2 (replacing the G˜ with X) to find that
∑
m,p∈IM , ,j∈IN
LN(σ˜b, σ˜b+1)pmjj Opm,j = − ∑
m,p∈IM ,j∈IN
O
pm,j{(L˜H˜X˜j)m + s(κ¯H˜σ˜j
b
)m + s(L˜H˜υ¯H˜σ˜j
b
)m}.
(184)
Clearly as N →∞, ∣κ¯ip∣, ∣υ¯ip∣ = O(N−1).
We thus find that ∑
p,m∈IM ,j∈IN
O
pm,j{(κ¯H˜σ˜j
b
)m + (L˜H˜υ¯H˜σ˜j
b
)m} = O(1)
as N →∞.
Substituting the above definition of X, and writing L˜m to be the transpose of the m
th row of L˜, and X˜j
to be the column vector with ith element equal to (σ˜m,k
b+1 − σ˜
m,k
b
)σ˜i,j
b
to be
∣ ∑
m∈IM ,j∈IN
O
pm,j(L˜H˜X˜j)m∣ ≤ ∣ ∑
j∈IN ,m∈IM
O
pm,j(L˜H˜L˜m)m∣ + s
N
∣ ∑
m∈IM j∈IN
O
pm,j(L˜H˜X˜j)m∣
Now
s
N
∣ ∑
m∈IM j∈IN
O
pm,j(L˜H˜X˜j)m∣ ≤ s
N
{ ∑
j∈IN
( ∑
m∈IM
O
pm,j(L˜H˜X˜j)m)2} 12 = O(N−1),
since the Euclidean norm of X˜j is O(N−1), and the operator norms of L˜ and H˜ are O(1) (as noted above).
This means that this term is negligible in the limit as N → ∞. For the other term, observe that since c is
bounded, ∣L˜im∣ ≤ Const × N−1 ∑
j∈IN
χ{For some p ∈ IM , σ˜m,jb+1 ≠ σ˜m,jb }. (185)
We thus find that
∣ ∑
j∈IN ,p,m∈IM
O
pm,j(L˜H˜L˜m)m∣ ≤ Const ×N × (N−1 ∑
j∈IN
χ{For some p ∈ IM , σ˜p,jb+1 ≠ σ˜p,jb })2.
We have thus proved the lemma.
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