Abstract. For a given variety Var of algebras we define the variety Var of dialgebras. This construction turns to be closely related with varieties of pseudo-algebras: every Var-dialgebra can be embedded into an appropriate pseudo-algebra of the variety Var. In particular, Leibniz algebras are exactly Lie dialgebras, and every Leibniz algebra can be embedded into current Lie conformal algebra.
Introduction
Leibniz algebras, introduced by J.-L. Loday [1] , are non-commutative analogues of Lie algebras. The defining identity of the variety of left (right) Leibniz algebras is the condition stating that each operator of left (right) multiplication is a derivation, i.e.,
x(yz) = (xy)z + y(xz) or (xy)z = (xz)y + x(yz), respectively. As Lie algebras are embeddable into associative algebras, Leibniz algebras can be embedded into associative dialgebras. By the definition [2, 3] , dialgebras are linear spaces with two bilinear products ⊣, ⊢. The identities required for a dialgebra A to be associative are chosen in such a way that the new operation ab = a ⊢ b − b ⊣ a or ab = a ⊣ b − b ⊢ a turns A into a left (right) Leibniz algebra:
(x ⊢ y) ⊣ z = x ⊢ (y ⊣ z).
In the paper [4] the notion of an alternative dialgebra was introduced. It was noted in [5] that an algebra A is embedded into the Steinberg Lie algebra st(n, A), n ≥ 4, if and only if A is associative; and if n = 3 then A has to be at least alternative. In [4] , the Steinberg Leibniz algebra stl(n, D) was introduced, where D is a dialgebra. The identities that are necessary for embedding of D into stl (3, D) are declared to be the identities of an alternative dialgebra.
The main purpose of this paper is to present a general scheme how to deduce what is a variety of dialgebras similar to a given variety of ordinary algebras (associative, Lie, alternative, etc.). This structure is motivated by the relation of dialgebras and conformal algebras.
A conformal algebra [6] is a linear space C (over a field of zero charachteristic) with one linear operation T : C → C and a countable family of bilinear products (· (n) ·) : C × C → C, where n ranges over the set Z + of non-negative integers, such that
• for every a, b ∈ C only a finite number of a (n) b is nonzero;
• T a (n) b = −na (n− Here Res w=0 f (w, z) stands for the coefficient of w −1 in f (z, w) ∈ A[[z, z −1 , w, w −1 ]]. In [7] it was shown that for an arbitrary conformal algebra C there exists unique ordinary algebra Coeff C (called coefficient algebra) which is universal in the following sense: Coeff C[[z, z ] acts on C as an identity. A conformal algebra C is said to be associative (Lie, alternative, etc.) [7] if so is Coeff C. A more general approach was developed in [8] , see Section 1.4 for more details. For example, C is associative if It is not difficult to note that an associative conformal algebra C endowed with two operations
satisfies (1)-(3), i.e., this is an associative dialgebra. The same is true for alternative conformal algebras. However, it is not obvious why every associative (or alternative) dialgebra can be obtained in this way. This is why we define what is a variety of dialgebras using the language of operads, and then prove that every dialgebra from a variety Var can be embedded into a conformal algebra (more generally, pseudoalgebra) from the variety Var of conformal algebras.
1. Operads and algebras
The set of all such partitions is denoted by Π(m, n).
A partition π ∈ Π(m, n) determines a one-to-one correspondence between the sets {1, . . . , m} and {(i, j) | i = 1, . . . , n, j = 1, . . . , m i } by the rule
If τ π = (q 1 , . . . , q n ) then for any i = 1, . . . , n denote by τ π i the subpartition (p m1+···+mi−1+1 , . . . , p m1+···+mi ) ∈ Π(q i , m i ). We will also consider the (right) action of the symmetric group S n on Π(m, n): if π = (m 1 , . . . , m n ), σ ∈ S n then πσ = (m 1σ −1 , . . . , m nσ −1 ).
1.2.
Operads. Consider the following collection of data:
1) a family of linear spaces {C(n)} n≥1 ;
2) a family of linear maps (called composition rule)
where π = (m 1 , . . . , m n ) ∈ Π(m, n). This collection is called an operad (denoted by C) if the following properties hold. (O1) The composition rule is associative, i.e., if τ = (p 1 , . . . , p m ) ∈ Π(p, m), π = (m 1 , . . . , m n ) ∈ Π(m, n), and
.
(O2) There exists a "unit" id ∈ C(1) such that
for every f ∈ C(n). An important example of an operad is provided by the following data. Suppose
by the rule: if k = (i, j) π ∈ {1, . . . , m} then kΣ = (iσ, jτ i ) πσ . The principle of constructing such compositions is clearly shown by the following simple example: The operad obtained is called the operad of symmetries and denoted by Sym. Suppose C is an operad. If C(n) is endowed with a right action of the symmetric group S n for all n ≥ 1, and for any π = (m 1 , . . . , m n ) ∈ Π(m, n), ϕ ∈ C(n), σ ∈ S n , ψ i ∈ C(m i ), τ i ∈ S mi , i = 1, . . . , n, we have
Comp
then the operad C is said to be symmetric. For example, Sym is a symmetric operad with respect to the regular right action of S n on Sym(n): ϕ σ = ϕσ, σ ∈ S n , ϕ ∈ Sym(n) = kS n .
Let C 1 , C 2 be two operads. A functor F from C 1 to C 2 is a family of linear maps F n : C 1 (n) → C 2 (n), n ≥ 1, which preserve the composition rule and the unit. If C i are symmetric operads, and each F n is S n -invariant then F is said to be symmetric.
If C 1 , C 2 are two (symmetric) operads, then the collection of spaces C(n) = C 1 (n) ⊗ C 2 (n), n ≥ 1, defines a (symmetric) operad with respect to the componentwise composition (and symmetric group action). We will denote this operad by C 1 ⊗ C 2 .
1.3. Examples of operads. We have already considered the operad Sym built on symmetric groups. Let us now state some well-known examples of operads that will be used later. Throughout the rest of the subsection, π stands for a partition (m 1 , . . . , m n ) ∈ Π(m, n), σ is a permutation from S n .
be the standard basis of k n . Define a composition rule and S n -action as follows:
, . . . , e
iσ . This is a symmetric operad. In fact, E(n) can be considered as an image of Sym(n) under the map F n : kS n → k n given by F n (σ) = σS n−1 , assuming (in)S n−1 is identified with e (n)
i . The family of maps F n , n ≥ 1, defines a functor from Sym to E, however, non-symmetric.
1.3.2.
Operads Vec k . Let V be a linear space over a field k. Define an operad which is also denoted by V as follows:
Comp is the ordinary composition of multi-linear maps. If f ∈ V (n) then set
This is a symmetric operad. We will denote the class of operads obtained in this way by Vec k .
1.3.3.
Operads H-mod. Suppose H is a cocommutative bialgebra with a coproduct ∆ : H → H ⊗ H. We will use the standard Sweedler's notation:
For every left H-module M one may consider
where H ⊗n is considered as the outer product of regular right H-modules. An arbitrary f ∈ M (n) can be expanded to a map
. . , a n ). (7) This expansion makes clear what is a composition of maps (6) . The action of S n on M (n) can be defined by
⊗n . We will denote the operad obtained in this way by the same symbol M . The class of all such operads is denoted by H-mod.
1.3.4.
Operad Alg. Let X = {x 1 , x 2 , . . . } be a countable set of symbols. Define Alg(n) to be the linear span of all non-associative words obtained from x 1 . . . x n by some bracketing. The natural composition rule
Consider Alg S (n) = Alg(n) ⊗ kS n endowed with a composition rule
. . , τ nσ ). (9) Hereafter, we will identify (x 1 . . . x n ) ⊗ σ with the word (x 1σ . . . x nσ ). Under the natural action of S n , Alg S is a symmetric operad. If C is a symmetric operad and Φ is a functor from Alg to C then Φ can be extended to a functor from Alg S to C by the obvious rule
1.3.5. Operad VarAlg. Let Var be a homogeneous variety of (non-associative) algebras defined by a family of polylinear identities. Denote by k Var {X} the free algebra in this variety generated by X = {x 1 , x 2 , . . . }. There exists an ideal I Var of the free algebra k{X} such that k Var {X} ≃ k{X}/I Var . Each space Alg S (n), n ≥ 1, can be considered as a subspace of k{X}. Denote
Since the variety Var is homogeneous, the composition map and the symmetric group action are well-defined on the family {VarAlg(n)} n≥1 , so we obtain a symmetric operad. The family of projections Alg S (n) → VarAlg(n) is a functor from Alg S to VarAlg, we will also denote it by Var.
1.4.
Algebras and pseudo-algebras. Let A stands for a (non-associative, in general) algebra over k. Then there exists a functor (also denoted by A) from Alg to the operad A ∈ Vec k built on the underlying space. Indeed, for every
Conversely, every functor from Alg to A ∈ Vec k defines an operation A ⊗ A → A which makes A to be an algebra.
Therefore, the notion of an algebra can be identified with the notion of a functor from Alg to an operad from Vec k . Similarly, a pseudo-algebra [9] is just a functor from Alg to an operad from H-mod. Since Vec k and H-mod consist of symmetric operads, a (pseudo-)algebra can be considered as a functor defined on Alg S (n).
This is now clear how to define varieties of pseudo-algebras. Indeed, suppose Var is a variety as in 1.3.5. An (ordinary) algebra A belongs to Var if and only if there exists a functorĀ : VarAlg → A ∈ Vec k such that A = Var •Ā. For pseudoalgebras, one should replace Vec k with H-mod to obtain a definition of what does it mean that a pseudo-algebra C belongs to the variety Var [10] .
This approach leads to pseudo-algebraic identities as in [8] . If Var is defined by a family Σ of polylinear identities then a pseudo-algebra C is said to be a Varpseudo-algebra if C satisfies the identities
where t * is obtained from t by the following way: every monomial α(x 1σ . . . x nσ ), α ∈ k, σ ∈ S n , that appears in t should be replaced with α(σ ⊗ H id)(x 1σ * · · · * x nσ ). The expression (x 1σ * · · · * x nσ ) can be evaluated at a 1 , . . . , a n ∈ C by (7), its value lies in H ⊗n ⊗ H C.
Dialgebras and corresponding operads
Consider an operad Dialg, analogous to Alg, generated by two binary products ⊣, ⊢. The space Dialg(n) is the linear span of all terms obtained from x 1 . . . x n by some bracketing with operations ⊣, ⊢, and the same rule as (8) defines compositions on Dialg.
By Dialg S we denote the symmetric operad obtained from Dialg in the same way as Alg S is obtained from Alg. The operad Dialg (resp., Dialg S ) has the following property: for any (symmetric) operad C and for any ϕ 1 , ϕ 2 ∈ C(2) there exists a unique (symmetric) functor Ψ :
It is clear that the functor Ψ defined by (10) is full, i.e., Ψ n (Dialg S (n)) = Alg S (n)⊗ E(n). Throughout the rest of the paper, Ψ stands for the functor Dialg S → Alg S ⊗E defined by (10).
Definition 1.
A dialgebra A is said to be a 0-dialgebra if A satisfies the identities
The purpose of this section is to prove the following statement.
Theorem 1. For any 0-dialgebra A, considered as a functor
Let H be a cocommutative Hopf algebra with a counit ε and an antipode S. If C is a left H-module then H ⊗n ⊗ H C ≃ H ⊗n−1 ⊗ C as a linear space [9] . We will denote the isomorphism by i n (n ≥ 1), namely,
For an operad C ∈ H-mod denote by C (0) the operad from Vec k built on C as on linear space.
Lemma 2. A family of linear maps
given by
Proof. The expansion rule (7) immediately implies that for all f ∈ C(n),
Therefore, the family of maps ε n , n ≥ 1, defines a functor (also denoted by ε).
Let C stands for an H-pseudo-algebra considered as a functor Alg S → C ∈ H-mod. By the universal property of Dialg S we have a uniquely defined symmetric functor from Dialg S to C (0) ∈ Vec k (also denoted by C (0) ) such that
In particular, for every a, b ∈ C
Proof. It is straightforward to check that the identities (11) hold on C (0) .
Proposition 4. For every 0-dialgebra A there exists an
Proof. Here we consider k[T ] with respect to the usual Hopf algebra structure:
Consider the linear space
The first summand is a free H-module, the second one can be endowed with an H-module structure as follows. Define T :
and
Later we will identify 1 ⊗ a ∈ H ⊗ A with a, and write a ⊗ b (a, b ∈ A) for its image in C.
The pseudo-product on C can be defined as follows:
This operation is well-defined and H ⊗2 -linear. It is easy to see that A is a subdialgebra of C (0) .
Lemma 5. Suppose C is an H-pseudo-algebra. Consider a family of linear maps
defined by the following rule: if
These maps define a symmetric functor
Proof. This is straightforward to check that
n preserve compositions. Since the composition rule is equivariant and associative, it is enough to consider π = (n, m − n) ∈ Π(m, 2),
where f = u 1 (x 1 , . . . , x n )u 2 (x n+1 , . . . , x m ). Now it is easy to note that
coincides with (18).
Proof of Theorem 1. Let A be a 0-dialgebra. Denote by C its enveloping pseudoalgebra from Proposition 4. The functor C : Alg S → C ∈ H-mod induces two functors
, hence, f is an identity on A 0 . Therefore, a polynomial f ∈ Dialg S (n) is an identity on a 0-dialgebra A provided that Ψ n (f ) = 0. Hence, there exists a family of linear mapsĀ n : Alg S (n) ⊗ E(n) → A(n) such that A n = Ψ n ⊗Ā n , n ≥ 1. This family defines a symmetric functorĀ from Alg S ⊗ E to A ∈ Vec k .
One may construct an operad 0-Dialg related to the variety of 0-dialgebras in the same way as VarAlg relates to a variety Var.
Corollary 6. The operad 0-Dialg is equivalent to Alg S ⊗ E.
Varieties of dialgebras
Suppose Var is a homogeneous variety defined by a family Σ of polylinear identities in X = {x 1 , x 2 , . . . }. Then I Var is an ideal of k{X} generated by
Theorem 1 implies that every 0-dialgebra A is actually a functor from Alg S ⊗ E to A ∈ Vec k . In view of this observation, the following definition is quite natural. 
is commutative.
Proposition 7. A dialgebra A belongs to the variety Var if and only if A is a 0-dialgebra that satisfies the identities
, where t ∈ Σ, n = deg t, i = 1, . . . , n.
Proof. It is enough to prove the "if" part only. Since A is a 0-dialgebra, it can be considered as a functor A :
. . , n. Therefore, it needs to be shown that if Var n (g) = 0 for some g ∈ Alg S (n) then A n g ⊗ e (n) i = 0 for all i = 1, . . . , n. Since Ker Var n = Alg S (n) ∩ I Var , the element g can be presented as
and for each k there exists j k ∈ {1, . . . , l k } such that
For every i ∈ {1, . . . , n} one may present g ⊗ e (n) i as a composition in Alg S ⊗ E with the same a k , b kj , t k , c km in the first tensor factor (since the composition rule in Alg S ⊗ E is componentwise). Therefore, A n g ⊗ e
To deduce defining identities in the signature of a dialgebra, the following construction is useful. Consider the functor α : Dialg → Alg ⊗ Sym defined by
Denote by E the following functor from Sym to E: E n (σ) = e (n)
Proof. Denote the right-hand side of (19) by Φ n (u ⊗ σ). It is enough to check that 1) Φ n ((u ⊗ σ)) σ1 = Φ n (u ⊗ σσ 1 ); 2) the maps Φ n , n ≥ 1, preserve composition. The first is obvious. The second needs to be checked for u = u 1 ⊢ u 2 and u = u 1 ⊣ u 2 , σ = id n , u i ∈ Dialg(n i ), n 1 + n 2 = n.
On the other hand,
2 , e (n1) n1τ
1 , e (n1) n1τ
Therefore, the sequence Φ n , n ≥ 1, defines a symmetric functor Φ from Dialg S to Alg S ⊗ E that coincides with Ψ on Dialg S (2). Hence, Φ = Ψ.
In order to get Ψ −1 n v⊗σ⊗e (n) i for some word v ∈ Alg(n), σ ∈ S n , i ∈ {1, . . . , n}, it is enough to put the signs ⊣, ⊢ of dialgebra operations on the word v with the same bracketing in such a way that for the dialgebraic word v Associative dialgebras. In this case Σ = {(x 1 , x 2 , x 3 )}, where (x, y, z) = (xy)z − x(yz). Lemma 8 implies that
where
Together with (11), the identities (20) are exactly those introduced in [2, 3] .
The first identity implies (20) as before, the last one is equivalent to
Therefore, a commutative dialgebra A can be considered as an ordinary algebra with respect to ab = a ⊢ b, a, b ∈ A. In this case, we obtain an associative algebra that satisfies
Conversely, an arbitrary associative algebra that satisfies (22) is actually a commutative dialgebra.
3 . Therefore, the identities Σ give rise to (
These relations are equivalent to those introduced in [4] .
A Lie dialgebra A considered as an ordinary algebra with respect to [ab] = a ⊢ b, a, b ∈ A, is just a left Leibniz algebra. Conversely, every left Leibniz algebra L is a Lie dialgebra with respect to a ⊢ b = [ab], a ⊣ b = −[ba]. Therefore, a Lie dialgebra is just the same as a Leibniz algebra.
Jordan dialgebras. Let Σ consists of the commutativity identity and
The last one is a polylinear Jordan identity.
Therefore, a Jordan dialgebra satisfies commutativity relation x 1 ⊣ x 2 = x 2 ⊢ x 1 and the following four identities:
Being expressed in terms of single operation, say, xy = x ⊢ y, these identities together with (11) turn into
(25)
. (27) Identities (26), (27) and (25) define a variety of algebras that relate to Jordan algebras as Leibniz algebras relate to Lie algebras. These algebras inherit the important property of Jordan algebras: the commutator of two operators of left multiplication is a derivation of the algebra.
Relation to pseudo-algebras
Suppose Var is a homogeneous variety defined by a family of polylinear identities Σ.
Theorem 9. If C is an Var-pseudo-algebra over a cocommutative Hopf algebra
Proof. Every identity t ∈ Σ of degree n can be considered as an element of Alg S (n), i.e., t = σ∈Sn t σ ⊗ σ, t σ ∈ Alg(n).
Let us fix a linear basis {h i } of H and some elements a 1 , . . . , a n ∈ C. Denote C n (t σ ⊗ σ)(a 1 , . . . , a n ) = i1,...,in−1
Since C is a Var-pseudo-algebra, we have σ∈Sn b i1,...,in−1;σ = 0 for all i 1 , . . . , i n−1 .
By Lemma 5
..,in−1;σ for j = n, and
It turns out that the converse is also true: a Var-dialgebra can be embedded into a pseudo-algebra (over H = k[T ]) that belongs to the variety Var of pseudoalgebras.
Let A be a Var-dialgebra. Since A is in particular a 0-dialgebra, there exists a pseudo-algebra C such that A is a subdialgebra of C (0) . The purpose of this section is to show that one may choose C from the variety Var of pseudo-algebras.
Recall the construction from Proposition 4: consider C = C (0) ⊕ C (1) , where
and the pseudo-product is given by (14)-(17) .
As before, we identify A and C with the symmetric functors A : Alg S ⊗ E → A ∈ Vec k , C : Alg S → C ∈ H-mod, respectively.
We will denote by T
and let T (n) 0
Lemma 10. Suppose t ∈ Alg(n), a 1 , . . . , a n ∈ A. Then
Proof. For n = 2 the statement is clear from (14). Assume we have the required relations for all terms of degree k, k < n. Then an arbitrary t ∈ Alg(n) can be presented as t = Comp (m,n−m) (x 1 x 2 , t 1 , t 2 ), t 1 ∈ Alg(m), t 2 ∈ Alg(n − m). By the assumption,
Direct computation shows that
Therefore,
By the assumption,
(a m+1 , . . . , a n ).
Hence,
where π = (m, n − m) ∈ Π(n, 2). Similarly, for i = 1, . . . , m − 1 one has
2 − e
(a 1 , . . . , a n ).
In the same way, one may proceed in the remaining cases for i = m, m+1, . . . , n.
Lemma 11. Suppose t ∈ Alg S (n), t = u ⊗ σ, u ∈ Alg(n), σ ∈ S n , and let a 1 , . . . , a n ∈ A. Then
iσ −1 (a 1 , . . . , a n ), i = 1, . . . , n − 1.
Proof. By the definition of the operad C ∈ H-mod, C n (t)(a 1 , . . . , a n ) = (σ ⊗ H id)C n (u)(a 1σ , . . . , a nσ ).
By Lemma 10, C n (u)(a 1σ , . . . , a nσ ) = T
i ⊗ H y i , where y 0 , y 1 , . . . , y n satisfy (28), (29).
If nσ = n then the statement is obvious. Suppose nσ = n. Since σ :
It remains to apply (28) and (29) to obtain (30) and (31).
Lemma 12. Suppose t ∈ Alg(n), a 1 , . . . , a n ∈ A, b ∈ A. Then for every i = 1, . . . , n C n (t)(a 1 , . . . , a i−1 , a i ⊗ b, a i+1 , . . . , a n ) = T (n) 0 (a 1 , . . . , a i , b, a i+1 , . . . , a n ),
Proof. Suppose t ∈ Alg(n). If n = 1 then the statement is clear. Assume we are done for any k < n. It is sufficient to show the required relations for t = (
. . , a n ).
By the assumption
where x i ∈ C (1) satisfies (32), and by Lemma 10
(a m+1 , . . . , a n ), y j ∈ C (1) for j = 1, . . . , n − m. Since C (1) * C (1) = 0, we have C n (t)(a 1 , . . . , a i ⊗b, . . . , a n ) = T (m) 0
where f i = t 1 (x 1 , . . . , x i x i+1 , . . . , x m+1 ). Therefore,
1 − e
The remaining case i ∈ {m + 1, . . . , n} is completely analogous.
Lemma 13. Suppose t ∈ Alg S (n), t = u ⊗ σ, u ∈ Alg(n), σ ∈ S n , and let a 1 , . . . , a n ∈ A, b ∈ A. Then for every i = 1, . . . , n
where x i ∈ C (1) ,
Proof. By the definition of the operad C ∈ H-mod,
where z j = a jσ for j = iσ −1 , and z iσ −1 = a i ⊗ b. By Lemma 12 we get the required relation.
Theorem 14. For every Var-dialgebra A there exists a Var-pseudo-algebra
Proof. Consider the pseudo-algebra C = C(A) from Proposition 4. It is enough to show that there exists an ideal I of C such that I ∩ C (0) = 0 and C/I is a Var-pseudo-algebra.
Recall that Σ is the system of polylinear defining identities of the variety Var. For any t ∈ Σ of degree n ≥ 2, consider the expressions
for all a 1 , . . . , a n , b ∈ A, j = 1, . . . , n. By (28) and (30) we have x 0 = 0. Denote by I the linear span of all elements x i , y j ∈ C (1) from (34), (35), i, j ≥ 1, for all a 1 , . . . , a n , b ∈ A and for all t ∈ Σ. It follows from Lemmas 10-13 and (15), (16) that I is actually an ideal of the pseudo-algebra C. Moreover, it is clear that C Var (A) = C/I (as a pseudo-algebra) satisfies all of the identities t ∈ Σ: if two or more arguments among x 1 , . . . , x n ∈ C belong to C (1) then C n (t)(x 1 , . . . , x n ) = 0 by (17).
Remark 15. Theorem 14 provides another proof of Proposition 7.
Indeed, if A is a 0-dialgebra that satisfies t ⊗ e (n) i , t ∈ Σ, deg t = n, i = 1, . . . , n, then there exists a Var-pseudo-algebra C such that A ⊂ C (0) . If g ∈ Alg S (n),
Var n (g) = 0, then by Lemma 5 we have C
Proposition 16. Let A be a Var-dialgebra, and let P be a Var-pseudo-algebra over
Proof. Let us first consider the case when Σ = ∅, i.e., A is an arbitrary 0-dialgebra.
Suppose P is a pseudo-algebra over H = k[T ] that satisfies the conditions of the proposition. Since k may be of positive characteristic, we need a slightly different definition of n-products:
x (n) y = z n , x, y ∈ P, where
Then x (n) y = 0 for n ≫ 0, and H ⊗2 -linearity implies
since ϕ : A → P (0) is a homomorphism of dialgebras.
Lemma 17. For all a, b, c, d ∈ A we have (ϕ(a) (1) 
Proof. Denote ϕ(a), ϕ(b), ϕ(c), ϕ(d) by x, y, z, u, respectively. There exists N ≥ 0 such that x (n) (y (1) z) = 0 for all n ≥ N . Suppose that the minimal of such N greater than 2. Then by (37)
On the other hand, by (36)
so x (N −1) (y (1) z) = 0 in contradiction with the minimality of N . Other statements of the Lemma can be proved in a completely similar way.
Define a map ψ : C(A) → P by the following rule:
The second equation actually means that we define ψ : A ⊗ A → P , then by Lemma 17 we have
It remains to show that ψ is actually a homomorphism of pseudo-algebras. Relation (37) implies that ψ is H-linear. To check that ψ preserves * , one should proceed with four cases following (14)-(17). Let us consider the second case for example:
Now, let Σ be a nonempty family of polylinear identities defining a homogeneous variety Var, and let A be a Var-dialgebra. As we have proved, for any pseudoalgebra P satisfying the conditions of the theorem there exists a homomorphism of pseudo-algebras C(ϕ) : C(A) → P such that C(ϕ)| A = ϕ. Recall that C Var (A) = C/I, where I is spanned by all coefficients of C(A) n (t * )(u 1 , . . . , u n ) ∈ H ⊗n ⊗ H C(A), t ∈ Σ, n = deg t, u i ∈ C(A), i = 1, . . . , n. Therefore, I ⊆ Ker C(ϕ) and there exists a homomorphism C Var (ϕ) with the required properties.
Conformal representations of Leibniz algebras
Recall the notions of a conformal endomorphism [6, 11] and a representation of an (associative or Lie) pseudo-algebra [9] . We will generally follow [10] in the exposition.
Consider a left module M over H = k[T ]. By End M we denote the associative algebra of k-linear maps from M to itself. A map a : k → End M is said to be locally regular if for any u ∈ M the map z → a(z)u is a regular M -valued map on the affine line k.
Note that End M can be considered as a left H-module with respect to
Definition 3. A conformal endomorphism of an H-module M is a locally regular and translation invariant map a : k → End M .
The set Cend M of all conformal endomorphisms of M is a linear space which is also an H-module with respect to the action defined by
It is easy to see that an H-pseudo-algebra structure on a left H-module C can be equivalently defined via an H-linear map µ : C → Cend C. Indeed, the correspondence between the map µ and pseudo-product * is completely described as follows: if This map may not be locally regular, so Cend M is not necessarily a pseudo-algebra (see [9, 6, 11] ). However, some of its submodules are actually pseudo-algebras. For example, if M is a free H-module generated by a space M 0 (i.e., M = H ⊗M 0 ) then the current submodule Cur End M 0 = H ⊗ End M 0 ⊂ Cend M , where (f ⊗ ϕ)(z) = f (−z)(id H ⊗ϕ), f ∈ H, ϕ ∈ End M 0 , z ∈ k, is always an associative pseudo-algebra.
Every associative pseudo-algebra C can be considered as a Lie pseudo-algebra with respect to new pseudo-product [a * b] = a * b − ((12) ⊗ H id C )(b * a).
The Lie pseudo-algebra obtained is denoted by C (−) . In particular, if the entire Cend M is a pseudo-algebra (that is the case if M is a finitely generated H-module) then Cend M (−) is denoted by gc M . Even if Cend M is not a pseudo-algebra, we will use the following convention: L ⊂ gc M means that L is a subalgebra of some C (−) , where C ⊆ Cend M is a pseudo-algebra. A conformal representation is said to be finite if M is a finitely generated Hmodule. 
a, x ∈ g, u ∈ V . It is easy to see that ρ(x) ∈ Cur End M 0 . Indeed,
where ρ i (x) ∈ End M 0 , ρ 0 (x) =x ⊕ (id ⊗x − [·x] ⊗ id), ρ 1 (x) maps g ⊗ V to zero and u ∈ V to x ⊗ u. Therefore, ρ is injective, and ρ(g) generates an associative pseudo-algebra C that lies in Cur End M 0 . Moreover, If g is finite-dimensional then so can be choosen V , and hence M is a finitely generated H-module.
Corollary 19 ([3]). Every Leibniz algebra can be embedded into an associative dialgebra.
Proof. Consider a Leibniz algebra g and its faithful conformal representation ρ : g → L ⊂ gc M as in Proposition 18. We have seen that L is actually a Lie subalgebra of (Cur End M 0 ) (−) , so g ⊂ L ⊂ A = (Cur End M 0 ) (0) . The latter is an associative dialgebra by Theorem 9.
Remark 20. If V = U (l) in Proposition 18, then the associative dialgebra generated in (Cend M ) (0) by the image of g is isomorphic to the universal enveloping dialgebra U d(g) constructed in [3] . However, C Lie (g) is not embedded into Cur End M 0 for M 0 = U (l) ⊕ (g ⊗ U (l)).
