In this paper we present two numerical schemes of approximating solutions of backward doubly stochastic differential equations (BDSDEs for short). We give a method to discretize a BDSDE. And we also give the proof of the convergence of these two kinds of solutions for BDSDEs respectively. We give a sample of computation of BDSDEs.
Introduction
Since Pardoux and Peng introduced backward stochastic differential equation (BSDE), the theory of which has been widely used and developed, mainly because of a large part of problems in mathematical finance can be treated as a BSDE. However it is known that only a limited number of BSDE can be solved explicitly. To develop numerical method and numerical algorithm is very helpful, theoretically and practically. Recently many different types of discretization of BSDE and the related numerical analysis were introduced.
On the other hand, Paroux and Peng [8] introduced a new class of backward stochastic differential equations-backwarddoubly stochastic differential equations and also showed the existence and uniqueness of the solution of BDSDE. But until now little work is devoted to the numerical method and the related numerical analysis. Here following the approach of Mémin, Peng and Xu [5] , we present two numerical schemes of approximating solutions of BDSDE, and proved the convergence of these two kinds of solutions for BDSDEs, respectively. First of the proofs makes use of and extends Donsker-Type theorem.
This paper is organized as follows. In section 2, we introduce some fundamental knowledge and assumptions of BDSDEs. In section 3, the discrete BDSDE and solutions are presented. In section 4, we will give our main results: the proof of convergence of numerical solutions for BDSDEs in two different schemes.
Some Preliminaries
Let (Ω, F , P) be a complete probability space, and T > 0 be fixed throughout this paper. Let {W t , 0 ≤ t ≤ T } and {B t , 0 ≤ t ≤ T } be two mutually independent standard Brownian motion processes, with values respectively in R d and in R l , define on (Ω,F ,P). For each t ∈ [0, T ], we define
where for any process {η t }, F η s,t = σ{η r − η s ; s ≤ r ≤ t}, F η t = F η 0,t . For any n ∈ N, let M 2 (0, T ; R n ) denote the set of (classes of dP × dt a.e. equal) n dimensional jointly measurable random processes {ϕ t ; t ∈ [0, T ]} which satisfy:
(ii). ϕ t is F t -measurable, for a.e.t ∈ [0, T ]. We denote similarly by S 2 ([0, T ]; R n ) the set of continuous n dimensional random processes which satisfy:
(i). E(sup 0≤t≤T |ϕ t | 2 ) < ∞ (ii). ϕ t is F t -measurable, for any t ∈ [0, T ].
be jointly measurable and such that for any (y, z) ∈ R k × R k×d , f (·, y, z) ∈ M 2 (0, T ; R k ) g(·, y, z) ∈ M 2 (0, T ; R k×l )
We assume moreover that there exist constants K > 0 and 0 < α < 1 such that for any (ω,
Given ξ ∈ L 2 (Ω, F T , P; R k ), we consider the following backward doubly stochastic differential equation:
We note that the integral with respect to {B t } is a "backward Itô integral" and the integral with respect to {W t } is a standard forward forward Itô integral, see Nualart and Pardoux [7] .
Here we mainly study the case when Brownian motion is one-dimensional. Now we consider the following 1-dimensional BDSDE
and the terminal condition is
are not relative to t, (1) changes into:
3 Numerical Scheme of Standard BDSDE
The Structure of Numerical Solution
When n ∈ N is big enough, we divide the time interval [0, T ] into n parts:
are two mutually independent Bernoulli sequences, which are i.i.d. random variable satisfying
Obviously, B n t , W n t are both F t -measurable processes who take discrete values, denote B 
Then, on the small interval [t j , t j+1 ], the equation
can be approximated by the discrete equation (4) i.e.
For sake of simplicity, here we just consider the situation in which f, g are not relative to t. (6) is equivalent to the following algebraic equations:
Solving these equations, we can get
That is to say:
We can simulate a sample path of {ε j }, then we calculate the corresponding BSDE along with the sequence. It is indeed a kind of Monte-Carlo method.
The calculation begins at the terminal time t n = T , with y n n = ξ n , which is given and the problem is how to determine Z n . Here we choose the way of setting
We have
After Z n is calculated, Y j and Z j can be backwardly step by step, following the way mentioned above.
On the other hand, taking conditional expectation on (6), it follows that
, from the property of g, we obtain that the derivative of Ψ(z) on z is 1, which implies that the mapping Ψ(z) is a monotonic mapping. So there exists a unique value z n−1 s.t.
Consider the mapping Θ(y) = y − f (y, z n j )δ from the Lipschitz property of f , we obtain
which implies that the mapping Θ(y) is a monotonic mapping. So there exists a unique value y s.t.
The existence of the solution of discrete BDSDE only depends on the Lipschitz condition of f on y. In fact, if f does not depend on y, we can easily get Θ −1 (y) = y + f (z n j )δ, And very obviously, if g does not depend on z, {z n · } can be also easily got. Remark b. In general, if f nonlinearly depends on y, then Θ(y) can not be solved explicitly, so sometimes we can introduce the following scheme, we set Y n T = y n n = ξ n , and starting from j = n − 1, backwardly solve
or equivalently,
to approximate the solution of Θ(y) = E[y
Monte-Carlo Method
For Forward-Backward SDEs,
where b, σ, f and Φ satisfy usual assumption. by Theorem 4.1 of [2] There exist two function u(t, x) and
The solution of the BSDE is said to be Markovian. So it is naturally to solve the equation based on a binomial tree of X s .
As for BDSDE, the structure of BDSDE is different from BSDE, that the solution is not generally in the form of Y t = φ(t, W t , B T −B t ), Z t = ψ(t, W t , B T − B t ), even though f and g are deterministic functions. Example 3.3.
The solution is
Therefore, Y t is path dependent on B., So it's impossible to solve the solution on the nodes of the coupled binomial trees.
If we simulate a sample path of B t , it becomes a classical numerical scheme of BSDE follow the path, which is indeed a Monte-Carlo method, and the solution surface will vibrate with the sample path of B t . Yang [22] gives some comparison examples of numerical solutions and explicit solutions.
Associated SPDE
s , t ≤ s ≤ T } be the solution of the SDE:
The following BDSDE
Under assumption (H1) has a unique solution (Y t,x s , Z t,x s ), and under some suitable conditions,
is the unique solution of the following SPDE: 0 ≤ t ≤ T,
Note that u(t, x) depends on B(·) indeed.
W t itself is a forward stochastic differential equation, the SDE is
Example and Simulation
The structure of solution is interesting. Note that the collection {F t , t ∈ [0, T ]} is neither increasing nor decreasing, and it does not constitute filtration.
Example 3.3.
We usually apply binomial tree model to simulate Brownian motion. W t is a forward binomial tree and B T − B t is a backward binomial tree. Then the coupled binomial tree is a tetrahedron. It is could be illustrated that all the paths (t, W t , B T − B t ) are within a tetrahedron.
(W t , B T − B t ) is a coupled Brownian motion. 
Convergence of The Solution for Discrete BDSDEs
We consider the discrete terminal condition is y
, which is G n nn -measurable random variable, for the discrete case. Firstly, for the scheme (6) of BDSDE, if we construct the processes: Assumption (H.2) ξ is F t -measurable and, for all n, ξ n is G n nn -measurable s.t. 
then we have (y n , z n ) → (y, z) in the following sense:
Method for the proof. The key point is to use the following decomposition 
where the superscript p stands for the approximation of the solution to the BDSDE via the Picard method. More precisely, we set Y ∞,0 = 0, Z ∞,0 = 0, Y n,0 = 0, Z n,0 = 0 and define (Y ∞,p+1 , Z ∞,p+1 ) as the solution of the BDSDE
) is solution of a BDSDE with non-dependent but random coefficients) and similarly
In order to define the discrete processes on [0, T ] we set for 0
n,p is càdlàg and Z n,p càglàd (càdlàg means right continuous with left limits and càglàd means left continuous with right limits).
We shall prove in Lemma 4.3 that the convergence of (Y n,p , Z n,p ) to (Y n , Z n ) is uniform in n for the classical norm used for BDSDEs which is stronger than the convergence in the sense of (12); this part is standard manipulations.
We shall prove that for any p, the convergence of (Y n,p , Z n,p ) to (Y ∞,p , Z ∞,p ) holds in the sense of (12) ; this is the difficult part of the proof, and we shall need the results of section 4.1.1.
Convergence of Filtrations
Let us consider a sequence of càdlàg processes W n = (W n t ) 0≤t≤T and W = (W t ) 0≤t≤T a Brownian motion, all defined on the same probability space (Ω, F , P); T is finite. We denote by (G n t ) (resp. (G t )) the right continuous filtration s.t. σ(W n ) ⊂ G n t (resp.σ(W ) ⊂ G t ). Let us consider finally a sequence X n of G n Tmeasurable integrable random variables, and X an G T -measurable integrable random variable, together with the càdlàg martingales 
Corollary 4.1. Let W and W n , n ∈ N * , be the standard Brownian motion and the random walks of Theorem 4.1 Let us consider, on the same space, X and X n satisfying the assumption (A3) of Theorem 4.2. Then there exists a sequence (Z n t ) 0≤t≤T of G n · -progressively measurable processes, and an G · -progressively measurable process (Z t ) 0≤t≤T such that: for all t ∈ [0, T ], 
Proof of Theorem 4.1
Equations (13), (14) with the following lemma proved in appendix A. With the notations following (15), (16),
imply that it remains to prove the convergence to zero of the process Y n,p − Y ∞,p and Z n,p − Z ∞,p . This will be done by induction on p. For sake of clarity, we drop the superscript p,set the time in subscript and write everything in continuous time, so that (15), (16) become
where A n s = [s/δ]δ and Y − denotes the càglàd process associated to Y . The assumption is that {Y n t , Z n t } 0≤t≤T converges to {Y t , Z t } 0≤t≤T in sense of (12) and we have to prove that {Y According to the Peng and Pardoux's paper [8] , we define the filtration
and the G t -square integrable martingale
Then there exists G t -progressively measurable process {Z ′ t } such that
On the other hand, the process, defined by
satisfies
Hence M n is an F n · -martingale and, since
(19) If we want to apply Corollary, we have to prove the L 1 convergence of M n T . But since Y n and Z n are piecewise constant, we have
which tends to zero in probability and then in L 1 by L 2 -bounded. This and equations (18) , (19) , imply together with Corollary that M n converges to
Since we want to prove that
it remain only to demonstrate
This is true since we have just proved the convergence of
to zero in probability and since the jumps of t → 
while we also have proved the convergence of
to zero in probability. 
Convergence of Modified Solution
under the scheme (7) converge to the solution (y, z) of (1) in the following senses:
This can be derived from the convergence (12) . For the convergence of this scheme, we must consider the following estimates under the following:
For this reason, we need the following Gronwall type lemma, which is proved in [5] .
Lemma 4.5. Let us consider a, b, α positive constant, bδ < 1 and a sequence (v j ) j=1,...,n of positive numbers such that, for every k
then sup
where ε δ (b) is the convergent sequence:
which is decreasing in δ and tends to e b as δ → ∞.
Lemma 4.6. We assume that δ is small enough such that (1 + 2K + 7K 2 )δ < 1. Then
where
Proof. By explicit scheme, we have
We then have
(25) Taking sum for j = i, ..., n − 1 yields
Since the second last term is dominated by
and the last term is dominated by
we thus have
Then by Lemma 4.5, we obtain (24). Proof of Theorem 4.4 The convergence of (y n , z n ) to (y, z) is already proved above. To prove that of (y n , z n ), it is sufficient to prove
From (6) and (7), we have
We then take sum over i from j to n − 1. With ξ n − ξ n = 0, we have
But with (24), the second term is bounded by Cδ 2 , and the last term is bounded by
We thus have E |y Then these two inequalities implies (20) .
Appendix A. Proof of Lemma 4.3
For the proof of this lemma we come back to the discrete notations and we show that Lemma A.1 There exist α > 1 and n 0 ∈ N such that for all n ≥ n 0 , for all p ∈ N * , (y n,p+1 − y n,p , z n,p+1 − z n,p ) Proof. For notational convenience, let us write y, z in place of y n,p+1 − y n,p , z n,p+1 − z n,p and u, v in place of y n,p − y n,p−1 , z n,p − z n,p−1 . Let us pick ϕ > 1 to be chosen later. With these notations in hands, we have, for k = 0, ..., n − 1, since y n = 0, and moreover, (A.1) implies easily that
As a byproduct of these inequalities, we deduce that, for k = 0, ..., n − 1,
