The paper deals with generic perturbations from a Hamiltonian planar vector field and more precisely with the number and bifurcation pattern of the limit cycles. In this paper we show that near a 2-saddle cycle, the number of limit cycles produced in unfoldings with one unbroken connection, can exceed the number of zeros of the related Abelian integral, even if the latter represents a stable elementary catastrophe. We however also show that in general, finite codimension of the Abelian integral leads to a finite upper bound on the local cyclicity. In the treatment, we introduce the notion of simple asymptotic scale deformation.
Introduction and statement of main results
In this paper we deal with perturbations of Hamiltonian systems where H (x, y), f (x, y,λ, ε) and g(x, y,λ, ε) are C ∞ functions, ε is considered to take small positive values andλ ∈ R p . Let us also denote by
the Hamiltonian vector field with Hamiltonian H ; in fact, X (λ,0) ≡ X H . We will always restrictλ to some compact subset L ⊂ R p . A famous and difficult problem is to study the number of limit cycles that can be found forλ ∈ L, ε near 0 and (x, y) also restricted to some compact domain containing one or more period annuli, where a period annulus is a subset of the plane filled by closed orbits of the Hamiltonian vector field.
In Fig. 1 we represent a few closures of period annuli. In the three examples we suppose that the closed orbits surround a unique nondegenerate singularity. In Fig. 1(a) we take a regular orbit as outer boundary; in Fig. 1(b) and (c) the outer boundary consists of respectively a saddle loop and a 2-saddle cycle. Both in Fig. 1(b) and (c) we suppose the saddle(s) to be hyperbolic.
In studying the limit cycles one can restrict to the ones that, for shrinking ε, can be found in neighborhoods, tending in the Hausdorff metric to the closure of the period annulus. Nevertheless, to avoid boundary problems, one always takes (x, y) ∈ U , with U open and containing the closure of the period annulus. There is a very rich literature on the question and the setting shows up in many applications.
In dealing with these questions, it is common to consider the first return map, also called Poincaré map, of the period annulus, with respect to a regular section C, transverse to the orbits, and linking the inner boundary (being the nondegenerate singularity in the examples of Fig. 1 ) to the outer boundary. At the nondegenerate singularity of the examples of Fig. 1 , the transversality of the section can be expressed in terms of blow-up (introducing polar coordinates), while at the outer boundary there is no problem concerning the transversality, if we avoid the singularities, but the return map as such is not defined; one only considers the return map on a domain in (λ, ε, r) ∈ L × [0, +∞) × R on which it makes sense. In this notation, r represents a regular parameter on C. Often one uses h as a parameter, where h denotes the value taken by H . Let us denote as usual,
the level curve of the Hamiltonian, representing one of the closed orbits in the period annulus. We suppose that H is regular, in the sense that its only critical points are Morse points.
As is well known, in first order approximation with respect to ε, the cyclicity problem requires studying the number of zeros for the function defined by the following integral
Iλ(h) = I (h,λ)
We refer to [13] for a systematic approach to the Hilbert's 16th Problem and the question of cyclicity. Studying properties of this integral is by no mean an easy problem. In fact, the weak or tangential Hilbert's 16th Problem proposed by V.I. Arnold [1] , is asking for an upper bound for the number of zeros of Iλ(h) in case H , f and g are polynomials.
In that case one calls Iλ(h) an Abelian integral. However the same name is now often used in a more general context and we shall use it here for the integral function associated to any smooth unfolding X (λ,ε) . If we limit the degree of H to some n ∈ N, and the degrees of f and g to some m ∈ N, then the number of zeros is uniformly bounded [8, 14] . There is however no precise upper bound known, depending on n and m. In fact there are not so many Hamiltonian perturbation problems, as defined in (1) for which one can calculate precisely the maximal number of zeros of the related integral (4). This is however not the problem we want to study in this paper. We are more concerned in the transfer from results on the zero-set of Iλ(h) to the results on the set of limit cycles of (1) . In the process, people generally try to rely on the Implicit Function Theorem or on extensions of it like the Thom transversality theorem. Of course this requires Iλ(h) to be stable or generic in the sense that its zeros are either simple or unfold in terms of the parameters, as elementary catastrophes. Knowing that the return map with respect to C is C ∞ , everywhere where it is defined, such condition then immediately implies that the limit cycles of X (λ,ε) , for ε near zero, behave exactly like the zeros of the integral Iλ(h), if we restrict to some closed interval contained in C. In fact the set of limit cycles of X (λ,ε) in the ((x, y),λ)-space is, for each ε > 0 sufficiently small, C ∞ diffeomorphic to the zeroset of Iλ(h) in the (h,λ)-space, times a factor S 1 . This observation is immediate near any closed subannulus in the interior of the period annulus and easy to obtain at the nondegenerate singularity in the center. For a thorough study of this last observation, we refer to [4] . Let us observe that in the description till now, we could have replaced C ∞ by analytic without any further change. Fig. 1(b) and (c). The return map as such is not defined then and although one can consider its continuous extension, this extended Poincaré map does in general not have enough differentiability to permit using the traditional techniques derived from the Implicit Function Theorem. If we choose the Hamiltonian to be 0 on the outer boundary and positive on the side of the annulus, then it is well known that in the asymptotic expansion of Iλ(h), for h near zero and positive, one will not only encounter factors h n but also terms h n log h; it can already start with h log h. In the case of the homoclinic loop, as represented in Fig. 1(b) , the problem of transfer could be dealt with. In [9] using the methods of [12] was proven that under certain genericity conditions on Iλ(h), for h near 0, the configuration of limit cycles of X (λ,ε) for ε near 0, is completely analogous to the configuration of zeros of Iλ(h). We could say that the limit cycles shadow the zeros of the integral Iλ(h). A good tool in the description was the notion of Chebyshev system as recalled below. In fact, {1, h, h 2 } and {1, h log h, h} are two examples of Chebyshev systems. On the closed interval [0, 1], linear combinations of such systems of functions induce homeomorphic (although not diffeomorphic) bifurcation sets of zeros. The proof permitting the transfer of results on the zero-set of I to the set of limit cycles of X (λ,ε) was far from being trivial [9] . Nevertheless it gave a faint hope that things would always work out that way. In this paper we want to show that in general the transfer will not work out in the case of the 2-saddle cycle as represented in Fig. 1(c) , even if we keep one of the connections unbroken. The reason is that in the asymptotic development of the true equations governing the limit cycles one also encounters, besides terms h n and h n log h, terms h n log m h with 2 m n. These terms cannot be encountered in the related Abelian integral but they can play a significant role. The first such term, namely h 2 log 2 h, already leads to interesting results in generic families depending on 4 parameters (taking ε into account). In these families one can encounter for ε arbitrarily small, vector fields having four limit cycles close to the 2-saddle cycle. However the related Abelian integral is a generic family of functions depending on 3 parameters and hence, exhibiting at most three simple zeros: not all limit cycles can hence be detected by the Abelian integral.
However the transfer of results is not so obvious near the outer boundary if it contains singularities as in
The phenomenon is rather unexpected, seen the results on the saddle loop and the fact that one connection of the 2-saddle cycle remains unbroken. It shows that the study of a 2-saddle cycle with one unbroken connection is definitely more complex than the saddle loop case. The reason lies in the occurrence of two different compensators that degenerate in the same way for ε → 0.
This complication does however not mean that the information given by the Abelian integral is completely useless. It maybe does not give the precise cyclicity, but at least provides an interesting upper bound in case the Abelian integral is of finite codimension.
The main results in this paper deal with unfoldings X λ of the 2-saddle cycle leaving unbroken one connection (λ = (λ, ε)). To create a good frame for studying these unfoldings we introduce the notions of asymptotic scale of functions (see Definition 1) and of simple asymptotic scale deformation (see Definition 5) . The first is appropriate for the study of Abelian integrals Iλ giving rise to a precise definition of cod Iλ; the second is appropriate for the study of the unfoldings X λ , leading to an appropriate definition of cod X λ . We make a study (see Lemma 2 of Section 4.6) of the precise relation between the two notions of codimension. In any case, this leads (in Theorem 8 of Section 4.6) to a proof that the cyclicity of X λ is finite, in case the codimension of the related Abelian integral is finite. This is an extension of a similar known result for hyperbolic saddle loops, but the precise formula describing the relation between Cycl(X λ ) and cod Iλ is more complicated than it was in the saddle loop case. Also the proof is more involved since the occurrence of different compensators creates new interesting technical problems. The essential technical results on which the proof relies can be found in Propositions 4 and 5 of Section 4.5. A consequence of these results is that, for cod(Iλ) = 3 we have cod(X λ ) = 4 and subsequently Cycl(X λ ) 4. Our next main results deal with the latter showing that in fact Cycl(X λ ) can be equal to 4. This means, that although the related Abelian integral is a trivial oneparameter family of elementary cusp catastrophes (and hence exhibiting at most 3 simple zeros), that the unfolding X λ -in arbitrarily small neighborhoods of the 2-saddle cycle, and for arbitrarily small values of the parameters-can have four simple limit cycles. We show that there in fact occur elementary swallowtail catastrophes of limit cycles.
Let us now describe the contents of the paper. In Section 2 we describe some general results on Abelian integrals near hyperbolic polycycles, stressing on the notion of asymptotic scale of functions.
Section 3 deals with the hyperbolic saddle loop case. We introduce the notion of simple asymptotic scale deformation and show its importance in the study of the number and the bifurcation pattern of the limit cycles. We stress on the delicate points in such treatment.
In Section 4 we start the study of the 2-saddle cycle restricting to perturbations in which one connection remains unbroken. New compensators are introduced leading to an asymptotic scale deformation. Although interesting, it is probably not simple, so that a similar treatment as in Section 3 is not immediately possible. However with an adapted derivationdivision procedure it is possible, after three steps, to obtain a new simple asymptotic scale deformation. It can be used to obtain explicit upper bounds for the cyclicity of unfoldings of finite-codimensional 2-saddle cycles with one unbroken connection.
In Section 5 we make the study of the generic codimension 4 case. It is the case where the related Abelian integral is a generic 3-parameter family of functions exhibiting a triple zero occurring in a generic cusp-catastrophe. The vector field, however exhibits limit cycles of order 4 locally unfolding in a generic swallowtail catastrophe, and hence inducing the occurrence of vector fields having four simple limit cycles.
In Section 6 we say some words about full generic unfoldings of hyperbolic k-saddle cycles with k + 1 parameters. We restrict to the most generic cases, stressing the big difference in between the number of zeros of the Abelian integral, which reveals to be one, and the maximum number of possible limit cycles near the singular cycle, which is at least k, and even strictly bigger than k for k 4.
The study made in this paper is also valid for analytic unfoldings: one has just to replace smooth by analytic everywhere in assumptions and results, to obtain an analytic version.
Let us also observe that there exist polynomial families of planar vector fields exhibiting a generic unfolding of codimension 4, as theoretically studied in Section 5. We know of an example of degree 5 which describes a perturbation from a quadratic Hamiltonian vector field. To check all necessary conditions on such an example is technically quite involved and seen the length of our paper we prefer not to add it. Moreover, it for sure has an interest on itself to report in a detailed way on efficient techniques for checking the required conditions on specific polynomial examples. We intend to treat this in a forthcoming work. We also believe that it should be possible to get similar examples of lower degree.
Generalities on Abelian integrals near hyperbolic polycycles
In this paragraph we suppose that H (x, y) is a smooth function defined on some neighborhood U of the hyperbolic polycycle Γ . This means that Γ is a compact connected curve made by k saddle-type Morse points of H contained in the level H = 0. Moreover, for h > 0 small enough, one has a regular cycle γ h ⊂ {H = h} ∩ U and γ h tends toward Γ in the Hausdorff topology when h → 0. We suppose given a smooth family of 1-forms νλ defined on U with parameterλ ∈ (R p , 0). Let us associate the unfolding of integral functions (called its Abelian integral) defined by
is smooth for h = 0. Moreover I extends continuously at h = 0 but it is not differentiable. Nevertheless its type of nondifferentiability reduces to the presence of linear logarithmic terms. We make this precise, using the notion of formal series asymptotic to a function. We first introduce a precise notion of Chebyshev asymptotic scale of functions that we shall simply call asymptotic scale of functions (for general and basic results about asymptotic scale of functions, see [3, 7] ): Definition 1. An asymptotic scale of functions is a sequence of functions F = {f i } i∈N , smooth on some interval ]0, h 0 ), h 0 > 0, continuous at 0, such that:
) has a constant sign near 0 in ]0, h 0 ), where ∇ is the differential operator
(ii) One can construct inductively the sequences
. .} is defined on some interval [0, h j ) for j 0 and by the induction formula:
, for i 0, one defines the sequence F j +1 on the interval ]0, h j +1 ). (This supposes that ∇f j 1 (h) = 0 for ∀h ∈ ]0, h j +1 ).) (iii) One supposes that the sequences F j have the same property as
) has a constant sign near 0 on ]0, h j ).
Let F = {f i } i 0 be an asymptotic scale. We shall say that the seriesf = ∞ i=0 α i f i is asymptotic to the germ f at 0 ∈ R + (or that f expands in the asymptotic scale
for any N ∈ N. If the function f depends on a parameterλ, i.e. for a family fλ, we will suppose that the coefficients α i are functions ofλ and that the estimation order O(f N +1 (h)) in (6) 
where the a i , b i are smooth coefficients inλ and this series is asymptotic to Iλ in the usual sense as recalled above.
Proof. Taking two transverse sections to Γ near each singular point p i , one on each side of this point, we can decompose Iλ in a sum of 2k terms: 
where A and B are smooth functions. The result for Iλ follows by summation. 2 Remark 1. When H and νλ are analytic, it is easy to prove that Iλ(h) = g(h,λ) + (h,λ) log h where g and are analytic [2] . This implies that the function Iλ is quasiregular in h. The notion of codimension makes sense for unfoldings fλ at 0 ∈ R + , when this unfolding expands in some asymptotic scale of functions {f i }. Of course the value of the codimension depends on the scale one chooses to make the expansion: it may happen that f 0 expands in some scale but that fλ needs a larger scale and we shall define the codimension in this larger scale. For instance, we shall say that fλ(h) =λ 1 +λ 2 h log h + h is of codimension 2 even if fλ =0 ≡ h is of codimension 1 as a differentiable function.
Let fλ(h) be an unfolding which expands in an asymptotic scale of functions F . The number of zeros of fλ(h) that bifurcate from {h = 0} andλ near 0 is called cyclicity of fλ at 0: Cycl(Iλ, 0). Precisely we define: Proof. This result is a simple application of the so-called algorithm of derivation-division, as it appeared in [12] . We will just recall the idea. We start with the expansion:
where we suppose that q = cod(fλ): α i (0) = 0 for i = 0, . . . , q − 1 and α q (0) = 0. We now omit the subscriptλ. Inductively, we produce a sequence of functions
where
Each of these functions is defined in some neighborhood of (0, 0) in R + × V (at each step we derive by ∇ and divide by a function which is nonzero on some interval ]0, h q )). At the qth step we obtain
which is a nonzero function near (0, 0). Then, using the Rolle theorem, we see that fλ has at most q zeros on . We say that F has the Chebyshev property or is a Chebyshev sequence at 0, if and only if for any n ∈ N and any a = (a 0 , . . . , a n−1 ) ∈ R n , the function f a = n−1 i=0 a i f i + f n has at most n zeros on [0, h n ], for some h n < h 0 .
As it is proved in [9] , any asymptotic scale of functions F = {f 0 , f 1 , . . .} on [0, h 0 ) has the Chebyshev property at 0. In fact, it is noticeable that any generic unfolding expanding in any asymptotic scale of functions with the Chebyshev property has a similar bifurcation diagram at 0 ∈ R + . Let us make precise this notion of genericity.
Now, one has the following result. 
(+ or − depending on the sign of f q (h) for h > 0 near 0).
Here, topologically equivalent means that there exists a local homeomorphism of
have the same zeros on [0, h 0 ].
Remark 2.
We just look at the zeros of fλ or P ± β which are in the interval [0, h q ) and the crossing of a zero by 0 is considered as a bifurcation.
Example. Let us consider Iλ(h) =λ 0 +λ 1 h log h + h + · · · withλ = (λ 0 ,λ 1 ) a codimension 2, generic unfolding of Abelian integrals. The bifurcation diagram is topologically equivalent to the one of P β (h) = β 0 + β 1 h + h 2 . The diagram of Iλ(h) includes theλ 1 -axis (a zero of Iλ crosses the origin) and a line D of double zeros. The difference with the diagram of P β is that D has a flat contact with theλ 1 -axis, while the corresponding line of P β is just an arc of parabola. 
Saddle loop
We first recall results about unfoldings of a saddle loop (also called a saddle connection), which is a singular cycle containing just one hyperbolic singular point. In this case, the Abelian integral Iλ is a good approximation for the mapδ λ , which determines the limit cycles. In particular, the codimension of Iλ is an upper bound for the number of limit cycles.
We consider a saddle connection Γ at a hyperbolic saddle point p. Γ ⊂ {H = 0} and {H 0} corresponds to the side where the return map is defined. Let σ be a transverse section to the local stable separatrix of p, contained in Γ . We parameterize σ by the value h of the Hamiltonian function. Let X λ be a smooth unfolding of the Hamiltonian vector field X H , ν λ being its dual form unfolding, and let P (h, λ) be the return map on σ , defined for (h, λ) ∈ ]0, h 0 ) × U . We suppose that p is a saddle point of X λ for any λ ∈ U .
We call δ(h, λ) = P (h, λ) − h, the associated displacement function. The assumption we make is that λ = (λ, ε) and that X (λ,0) ≡ X H . This implies that
for some smooth functionδ that we call the reduced displacement function. Using the Melnikov formula (4), we haveδ
An asymptotic expansion forδ at any order N in h was proved in [12] . We briefly recall this result. Let r(λ) be the ratio of hyperbolicity of the saddle point p of X λ (r(λ) is the ratio of the absolute value of the negative eigenvalue divided by the positive one). We can write r(λ) = 1 + εα(λ, ε) and we introduce the compensator ω εα (h) = ω(h,λ, ε) = 
The 
Remark 3. The function εβ 0 is the h-coordinate on σ of the first intersection of the unstable separatrix, and it is the breaking parameter of the connection Γ . One has α 1 = (1 + O(ε))α and the other parameters α i are related to the normal form of the unfolding X λ at the saddle point p.
The expansion in the theorem is made in a sequence W of functions (the brackets) of the variable h and depending on the parameter (λ, ε):
This sequence W coincides for ε = 0 with the sequence L = {1, h log h, h, . . .} defined in Section 2 for the Abelian integral; the expansion (19) in the theorem coincides for ε = 0 with the expansion of the Abelian integral 
We say that {F i } i∈N is a simple deformation of the asymptotic scale {f i } i∈N if it fulfills the following conditions: 
For each j 0, D j = {F j i } i∈N and the functions
. These sequences are defined by the induction formula )(h, λ) has a constant sign for h > 0 small enough.
Definition 6.
A sequence {F i } i∈N which just verifies the conditions (i) and (ii) above, will be called an asymptotic scale deformation or a deformation of the asymptotic scale {f i } i∈N . Then, a simple asymptotic scale deformation is an asymptotic scale deformation which generates infinitely many new asymptotic scale deformations by the inductive application of the algorithm of derivation-division given by the formula (23) (derivation by ∇ followed by the division by the first function of the sequence).
Remark 4.
The properties for the asymptotic scale {f i } can be deduced from the properties of any simple asymptotic scale deformation {F i }, taking ε = 0.
The sequence W is indeed a simple deformation of the asymptotic scale L = {1, h log h, h, . . .} associated to the Abelian integral. This fact was proven in [12] (without introducing the terminology). In the next section we shall prove a more general result, so we do not recall the proof of this claim. Moreover, let us notice that Theorem 2 produces an expansion of the shift functionδ(h,λ, ε) in this simple asymptotic scale deformation at any order in the following sense.
Moreover the remainder Φ N (h,λ, ε) has the property (R) N , property that we will call remainder property of order N (for the given simple asymptotic scale deformation D): 
Remark 5.
If D is a simple asymptotic scale deformation, the property (R) N simply expresses that the remainder has a similar asymptotic behavior as the function F N +1 . For expansions in the simple asymptotic scale deformation W appearing in Theorem 2, this property was obtained in [12] , by considering an expansion (19) at order 2N + 1. This allows to write the remainder Φ N in (24) as the sum of the terms in the principal part of (19) from order N + 1 to order 2N + 1 plus the remainder Ψ 2N +1 of (19), which is a function of class C 2N +1 and flat at x = 0 at the order 2N + 1. Clearly, the remainder Φ N has the property (R) N .
Let us suppose that F has an expansion at any order in D = {F i }, a simple deformation of the asymptotic scale {f i }. We recall that we have defined the codimension of f (h,λ) = F (h,λ, 0) at h = 0,λ = 0 as the order q of the first nonzero coefficientᾱ j (0) in the series:
It is easy to extend the proof given in Proposition 2 for f (h,λ) to the function F (h,λ, ε) itself. This was done in [12] when F expands in the sequence W but the same proof works for any simple asymptotic scale deformation. So, we have the following result.
Theorem 3. Let F (h,λ, ε) be a function unfolding as above, with an expansion at any order N in a simple deformation {F
As a corollary, one can deduce the following result proved in [12] for unfoldings of saddle loops.
Theorem 4. Let X λ be a perturbation of a Hamiltonian vector field along a saddle loop Γ and let Iλ be the corresponding Abelian integral unfolding. Then
Expansion (24) is reminiscent of the linear combination of functions in a Chebyshev sequence like in Definition 4. It is the case for ε = 0, when the asymptotic scale {f i } i is itself a Chebyshev sequence. Even in this case, it is however not immediate to extract from (24) the precise structure of the bifurcation diagram of the zeros. In fact, expansion (24) is not linear in the parameter (since the coefficients α i appear as well in the functions F i ). As such, it is not possible to extend directly the proof of Theorem 1, where the linear dependence on parameters is essential, to a non-linear expansion like (24) even in the particular case of the sequence W. This case was considered by Mardesic in [9] . In this case, most of the difficulties come from the dependence of the functions F i on the parameter α, through the compensator ω = h εα −1 εα . Fortunately, the difference between ω and its limit log h is small in ε at any order
Let us suppose that Iλ is a generic unfolding of codimension q. Then
This implies that α log h remains bounded on the bifurcation set of Iλ, implying from (28) that
This is the crucial observation allowing Mardesic to prove that, for ε small enough, the bifurcation diagram of the zeros ofδ λ is topologically equivalent to the one of Iλ, times a interval in ε. (These diagrams are defined in terms of number and multiplicity of zeros):
Theorem 5. Let X λ be a perturbation of a Hamiltonian vector field, along a saddle loop, with λ = (λ, ε). Let us suppose that the corresponding Abelian integral
Remark 6. The fact that the ratios in formula (30) go to one when ε goes to zero, is crucial in Mardesic's proof. For a non-Hamiltonian vector field with a saddle loop Γ , it is possible to define a notion of codimension of the connection and of generic unfolding of codimension q. Proposition 2 has an analog in this context: Cycl(X λ ) cod(Γ ) (see [12] ). But, it is not clear whether the bifurcation diagram is a catastrophe-like one, similar to the bifurcation diagram of a polynomial unfolding.
As a conclusion, we have seen that for a saddle loop, the limit cycles of a perturbation X λ of a Hamiltonian vector field, are completely related to the zeros of the corresponding Abelian integral. It is legitimate to define the codimension of the saddle loop unfolding X λ to be the codimension of the associated Abelian integral unfolding, and to say that the unfolding X λ is generic if and only if the unfolding of the Abelian integral is. We shall see in the next section, that it cannot be the same as soon as the number of saddles is 2 or greater than 2, even if the unfolding breaks only one connection. The notions of codimension as well as genericity will not be the same for a vector field unfolding and its related Abelian integral unfolding.
New asymptotic development

The 2-saddle cycle
As announced in the introduction, we want to study the limit cycles that can be created by a 2-saddle cycle Γ in a system (1) such that the phase portrait of the Hamiltonian vector field X H (2), which we unfold, is given in Fig. 3 . The parameter λ = (λ, ε) is in a neighborhood of (0, 0) ∈ R k × R + and the unfolding X λ is a perturbation of the Hamiltonian:
Our study merely deals with a neighborhood of the 2-saddle cycle Γ . In this section, we shall limit ourselves to perturbations leaving unbroken one of the connections, but besides this, we shall work as generally as possible. Near the saddles s 1 and s 2 , we can use normalizing coordinates (see [12] ), denoted respectively by (x, y) and (z, w). In Fig. 3 we represent some transverse sections C 1 , C 2 , C 3 , C 4 corresponding respectively to {y = 1}, {x = 1}, {w = 1} and {z = 1} in the normalizing coordinates; {w = 0} is a point on a local stable separatrix of s 2 and {x = 0} is a point on the unbroken connection.
A first asymptotic expansion for the difference map Δ
For this 2-saddle problem, it is convenient to replace the return map on a transverse section by the difference function Δ between two sections. For this, we consider the transition Δ 1 for X λ from C 1 to C 4 and the transition Δ 2 for −X λ and the same two sections. Let Δ be the difference function:
Δ is a function of x ∈ C 1 , x > 0 and the parameter (λ, ε).
We consider now the two compensators ω 1 and ω 2 associated to X λ and −X λ , respectively at the saddle points s 1 and s 2 :
where the ratios of hyperbolicity of the vector fields X λ and −X λ at the points s 1 and s 2 are equal to 1 + εα 1 (λ, ε) and 1 + εα 2 (λ, ε), respectively. Now, using [12] again, one obtains for Δ 1 and Δ 2 asymptotic expansions at any order, in terms of ω 1 (x,λ, ε) and ω 2 (x,λ, ε), respectively, similar to the expansions for the map δ in the previous section (see Theorem 2) .
For ε = 0, the vector field is Hamiltonian, and the Hamiltonian function H is equal to xy and zw, respectively, in the normalizing coordinates near the saddle points s 1 and s 2 . It follows that Δ 1 − Id, Δ 2 − Id and Δ are divisible by ε. We write:
whereΔ i ,Δ have the same type of expansion as Δ. But now there is no reason to preserve the special grouping of terms in brackets appearing in formula (19) forδ, and having the leading terms linear in the compensator. The asymptotic expansions that we can write forΔ, just have the property that their principal parts are polynomials in x, xω 1 , xω 2 at any order N .
Theorem 6.
LetΔ be the reduced difference function, associated as above to an unfolding of a 2-saddle cycle with an unbroken connection. There exists a sequence of germs at λ = 0, ε = 0 of smooth functions α ij k (λ, ε), i, j, k ∈ N, such that for any N ∈ N, one has the following expansion at order N :
The remainder Ψ N is of class C N and flat at order N in x = 0, for all (λ, ε).
Remark 7.
In fact, each monomial in the principal part of expansion (34) contains at most one of the compensators, but this is without importance as we shall see below.
Now the important difference between the saddle loop case which we have considered in the previous paragraph and the 2-saddle case is the following: we have now two different compensators converging, when ε → 0, toward the same function log x. (In comparison to the previous section, we have replaced h by x in the parameterization of the section C 1 and the integral is now a function of x.) The limit ofΔ is again the Abelian integral when ε → 0:Δ(x,λ, 0) = Iλ(x). This follows from the fact that the difference function Δ is related to the return map P (w, λ) on the section C 4 . Omitting the λ-dependence in the notation, we can write:
and
This gives:
Retaining the terms at the first order in ε, one obtains
which is the desired relation. Taking ε = 0 inΔ, every monomial x i (xω 1 ) j (xω 2 ) k , corresponding to a given value of i and j + k = , converges toward the same function x i (log x) . This degeneracy prevents us to use the expansion (34) to prove directly a result similar to Theorem 3. First, we have to rearrange this expansion in order to avoid this degeneracy phenomenon.
Introduction of new compensators
To begin, we have to make more explicit the first coefficients in the expansion (34). Let us consider the regular transitions R 1 , R 2 and the transitions D 1 , D 2 near the saddle points s 1 , s 2 , respectively (these last transitions are sometimes called Dulac transitions; see Fig. 3 ). In the normalizing coordinates (z, w) we can apply a (parameter dependent) similarity inducing:
On the other hand, we write
with u 1 = 1 + εu. We omit again to mention the λ-dependence. Here and hereafter all coefficients we introduce, as u, u 0 , u 1 , α 0 , α 1 , . . . are supposed to be smooth functions of the parameter (λ, ε). The Dulac maps have the following expansions:
Now, one has
Expanding D 2 • R 2 , we observe that
Here
Hence
where Ψ 1 and Ψ 2 are smooth functions with (45) and (47) we get
On the other side, it is direct to obtain that
Combining (48) and (49)
where |ω| = Sup{|ω 1 |, |ω 2 |}. From Theorem 6, we know that the remainder O(x 2 |ω| 2 ) can be expressed at any order N as:
, where Q N is a polynomial of valuation 2 in x, xω 1 and xω 2 (the valuation is the weakest degree of the monomials in a polynomial) and Φ N is C N and is N -flat at x = 0. Then, putting β = −u 0 we havē
The degeneracy in the first terms corresponds to the fact that ω 1 | ε=0 ≡ ω 2 | ε=0 ≡ log x. We first remove this degeneracy by the introduction of a new compensator
Of course we have with this definition that
we have
This gives that:
and the expansion forΔ:
Let us observe that the three first functions in the expansion (56) converge toward 1, x log x and x, respectively, so that we no longer have a degeneracy in the first terms. It remains now to treat the function Q N where the degeneracy comes from the presence of both ω 1 and ω 2 . The idea now is to eliminate one of these two compensators, let us say ω 2 . For this, we introduce a second new compensator:
Remark 8. In Section 4.4 we shall study the properties of ω 21 and describe its continuous extension along the set {ε(α 2 − α 1 ) = 0}.
If we replace ω 2 by
where F N is a polynomial in x, xω 1 , xω 21 of valuation 1 (F N (0, 0, 0) = 0). We write
. R N is a polynomial in x and xω 1 of valuation 2. We can now rewrite expansion (56):
We can summarize this section in the following theorem. 
The coefficients α ij are smooth functions of the parameter and the remainder Ψ N is C N and flat of order N at x = 0, for all (λ, ε).
In the next section, we shall deduce from F ij , a new simple deformation of the asymptotic scale f ij (x) = x i log j x, −2 j i and i 0. This will allow us to apply Theorem 3 to obtain finite cyclicity results for the unfolding X λ .
Some technicalities 4.4.1. The different compensators
Write ω α =
We introduce also two analytic functions. The first one Φ is defined on R by Φ(u) = e u −1 u if u = 0 and Φ(0) = 1. The second one Ψ is defined on R 2 by
These functions allow the following nice expressions for the different compensators. One has
and hence that
. We see that the value log given to the functions ω 1 , ω 2 , ω 2−1 for εα 1 , εα 2 , ε(α 2 − α 1 ) = 0 respectively, makes these functions continuous for any value of the parameter and of the variable x > 0. We also have
and then
Using this expression, we can extend ω 21 continuously at ε(α 2 − α 1 ) = 0 by
One can deduce useful estimates from formulas (61), (62). One has 0 Φ(u) e |u| and 0 Ψ (u, v) e |u|+|v| . From this, one deduces that
Below, we shall need estimates for the derivatives of the compensators with respect to the parameters. We have that
Let us consider
Derivation properties
Recall that ∇ is the derivation x ∂ ∂x . Let C ∞ (λ) be the space of smooth germs of functions at λ = 0 ∈ R p+1 . One has ∇ω α = x α and, for α,
Let F be the algebra of germs of functions For instance, the function F 11 = x 1+εα 1 ω 2−1 + εxω 21 F N , appearing in expression (59) can be written:
In fact, we can write
As F N has a valuation 1 in (x, xω 1 , xω 21 ) , one has that
The set O is an algebra closed for the differentiation ∇:
Proof. As F is an algebra, the set O is also an algebra as a consequence of the following observation: if φ ∈ F and Φ is differentiable of class C N and N -flat in x at x = 0, for ∀λ, then φΦ is differentiable of class C N −1 and (N − 1)-flat in x at x = 0, for ∀λ. Now the property for O under the derivation for the operator ∇ follows from the fact that a similar property is verified by F . 2
To avoid to have to write positive coefficient functions of the parameter, we introduce the following definition. The proofs in the next paragraph will be based on the following rules of derivation. 
whereG is rational function such thatG(0) |ε=0 = 0.
whereG is rational function such thatG(0)| ε=0 = 0. This means that
Proof. (a) This follows from ∇O ⊂ O and ∇x
Let us consider the first term
εα . Let us consider now the second term
Summing the two terms, we have the desired formula. (c) We have
Using these two formulas in the computation of ∇F we obtain the desired formula in a similar way as in the case (b). 2 Remark 9. In the above proof we have use the following direct observation:
(Of course with different functions O on the two sides.) We shall have other occasions to use this remark in the sequence.
A simple asymptotic scale deformation for unfoldings of the 2-saddle cycle
Probably the sequence {F ij } is not a simple asymptotic scale deformation. In fact, if one tries to prove it, at some point one has to control linear combinations of x εα 1 and x ε(α 2 −α 1 ) (coming from the derivations of ω 1 and ω 2−1 , respectively). But, fortunately enough, after three applications of the algorithm of derivation-division toΔ (with the operator ∇ used instead of 
The G ij (u) are rational functions of u, with coefficients in C ∞ (λ), and such that
Proof. It suffices to define the three successive steps on the successive asymptotic scale deformations that one obtains, beginning with the scale {F ij }. The elements of each scale are defined up to the relation ≈.
First step. One divides by x 1+εα 1 the sequence {F ij }, given as
followed by a derivation by ∇. One obtains the sequence:
again for i 2, 0 j i and rational functions G 1 ij , such that G 1 ij (0)| ε=0 = 0. Second step. One divides by the second function x ε(α 2 −α 1 ) (1 + O) in the above scale, followed by a derivation by ∇. One obtains:
for i 2, 0 j i and rational functions G 2 ij , such that G 2 ij (0)| ε=0 = 0. Third step. One divides by the first function x −1−εα 2 (1+O) in the above scale, followed by a derivation by ∇. One obtains:
for rational functions G ij , such that G ij (0) |ε=0 = 0. We have maintained the 0 in the successive scales to give more transparency to the operations. If we now apply the successive steps to the functionΔ itself, expanded at any order, we obtain expansions of the resulting functionΔ 3 , also at any order, in the scale obtained in the third step. 2
We now want to prove that the last asymptotic scale deformation obtained in the previous proposition is simple: Proof. Observe first that for ε → 0, the sequence W e reduces to the asymptotic sequence L e . The condition (i) in Definition 5 is trivially verified. The quotient of two consecutive functions in the sequence W e is of the form ω 1 +G)(1 + O) , respectively, with a constant sign for x > 0 small enough. This gives the condition (ii).
We now proceed to prove the induction condition (iii) in Definition 5. To simplify the notations, we will just write the principal term for each function in the different sequences. The principal term P of any of these functions is, in fact, multiplied by a term
The operation of division and derivation transform this term into a similar one. Precisely, from Lemma 1 one has that ∇(P M) ≈ (∇P )M, whereM is similar to M. Moreover we indicate the functions just up to the relation ≈. We begin with the sequence W e = Δ 0 :
Application of the operator ∇ gives
We now divide by the first function to obtain
Next we will find Δ 2 = {1,
. .}, and so on. More generally, each sequence Δ i begins with 1, next contains a finite number of terms (perhaps none) with principal part ω − , ∈ N \ {0} followed by terms with principal parts x +εk i α 1 ω +p i , ∈ N \ {0} and k i ∈ Z, p i ∈ N depending just on the sequence. As the sequence Δ 0 , each sequence Δ i verifies the conditions (i), (ii) of Definition 5, once that one restricts x to some interval [0, x i ). 2
2-saddle cycle of finite codimension
We now want to use the results obtained in the last section, in order to prove a result of finite cyclicity when the unfolding has finite codimension. We adopt the following lexicographic order on N × N: (i , j ) (i, j ) if and only if: i > i or i = i and j < j. This order corresponds to the order of flatness at 0 of the sequence f ij = x i log j x. As proved above, we haveΔ(x,λ, 0) ≡ I (x,λ). From Section 2 we know that I (x,λ) expands in the asymptotic scale L = {x i log j x} with 0 j Inf{1, i}. As a consequence, in the expansion ofΔ, given in (60), every coefficient α ij (λ, ε) with j 2 is divisible by ε (and then disappears for ε = 0 in the expansion of I ). The consequence will be that now the Abelian integral cannot control completely the zeros ofΔ, and hence the limit cycles of X λ bifurcating from Γ . We want to analyze this phenomenon more explicitly.
First we recall that the integral Iλ is said to be of finite codimension if one of the coefficients in the formal expansion of I 0 is nonzero. In this case the codimension of Iλ: cod(Iλ) is defined to be the smallest order of such nonzero coefficient in the asymptotic scale L forλ = 0 and ε = 0. It necessarily is one of the coefficients α i0 (0, 0) or α i1 (0, 0). We introduce now the codimension of X λ : cod X λ to be the order of the same coefficient in the asymptotic scale of functions CL = {x i log j x} 0 j i . The relation between these two numbers is given by: Lemma 2. Let cod Iλ = q:
(81)
Now, as the sequence {F ij } reduced after three steps of the algorithm of derivationdivision to a simple deformation of asymptotic scale, we can apply Theorem 3 to obtain:
Theorem 8. Let us suppose that cod X λ is finite. Then
Proof. Let us suppose first that q = cod X λ 3. The algorithm of derivation-division applied three times as in Proposition 4 gives a new functionΔ 3 which expands in the simple deformation of asymptotic scale W e with a codimension equal to q − 3. In fact the remainder term of order q −3 forΔ 3 is deduced from the remainder ofΔ by the application of the three steps of the algorithm. As so, it has the remainder property of order q − 3. It is equivalent to say that the sum of the last term a q−3 (λ)F q−3 in the principal part of the expansion (where a q−3 (0) = 0) and of the remainder can be written as a q−3 (λ)F q−3 × (1 + O). The number of zeros ofΔ 3 is then less than q − 3, as it results from Theorem 3. Now, as this function is obtained fromΔ by three applications of the algorithm, the number of zeros ofΔ itself is bounded by the number q. Let us suppose now that q 2. One writes the expansion ofΔ at order 2:
where one of the three coefficients α 0 (λ, ε), α 11 (λ, ε), α 10 (λ, ε) is not zero at (0, 0). If α 0 (0, 0) = 0, the cyclicity is trivially equal to 0. Let us suppose that α 0 (0, 0) = 0 and α 11 (0, 0) = 0. An application of the operator ∇ to the sequence {F ij } gives the sequence:
and the division by the first term gives a sequence 1, ω
. . and the expansion:
As the coefficientα 11 (0, 0) = α 11 (0, 0) = 0, it follows thatΔ 1 near {x = 0} is locally not zero. Then the cyclicity is less than 1. Finally, let us suppose that α 0 (0, 0) = α 11 (0, 0) = 0 and that α 10 (0, 0) = 0. Two applications of the algorithm of derivation-division gives a functionΔ 2 =α 10 (1 + O) with a coefficientα 10 (0, 0) = 0. Then, the cyclicity is less than 2. 2
The striking point to notice in this result is that the number of limit cycles bifurcating from Γ is no longer bounded in general by the codimension of the Abelian integral as it was the case for unfoldings of saddle loops. This phenomenon appears for cod Iλ 3, because we see that cod(Iλ) = cod X λ if cod Iλ 2 but cod(X λ ) = 4 if cod Iλ = 3.
We shall illustrate this in the next section by giving a generic unfolding X λ with 4 parameters creating 4 limit cycles but only 3 zeros of the corresponding Abelian integral. This phenomenon can be explained in terms of the ε-expansion of the function Δ. The first order in ε is given by the Abelian integral, which expands in the monomials x i and x i log x. At the order ε 2 , there appear new monomials x i log j x with 2 j i. In fact, such an expansion in ε will introduce divergent quantities in x = 0 at order 3 in ε: this appears clearly if in formula (60) we try to introduce the limit log x of the compensators instead of the genuine compensators. The introduction of the compensators, which unfold the function log x, is a way to avoid the divergence of the ε-expansion at x = 0.
Nevertheless, it can be conjectured that, for generic unfoldings of the type considered in this section, the bifurcation diagram for the limit cycles is topologically equivalent to the diagram of the principal part of expansion (60) ofΔ, for a sufficiently large N (depending on the codimension of X λ ), in which we replace the compensators by the function log x, respectively log 2 x, and retain the terms up to order 1 in ε:
This expansion is written for any x > 0 but is not uniform when x → 0 as said above. A proof of this conjecture would be a generalization of Mardesic's results on generic unfoldings of the saddle loop to the generic unfolding of the 2-saddle cycle, breaking just one connection. A consequence of the presence of the parameter ε in this proposed model would be that the bifurcation diagram of the limit cycles would be nontrivial in the ε-direction (in contrast to the case of saddle loops). We will see that this will also be the case when more than one connection is broken.
Generic unfoldings with one unbroken connection of the 2-saddle cycle of codimension 4
Generic conditions
It is well known that (in normal form coordinates) we can write (in agreement with (41))
and that α 1 , B 1 can be found by normal form calculations, since the normal form (for C ∞ -equivalence) of the family X λ at the saddle point s 1 can be written as
Similarly (in agreement with (42))
where α 2 , B 2 can equally be found by normal form calculations, at the saddle point s 2 , for the family −X λ .
Remark 10. Above and hereafter each coefficient
. . is an smooth function of the parameter λ, even if this dependence is not mentioned explicitly.
In agreement with (39) and (40) and using β and u, let us write
for some λ-dependent functions η 1 and η 2 . As such:
in agreement with (51) and with |ω| = max{|ω 1 |, |ω 2 |}. In terms of ω 2−1 as introduced in (52), this leads to the following expression:
As we did in transforming (56) to (59), we use ω 21 , as introduced in (57), and change the expression ofΔ into
From now on, we shall suppose that the Abelian integral Iλ is a generic unfolding of codimension 3 in the sense of Definition 2. This means thatλ ∈ R p with p 3 and that the mappingλ → (u(λ), τ (λ), β(λ) ) is a local submersion of (R p , 0) onto (R 3 , 0) where
Let us notice that τ (0) = α 2 (0) − α 1 (0) = 0. Moreover, part of the supposition is that the coefficient of the term x 2 log x, in the expansion of I 0 is not zero. As this coefficient is equal toB = B(0) where B(λ) = B 2 (λ) − B 1 (λ), this means that
As a consequence of Lemma 2 in the last section, we know that the codimension of the vector field unfolding X λ is equal to 4. We can now make more precise the remainder in expression (96).
Proposition 6. Using the notations of Section 4.6, the reduced displacement mapping of such X λ takes the form:
where B(0) = 0 as it follows from (99).
Proof. The coefficient of the term x 2 ω 1 coincides up to a term O(λ) with the coefficient of the monomial x 2 log x in the expansion of the Abelian integral. Forλ = 0 this last coefficient is equal toB = B(0). Looking at the expressions of D 2 , D 1 , R 2 , R 1 it is easy to verify that the coefficient of the term x 2 is equal to η 2 − η 1 + O(λ). Next, all the terms after this one have an order O(x 3 ω 3 1 ) so that the remainder after the term x 2 is of the form Ox 2 ω 1 . Collecting together these different facts one gets that the remainder after the term x 2 ω 2 1 is equal to
In the proof that we will provide of the occurrence of four limit cycles near a quadruple limit cycle, it will reveal to be necessary to add the following extra genericity condition onδ
We now want to introduce two different types of generic unfoldings of codimension 4. In the first place, it seems natural to consider generic unfoldings X A λ with four parameters (the three parameters needed to unfold generically I plus the parameter ε). Here, one supposes that λ = (λ, ε) withλ ∈ R 3 and that the mappingλ → (u(λ), τ (λ), β(λ) ) is a local diffeomorphism of (R 3 , 0). As usual we takeλ = (u, τ, β) .
In the second place, as the principal part of the expansion (97) ofΔ depends on 4 functions β, τ, u and α 1 it seems also natural to consider generic unfoldings X E λ with 5 parameters, such thatλ ∈ (R 4 , 0) andλ → (u(λ), τ (λ), β(λ), α 1 (λ) ) is a local diffeomorphism of (R 4 , 0). We will then suppose thatλ = (u, τ, β, α 1 ) . For the 4-parameter unfolding X A λ we suppose moreover that
In this case the mapping λ = (λ, ε) → (u, τ, β, γ ), where
is a local diffeomorphism of (R 4 , 0), because
and hence ∂γ ∂ε (0) = 0. From now on we shall suppose that the vector field unfolding is generic in one of the two senses above. It is parametrized by λ = (u, τ, β, ε or γ ) ∈ R 4 near 0 ∈ R 4 or by λ = (u, τ, β, α 1 , ε) ∈ R 5 near 0 ∈ R 5 .
Remark 11. Taking a fixed value α 1 (0) = 0 in the unfolding X E λ we obtain an unfolding of type X A λ , for a small value of the constant α 1 (0). But we will consider also unfoldings X A λ for arbitrary values of α 1 (0).
We will not make a complete study of the bifurcation diagram. We will only prove that in both cases occur swallowtail catastrophes of limit cycles. In the case of X A λ , they occur along a curve in the (λ, ε)-space, for ε > 0, cutting each space {ε = constant} at one parameter valueλ. In the case of X E λ , they occur along a surface in the (λ, ε)-space, cutting each space {ε = constant} along a curve.
Remark 12.
It is quite easy to construct analytic examples of these generic unfoldings X A λ and X E λ by gluing two unfoldings defined near saddle singular points and two unfoldings defined near regular arcs of heteroclinic connections. Of course, such unfoldings are not explicitly defined and it would be more interesting but also more involved to exhibit explicit examples of polynomial unfoldings.
As we know by Theorem 8, the cyclicity of an unfolding of codimension 4 is at most equal to 4. Then, it follows that the cyclicity of the generic unfoldings X A λ or X E λ is equal to 4, as it was announced above.
Looking for quadruple limit cycles
We first consider any unfolding X λ of codimension 4, whose reduced displacement functionΔ has the expression (100). A quadruple limit cycle corresponds to a zero x 0 of order 4 of the reduced displacement function. These zeros of order 4 have the equation:
. We shall use the four steps of the algorithm of derivation-division as described in the proof of Proposition 4. By this method, starting with the functionΔ =Δ λ , one obtains successively the functionsΔ 0
The first one differs fromΔ λ by one division (by a nonzero function) and the others are each obtained from the preceding by one derivation followed by one division. Let us observe that a value x 0 is a zero ofΔ λ of order 4 if and only if
To be more clear and because we will use their explicit expression, we give some details of the computation in the following: 
1 with coefficients analytic in the parameter λ, and verify G i (0) = 0. In particular, we have that
is the inverse of the function factor of τ in the second term of the expansion of
where w 2 is the inverse of the function
factor of β in the first term of the expansion of ∇Δ 1 λ .
where w 3 is the inverse of a function ≈ ∇(
where w 4 is the inverse of a function
This function is chosen to haveΔ 4 λ (x) ≡ B(λ).
Principal parts of the expressions given in the proposition are obtained by direct calculation from these relations, starting with the expansion (100) forΔ λ .
Let us consider now the remainders. We already know that the functions G i (ω
1 with coefficients analytic in the parameter λ, and that they verify G i (0) = 0. Let us concentrate on the precision wanted for the last one G 5 . To obtain it, one has to follow the construction of the preceeding functions G i for i 4. This is rather tedious but direct. The first one G 0 is deduced from the remainder ofΔ given in Proposition 6: putting η =
). Then, applying the results of Section 4.4.2 and, in particular, formula (67), we obtain successively that G 1 (ω
To look for solutions x 0 of (106) for parameter values tending toward zero with x 0 , we introduce rescaled parametersū,τ ,β: 
The arc χ ε is smooth on ]0, e (log ε)/(Kε) ] and χ ε (x 0 ) → 0 ∈ R 4 if x 0 → 0. At 0 one has the following asymptotic orders:
The above estimations are uniform in ε and a is a positive constant which can be chosen arbitrarily small. (More precise estimates will be obtained in the proof.)
Proof. As noticed above, to find the zeros of order 4 it is equivalent to solve Eqs. (111) where x 0 ,ν = (ū,τ ,β) , α 1 and ε are considered as independent variables.
There are essentially two cases to treat: if
> 0, we need to consider εα 1 > 0, while in the other case we need to take εα 1 < 0. The treatment of both cases is very similar. The main change to be made consisting in adding a minus sign to the right-hand side of Eq. (117) below and adopting the subsequent expressions accordingly. We will hence restrict to the case in which
We also assume that α 1 0 and ε 0: the case α 1 0, ε 0 can be treated in a completely similar way.
All the other quantities entering in the formulas, as B, B 1 , B 2 , η 1 , . . . are smooth functions of the parameter λ, and then of (x 0 ,ν, α 1 , ε) as well (with B, for instance, in some closed interval not containing 0). We fix 0 < ε ε 0 , for a ε 0 > 0 small enough and next x 0 such that 0 x 0 X 0 (ε) for a function X 0 (ε) we shall make precise later in the proof (this function will be smooth and flat at ε = 0). These conditions define a conic sector K at the origin of the (x 0 , ε)-space. We want to solve Eqs. (111), that is to say, we want to find valuesū(x 0 , ε),τ (x 0 , ε),β(x 0 , ε), α 1 (x 0 , ε) for (x 0 , ε) ∈ K, such that x 0 is a solution of (111) for these parameter values, with initial conditions:
In order to be able to use the Implicit Function Theorem, we will now derive the functions F i with respect to the parametersū,τ ,β, α 1 . However, the derivative
is not easy to control, in particular, because the equation {F 3 = 0} is singular in α 1 when ε = 0. We prefer to introduce a new rescaled parameter a 1 instead of α 1 , taking into account the expected asymptotic of α 1 (x 0 , ε). First we shall replace the function
Taking into account the properties of the functions of class O, the fact that each term in the expansion ofF having in factor some positive power of x 0 is indeed of class O and the identity sω 1 = e s log x 0 − 1, we can rewrite this function (with a new function O)
This function has the following expression:
where Φ is the rational function in s equal to
The functions G and O are new but G keeps the same expansion as G 5 in (108).
In the expression ofF we consider that the dependence on s is the one which appears explicitly in (115), (116) but we shall also consider that this function depends on x 0 ,λ, α 1 , ε through the coefficients such as Let us introduce now the the positive function s 0 (x 0 ) defined on R + by We consider now the change of variable a 1 → α 1 , scaled by x 0 and ε, which is given by
Let us notice that
). Finally, we replace the functionF by the functioñ
With a mild abuse of notations we shall continue to callF 3 this function after the substitution (118). One has
Recall that s = s(x 0 , a 1 ) is the function defined by (118) and that the functions O tend to 0 for x 0 → 0, and also (108), this equation can be written
, one has the solution a 1 = log L and for this reason we choose to take A = log L. Now, if we take κ small enough, the variation of O(λ) is less than 1 2 (Le A 1 − Le −A 1 ) and we will have a solution any (ν, ε) . = 0 as we are going to show now. One has
Let us determine the orders in x 0 of the different terms entering in this expression (the estimates will be uniform in function of the other parameters)
Next, we see in (116) that Φ is expressed through a rational functionΦ(s, η) with η = 
Also, one has
whereG(ω 
The first term is of order O( ε| log x 0 | ). This gives the estimation
By assumption the function called O in (121) is O(x τ 0 ) for some positive τ . Using the definition and properties of the class O, it is easy to deduce from this that
) for any small positive ρ and as consequence
Finally, collecting all the different estimations and taking in account that s 0 log x 0 → 0 for x 0 → 0, we have
We now choose the function X 0 (ε) such that s 0 (x 0 ) Kε for some constant K small enough. Explicitly, as log x 0 = log s 0 s 0 and the fact that the function s 0 → log s 0 s 0 is strictly monotone for s 0 ∈ ]0, 1] one can choose X 0 (ε) = e (log ε)/(Kε) . With this choice
and estimation (127) implies that the partial derivative
remains in an arbitrarily neighborhood of the value e a 1 , if one takes (x 0 , ε) in the conic sector K(K, ε 0 ) = {0 < ε < ε 0 , 0 x 0 X 0 (ε)} andλ ∈D for K and κ = Sup{ε 0 , diameterD} small enough.
In fact, one has also to verify that the value of α 1 remains in some fixed interval: this was implicitly assumed to establish all the above estimations. Indeed,
which is arbitrarily small if, fixing ε 0 we take K and A 1 small enough.
We have now to consider the other partial derivatives of the functions F 0 , F 1 , F 2 ,F 3 , but this is much more easier. Let us notice that we have
As above, it follows directly from the properties of functions of class O that the diagonal derivatives verify
and that all the other partial derivatives inū,τ ,β are o (1) . For the derivatives in a 1 we have that
. Now because the last functionF 3 is independent ofλ modulo a function of class O we have also that the partial derivatives ofF 3 in function ofū,τ ,β are also o (1) .
Then, we have obtained that the Jacobian matrix
is close to the invertible diagonal matrix whose diagonal terms are equal to 1, 1, 1 and e a 1 (x 0 ,ε) in a whole domain defined by κ and K. We can now apply the Implicit Function Theorem to solve {F 0 = F 1 = F 2 =F 3 = 0} (system equivalent to (111)), in function of u,τ ,β, a 1 . Moreover the solution will be defined above a whole sector K(K, ε 0 ) taking K and ε 0 small enough. Returning to the initial parameters we obtain the ε-family of arcs parametrized by x 0 :
, along which are located the zeros of order 4 ofΔ. Let us now, compute some estimates on the asymptotics with respect to x 0 . We fix some value of ε ∈ ]0, ε 0 [ and, in order to simplify, write α 1 (x 0 ) instead of α 1ε (x 0 ) and so on. In fact, our estimates will be uniform in ε. We can suppose, choosing A 1 < log L that a 1 (0, ε) > 0. From this it follows at once that
We have the same estimate for γ which is equivalent to εα 1 . Also we have that x
. Using the expression of F 2 in (110) we obtain the following estimate:β
In fact,β(x 0 ) is obtained as the difference of two terms each equivalent to x 1/2 0 s 0 (x 0 ) −1 . Then it is not easy to find an exact asymptotic equivalence forβ(x 0 ) and we content ourselves with this order estimate. Looking now at the expression of F 1 we obtain
Here we have used the fact that by assumptionτ (x 0 ) must be bounded having as a consequence that
0τ log x 0 ∼ 1.
Againτ (x 0 ) is a sum of terms which are all equivalent to x 3/4 0 s 0 (x 0 ) −2 . We look now at the expression of F 0 . We need an estimate of ω 2−1 = e ετ log x 0 − 1 ετ .
As ετ x 1/4 0 log x 0 → 0 for x 0 → 0, we have that e ετ log x 0 − 1 ετ log x 0 ∼ 1 and then, that ω 2−1 ∼ log x 0 . The term of principal order is precisely the one containing ω 2−1 . From this we deducē
Observing that s 0 (x 0 ) −1 = o(log x 0 ) and that s 0 (x 0 ) = o(| log x 0 | −1+a ) for any a > 0 we obtain the less precise estimates announced in the theorem. 2
In the following argumentation we continue, as in the proof of Theorem 9, working with the case ε 0, α 1 0. The other cases can be treated similarly.
It can be observed in the above proof that the essential part of the argumentation passes through the variable s = εα 1 which is a symmetric expression in ε and α 1 . This remark allows to reverse completely the role played by these two variables in the family X E λ : for a fixed value of α 1 in some interval ]0, A], with A small enough, one considers the system (111) as a system of equations on the variablesū,τ ,β, ε for fixed values of α 1 and x 0 . As done in (118) for α 1 , we consider a rescaling for the variable ε
The new rescaled variable is called E to underline that we now rescale the variable ε while α 1 > 0 is kept fixed. We obtain a similar expression as (119) for a functionF 3 where we have now substituted (133) and have E instead of a 1 . We can now proceed exactly as in the proof of Theorem 9 to show the existence of a solution in E for the equatioñ F 3 = 0 and to obtain the estimate of
∂E . Some functions depend of course not only on ε through s but also directly on ε. We have to take the partial derivative of these functions in ε which introduce a factor 
The arc χ α 1 is smooth on ]0, e (log α 1 )/(Kα 1 ) ] and χ α 1 (x 0 ) → 0 ∈ R 4 if x 0 → 0. At 0 one has the following asymptotic orders: We want to explain this point a little more. Consider for instance the first case. Fixing a value of ε in ]0, ε 0 ] we can compute the partial derivative
The function a 1 (x 0 , ε) found by the Implicit Function Theorem is bounded as well as its partial derivatives in its whole domain of definition. Then, it follows from the above formula that As a consequence of the unicity of the solution in the Implicit Function Theorem, the two solutions obtained in each theorem must coincide. Then, we have a single solu- ε) ) with continuous limits: We consider now the family X A λ depending on the parameter λ = (u, τ, β, ε) ∈ (R 4 , 0). The coefficient α 1 is now a function of λ. We suppose that the generic conditions (102): α 1 (0) = 0 and (99) are verified (we in fact assume that α 1 (0) > 0). In a similar way as in Theorem 9, we want to solve Eq. (111) for the quadruple limit cycles, in u, τ, β, ε for any fixed small value of x 0 . Let us observe that α 1 (0) is no longer supposed being small, but this is of no importance. On the other side we have not to worry about the asymptotics when α 1 → 0 but we have to take in consideration the fact that α 1 (λ) is a function of λ. The variable s = α 1 ε is a smooth function in λ, regular in ε: ∂s ∂ε (0) = α 1 (0). When a function G depends on ε directly (and no through s), we have the estimate
and we need no longer to bound x 0 in terms of α 1 . Finally, we have the following result. 
Theorem 11 (4-parameter generic unfoldings X A λ ). Let us consider a generic unfolding
The arc χ is smooth on ]0, X 0 ) and χ(x 0 ) → 0 ∈ R 4 if x 0 → 0. At the origin 0, one has the following asymptotic orders: 
Looking for four limit cycles
We can now prove the existence of four limit cycles for arbitrarily small values of the parameter, in the generic unfoldings X A or X E . In fact we will establish a stronger result: the curves χ , χ ε are curves of generic swallowtail catastrophes and so, any point χ(x 0 ) on these curves is limit of a sequence (λ n ) n of parameter values with four nearby limit cycles which converge toward the quadruple limit cycle associated to x 0 , when (λ n ) n → χ(x 0 ).
We first recall some definitions. Let f μ (y) = f (y, μ) be a smooth unfolding of functions of the variable y ∈ R, μ = μ 0 localized at y = 0, with a parameter μ =
Definition 10.
Let f μ (y) and g ν (y) be two 4-parameter unfoldings as above, centered at y = 0 and at the parameter values μ 0 and ν 0 , respectively. We will say that these two unfoldings are (smoothly) contact equivalent if and only if there exists a smooth germ of diffeomorphism ν = ψ(μ) of (R 4 , 0) and a germ of smooth family of diffeomorphisms in y, H μ (y) = H (y, μ) : (R × R 4 , (0, 0)) → (R, 0) such that for all μ, the diffeomorphism H μ send the set of zeros of f μ onto the set of zeros of g ψ(μ) .
A well-known unfolding is the swallowtail catastrophe defined by the polynomial unfolding
Remark 15. The standard swallowtail-catastrophe with three parameters is given by taking ν 3 = 0. In fact, the unfolding P ± ν exhibits a curve Γ of swallowtail-catastrophes which are contact equivalent and the unfolding P ± ν changes in a trivial way along Γ . We introduce here the redundant swallowtail model with four parameters because we will work with four parameters in our application. Definition 11. An unfolding f μ (y) centered at μ = μ 0 with μ = (μ 0 , μ 1 , μ 2 , μ 3 ) , is said to be generic if, writing ∂ i f μ /∂x i = f (i) μ , the following conditions are verified:
The swallowtail-catastrophe is an example of a generic unfolding. Conversely, one has the following characterization Proof. Let us expand the function f μ at order 4 in the variable y:
where the a i are smooth functions of the parameters and ψ is smooth in (y, μ) and Then, up to a diffeomorphism φ in the parameter space, sending μ 0 to the origin, we can suppose that
Now the Division Theorem (see [11] , for instance) allows to write
where U(y, μ) is smooth in (y, μ), such that U(0, 0) > 0 and ν(μ) is smooth in μ. By a direct comparison, this mapping ν(μ) is a diffeomorphism sending 0 to 0. Clearly, the pair (ν • ψ, Id |R) is a contact equivalence between the unfolding f μ and the swallowtailcatastrophe polynomial P ± ν . 2
Definition 12.
A generic unfolding as above will also be called: 4-parameter swallowtailtype unfolding (or bifurcation).
In the previous section we have replaced the derivatives in the variable x by functions obtained by an algorithm of derivation-division. We see now that this does not matter for the verification of the generic conditions of Definition 11. 
Proof. In the sequel we work at the point (0, μ 0 ) and we will not mention it in the formulas. First, using the recurrent definition of the F i , we see that there exist smooth functions v i j (y, μ), for i 1 and 0 j < i, such that
For any unfolding g(y, μ), we will write 
Then the first determinant is nonzero if and only the second one is nonzero. Also, as an immediate consequence of (137) we have that f (0, μ 0 ) = f (1) 
, and under this condition that
This concludes the proof. 2
We now come back to a generic unfolding X A λ or X E λ with its reduced displacement functionΔ λ . In the two cases we considerΔ λ as a 4-parameter unfolding (we keep ε > 0 fixed in the second case and from now on, we no more mention this parameter). Let us consider any value x 0 ∈ [0, X 0 ) and introduce the local coordinate y = x − x 0 . For y near 0, Δ λ is an smooth unfolding with the parameter λ near 0 ∈ R 4 . The rescaling formulas (109), (118), (133) changing u, τ , β inū,τ ,β and ε or α 1 in E or a 1 respectively, define a local smooth equivalence (and then a contact equivalence) betweenΔ λ and a new smooth unfolding f μ (y). Finally, we pass from the partial derivatives ofΔ λ and then of f μ to the functions F 0 , F 1 , F 2 , F 34 used in the proofs of Theorems 9, 10 by the type of formulas we have introduced in Proposition 10.
In conclusion, we have proved the following: 6. Generic unfoldings of a k-saddle cycle with k parameters
Definitions and general setting
We consider now an hyperbolic polycycle Γ with k 2 saddle-type singular points (a k-saddle cycle). We want to recall some results concerning the generic smooth unfoldings with k parameters, the same number as the number of singular points. But now we no longer suppose that some connection remain unbroken. We call {p 1 , . . . , p k } the set of singular point of Γ , labeled in cyclic order (k + 1 ≡ 1). We call Γ i , i = 1, . . . , k, the separatrix connecting p i and p i+1 . Let us consider an unfolding X λ with λ ∈ R k near 0 ∈ R k , unfolding defined near the k-saddle cycle Γ of X 0 .
The bifurcation diagram for generic 2-parameter unfoldings of 2-saddle cycles is described, for instance, in [5] . More generally, the generic k-parameter unfoldings of k-saddle cycles were studied in a systematic way by Mourtada [10] . At any smooth unfolding X λ one can associate 2k smooth functions of the parameters: Let us recall the definition of genericity introduced by Mourtada. Mourtada proved in [10] that, for any k 1, the cyclicity of any generic k-parameter unfolding of a k-saddle cycle is bounded by a universal bound M(k) (depending just on k). Remark that, depending on k more than one generic unfolding may exist, up to topological equivalence of unfoldings. For Mourtada's number holds M(k) = k for k = 1, 2, 3 but rather unexpectedly M(4) = 5 and M(k) becomes much larger than k when k → ∞.
Let us return now to the unfoldings of Hamiltonian vector fields which are the subject of this paper. One can easily transpose the generic conditions of Mourtada into generic conditions for Hamiltonian unfoldings.
Definition 14 (Generic unfoldings of a Hamiltonian k-saddle cycle).
Let us consider a Hamiltonian vector field X H with a k-saddle cycle Γ ⊂ {H = 0}, boundary of an annulus of closed Hamiltonian cycles on the side {H 0}. A perturbation X λ of X H is said to be a generic k-parameter unfolding if λ is, in fact, a parameter at the origin of R k+1 : λ = (λ, ε) with ε ∈ [0, ε 0 ) andλ ∈ (R k , 0). 
The fact that the β i are assumed to be independent parameters and the generic condition i α i (0, 0) = 0, implies that Iλ is a generic unfolding of codimension equal to 1. This means, as it is proved in Section 2 that one and only one zero of the Abelian integral bifurcates from {h = 0}.
On the other hand, for any fixed small positive ε, the unfolding β → X (β,ε) is generic in the sense of Definition 13 and then can have a cyclicity equal to M(k). In other words, one can find a sequence (β n (ε)) n converging toward 0 ∈ R k such that each X (β n (ε),ε) has M(k) limit cycles which converge toward Γ when n → 0. Given now a sequence (ε m ) → 0, we can extract by the diagonal method a subsequence (β n(m) (ε m )) m whose corresponding set of M(k) limit cycles converge toward Γ when m → 0. Then, the cyclicity of the Hamiltonian unfolding X β,ε is at least equal to M(k).
In conclusion, when one breaks more than one connection, the Abelian integral I β (h) is a very bad approximation of the displacement functionδ (β,ε) which enters in the expression of the Poincaré map P β,ε (h) = h + εδ (β,ε) (h) : the Abelian integral has only one zero while the functionδ has at least k zeros which are associated to the limit cycles bifurcating from Γ . We can say that almost all the limit cycles cannot be traced by the Abelian integral when the unfolding breaks more than one connection of the polycycle.
We shall illustrate this phenomena associated to limit cycles, by the study of the 2-saddle cycle.
Example of the 2-saddle cycle
We have already encountered the 2-saddle cycle in Sections 4, 5 and we want to use the same notation for the singular points s 1 , s 2 the transitions maps Δ 1 near s 1 for X λ and Δ 2 near s 2 for −X λ . We also consider the difference function Δ = Δ 2 − Δ 1 rather than the function δ as we did in Sections 4, 5. The corresponding ratios of hyperbolicity are 1 + εα i (β, ε), i = 1, 2. A difference with the study made in Sections 4, 5 is that one considers now two different breaking parameters: the old one, defined on a transverse section Σ 1 (denoted by C 4 in Fig. 3) , which breaks the lower connection from s 1 to s 2 as in Section 4, called εβ 1 ; a new one, defined on a transverse section Σ 2 (denoted by C 1 in Fig. 3) , which breaks the upper connection (from s 2 to s 1 ), called εβ 2 . One orients Σ 1 upward and Σ 2 downward. See Fig. 4 We again use a variable called x on Σ 2 instead of h ({x = 0} being the point on the stable separatrix of X λ at s 1 , and {w = 0} being the point on the stable separatrix of −X λ at s 2 , for any λ).
One can write
Δ 2 (X) = 1 + εu 2 (λ) X 1+εα 2 1 + εΨ 2 (X, λ) .
Here X = x + εβ 2 , λ = (β 1 , β 2 , ε) and Ψ 1 , Ψ 2 are Mourtada-type functions (see [10] ) which are also functions in the algebra O defined in Section 4. The conditions of genericity are α 1 (0, 0) = 0, α 2 (0, 0) = 0 and α 1 (0, 0) = α 2 (0, 0). The study of such a generic unfolding was made in [6] , and we just recall the results: the bifurcation diagram of the limit cycles given by the zeros of the functionΔ (β,ε) = 
The bifurcation diagram for I reduces to a curve Z tangent at the origin to the line {β 1 = β 2 }. Let us suppose, for instance, that α 1 > 0, α 2 > 0 and α 1 − α 2 > 0. One finds one zero for β below this line and none for β above.
For ε > 0 the curve Z has a continuation consisting of an arc R starting at the origin in the first quadrant {β 1 > 0, β 2 > 0} and of a second arc L starting at the origin in the quadrant {β 1 < 0, β 2 < 0}. Along L one has a connection at the point s 2 (left connection) and along R a connection at s 1 (right connection). Then, the bifurcation diagram is completed by an arc D of double (semi-stable) limit cycles. This arc D starts at the origin in the first quadrant, above the arc R. Moreover it can be proven that these different arcs have a vertical tangent at the origin.
One finds 1 limit cycle below the curve L ∪ R, no limit cycle above the curve L ∪ D and 2 limit cycles inside the tongue between D and R. Of course one has to draw these different figures for different values of ε as a unique one in the 3-parameter space (β 1 , β 2 , ε). The curves are then organized in three surfaces called again L, R, D. This is shown in Fig. 5 (under the conditions α 1 > 0, α 2 > 0 and α 1 − α 2 > 0). An important point to observe is that the bifurcation diagram is no longer trivial in the ε-direction as it is the case for the generic unfoldings of a regular Hamiltonian cycle, of a regular center or of a saddle loop, where the first two cases follow from catastrophe theory and the third one has been treated by P. Madesic, as we have recalled in Section 3.
This lack of triviality corresponds to the fact that the bifurcation diagram of the Abelian integral (found at ε = 0) is not preserved as a bifurcation diagram of the limit cycles: half of the curve Z is split into a tongue containing more limit cycles than the number of zeros of the Abelian integral.
One can see this as the existence of limit cycles escaping from the validity domain of the Abelian integral. For any x 0 > 0, there exist an interval in ε, let us say [0, ε(x 0 )) and an interval [x 0 − η(x 0 ), x 0 + η(x 0 )] ⊂ R + * where all the limit cycles are related to zeros of the Abelian integral (as a consequence of the Implicit Function Theorem). One can give an estimate of ε(x 0 ), using the properties of the Mourtada-type functions. For a fixed value of the parameter β 2 > 0 one finds that ε(x 0 ) ∼ 1 β 2 x 0 | log x 0 | −1 . This condition defines the domain of validity of the Abelian integral or I -domain, as a tongue in the space (x 0 , ε) between the graph of the function ε(x 0 ) and the x 0 -axis.
Consider now the outer limit cycle γ out , i.e. the one corresponding to the smallest root x out of the equation for the limit cycles, when the parameter is chosen inside the tongue between R and D. A direct calculation shows that x out ∼ εβ 2 . Then, chosen β 2 > 0, one sees that the limit cycle associated to x out (the outer limit cycle) escapes from the I -domain: it corresponds to an arc (ε, x out (ε)) which approaches to (0, 0) outside the I -domain, when ε → 0. See Fig. 6 .
