A number of techniques have been developed to characterize the attosecond emission from high-order-harmonic sources. These techniques are broadly classified as ex situ, where the attosecond pulse train photoionizes a target gas in the presence of an infrared field, and in situ, where the measurement takes place in the medium in which the attosecond pulses are generated. It is accepted that ex situ techniques measure the characteristics of the electromagnetic field, including the phase of the recombination transition moment of the emitting atom or molecule, when the phase of the second medium is known. However, there is debate about whether in situ techniques measure the electromagnetic field, or only the characteristics of the recolliding electron before recombination occurs. We show numerically that in situ measurements are not sensitive to the recombination phase, when implemented in the perturbative regime as originally envisioned, and that they do not measure the electromagnetic phase of the emission.
I. INTRODUCTION
Attosecond pulses are produced by the process of highorder-harmonic generation (HHG), usually in gases [1] [2] [3] , but recently also in solids [4, 5] . Because these pulses have an optical frequency that lies in the extreme ultraviolet (XUV) or soft x-ray spectrum (10-1000 eV), they are challenging to characterize. For example, techniques that are used to characterize short pulses in the visible and near infrared cannot be used because optical components such as beam splitters and second-harmonic crystals will not work in the XUV.
A variety of techniques have been developed to characterize attosecond pulses. Nonlinear (two-photon) techniques require high intensity attosecond pulses that are currently achieved only in a few laboratories [6, 7] . One advantage of the XUV spectral character is that atoms can be photoionized. Therefore most techniques rely on using the attosecond pulses to photoionize target atoms. The observable is the electron kinetic energy spectrum emitted by the atoms, usually in the presence of an infrared laser field to dress the ionization process. In this paper, we refer to these techniques as ex situ, because the measurement takes place in a second medium. There is a second class of measurements in which the highorder-harmonic process is weakly perturbed by a dressing field in the generating medium itself. The spectrum of the high-order-harmonic spectrum emitted from the generating medium is then used to characterize the pulses. We refer to this second class of techniques as in situ, because the measurement takes place directly in the generating medium. Reference [8] reviews these two approaches and contains a number * Corresponding author: michael.spanner@nrc.ca of references to various attosecond pulse characterization techniques.
Attosecond pulses are usually produced as a train of pulses, but with some effort can be produced as a single isolated attosecond pulse [9] . Here we will only discuss measurements of attosecond pulse trains. Because an attosecond pulse is emitted during every half-optical cycle of the driving laser, the spectrum must be composed of integer harmonics of the driving laser frequency, separated by twice the laser frequency. Because of the alternating left-right symmetry of the emission, the emitted spectrum must be composed of odd integer harmonics. By measuring both the amplitude A q and phase φ q of each of these harmonic orders q, one can reconstruct the attosecond pulse train as E(t) = q A q exp(iqω 0 t + iφ q ), where q are odd integers and ω 0 is the driving laser frequency [10] . It is possible to measure the harmonic phase φ q of a target atom or molecule by interfering the emission with that of a reference atom, the so-called mixed-gas approach [11] [12] [13] .
Although in situ techniques are sometimes thought to be equivalent to ex situ ones, we will show that that is not true, at least for certain in situ techniques. The difference between the two methods lies in the inclusion of the transition dipole matrix element of the atom or molecule that generates the HHG. Measuring the recombination phase is important in, e.g., reconstructing molecular orbitals [14] . According to the three-step model [15] of HHG, an electron is removed from the atom by the intense driving laser field. When the field changes direction in the next half-optical cycle, the electron is driven back to the atom, and it recombines. In doing so, it emits a photon whose energy is the sum of the kinetic energy of the electron plus the ionization potential of the atom. The phase of the emission is composed of individual phases from all three steps, the most important of which are the phase accumulated by the free electron over its trajectory, and the recombination phase. The recombination phase is associated with the photoionization phase of the same atom or molecule through time reversal arguments. The clearest example of photoionization phase jumps are those associated with Cooper minima in atoms; for example, the Cooper minimum seen in argon [16] .
We will show that in situ techniques that use a weak perturbing field are not sensitive to the recombination phase of the atom, such as the Cooper minimum phase jump, whereas ex situ techniques are sensitive to the recombination phase. Thus in situ techniques can be used to characterize attosecond pulse trains, but only up to the recombination phase.
We use the word "perturbative" to refer to the effect of adding a weak second-harmonic field to the strong fundamental pulse. The process of HHG itself is highly nonperturbative. It has been shown that a photon picture can be used to describe the effect of a weak second-harmonic field on the HHG process [17] . It is this perturbative model that is needed to interpret in situ measurements.
II. EX SITU TECHNIQUES
The first measurements of attosecond pulses were done using ex situ techniques. The first such technique [10, 18] was called RABBIT (reconstruction of attosecond beating by interference of two-photon transitions, also referred to as RABITT). In the RABBIT technique, the attosecond pulse train is focused into a second gas jet containing a reference atom such as neon. Each attosecond pulse creates a burst of photoelectrons, and due to the periodicity of the pulse train, the electron kinetic energy distribution is concentrated around peaks associated with the discrete high-order-harmonic spectrum, i.e., odd harmonics. A relatively weak infrared field (≈10 12 W/cm 2 ), derived from the laser pulse that generates the high-order-harmonic emission in the first gas jet, is focused together with the attosecond pulse train in the second gas jet. The infrared field serves to couple together adjacent photoelectron energy peaks. After photoionization, the infrared field causes continuum-continuum transitions, resulting in the formation of sidebands. The sidebands can be produced through two different quantum paths, either absorbing or emitting one infrared photon, i.e., ω q = (q + 1)ω 0 − ω 0 , or ω q = (q − 1)ω 0 + ω 0 , where q is an even integer and ω 0 is the infrared laser central frequency.
Due to interference between the two quantum paths, the amplitude of the sidebands oscillate as the time delay τ between the attosecond pulse train and the laser pulse varies. The sideband intensity S q ∝ sin(2ω 0 τ + φ q−1 − φ q+1 + φ atom q−1 − φ atom q+1 ), where φ are the harmonic phases, and φ atom is the photoionization phase of the target atom. Assuming that the photoionization phase is known or is flat, this provides a measure of the harmonic phases φ q .
Since the introduction of RABBIT, a variety of similar techniques have been developed [19] [20] [21] [22] [23] to characterize both attosecond pulse trains and isolated attosecond pulses. All of these techniques rely on photoionizing a target atom with the attosecond pulses.
III. IN SITU TECHNIQUES
The in situ class of attosecond pulse measurements is distinguished from ex situ techniques, in that the measurement takes place in the same medium that is used to generate the attosecond pulses. This approach is somewhat simpler experimentally than ex situ techniques because no photoelectron spectrometer is needed. The first such technique was introduced by Dudovitch et al. [24] . Here, a second laser pulse at the second harmonic of the generating infrared laser pulse is focused collinearly with the generating pulse into the generating medium. The 2ω 0 pulse has an intensity that is typically less than 1% of the main pulse. The weak perturbing pulse breaks the left-right symmetry of the highorder-harmonic generation process, leading to the emission of even harmonics of the infrared laser frequency. Just as with the RABBIT technique, the delay τ between the two pulses causes a modulation in the intensity of the even harmonic order sidebands. This modulation then determines the harmonic phase φ q .
A variety of related in situ techniques have been developed. Using a perpendicular 2ω 0 field, both the ionization and recombination times of each harmonic can be measured [25] . Using a noncollinear 2ω 0 pulse, an isolated attosecond pulse was characterized both in time and in space [26] .
Here we briefly describe the original collinear in situ technique [24] . The strong field approximation (SFA) is commonly used to calculate HHG emission [27] . The expression for the time-dependent dipole d(t) is
Here ψ 0 is the one-electron wave function describing the ground state, k is the canonical momentum, A is the vector potential of the laser field,
2 /2 is the classical action of the continuum electron, and I p is the ionization potential. Time t represents the time of emission, and t represents the time of ionization. The classical action S 1 is the integral of the kinetic energy of the continuum electron.
Dudovich et al. [24] showed that a weak second harmonic field with vector potential A 2 sin(2ω 0 t + φ) has the effect of changing the classical action
Here v is the velocity of the unperturbed electron trajectory. The additional phase σ is added to the electron trajectory for one half-optical cycle, and is subtracted on the next half-optical cycle. This phase difference causes a slight difference in the emission phase for positive and negative half-cycles, causing a symmetry breaking and leading to the emission of even harmonics. The analysis in Dudovich et al. [24] showed that the optical phase difference φ max q which maximized the even harmonic order q gives a measure of the emission time of that harmonic, and that the effect of the Coulomb potential was negligible.
We note here that, in the limit of a weak perturbing field amplitude, the second harmonic field only enters into the expression for S 2 which replaces S 1 in Eq. (1). It does not change the recombination dipole moment. (If the second harmonic field is increased in intensity such that it is no longer a weak perturbation, then higher order corrections to the SFA model are introduced, and each of the three steps of the HHG process can be affected.) Our analysis suggests that in situ measurements are not sensitive to the recombination dipole moment phase. We confirm this conjecture later in this paper.
IV. TIME-DEPENDENT SCHRÖDINGER EQUATION SIMULATIONS
Here we perform numerical experiments to investigate both approaches to attosecond pulse characterization. We numerically calculate the emission from a model atom that has a phase jump engineered into its recombination dipole matrix element. We can use the attosecond pulse train emitted from the model atom to photoionize a second atom with a flat phase, and record the photoelectron kinetic energy spectrum in the presence of a weak infrared field, just as the RABBIT technique. Alternately, we can perturb the highorder-harmonic generation process with a parallel polarized 2ω 0 field in an analog to the original in situ technique, and see whether the phase jump is present in the measurement.
We numerically solve the single-electron one-dimensional time-dependent Schrödinger equation (TDSE) in the dipole approximation
where V (x) is the core potential and E(t) is the electric field of the laser. Hartree atomic units ( = m e = e = 1) are used for all equations. The TDSE was solved using the standard Fourier split-operator method. The HHG spectrum W HHG (ω) is computed from the Fourier transform of the dipole acceleration
whered(t) is calculated using Ehrenfest's theorem [28] 
When simulating the RABBIT technique, we first compute the HHG emission E HHG (t) ≡d(t), and then use E HHG (t) as an input electric field for a second simulation that models the RABBIT measurement. The specific procedure for this RABBIT simulation is elaborated further below. HHG from two model soft-core systems is considered, as shown in Fig. 1 . The first is an atomiclike potential (V 1 ) which does not exhibit a phase jump in the HHG spectrum, and the second is a two-center potential (V 2 ) which does show a phase jump. These two potentials are defined as 
where a 1 = 1.17, a 2 = 1, and R = 1.8 a.u. In the following, we consider the HHG from the ground state of both systems, which were found by propagating in complex time. The ionization potentials for the two systems are 16.0 eV (for atomic) and 16.2 eV (for two-center).
In order to generate a clear and sharp phase jump in the harmonic emission, we remove the first excited state from the propagation of the two-center system. This has the effect of drastically reducing both the polarizability and the field-induced distortions of the initial state. Formally, this is accomplished by using the modified Hamiltonian H → P 1 H P 1 , where P 1 = 1 − |ϕ 1 ϕ 1 | is the projection operator that projects out the first excited state |ϕ 1 (see Fig. 1 ). In practice, this modified Hamiltonian is implemented by propagating with the original Hamiltonian, but then applying P 1 to the wave function after each step and renormalizing. To separate the long and short trajectory contributions to the HHG emission, which is also essential for generating a clean phase jump in the two-center model, a complex absorbing boundary is used in the simulations to remove the part of the continuum wave packet that corresponds to the long trajectories. The parameters of the absorbing boundary were tuned by monitoring a window Fourier transform ofd(t). For the intensity used in the results presented below, we found that an absorbing width of 26 a.u. that was turned on at position x = 54 a.u. was adequate when using the absorbing boundary outlined in [29] . The resulting harmonic spectra plotted below then contain only contributions corresponding to the short trajectories. The harmonic spectrum generated from these model systems is shown in Figs. 2 and 3 . These HHG spectra were generated by applying a ten-cycle flattop pulse of 1600 nm (ω 0 = 0.775 eV = 0.0285 a.u.) radiation defined as E(t) = E 0 sin(ω 0 t). ) is the ponderomotive potential. The atomic system shows a smooth amplitude and phase structure across the harmonic plateau, while the two-center system exhibits a clear minimum in the amplitude at harmonic order 61 with a corresponding π phase jump at the same harmonic. Within the three-step model [15] , the phase jump seen in Fig. 3 originates from the recombination step.
A. Modeling the in situ technique
In order to model the in situ measurement, we add a second harmonic field with 1% electric field amplitude,
where ϕ 2 is the relative phase between the two colors. An example HHG spectrum for the two-center potential using this two-color field with ϕ 2 = 0 is shown in Fig. 4 . As discussed above, the addition of the second harmonic breaks the spatial symmetry of the problem and leads to the emission of evenorder harmonics that can be seen in Fig. 4 . Following the prescription for the in situ measurement [24] , the HHG spectra were calculated for all phases between ϕ 2 = 0 and π . Figure 5 plots the amplitudes of all the even harmonics (integrated over each individual spectral peak) as a function of ϕ 2 , for both model systems. These amplitudes have been normalized to the peak value as a function of ϕ 2 for each even order. The white circles in Fig. 5 track the position of the maximum of each even order as a function of ϕ 2 . In the in situ method [24] , the position of the peaks (the curve traced out by connecting the white circles) is used to retrieve phase and timing information related to the emission of each harmonic. From Fig. 5 , it is seen that the even harmonics for both the atomic and two-center potentials are essentially identical. Importantly, there is no hint of any differences near harmonic order 60 where one might expect to see the phase jump present in the harmonics for the 
FIG. 5.
In situ even-order harmonics. The intensities of the even harmonic orders are taken from Fig. 4 as a function of the relative phase ϕ 2 between the 1600-and 800-nm laser fields (vertical axis). The color scale indicates the intensity ratio. The white circles show the positions at which the even harmonic intensity is maximized. By comparing the emission from a single-well potential (top) with that from a two-center potential (bottom), it can be seen that the in situ measurement does not show a phase jump at H60. two-center system. These results demonstrate that the in situ measurement is not sensitive to the phase of the recombination step.
B. Modeling the ex situ technique
To model the ex situ (or RABBIT) technique, the HHG radiation from Figs. 2 and 3, which was generated by the single-color driving field, is used as an input field to a second simulation that now computes photoelectron spectra. For the ionization target used to model the RABBIT measurement we use a soft-core single-center potential with the soft-core parameter of a 1 = 1.59 that corresponds to an I p of 12.3 eV. In addition to the HHG radiation, the RABBIT method also uses a weak IR field to streak the photoelectrons ejected by the HHG radiation, which generates sidebands on the photoelectron peaks that interfere to reveal the relative phase of the different harmonics present in the HHG radiation.
In order to generate a clean photoelectron spectrum, some preconditioning of the HHG radiation was applied before using in the RABBIT simulations. A Hann window function is first applied to the HHG radiation E HHG (t) ≡d(t) computed above:
where T max is the total time range of the simulation that computed E HHG (t), which was ten cycles of the 1600-nm driving field. Applying the Hann window cleans up any possible edge-related artifacts and discontinuities that might be present in the numerically computed harmonic radiation E HHG (t). Next, E HHG (t) is put through a high-pass Fourier filter that removes the sub-I p harmonics below harmonic 6 . Example of the photoelectron kinetic energy spectrum from a RABBIT measurement. The electromagnetic field emitted from the two-center potential (Fig. 3) is used to photoionize a target gas. A weak 1600-nm laser field is used to dress the photoionization process for the RABBIT measurement, producing sidebands on the photoelectron peaks. The resulting continuum photoelectron spectrum
is plotted as a function of kinetic energy.
order 20, which become increasingly intense for lower frequencies. This high-pass filtering removes the possibility that the intense sub-I p harmonics can streak the photoelectrons generated by single-photon ionization from the plateau region, and also ensures that we avoid accessing possible bound state resonances within the photoionization target atom. It should be noted that this preconditioning and filtering procedure does not alter the relative phases across the plateau region of the HHG spectrum. As required by the RABBIT method, the (filtered) harmonic radiation is added to weak radiation at the fundamental frequency to give the mixed field
where the weak fundamental had the intensity of 1.4 × 10 9 W/cm 2 (E w = 0.0002 a.u.), and the phase ϕ R controls the relative timing between the fundamental and the harmonic radiation E HHG (t). The Schrödinger equation, Eq. (4), is numerically solved with this E(t) for a time range of ten cycles of the fundamental. In order to ensure that our computational grid is large enough to accommodate the full continuum wave function as is spreads away from the core, we use a spatial grid with a range of 5120 a.u. and a total number of points 2 15 . The resulting continuum wave function c (x) is extracted by taking the final wave function and projecting out the ground and first excited states. The photoelectron energy spectrum is than computed by Fourier transforming the wave function from space to momentum, (p) = T F [ (x)], and plotting against the kinetic energy p 2 /2. An example photoelectron spectrum is shown in Fig. 6 using the HHG emission from the two-center potential V 2 and for a RABBIT phase of ϕ R = 0. Also shown in Fig. 6 is the mapping of kinetic energy to the corresponding harmonic order (O H ) using the relation O H = (p 2 /2 − I p )/ω 0 , where I p is ionization potential of the target atom used in the RABBIT measurement. Figure 7 plots the integrated amplitudes of the photoelectron peaks corresponding to the even harmonic orders as a function of the RABBIT phase ϕ R . The white circles track the maxima of the even-order peaks, as was done in Fig. 5 . It can be seen that there is a sharp jump in the position of the maxima around harmonic order 60 for the RABBIT simulations of the two-center potential that is not present in the RABBIT simulation of the atomiclike potential. This jump signals the presence of the π phase jump seen in the HHG spectra of the two-center seen in Fig. 3 , and demonstrates that, unlike the case for the in situ method, the RABBIT method is indeed sensitive to the phase structures present in the recombination step of the HHG process.
V. CONCLUSION
We have shown that the in situ attosecond pulse characterization technique, in which a copolarized second harmonic of the driving laser is used to perturb the high-order-harmonic process in the generating medium, is not sensitive to the atomic recombination phase, when the 2ω 0 field is weak enough such that only the lowest order perturbation is active. On the other hand, ex situ techniques such as RABBIT include the atomic phase twice-the recombination phase of the generating atom and the photoionization phase of the detecting atom. This finding likely also applies to the noncollinear in situ version [26, 30] , although we have not explicitly demonstrated it in this paper.
There are situations in which in situ measurements do not need to be sensitive to the recombination phase, such as when one wishes to characterize the motion of the electron. In those cases, it is desirable not to include the recombination phase. Examples of this class of measurements are where the time of ionization and recombination are measured [25] , or when the band structure of a solid is probed [5] .
Note that the phase jump in Fig. 7 is only visible in two harmonic orders around H60. Because this measurement gives the derivative of the spectral phase, (φ q+1 − φ q−1 )/2ω 0 , the phases above and below the phase jump are unchanged. Such a phase jump is usually associated with a minimum in the harmonic emission. Therefore it can be experimentally difficult to identify such a sharp phase jump.
