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”A arte da previsa˜o consiste em
antecipar o que acontecera´ e depois





O Volume Me´dio Dia´rio Anual (VMDA) e´ um valor muito importante quando
discute-se tra´fego urbano. A partir dele, os departamentos de traˆnsito podem adotar
diferentes tipos de iniciativa visando sempre a seguranc¸a e a fluidez nas vias urbanas.
Diretamente ligado ao VMDA, esta´ o volume total de ve´ıculos no percorrer do ano,
que foi o foco principal de nosso estudo.
Envolvido em um projeto nacional com participac¸a˜o de outras universidades
brasileiras, esse trabalho visa prever o volume total de ve´ıculos que circulam em
certas intersec¸o˜es de estudo. Tal previsa˜o ajudara´, entre outros pontos, na decisa˜o
de medidas pu´blicas para esses mesmos locais.
As previso˜es do volume total de ve´ıculos no ano sera˜o feitas por se´ries temporais
utilizando o banco de dados fornecido pelo Departamento de Traˆnsito do Distrito
Federal (DETRAN-DF) e observac¸o˜es coletadas em campo por Claude (2012). En-
tretanto, tal base apresentou nu´mero inesperado de missings e sub-registros, o que
levou a` utilizac¸a˜o de me´todos de imputac¸a˜o a fim de ter observac¸o˜es razoavelmente
confia´veis para aplicac¸a˜o das se´ries temporais.
Palavras-chaves: se´ries temporais, imputac¸a˜o de dados, intersec¸a˜o, fator de ex-
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O mercado automobil´ıstico brasileiro vem atraindo muitos consumidores do pa´ıs.
Em grande parte, isso e´ justificado pela precariedade do transporte pu´blico. Uma
vez que os brasileiros na˜o podem contar com a pontualidade, conforto e assiduidade
de oˆnibus e metroˆ, a populac¸a˜o procura meios para adquirir um ve´ıculo pro´prio. Tal
acontecimento e´ uma das causas pela qual a frota de carros circulantes no Brasil
cresce incessantemente.
Em contrapartida, a largura das vias urbanas, o sistema de seguranc¸a via´rio como
sema´foros e faixas de pedestres, bem como outros fatores diretamente ligados a` mo-
vimentac¸a˜o desses ve´ıculos permanecem muitas vezes inalterados, sem acompanhar
o crescimento do nu´mero de automo´veis nas ruas.
Um dos motivos para que na˜o haja uma constante modificac¸a˜o na estrutura via´ria
do pa´ıs e´ que os o´rga˜os gestores de traˆnsito atuantes em a´reas urbanas na˜o tem,
em geral, meios para fazer contagens espec´ıficas regulares para a determinac¸a˜o do
Volume Me´dio Dia´rio (VMD) nas vias (trechos e intersec¸o˜es) sob sua jurisdic¸a˜o, pelo
menos de um modo abrangente. Segundo o Departamento Nacional de Infraestrutura
de Transportes (DNIT, 2006), VMD e´ o nu´mero me´dio de ve´ıculos que, durante um
certo per´ıodo de tempo, percorrem uma sec¸a˜o ou trecho de uma rodovia por dia.
Quando na˜o se especifica o per´ıodo considerado, pressupo˜e-se que se trata de um
ano, assim como sera´ tratado nesse trabalho especificamente.
Atualmente, entretanto, a maioria desses o´rga˜os utiliza equipamentos de fisca-
lizac¸a˜o eletroˆnica (metrolo´gicos e na˜o-metrolo´gicos) que, ale´m da func¸a˜o espec´ıfica
de fiscalizac¸a˜o, armazenam dados de volume agregados em diferentes n´ıveis. No en-
tanto, esses equipamentos apresentam falhas durante a sua operac¸a˜o a` longo prazo,
caracterizadas por auseˆncia de contagens em alguns per´ıodos e sub-contagens em
outros. Normalmente, os maiores problemas ocorrem quando falta energia no local
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onde esta´ instalado o aparelho. Por isso, a utilizac¸a˜o direta dos dados de volume
fornecidos pelos mesmos na˜o e´ recomenda´vel. Ou seja, e´ importante que se estabe-
lec¸am procedimentos de verificac¸a˜o e ajuste desses dados de modo a permitir sua
utilizac¸a˜o pelo o´rga˜o de traˆnsito para atividades referentes a`:
• revisa˜o e atualizac¸a˜o de planos semafo´ricos de tempo fixo;
• identificac¸a˜o de trechos e intersec¸o˜es cr´ıticas por meio do ca´lculo da taxa de
acidentes e taxa de severidade para diferentes locais;
• estimativa de valores de VMD para trechos e intersec¸o˜es na˜o controlados pelos
equipamentos de fiscalizac¸a˜o por meio da expansa˜o de contagens de curta du-
rac¸a˜o, com o uso de fatores de expansa˜o e fatores de crescimento dos volumes,
extra´ıdos de dados coletados por equipamentos localizados nas proximidades
do ponto de interesse.
O u´ltimo to´pico apresentado sera´ o mais explorado no decorrer deste trabalho.
A ideia e´ modelar se´ries temporais a fim de estimar o volume anual de carros para
pontos sem equipamento de fiscalizac¸a˜o.
1.1 Objetivos
O objetivo geral do trabalho e´ ajustar modelos de se´ries temporais nos dados
fornecidos por equipamentos eletroˆnicos do Departamento Estadual de Traˆnsito do
Distrito Federal (DETRAN-DF). A finalidade de tais modelos, ale´m de estimar o
volume de carros que circularam em anos anteriores nas intersec¸o˜es onde na˜o existem
tais aparelhos, e´ prever essa mesma informac¸a˜o para o ano em vigeˆncia nesses mesmos
locais sem observac¸o˜es pre´vias.
Os objetivos espec´ıficos sa˜o:
• Executar o me´todo de reamostragem de Jackknife (Rupert G. Miller, 1964),
(Efron e Tibshirani, 1994), (Shao e Tu, 1995) e (Cochran, 1977) a fim de
identificar sub-registros no banco de dados fornecido pelo DETRAN-DF;
• Realizar imputac¸a˜o de dados nos casos identificados pelo item anterior assim
como nos valores faltantes (missings);
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• Identificar os hora´rios, dias e equipamentos cujos registros sa˜o mais bem com-








O Co´digo de Traˆnsito Brasileiro (Brasil, 1997) define intersec¸a˜o como todo
cruzamento em n´ıvel, entroncamento ou bifurcac¸a˜o, incluindo as a´reas formadas
por tais cruzamentos, entroncamentos ou bifurcac¸o˜es. Exemplos de intersec¸o˜es sa˜o
apresentados na Figura 2.1.
Figura 2.1: Exemplos de intersec¸o˜es.
Fonte: Google Earth
Para realizar a contagem volume´trica de ve´ıculos que circulam nas intersec¸o˜es,
pode-se contar com radares fixos, mais conhecidos localmente como“pardais”. Como
o pro´prio nome diz, tais radares sa˜o afixados em lugares estrate´gicos das intersec¸o˜es
e trabalham continuamente. Sa˜o alimentados por energia ele´trica de corrente alter-
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nada e na falta dessa, um nobreak integrado possibilita mais um curto per´ıodo de
trabalho. Na sec¸a˜o a seguir, sera˜o introduzidos maiores detalhes sobre tais registra-
dores.
2.2 Equipamentos eletroˆnicos
O radar fixo mais utilizado no DF que realiza a contagem volume´trica e´ o Re-
gistrador de Infrac¸o˜es de Traˆnsito 200 (RIT 200) e suas variac¸o˜es (RIT 200F e RIT
200F), fabricados pela ENGEBRAS S/A. Na Figura 2.2, tem-se uma foto do cla´ssico
radar. Ele possui uma estrutura resistente a vandalismos e intempe´ries.
Figura 2.2: Registrador de Infrac¸o˜es de Traˆnsito 200 (RIT 200).
Fonte: Engebras
Sabe-se que a maior aplicac¸a˜o desse registrador e´ a fiscalizac¸a˜o e controle de
tra´fego, pore´m a instalac¸a˜o desse permite tambe´m o registro do volume a cada hora
de carros nas faixas por ele abrangidas. O controle eletroˆnico e´ feito atrave´s de
um microprocessador. Uma visa˜o do interior do equipamento e´ ilustrada na Figura
2.3, que pode ser encontrada na Portaria n.◦ 449 de 19 de novembro de 2009 do
Instituto Nacional de Metrologia, Normalizac¸a˜o e Qualidade Industrial (INMETRO).
O equipamento detecta a passagem de ve´ıculos atrave´s de sensores instalados na via.
O esquema de instalac¸a˜o do equipamento e´ apresentado nas Figuras 2.4 e 2.5.
Cada uma das treˆs linhas de sensores apresentadas na Figura 2.5 possui bobinas
instaladas no interior do asfalto que, conjuntamente, produzem campos eletromag-
ne´ticos. Uma vez que os ve´ıculos sa˜o formados por componentes ferromagne´ticos, o
campo magne´tico e´ desativado no exato momento em que um automo´vel passa pelo
primeiro sensor e reativado ao acionar o segundo sensor.
Dessa forma, a contagem volume´trica e´ de fa´cil obtenc¸a˜o. Basta saber quantas
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vezes o campo magne´tico foi desativado e reativado durante um certo per´ıodo. Todos
os dados sa˜o gravados no computador interno do equipamento (Figura 2.3).
A raza˜o de instalar treˆs linhas de sensores e´ para o ca´lculo da velocidade do
ve´ıculo. Suponha que um automo´vel esteja na primeira faixa de rolamento. O radar
usara´ enta˜o os sensores L1 e L2 para contar o tempo entre as duas linhas. Uma
vez que a distaˆncia entre esses dois pontos e´ conhecida, calcula-se a velocidade do
ve´ıculo, que sera´ recalculada e comparada logo em seguida pelos lac¸os L2 e L3.
Comparando as duas velocidades, o computador do equipamento verifica se elas
coincidem. Estando corretas e, desde que estejam acima da velocidade permitida



































































































































































































DESENHO ANEXO À PORTARIA INMETRO/DIMEL N.º 449, DE 19 DE novembro DE 2009 
 
FABRICANTE:  

















Se´rie temporal e´ todo conjunto de observac¸o˜es que sa˜o ordenadas no tempo. Ela
pode ser classificada em se´rie cont´ınua ou discreta. As discretas sa˜o aquelas obser-
vadas em instantes igualmente espac¸ados (dias, semanas, meses, entre outros). Por
outro lado, as cont´ınuas sa˜o se´ries onde as observac¸o˜es sa˜o coletadas sem pausa. O
registro de um eletrocardiograma e´ um exemplo de se´rie cont´ınua. Essas sa˜o comu-
mente discretizadas para facilitar a estimac¸a˜o. Pode-se utilizar modelos parame´tricos
e na˜o-parame´tricos para estimac¸a˜o.
Entre os interesses de estudar uma se´rie temporal Xt, destacam-se:
• fazer previso˜es de valores futuros;
• analisar o comportamento da se´rie;
• procurar periodicidades interessantes na visa˜o do pesquisador.
A decomposic¸a˜o cla´ssica de uma se´rie temporal Xt e´ da seguinte forma:
Xt = Tt + St + t (3.1)
sendo que Tt representa a tendeˆncia, St a sazonalidade e t e´ um ru´ıdo branco, ou
seja, e´ uma componente aleato´ria de me´dia zero, variaˆncia constante estritamente
positiva σ2 e E(t, h) = 0. O modelo 3.1 e´ chamado aditivo. Ele e´ adequado
quando uma componente na˜o depende da outra. Caso contra´rio, usa-se o modelo
multiplicativo
Xt = Tt × St × t (3.2)
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que pode ser facilmente transformado em aditivo tomando o logaritmo em ambos os
lados da igualdade.
Com os modelos 3.1 e 3.2, o problema que se apresenta e´ modelar as treˆs compo-
nentes. Estima-se enta˜o uma mistura de polinoˆmios e func¸o˜es trigonome´tricas para
representar f(t) = Tt + St. O inconveniente de tais modelos e´ que a na˜o correlac¸a˜o
entre os erros t e´ raramente verificada nos casos reais.
A metodologia mais usual e pra´tica (intitulada abordagem de Box e Jenkins) con-
siste em ajustar os modelos parame´tricos auto-regressivos integrados me´dias mo´veis
(ARIMA), mais detalhados na sec¸a˜o 3.5. A raza˜o da notoriedade desses modelos e´
que eles fornecem previso˜es o´timas no sentido do erro quadra´tico me´dio. Segundo
Morettin e Toloi (2006), a u´nica desvantagem da utilizac¸a˜o da metodologia de Box
e Jenkins e´ que ela requer certa experieˆncia, conhecimento e um software onde a
te´cnica esteja bem implementada. Detalhes dessa metodologia sa˜o encontrados na
pro´pria obra de Box et al. (2008) e no livro de Brockwell e Davis (2002).
3.2 Processos Estoca´sticos
As se´ries temporais sa˜o, na verdade, observac¸o˜es da trajeto´ria de um processo
estoca´stico, ou seja, observac¸o˜es de uma famı´lia de varia´veis (Xt)t∈Z. A seguir, e´
apresentada a definic¸a˜o formal de um processo estoca´stico.
Definic¸a˜o 1. Um processo estoca´stico e´ uma famı´lia (Xt)t∈T , tal que, para cada
t ∈ T , Xt e´ uma varia´vel aleato´ria. T e´ um conjunto de ı´ndices.
Uma suposic¸a˜o frequente para modelagem de se´ries temporais e´ que essa seja
estaciona´ria.
Definic¸a˜o 2. Um processo estoca´stico (Xt)t∈T e´ fracamente estaciona´rio se e so-
mente se
(i) E {Xt} = µ, constante para todo t ∈ T ;
(ii) E {Xt} <∞, para todo t ∈ T ;
(iii) γ(t1, t2) = Cov {Xt1 , Xt2} e´ uma func¸a˜o de |t1 − t2|
Caso (Xt)t∈Z seja um processo estaciona´rio real discreto e de me´dia zero, o fator
de autocovariaˆncia γ(r) = Cov {Xt, Xt+r} = E {XtXt+r} satisfaz as propriedades:
12
(i) γ(0) > 0;
(ii) γ(−r) = γ(r);
(iii) |γ(r)| ≤ γ(0);





aiajγτi−τj ≥ 0 (3.3)
para quaisquer nu´meros reais a1, . . . , an e τ1, . . . , τn de Z.
Essas propriedades sa˜o de grande uso para realizar o diagno´stico dos modelos
ARIMA (Sec¸a˜o 3.5.8).
3.3 Tendeˆncia
Pela Definic¸a˜o 2, a estacionariedade de uma se´rie e´ verificada quando ela tem uma
me´dia µ finita e constante, que na˜o dependa do tempo t. Entretanto, grande parte
das se´ries sa˜o na˜o-estaciona´rias nesse aspecto, pois apresentam uma certa tendeˆncia
que pode ou na˜o ser linear. Caso sejam estaciona´rias, as observac¸o˜es da se´rie flutuam
em torno de uma reta constante.
Para exemplificar graficamente essa componente, a Figura 3.1a ilustra uma se´rie
sem tendeˆncia, ja´ que as observac¸o˜es oscilam em torno de uma me´dia constante
pro´xima ao zero. A Figura 3.1b exemplifica uma se´rie com tendeˆncia linear, pois as
observac¸o˜es seguem claramente uma reta crescente ao passar do tempo, logo ela e´
na˜o-estaciona´ria. Essa u´ltima figura e´ o gra´fico da venda mensal de passagens ae´reas
de uma certa companhia entre 1949 e 1960. Logo, era de se esperar que, ao passar
dos anos, o nu´mero de passageiros aumentasse de uma forma linear, pois tanto a
demanda quanto a oferta crescem anualmente.
Caso queira-se eliminar a tendeˆncia de uma se´rie, deve-se transformar os dados
originais. Para isso, tomam-se diferenc¸as sucessivas da se´rie original ate´ eliminar a
componente. A diferenc¸a de ordem um de (Xt)t∈Z e´ definida por:
∆Xt = Xt −Xt−1 (3.4)
A segunda diferenc¸a e´
∆2Xt = ∆ [∆Xt] = Xt − 2Xt−1 +Xt−2 (3.5)
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Normalmente, com apenas uma ou duas diferenc¸as, consegue-se eliminar a ten-
deˆncia. A Figura 3.2 apresenta o resultado da diferenciac¸a˜o simples da se´rie ante-
riormente exposta na Figura 3.1b. Percebe-se enta˜o que a primeira diferenc¸a ja´ foi
suficiente para eliminac¸a˜o da tendeˆncia.
(a) Se´rie sem tendeˆncia (b) Se´rie com tendeˆncia
Figura 3.1: Exemplos de Tendeˆncia
Figura 3.2: Exemplo de Diferenciac¸a˜o
3.4 Sazonalidade
Como o pro´prio nome diz, sazonalidade e´ um fenoˆmeno que ocorre com certa
similaridade em per´ıodos parecidos. Por exemplo, a Figura 3.3a e´ um caso de se´rie
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com sazonalidade, pois nota-se um comportamento parecido a cada ano: a tempe-
ratura nos primeiros meses sa˜o sempre altas e no meio do ano, baixas. Ja´ o gra´fico
da bolsa de valores de Sa˜o Paulo, apresentado na Figura 3.3b, na˜o tem uma sazona-
lidade clara. A Figura 3.1b e´ um exemplo de se´rie com tendeˆncia e sazonalidade ao
mesmo tempo.
(a) Se´rie Com Sazonalidade (b) Se´rie Sem Sazonalidade
Figura 3.3: Exemplos de Sazonalidade
Outro ponto importante de se notar e´ que a diferenciac¸a˜o torna a se´rie estacio-
na´ria, mas preserva sua sazonalidade. Tal fato pode ser facilmente verificado com
a diferenciac¸a˜o da se´rie de passagens ae´reas (Figura 3.2). Observa-se tambe´m que
tal se´rie e´ heteroceda´stica uma vez que sua variaˆncia na˜o e´ constante. Os u´ltimos
dados observados variam mais que os primeiros. Como de costume, nesses casos
modificam-se os dados utilizando a transformac¸a˜o Box-Cox. Nesse exemplo, ao to-
mar o logaritmo e diferenciar em seguida, tem-se os dados apresentados na Figura
3.4.
Figura 3.4: Exemplo de transformac¸a˜o logar´ıtmica
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3.5 Modelos ARIMA
Como foi dito na Sec¸a˜o 3.1, a metodologia mais usual de ana´lise de se´ries tem-
porais e´ ajustar modelos auto-regressivos integrados me´dias mo´veis, ARIMA(p,d,q)
(Box et al., 2008). Nessa metodologia, a construc¸a˜o do modelo e´ feita de forma
iterativa. Primeiramente, com base na ana´lise de autocorrelac¸o˜es, identifica-se um
modelo, ou seja, os valores de p, d e q sa˜o escolhidos. Em seguida, estima-se os
paraˆmetros para o modelo identificado. Por fim, realiza-se o diagno´stico do modelo
ajustado. Essas etapas sa˜o repetidas quantas vezes necessa´rias para comparac¸a˜o de
modelos.
3.5.1 Modelos AR
De uma forma geral, o modelo auto-regressivo (AR) de ordem p e´ apresentado a
seguir:
φp(B)Xt = t (3.7)
Sendo
φp(B) = 1− ϕ1B − ϕ2B2 − . . .− ϕpBp (3.8)
t um ru´ıdo branco e B o operador de translac¸a˜o para o passado:
BXt = Xt−1, BmXt = Xt−m (3.9)
Existe uma infinidade de soluc¸o˜es que resolvem a equac¸a˜o 3.7. Entretanto, uma
soluc¸a˜o sera´ estaciona´ria e canoˆnica se e somente se todas as ra´ızes do polinoˆmio
φp(B) forem, em mo´dulo, maiores que um.
Como exemplo, segue o modelo auto-regressivo de ordem 1, AR(1):
Xt − ϕXt−1 = t (3.10)
Nesse caso, tem-se φp(B) = 1 − ϕB. A raiz desse polinoˆmio e´ B = ϕ−1. O
modelo 3.10 sera´ enta˜o estaciona´rio e canoˆnico se e somente se |ϕ−1| > 1, ou seja,
|ϕ| < 1.
3.5.2 Modelos MA
O modelo de me´dias mo´veis (MA) de ordem q e´ da forma:
Xt = Θq(B)t (3.11)
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Novamente, t e´ um ru´ıdo branco e B o operador de translac¸a˜o para o passado.
Tem-se ainda ainda
Θq(B) = 1− θ1B − θ2B2 − . . .− θqBq (3.12)
Se todas as ra´ızes do polinoˆmio Θq(B) forem, em mo´dulo, maiores que um,
verifica-se a condic¸a˜o de invertibilidade de um modelo MA(q).
Considere o modelo MA(1):
Xt = t − θt−1 (3.13)
A raiz do polinoˆmio Θq(B) = 1− θB e´ B = θ−1. Assume-se enta˜o que o modelo
3.13 esta´ na forma invert´ıvel se e somente se |θ−1| > 1, ou seja, |θ| < 1.
3.5.3 Modelos ARMA
Muitas vezes, os modelos AR e MA encontrados como mais adequados para um
conjunto de dados tem va´rios paraˆmetros. Isso, ale´m de demandar certo tempo
de estimac¸a˜o, na˜o e´ uma soluc¸a˜o parcimoniosa. Uma alternativa seria enta˜o de
combinar esses dois modelos de forma que haja uma reduc¸a˜o considera´vel no nu´mero
de paraˆmetros a estimar. Sendo assim, tem-se enta˜o os modelos auto-regressivos e
de me´dias mo´veis (ARMA).
O modelo ARMA (p, q) e´ da forma:
φp(B)Xt = Θq(B)t (3.14)
φp(B) e Θq(B) foram definidos nas Equac¸o˜es 3.8 e 3.12. As condic¸o˜es para
estacionariedade, canonicidade e invertibilidade do modelo ARMA continuam sendo
aquelas apresentadas anteriormente, ou seja, todas as ra´ızes dos polinoˆmios φp(B) e
Θq(B) devem estar fora do disco unita´rio.
O modelo Xt = 0, 8Xt−1 + t − 0, 3t−1 e´ um exemplo de processo ARMA(1,1)
estaciona´rio, canoˆnico e invert´ıvel, pois |ϕ| = 0, 8 < 1 e |θ| = 0, 3 < 1.
3.5.4 Modelos ARIMA
Os modelos AR, MA e ARMA sa˜o apropriados para descrever se´ries sem tendeˆn-
cia. Entretanto, como citado na sec¸a˜o 3.3, muitas se´ries possuem tendeˆncias, sejam
elas lineares ou na˜o. Caso a se´rie Xt apresente essa componente, utiliza-se o operador
da diferenc¸a, definido na Equac¸a˜o 3.6. Supondo que seja necessa´ria a utilizac¸a˜o da
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diferenc¸a de ordem d para que Xt perca sua tendeˆncia, tomar-se-a´ Wt = ∆
dXt, onde
Wt e´ uma se´rie sem tendeˆncia. Dessa forma, a aplicac¸a˜o dos modelos ARMA em
Wt, que e´ uma diferenc¸a de Xt, torna-se via´vel. Por definic¸a˜o, tem-se enta˜o que Xt e´
uma integral de Wt. Por essa raza˜o, o modelo a seguir e´ chamado de auto-regressivo,
integrado e de me´dias mo´veis, ARIMA(p, d, q):
φp(B)∆
dXt = Θq(B)t (3.15)
Logo abaixo, tem-se um processo ARIMA(1,1,1):
(1− ϕB)∆Xt = (1− θB)t (3.16)
(1− ϕB)(1−B)Xt = (1− θB)t (3.17)
[1− (1 + ϕ)B + ϕB2]Xt = (1− θB)t (3.18)
Xt − (1 + ϕ)Xt−1 + ϕXt−2 = t − θt−1 (3.19)
Se |ϕ| > 1 e |θ| > 1, o processo 3.19 e´ estaciona´rio, canoˆnico e invert´ıvel.
Vale notar que e´ poss´ıvel obter os modelos AR, MA e ARMA controlando p, d e
q do modelo ARIMA. Por exemplo, se d = q = 0, o modelo ARIMA(p, d, q) resultara´
em um AR(p).
3.5.5 Modelos SARIMA
Os modelos ARIMA foram desenvolvidos para se´ries com a componente tendeˆn-
cia. De forma similar, o modelo ARIMA sazonal multiplicativo (SARIMA) lida com
a componente sazonalidade. Supondo que Xt tenha uma sazonalidade de periodici-




dXt = ΘQ(B)Θq(B)t (3.20)
Sendo
φP (B) = 1− ϕ∗1BS − ϕ∗2B2S − . . .− ϕ∗pBpS (3.21)




Dados observados mensalmente, como aqueles ilustrados nas Figuras 3.1b e 3.3a,
tem periodicidade S = 12.
Novamente, na˜o e´ dif´ıcil perceber que pode-se obter os modelos apresentados
anteriormente a partir de um modelo SARIMA. Um processo MA(q), por exemplo,
e´ um SARIMA{(0, 0, 0)S, (0, 0, q)}.
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3.5.6 Estimac¸a˜o
A segunda etapa da metodologia desenvolvida por Box e Jenkis e´ a estimac¸a˜o dos
paraˆmetros do modelo identificado. Dois dos me´todos empregados para estimar os
paraˆmetros sa˜o: Me´todo dos Momentos e Me´todo de Ma´xima Verossimilhanc¸a. Em
certos casos, a utilizac¸a˜o de procedimentos iterativos na˜o-lineares sera´ necessa´ria.
Para maiores detalhes de estimac¸a˜o, veja Box et al. (2008), Morettin e Toloi (2006)
ou Brockwell e Davis (2002).
3.5.7 Escolha do modelo
Tendo em ma˜os alguns modelos ARMA ja´ estimados, deve-se enta˜o compara´-los
para escolher aquele que parece ser o melhor. Dois me´todos de comparac¸a˜o entre
modelos mais utilizados sa˜o o Crite´rio de Informac¸a˜o de Akaike (AIC) (Akaike,
1974) e o Crite´rio de Informac¸a˜o Bayesiano (BIC) (Akaike, 1977), (Rissanen, 1978)
e (Schwartz, 1978). Sugere-se escolher o modelo ARIMA(p, d, q) cujas ordens p e q
minimizam o valor de AIC ou de BIC.
AIC(p, d, q) = N ln(σˆ2 ) +
N
N − d 2(p+ q + 1 + δd0) +N ln(2pi) +N (3.24)







1 se d = 0
0 se d 6= 0 (3.26)
Um terceiro me´todo de comparac¸a˜o e´ citado por Pindyck (2004). Ele trata do
coeficiente de desigualdade de Theil. Definindo yst , y
a
t e T como valor estimado, valor






















Sendo que U pode assumir valores entre 0 e 1. E´ fa´cil verificar que quanto mais
pro´ximo de 0, melhor e´ o modelo estimado, pois neste caso, yst = y
a
t ,∀t.
3.5.8 Diagno´stico do modelo
Uma das formas de diagno´stico e´ analisar os res´ıduos do modelo. Suponha que
o modelo escolhido seja um ARIMA(p, d, q) estaciona´rio, canoˆnico e invert´ıvel apre-
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sentado na equac¸a˜o 3.15. Se este for um modelo que satisfac¸a as condic¸o˜es de Box
e Jenkins, pode-se escrever t = Θ
−1
q (B)φp(B)∆
dXt de forma que t seja um ru´ıdo
branco. Ou seja, ao analisar os gra´ficos de autocorrelac¸o˜es dos res´ıduos, na˜o deve-se





Como foi dito no cap´ıtulo 1, a utilizac¸a˜o direta do banco de dados fornecido pelo
DETRAN-DF na˜o e´ recomendada devido a problemas comuns como sub-registros na
falta de energia. Com a finalidade de obter dados mais confia´veis, sera˜o imputados
valores no banco. Para identificac¸a˜o dos valores que devem ser imputados, a te´cnica
de reamostragem de Jackknife sera´ utilizada. Ale´m dessa imputac¸a˜o melhorar a es-
timac¸a˜o da se´rie temporal, esse estudo servira´ como aux´ılio na escolha de intersec¸o˜es
onde a coleta de dados sera´ mais u´til, pois ter-se-a´ conhecimento de quais equipa-
mentos funcionaram melhor, ou seja, aqueles que estavam ligados a maior parte do
tempo e na˜o computaram muitos sub-registros.
4.2 Estrutura
O banco consta de dados dispon´ıveis por hora, por dia, por meˆs e por ano, para
29 equipamentos diferentes de contagem volume´trica veicular.
Deficieˆncias observadas:
• Inexisteˆncia de dados registrados para determinados hora´rios de um dia;
• Inexisteˆncia de dados registrados para determinados dias da semana (todos os
hora´rios sem dados registrados);
• Valores observados em determinados hora´rios bastante discrepantes dos regis-
trados para o mesmo dia da semana de um mesmo meˆs/ano.
Devido a esses problemas citados, um tratamento de dados sera´ feito. Na sec¸a˜o
a seguir sera´ explicado como manipular o banco de dados para a futura ana´lise.
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4.3 Tratamento dos dados de cada equipamento
Esse tratamento e´ aplica´vel para cada meˆs/ano. No decorrer desse texto, sera´
usado o termo conjunto para se referir a cada um dos 7 conjuntos formados pelos
diferentes dias da semana (domingo a` sa´bado) e dia para se referir a cada elemento
de um determinado conjunto. As etapas do tratamento sera˜o as seguintes:
4.3.1 Agrupamento dos dados de volumes hora´rios de cada
dia em func¸a˜o do dia da semana
Sera˜o formados 7 conjuntos de dias, referentes aos seguintes tipos de dias da
semana: 1- Domingo e Feriado; 2- Segunda; 3- Terc¸a; 4- Quarta; 5- Quinta; 6-
Sexta; 7- Sa´bado. O nu´mero de elementos de cada conjunto dependera´ do meˆs e ano
pertinentes.
4.3.2 Construc¸a˜o da base de dados imputada
Aplicar o me´todo de imputac¸a˜o de dados (Sec¸a˜o 4.4) para:
- atribuir valores de volumes hora´rios para os casos em que estes volumes forem
faltantes (missings);
- atribuir valores de volumes hora´rios para o caso em que estes volumes estiverem
fora do que seria esperado para o hora´rio, levando em conta o respectivo dia
da semana (o conjunto a que pertencem).
Apo´s a imputac¸a˜o, havera´ dois bancos de dados que sera˜o comparados mais
adiante para um estudo de consisteˆncia: Banco Original (antes da imputac¸a˜o) e
Banco Imputado.
4.3.3 Me´todos de limpeza dos bancos
Tendo em pose os dois bancos (Original e Imputado), sera˜o adotados dois me´-
todos de limpeza de dados a fim de calcular fatores de expansa˜o diferentes. Dessa
forma, sera´ poss´ıvel comparar fatores obtidos a partir de quatro bases de dados dis-
tintas: aplicando o Me´todo 1 no Banco Original e em seguida no Banco Imputado,
assim como o Me´todo 2 em ambos os bancos. Tais me´todos de limpeza sa˜o descritos
a seguir:
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Me´todos de limpeza 1
(a) para cada equipamento, ano e meˆs, os conjuntos que na˜o tiverem pelo menos
um dia com contagem volume´trica em todos os hora´rios sera˜o retirados da base
de dados;
(b) para os dias de cada conjunto com informac¸o˜es para todos os hora´rios sera˜o
calculados os volumes dia´rios;
(c) os volumes dia´rios calculados em (b) sera˜o usados para calcular o volume me´dio
dia´rio do conjunto correspondente;
(d) o volume me´dio dia´rio calculado em (c) sera´ adotado como o valor do volume
dia´rio representativo do conjunto;
(e) o volume mensal sera´ calculado pela soma dos volumes dia´rios representativos de
cada conjunto, multiplicados pelo nu´mero de dias do conjunto a que se referem;
(f) considerando os volumes hora´rios dos dias usados para calcular o volume me´-
dio dia´rio de cada conjunto (ver letra b), calcular os volumes me´dios hora´rios
correspondentes.
Me´todos de limpeza 2
(a) para cada equipamento, ano e meˆs, os conjuntos que na˜o tiverem todos os dias
com contagem volume´trica em todos os hora´rios sera˜o retirados da base de dados;
(b) para os dias de cada conjunto com informac¸o˜es para todos os hora´rios sera˜o
calculados os volumes dia´rios;
(c) os volumes dia´rios calculados em (b) sera˜o usados para calcular o volume me´dio
dia´rio do conjunto correspondente;
(d) o volume me´dio dia´rio calculado em (c) sera´ adotado como o valor do volume
dia´rio representativo do conjunto;
(e) o volume mensal sera´ calculado pela soma dos volumes dia´rios representativos de
cada conjunto, multiplicados pelo nu´mero de dias do conjunto a que se referem;
(f) considerando os volumes hora´rios dos dias usados para calcular o volume me´-
dio dia´rio de cada conjunto (ver letra b), calcular os volumes me´dios hora´rios
correspondentes.
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A diferenc¸a entre os dois me´todos de limpeza reside no item (a). Enquanto
no Me´todo de Limpeza 1 basta que um conjunto tenha um dia com informac¸o˜es
completas para que todos os hora´rios sejam mantido na base de dados, no Me´todo
de Limpeza 2, a permaneˆncia do conjunto requer que todos os dias nele contidos
estejam com os volumes hora´rios completos.
Nos dois me´todos de limpeza, no caso de um ou mais conjuntos serem eliminados,
o volume mensal calculado em (e) sera´ um volume subestimado para o meˆs. Os meses
que estiverem nessa situac¸a˜o na˜o sera˜o considerados para efeito da determinac¸a˜o dos
fatores de expansa˜o dia´rio (referente a cada conjunto) e mensal (referente ao meˆs).
A aplicac¸a˜o dos dois me´todos de limpeza produzira´ quatro bases de dados, a
partir das quais sera˜o calculados os fatores de expansa˜o hora´rio, dia´rio e mensal.
Sa˜o elas: (i) Banco Original - Me´todo 1; (ii) Banco Imputado - Me´todo 1; (iii)
Banco Original - Me´todo 2 e (iv) Banco Imputado - Me´todo 2.
Esperava-se que a base obtida pelo me´todo de limpeza 2 aplicado no banco im-
putado (Banco Imputado - Me´todo 2) resultasse na base mais consistente porque
somente foram inclu´ıdos dias onde todos os volumes hora´rios foram revisados e ajus-
tados pelo me´todo de imputac¸a˜o, isto e´, tanto os valores nulos como os sub-registros
foram eliminados.
No entanto, o uso desta base reduziu bastante o nu´mero de fatores de expansa˜o
dia´rio e mensal, dificultando assim a utilizac¸a˜o destes para a previsa˜o dos fatores
nos anos seguintes. Por tal raza˜o, a base utilizada na determinac¸a˜o das previso˜es
foi aquela obtida pelo Me´todo de limpeza 1 aplicado no banco imputado (Banco
Imputado - Me´todo 1).
A seguir, o me´todo usado para atribuic¸a˜o de valores faltantes ou sub-registros e´
especificado.
4.4 Me´todo de imputac¸a˜o
O procedimento de imputac¸a˜o sera´ aplicado com os seguintes objetivos:
• estimar valores de fluxos hora´rios para o caso da na˜o ocorreˆncia de registros
em determinados hora´rios (missing values na base original);
• estimar valores de fluxos hora´rios para substituir valores registrados que forem
detectados pela ana´lise estat´ıstica como abaixo do esperado para o hora´rio
(valores discrepantes na base original).
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A imputac¸a˜o e´ sempre feita para volumes hora´rios de um determinado dia da
semana de um meˆs espec´ıfico.
No ma´ximo podera˜o ser feitas treˆs imputac¸o˜es para um mesmo hora´-
rio/dia/meˆs/ano/equipamento. Se for necessa´rio mais do que treˆs imputac¸o˜es, enta˜o
na˜o se faz nenhum tratamento nos dados e os volumes hora´rios existentes na˜o sera˜o
alterados. No caso de algum desses dados representarem sub-registros e pertence-
rem a um dia com volumes presentes para todos os hora´rios, ter-se-a´ volumes dia´rios
calculados sem a devida qualidade.
4.4.1 Identificac¸a˜o dos valores a serem imputados pelo me´-
todo de Jackknife
Ao fixar um equipamento e certo dia da semana de um meˆs em algum ano, tem-se
enta˜o n observac¸o˜es para cada hora´rio desse dia. Por exemplo, o meˆs de agosto de
2011 teve cinco segundas-feiras. Nesse caso n = 5, pois sa˜o cinco observac¸o˜es em
cada hora´rio da segunda-feira desse meˆs naquele ano. Definindo xi como o i-e´simo
valor observado para o hora´rio em estudo daquele dia/meˆs/ano/equipamento (com







√√√√√ n∑i=1(xi − X¯)2
n− 1 (4.2)
Observac¸a˜o: valores faltantes para um determinado dia referentes ao hora´rio
estudado na˜o sa˜o considerados. Ou seja, n e´ o nu´mero de observac¸o˜es dispon´ıveis
para o hora´rio considerado.
Em seguida, aplica-se a te´cnica de reamostragem de Jackknife (Rupert G. Miller,
1964), (Efron e Tibshirani, 1994), (Shao e Tu, 1995) e (Cochran, 1977) com os
seguintes passos:
1. Gera-se a amostra Jackknife 1 e calcula-se sua respectiva me´dia








2. Gera-se a amostra Jackknife 2 e calcula-se sua respectiva me´dia








3. Gera-se a amostra Jackknife p e calcula-se sua respectiva me´dia










4. Gera-se a amostra Jackknife n e calcula-se sua respectiva me´dia







Para cada amostra X(i) de Jackknife, a seguinte func¸a˜o indicadora e´ aplicada:
I1(X(i)) =
{
1 se X¯(i) > X¯
0 se X¯(i) ≤ X¯ (4.7)
Dessa forma, sera´ poss´ıvel separar os conjuntos de dados que contem as observa-
c¸o˜es com valores menores daquelas com maiores valores.
Seja C o conjunto formado pela unia˜o das amostras de Jackknife onde I1(X(i)) =
1. Essa unia˜o devera´ ser feita de forma que valores presentes em duas ou mais
amostras devera˜o constar em C quantas vezes aparecerem em amostras diferentes.
Por exemplo, para n = 4, correspondente a um conjunto sem nenhum valor
faltante, suponha que: I1(X(1)) = 1, I1(X(2)) = 0, I1(X(3)) = 0 e I1(X(4)) = 1. Sabe-
se que:
X(1) = {x2, x3, x4}
X(4) = {x1, x2, x3}
Logo, C = {x1, x2, x2, x3, x3, x4}
Seja ni a frequeˆncia de xi presente no conjunto C. Para xi na˜o pertencente ao
conjunto C, atribui-se ni = 10.
Para o exemplo anterior: n1 = 1, n2 = 2, n3 = 2 e n4 = 1.
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Define-se enta˜o uma segunda varia´vel indicadora:
I2(ni) =
{
1 se ni > min(ni) e ni 6= 10
0 se ni = min(ni) ou ni = 10
(4.8)
No exemplo anterior, I2(n1) = 0, I2(n2) = 1, I2(n3) = 1 e I2(n4) = 0, pois
min(ni) = 1.






















Se min(ni) = max(ni), enta˜o X¯
∗ e dp∗ na˜o sa˜o calcula´veis, porque I2(ni) = 0
para todo ni.
A intenc¸a˜o de gerar X¯∗ e dp∗ e´ obter uma me´dia e um desvio-padra˜o do hora´rio
em estudo onde os valores discrepantes (sub-registros) na˜o influenciem.
Seja LI um limite inferior, tal que:
LI =
{
X¯∗ − 2dp∗ se X¯∗ e dp∗ existem
X¯ − dp caso contra´rio (4.11)
Tal limite e´ calculado com a finalidade de auxiliar na identificac¸a˜o dos valores que
devem ser imputados. Se xi < LI ou se xi for uma informac¸a˜o faltante (missing),
enta˜o deve-se imputar um valor em seu lugar. Caso contra´rio, mantem-se xi.
Lembre-se que a imputac¸a˜o e´ realizada para no ma´ximo treˆs valores de um certo
hora´rio/dia/meˆs/ano/equipamento. Isso se deve ao fato de que, na maioria das
vezes, ha´ apenas quatro ou cinco observac¸o˜es para um hora´rio.
4.4.2 Imputac¸a˜o de valores
Uma vez identificados os valores a serem imputados, se faz necessa´rio ordena´-los
de forma crescente (caso haja valores faltantes, esses sera˜o os primeiros da ordem).
Cria-se enta˜o outra varia´vel indicadora:
I3(xi) =
{
1 se xi ≥ LI
0 se xi < LI ou xi e´ um valor faltante
(4.12)
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Ou seja, sera˜o imputados valores somente para substituir os xi que apresentarem
I3(xi) = 0.
No primeiro valor a ser imputado (o menor ou um missing), imputa-se X¯ cal-
culado em 4.1, que e´ a me´dia de todos os dados observados para aquele hora´rio.

















Como os dois menores valores ja´ foram atualizados anteriormente, X¯ sera´ dife-
rente de X¯∗∗∗.
4.5 Fatores de expansa˜o
A coleta de dados foi feita em algumas intersec¸o˜es durante uma ou treˆs horas de
um certo meˆs e ano. Uma vez que o objetivo e´ expandir o fluxo de carros coletado
nesse curto per´ıodo para um ano, cria-se fatores de expansa˜o. Sera˜o obtidos treˆs
desses fatores, detalhados a seguir.
4.5.1 Fator de expansa˜o hora´ria para um determinado
dia/meˆs/ano/equipamento
Permite a estimativa do volume me´dio dia´rio para um tipo de dia da semana
d =[domingo/feriado, segunda, terc¸a, . . . , sa´bado] a partir de contagens realizadas
no per´ıodo de uma hora h =[0h-1h, 1h-2h, . . . , 23h-24h].
Fh(d,meˆs,ano) =
Volume me´dio dia´rio do dia da semana d
Volume me´dio da hora h no dia d
(4.15)
Para um determinado meˆs/ano, ter-se-a˜o 168 fatores de expansa˜o hora´ria (24×7).
Para um ano, 2016 fatores hora´rios (24× 7× 12).
Analogamente, pode-se calcular tal fator de expansa˜o a partir de contagens em
intervalos de tempos maiores. Um exemplo seria agrupar treˆs horas, de forma a obter
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h =[0h-3h, 1h-4h, . . . , 21h-24h]. A vantagem de utilizar intervalos de hora maiores
e´ que a observac¸a˜o e´ uma frac¸a˜o mais impactante do dia. Por exemplo, espera-se
que o fator de expansa˜o criado a partir de 8 horas observadas em um dia (um terc¸o
do dia) se aproxime mais da realidade do que aquele calculado com apenas 1 hora
observada no dia inteiro.
4.5.2 Fator de expansa˜o dia´rio para um determinado
meˆs/ano/equipamento
Permite a estimativa do volume mensal para um meˆs Y =[Jan, Fev, . . . , Dez] a
partir dos valores obtidos para o dia da semana d.
Fd(meˆs,ano) =
Volume total do meˆs Y
Volume me´dio dia´rio do dia da semana d
(4.16)
Para um determinado meˆs/ano, ter-se-a˜o 7 fatores de expansa˜o dia´ria. Para um
ano, 84 fatores dia´rios (7× 12)
4.5.3 Fator de expansa˜o mensal para um determinado
ano/equipamento
Permite a estimativa do volume anual para um ano Z =[2005, 2006, . . . ,2010] a
partir dos valores obtidos para o meˆs Y .
Fmeˆs(ano) =
Volume total do ano Z
Volume total do meˆs Y
(4.17)
Os treˆs fatores de expansa˜o sera˜o calculados para cada uma das quatro bases de
dados (Banco Original - Me´todo 1, Banco Original - Me´todo 2, Banco Imputado -
Me´todo 1 e Banco Imputado - Me´todo 2).
Sera´ poss´ıvel enta˜o realizar a comparac¸a˜o entre as quatro estimativas de volumes
mensais e anuais obtidas pela aplicac¸a˜o dos diferentes fatores de expansa˜o.
4.6 Comparac¸a˜o entre me´todos
Uma vez que os dados sa˜o assime´tricos (na˜o respeitando o crite´rio da normali-
dade), foram feitos testes de Wilcoxon para os quatro bancos resultantes das limpezas
a fim de verificar se os me´todos de limpeza e imputac¸a˜o implicam em alguma mu-
danc¸a no ca´lculo dos fatores. E´ de se esperar que tais diferenc¸as sejam n´ıtidas para
conjunto de dias da semana que originalmente estavam com va´rios valores faltantes
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ou sub-registros. Como um aux´ılio ao teste formal na˜o-parame´trico, analisa-se tam-
be´m gra´ficos com o objetivo de averiguar visualmente os casos onde os me´todos se
distinguem.
4.7 Previsa˜o dos fatores de expansa˜o
Essa sec¸a˜o e´ apresentada com o intuito de introduzir a ideia utilizada no desen-
volvimento da programac¸a˜o com aproximadamente treˆs mil linhas. Para a estimac¸a˜o
dos modelos de se´ries temporais, bem como suas previso˜es, foram utilizadas rotinas
macros no software SAS 9.2.
Para estimar um modelo ARIMA(p, d, q) da varia´vel x, basta utilizar as linhas
de comando apresentadas na Figura 4.1.
proc arima ta=banco; 
 identify var=x(d);run; 
 ods output optsu mary=msg; 





proc arima data=banco; 
 identify var=x(d);run; 
 ods output optsummary=msg; 
estimate plot p=p q=q outstat=estatisticas  
outmodel=parametros;run; 
quit; 
 Figura 4.1: Estimac¸a˜o de um modelo ARIMA(p, d, q) no SAS 9.2
Esse comando estimara´ θi (i = 1, . . . , p) e ϕj (j = 1, . . . , q) do modelo
φp(B)∆
dXt = Θq(B)t especificado na sec¸a˜o 3.5.4 e os salvara´ em uma tabela intitu-
lada “parametros”. As estat´ısticas de interesse para comparac¸a˜o entre modelos como
o AIC sera˜o gravadas em um banco de dados chamado “estatisticas”. Caso o modelo
estimado por esse comando fornec¸a paraˆmetros que na˜o satisfac¸am as condic¸o˜es de
estacionariedade, canonicidade e invertibilidade citadas na sec¸a˜o 3.5.3, um banco de
dados chamado “msg” sera´ criado trazendo uma mensagem de erro. Sendo assim,
durante a rotina e´ fa´cil excluir tais modelos insatisfato´rios e guardar apenas os que
satisfazem essa condic¸a˜o para futura comparac¸a˜o e escolha do melhor modelo.
Um modelo ARIMA com restric¸o˜es de paraˆmetros tambe´m e´ utilizado nas com-
parac¸o˜es entre modelos. Um modelo restrito e´ aquele onde apenas as lags de inte-
resse sa˜o estimadas enquanto as outras sa˜o fixadas com o valor zero. No modelo
ARIMA(p, d, q)r (o ı´ndice r marca a restric¸a˜o), fixam-se ϕi = 0 para i < p e θj = 0
para j < q, resultando enta˜o no modelo (1− ϕpBp) ∆dXt = (1− θqBq) t. Tal mo-
delo pode ser estimado no SAS 9.2 com o comando apresentado na Figura 4.2.
Analogamente, a Figura 4.3 traz como estimar um modelo
SARIMA{(P, 1, Q)S, (p, d, q)}r.
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proc arima data=banco; 
 identify var=x(d);run; 
 ods output optsummary=msg; 





proc arima data=banco; 
 identify var=x(d);run; 
 ods output optsummary=msg; 




Figura 4.2: Estimac¸a˜o de um modelo ARIMA(p, d, q)r no SAS 9.2
proc arima data=banco;  
 identify var=x(d,S);run;  
 ods output optsummary=msg;  
 estimate plot p=(p)(P) q=(q)(Q) outstat=estatisticas   
      outmodel=parametros;run;  
quit; 
Figura 4.3: Estimac¸a˜o de um modelo SARIMA{(P, 1, Q)S, (p, d, q)}r no SAS 9.2
A programac¸a˜o desenvolvida nesse trabalho utiliza-se basicamente desses coman-
dos para estimac¸a˜o e comparac¸a˜o entre modelos. De forma iterativa, a macro estima
todos os modelos poss´ıveis com p e q variando de 0 a` 12, enquanto d toma os va-
lores 0, 1, 6 e 12 (as u´nicas diferenc¸as interpreta´veis para as varia´veis em estudo).
Essa iterac¸a˜o foi feita tanto com comandos baseados na Figura 4.1 quanto na 4.2.
Vale frisar que, como a primeira estima mais de um paraˆmetro nas me´dias mo´veis e
nos auto-regressivos, testes foram realizados para saber quais deles sa˜o significativos







O banco contem 29 equipamentos eletroˆnicos. Observa-se dados de janeiro de
2005 a` junho de 2011. E´ importante salientar que nem todos os registradores tem
observac¸o˜es a partir de 2005, pois alguns foram instalados apo´s essa data. Execu-
tado o procedimento de imputac¸a˜o, verificou-se que aproximadamente 30,5% dos
dados foram substitu´ıdos, evidenciando a inconsisteˆncia do banco de dados. Na se-
c¸a˜o a seguir sa˜o apresentados gra´ficos para visualizac¸a˜o do resultado do me´todo de
imputac¸a˜o.
5.2 Imputac¸a˜o de dados
As Figuras 5.1 e 5.2 ilustram a funcionalidade do me´todo de imputac¸a˜o de dados.
Os pontos interligados por uma linha tracejada e vermelha sa˜o os originais. Ja´ os que
esta˜o ligados por uma linha cont´ınua e azul, representam o conjunto de dados apo´s a
execuc¸a˜o do me´todo de imputac¸a˜o. Para o equipamento ASV012, nas proximidades
do primeiro dia de setembro de 2008 (Figura 5.1), nota-se facilmente como o processo
conseguiu capturar e reproduzir a variabilidade do processo ao redor desses dados
que, a` princ´ıpio, eram missings. Ao longo do tempo, percebe-se tambe´m a efica´cia
do me´todo ao tratar sub-registros. Entretanto, como comentado no Cap´ıtulo 4, o
processo na˜o realiza mais que treˆs imputac¸o˜es para um conjunto de dias em um
certo meˆs/ano/equipamento. Tal fato pode ser notado nas proximidades do meˆs de
novembro de 2008 para o equipamento ASV012 (Figura 5.1) ou pro´ximo ao meˆs de
fevereiro de 2009 do ASV063 (Figura 5.2).
Com o me´todo de imputac¸a˜o realizado, gerou-se uma lista com os equipamentos
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eletroˆnicos que eram menos inconsistentes durante o per´ıodo de funcionamento. Para
gerar tal lista, foi levado em considerac¸a˜o a quantidade de missings e sub-registros
antes da imputac¸a˜o. Por questo˜es operacionais, o DETRAN-DF escolheu os locais
pro´ximos de onde esta˜o instalados os equipamentos ASV013, ASV014, ASV032,
ASV033, ASV131 e ASV132 para uma coleta de dados em 2011 e 2012. Essa amostra
foi utilizada no ca´lculo da previsa˜o do volume anual de ve´ıculos (Sec¸a˜o 5.5) nesses
locais da coleta.
5.3 Fatores de expansa˜o
Apo´s realizada a imputac¸a˜o de dados e a limpeza descrita na Sec¸a˜o 4.3.3, foram
calculados os fatores de expansa˜o (seguindo as instruc¸o˜es da Sec¸a˜o 4.5). Geraram-se
enta˜o gra´ficos para comparac¸a˜o visual entre os me´todos de limpeza.
As Figuras 5.3 e 5.4 apresentam essa comparac¸a˜o para o fator de expansa˜o dia-
meˆs aplicado no equipamento ASV063, ano de 2008 e para os meses de julho e
dezembro, respectivamente. Na primeira figura, percebe-se que na˜o ha´ uma diferenc¸a
ta˜o nota´vel entre os me´todos quanto na figura seguinte. Isso evidencia o fato de que,
para esse registrador e nesse ano, os dados coletados em julho foram mais consistentes
que em dezembro.
Ainda com relac¸a˜o a`s duas figuras, perceba que o fator de expansa˜o para os
domingos e feriados e´ muito maior que os outros. Tal resultado era esperado, pois
o contingente de carros nesses dias e´ bem menor. De forma que, caso queira-se
expandir o volume observado em um domingo para o meˆs inteiro, seria necessa´rio
um fator mais alto do que o de uma terc¸a-feira, por exemplo, que e´ um dia u´til.
A diferenc¸a entre os me´todos pode tambe´m ser observada na Figura 5.5, que ilus-
tra o fator de expansa˜o meˆs-ano do registrador ASV063 no ano de 2008. Entretanto,
na˜o se notam grandes diferenc¸as no fator de expansa˜o hora-dia, principalmente apo´s
as 5 horas, da Figura 5.6 para o mesmo pardal, mesmo ano, no meˆs de dezembro
para as sextas-feiras.
Com o objetivo de apresentar qua˜o pro´ximas as estimativas por fatores de ex-
pansa˜o esta˜o do volume real de carros em um ano, foi realizado um simples exemplo.
Para cada um dos seis equipamentos escolhidos pelo DETRAN-DF citados na sec¸a˜o
5.2, selecionou-se aleatoriamente um dia e, em seguida, um hora´rio. Os fatores de
expansa˜o referentes a`quele local, dia e hora´rio foram aplicados a` observac¸a˜o a fim
de estimar o volume do ano inteiro. Segue na Tabela 5.1 os valores encontrados.
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Percebe-se enta˜o que as estimativas esta˜o relativamente pro´ximas do real.
Tabela 5.1: Ca´lculo da estimativa do volume de ve´ıculos no ano
Equipamento
Dia Hora Volume FE FE FE Volume Volume estimado
Selecionado Selecionada observado Hora-Dia Dia-Meˆs Meˆs-Ano ano (real) do ano
ASV013 12/10/2009 15 a`s 16 126,56 22,87 53,02 10,93 1677397 1388994,88
ASV014 05/01/2009 13 a`s 14 389,25 14,45 29,39 11,70 1933942 1967499,46
ASV032 12/09/2008 15 a`s 16 1291,25 15,76 27,54 12,59 7056610 7361279,09
ASV033 09/05/2010 19 a`s 20 1091,08 16,64 41,60 11,34 8567729 9092237,33
ASV131 04/09/2009 14 a`s 15 415,00 20,06 28,21 12,20 2866050 2813219,47
ASV132 07/06/2010 9 a`s 10 426,50 20,63 29,91 12,01 3161152 3187033,65
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Figura 5.1: Comparac¸a˜o Banco Original e Banco Imputado (Pardal ASV012)
Figura 5.2: Comparac¸a˜o Banco Original e Banco Imputado (Pardal ASV063)
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Figura 5.3: Comparac¸a˜o entre me´todos de limpeza
Figura 5.4: Comparac¸a˜o entre me´todos de limpeza
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Figura 5.5: Comparac¸a˜o entre me´todos de limpeza
Figura 5.6: Comparac¸a˜o entre me´todos de limpeza
5.4 Previsa˜o dos fatores de expansa˜o
Todo o trabalho de previsa˜o dos fatores de expansa˜o foi desenvolvido de acordo
com a necessidade de uma dissertac¸a˜o de mestrado realizado em paralelo (Claude,
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2012). Por isso, foram estimados 97 modelos para o fator de expansa˜o hora/dia, 70
para o fator dia/meˆs e 52 para o fator meˆs/ano. Visto a quantidade de modelos a
estimar, percebe-se a importaˆncia de ter preparado a macro citada na sec¸a˜o 4.7.
Essa presente sec¸a˜o traz os resultados de alguns modelos estimados pela progra-
mac¸a˜o desenvolvida. Primeiramente apresentar-se-a´ um modelo que se ajustou bem
aos dados. Em seguida, sera´ exposto um modelo de ajustamento razoa´vel e um ruim.
Nesse trabalho, o modelo e´ considerado bem ajustado se, ale´m de atender aos pres-
supostos de Box et al. (2008), as previso˜es estiverem pro´ximas das observac¸o˜es. Na
Sec¸a˜o 5.4.4 e´ apresentado um Box-Plot para se ter uma visa˜o resumida da qualidade
(segundo o coeficiente de Theil) de todos os 219 modelos estimados.
5.4.1 Exemplo de um modelo bem ajustado
O modelo apresentado aqui tem como objetivo prever os fatores que expandem
o volume de uma sexta-feira para o meˆs do equipamento ASV090.
A Figura 5.7 mostra que, mesmo realizado o processo de limpeza e de imputac¸a˜o
de dados, alguns valores extremos permaneceram no banco. Infelizmente, devido
ao pico no meˆs de fevereiro de 2008, nenhum modelo SARIMA conseguiu uma boa
adaptac¸a˜o. Por isso, em casos de picos persistentes na base de dados, adotou-se
a seguinte decisa˜o: os valores extremos sa˜o substitu´ıdos pela me´dia entre o valor
anterior e posterior. Ou seja, se Xt for um valor aberrante, ele sera´ substitu´ıdo por
(Xt−1 +Xt+1)/2. Ressalta-se que o crite´rio de escolha de valores aberrantes foi feita
de forma subjetiva ja´ que as metodologias de imputac¸a˜o e limpeza apresentadas
anteriormente na˜o foram capazes de detecta´-los. Entretanto, as u´nicas mudanc¸as
desses valores foram feitas ao longo do trabalho se nenhum modelo SARIMA se
adequasse bem. No caso de haver pelo menos um modelo (mesmo sendo ruim) que
se ajustasse a`s observac¸o˜es, os valores aberrantes na˜o seriam alterados.
Apo´s a substituic¸a˜o do valor aberrante, pode-se observar a se´rie em estudo na
Figura 5.8 e o seu respectivo correlograma e correlograma parcial na Figura 5.9.
Para tais observac¸o˜es, o modelo escolhido foi um SARIMA{(1, 0, 0)12, (0, 0, 0)}. As
Figuras 5.10 e 5.11 mostram os correlogramas, o histograma e o QQ-Plot dos erros
do modelo estimado. Conclui-se enta˜o que ele satisfaz os pressupostos de Box et al.
(2008). Vale lembrar que a macro desenvolvida descarta os modelos cujas ra´ızes dos
polinoˆmios pertinentes aos processos AR e MA sa˜o menores do que um em mo´dulo.
Logo, o modelo escolhido tambe´m atende ao crite´rio de ser estaciona´rio, canoˆnico e
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invert´ıvel. A Figura 5.12 traz as previso˜es obtidas atrave´s do modelo. Nota-se enta˜o
que as previso˜es esta˜o bem pro´ximas das observac¸o˜es, o que nos leva a caracterizar
o modelo como bem ajustado.
Figura 5.7: Observac¸a˜o dos fatores de expansa˜o dia/meˆs do ponto ASV090
Figura 5.8: Observac¸a˜o dos fatores de expansa˜o dia/meˆs do ponto ASV090 (corri-
gido)
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Figura 5.9: Correlograma dos fatores de expansa˜o dia/meˆs do ponto ASV090
Figura 5.10: Correlograma dos res´ıduos do modelo SARIMA{(1, 0, 0)12, (0, 0, 0)}
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Figura 5.11: Histograma e QQ-Plot dos res´ıduos do modelo
SARIMA{(1, 0, 0)12, (0, 0, 0)}
Figura 5.12: Previsa˜o dos fatores de expansa˜o dia/meˆs do ponto ASV090
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5.4.2 Exemplo de um modelo razoavelmente bem ajustado
Agora o interesse e´ modelar o fator que expande o volume de treˆs horas observadas
em uma terc¸a-feira para esse dia inteiro do equipamento ASV131. Ana´logo ao to´pico
anterior, a Figura 5.13 apresenta as observac¸o˜es e a Figura 5.14 os seus respectivos
correlogramas. Nesse caso, o modelo escolhido foi um ARIMA(0, 1, 4)r com θ4 a`
estimar e θi = 0 para i < 4. O histograma na Figura 5.16 na˜o se parece com uma
distribuic¸a˜o normal, mas como ha´ poucas observac¸o˜es, o foco foi feito no QQ-Plot,
que sugere uma normalidade dos res´ıduos. Mesmo os pressupostos sendo atendidos,
as previso˜es na Figura 5.17 na˜o ficaram ta˜o bons quanto na subsec¸a˜o anterior. Nota-
se que a partir de um certo momento, as previso˜es ficam constantes. Ainda assim,
o modelo foi capaz de gerar previso˜es que seguiram a variac¸a˜o das observac¸o˜es. Por
essas razo˜es, esse modelo foi classificado como razoavelmente bem ajustado.
Figura 5.13: Observac¸a˜o dos fatores de expansa˜o hora/dia do ponto ASV131
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Figura 5.14: Correlograma dos fatores de expansa˜o hora/dia do ponto ASV131 (d=1)
Figura 5.15: Correlograma dos res´ıduos do modelo ARIMA(0, 1, 4)r
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Figura 5.16: Histograma e QQ-Plot dos res´ıduos do modelo ARIMA(0, 1, 4)r
Figura 5.17: Previsa˜o dos fatores de expansa˜o hora/dia do ponto ASV131
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5.4.3 Exemplo de um modelo mal ajustado
Nesse to´pico e´ apresentada a tentativa de modelar o fator que expande o volume
total dos meses para o ano inteiro do equipamento ASV012. A se´rie e´ apresentada
na Figura 5.18. Nessa se´rie, nenhum valor foi interpretado como aberrante. Os seus
correlogramas esta˜o na Figura 5.19. Esses na˜o sugerem que haja alguma correlac¸a˜o
entre as observac¸o˜es e o tempo. Entretanto, uma vez que nossa programac¸a˜o na˜o
capta essa informac¸a˜o do gra´fico, modelos SARIMA sa˜o estimados e comparados.
Aqui, foi escolhido o modelo ARIMA(1, 1, 0). A Figura 5.21 revela que o modelo na˜o
atende os pressupostos de normalidade dos res´ıduos. Da mesma forma, as previso˜es
expostas na Figura 5.22 esta˜o “atrasadas”, ou seja, na˜o esta˜o pro´ximas a`s observa-
c¸o˜es. Tudo isso confirma o que ja´ havia sido constatado pelo correlograma inicial:
as observac¸o˜es na˜o caracterizam uma se´rie temporal. Logo, o modelo e´ considerado
como mal ajustado.
Figura 5.18: Observac¸a˜o dos fatores de expansa˜o meˆs/ano do ponto ASV012
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Figura 5.19: Correlograma dos fatores de expansa˜o meˆs/ano do ponto ASV012
Figura 5.20: Correlograma dos res´ıduos do modelo ARIMA(1, 1, 0)
47
Figura 5.21: Histograma e QQ-Plot dos res´ıduos do modelo ARIMA(1, 1, 0)
Figura 5.22: Previsa˜o dos fatores de expansa˜o meˆs/ano do ponto ASV012
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5.4.4 Coeficiente de Theil
Com o intuito de apresentar um resumo sobre todos os modelos, um Box-Plot dos
coeficientes de Theil (sec¸a˜o 3.5.7) foi montado e e´ exposto na Figura 5.23. Segundo
esses valores, verifica-se enta˜o que os modelos esta˜o bem ajustados, pois os coefici-
entes esta˜o pro´ximos de zero. Nota-se que esses valores nos modelos para o fator de
expansa˜o meˆs/ano tem uma variabilidade maior do que aqueles para os outros dois
fatores. Isso aconteceu porque em va´rios equipamentos, na˜o era poss´ıvel calcular
uma quantidade razoa´vel do fator em questa˜o. Logo, a modelagem realizada nesses
casos, contava com poucas observac¸o˜es, o que gera modelos poucos consistentes.
Figura 5.23: Box-Plot do coeficiente de Theil para os fatores de expansa˜o
5.5 Previsa˜o do volume me´dio dia´rio anual
Com as previso˜es dos fatores de expansa˜o ja´ calculadas, basta observar a quan-
tidade de ve´ıculos que circularam em uma certa intersec¸a˜o para aplicar os fatores
e obter previso˜es do volume total no ano inteiro. Sendo assim, Claude (2012) foi
a` campo em 2011 e em 2012 para coletar dados com a ajuda de uma equipe do
DETRAN-DF. Uma vez que o trabalho dela diz respeito a` intersec¸o˜es onde na˜o
existem equipamentos eletroˆnicos, aplicaram-se a`s observac¸o˜es coletadas os fatores
de expansa˜o do equipamento mais pro´ximo. Nas Tabelas 5.3 e 5.2, as colunas inter-
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sec¸a˜o, via, ano, meˆs, dia da semana e hora´rio sa˜o referentes ao local onde os dados
foram coletados. Ja´ a coluna equipamento, informa qual foi o ponto fiscalizador do
qual foram utilizados os fatores de expansa˜o. A u´ltima coluna e´ o resultado do pro-
duto entre o observado em campo e os fatores de expansa˜o. Por exemplo, a primeira
linha da Tabela 5.3 explicita que houve coleta de dados em uma segunda-feira de ou-
tubro de 2011 das 9h a`s 12h na via principal da intersec¸a˜o 5. Foi relatado que essa
intersec¸a˜o esta´ relacionada com aquela onde se encontra o equipamento ASV032.
Seja Xc o valor coletado nesse local, Fˆhd a previsa˜o do fator de expansa˜o hora/dia
do equipamento ASV032 no meˆs de outubro de 2011 na hora e dia especificados, Fˆdm
a previsa˜o do fator de expansa˜o dia/meˆs de segunda para outubro de 2011 e Fˆma a
previsa˜o do fator de expansa˜o meˆs/ano. Portanto, a previsa˜o do volume de ve´ıculos
na via principal da intersec¸a˜o 5 (Vˆ2011) sera´ igual a` Xc × Fˆhd × Fˆdm × Fˆma.
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Tabela 5.2: Previsa˜o do volume total de ve´ıculos no ano de 2012





1 ASV131 Principal 2012 Janeiro Terc¸a 9h - 12h 2.781.677
1 ASV131 Secunda´ria 2012 Janeiro Terc¸a 9h - 12h 395.401
1 ASV132 Principal 2012 Janeiro Terc¸a 9h - 12h 3.725.915
1 ASV132 Secunda´ria 2012 Janeiro Terc¸a 9h - 12h 488.685
2 ASV131 Principal 2012 Janeiro Terc¸a 9h - 12h 4.432.648
2 ASV131 Secunda´ria 2012 Janeiro Terc¸a 9h - 12h 92.491
3 ASV131 Principal 2012 Fevereiro Quarta 9h - 12h 2.342.793
3 ASV131 Retorno 2012 Fevereiro Quarta 9h - 12h 186.359
3 ASV132 Principal 2012 Fevereiro Quarta 9h - 12h 3.457.435
3 ASV132 Secunda´ria 2012 Fevereiro Quarta 9h - 12h 276.079
4 ASV131 Principal 2012 Janeiro Terc¸a 13h - 16h 3.183.435
4 ASV131 Secunda´ria 2012 Janeiro Terc¸a 13h - 16h 608.046
4 ASV132 Principal 2012 Janeiro Terc¸a 13h - 16h 3.248.162
7 ASV016 Principal 2012 Fevereiro Quinta 14h - 17h 14.805.385
7 ASV016 Secunda´ria 2012 Fevereiro Quinta 14h - 17h 875.136
17 ASV090 Principal 2012 Janeiro Sexta 14h - 17h 2.643.612
17 ASV094 Principal 2012 Janeiro Sexta 14h - 17h 5.832.956
17 ASV094 Secunda´ria 2012 Janeiro Sexta 14h - 17h 1.009.774
18 ASV014 Principal 2012 Janeiro Sexta 14h - 17h 5.743.610
18 ASV014 Secunda´ria 2012 Janeiro Sexta 14h - 17h 5.569.314
18 ASV094 Principal 2012 Janeiro Sexta 14h - 17h 6.696.149
18 ASV094 Secunda´ria 2012 Janeiro Sexta 14h - 17h 5.248.962
22 ASV079 Principal 2012 Fevereiro Quinta 9h - 12h 2.216.273
22 ASV079 Secunda´ria 2012 Fevereiro Quinta 9h - 12h 1.204.743
22 ASV135 Principal 2012 Fevereiro Quinta 9h - 12h 1.689.406
22 ASV135 Secunda´ria 2012 Fevereiro Quinta 9h - 12h 754.814
26 ASV091 Principal 2012 Fevereiro Sexta 14h - 17h 4.585.683
26 ASV091 Secunda´ria 2012 Fevereiro Sexta 14h - 17h 316.417
26 ASV139 Principal 2012 Fevereiro Sexta 14h - 17h 4.541.464
26 ASV139 Secunda´ria 2012 Fevereiro Sexta 14h - 17h 530.390
27 ASV091 Principal 2012 Fevereiro Sexta 14h - 17h 4.335.383
27 ASV091 Secunda´ria 2012 Fevereiro Sexta 14h - 17h 281.784
27 ASV139 Principal 2012 Fevereiro Sexta 14h - 17h 4.379.400
27 ASV139 Secunda´ria 2012 Fevereiro Sexta 14h - 17h 405.159
29 ASV138 Principal 2012 Marc¸o Quinta 14h - 17h 5.128.614
29 ASV138 Secunda´ria 2012 Marc¸o Quinta 14h - 17h 170.222
29 ASV139 Principal 2012 Marc¸o Quinta 14h - 17h 5.714.958
29 ASV139 Secunda´ria 2012 Marc¸o Quinta 14h - 17h 190.859
30 ASV011 Principal 2012 Marc¸o Quinta 14h - 17h 20.920.773
30 ASV011 Secunda´ria 2012 Marc¸o Quinta 14h - 17h 500.891
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Tabela 5.3: Previsa˜o do volume total de ve´ıculos no ano de 2011





5 ASV032 Principal 2011 Outubro Segunda 9h - 12h 12.528.787
5 ASV033 Principal 2011 Outubro Segunda 9h - 12h 12.850.607
5 ASV131 Secunda´ria 2011 Outubro Segunda 9h - 12h 6.581.540
5 ASV132 Secunda´ria 2011 Outubro Segunda 9h - 12h 5.830.555
6 ASV016 Principal 2011 Dezembro Terc¸a 14h - 17h 12.169.943
6 ASV016 Secunda´ria 2011 Dezembro Terc¸a 14h - 17h 3.196.918
6 ASV032 Principal 2011 Dezembro Terc¸a 14h - 17h 3.592.837
8 ASV034 Principal 2011 Dezembro Segunda 14h - 17h 9.645.428
8 ASV034 Secunda´ria 2011 Dezembro Segunda 14h - 17h 2.840.403
8 ASV035 Principal 2011 Dezembro Segunda 14h - 17h 19.345.636
8 ASV035 Secunda´ria 2011 Dezembro Segunda 14h - 17h 2.643.210
9 ASV035 Principal 2011 Dezembro Sexta 14h - 17h 13.378.659
9 ASV035 Secunda´ria 2011 Dezembro Sexta 14h - 17h 1.602.438
9 ASV063 Principal 2011 Dezembro Sexta 14h - 17h 9.897.133
10 ASV015 Principal 2011 Dezembro Quinta 14h - 17h 5.418.763
10 ASV015 Secunda´ria 2011 Dezembro Quinta 14h - 17h 2.330.118
10 ASV035 Principal 2011 Dezembro Quinta 14h - 17h 11.321.279
10 ASV141 Secunda´ria 2011 Dezembro Quinta 14h - 17h 4.513.358
11 ASV015 Principal 2011 Dezembro Quinta 13h - 16h 4.347.275
11 ASV015 Secunda´ria 2011 Dezembro Quinta 13h - 16h 633.303
11 ASV035 Principal 2011 Dezembro Quinta 13h - 16h 393.861
12 ASV035 Principal 2011 Dezembro Quinta 14h - 17h 7.764.805
12 ASV035 Secunda´ria 2011 Dezembro Quinta 14h - 17h 65.678
13 ASV093 Principal 2011 Dezembro Quinta 8h - 11h 2.471.728
13 ASV093 Secunda´ria 2011 Dezembro Quinta 8h - 11h 208.146
13 ASV141 Principal 2011 Dezembro Quinta 8h - 11h 2.485.734
14 ASV093 Principal 2011 Dezembro Quinta 8h - 11h 3.314.317
14 ASV141 Principal 2011 Dezembro Quinta 8h - 11h 3.347.431
14 ASV141 Secunda´ria 2011 Dezembro Quinta 8h - 11h 157.165
15 ASV092 Principal 2011 Dezembro Quinta 14h - 17h 4.237.341
15 ASV092 Secunda´ria 2011 Dezembro Quinta 14h - 17h 1.885.060
15 ASV093 Principal 2011 Dezembro Quinta 14h - 17h 3.470.106
15 ASV093 Secunda´ria 2011 Dezembro Quinta 14h - 17h 2.338.650
16 ASV090 Principal 2011 Dezembro Terc¸a 9h - 12h 4.373.086
16 ASV090 Secunda´ria 2011 Dezembro Terc¸a 9h - 12h 4.126.352
16 ASV093 Principal 2011 Dezembro Terc¸a 9h - 12h 3.757.085
16 ASV093 Secunda´ria 2011 Dezembro Terc¸a 9h - 12h 3.657.571
19 ASV013 Secunda´ria 2011 Outubro Terc¸a 9h - 12h 2.688.630
19 ASV014 Principal 2011 Outubro Terc¸a 9h - 12h 2.918.795
19 ASV094 Principal 2011 Outubro Terc¸a 9h - 12h 5.588.700
19 ASV094 Secunda´ria 2011 Outubro Terc¸a 9h - 12h 4.529.848
20 ASV011 Principal 2011 Dezembro Sexta 14h - 17h 14.386.062
20 ASV012 Principal 2011 Dezembro Sexta 14h - 17h 12.679.438
20 ASV117 Secunda´ria 2011 Dezembro Sexta 14h - 17h 2.561.511
20 ASV135 Secunda´ria 2011 Dezembro Sexta 14h - 17h 2.028.948
21 ASV079 Principal 2011 Dezembro Sexta 9h - 12h 3.396.897
21 ASV135 Principal 2011 Dezembro Sexta 9h - 12h 3.199.784
21 ASV135 Secunda´ria 2011 Dezembro Sexta 9h - 12h 224.850
23 ASV011 Principal 2011 Dezembro Quinta 14h - 17h 14.997.690
23 ASV011 Secunda´ria 2011 Dezembro Quinta 14h - 17h 560.760
24 ASV091 Principal 2011 Dezembro Segunda 14h - 17h 2.901.349
24 ASV091 Secunda´ria 2011 Dezembro Segunda 14h - 17h 727.518
24 ASV139 Principal 2011 Dezembro Segunda 14h - 17h 3.409.471
24 ASV139 Secunda´ria 2011 Dezembro Segunda 14h - 17h 785.317
25 ASV078 Secunda´ria 2011 Dezembro Quarta 14h - 17h 4.177.481
25 ASV091 Principal 2011 Dezembro Quarta 14h - 17h 6.451.679
25 ASV091 Secunda´ria 2011 Dezembro Quarta 14h - 17h 4.302.939
25 ASV139 Principal 2011 Dezembro Quarta 14h - 17h 3.678.428
28 ASV138 Principal 2011 Dezembro Quarta 9h - 12h 6.754.551
28 ASV138 Secunda´ria 2011 Dezembro Quarta 9h - 12h 757.385
28 ASV139 Principal 2011 Dezembro Quarta 9h - 12h 7.085.447
28 ASV139 Secunda´ria 2011 Dezembro Quarta 9h - 12h 817.846
31 ASV011 Principal 2011 Dezembro Sexta 14h - 17h 18.873.086
31 ASV011 Secunda´ria 2011 Dezembro Sexta 14h - 17h 2.835.831
32 ASV011 Principal 2011 Dezembro Segunda 9h - 12h 20.041.975




O trabalho realizado e´ apenas o in´ıcio de um projeto maior, que conta com o
apoio do Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico (CNPQ),
a fim de desenvolver modelos de previsa˜o de acidentes em intersec¸o˜es, e que pode
ser vastamente discutido para implementac¸a˜o de me´todos complementares.
Um tratamento inicial do banco de dados mostrou a falta de precisa˜o na conta-
gem volume´trica. Problemas te´cnicos nos equipamentos de fiscalizac¸a˜o impediram
a obtenc¸a˜o de uma base 100% confia´vel. Tal transtorno poˆde ser parcialmente con-
tornado com o me´todo de imputac¸a˜o de dados. A reamostragem de Jackknife se
mostrou capaz de detectar grande parte das sub-contagens e dos missings. Inicial-
mente a metodologia pareceu ser robusta, mas notou-se em casos particulares que
alguns sub-registros na˜o foram detectados. Uma revisa˜o desse procedimento e´ su-
gerida para trabalhos futuros. O primeiro passo seria averiguar se o intervalo para
identificac¸a˜o de sub-registro poderia ser aumentado a fim captar mais observac¸o˜es
com valores baixos.
O procedimento de imputac¸a˜o teve grande utilidade e substituiu da forma dese-
jada os valores interpretados como erros do aparelho. Observou-se que a metodologia
de imputac¸a˜o criada conseguiu captar a variabilidade dos dados e reproduzi-la na
substituic¸a˜o de valores acusados como errados. Apo´s a imputac¸a˜o dos valores, foi
poss´ıvel averiguar as intersec¸o˜es que menos apresentavam problemas, o que poˆde
facilitar a escolha de Claude (2012) quanto aos locais onde ela deveria coletar os
dados para obtenc¸a˜o de resultados mais fidedignos e desenvolver sua dissertac¸a˜o de
mestrado com mais credibilidade.
A rotina criada para escolha do melhor modelo SARIMA mostrou-se eficiente
segundo o coeficiente de Theil, pois esses tiveram valores pro´ximos de zero. Infeliz-
mente, alguns modelos, principalmente quando a varia´vel de interesse era o fator de
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expansa˜o meˆs/ano, na˜o foram bem ajustados. Nesses casos, como foi apresentado
no cap´ıtulo anterior, na˜o havia razo˜es para acreditar que as observac¸o˜es fossem cor-
relacionadas com o tempo. Sugere-se enta˜o que seja implementada a` rotina outro
me´todo de previsa˜o de valores em situac¸o˜es parecidas.
De uma forma geral, o trabalho atendeu a`s expectativas iniciais e os resulta-
dos puderam ser aproveitados na dissertac¸a˜o de mestrado desenvolvida por Claude
(2012) sob o t´ıtulo “Previsa˜o da ocorreˆncia de acidentes de traˆnsito em intersec¸o˜es
de vias arteriais urbanas - O caso de Taguatinga-DF”. Em tal pode-se notar a im-
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