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Abstract
We investigate holography for asymptotically Schro¨dinger spacetimes, using a frame
formalism. Our dictionary is based on the anisotropic scaling symmetry. We consider
z < 2, where the holographic dictionary is cleaner; we make some comments on z = 2.
We propose a definition of asymptotically locally Schro¨dinger spacetime where the
leading components of the frame fields provide suitable geometric boundary data. We
show that an asymptotic expansion exists for generic boundary data satisfying our
boundary conditions for z < 2.
1 Introduction
Holography for non-relativistic field theories has been actively studied for several years now.
It has the potential to offer us tools to study a broader class of field theories holographically,
which may include theories of interest for modelling condensed matter physics [1, 2, 3].
It also offers the possibility to deepen our understanding of holographic relations between
field theories and gravity. The non-relativistic theories of interest are characterised by the
existence of an anisotropic scaling symmetry which treats the time and space directions
differently, t → λzt, x → λx, where z is called the dynamical exponent. There are two
main cases of interest, Schro¨dinger and Lifshitz. In the first case the theory has a Galilean
boost symmetry; in the latter case there is no such symmetry, so the theory has a preferred
rest frame. As a result Schro¨dinger theories have a conserved particle number which is not
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present in the Lifshitz case. The case z = 2 is special for Schro¨dinger, in this case the
theory has an additional special conformal symmetry. A holographic dual for theories with
Schro¨dinger symmetry was proposed first [1, 2], but the Lifshitz case [3] has been more fully
explored, because of its greater simplicity and close resemblance to the well-understood AdS
case.
For Lifshitz, the holographic dual has a metric
ds2 = −dt
2
r2z
+
d~x2 + dr2
r2
, (1.1)
with ds spatial directions ~x, which has an isometry t → λzt, x → λx, r → λr realizing
the anisotropic scaling symmetry. The bulk geometry has a single additional direction, r,
related to energy scale in the dual field theory. Points for which r → 0 are identified with
the region in which the boundary theory lives, although, due to the anisotropic scaling,
there is no conformal boundary properly speaking. Motivated by this, in [4] it was proposed
that it is convenient to describe the geometry in terms of frame fields in constructing the
holographic dictionary, and this dictionary was worked out in detail in [5]. This has been
further developed in [6, 7, 8, 9, 10], and an alternative perspective based on a deformation
of AdS for z near one developed in [11].
For Schro¨dinger, the bulk metric is
ds2 = −dt
2
r2z
+
2dtdξ + d~x2 + dr2
r2
. (1.2)
Here we have once again chosen coordinates for which the boundary corresponds to r → 0
in the sense explained above. The isometry t → λzt, x → λx, ξ → λ2−zξ r → λr realises
the anisotropic scaling symmetry, and there are isometries ~x→ ~x+ ~vt, ξ → ξ − ~v · ~x− 1
2
v2t,
which realise the Galilean boost symmetry. The presence of the additional null direction ξ
can be understood in field theory terms as arising from realizing the non-relativistic field
theory with Galilean boosts as the light cone reduction of a Lorentz-invariant theory in
one higher dimension [12, 1]. For z = 2 this reduction is compatible with the anisotropic
scaling symmetry. Thus, from the field theory point of view ξ appears to play a kinematical
role, as a useful device for realizing the symmetries of a Schro¨dinger theory in the more
familiar framework of relativistic theories; momentum in the ξ direction can be interpreted
as a conserved particle number. Its role holographically has however remained somewhat
unclear. The scaling symmetry acts non-trivially on ξ for z 6= 2, so in this case it is only the
higher-dimensional theory that is scale invariant, and it seems natural to assume that the
holographic dictionary is formulated in terms of this higher-dimensional theory.
By a coordinate transformation t→ σt, ξ → σ−1ξ, the metric (1.2) can be rewritten as
ds2 = −σ
2dt2
r2z
+
2dtdξ + d~x2 + dr2
r2
. (1.3)
and for small σ the geometry outside of some neighbourhood of r = 0 can be viewed as
a deformation of AdS. This motivated the programme of [13, 14, 15, 16], which studies
Schro¨dinger holographically as the perturbation of a relativistic theory by an irrelevant
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vector operator, decomposing the linearised fluctuations of bulk fields in terms of sources
and vevs of operators of given scaling dimension with respect to the relativistic scaling
symmetry. This programme has had some success, but because the deforming operator is
irrelevant, the understanding can only be perturbative in σ.
Our aim is instead to formulate a holographic dictionary based on identifying modes in
the bulk with sources and vevs of operators of definite scaling dimension with respect to the
anisotropic scaling symmetry, by applying the insights gained from the study of the Lifshitz
case. Focusing on this non-relativistic perspective will allow us to treat the problem non-
perturbatively. We formulate the dictionary in terms of frame fields. Such a formulation
was attempted in [17] for z = 2, where an appropriate choice of frame fields and boundary
conditions was identified, but difficulties were encountered in solving the equations of motion
in an asymptotic expansion for general boundary conditions. One of our key insights is that
it is easier to treat the case z < 2, where the derivatives with respect to the boundary
coordinates all come with powers of r, so dependence on these coordinates is negligible at
leading order, and can be incorporated by adding appropriate subleading corrections to bulk
fields.
The difference between z < 2 and z = 2 can be illustrated by considering a scalar field
on a fixed Schrodinger background. The massive scalar wave equation 2φ−m2φ = 0 in the
background (1.2) is
r2∂2rφ− (ds + 1)r∂rφ+ r2(2∂t∂ξφ+ ∂2~xφ) + r4−2z∂2ξφ−m2φ = 0. (1.4)
For z < 2, all of the derivatives along the boundary are suppressed at small r, appearing as
rz∂t, r
2−z∂ξ and r∂~x, and the asymptotic radial falloff of the bulk solution is independent of
the dependence on t, ξ, ~x. Thus we can solve the equation in a power series in r, allowing the
leading term in the series to have an arbitrary dependence on t, ξ, ~x, and adding subleading
corrections depending on derivatives of the leading term. For z = 2 by contrast, the ∂ξ
derivatives are not suppressed, and dependence on ξ cannot be treated in this way.
Physically, this difference in the asymptotic expansion is due to a difference in the holo-
graphic dictionary. For z < 2, φ (with the usual boundary conditions) is holographically
dual to a local operator O of dimension ∆ = 1
2
(ds + 2) +
√
1
4
(ds + 2)2 +m2 (with respect to
the anisotropic scaling symmetry) which lives in a space parametrised by t, ξ, ~x.5 For z = 2
by contrast, it is natural to decompose φ into Fourier modes, φ =
∑
kξ
φkξ(r, t, ~x)e
ikξξ,
and identify each mode φkξ with a dual operator Okξ of dimension ∆ =
1
2
(ds + 2) +√
1
4
(ds + 2)2 +m2 + k2ξ , living in a space parametrised by t, ~x. In this z = 2 case, the
correlation functions of Okξ are constrained by the scaling symmetry.
6
5Also, for z < 2 the anisotropic scaling symmetry acts non-trivially on the ξ direction, so we have a
scaling invariance only in this higher dimensional theory. If we restricted to the sector of a given momentum
kξ, non-zero kξ will break the scaling symmetry of expressions in the t, ~x space. So for instance the form of
correlation functions in t, ~x is not constrained by the symmetry.
6 It is also interesting to note that once we restrict to a sector of fixed kξ, the scalar wave equation has
a non-relativistic structure; the equation is first order in time derivatives.
3
This distinction between z < 2 Schro¨dinger and z = 2 Schro¨dinger is analogous to the
distinction between Lifshitz and the AdS2 × Rd geometry, which is the z → ∞ limit of
Lifshitz. For Lifshitz we think of the spatial directions as part of the space the field theory
lives in, but for AdS2 × Rd the Rd directions are internal directions which are not affected
by the scaling symmetry, and we think of the dual as a quantum mechanics living just in
the time direction, with operators O~k labelled by the momentum in the R
d directions.
Thus, if we take the anisotropic scaling symmetry and the corresponding frame decom-
position as the central elements in formulating the holographic dictionary, it is easier to work
out the correspondence for z < 2, where the dual theory naturally lives in all the t, ξ, ~x direc-
tions. The heart of our discussion will be a detailed treatment of 1 < z < 2 in the context of
a massive vector theory, showing that it is possible to formulate the holographic dictionary
in a familiar fashion, solving the equations of motion for given boundary data depending
on t, ξ, ~x in an asymptotic expansion in powers of r, and constructing a well-behaved action
by adding local boundary counterterms to the bulk action. As in the discussion of Lifshitz,
the leading terms in the frame fields in the bulk will be interpreted as sources for the stress
energy complex in the field theory.
Although we do not consider z < 1 in this paper, we expect that our definitions and frame
analysis can be equally well applied in that case. For the other end of our range, z = 2, our
procedure will need modification. For z = 2 we would want instead to formulate a dictionary
in terms of a non-relativistic theory living in the t, ~x directions, where the different Fourier
modes of the bulk fields are each thought of as corresponding to an operator in this field
theory with kξ-dependent scaling dimension, as discussed above for a scalar field. The ξ
direction is at least asymptotically null, so we can’t decompose the metric in a standard
Kaluza-Klein reduction. However, in our holographic context it is more natural for us to
think in terms of the frame fields, which are one-forms, which we can simply decompose
into the component along dξ and the components along the remaining boundary directions.
In this z = 2 case, the zero-modes in the leading terms in the frame fields in the bulk will
be interpreted as sources for the stress energy complex in the non-relativistic field theory
living in the t, ~x directions. In addition, for z = 2 there are potential logarithmic terms in
the asymptotic expansion which need to be treated carefully. We therefore leave a detailed
study of z = 2 for future work.
We start in the next section by reviewing the Schro¨dinger solution in a little more de-
tail, introducing the massive vector theory we will work in for the remainder of this paper
(although it should be easy to extend these ideas to alternative realizations of Schro¨dinger
such as topologically massive gravity). We introduce our frame decomposition of the metric
following [17] and discuss how the frame rotation symmetry can be partially fixed by relating
the frame fields to the massive vector. We then define our asymptotically locally Schro¨dinger
boundary conditions in terms of these frame fields. In section 3, we review the structure
of the stress energy complex for non-relativistic theories, and discuss the description in the
higher-dimensional theory including the ξ direction. In section 4 we give a linearised analysis
around the Schro¨dinger solution for z < 2, and identify the linearised modes with sources
and vevs for the stress energy complex and matter operator. In section 5, we discuss the
asymptotic expansion for z < 2, and show that a solution can be obtained in an expansion
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in powers of r,7 and that all divergences in the action can be eliminated by adding boundary
counterterms which are local functions of the boundary data.
2 Asymptotically locally Schro¨dinger boundary condi-
tions
We consider the metric (1.2) as a solution of the theory with a massive vector introduced in
[1]. The action is
S = − 1
16piG
∫
dds+3x
√−g
(
R− 2Λ− 1
4
FµνF
µν − 1
2
m2AµA
µ
)
− 1
8piG
∫
dds+2ξ
√−γK,
(2.1)
where γ is the induced metric on the boundary and K is the trace of the extrinsic curvature,
with
m2 = z(z + ds), Λ = −(ds + 2)(ds + 1)
2
. (2.2)
The equations of motion that follow are
Rµν − 1
2
Rgµν + Λgµν =
1
2
(
FαµFαν − 1
4
F 2gµν
)
+
m2
2
(
AµAν − 1
2
A2gµν
)
(2.3)
∇µF µν = m2Aν (2.4)
The metric (1.2) is a solution of (2.3), (2.4) supported by the matter field
A = αr−zdt, α =
√
2(z − 1)
z
. (2.5)
The massive vector field Aµ physically singles out the t direction as special.
We want to define a class of asymptotically locally Schro¨dinger spacetimes which asymp-
totically approach (1.2) locally as r → 0. Inspired by the analysis in the Lifshitz case, it is
natural to do so by introducing an appropriate set of frame fields. We will adopt the frame
decomposition proposed in [17] ,
ds2 = gABe
AeB = −e+e+ + 2e+e− + eIeI + erer, (2.6)
for some frame fields eA, A = +,−, I, r. We will always adopt the radial gauge choice
er = r−1dr. In the background (1.2) e+ = r−zdt, e− = rz−2dξ, eI = r−1dxi, so each of the
frame fields has a well-defined scaling with r at large r.8 Note the main novelty compared
to more familiar cases is that to achieve this simple form for the individual frame fields, we
take the frame metric gAB to have off-diagonal components.
7In our analysis, this is traded for an expansion in eigenvalues of a suitable dilatation operator, but the
existence of a dilatation expansion implies the existence of an expansion in powers of r, since each term in
the dilatation expansion has an expansion in positive powers of r.
8Note that for this flat background, the frame index I and the coordinate index i are equivalent.
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The decomposition of the metric does not fix the choice of frame fields uniquely; it is
invariant under transformations which preserve the metric gAB, so we have the freedom to
redefine the eA infinitesimally by
e+ → e+ + αIeI , e− → e− + βIeI , eI → eI − βIe+ + αI(e+ − e−) (2.7)
and
e+ → e+ + γe+, e− → e− + γ(e+ − e−). (2.8)
The decomposition is also invariant under rotations among the spatial frame fields eI . We
could leave this symmetry unfixed in the spirit of the treatment of the Lifshitz case in
[9, 10], but we prefer to relate the distinguished frame fields to physical quantities, fixing
this symmetry as much as possible. This will simplify the task of identifying the sources for
the operators in the stress energy complex.
In our massive vector theory, the symmetries (2.7,2.8) will be restricted by assuming
a form for the massive vector field. We can first restrict (2.7) by assuming A has no eI
component, so
A = A+e
+ + A−e− + rArer. (2.9)
The transformations which preserve this are those with A+α
I +A−βI = 0, together with the
rotations of the spatial frame fields. The action of (2.8) is
A+ → A+ + γ(A+ + A−), A− → A− − γA−. (2.10)
Since the frame field e+ is a null vector, it doesn’t have a fixed length. The symmetry (2.8)
rescales it; we can therefore use this flexibility to fix the value of the projection of A along
e+. A convenient choice is to set A+ = α, its background value.
Thus we choose
A = α(e+ + ψe− + srer), (2.11)
where α is the constant background value in (2.5), and ψ is the single scalar degee of freedom
in the boundary conditions for the matter field, and we’ve taken an overall factor of α out
for convenience. We will find that the operator dual to ψ is irrelevant, so we always set the
source part to zero.
Given any solution of the massive vector theory, we can write the metric and vector field
as in (2.6,2.11). The physical degrees of freedom are then the frame fields eA and the scalar
ψ. As in Lifshitz, a part of the degrees of freedom in the massive vector field has been
assigned to the frame fields, to make physical some of the components that would have been
pure gauge. Unlike in Lifshitz, this does not make all of the components of e+, e− physical.
The remaining gauge symmetry is
e+ → e+ − ψβIeI , e− → e− + βIeI , eI → eI − βIe+ − ψβI(e+ − e−), (2.12)
together with the rotations of the spatial frame fields eI .
We then say that a spacetime is asymptotically locally Schro¨dinger if the metric and
massive vector can be written as in (2.6,2.11) with
e+ = r−z eˆ+, e− = rz−2eˆ−, eI = r−1eˆI , (2.13)
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and the scalar ψ = r∆−ψˆ for some exponent ∆−,9 where the fields eˆA, ψˆ are arbitrary
functions of t, ξ, ~x, r with finite limits as r → 0. The boundary limits of the eˆA (which
with characteristic abuse of notation we will sometimes refer to simply as eˆA) define the
boundary geometry for our asymptotically locally Schro¨dinger spacetime (while the scalar
ψˆ is the source for a scalar operator in the dual field theory).
3 Stress energy complex and dimensional reduction
We want to view this data as describing the geometry our field theory lives in, so it should
provide sources for the stress energy complex. Let us therefore review the structure of this
in a non-relativistic theory. Any non-relativistic theory, Lifshitz or Schro¨dinger, will have
an energy density E and an energy flux E i, satisfying the conservation equation (in a flat
boundary space)
∂tE + ∂iE i = 0, (3.1)
along with a momentum density Pi and a spatial stress tensor Πij satisfying the conservation
equation
∂tPi + ∂jΠji = 0. (3.2)
The Schrodinger theory additionally has a conserved particle number, so there is a particle
number density ρ and a particle number flux ρi satisfying
∂tρ+ ∂iρ
i = 0. (3.3)
The scale invariance implies zE+Πii+(2−z)ρ = 0; the additional term for z 6= 2 is associated
with the breaking of the scaling symmetry by non-zero particle number. E has dimension
z + ds, which implies E i has dimension 2z + ds − 1, and Pi has dimension 1 + ds, which
implies Πij has dimension z + ds. The particle number has dimension 2 − z, so its density
ρ has dimension 2− z + ds, so ρi has dimension 1 + ds. In fact, in a non-relativistic theory
ρi = Pi = ρvi, where vi is the local velocity of the particles, so these are not independent
operators.
In the Lifshitz story the stress energy complex was realised directly in the holographic
dual, but in Schrodinger the non-relativistic field theory is constructed as the reduction of a
one higher dimensional field theory over a null circle labelled by the coordinate ξ. For z < 2,
it is the higher-dimensional quantities that we expect to appear in our holographic dictionary.
In [18], non-relativistic quantities were obtained by dimensional reduction from the stress
tensor of a relativistic theory. In the present paper, we work in a frame formalism adapted to
the anisotropic scaling symmetry, so the description in the higher-dimensional theory is still
not relativistic; in particular different components have different scaling dimensions even in
the higher-dimensional description.
9This leading asymptotic falloff of the scalar will be determined later by the linearised analysis, where
for ds = 2 we find that ∆− = 2− 2z, corresponding to a scalar operator of dimension 2z+ 2 in the dual field
theory.
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In the higher-dimensional theory for z < 2, we expect to have an energy current whose
sources are in the frame field eˆ+, a ξ-momentum current which is physically identified with
particle number whose sources are in eˆ−, and spatial momentum currents whose sources are
in eˆI . The energy current consists of an energy density E, an energy flux Ei in the spatial
directions, and an energy flux Eξ in the null direction. The conservation equation is
∂tE + ∂iE
i + ∂ξE
ξ = 0. (3.4)
The relation between these ds + 2 dimensional operators and the above ds + 1 dimensional
theory is that the densities in the ds + 1 dimensional theory are the integral of the higher-
dimensional densities over the ξ circle, so E = ∮ dξE etc. Thus E has dimension ds + 2, so
that integrating over dξ (which has dimension z− 2) gives E dimension z+ds. This can also
be understood directly in the higher-dimensional theory; the densities in this theory are per
unit volume in ~x and ξ. The volume element dξ ddsx has dimension z − 2 − ds, so E has
dimension ds + 2 so the total energy obtained by integrating over the volume element has
dimension z. The spacetime volume element in ds+2 dimensions has length dimension ds+2
with respect to the anisotropic scaling, so this is the dimension of a marginal operator. The
conservation equation implies Ei has dimension z+ ds + 1 and E
ξ has dimension 2z+ ds, as
∂ξ has dimension 2− z.
The spatial momentum currents similarly consist of the spatial momentum density Pi, a
stress tensor Tij in the spatial directions, and a stress T
ξ
i in the ξ direction, satisfying the
conservation equation
∂tPi + ∂jT
j
i + ∂ξT
ξ
i = 0. (3.5)
Pi has dimension 3− z + ds, so that the total momentum has dimension 1, and the integral
over ξ gives Pi =
∮
dξPi dimension ds + 1 as expected in a non-relativistic theory. The
conservation equation then implies that Tij has dimension ds + 2 and T
ξ
i has dimension
z + ds + 1.
Finally, the ξ-momentum current consists of the momentum density Pξ in the ξ direction,
which will be identified with particle number density. This density comes with a particle
number flux P iξ in the spatial directions and P
ξ
ξ in the ξ direction, satisfying
∂tPξ + ∂jP
j
ξ + ∂ξP
ξ
ξ = 0. (3.6)
Pξ has dimension 4− 2z + ds, implying P iξ has dimension 3− z + ds and P ξξ has dimension
ds + 2.As noted earlier, P
i
ξ = Pi, and Tij is a symmetric tensor. The Ward identity from the
scaling symmetry is zE + T ii + (2− z)P ξξ = 0.10
Apart from these Ward identities the components of the stress complex are independent;
note in particular that T ξi and P
i
ξ have different dimensions, so the stresses in the spatial
and ξ directions cannot be combined into a symmetric tensor. Note that Eξ, Ei and T ξi are
irrelevant operators.
10The Ward identities (3.1,3.2,3.3) and zE + Πii + (2− z)ρ = 0 are obtained by taking the above identities
and integrating over the ξ circle.
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For z < 2, our holographic dictionary will naturally be formulated in terms of this
ds+2 dimensional field theory, and the frame fields eˆ
A provide sources for the corresponding
currents, which can be arbitrary functions of t, ξ, ~x. We can view these currents as the
components of the non-symmetric tensor
TαB =
1√−γ
δ
δeBα
S. (3.7)
The residual gauge symmetry (2.12) corresponds to the fact that there are not independent
physical sources for Pi, P
i
ξ , while the symmetry under rotations of the eˆ
I corresponds to Tij
being a symmetric tensor.
As in the Lifshitz case, there are irrelevant operators in the stress energy complex, and
we would expect to need to set their sources to zero. For generic sources, there is no
diffeomorphism-invariant part in the source for T ξi , as we can always make a ξ-dependent
redefinition of the xi coordinates to set the dξ components in eI to zero.11 Therefore the only
diffeomorphism-invariant sources for irrelevant operators are in e+, and we can set these to
zero by adopting the irrotational condition
eˆ+ ∧ deˆ+ = 0. (3.8)
As in Lifshitz, this can be viewed as a condition that the boundary geometry defined by
the eˆA admits a foliation by surfaces of absolute time, as is appropriate for a non-relativistic
theory. As in Lifsihtz we will find that there is a range of values of z for which solutions exist
in an asymptotic expansion even if we do not impose this condition. Since the energy flux
Ei is irrelevant for all z > 1, one might expect that we would always need to set its source to
zero. But the diffeomorphism symmetry implies that only derivatives of this source actually
appear, so there is a range of values for which the asymptotic expansion exists even in the
presence of this source, as in Lifshitz. Here the relevant range is z < 3/2.
For z = 2, the story is different. We argued in the introduction that because the
anisotropic scaling symmetry doesn’t act on ξ and the asymptotic falloffs of bulk modes
of different kξ are different, the appropriate holographic dictionary is now in terms of a
theory that lives in ds + 1 dimensions, with modes of different kξ identified with distinct
operators in this theory, whose scaling dimensions may be kξ dependent. Thus, to identify
the boundary data eˆA, ψ as sources for the dual operators, we should expand them in Fourier
modes in ξ. For the frame fields, we should also decompose them as
eˆA = eˆAa dx
a + eˆAξ dξ, (3.9)
where a runs over t, xi. For the zero modes, where eˆA is independent of ξ, this decomposition
is the analogue in our frame language of the Kaluza-Klein decomposition of the metric and
massive vector field. With respect to the ξ-independent diffeomorphisms acting in the lower-
dimensional boundary coordinates, eAa will transform as a one-form and e
A
ξ will transform as
a scalar.
11The zero-mode of the source of T ξi along the ξ direction is diffeomorphism-invariant, so in the discussion
of z = 2 we will have to explicitly set this to zero.
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As noted above, the operators in the stress complex in the ds + 1 dimensional non-
relativistic theory are obtained by integrating the higher-dimensional densities over the ξ
circle, E = ∮ dξE etc. That is, they are the zero modes of the higher-dimensional fields
along this circle direction. The sources for these operators are thus the ξ-independent part
of the sources eˆAa . The conservation equations (3.1 - 3.3) are obtained by integrating (3.4
- 3.6) over the ξ circle; the last terms in the latter equations will drop out on doing the
integral as they are a total derivative. Thus, for z = 2, we could obtain correlation functions
of the non-relativistic stress energy complex just by considering appropriate ξ-independent
sources eˆAa . We can also consider ξ-independent sources eˆ
A
ξ , which are interpreted for z = 2
as providing sources for some particular scalar operators.12
4 Linearised analysis for z < 2
We now turn to a linearised analysis of the equations of motion (2.3,2.4) for z < 2. We will
see that this analysis confirms that the limits as r → 0 of the rescaled frame fields eˆAα can
be interpreted as the sources corresponding to the stress energy complex TαB, in that the
modes canonically conjugate to the sources in the symplectic flux satisfy the expected Ward
identities as a consequence of the linearised equations in the bulk. We will identify ψ as the
bulk dual of an operator of dimension 2z + 2 when ds = 2. We will see that the equations
can be solved in a power series in r in the asymptotic region, where the subleading terms
are determined locally in terms of the sources.
We will consider the case ds = 2, which is physically the most interesting (the results for
other values of ds will be similar in structure) and ds = 0, which is a special case and was
previously analysed in [14], so discussing this case will be useful for comparison purposes.
The linearised version of our frame fields is
eˆ+ = (1 + δeˆ+t )dt+ δeˆ
+
ξ dξ + δeˆ
+
i dx
i, (4.1)
eˆ− = (1 + δeˆ−ξ )dξ + δeˆ
−
t dt+ δeˆ
−
i dx
i, (4.2)
eˆI = (δIj + δeˆ
I
j )dx
j + δeˆItdt+ δeˆ
I
ξdξ. (4.3)
The linearised fields are then δeˆAα and the ψ, sr in (2.11). The constant modes in δeˆ
A
α are
assumed to represent sources for the corresponding components of TαA.
The linearised version of the residual gauge symmetry (2.12) is δeˆ−i → δeˆ−i + βˆi, δeˆIt →
δeˆIt − βˆi (where βI = rz−1βˆi). This implies that the sources for T+I = Pi and T I ξ = P iξ are
not independent, as expected. The rotation symmetry of the eI also implies that only the
symmetric part of δeIj provide independent sources. The equations of motion are easier to
discuss in the metric language, so we will resolve this gauge symmetry by passing back from
the frame fields to the metric and vector for this linearised analysis.
In the metric language, the linearised perturbations are hµν , aµ. The linearised equations
12The situation is similar to the Lifshitz theories obtained by dimensional reduction in [8].
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in the metric language are as in [4]13
∇µfµν −∇µ(hµλF νλ )−∇µhβνF µβ +
1
2
∇λhF λν = m2aν (4.4)
and
R(1)µν =
2
d− 2Λhµν +
1
2
fµλF
λ
ν +
1
2
fνλF
λ
µ −
1
2
FµλFνσh
λσ − 1
2(d− 2)fλρF
λρgµν
+
1
2(d− 2)FλρF
ρ
σ h
λσgµν − 1
4(d− 2)FλρF
λρhµν +
1
2
m2aµAν +
1
2
m2aνAµ, (4.5)
where d = ds + 3 is the dimension of the spacetime, fµν = ∂µaν − ∂νaµ and
R(1)µν =
1
2
gλσ[∇λ∇µhνσ +∇λ∇νhµσ −∇µ∇νhλσ −∇λ∇σhµν ]. (4.6)
It is convenient to write
htt = r
−2zHtt, htξ = r−2Htξ, hξξ = r2(z−2)Hξξ, (4.7)
hti = r
−(z+1)Hti hξi = rz−3Hξi, hij = r−2Hij, (4.8)
ar = αr
−1sr at = αr−zst aξ = αrz−2sξ ai = αr−1si. (4.9)
Then, a given linearised mode will contribute at the same order in r in all the different fields,
and the power of r will correspond to the scaling dimension of the mode. The sr here is the
same as in (2.11), and the other fields are related to the linearised frame fields by
Htt = −2δeˆ+t + 2r2z−2δeˆ−t , Htξ = −r2−2zδeˆ+ξ + δeˆ−ξ + δeˆ+t , Hξξ = 2r2−2zδeˆ+ξ , (4.10)
Hti = −r1−zδeˆ+i + rz−1δeˆ−i + rz−1δeˆIt , Hξi = r1−zδeˆ+i + r1−zδeˆIξ , Hij = δeˆIj + δeˆJi , (4.11)
st = δeˆ
+
t , sξ = r
2−2zδeˆ+ξ + ψ, si = r
1−zδeˆ+i . (4.12)
Note that in the expansion about a flat background the I and i indices are equivalent at
leading order, so in these equations, δeˆIα should be understood as δeˆ
I
αδIi.
4.1 Linearised solutions for ds = 2
Let us now study the equations for ds = 2. Our interest is in understanding the identification
of the solutions of the linearised equations with sources and vevs for the dual operators. We
identify the sources with the leading constant parts of the linearised frame fields δeˆA, which
appear in the linearised fields in the frame language as set out in (4.10 - 4.12). Since we have
not yet carried out a holographic renormalization procedure, the vevs will also have divergent
contributions from the source modes, but we are interested in identifying the relation between
13Note that hµν denotes the perturbation of the metric, and indices are raised and lowered with the
background metric, so hµν is the perturbation of the metric with the indices raised, not the perturbation of
the inverse metric.
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the bulk solutions which are not locally determined by the sources and the finite part of the
vevs. In many cases, we can identify the mode corresponding to the vev by its conformal
dimension alone, but in general we follow [19] and identify the vev as the linearised solution
which is canonically conjugate to the source with respect to the symplectic inner product
defined by calculating the symplectic flux.
Since dependence on the boundary directions introduces only subleading terms for z <
2, we can first understand this identification by considering constant modes, which are
independent of the boundary directions. We then discuss briefly the linearised equations for
non-constant modes and check that the solutions we are identifying with the vevs do indeed
satisfy appropriate Ward identities as a result of the asymptotic equations of motion in the
non-constant cases.
When the fields are independent of spatial coordinates xi, the rotation symmetry in these
directions will be unbroken, so we can decompose the linearised fields into a tensor, vector
and scalar part with respect to this linearised symmetry. Below we will treat these tensor,
vector and scalar modes first, initially for constant modes and then including dependence on
t, ξ. To make this decomposition we should further decompose Hij into a trace and a trace
free part, Hij = kδij + H¯ij, where H¯
i
i = 0. The tensor mode is H¯ij. The vector modes are
Hti, Hξi and si. The scalar modes are Htt, Htξ, Hξξ, k, st, sξ and sr (which is determined
algebraically in terms of the other modes). We will always assume the t, ξ dependence is
harmonic, eiωt+ikξξ, so in writing equations we will make the replacements ∂t → iω, ∂ξ → ikξ.
When we include dependence on the xi, there is a different decomposition, which splits
the modes into scalars (which now include scalar-derived vectors and tensors) and vectors
(including vector-derived tensors). We set up the equations for this general case in section
4.1.4, and comment on the Ward identities.
4.1.1 Tensor modes
The tensor equation of motion is
r2H¯ ′′ij − 3rH¯ ′ij − (k2ξr2(2−z) + 2kξωr2)H¯ij = 0. (4.13)
The solution for ω = kξ = 0 is
H¯ij = H¯
(0)
ij + H¯
(4)
ij r
4, (4.14)
corresponding to the source and vev for the trace free part of the spatial stress tensor Tij.
For general (kξ, ω), we will have an infinite series of subleading corrections which involve
boundary derivatives of these leading terms. As the equation of motion only involves the
combinations kξω and k
2
ξ , the solution can be written as
H¯ij =
∑
m,n≥0
aij(m,n)(kξωr
2)2m(kξr
2−z)2n + k2ξω
2r4 log r2
∑
m,n≥0
bij(m,n)(kξωr
2)2m(kξr
2−z)2n.
(4.15)
We can take aij(0,0) = H¯
(0)
ij and aij(2,0) = H¯
(4)
ij as the independent coefficients. The expansion
includes log terms because a subleading term determined by H¯
(0)
ij and the independent term
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H¯
(4)
ij occur at the same power of r. The subleading terms in the expansion are all determined
in terms of H¯
(0)
ij and H¯
(4)
ij by solving (4.13) in a power series in kξ, ω. The explicit factors of
kξ, ω in (4.15) imply that there will be no factors of kξ, ω in the equations for the aij(m,n),
bij(m,n), so the subleading terms are determined locally in the boundary directions. They are
solutions of ODEs in the radial direction.
4.1.2 Vector modes
The vector equations of motion are
r2s′′i − 3rs′i − [(z − 1)(z + 3) + k2ξr4−2z + 2kξωr2]si + zrH ′ξi + z(z − 1)Hξi = 0, (4.16)
kξ[r(H
′
ξi +H
′
ti) + (z − 1)(Hξi −Hti − 2si)] + ωr2z−2[rH ′ξi + (z − 1)Hξi] = 0, (4.17)
r2H ′′ξi + (2z − 5)rH ′ξi + [(z − 1)(z − 5)− r2kξω]Hξi + k2ξr4−2zHti = 0, (4.18)
and
r2H ′′ti − r(2z + 1)H ′ti + [(z − 1)(z + 3)− k2ξr4−2z − r2kξω]Hti
+ 2(z − 1)[(z + 3)si − (z − 1)Hξi − r(si +Hξi)′] + (r2kξω + r2zω2)Hξi = 0. (4.19)
For kξ = ω = 0, (4.17) is trivially satisfied, and we solve (4.16,4.18,4.19). For general kξ, ω,
we solve (4.16,4.17,4.18), which imply (4.19).
For kξ = ω = 0, the solution for the vector modes can be written as
Hξi = (s
(−)
i +H
(−)
ξi )r
1−z +H(+)ξi r
5−z, (4.20)
Hti = −s(−)i r1−z +H(−)ti rz−1 +H(+)ti rz+3 +
(z − 4)
2(3− z)H
(+)
ξi r
5−z, (4.21)
si = s
(−)
i r
1−z +
z
2(z − 1)H
(+)
ξi r
5−z + s(+)i r
z+3. (4.22)
We have chosen to define and normalise the independent so that the solutions with a (−)
superscript correspond to the sources, coming from the constant modes in the frame fields.
From (4.12), we see that s
(−)
i corresponds to the constant part in δeˆ
+
i , the source term for
the energy flux Ei. From (4.11), H
(−)
ξi is then the constant part of δeˆ
I
ξ , the source term for
the stress T ξi , and H
(−)
ti is the source term for the momentum density Pi. The modes with a
(+) superscript should then correspond to the vevs of these operators. By dimensions alone
we see that 〈Pi〉 ∼ H(+)ξi . The vevs 〈Ei〉 and 〈T ξi 〉 should be related to H(+)ti and s(+)i .
We can work out the identification by computing the symplectic flux at the boundary
r = 0, and identifying the modes canonically conjugate to the sources with the vevs, following
[19]. Generically, the symplectic flux will have divergent contributions involving just the
source modes, corresponding to the divergences in the vevs which need to be removed by
holographic renormalization, but we focus on constant perturbations for which the result is
finite, enabling us to relate the (+) modes to the finite part of the vevs. The appropriate
symplectic current for the Einstein-massive vector theory we are considering was worked out
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in [20]. It involves combining the usual gravitational symplectic current jµg with an additional
component jµa ,
jµ = jµg + j
µ
a . (4.23)
These are respectively given by
jµg = P
µναβγδ(h∗2αβ∇νh1γδ − h1αβ∇νh∗2γδ), (4.24)
jµa = a
∗
2ν(f
µν
1 − hµλ1 F νλ − hβν1 F µβ +
1
2
h1F
µν)− (1↔ 2), (4.25)
where
P µναβγδ =
1
2
(gµνgγ(αgβ)δ+gµ(γgδ)νgαβ+gµ(αgβ)νgγδ−gµνgαβgγδ−gµ(γgδ)(αgβ)ν−gµ(αgβ)(γgδ)ν),
(4.26)
indices in parentheses are symmetrized, and ∗ indicates complex conjugation.
Given the current found from two linearised solutions, the symplectic flux through the
boundary, F , is defined as the pullback of the current to the surface r = 0. As usual, this is
defined by evaluating the pullback at some cutoff surface r = r and taking the limit r → 0,
so we write
F = lim
r→0
i
2
∫
r=r
ddsxdξ
√
γnµjµ, (4.27)
where nµ the unit outward-pointing normal to the boundary. The overall factor of i/2 is
purely conventional.
As mentioned above, for constant perturbations the flux turns out to be finite. In the
vector sector we find
F = −i
∫
r=0
ddsxdξ
[
H
(−)
ξi ∧ (2H(+)ti − (z − 1)s(+)i ) + 2H(−)ti ∧H(+)ξi
+ s
(−)
i ∧ (2H(+)ti +
(z − 1)(z + 2)
z
s
(+)
i )
]
, (4.28)
where A ∧ B = A1B2 − A2B1, where 1, 2 label the two linearised solutions which define the
current. This enables us to identify, up to an overall normalization which we neglect for
simplicity,
〈Pi〉 = 2H(+)ξi , 〈T ξi 〉 = 2H(+)ti − (z − 1)s(+)i , 〈Ei〉 = 2H(+)ti +
(z − 1)(z + 2)
z
s
(+)
i . (4.29)
For non-zero kξ, ω, the solutions of the linearised equations of motion can be given in
a power series expansion; since the equations involve only kξω and k
2
ξ , this will be of the
same form as in (4.15). The interesting new feature here is that because of the different
structure of the equations (we now need to solve (4.17)), there is a reduction in the number
of independent mode solutions. Solving (4.17) at leading order implies a relation among the
coefficients,
kξ[2H
(+)
ti − (z − 1)s(+)i ] + 2ωH(+)ξi = 0, (4.30)
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which corresponds to the Ward identity
∂tPi + ∂ξT
ξ
i = 0, (4.31)
confirming our identification of the linearised solutions with the vevs.
4.1.3 Scalar modes
We consider now the scalar modes Htt, Htξ, Hξξ, k, sr, st, sξ. They are governed by the
equations
0 =
(
kξz
2
+ ωzr2z−2
)
Hξξ − kξzk + (z − 2)
(
kξ + ωr
2z−2) sξ + kξrs′t − kξzst
+ (kξ + ωr
2z−2)rs′ξ − i
(
k2ξr
2−z + 2kξωrz + z(z + 2)rz−2
)
sr, (4.32)
0 = − 1
2
r(z + 2)H ′ξξ +
(
1
2
ω2r2z − z2 + z
)
Hξξ − 3rH ′tξ − r2kξωHtξ +
1
2
k2ξHttr
4−2z
− 3rk′ − (k2ξr4−2z + 2kξωr2) k + (z − 1)[rs′ξ + 2zsξ − ikξr2−zsr], (4.33)
0 =
ω
2
rH ′ξξ +
(
1
2
kξ(z − 1)r2−2z + 3
2
ω(z − 1)
)
Hξξ +
(
ω
2
− 1
2
kξr
2−2z
)
rH ′tξ
− 1
2
kξr
2−2zrH ′tt + ωrk
′ + (z − 1)r2−2zkξ[Htt − k + st]
− ω(z − 1)sξ − i
(
z2 + z − 2) r−zsr, (4.34)
0 = − 1
2
ωr2z−2rH ′ξξ − (z − 1)
(
ωr2z−2 +
kξ
2
)
Hξξ +
1
2
kξrH
′
tξ + kξrk
′, (4.35)
0 =
1
2
r2H ′′ξξ + r
2H ′′tξ +
1
2
r2H ′′tt + r
2k′′ + r
(
z − 5
2
)
H ′ξξ + 2
(
z2 − 3z + 2)Hξξ
− (z + 2)rH ′tξ +
1
2
(1− 4z)rH ′tt + 2
(
z2 − 1)Htt + (z − 4)rk′
− (k2ξr4−2z + 2kξωr2 + ω2r2z) k − 2(z − 1)rs′t + 4 (z2 − 1) st
+ (1− z)rs′ξ + 4(z − 1)sξ + i(z − 1)
(
kξr
2−z + 2ωrz
)
sr, (4.36)
0 = r2H ′′ξξ + (4z − 7)rH ′ξξ + 4
(
z2 − 4z + 3)Hξξ − 2k2ξr4−2zk, (4.37)
0 = r2H ′′ξξ + 2r
2H ′′tξ + r
2k′′ +
(
ω2r2z − 4z + 4)Hξξ − 6rH ′tξ + k2ξr4−2zHtt
+ (z − 4)rH ′ξξ − 3rk′ −
(
k2ξr
4−2z + 2kξωr2
)
k
− 2kξωr2Htξ + 2(z − 1)[ikξr2−zsr − rs′ξ + 4sξ]. (4.38)
15
In addition, we have equations
0 = r2s′′ξ + 2(z − 1)zHξξ + k2ξr4−2zst + (2z − 5)rs′ξ + zrH ′ξξ
− (kξωr2 + 8z − 8) sξ + ikξr2−z(2sr − rs′r), (4.39)
0 = r2s′′ξ + r
2s′′t − kξωr2st +
(
ω2r2z − 2z2 − 2z + 4) sξ − 3rs′ξ − (2z + 1)rs′t
+
1
2
zrH ′ξξ − zrk′ + 2i
(
kξzr
2−z + ωrz
)
sr − i
(
kξr
2−z + ωrz
)
rs′r, (4.40)
0 =
1
2
r2H ′′ξξ +
1
2
r2H ′′tξ + r
2k′′ +
3
2
(z − 2)rH ′ξξ + 2
(
z2 − 3z + 2)Hξξ+
− 3
2
rH ′tξ − 3rk′ −
(
k2ξr
4−2z + kξωr2
)
k. (4.41)
For constant modes, (4.32,4.34,4.35) are automatically satisfied if sr = 0, and (4.39,4.40,4.41)
are non-trivial equations. For general kξ, ω, we solve (4.32-4.38), which imply (4.39,4.40,4.41).
The solution for constant modes is
sr = 0, (4.42)
Htt =
(3z − 2)s(−)ξ
6z
r2−2z − 2s(0)t + 2r2z−2H(−)tt + r2z+2H(+)tt
+
(6− 5z)H(+)ξξ
4(z − 3)(z − 2)r
6−2z +
(6k(4)(z − 4) + 5s(4)ξ (z − 1)(z + 2))
6(z − 3) r
4, (4.43)
Htξ = − (H(−)ξξ +
2
3
s
(−)
ξ )r
2−2z + s(0)t +H
(0)
tξ −
1
2
H
(+)
ξξ r
6−2z +
(
(z − 1)(z + 2)
6
s
(4)
ξ − k(4)
)
r4,
(4.44)
Hξξ = 2H
(−)
ξξ r
2−2z +H(+)ξξ r
6−2z, (4.45)
k =
1
3
s
(−)
ξ r
2−2z + 2k(0) +
1
2(3− z)H
(+)
ξξ r
6−2z + k(4)r4, (4.46)
sξ = (H
(−)
ξξ + s
(−)
ξ )r
2−2z + s(4)ξ r
4 +
z
2(z − 1)H
(+)
ξξ r
6−2z, (4.47)
st = − 1
3
s
(−)
ξ r
2−2z + s(0)t + s
(+)
t r
2z+2 +
3zH
(+)
ξξ r
6−2z
4(z − 1)(z − 3) −
(
zk(4)
2(z − 1) +
(z + 2)s
(4)
ξ
4
)
r4.
(4.48)
We have once again chosen the definition and normalization of the modes so that the (0)
and (−) modes correspond to constant leading terms in the frame fields. The r-independent
modes with a (0) superscript correspond to sources for the diagonal components of the stress
energy complex: s
(0)
t is the constant part of δeˆ
+
t , so it is the source for the energy density
E, H
(0)
tξ is the constant part of δeˆ
−
ξ , so it is the source for P
ξ
ξ , and k
(0) is the constant part
of δeˆIi , so it is the source for the trace of the spatial stress tensor T
i
i . There is a single mode
H
(−)
tt of dimension 2z − 2, which comes from the constant part of δeˆ−t , so it is the source for
the particle number density Pξ. There are two modes of dimension 2− 2z, corresponding to
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sources for operators of dimension 2z + 2. The first is H
(−)
ξξ , which comes from the constant
part of δeˆ+ξ , and hence corresponds to the source for the energy flux E
ξ. The second must be
the source part of ψ, so we learn that this is dual to an operator O of dimension 2z+ 2. The
source for this should not change δeˆ+ξ , so we can identify this source as s
(−)
ξ . Note that as in
the Lifshitz case, the source mode for this matter operator also appears in other fields, unlike
the source modes for the stress tensor, whose appearance is constrained by the boundary
diffeomorphism invariance.
We would again like to identify the remaining modes with the vevs of these operators.
Dimensions alone suffices to fix 〈Pξ〉 ∼ H(+)ξξ , to relate 〈E〉, 〈T ii 〉 and 〈P ξξ 〉 to k(4) and s(4)ξ ,
and to relate 〈Eξ〉 and 〈O〉 to H(+)tt and s(+)t . To determine the relation we use the symplectic
flux, which is calculated as in the vector sector. The symplectic flux is again finite and is
given by
F = i
∫
r=0
ddsxdξ
[
s
(0)
t ∧
(
2k(4) +
1
3z
(z − 1)(z2 − 4z − 6)s(4)ξ
)
+H
(0)
tξ ∧
(
2k(4) +
1
3
(z − 1)(z + 2)s(4)ξ
)
+ k(0) ∧
(
−4k(4) + 2
3
(z − 1)(2z + 1)s(4)ξ
)
− 2H(−)tt ∧H(+)ξξ
−H(−)ξξ ∧
(
2H
(+)
tt +
2(z − 1)
z
s
(+)
t
)
− 2(z
2 − 1)
z
s
(−)
ξ ∧ s(+)t
]
. (4.49)
This implies the identifications
〈Pξ〉 = 2H(+)ξξ , 〈P ξξ 〉 = −2k(4) −
1
3
(z − 1)(z + 2)s(4)ξ , (4.50)
〈E〉 = −2k(4) − 1
3z
(z − 1)(z2 − 4z − 6)s(4)ξ , (4.51)
and
〈T ii 〉 = 〈T 11 〉+ 〈T 22 〉 = 4k(4) −
2
3
(z − 1)(2z + 1)s(4)ξ . (4.52)
The Ward identity from the scaling invariance is zE + T ii + (2− z)P ξξ = 0, which is indeed
satisfied by these vevs. The other vevs are
〈Eξ〉 = 2H(+)tt +
2(z − 1)
z
s
(+)
t (4.53)
and
〈O〉 = 2(z
2 − 1)
z
s
(+)
t . (4.54)
For a solution with non-zero kξ, ω, there is a power series expansion of the same form as
in (4.15), with an extra factor of kξ in sr. As in the vector case, there is a reduction in the
number of independent mode solutions because of the different structure of the equations of
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Operator Source Expectation value
E s
(0)
t −2k(4) − 13z (z − 1)(z2 − 4z − 6)s(4)ξ
Ei s
(−)
i 2H
(+)
ti +
(z+1)(z+2)
z
s
(+)
i
Eξ H
(−)
ξξ 2H
(+)
tt +
2(z−1)
z
s
(+)
t
Pi = P
i
ξ H
(−)
ti 2H
(+)
ξi
T 11 + T
2
2 k
(0) 4k(4) − 2
3
(z − 1)(2z + 1)s(4)ξ
T 11 − T 22 , T 12 H¯(0)ij H¯(4)ij
T ξi H
(−)
ξi 2H
(+)
ti − (z − 1)s(+)i
Pξ H
(−)
tt 2H
(+)
ξξ
P ξξ H
(0)
tξ −2k(4) − 13(z − 1)(z + 2)s(4)ξ
O s
(−)
ξ
2(z2−1)
z
s
(+)
t
Table 1: The identification of linearised modes with sources and vevs for the operators in
the dual field theory.
motion. There is a linear combination of (4.32,4.34) which is independent of sr. That and
(4.35) imply the relations
kξ
(
k(4) +
1
6
(z − 1)(z + 2)s(4)ξ
)
− ωH(+)ξξ = 0, (4.55)
−2kξ
(
H
(+)
tt +
(z − 1)
z
s
(+)
t
)
+ ω
(
2k(4) +
1
3z
(z − 1)(z2 − 4z − 6)s(4)ξ
)
= 0; (4.56)
which correspond to the Ward identities
∂tPξ + ∂ξP
ξ
ξ = 0, (4.57)
∂tE + ∂ξE
ξ = 0. (4.58)
This confirms our identification of the vevs in terms of the linearised modes. The identifica-
tion of sources and vevs for the different operators is summarized in table 1.
4.1.4 Linearised solutions with spatial dependence
The most general linearised solutions include spatial dependence. Considering a single
Fourier mode in all boundary directions, we can use the rotation symmetry to orient the
spatial coordinates so that the spatial momentum is along the x direction, so the coordinate
dependence in all modes is eiωt+ikξξ+ikxx. Then the modes split up into the scalar modes Htt,
Htξ, Hξξ, Htx, Hξx, Hxx, Hyy st, sx, sr and the vector modes Hty, Hξy, Hxy, sy. As in the
discussion with no spatial dependence, these all have an expansion in powers of kξωr
2 and
k2xr
2. The leading terms take the same form as for the constant modes above.
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The equations of motion in the vector sector are
rkx[r
zωHξy + kξr
2−z(Hty +Hξy)]− (k2ξr4−2z + 2kξωr2)Hxy − 3rH ′xy + r2H ′′xy = 0, (4.59)
z(z − 1)Hξy − k2xr2sy − (k2ξr4−2z + 2kξωr2 + (z − 1)(z + 3))sy + r(zH ′ξy − 3s′y + rs′′y) = 0,
(4.60)
kξ[(z − 1)(Hty −Hξy + 2sy)− r(Hty +Hξy)′]− ωr2z[(z − 1)Hξy + rH ′ξy]− kxrzH ′xy = 0,
(4.61)
kx(kξr
3−zHxy − kxr2Hξy) + k2ξr4−2zHty + ((z − 1)(z − 5)− kξωr2)Hξy
+ r((2z − 5)H ′ξy + rH ′′ξy) = 0, (4.62)
kxr(r
zωHxy − kxrHty) + (kξωr2 − k2ξr4−2z − (z − 1)(z + 3))Hty + 2(z − 1)(z + 3)sy
+ (kξωr
2 + ω2r2z − 2(z − 1)2)Hξy + r(rH ′′ty − 2(z − 1)(Hξy + sy)′ − (1 + 2z)H ′ty) = 0.
(4.63)
We can solve these equations order by order in kξω and k
2
x. The subleading components
determine the subleading terms in the expansion of the fields. But there are also additional
constraints on the leading terms, corresponding to the expected Ward identities. Equation
(4.61) gives at leading order
kξ[2H
(+)
ty − (z − 1)s(+)y ] + 2ωH(+)ξy + kxH¯(4)xy = 0 (4.64)
which corresponds to the Ward identity
∂tPy + ∂ξT
ξ
y + ∂xT
x
y = 0. (4.65)
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In the scalar sector, the equations of motion are
0 = 2kxr(kξr
2−z + ωrz)(Htx +Hξx) + k2xr
2
(1
2
Htt − 1
2
Hξξ −Htξ − k
)
− 2(1− z2)Htt
+ 2(2− 3z + z2)Hξξ − (kξr2−z + ωrz)2k + i(z − 1)(kξr2−z + 2ωrz)sr − 4(1− z2)st
− 4(1− z)sξ − (z + 2)rH ′tξ +
1
2
(2z − 5)rH ′ξξ + (z − 4)rk′ − (z − 1)rs′ξ
+ r[(1− 4z)H ′tt − 2(z − 1)s′t] +
1
2
r2H ′′tt + r
2H ′′tξ +
1
2
r2H ′′ξξ + r
2k′′, (4.66)
0 = kxr
(
kξr
2−zHtx + (2kξr2−z + ωrz)Hξx
)
− k2xr2(Htξ +Hξξ + k) + 4(z2 − 3z + 2)Hξξ
− 2(k2ξr4−2z + ωkξr2)k − 3r
(
H ′tξ − (z − 2)H ′ξξ + 2k′
)
+ r2H ′′tξ + r
2H ′′ξξ + 2r
2k′′, (4.67)
0 = rkx[ωr
z(Hξξ + k)− 2i(z − 1)sr − kξHtt + (ωrz − kξr2−z)Htξ]
+ (k2ξr
4−2z + kξωr2 − (z − 1)(z + 3))Htx − (kξωr2 + ω2r2z − 2(z − 1)2)Hξx
− 2(z − 1)(z + 3)sx + (2z + 1)rH ′tx + 2r(z − 1)(H ′ξx + s′x)− r2H ′′tx, (4.68)
0 = − 2kxkξr3−zHξx + k2xr2Hξξ − 4(z − 1)(z − 3)Hξξ + 2k2ξr4−2zk + (7− 4z)rH ′ξξ
− r2H ′′ξξ, (4.69)
0 = kxr
(
kξr
2−z(Htξ + k)− ωrzHξξ
)
− k2ξr4−2zHtx +
(
kξωr
2 − (z − 1)(z − 5)
)
Hξx
+ (5− 2z)rH ′ξx − r2H ′′ξx, (4.70)
0 = r2k′′ + r2H ′′ξξ + 2r
2H ′′tξ − (z − 1)rs′ξ − 3rk′ + (z − 4)rH ′ξξ − 6rH ′tξ + 8(z − 1)sξ
+ 2i(z − 1)kξr2−zsr − (k2ξr4−2z + 2ωkξr2)k +
(
4(1− z) + ω2r2z
)
Hξξ − 2kξωr2Htξ
+ k2ξr
4−2zHtt, (4.71)
0 = 2kxr
(
kξr
2−z(Htx + 2Hξx) + ωrzHξx
)
− r2k2x(2Htx +Hξξ) + r2k′′ + r2H ′′ξξ
− 2(z − 1)rs′ξ − 3rk′ + (z − 4)rH ′ξξ − 6rH ′tξ + 8(z − 1)sξ + 2i(z − 1)kξr2−zsr
− (k2ξr4−2z + 2ωkξr2)k +
(
4(1− z) + ω2r2z
)
Hξξ − 2kξωr2Htξ + k2ξr4−2zHtt, (4.72)
0 = kxkξr
3−zsx − k2xr2sξ + 2z(z − 1)Hξξ + 2ikξr2−zsr + k2ξr4−2zst −
(
8(z − 1) + kξωr2
)
sξ
rzH ′ξξ − ikξr3−zs′r + (2z − 5)rs′ξ + r2s′′ξ , (4.73)
0 = skxr(kξr
2−z + ωrz)sx − 2k2xr2(sξ + st) + 4i(zkξr2−z + ωrz)sr
+
(
2ω2r2z − 4(z − 1)(z + 2)
)
sξ + zrH
′
ξξ − 2zrk′ − 2i(kξr2−z + ωrz)rs′r − 6rs′ξ − 2kξωr2st
− 2(1 + 2z)rs′t + 2r2s′′t + 2r2s′′ξ , (4.74)
0 = kxr[2isr + kξr
2−zst + (kξr2−z + rzω)sξ − irs′r] + z(z − 1)Hξx
− (k2ξr4−2z + 2kξωr2 + (z − 1)(z + 3))sx + zrH ′ξx − 3rs′x + r2s′′x, (4.75)
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and additionally,
0 = k2ξr
4−2zHtt + 2kξkxr3−zHtx − 2(k2x + kξω)r2Htξ + 2rkx(kξr2−z + ωrz)Hξx
−
(
k2xr
2 + 2z(z − 1) + ω2r2
)
Hξξ −
(
2k2ξr
4−2z + r2(k2x + 4kξω)
)
k
− 2ikξ(z − 1)r2−zsr + 4z(z − 1)sξ − 6rH ′tξ − (2 + z)rH ′ξξ − 6rk′ + 2(z − 1)rs′ξ, (4.76)
0 = kxr
(
(z − 1)(Htx +Hξx)− rH ′tx
)
+ (z − 1)(kξr2−z + 3ωrz)Hξξ − 2kξ(z − 1)r2−zk
− 2i(z − 1)(z + 2)sr − 2(z − 1)ωrzsξ + kξr2−z
(
2(z − 1)(Htt + st)− rH ′tt
)
+ (−kξr2−z + ωrz)rH ′tξ + ωrz+1(H ′ξξ + k′), (4.77)
0 = − kxr
(
(z − 1)Hξx + rH ′ξx
)
− (z − 1)(kξr2−z + 2ωrz)Hξξ + kξr3−zH ′tξ − rωrzH ′ξξ
+ 2kξr
3−zk′, (4.78)
0 = kξ(z − 1)r2−z(Htx −Hξx + 2sx)− (z − 1)ωrzHξx − kξr3−zH ′tx − (kξr2−z + ωrz)rH ′ξx
+ kxr
(
(z − 1)(Hξξ + 2sξ) + 2r(H ′tξ +H ′ξξ + k′)
)
, (4.79)
0 = kxr(2zHξx + 2sx + rs
′
x)− 2ik2xr2sr + (kξr2−z + 2ωrz)zHξξ − 2zkξr2−zk
− 2i
(
k2ξr
4−2z + z(z + 2) + 2kξωr2
)
sr + 2(z − 2)(kξr2−z + ωrz)sξ + 2kξr2−z(−zst + rs′t)
+ 2(kξr
2−z + ωrz)s′ξ. (4.80)
Again, the constraints corresponding to the Ward identities are modified. Equation (4.79)
gives
kξ[2H
(+)
tx − (z − 1)s(+)x ] + 2ωH(+)ξx + kx[2k(4) −
1
3
(z − 1)(2z + 1)] = 0, (4.81)
which corresponds to the Ward identity
∂tPx + ∂ξT
ξ
x + ∂xT
x
x = 0; (4.82)
(4.78) gives
kξ
(
k(4) +
1
6
(z − 1)(z + 2)s(4)ξ
)
− ωH(+)ξξ − kxH(+)ξx = 0, (4.83)
which corresponds to the Ward identity
∂tPξ + ∂ξP
ξ
ξ + ∂xP
x
ξ = 0; (4.84)
and there is a linear combination of (4.80) and (4.77) which is independent of sr which gives
kξ
(
2H
(+)
tt +
2(z − 1)
z
s
(+)
t
)
−ω
(
2k(4)+
1
3z
(z−1)(z2−4z−6)
)
+kx
(
2H
(+)
tx +
1
z
(z−1)(z+2)s(+)x
)
= 0
(4.85)
which corresponds to the Ward identity
∂tE + ∂ξE
ξ + ∂xE
x = 0. (4.86)
Thus the full linearised perturbations behave as we expect.
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4.2 Linearised solutions for ds = 0
The solution for other values of ds is qualitatively similar to the one discussed above, but
the three-dimensional bulk is a special case. In this case there are no spatial dimensions.
Hence the previous analysis of the spatially independent modes corresponds to the general
analysis in this case, and there are no vector or tensor modes, so the structure is similar to
the scalar mode analysis in ds = 2. There will be no field k in this case, corresponding to
the absence of the trace of the spatial stress tensor.
The solution for the constant modes is
sr = 0, (4.87)
Htt = −2s(0)t +H(+)tt r2z + 2H(−)tt r2z−2 −
zH
(+)
ξξ r
4−2z
2(z − 2)(2z − 3) +
2z(z − 1)r2s(2)ξ
(z − 2) , (4.88)
Htξ = s
(0)
t +H
(0)
tξ −H(−)ξξ r2−2z −
(z − 1)H(+)ξξ r4−2z
2(z − 2) + z(z − 1)r
2s
(2)
ξ , (4.89)
Hξξ = 2H
(−)
ξξ r
2−2z +H(+)ξξ r
4−2z, (4.90)
sξ = (H
(−)
ξξ + s
(−)
ξ )r
2−2z + r2s(2)ξ +
zH
(+)
ξξ r
4−2z
2(z − 1) , (4.91)
st = s
(+)
t r
2z + s
(0)
t −
zs
(−)
ξ r
2−2z
4z − 2 +
zH
(+)
ξξ r
4−2z
4(z − 2)(z − 1) −
z
2
r2s
(2)
ξ . (4.92)
As in the previous case, the r-independent modes correspond to sources for the stress energy
complex: s
(0)
t is the constant part of δeˆ
+
t , so it is the source for the energy density E, and
H
(0)
tξ is the constant part of δeˆ
−
ξ , so it is the source for P
ξ
ξ . There is a single mode H
(−)
tt
of dimension 2z − 2, which comes from the constant part of δeˆ−t , so it is the source for the
particle number density Pξ. The two modes of dimension 2−2z are H(−)ξξ , which comes from
the constant part of δeˆ+ξ , and hence corresponds to the source for the energy flux E
ξ, and
s
(−)
ξ , which is the source for an operator O of dimension 2z + 2.
We would again like to identify the remaining modes with the vevs of these operators.
Dimensions alone suffice to fix 〈Pξ〉 ∼ H(+)ξξ , to relate 〈E〉 and 〈P ξξ 〉 to s(2)ξ , and to relate
〈Eξ〉 and 〈O〉 to H(+)tt and s(+)t . The symplectic flux is
F = − i
∫
r=0
ddsxdξ
[
H
(−)
ξξ ∧H(+)tt +H(−)tt ∧H(+)ξξ
+ 2(z − 1)s(−)ξ ∧ s(+)t − z(z − 1)H(0)tξ ∧ s(2)ξ − (z − 1)(z − 2)s(0)t ∧ s(2)ξ
]
. (4.93)
This enables us to identify the vevs
〈Pξ〉 = H(+)ξξ , 〈P ξξ 〉 = −z(z − 1)s(2)ξ , (4.94)
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〈E〉 = −(z − 1)(z − 2)s(2)ξ , (4.95)
which indeed satisfy the Ward identity from the scaling invariance, which is zE+(2−z)P ξξ =
0,
〈Eξ〉 = H(+)tt , (4.96)
and
〈O〉 = 2(z − 1)s(+)t . (4.97)
For non-zero kξ, ω, there will be Ward identities ∂tE + ∂ξE
ξ = 0, ∂tPξ + ∂ξP
ξ
ξ = 0 and
zE + (2− z)P ξξ = 0, which leave us with just one free vev in the stress energy complex.
4.2.1 Comparison to previous work
In [14], a full linearised analysis for z < 2 and ds = 0 was carried out. They write the
Schro¨dinger metric in a different radial coordinate, ρ = r2, and introduce σ as discussed in
the introduction by rescaling the boundary coordinates, u2 = −t2/σ2, v2 = −σ2ξ2, so the
Schrodinger metric becomes
ds2 =
dρ2
4ρ2
+
2du dv
ρ
+
σ2du2
ρz
. (4.98)
Their focus is on z < 1, where σ2 > 0; for the range z > 1 we are interested in we need
σ2 < 0. We will henceforth set σ2 = −1; then their b is identical to our α. The linearised
perturbations are written as
A(1)µ = aµ, g
(1)
ab = ρ
−1hab, (4.99)
where µ = u, v, r, a, b = u, v. Relative to our definitions above,
au = αρ
−z/2st, av = αρz/2−1sξ, ar = αρ−1/2sr, (4.100)
and
huu = ρ
1−zHtt, huv = Htξ, hvv = ρz−1Hξξ. (4.101)
In [14], the perturbation is decomposed into a part which only affects the metric hab and a
V mode which enters in both aµ and hab (following the decomposition into T and X modes
in [13]).
To relate to our analysis above, we will consider the case where the modes are constant
in the boundary directions, so hab, aµ are functions only of ρ. As in our analysis, this implies
that aρ = 0. The metric can be written as
hvv = h(0)vv + ρh(2)vv, huv = h(0)uv + ρh(2)uv − 1
2
ρ1−zh(0)vv − (1− z)
2(2− z)ρ
2−zh(2)vv, (4.102)
huu = h(0)uu + ρh(2)uu − z
4(1− 2z)ρ
2−2zh(0)vv − z
4(3− 2z)ρ
3−2zh(2)vv − 1
2− z ρ
2−zh(2)uv + hVuu,
(4.103)
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where
∂2ρh
V
uu =
zα
2
ρ1−z∂ρ(ρ−z/2av) + zα∂ρ(ρ−z/2au). (4.104)
In solving this equation, we will take hVuu to have no constant or linear pieces in ρ, so that
h(0)uu and h(2)uu represent the whole of the ρ
0 and ρ coefficients. The vector field satisfies
ρz/2∂ρ[ρ
1−z∂ρ(ρz/2av)] = −zα
2
ρ−z/2h(2)vv, (4.105)
ρz/2∂ρ[ρ
1−z∂ρ(ρz/2au)] = −(1− z)ρ1−z∂ρav − z(1− z)α
4
ρ−3z/2h(0)vv +
z2α
4
ρ1−3z/2h(2)vv;
(4.106)
and there is a single constraint for constant solutions,
− 4h(2)uv − 2zρ1−zh(2)vv + 2zαρ1−z∂ρ(ρz/2av) = 0. (4.107)
Solving this system of equations, we find that
av =αvρ
−z/2 + βvρz/2 +
zα
2(z − 1)h(2)vvρ
1−z/2, (4.108)
au =αuρ
−z/2 + βuρz/2 − z
4z − 2αvρ
1−3z/2 − z
2
βvρ
1−z/2 +
zα
4(2z − 1)h(0)vvρ
1−3z/2
+
zα
4(z − 2)(z − 1)h(2)vvρ
2−3z/2, (4.109)
huu =h(0)uu + ρh(2)uu − z
2(z − 2)(2z − 3)h(2)vvρ
3−2z − 1
(2− z)h(2)uvρ
2−z
− zα
(z − 1)αuρ
1−z − z
2α
2(2− z)βvρ
2−z, (4.110)
where the constraint (4.107) implies that h(2)uv =
z2α
2
βv. The constants αu,v, βu,v correspond
to the V mode solutions of [14].
Comparing to our constant solutions, we see that we can identify the sources
h(0)vv = 2H
(−)
ξξ , h(0)uv = s
(0)
t +H
(0)
tξ , h(0)uu = 2H
(−)
tt , (4.111)
αv = α(H
(−)
ξξ + s
(−)
ξ ), αu = αs
(0)
t ; (4.112)
and vevs
h(2)vv = H
(+)
ξξ , h(2)uv = z(z − 1)s(2)ξ , h(2)uu = H(+)tt , (4.113)
βv = αs
(2)
ξ , βu = αs
(+)
t . (4.114)
As we might have expected, while the sources for the momentum density and flux appear
only in the metric modes, the sources for the energy density and flux appear also in the V
modes. The vev mode s
(2)
ξ also appears in the V modes. The source and vev for the operator
O appear only in the V modes and not in the metric modes. The constraint (4.107) imposes
the trace Ward identity.
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When we go beyond constant modes, there will be subleading terms in the V modes,
determined by solving the equations in [14]. There are also additional constraints; there is
a constraint
∂vh(2)uv = ∂uh(2)uu, (4.115)
which corresponds precisely to the expected Ward identity ∂tPξ +∂ξP
ξ
ξ = 0, and a constraint
∂v∂ρhuu = ∂uh(2)uv +
z
2
αρ−z/2(−2∂uav + 2zaρ − 4ρ∂ρaρ − ρ1−z∂vav) (4.116)
+
zα2
4
ρ−z/2(4∂uh(0)vv + 4ρ∂uh(2)vv + ρ1−z(∂vh(0)vv + ρ∂vh(2)vv)).
The ρ derivative of this constraint vanishes by virtue of the other equations of motion; the
constant part gives
∂vh(2)uu = ∂uh(2)uv − zα∂uβv, (4.117)
which is precisely the expected Ward identity ∂tE + ∂ξE
ξ = 0.
Thus our solution is consistent with the one in [14], but our frame perspective offers a
different physical interpretation with a new organisation of the sources and vevs. We agree
with [14] on the split of the linearised solutions into sources and vevs, but we give a different
physical interpretation to these sources and vevs in terms of operators in the field theory.
5 Asymptotic expansion for z < 2
In this section, we want to go beyond the linearised analysis by showing that solutions of
the bulk equations of motion exist for arbitrary boundary data. To do so, we will solve
the equations of motion in an asymptotic expansion: that is, we work at large r, and solve
the equations in an expansion in powers of r. We will follow closely the treatment of the
asymptotic expansion for asymptotically Lifshitz spacetimes in [5], using a radial Hamilto-
nian framework to analyse the equations. In the course of demonstrating the existence of
this asymptotic expansion, we will also see that when the asymptotic expansion exists we
can cancel the divergent terms in the action in the usual way by adding appropriate local
counterterms determined by the boundary data.
The action we consider is a massive vector theory, which is the same as the theory
considered in [5], so the equations are the same. However [5] considered a four-dimensional
bulk, whereas our main interest here is a five-dimensional bulk, so some dimension-dependent
factors are different. For generality, we write the equations for general ds. By taking the
trace, we can rewrite (2.3) as
Rµν =
2
d− 2Λgµν +
1
2
FµλF
λ
ν −
1
4(d− 2)FλρF
λρgµν +
1
2
m2AµAν , (5.1)
where d = ds + 3 is the dimension of the bulk spacetime. The Gauss-Codazzi equations on
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a surface of constant r are then
K˙αβ +KKαβ − 2KαγKγβ =Rαβ −
2
d− 2Λhαβ −
1
2
FαγF
γ
β +
2
8(d− 2)hαβFγδF
γδ
− 1
2
piαpiβ +
2
4(d− 2)hαβpiγpi
γ − 1
2
m2AαAβ, (5.2)
p˙iα +Kpiα +∇βF βα = m2Aα (5.3)
and the constraints become
∇αKαβ −∇βKαα =
1
2
Fβαpi
α +
1
2
m2AβAn, (5.4)
K2 −KαβKαβ = R− 2Λ + 1
2
piαpi
α − 1
4
FαβF
αβ +
1
2
m2A2n −
1
2
m2AαA
α. (5.5)
and
∇αpiα = −m2An. (5.6)
In the above equations the Ricci tensor Rαβ and covariant derivatives ∇β are those de-
termined by the induced metric hαβ on a surface of constant r. Because we work here
in coordinates where the boundary is at r = 0, the outward-pointing normal one-form is
n = −dr/r, and consequently there are some sign differences in radial terms relative to
[5]. Kαβ is the extrinsic curvature of the surface of constant r, piα = n
µFµα = −rFrα is
the conjugate momentum for the massive vector, the radial component of the gauge field is
An = n
µAµ = −rAr, and ˙ denotes the derivative in the normal direction, that is −r∂r.
We want to re-express these equations in terms of frame fields eA. As in [5], we introduce
a frame extrinsic curvature KAB = e
α
B e˙
A
α , which is not a symmetric object, unlike the usual
extrinsic curvature. Note that frame indices will be raised and lowered with the metric gAB,
which is not diagonal in our case, so it is useful to keep track of the ‘natural’ index positions
in tensor objects. The equations in frame indices are
K˙(AB)+KK(AB) +
1
2
(
KCAK
C
B −KACK CB
)
+
1
2
piApiB − 2
4(d− 2)ηABpiCpi
C
= RAB − 2
d− 2ΛηAB −
1
2
FACF
C
B +
2
8(d− 2)ηABFCDF
CD − 1
2
m2AAAB, (5.7)
p˙iA+KpiA −KABpiB = −∇BFBA +m2AA, (5.8)
and the constraints
∇AK(AB) −∇BKAA =
1
2
FBApi
A +
1
2
m2ABAn, (5.9)
K2 −K(AB)KAB − 1
2
piApi
A = R− 2Λ− 1
4
FABF
AB +
1
2
m2A2n −
1
2
m2AAA
A, (5.10)
∇ApiA = −m2An. (5.11)
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Here FAB = e
α
Ae
β
BFαβ, and ∇A = eαA∇α, where the covariant derivative ∇α is a total covari-
ant derivative (covariant with respect to both local Lorentz transformations and diffeomor-
phisms).
Assuming that the metric is asymptotically locally Schrodinger according to the definition
(2.13) then implies that
K++ = z + eˆ+
˙ˆe+, K+− = r
2z−2eˆ− ˙ˆe+, K+I = r
z−1eˆI ˙ˆe+, (5.12)
K−+ = r
2−2z eˆ+ ˙ˆe−, K−− = 2− z + eˆ− ˙ˆe−, K−I = r1−z eˆI ˙ˆe−,
KI + = r
1−z eˆ+ ˙ˆeI , KI − = r
z−1eˆ− ˙ˆeI , KI J = δ
I
J + eˆJ
˙ˆeI .
Since we choose the frame fields so that the massive vector is A = α(e+ + ψe− + srer)
everywhere in the bulk, the canonical momentum piA has components
piI =α(K
+
I + ∂Isr),
pi+ =α(K
+
+ + ∂+sr),
pi− =α(ψ˙ +K+− + ∂−sr). (5.13)
To show that a solution exists in an asymptotic expansion, we want to fix the sources,
which will fix the terms appearing on the RHS of these equations, and see that we can satisfy
the equations by introducing appropriate subleading terms in r in the expansion which will
contribute to the radial derivative terms on the LHS of the equations. For this to work,
the source terms need to involve positive powers of r. Explicit powers of r enter where
there are derivatives along the boundary directions: these all come with positive powers of
r for z < 2. There are also explicit powers in the Ricci rotation coefficients, determined by
deC = Ω CAB e
A ∧ eB. These are
Ω ++− ∼ r2−z, Ω ++I ∼ r, Ω +−I ∼ r3−2z, Ω +IJ ∼ r2−z, (5.14)
Ω −+− ∼ rz, Ω −+I ∼ r2z−1, Ω −−I ∼ r, Ω −IJ ∼ rz, (5.15)
Ω I+− ∼ r, Ω I+J ∼ rz, Ω I−J ∼ r2−z, Ω IJK ∼ r. (5.16)
Thus, for z < 2, the only term that causes problems is Ω +−I , which has a power that becomes
negative for z > 3/2. This is associated with the ∂I derivative of the source for E
ξ, and the
∂− derivative of the source for Ei. Hence imposing the geometric condition eˆ+ ∧ deˆ+ = 0,
which will set the sources for Eξ and Ei to zero, eliminates the leading constribution to this
one dangerous term (as well as the leading contribution to Ω +IJ ). Note that because of the
diffeomorphism invariance, it is only derivatives of these sources that appear. Thus, even
though Ei is irrelevant for all z > 1, the asymptotic expansion exists even in the presence of
its source for 1 < z < 3/2. It is only for z > 3/2 that we have to set this source to zero to
have a good asymptotic expansion. In addition, a source for the operator dual to the matter
field would make a contribution A− ∼ r2−2z, so we need to set this source to zero for all
z > 1.
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Thus, we expect that an asymptotic expansion will exist for z < 3/2 for arbitrary sources
in eˆA so long as we set the source for the irrelevant operator O to zero, and for 3/2 < z < 2
if the frame fields satisfy the constraint eˆ+∧deˆ+ = 0 and we set the source for the irrelevant
operator O to zero.
Explicitly analysing the equations of motion is however somewhat messy because of the
off-diagonal structure, so we will demonstrate the existence of the asymptotic expansion
using the elegant radial Hamiltonian framework of [21, 22].14 This involves expanding in
eigenvalues of an appropriate bulk dilatation operator. Assuming that we impose some
appropriate boundary or regularity condition in the interior of the spacetime, the on-shell
solution of the equations of motion will be uniquely determined in terms of the asymptotic
boundary data, so the on-shell action is a function of the boundary data, which we can write
as a boundary term,
S =
∫
dd−1x
√−γλ(e(A), ψ). (5.17)
We can then think of the canonically conjugate momenta as determined by functional deriva-
tives of this action as in a Hamilton-Jacobi approach, so
TAB =
1√−γ e
(A)
α
δ
δe
(B)
α
S, (5.18)
piψ =
1√−γ
δ
δψ
S. (5.19)
For the action (2.1), this gives TAB = piAB + 2piAAB, where piAB = K(AB) − KgAB. The
leading scaling of ψ is r∆− , so if we define the dilatation operator
δD = −
∫
dds+2x
(
ze(+)α
δ
δe
(+)
α
+ (2− z)e(−)α
δ
δe
(−)
α
+ e(I)α
δ
δe
(I)
α
−∆−ψ δ
δψ
)
. (5.20)
then acting on any function of eA, ψ, this will agree with the radial derivative at leading
order in large r, δD ∼ r∂r. Applying this operator to the action, we have
(ds + 2− δD)λ = zT++ + (2− z)T−− + T II −∆−ψpiψ. (5.21)
Now we look for a solution in an expansion in dilatation eigenvalues ∆. Any function
of the boundary data will be by construction an eigenfunction of this dilatation operator,
so it will contribute only at one order in the expansion in dilatation eigenvalues. We would
then want to expand the action, and hence TAB, piψ, in an expansion in eigenfunctions of the
dilatation operator. Because of the coincidences in the powers noted in our linearised anal-
ysis, there will be some degenerate eigenvalues, and λ does not actually have an expansion
in terms of eigenfunctions; the dilatation operator δD is not diagonalisable, but can only be
14An extended version of this formalism for Lifshitz was introduced in [23, 24], but as we work in the frame
formalism, we can work simply with an adapted version of the original formalism with a single dilatation
operator.
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written in a Jordan normal form. This corresponds to the appearance of the logs in the ex-
pansion in powers of r in e.g. (4.15).15. However, the first such degenerate eigenvalue occurs
at ∆ = ds + 2, where the dilatation eigenvalue expansion first makes a finite contribution to
the action. Thus, for the purposes of considering the terms that contribute to divergences
in the on-shell action, we can expand
λ =
∑
ds+2>∆≥0
λ(∆) + . . . , δDλ
(∆) = ∆λ(∆). (5.22)
where . . . represents terms of higher order which will include logarithms.
Let us now set the source for the irrelevant operator ψ = 0. Expanding in dilatation
eigenvalues, (5.21) then becomes
(ds + 2−∆)λ(∆) =zT+ (∆)+ + (2− z)T− (∆)− + T I (∆)I (5.23)
=(4− 2z)pi(∆)−− + 4pi(∆)+− + 2piI (∆)I + zαpi(∆)−
Expanding the constraint equation (5.10) in dilatation eigenvalues will enable us to eval-
uate the RHS of (5.23) in terms of the sources and terms at lower orders in the dilatation
expansion. The expansion of (5.10) gives∑
s<∆/2
[
2K(s)K(∆−s) − 2K(s)(AB)KAB(∆−s) − pi(s)A piA(∆−s) −
1
m2
(∇ApiA)(s)(∇BpiB)(∆−s)
]
(5.24)
+
[
K(∆/2)2 −K(∆/2)(AB) KAB(∆/2) −
1
2
pi
(∆/2)
A pi
A(∆/2) − 1
2m2
(∇ApiA)(∆/2)(∇BpiB)(∆/2)
]
= src(∆),
where src(∆) is the source contribution from the RHS of (5.10) which is calculated below
in (5.29) and following. The terms in the sum at s = 0, together with one term at s =
∆−, will give us the RHS of (5.23). To see this, we need the values of the leading terms
in the expansion in dilatation eigenvalues. These are determined by the assumed leading
asymptotics of the bulk fields (2.13). We have
K
+ (0)
+ = z, K
− (0)
− = 2− z, KI (0)J = δI J . (5.25)
For the vector momentum we have
pi
(0)
+ = αK
+ (0)
+ = zα, pi
(0)
− = 0. (5.26)
From this we can calculate that
T
A (0)
B = −(ds + 4)δAB, (5.27)
15Similar logarithms appear in the Lifshitz case for z=2 [25, 26]; for Schro¨dinger they occur for arbitrary
z
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which is encouraging, as it indicates that this can arise as the functional derivative of a
simple constant term, λ(0) = −(ds+ 4). More importantly, (5.23) can now be combined with
(5.24) to give
(ds + 2−∆)λ(∆) =− src(∆) (5.28)
+
∑
s<∆/2,s 6=0
[
−2K(s)(AB)piAB(∆−s) − pi(s)A piA(∆−s) −
1
m2
(∇ApiA)(s)(∇BpiB)(∆−s)
]
+
[
−K(∆/2)(AB) piAB(∆/2) −
1
2
pi
(∆/2)
A pi
A(∆/2) − 1
2m2
(∇ApiA)(∆/2)(∇BpiB)(∆/2)
]
Now let’s consider the src(∆). We have
src = R− 2Λ− 1
4
FABF
AB − m
2
2
AAA
A. (5.29)
Since we are going to turn ψ off, AAA
A = 0, and FAB becomes
FAB = 2Ω
+
AB A+. (5.30)
The Ricci scalar is
R = −4∂AΩ ACC + ΩCADΩCAD + 2ΩCADΩDAC + 4Ω AAD Ω DCC , (5.31)
which has contributions at ∆ = 2, 4 − 2z, 6 − 4z, while F 2 contributes at just 4 − 2z and
6− 4z. Thus only −2Λ contributes to src(0). At ∆ = 2 we have
src(2) =− 4∂+Ω AA− − 4∂−Ω AA+ − 4∂IΩ IAA + 2Ω +IJ ΩIJ− + ΩIJKΩIJK (5.32)
+ 4Ω+IJΩ
IJ
− + 4Ω
+
−I Ω
I−
+ + 4Ω
+
+I Ω
I−
− + 2Ω+−IΩ
I
−+ + 4Ω
+
+− Ω
−
−+
+ 4Ω BA+ Ω
A
B− + 2Ω
B
AI Ω
IA
B + 8Ω
A
A+ Ω
B
B− + 4Ω
A
AI Ω
IB
B ,
where A,B are taken to run over +,− and all of the I directions. And for 4− 2z we find
src(4−2z) =− 4∂−Ω AA− − Ω +IJ ΩIJ+ − 4Ω ++I Ω I+− − 2Ω ++− Ω +−+ (5.33)
+ 4Ω +−I Ω
I−
− + 2Ω−IJΩ
IJ
− + 2Ω
B
A− Ω
A
B− + 4Ω
A
A− Ω
B
B−
− α2 (−2(Ω ++− )2 + 4Ω ++I Ω I+− + Ω +IJ ΩIJ+) .
Lastly for 6− 4z we have
src(6−4z) =
(−2− 2α2)Ω +−I Ω I+− . (5.34)
For z < 3/2 this is a positive eigenvalue and we can allow this term, but for z > 3/2 it is
negative, so we need to restrict the sources so that eˆ+ ∧ deˆ+ = 0, so that src(6−4z) = 0.
Thus, the source terms will produce contributions to λ(∆) at ∆ = 2, 4−2z and for z < 3/2
at ∆ = 6 − 4z. These in turn generate terms in TAB, which we should substitute in the
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quadratic terms in (5.28) to obtain further contributions to λ. There are two issues to note
here.
The first is that some of the expressions for KAB in terms of eˆ
A involve explicit positive
powers of r, so in attempting to solve in a power series in r, one might be concerned that
having a solution forKAB in positive powers of r might not necessarily imply that the solution
for eˆA only involved positive powers of r. But by solving first for λ and then determining TAB
from it, we avoid this issue. When we functionally differentiate λ, we pick up a contribution
to the dilatation eigenvalue from the different scalings of the different eA, so
λ(∆) →T+ (∆)+ , T− (∆)− , T I (∆)J , T+ (∆+1−z)I , T− (∆+z−1)I , (5.35)
T
I (∆+z−1)
+ , T
I (∆+1−z)
− , T
+ (∆+2−2z)
− , T
− (∆+2z−2)
+ .
The terms where KAB in terms of eˆ
A involve explicit positive powers of r correspond to
those where the functional derivative increases the dilatation eigenvalue. So if we have an
expansion in positive powers of r for λ, it will imply that there is a solution for eˆA only
involving positive powers of r.
Contrariwise, one might be concerned that the functional derivative can also lower the
dilatation eigenvalue in (5.35), for T+−, T
+
I and T
I
−. This could lead to contributions
to these TAB with negative dilatation eigenvalues appearing from terms in λ with positive
dilatation eigenvalues. This could lead to contributions in the sum over quadratic terms
in (5.28) with negative eigenvalues, invalidating our assumption that the sum in λ involves
only positive eigenvalues. For example, differentiating src(6−4z) looks like it could lead to a
contribution in T+− of eigenvalue 8− 6z, which is negative for z > 4/3. There is an elegant
argument that such a term cannot arise: the stress tensor contribution obtained by this
functional derivative is a function of the boundary data, and is a scalar under boundary
diffeomorphisms. Any scalar function of the eAα can be expressed in terms of the Ricci
rotation coefficients Ω CAB , and there is no combination of these coefficients that has this
dilatation eigenvalue. Hence the functional derivatives that would give these terms must
actually vanish.
It is nice to see this more explicitly however, so we will give the calculation in a couple
of cases. We find TAB from varying with respect to the frame field as in (5.18), with S as in
(5.17). Since the integrand of S contains a factor of
√−γ we first compute the frame field
variation of this term, finding
e(A)α
∫
δ
δe
(B)
α
√−γ = −√−γδAB. (5.36)
Next, since src terms consist of factors of Ω CAB or e
α
(A)∂α, we work out their variations;
functions f are included in these generic expressions to keep track of derivatives in integration
by parts. For ∂C we have
e(A)α
∫
δ
δe
(B)
α
f1e
β
(C)∂βf2 = −f1e(A)α eα(C)eβ(B)∂βf2 = −f1δAC∂Bf2. (5.37)
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For variations of Ω we find
e(D)γ
∫
δΩ CAB
δe
(E)
γ
f = 2Ω CE[A δ
D
B]f + δ
C
Eδ
D
[A∂B]f + δ
C
Eδ
D
[A(∂αe
α
B])f + fδ
C
EΩ
D
AB , (5.38)
where [AB] = 1
2
(AB −BA).
Using these results we can now quickly compute the contribution to TAB coming from
src(6−4z). We find that all of the potentially negative contributions (T+−, T
+
I and T
I
−)
actually vanish identically. Considering then the src(4−2z) term, we find this leads to
T
+(6−4z)
− ∝ −4
(
1 + α2
) (
δΩ ++I
)
Ω I+− + 4Ω
I+
−
(
δΩ −−I
) ∝ −4α2Ω I+− Ω +−I . (5.39)
As predicted by the general argument, the only possible term is quadratic in Ω +−I . So if
z > 3/2, where we set this term to zero, no contributions are left. For z < 3/2, T+− does
indeed receive this contribution at ∆ = 6 − 4z; the contribution is however unproblematic
there because it is still at a positive ∆.
The story for T+I is similar; all terms remaining after the variation have a factor of Ω
+
−I .
We have
T
+(5−3z)
I ∝− 4
∂−
√−γ√−γ
(
δΩ ++− + δΩ
J
J−
)− 4(1 + A2+)Ω J+− δΩ ++J − 4(1 + A2+)Ω ++− δΩ +−+
+ 4Ω K− JδΩ
J
−K + 4Ω
+
+− δΩ
+
+− + 4Ω
+
J− δΩ
J
+− + 4Ω
J
K− δΩ
K
J− (5.40)
+ 8Ω AA− δΩ
+
+− + 8Ω
A
A− δΩ
J
J− .
Many of the terms here are already multiplied by an Ω +−I . We need only compute two
explicitly:
δΩ ++− =− Ω +I− , (5.41)
δΩ JK− =δ
J
I Ω
+
K− . (5.42)
All terms in T
+(5−3z)
I coming from src
(4−2z) have a factor of Ω +−I . As in the previous case,
for z > 3/2 this vanishes. For z < 3/2, 5 − 3z > 0, and so all of these contributions are at
positive ∆ and thus not a concern.
For T I− we find similarly
T
I(5−3z)
− ∝ −2(1 + A2+)ΩJK+δΩ +JK − 4(1 + A2+)Ω J+− δΩ ++J + 4Ω J+− δΩ −−J . (5.43)
Using
δΩ
+
JK = 2Ω
+
−[J δ
I
K], (5.44)
we again find that every term in T
I(5−3z)
− coming from src
(4−2z) has a factor of Ω +−I .
Thus, to summarise, there is a solution for λ in a series of positive dilatation eigenvalues
∆. Taking functional derivatives of this solution gives the expression for TAB in an expansion
in dilatation eigenvalues, which can be used to reconstruct eAα in an expansion in positive
powers of r which satisfies the equations of motion (with logarithmic terms appearing in
the expansion from order rds+2 onwards, corresponding to the degenerate eigenvalues in
the ∆ expansion). The terms in the ∆ expansion of λ with ∆ < ds + 2 are the divergent
contributions to the bare action, so we also see that we can cancel these terms by adding
local functions of the boundary data as boundary counterterms to the action.
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6 Discussion
We have shown that one can construct a holographic dictionary for z < 2 Schro¨dinger along
very similar lines to the one constructed for Lifshitz in [5]. This dictionary is based on clas-
sifying fields in terms of the anisotropic scaling symmetry of the Schro¨dinger background,
unlike some previous explorations of holography for Schro¨dinger which have interpreted it as
a deformation of AdS and focused on the relativistic scaling symmetry of the AdS solution.
We have shown that in this formalism there is an asymptotic expansion for arbitrary bound-
ary data (assuming we set the sources for irrelevant operators to zero) and the subleading
terms in this expansion are all determined locally in terms of the sources.
The most important direction for future work is to extend this analysis to z = 2, and we
aim to address this in a forthcoming paper. As stressed in the introduction, in our frame
formalism it is clear that the structure of the dictionary for z = 2 will be qualitatively
different from z < 2. As already noted in [13], the dimensions of operators for z = 2 depend
on the momentum kξ. We interpret this as meaning that the dual theory will live just in
the t, ~x directions, and modes of different kξ correspond to different operators in this theory.
This will imply a different structure for the dictionary; but we expect the frame formalism
will still be useful for organising the bulk modes naturally in terms of the sources for the
boundary geometry seen by the field theory, and we expect it will be possible to give an
asymptotic expansion at least for arbitrary sources for the kξ = 0 operators.
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