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ABSTRACT
This paper extends the use of the kernel signal-to-noise ratio (kSNR) for di↵erent machine learning
and signal processing applications. The kSNR seeks to maximize the signal variance while minimiz-
ing the estimated noise variance explicitly in a reproducing kernel Hilbert space (rkHs). Interestingly,
the kSNR gives rise to considering complex signal-to-noise relations beyond additive noise models,
and can be seen as a useful signal-to-noise regularizer for feature extraction and dimensionality re-
duction. We show that the kSNR generalizes kernel PCA (and other spectral dimensionality reduction
methods), least squares SVM, and kernel ridge regression to deal with cases where signal and noise
cannot be assumed independent. We give computationally e cient alternatives based on reduced-rank
Nystro¨m and projection on random features approximations, and analyze the bounds of performance
and its stability. We illustrate the method through di↵erent examples, including nonlinear regression
examples, nonlinear classification in channel equalization, nonlinear feature extraction from high-di-
mensional spectral satellite images, and causal inference. Experimental results show that the proposed
kSNR yields more accurate solutions and extracts more noise-free features when compared to standard
approaches.
1. Introduction
The signal-to-noise ratio (SNR) describes the proportion of
signal power with regard to the noise power, which is an ex-
tremely useful concept for quantifying the robustness and qual-
ity of a system. In order to reduce the noise, one can try to
control the acquisition environment or alternatively look at the
noise characteristics and filter the signal accordingly. In fact,
several signal processing and machine learning tasks, e.g. filter
design or regularization, are linked to the maximization of the
SNR, as this enforces smoothness by discarding features influ-
enced by noise while preserving signal characteristics.
In this scenario, a common approach is to transform the ob-
served signal aiming to maximize the SNR, or alternatively
minimizing the amount of noise. For instance, the minimum
noise fraction (MNF) transformation (Green et al., 1998) max-
imizes the variance of the signal and, at the same time, min-
imizes the estimated noise. However, MNF is a linear trans-
formation that struggles with settings where signal is corre-
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lated with the noise (also known as heteroscedastic noise sce-
narios). MNF assumes an additive noise model and solves a
generalized eigenvalue problem taking into account signal and
noise covariances, hence no cross-covariance is used. Nev-
ertheless, a more important drawback of MNF/SNR transfor-
mation is that the method cannot deal with nonlinear signal-
to-noise relations. To cope with this problem, kernel MNF
(kMNF) was presented by Nielsen (2011). Originally, given the
right kernel function, the signal and the estimated noise were
mapped to a high-dimensional (feature) space, where the MNF
is minimized (implicit kMNF). However, the original implicit
kMNF/kSNR (Nielsen, 2011) was limited to feature extraction
only, and heavily relied on an accurate noise estimation in the
original space to apply the canonical kernel trick.
Go´mez-Chova et al. (2011) extended the standard formula-
tion by studying both signal and noise directly in the feature
space (explicit kMNF). In this way, kSNR can e↵ectively ex-
press nonlinear relations between signal and noise and, at the
same time, reduces the number of parameters needed (Canty
and Nielsen, 2012; Christiansen et al., 2012). Later, we in-
troduced in (Go´mez-Chova and Camps-Valls, 2012) the main
ideas for exploiting the presented kSNR in machine learning
applications beyond feature extraction. In this paper, we an-
2alyze the methodology, both theoretically and experimentally.
In particular, we note that the kernel version of SNR allows us
to consider signal-to-noise dependencies beyond additive noise
models, and can be seen as a powerful signal-to-noise regular-
izer in many applications of machine learning and data process-
ing. It can be applied in combination with any kernel method
working under correlated (even non-Gaussian) noise sources.
Therefore, we here showcase the explicit kSNR for feature ex-
traction, as well as for regression, classification, and causal in-
ference. Noting the important role of noise estimation, we pay
special attention to both implicit and explicit ways of doing so
in both structured and unstructured domains, and relate this to
traditional delta tests in multivariate statistics. We complete
the theoretical analysis by proposing two alternative formula-
tions to reduce the computational cost involved in the proposed
method based on reduced-rank approximations and projections
on random features. Experimentally, we successfully test the
method in nonlinear regression problems under di↵erent noise
sources, causal inference under non-Gaussian noise settings,
channel equalization, and nonlinear feature extraction in hyper-
spectral satellite images.
Section 2 presents the kSNR framework and the specific for-
mulation for the aforementioned problems. Section 3 proposes
alternatives to reduce the computational cost of the proposed
method and analyzes the stability of the framework. Section
4 presents the experimental results in di↵erent applications to
show the capabilities of the method. Finally, conclusions are
presented in Section 5.
2. Kernel signal-to-noise ratio
In this section, we first introduce the common notation for
the nonlinear extensions of the kSNR. In particular, the ker-
nel signal-to-noise ratio is presented in three di↵erent contexts:
kernel feature extraction, least-squares regression and classifi-
cation. Finally, the problem of noise estimation is discussed:
critical assumptions are made in standard noise estimation in
the input space, hence an explicit kernel-based estimation in re-
producing kernel Hilbert spaces (rkHs) is introduced.
2.1. kSNR notation
Given a set of training samples X := {xi 2 Rd | i = 1, ..., n},
we assume an additive noise model, xi = si + ni, where the
signal is noted as si, and the noise ni may not necessarily fol-
low a normal distribution. In matrix notation, we can repre-
sent observations as X = [x1 · · · xn]> 2 Rn⇥d, where > de-
notes matrix transposition, being typically the number of train-
ing samples n higher than the data dimensionality d. X can be
also expressed as the sum of a signal S and a noise N matri-
ces, X = S + N. The centered version of X is indicated by
X˜, and the empirical covariance of the observations and noise
are calculated as Cx = 1n X˜
>X˜ and Cn = 1n N˜
>N˜. The noise
is commonly assumed to be orthogonal (uncorrelated) to sig-
nal, S>N = N>S = 0, which is very convenient for solv-
ing signal-to-noise transformation and blind-source separation
problems (Green et al., 1998). The linear MNF/SNR feature
extraction is interested in projections most driven by signal and
simultaneously less a↵ected by noise. To extract p linear fea-
tures we project data onto the subspace characterized by the
projection matrix V, of size d ⇥ p, with p 6 d, so that data
projected onto the top p components are given by X˜0 = X˜V.
For extracting only one feature, this problem can be solved by
maximizing the so called Rayleigh quotient (v>Cxv)/(v>Cnv),
which measures the ratio between the desired information and
the undesired noise along the direction of v. For extracting
more than one feature one could solve the trace ratio prob-
lem Tr{V>CxV}/Tr{V>CnV}, where Tr{·} denotes the trace of
a matrix, which is the sum of its eigenvalues and also the cu-
mulative variance of the projected dimensions. However, the
trace ratio problem does not have a direct closed-form global
optimum solution (Jia et al., 2009) and it is conventionally ap-
proximated (Green et al., 1998; Nielsen, 2011) by solving the
associated ratio trace problem Tr{(V>CnV) 1(V>CxV)}, which
can be stated as:
MNF/SNR maximize: Tr{V>X˜>X˜V}
subject to: V>N˜>N˜V = I.
(1)
Using Lagrange multipliers to solve this constrained maximiza-
tion problem shows that the solution (i.e. the columns of V)
is given by the generalized eigenvectors vi associated to the
largest generalized eigenvalues  i of the generalized eigenvalue
problem with the signal, Cx, and noise, Cn, covariance matri-
ces:
Cxvi =  iCnvi. (2)
It is important to note for the following discussions that the
MNF/SNR transformation cannot cope with nonlinear feature
relations.
In this context, kernel methods allow us to obtain nonlin-
ear extensions of linear problems (Scho¨lkopf and Smola, 2002;
Shawe-Taylor and Cristianini, 2004). The observations xi are
mapped to a Hilbert space H via a mapping function  (·) that
yields high dimensional vectors  (xi) 2 RdH ✓ H . How-
ever, we do not need a direct access to these mapped vec-
tors in order to calculate the dot product between samples in
H . It can be computed by using reproducing kernel functions,
K(xi, x j) = h (xi), (x j)iH . The squared exponential kernel is
typically used in this setting, K(xi,x j) = exp(-kxi   x jk2/(2 2)),
where   parameter is the width of this Radial Basis Function
(RBF) kernel. The evaluations of the kernel function among
all training samples are stored in the kernel matrix K, whose
entries are K(xi, x j).
2.2. kSNR feature extraction
Our interest is to maximize the SNR in Hilbert spaces, which
is equivalent to minimize the noise fraction inH :
kSNR maximize: Tr{U> ˜> ˜U}
subject to: U> ˜>n  ˜nU = I,
(3)
where  ˜ and  ˜n 2 Rn⇥dH are the matrices containing the cen-
tered mapped data and noise samples respectively, and U is the
projection matrix inH of size dH ⇥ p. However, this problem is
not directly solvable since we do not have access to the mapped
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Fig. 1. kSNR feature extraction in a two-dimensional example. [Left panel] Correlated noise in the ⇡/4-direction is added to the dataset: in the noise-free
case (top), the kSNR is equivalent to kPCA, while in the noisy case (bottom) kPCA projections are a↵ected by noise while kSNR are not. [Right panel]
Projected features for the noisy dataset help to understand this e↵ect: kPCA projections #2 and #3 capture the noise distribution while, for the kSNR, all
extracted projections are invariant to variations in the ⇡/4 direction where the noise is mostly present, i.e. kSNR avoids projections more a↵ected by noise.
samples in H and its dimension dH might be infinite. Mak-
ing use of the representer’s theorem (Riesz and Nagy, 1955)
we express the projection matrix as a linear combination of the
mapped samples, U =  ˜>A, thus reducing the maximization
problem to find the matrix A of size n ⇥ p:
kSNR maximize: Tr{A>K˜2A}
subject to: A>K˜xnK˜nxA = I,
(4)
which is e ciently solved by the generalized eigenproblem:
K˜2↵i =  iK˜xnK˜nx↵i. (5)
This method was proposed by Nielsen (2011) and further ex-
tended by Go´mez-Chova et al. (2011) for an explicit definition
of SNR relations in reproducing kernel Hilbert spaces (cf. Sec-
tion 2.4).
Figure 1 shows the performance of kSNR compared to kPCA
in an illustrative example. The proposed kSNR concentrates
on extracting components driven by signal and less a↵ected by
noise. Interestingly, even though it is not imposed in the signal
model, the method considers signal-to-noise nonlinear relations
implicitly, and hence can deal with heteroscedastic processes.
Finally, it is worth noting that the kSNR feature extraction
generalizes kPCA to cases of non-independent noise. Note that
when the noise components are independent in H , ⌃n =  2nI,
then the solution in (5) reduces to the standard kPCA equation,
K˜↵i =  i↵i.
2.3. kSNR regression and classification
Kernel-based regression and classification problems can also
benefit from the maximization of SNR ratios in Hilbert spaces.
Let us reformulate standard least squares problems using ker-
nels: the kernel ridge regression (KRR) (Shawe-Taylor and
Cristianini, 2004) and least squares SVM (LS-SVM) (Suykens
et al., 2002). In both cases we aim to include the noise co-
variance matrix in H as a powerful regularizer. The intuitive
idea here is to avoid high variance of the weights in the di-
rections mostly a↵ected by noise. Notationally, the model is
given by y =  w + b, where   is the matrix of mapped sam-
ples,   := [ (x1), (x2), . . . , (xn)]> 2 Rn⇥dH . The regularized
squared loss function to minimize is
min
w
nky   wk2+ w>⌃nwo, (6)
where   is the regularization parameter, the noise covariance
in Hilbert space is ⌃n =  >n n 2 RdH⇥dH , and  n is a matrix
containing the estimated noise samples mapped to H ,  n :=
[ (n1) · · · (nn)]> 2 Rn⇥dH .
Hereafter, we intentionally drop the bias term b for simplic-
ity, even though it was taken into account in all applications.
Taking derivatives with respect to w and applying the represen-
ter’s theorem (Riesz and Nagy, 1955), w =  >↵, we obtain the
solution expressed as a function of the (dual) weights in ↵:
↵ = (K2 +  KxnKnx) 1Ky, (7)
where Kxn contains the similarities between observations and
their estimated noise, i.e. Kxn = h (xi), (n j)iH . We can write
the solution as ↵ = (K +  K 1KxnKnx) 1y alternatively. There-
fore, the term ⌦ := K 1KxnKnx can be interpreted as a regu-
larizer that intuitively discounts the impact of noisy samples,
and reinforces the importance of the noise-free ones. This es-
sentially goes in the line of discovering relevant directions in
feature spaces mainly governed by signal and less a↵ected by
noise (Mika et al., 2003; Braun et al., 2008) (cf. Fig. 1).
The kSNR regression model can be used for testing on new
incoming examples X⇤: we only need to map them to feature
spaces,  ⇤ and project them onto the solution vector w. This
leads to the predictions yˆ⇤ =  ⇤w =  ⇤ >↵ = K⇤↵, where
matrix K⇤ estimates the similarities between all test and train-
ing examples. Note that in the test phase, noise estimation (cf.
section 2.4) is not necessary either, since its information is im-
plicitly in model weights.
4It is also interesting to note that the kSNR regression gener-
alizes KRR to cases of non-independent noise. For independent
noise in Hilbert space, ⌃n =  2nI, the solution (7) reduces to the
standard KRR, ↵ = (K +  I) 1y, and   is related to the noise
power  2n. O↵-diagonal entries in ⌦ stand out and account for
signal-to-noise feature relations not accounted when assuming
signal and noise to be independent.
The least squares SVM classification model (Suykens
et al., 2002)[ch. 03] equivalently considers the signal model
f (xi) = sign(w> (xi) + b), and introduces equality constraints
yi(w> (xi) + b) = 1   ei, where ei represent the residuals
(slacks). The kSNR for classification is thus equivalent to the
KRR model. Both for regression and classification, the model
solution is not sparse (all training examples are accounted for
the solution). Nevertheless, the kSNR regularizer seeks for
sparsity in feature spaces assigning higher weights to noise-free
samples than to noisy ones. This interestingly allows us to gen-
eralize the kernel Fisher’s discriminant analysis to cope with
correlated (possibly nonlinear) signal-to-noise relations (Mika
et al., 2003).
2.4. Noise estimation
kSNR formulation requires estimating the sample noise,
which can be a di cult task. In audio and image processing
and time series analysis, the most common approach consists
in assuming locally stationary signals that allow to estimate the
noise as a simple di↵erence between observations, nˆi ⇡ xi xi 1.
Other more elaborated approaches approximate the observed
signal using autoregressive models to describe the local rela-
tions in structured domains. Good examples of these local re-
lations are previous values in a time series or close pixels in an
image, which allow to estimate the noise as nˆi ⇡ xi Pl2Wi alxl,
denoting Wi the neighborhood for the sample xi. In problems
in which there is not a clear structured domain, it is possible
to calculate k-nearest neighbors (k-NN) estimates of the noise
nˆi ⇡ xi   1/kPl2C xl, denoting C = {1, . . . , k} the set of k neigh-
bors of xi. This simple way of noise estimation goes in the line
of the delta test, which was proposed for time series analysis
in (Pi and Peterson, 1994), and intuitively seeks to estimate the
residuals support.
The proposed noise estimation strategies in the input space
X are intuitive and straightforward but present a clear draw-
back: the two kernels required in the kSNR formulation, K and
Kxn, deal with conceptually di↵erent objects (observations and
noise). Therefore, estimating the noise in the input space (im-
plicit kSNR) implies choosing di↵erent kernel parameters forK
and Kxn. Moreover, the signal-to-noise kernel Kxn handles en-
tities that can be really di↵erent in nature and magnitude, which
makes the selection of the kernel parameters much more di -
cult. In fact, by using di↵erent kernel parameters forK andKxn,
one is mapping signal and noise to di↵erent Hilbert spaces. In
this case, one cannot assume that the eigenvalues obtained with
the kSNR transformation have the meaning of SNR in H any-
more. In order to address this problem, we propose what we
call explicit kSNR, in which the noise is estimated explicitly
in H (Go´mez-Chova et al., 2011). Basically, as we do in the
input space, we encode previous knowledge about the prob-
lem to estimate the noise in H in terms of the mapped sam-
ples,  ˆ(ni) ⇡  (xi)   Pl al (xl). Therefore, the dot product
h (xi), (n j)iH gives rise to the explicit signal-to-noise kernel
function
Kxn(xi,n j) ⇡ K(xi, x j)  
X
l
alK(xi, xl), (8)
which can be directly used in the solutions obtained in (5) and
(7). Although the performance of the method will depend on
the adopted kernel, this approach allows more robust noise es-
timation in the kernel space, since it may not be always guaran-
teed that close samples in the input space are also close when
mapped to the rkHs. The main rationale behind this approach is
that, if neighbors are used as a smoothing in the original space,
we should follow the same principle in the transformed space.
As mentioned before, the noise estimation coe cients al are
given by the particular problem in structured domains or by the
k-NN approximation in unstructured domains when no addi-
tional information is available.
The explicit kSNR formulation presents obvious benefits: 1)
The hyperparameters of the signal and noise kernel functions
are the same since now Kxn is also expressed in terms of sim-
ilarities between samples in the input space X; 2) The eigen-
values obtained by the explicit kSNR transformation can be in-
terpreted as data variance and also as the SNR in the projected
space since data and noise are computed in the same Hilbert
space; and 3) Using non-linear kernels in kSNR (Eq. (5)) not
only allows to extract projections that account for higher or-
der signal and noise relations but in turn introduces (through
cross-kernels Kxn and Knx) the cross-covariance between sig-
nal and noise in Hilbert space. This allows to treat problems of
signal-dependent noise sources (such as heteroscedastic noise)
and thus extends the standard assumption of additive noise to
more general signal-to-noise relations. However it is worth not-
ing that the choice of a suitable kernel for a given noise reduc-
tion problem is still an open question.
3. Computational e ciency and Stability
One of the main shortcomings of kSNR is related to the com-
putational cost since several n ⇥ n kernel matrices are involved.
For example, while the standard SNR algorithm for feature ex-
traction has a cost of O(d3), our kernel counterparts scale cu-
bically with the number of samples, O(n3). Here we propose
two alternatives to speed up kSNR. We give the derivation for
the particular case of feature extraction, yet similar derivations
can be readily obtained for the other developments. In addition,
the stability of the obtained solution can be always a problem
when solving a generalized eigenproblem using a finite number
of samples.
3.1. Reduced-rank kSNR
Besides the high computational cost involved in the previ-
ous formulations, model solutions are not generally sparse, so
application to new data requires the evaluation of n kernel func-
tions per test example, becoming prohibitive for large n. In or-
der to alleviate this problem we propose an alternative low-rank
5version of the kSNR by reducing the representation space. Let
us now consider a reduced rank expansion U =  ˜>r A in r vec-
tors rather than all available n training points in Eq. (3). Let us
denote K˜rx =  r > and Krn =  r >n , where  r is a subset of
the training data containing r samples (r ⌧ n). Now signal and
noise covariance matrices in Hilbert spaces can be estimated
with only r points, which ultimately lead to the reduced-rank
kSNR (RR-kSNR) problem
K˜rxK˜xr↵i =  iK˜rnK˜nr↵i, (9)
which involves a generalized eigenproblem with smaller matri-
ces of size r⇥ r, and hence its computational cost only is O(r3),
r ⌧ n. We want to highlight here that this is not a simple sub-
sampling, because the model considers correlations between all
training data and the reduced subset through K˜rx. This particu-
lar Nystro¨m approximation yields also important advantages in
storage and in prediction time. Figure 2(a) shows the evolution
of the computational cost as a function of r in a toy example.
3.2. Randomized kSNR
An outstanding result in the kernel methods literature makes
use of a classical definition in harmonic analysis to improve
approximation and scalability (Rahimi and Recht, 2007). The
Bochner’s theorem states that a continuous kernel K(x, x0) =
K(x   x0) on Rd is positive definite (p.d.) if and only if K is
the Fourier transform of a non-negative measure. If a shift-
invariant kernel K is properly scaled, its Fourier transform p(w)
is a proper probability distribution. This property is used to ap-
proximate kernel functions and matrices with linear projections
on a number of D random features, as follows:
K(x, x0) =
Z
Rd
p(w)e  w>(x x0)dw ⇡
XD
i=1
1
De
  w>i xe w
>
i x
0
where p(w) is set to be the inverse Fourier transform of K,
=
p 1, and wi 2 Rd is randomly sampled from a data-
independent distribution p(w) (Rahimi and Recht, 2009). Note
that we can define a D-dimensional randomized feature map
z(x) : Rd ! CD, which can be explicitly constructed as
z(x) := [exp( w>1 x), . . . , exp( w
>
Dx)]>. Other definitions are
possible: one could for instance expand the exponentials in
pairs [cos(w>i x), sin(w>i x)], but this increases the mapped data
dimensionality to R2D, while approximating exponentials by
[cos(w>i x + bi)], where bi ⇠ U(0, 2⇡), is more e cient (still
mapping to RD) but has proved less accurate (Sutherland and
Schneider, 2015). In matrix notation, given n data points, the
kernel matrix K 2 Rn⇥n can be approximated with the explic-
itly mapped data, Z = [z1 · · · zn]> 2 Rn⇥D, and will be denoted
as Kˆ ⇡ ZZ>. This property can be used to approximate any
shift-invariant kernel. For instance, the RBF kernel can be ap-
proximated using wi ⇠ N(0,  2I), 1  i  D. It is also impor-
tant to notice that the approximation of K with random Fourier
features converges in `2-norm error with O(D 1/2) when using
an appropriate random parameter sampling distribution (Jones,
1992).
For the case of kSNR, we have to sample twice, hence obtain
two sets of vectors wx and wn and the associated randomized
data and noise matrices Zx and Zn. On the one hand, a Random-
ized kSNR for feature extraction trivially reduces to solve the
SNR transformation using the explicitly mapped data in the ran-
domized feature space, which is equivalent to solve the general-
ized eigenproblem Z>x Zxvi =  iZ>nZnvi, where we can actually
extract a maximum of D features, D ⌧ n. On the other hand, a
Randomized kSNR for kernel least squares regression reduces
to solve ↵ = (Z>x Zx +  Z>nZn) 1Z>x y, where the (now explicit)
noise covariance matrix in the randomized feature space acts
again as a regularizer. The associated cost by using the random
features approximation now reduces to O(nD2). Figure 2(b)
shows the computational cost as a function of D for a toy ex-
ample.
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Fig. 2. Average computational cost, CPU time [s], over 10 realizations as
a function of r and D for the (a) reduced rank and (b) randomized kSNR
in black lines (red lines denote full kSNR solution). We used a synthetic
example of n = 1000 samples drawn from a sigmoid in a 10-dimensional
space buried in i.i.d. noise, N(0, 0.2), and varied r and D accordingly.
3.3. Stability of the kSNR
The use of kSNR in practice raises the question of the con-
vergence of the algorithm with the amount of data available
and how the performance changes depending on the dataset
at hand. Such results have been previously derived for the
particular case of kPCA (Shawe-Taylor et al., 2005), and can
be used to analyze the kSNR properties. Actually, defining
K⇤ = (KxnKnx) 1K2, Theorems 1 and 2 in Shawe-Taylor et al.
(2005) apply to the kSNR, and provide the upper bounds for
the largest and smallest eigenvalues. Depending on how much
non-diagonal is K⇤, i.e. how large is the signal-to-noise rela-
tions are, the bounds may be tighter than those of kPCA. With
an appropriate estimation of the noise structure, and tuning of
the kernel parameters, the performance of kSNR will be at least
as fitted as that of kPCA.
4. Experimental results
This section presents the results of di↵erent kSNR methods
in several signal processing and machine learning problems.
Typical kernel functions are the linear K(xi, x j) = hxi, x ji,
the polynomial K(xi, x j) = (hxi, x ji + 1)d, d 2 Z+, and the Ra-
dial Basis Function (RBF), K(xi, x j) = exp
⇣ kxi   x jk2/2 2⌘,
  2 R+. In the experiments, the RBF kernel function is used1.
1Note that specific applications might need particular kernel functions.
6Therefore, only two parameters have to be tuned: the kernel
width ( ) and the regularization constant ( ). In order to select
the optimal parameters, we split the data into two sets of equal
size for validation purposes. Values tested for kernel width are
obtained as the mean distance between training points multi-
plied by a factor in the range [10 3, 103]; and values for the reg-
ularization constant   are tested in the range [10 3, 103]. After
following this grid-search approach, the best parameters values
in terms of accuracy are selected by cross-validation.
4.1. Experiment 1: Function approximation
First we showcase the behavior of the kSNR as a regression
technique under non-Gaussian i.i.d. noise. For this synthetic
experiment, we generate 1000 data points from a sinc function
st = sin(t)/t, with t 2 [ ⇡,+⇡], with the addition of a variety of
noises, yt = st + nt: 1) Gaussian, nt ⇠ N(0, 2n); 2) Uniform,
nt ⇠ U(0, 1); 3) Poisson, nt ⇠ P( ),   2 [0, 0.3]; 4) Scale-
dependent multiplicative, nt = mt⇥ |st | where mt ⇠ N(0, 2n). In
order to assess the performance, we partition the data into two
sets of equal size, for cross-validation and testing respectively.
The comparison of KRR and kSNR is presented in Fig. 3.
We also show a baseline in blue, which represents the SNR of
the original noise-free data points sn and is e↵ectively a lower
bound on the performance. This simple –yet informative– toy
problem, clearly motivates the relevance of this work: while
in the first two cases (Gaussian and uniform) both approaches
work similarly, the di↵erences become clear in the later two
(Poisson and scale dependent). This suggests that we can ex-
ploit the nice properties of kSNR in scenarios that involve non-
Gaussianity or correlated noise.
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Fig. 3. Regression experiment: estimation of a sinc. RMSE vs SNR for four
types of noise.
4.2. Experiment 2: Channel equalization
This experiment consists in equalizing a binary pulse am-
plitude modulation signal at the output of a dispersive chan-
nel, whose low-pass model was a tapped delay line with h =
 i+0.6 i 1+0.2 i 2 0.1 i 3+0.01 i 4. This impulse response
can represent a minimum-phase dispersive channel, which is
common in suburban and hilly terrain environments. We syn-
thesized N = 128 random binary values yi 2 {0, 1}, i = 1, . . . ,N,
that are transmitted through the previous channel h, and even-
tually corrupted by an additive noise n. Therefore, the received
signal at the end is x = h ⇤ y + n, from which we try to estimate
the transmitted signal y. Half of the samples were allocated
to train a LS-SVM classifier and the remaining samples were
used for validation purposes to select the optimal parameters.
As an assessment of the performance, we studied the bit error
rate (BER) of an independent burst of test 105 samples under
additive and scale-dependent noise n drawn from a gamma dis-
tribution. We show the average results after 10 random itera-
tions, for each SNR in the range of +6 to +20 dB. In Fig. 4 we
compare the performance of the di↵erent classifiers. The ex-
plicit version of kSNR provides the best results, especially for
SNR values under 12dB (improvements in the order of 4dB).
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Fig. 4. Channel equalization experiment: Bit error rate (BER) vs SNR.
4.3. Experiment 3: Hyperspectral image feature extraction
This experiment illustrates the method’s capabilities in a
challenging feature extraction and subsequent classification
problem. In particular, we first reduce the dimensionality of
a hyperspectral image acquired by the airborne AVIRIS sensor2
and then use the extracted features for classification. The image
consists of 145⇥145 pixels, and 10366 of them are labeled into
16 agricultural classes (ground truth). Each pixel contains 220
contiguous spectral bands, including 20 channels in the spectral
region a↵ected by atmospheric water vapor absorptions, which
present high noise levels (Arenas-Garcı´a et al., 2013). There-
fore, we reduce the data dimensionality by extracting features
from the original 220 channels and benchmark the kSNR per-
formance against standard PCA, MNF (aka SNR), and KPCA.
The quality of the first 18 extracted principal components is
analyzed in Fig. 5 by sorting them from higher to lower impor-
tance (eigenvalues). Visual inspection reveals that kSNR pro-
vides the most noise-free image features.
In order to test the method’s performance we added di↵erent
levels of Gaussian noise to the original image (SNR from 0 to
40 dB) and then used the extracted features as input for a lin-
ear discriminant analysis (LDA) classifier. Figure 6(a) shows
2https://engineering.purdue.edu/˜biehl/
7Fig. 5. First 18 features extracted from AVIRIS bands. From top to bot-
tom: PCA, MNF, KPCA, and explicit kSNR in the kernel space. From left
to right: subimages (RGB composites) with triplets of extracted principal
components in descending order of relevance.
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Fig. 6. LDA classification accuracy (kappa statistics, ) as a function of: (a)
the number of extracted features used as inputs in LDA; (b) the SNR for
di↵erent levels of additive noise. Three scenarios are considered for the
PCA based methods: 1) using noisy data for both finding the transform
(training) and extracting the features (testing); 2) using denoised samples
to train the transform and then extract the features from noisy data (*);
and 3) denoising both the train and test datasets (**).
the classification accuracy as a function of the number of ex-
tracted features for a SNR of 20 dB. The proposed kSNR and
MNF provide the best accuracy when confronted with the linear
and kernel PCA versions, which stresses the importance of ac-
counting for the noise contribution. When the data is denoised
before computing the PCA/KPCA transform (**), the results
are also better but lower than for the proposed method, which
illustrates that characterizing the noise distribution and avoid-
ing directions a↵ected by noise might be more robust than esti-
mating the noise and then subtracting it from each independent
sample. Figure 6(b) shows the classification accuracy for di↵er-
ent levels of additive Gaussian noise when extracting 15 princi-
pal components. Under extreme noise conditions (SNR=0dB)
the noise characteristics (e.g. noise covariance) are poorly esti-
mated and thus the proposed method shows low accuracy. How-
ever, working in less than 10dB is far from being realistic in
most applications, and all algorithms perform poorly in those
regimes. When the SNR increases, the explicit kSNR method
outperforms the other approaches. It is also worth noting that
kernel methods provide better results than their linear counter-
(a) (b)
(c) (d)
Fig. 7. (a) AVIRIS scene presenting vegetated crops and bright bare soils;
(b) Ground Truth of the 16 land-cover classes; and (c) MNF and (d) explicit
kSNR classification maps.
parts in all cases. Finally, visual inspection of the classification
maps for a SNR of 20 dB using the best sets of extracted fea-
tures reveals that kSNR provides more uniform land cover maps
(Fig. 7).
4.4. Experiment 4: Causal discovery
Establishing causal relations among random variables using
empirical data is perhaps the most important challenge in to-
day’s Science. In this experiment, we use kSNR for causal dis-
covery. To this end, following (Hoyer et al., 2008) we aim at
inferring causal links between two observed random variables x
and y. The experiment is designed to first predict y from x. We
refer to this as the forward prediction and denote it by x ! y.
Then we measure the independence of the residual r f = y  f (x)
and the independent variable x. Equivalently, we follow the
same procedure with the backward estimation (y ! x). We as-
sume that the test of independence being significant is a proxy
of the direction of the pairwise causal link. It is worth noting
that the estimation of causal relations with this model su↵ers
when the noise is not Gaussian and we use linear models, mo-
tivating the study of nonlinear regression models that consider
eventually non-Gaussian noise (Yamada et al., 2014). The goal
is therefore to infer causality, making the most of the ability of
kSNR to handle tasks in which the linear and Gaussian noise
assumptions are no longer valid.
For illustration purposes, we use a standard example where
the data comes from 349 german weather stations3 that col-
lected both altitude (meters) and average temperature per year
(oC). We split the data evenly into cross-validation and test sets.
3http://webdav.tuebingen.mpg.de/cause-e↵ect/
8We measure how independent these variables are using the p-
values from HSIC (Gretton et al., 2008; Camps-Valls et al.,
2010). In order to get a reliable estimate of the noise, this
was computed as the di↵erence between the k-nearest neighbors
least squares approximation minus the observed signal (Pi and
Peterson, 1994). Table 1 confirms that the di↵erent approaches
correctly infers a causal link from ‘altitude’ to ’temperature’,
however, interestingly, the p-values corresponding to (explicit)
kSNR are significantly smaller, which could be explained by
the Gaussian noise assumption implicit within KRR, which is
not typically the case in geosciences due to the scale-dependent
sensor sensitivities.
Table 1. ‘Altitude (x) causes temperature (y)’
Method pf pb Conclusion
KRR 2.88 ⇥ 10 2 3.54 ⇥ 10 12 x ! y
Implicit kSNR 7.47 ⇥ 10 4 9.28 ⇥ 10 11 x ! y
Explicit kSNR 2.94 ⇥ 10 16 8.83 ⇥ 10 23 x ! y
5. Conclusions
This paper presented the kernel signal-to-noise ratio for some
of the most relevant tasks in machine learning, namely, feature
extraction, regression, classification, and causal discovery. This
approach provides a regularizer that successfully deals with
non-linear signal-to-noise relations. Two alternative formula-
tions have been presented to reduce the computational cost for
large-scale problems and the stability of the method has been
analyzed. The empirical evaluation shows that the kSNR com-
pares favorably with the corresponding state-of-the-art methods
for each of these problems, particularly when dealing with cor-
related or non-Gaussian noise. Additionally, both implicit and
explicit estimation of the noise were discussed and evaluated.
Interestingly, the explicit formulation typically turns out to be
more accurate and requires a lower computational burden. Fu-
ture work will deal with the design of accurate noise estimation
techniques in rkHs, the extension of the approaches to estimate
conditional independence, and further evaluation in challenging
causal discovery problems.
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