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The problem of finding a microscopic theory of phase transitions across a critical point is a central
unsolved problem in theoretical physics. We find a general solution to that problem and present
it here for the cases of Bose-Einstein condensation in an interacting gas and ferromagnetism in a
lattice of spins, interacting via a Heisenberg or Ising Hamiltonian. For Bose-Einstein condensation,
we present the exact, valid for the entire critical region, equations for the Green’s functions and order
parameter, that is a critical-region extension of the Beliaev-Popov and Gross-Pitaevskii equations.
For the magnetic phase transition, we find an exact theory in terms of constrained bosons in a
lattice and obtain similar equations for the Green’s functions and order parameter. In particular,
we outline an exact solution for the three-dimensional Ising model.
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1. THE CENTRAL UNSOLVED PROBLEM IN
THEORETICAL PHYSICS
The problem is to find a microscopic theory of the sec-
ond order phase transitions that would allow one to fol-
low a formation of an ordered phase from a disordered
phase across an entire critical region continuously. The
microscopic theory should be derived for a given micro-
scopic Hamiltonian of a mesoscopic or macroscopic sys-
tem from the first principles of statistical physics and de-
scribe an order parameter, correlations as well as other
statistical and thermodynamic quantities. Since Lan-
dau’s breakthrough paper of 1937 [1–3], it is known that
the phase transitions, leading to ferromagnetism, Bose-
Einstein condensation (BEC), superfluidity, supercon-
ductivity, liquid crystal phases, ferroelectricity and so on,
originate from restructuring of a many-body system due
to spontaneous symmetry breaking. Landau gave a gen-
eral mean-field theory of spontaneous symmetry break-
ing.
However, an exact solution for a particular Ising model
of a magnetic phase transition in a 2-dimensional (2D)
lattice of spins, found by Onsager [4] in 1944 and pre-
sented in detail by Yang [5] in 1952, showed that the Lan-
dau theory was incorrect in the most interesting region
surrounding a critical point of a phase transition. Ac-
cording to the Ginzburg-Levanyuk criterion [6, 7], found
in 1960, in the critical region of a system’s parameters,
the fluctuations of the order parameter are anomalously
large, that is they exceed the mean value of the order
parameter. Thus, it became clear that critical phenom-
ena are intimately related to the anomalously large fluc-
tuations and could be described only by a much more
involved theory. Such a theory should go far beyond the
simplified picture of an averaged, mean field.
After the development of powerful quantum-field-
theory methods in many-body physics in 1950s and
1960s, that problem was attacked by the best theorists
both from the point of view of a general theory and the
point of view of various particular phase transitions (see,
for example, [2, 3, 8–17, 19–26] and references therein).
They used all the known machinery of the many-body
theory, including Green’s functions, Feynman’s and Mat-
subara’s diagram techniques, Wick’s theorem, Dyson’s
equation, renormalization group, and so on. In partic-
ular, an important understanding of the universality of
phase transitions in the vicinity of the critical point came
from the renormalization-group approach [18–26]. How-
ever, the latter mostly deals with the thermodynamic-
limit quantities and phenomenological scaling and uni-
versality, does not fully account for the constraints of a
many-body Hilbert space (in particular, due to an em-
ployment of the grand-canonical-ensemble or similar ap-
proximations), and focuses only on a few terms of an
intermediate asymptotic expansion at the wings of the
critical region, related mainly to the critical exponents.
The renormalization-group approach does not provide a
full solution that would be valid both inside the entire
critical region and outside it, in the disordered as well as
ordered phases.
Thus, the current theory of critical phenomena has a
well-established microscopic basis and is complete con-
ceptually, but there is the necessity to develop new, reg-
ular, and more powerful methods for finding the full so-
lution. The most striking fact is an absence of a solution
to the major problem of how the systems go through a
critical point. In general, it is not known for both equi-
librium and nonequilibrium phase transitions. Here the
2principle difficulty lies in an invalidity of the usually used
equations for the order parameter, correlation functions
and other related quantities in the central part of the
critical region. For example, for the BEC neither the
state of the art equations for the order parameter and
the Green’s functions (the Gross-Pitaevskii and Beliaev-
Popov equations) for the equilibrium case [13–17], nor the
quantum kinetic equations for the nonequilibrium case
(see the most advanced analysis in [27]) are valid in the
critical region.
Here we should comment on the terminology, adopted
in the literature (see, e.g., [19, 23]) and employed in the
present paper, where the renormalization group approach
is named phenomenological to underline its concept of
the effective Hamiltonians and effective fields. The lat-
ter describe only the long-range correlations in the sys-
tem at the cost of a rescaling of the short-range fluctu-
ations. In fact, that rescaling (i.e., averaging or course-
graining) procedure constitutes a subtle, often not fully
justified and mathematically controlled, approximation
in that theory. The exact approach, which takes care of
the fields and fluctuations at all scales, is named micro-
scopic. Of course, both approaches constitute the micro-
scopic theory of phase transitions and are based on the
same basic principles of the quantum or classical statis-
tical physics of many-body systems, governed by some
microscopic interaction Hamiltonian. That terminology
is not perfect, but it catches the fact that the renormal-
ization group starts with an approximation of the system
and then attempts to find the solution, which could rep-
resent only some intermediate asymptotics of the exact
full solution. On the contrary, the exact approach starts
with the rigorous equations, relations and solutions for
a mesoscopic, finite system and then analyzes them. It
yields, in principle, more detailed and full information
on the critical phenomena and critical functions. In par-
ticular, it goes beyond the thermodynamic-limit critical
exponents or intermediate power-law asymptotics of the
critical-region wings.
Even the exact, nonperturbative renormalization
group equations (for a review, see [25, 26]), including
the ones derived by Wilson [18] via an ε-expansion of a
space dimensionality d = 4− ε for a s4-model, are aimed
to approximate the original microscopic Hamiltonian by
an effective Hamiltonian for a large-scale part of a field.
Moreover, these exact equations are very difficult to im-
plement due to their complexity. When Wilson tried to
show ”that the exact renormalization group equations are
not hopelessly intractable functional equations” [18], he
still substituted them with an approximate recursion for-
mula which is mathematically uncontrollable, but yields
the first few orders of the ε-expansion. So, one must
perform approximations and/or truncations, such as in
a well-developed method of an effective average action
[26]. In fact, a number of approximations for the renor-
malization are introduced, including a neglect method,
decimation and other real-space renormalization schemes
as well as field-theoretical techniques. However, their rig-
orous relation to a full exact solution of the mesoscopic
problem is still not completely understood.
Simultaneously, tremendous effort was spent to study
the problem of phase transitions experimentally and nu-
merically in a countless number of various particular
many-body systems, including macroscopic and meso-
scopic systems, condensed matter, trapped gases, cosmol-
ogy, relativistic fields, high energy particles, etc. There
is hardly any other problem in physics that attracted
such an enormous amount of interest and effort. Suf-
fice it to say that more than thirty Nobel prize winners
received their Nobel awards for the studies related to
phase transitions and spontaneous symmetry breaking,
including Onnes (1913), Landau (1962), Feynman (1965),
Onsager (1968), Ne´el (1970), Bardeen (1972), Cooper
(1972), Schrieffer (1972), Josephson (1973), Anderson
(1977), Mott (1977), Prigogine (1977), Kapitza (1978),
Weinberg (1979), Glashow (1979), Salam (1979), Wilson
(1982), Bednorz (1987), Mu¨ller (1987), de Gennes (1991),
Lee (1996), Osheroff (1996), Richardson (1996), Cor-
nell (2001), Ketterle (2001), Weiman (2001), Abrikosov
(2003), Ginzburg (2003), Leggett (2003), Nambu (2008),
Kobayashi(2008), Maskawa (2008), Englert (2013), Higgs
(2013). Hundreds of books and reviews as well as many
thousands papers have been devoted to this field of re-
search.
Why is the problem of the critical region so important
for the theoretical physics? An answer follows from a
fact that in all other regions of parameters the macro-
scopic systems show a routine behavior with the normal,
Gaussian thermodynamic fluctuations, described either
by classical or quantum statistical mechanics. The for-
mer was understood in the beginning of the twentieth
century due to the works by Boltzmann, Gibbs et al. The
latter was understood by 1950s after the development of
quantum mechanics (by 1930s) and quantum field theory
(by 1950s). Many-body systems can acquire novel non-
trivial properties only in these critical regions, where the
microscopic interaction between particles results in a sys-
tem’s self-organization into an ordered phase. That pro-
cess restructures the system’s configuration and breaks a
symmetry, generally, via an internal instability. Thus, a
solution to the problem of finding a microscopic theory of
phase transitions in the critical region became the major
key to progress in our understanding of the macroscopic
and mesoscopic systems.
All real systems in the experiments and applications,
especially in the modern nanotechnologies, are finite.
Their critical regions are also finite and constitute, in
fact, the most interesting and important regions of pa-
rameters. Resolving the structure of the critical region is
equivalent to solving the problem for a mesoscopic (large,
but finite) system. The critical region cannot be treated
as just a discontinuity point, as it was assumed in a stan-
3dard, bulk-limit analysis of the thermodynamic fluctua-
tions and the proofs of an equivalence of different Gibbs
ensembles (see [28–34] and references therein).
A fact, that the singularities are rounded off in the
mesoscopic systems, is well known since the Ehrenfest’s
criticism of the Einstein’s theory of a phase transition in a
gas of Bose particles and is relevant to the numerous, es-
pecially modern experiments and simulations. Its proper
description requires the theoretical, computational tools
beyond a thermodynamic-limit analysis. Moreover, the
solution of the mesoscopic problem is needed for the com-
putation of the thermodynamic-limit critical functions in
a close vicinity of the critical point. The latter func-
tions describe a continuous transition through the criti-
cal point and have a self-similar scaling, different from
the power-law scaling at the wings of the critical re-
gion. The rigorous results of the presented in [36] and
in this paper microscopic theory of critical phenomena
provide such computational tools and complement the
renormalization-group finite-size scaling approach.
Moreover, the solution of the problem for the equilib-
rium systems, which is a subject of the present paper, is
crucially important also for the theory of more compli-
cated and diverse nonequilibrium phase transitions. This
theory should describe the formation of an ordered phase
in various nonequilibrium processes and is even less stud-
ied than the equilibrium one (see, e.g., [30, 35]).
Unfortunately, despite enormous effort, interest, and
importance, the formulated above problem of finding a
full microscopic theory of phase transitions has not been
solved. Such a theory, that should start from a micro-
scopic Hamiltonian and derive the closed universal equa-
tions capable to provide the full solution connecting the
asymptotics of the ordered and disordered phases across
the entire critical region, has not been found so far even
for any one of the numerous types of phase transitions.
2. HOW TO GET A CORRECT THEORY OF
THE CRITICAL PHENOMENA
Recently we found a general solution to this problem [36].
In the present paper, we formulate that microscopic the-
ory for two cases: Bose-Einstein condensation in an in-
teracting gas (Sect. 3) and ferromagnetism in a lattice
of spins, interacting via a Heisenberg or Ising Hamilto-
nian (Sect. 4 - 6). We derive the fundamental equations
for the order parameter and Green’s functions, which
are valid not only in the fully ordered, low-temperature
phase, but also in the entire critical region and in the
disordered phase. These equations allow one to resolve
a fine structure of the system’s statistics and thermody-
namics near a critical point both for the mesoscopic and
macroscopic systems. Also, they allow one to find the
asymptotics at the wings of the critical region and, in
particular, the critical exponents and the critical func-
tions.
Except for some degenerate cases, like a BEC in an
ideal gas, a generic process of symmetry breaking is re-
lated to an instability in a many-body system that orig-
inates from a microscopic interaction between individual
particles. The instability starts from the spontaneous or
thermal fluctuations, leads to a growth of the order pa-
rameter to a macroscopic level, and ends with a formation
of an ordered equilibrium phase with a broken symmetry
due to a nonlinear saturation of the instability. The com-
plex nature of critical phenomena in phase transitions
is not reduced even to an interplay of the many-body,
instability and nonlinear phenomena. Those processes
are subject to a whole set of the simultaneously present
and equally important factors, which should be properly
taken into account in a correct microscopic theory.
First of all, there are the constraints of a many-body
Hilbert space. These fundamental constraints could orig-
inate from some local properties of the individual parti-
cles or from some nonlocal, global properties of a system’s
configuration. (Do not mix the term ”constraints of the
Hilbert space” with the external parameters or fields in
a Hamiltonian, like a trap potential Uext or an external
magnetic field Bext, which sometimes are also referred to
as constraints in the literature [21].) Their relation with
the integrals of motion, prescribed by a broken symmetry
in virtue of a Noether’s theorem, is also important.
An example of local constraints is given by the occupa-
tion numbers nr of the spin bosons, constituting the spins
in the lattice of a ferromagnet. According to Holstein
and Primakoff [37], they are constrained to an interval of
values 0 ≤ nr ≤ 2s, where s is the spin value.
An example of global constraints is a particle-number
constraint for a system of N particles in a trap. That
constraint is responsible, via a related constraint-cutoff
mechanism, for the very existence of the BEC phase tran-
sition and its nonanalytical features [12, 38–41]. The lat-
ter implies an insufficiency of a grand-canonical-ensemble
approximation, which is incorrect in the critical region
[9, 17] because of averaging over the systems with dif-
ferent numbers of particles, both below and above the
critical point. That averaging over the condensed and
noncondensed phases at the same time implies a relative
error on the order of unity for the critical functions. This
is well known, but it is very hard technically to go on with
the canonical ensemble.
Again, the main problem is a computational, theo-
retical one. Namely, it is to find a rigorous solution,
compatible with the particle-number constraint. More-
over, there is a conceptual problem behind the devia-
tion of the grand-canonical-ensemble approximation from
the canonical-ensemble result. Namely, a failure of the
grand-canonical-ensemble approximation in the critical
region persists even in the thermodynamic limit of a
macroscopically large system. It is demonstrated in Fig.
1 for the specific heat of an ideal Bose gas in the box and
4isotropic harmonic traps. The exact canonical-ensemble
and grand-canonical-ensemble specific heats, shown in
Fig. 1, are known from an analytical solution for the
statistics and thermodynamics of an ideal-gas BEC in
arbitrary trap. It was recently found in [38–41] and is
indistinguishable from the numerically calculated curves
in the critical region.
It means that the grand-canonical-ensemble approxi-
mation does not allow one to correctly describe a con-
tinuous phase transition through the critical point. That
fact is not usually appreciated, probably, in view of an
absence of any alternative theoretical tools to compute
the result within the canonical ensemble. The present
theory cures that drawback.
Note that, even in the thermodynamic limit, the criti-
cal region has an order-of-unity width in terms of a self-
similar variable η = (N − Nc)/σ. The latter represents
a deviation from the BEC critical point in terms of a
difference between the number of trapped particles N
and its critical value Nc, scaled by a dispersion of fluc-
tuations in the number of condensed particles σ. That
variable resolves a fine universal structure of all thermo-
dynamic and statistical critical functions in the critical
region. This structure has a well-defined, smooth limit-
ing form, despite a fact that a size of the critical region in
terms of an absolute temperature T is shrinking to zero
in the thermodynamic limit.
An absence of an acceptable diagram technique for the
constrained many-body systems (in particular, for the
canonical ensemble), which has to be used instead of the
standard, unconstrained diagram technique based on the
grand canonical ensemble, partly explains why the mi-
croscopic theory of phase transitions was not found for
such a long time. Despite many attempts [42], the re-
quired constrained diagram technique has not previously
been found.
Second, one has to solve the problem for a finite system
with a mesoscopic (i.e., large, but finite) number of par-
ticles N . It is necessary in order to correctly calculate an
anomalously large contribution of the lowest energy levels
to the critical fluctuations and to avoid the infrared di-
vergences of the standard thermodynamic-limit approach
[2, 3, 13, 15–17, 19] as well as to resolve a fine structure of
the critical region. A finite-size scaling technique (see, for
example, the reviews [24, 25]) is aimed at this task, but it
is phenomenological and mainly oriented to a numerical
analysis of the critical scaling.
Last, but not least, is an important fact that in the crit-
ical region there are no closed Dyson-type equations for
the constrained, true Green’s functions. A crucial finding
of the present theory is the exact recurrence equations for
the partial one- and two-operator contractions. They fol-
low from a remarkable property of the partial operator
contractions to reproduce themselves under a contraction
operation.
The previously developed methods did not allow one to
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FIG. 1: A failure of the grand-canonical-ensemble approx-
imation (dashed lines) to yield an exact canonical-ensemble
specific heat (solid lines) for an ideal gas of N = 104 particles,
confined in the 3D box with zero Dirichlet boundary condi-
tions (right) and in the isotropic harmonic 3D trap (left). The
upper plots show the specific heat cV = CV /N versus a devia-
tion of temperature from its critical value Tc. The lower plots
show a critical function FC(η) = a[cV − cV (µ = 0)] that is a
deviation of the specific heat from its value at zero chemical
potential scaled by a suitable factor a, making variation of
FC within a critical region on the order of unity. The lower
plots yield also a universal structure of the specific heat in the
thermodynamic limit, since the critical function FC(η) quickly
reaches a limiting form (i.e., stops changing) in that limit due
to a use of a self-similar variable η. A thermodynamic limit
of the grand-canonical-ensemble ansatz in the usually used
approximation of continuous spectrum is shown on the upper
plots by the dotted lines and is even more off the exact result.
account simultaneously for all these complex factors. We
introduce the required additional techniques, including
the following novel methods:
(i) the nonpolynomial diagram technique and partial
contraction of operators [36, 43, 44],
(ii) the partial difference (recurrence) equations for the
operator contractions [36] (a discrete analog of the partial
differential equations in discrete mathematics [45–47]),
(iii) a characteristic function and cumulant analysis
[38, 48] for a joint distribution of the noncommutative
observables.
They are required by the very nature of the critical
correlations in the constrained systems as well as by
the structure of the rigorous many-body theory. They
complement the standard Matsubara technique of the
Green’s functions and Dyson equation [3, 8, 11].
The mean field and related approximations, associated
with the Landau, Bogoliubov, Beliaev-Popov and similar
standard diagrammatic approaches, lead to the incorrect
results for the critical behavior and critical exponents.
The renormalization group approach to the constraints
in the systems with the critical behavior is also approxi-
mate, although it allows one to catch the main power-law
critical asymptotics at the wings of the critical region for
5the models like the non-linear sigma model or the Heisen-
berg model of ferromagnetism.
The main point, however, is that this renormalization
group approach is very different from the exact analysis
of the theory presented in [36] and below. In particular,
the latter allows us to formulate the theory of critical phe-
nomena in the spin systems in terms of the constrained
spin bosons and treat those constraints exactly. In that
way, we obtain the exact results, like the ones for the 3D
Ising model (Sect. 5), which yield not only the critical
exponents, but a much more full description of the criti-
cal phenomena in the entire critical region. Moreover, we
can calculate the critical functions and exponents for the
3D systems by obtaining them from those exact solutions,
that is, by a regular Green-function’s method. It should
be compared with the currently used approximate meth-
ods, based, for example, on the physically artificial Wil-
son’s ε-perturbation of the space dimensionality d = 4−ε,
real-space renormalization group, high-temperature se-
ries, Borel’s summation, or numerical simulations.
In retrospect, a desire to build a whole theory around
just one or two ”main ideas”, simplifications or approxi-
mations, while missing the other similarly important fac-
tors of the complex critical phenomenon in phase transi-
tions, was a typical reason for the failure of many previ-
ous attempts to solve the problem. No one of the princi-
ple factors could be missed, if we have to derive the cor-
rect microscopic theory in the critical region for a given
microscopic Hamiltonian from the first principles of sta-
tistical physics.
An example of a failure in the critical region and a
restriction of an analysis to just a well-formed ordered
phase is Dyson’s theory of spin waves in a ferromagnet
[52]. Apparently, due to a lack of the proper mathemati-
cal apparatus, first of all, the partial contraction of oper-
ators and diagram technique for the nonpolynomial av-
erages, Dyson thought that ”the Holstein-Primakoff for-
malism is thus essentially nonlinear and unamenable to
exact calculations”. In Sect. 4 we refute Dyson’s conclu-
sion and show how to solve the problem.
A well-known ”Theory of many-body systems: Pair
theory” by Arnowitt and Girardeau [53, 54], that was
stimulated by a Bardeen-Cooper-Schrieffer theory of su-
perconductivity, is another example of such a ”one-main-
idea” approximation.
Another possible reason is a prejudicial disbelief of
many theorists in the very possibility to find a rigorous
full solution to such a complicated many-body problem.
The latter is clearly seen, for example, in an attitude
of Bogoliubov to the problem of finding the microscopic
theory of BEC and superfluidity [49, 50]. A nice expo-
sition on the Bogoliubov approach is given in a review
[51]. In most works on the BEC and superfluidity, the
rigorous microscopic theory in the critical region is not
even addressed due to its complexity (see [8–17, 50, 51]
and references therein). For example, Hohenberg and
Martin in their famous review on the microscopic theory
[9] explicitly state that ”We have nothing to say on the
difficult problem of the phase transition”.
A recent trend to substitute a consistent microscopic
theory of a phase transition in a given system by an ap-
proximate calculation of just a restricted subset of its
universal features for a phenomenological model, for ex-
ample, the critical exponents, also contributed to keeping
the problem unsolved.
The present paper is dedicated to a great memory of
our colleague Dick Arnowitt and other pioneers of the
many-body theory, who paved a way to our understand-
ing of the many-body physics. The paper is based on the
authors’ talk presented at the Symposium in Honor of
Dr. Richard Arnowitt, Texas A&M University, College
Station, Texas, USA, September 19-20, 2014.
3. BOSE-EINSTEIN CONDENSATION IN AN
INTERACTING GAS: THE RIGOROUS
MICROSCOPIC THEORY
The BEC originates from a conservation of the total
number of particles N in a system:
nˆ0 + nˆ = N ; nˆ =
∑
k 6=0
nˆk. (1)
Here nˆ0 = aˆ
†
0aˆ0 and nˆk = aˆ
†
k
aˆk are the occupation oper-
ators of the nondegenerate ground state k = 0 and the
excited states (k 6= 0) in a trap. The creation, aˆ†
k
, and
annihilation, aˆk, operators for a k-eigenstate in a trap
obey a canonical commutation relation [aˆk, aˆ
†
k′
] = δk,k′ ,
where δk,k′ is a Kronecker’s delta. Note that a system
of photons in equilibrium inside a black-box cavity does
not demonstrate the BEC since it lacks a gauge symme-
try due to absorption in the cavity’s walls and, hence,
the number of photons is not its integral of motion.
Thus, a rigorous microscopic theory of BEC has to be
started with an exact reduction of a many-body Hilbert
space. It is restricted by the particle-number constraint,
which is an integral of motion in virtue of a global gauge
symmetry to be broken in the BEC phase transition.
3.1. The constrained many-body Hilbert space, the
true canonical-ensemble excitations, and the
Hamiltonian with a constraint interaction
Let us consider the BEC ofN interacting particles with
a mass M in a cubic box with volume V = L3 and peri-
odic boundary conditions. The trap’s one-particle eigen-
functions L−3/2eikr and energies εk = h¯
2k2
2M are specified
by a wave-vector quantum number k = {kx, ky, kz}, ki =
2pi
L qi, where qi = 0,±1, . . . is an integer.
The reduction of an unconstrained Fock space H(0),
which spans all Fock states |nk〉 with integer occupations
6nk ∈ [0,∞), to a physical, canonical-ensemble subspace
H(0)N is achieved in two steps:
H(0) → H(0)
k 6=0 → H(0)N . (2)
First, we restrict the Fock space H(0) to a Fock space
H(0)
k 6=0 with an excluded ground-state component, since its
occupation n0 = N − n for any Fock state is determined
by the total excited-states occupation n =
∑
k 6=0 nk. Sec-
ond, we limit an allowed number of excitations by the
total number of particles loaded in the trap, n ≤ N .
According to [36, 38], the physics (dynamics, fluctua-
tions, etc.) of the system is determined by the creation
and annihilation of the canonical-ensemble excitations
(not particles!) via the operators
αˆ
′†
k
= θ(N − nˆ)αˆ†
k
, αˆ
′
k = αˆkθ(N − nˆ), (3)
which leave invariant (i.e., do not lead out of) the phys-
ical, canonical-ensemble subspace H(0)N . They are the
step-function θ(N − nˆ) cutoff of the transition operators
αˆ†
k
= aˆ†
k
(1+N − nˆ)−1/2aˆ0, αˆk = aˆ†0(1+N − nˆ)−1/2aˆk,
(4)
which include a proper normalization; θ(x) = 1 if x ≥
0 and θ(x) = 0 if x < 0. The operators in Eq. (4)
were introduced in the theory of BEC by Bogoliubov [49]
in 1947 as well as by Girardeau and Arnowitt [53, 54]
in 1959 and coincide with the used earlier, in 1940, by
Holstein and Primakoff [37] operators for the spin bosons,
if a value of a spin is equal to s = N/2 (see Sect. 4).
We introduce also a Fock space H, which spans only
the excited states |nk 6=0〉, and the creation and anni-
hilation operators in that space H, βˆ†
k
and βˆk, which
obey a canonical commutation relation [βˆk, βˆ
†
k′
] = δk,k′.
Their θ(N− nˆ)-cutoff counterparts are the subspace HN ,
which spans only the Fock states with a total occupation
n ∈ [0, N ] not larger than the number of particles N , and
the operators
βˆ
′†
k
= θ(N − nˆ)βˆ†
k
, βˆ
′
k
= βˆkθ(N − nˆ). (5)
They constitute a representation, which is exactly iso-
morphic to the original one in Eq. (3) and will be used
from now on. In the sense of that isomorphism, one has
αˆ
′
k
= βˆ
′
k
, αˆ
′†
k
= βˆ
′†
k
, nˆk = αˆ
′†
k
αˆ
′
k
= βˆ
′†
k
βˆ
′
k
on H(0)N = HN .
(6)
The isomorphism in Eq. (6) is not trivial and is valid
only on H(0)N = HN . First, the commutation relations
for the creation and annihilation operators of the true
excitations in Eqs. (3) and (5) are not canonical:
[αˆ
′
k
, αˆ
′†
k′
] = δk,k′(1− δnˆ,N )− αˆ
′†
k′
αˆ
′
k
δnˆ,N , (7)
[βˆ
′
k
, βˆ
′†
k′
] = δk,k′(1− δnˆ,N )− βˆ
′†
k′
βˆ
′
k
δnˆ,N . (8)
Second, it does not imply an isomorphism between the
operators αˆk, αˆ
†
k
on H(0)
k 6=0 and the operators βˆk, βˆ
†
k
onH,
because a commutation relation for the latter is canoni-
cal, but a commutation relation for the former coincides
with the noncanonical one in Eq. (7).
A free (zeroth-order), ideal-gas Hamiltonian in the
canonical-ensemble Hilbert space remains standard:
H0 =
∑
k 6=0
εknˆk, nˆk = βˆ
†
k
βˆk. (9)
However, the interaction Hamiltonian H
′
N in the phys-
ical, constrained Hilbert subspace H(0)N = HN acquires
an additional, induced by the constraint, nonlinear inter-
action determined by the terms with the nonpolynomial
operator functions θ(N − nˆ) and √N − nˆ. An explicit
formula for H
′
N follows from a standard two-body inter-
action Hamiltonian [2, 3, 8–17]
H
′
=
∫
Ψˆ†(r1)Ψˆ†(r2)U(r1 − r2)Ψˆ(r2)Ψˆ(r1)d
3r1d
3r2
2
.
(10)
The latter is written in the original, unconstrained,
auxiliary Fock space H(0) via a field operator Ψˆ(r) =
1√
V
∑
k
aˆke
ikr at a position r and assuming a symmetric
potential U(r1−r2) = U(r2−r1). An exact result is [36]
H
′
N =
∫
Ψˆ
′†
N(r1)Ψˆ
′†
N−1(r2)UΨˆ
′
N−1(r2)Ψˆ
′
N (r1)
d3r1d
3r2
2
,
(11)
where we use the true, step-function cutoff field operators
Ψˆ
′
N (r) = ΨˆN(r)θ(N − nˆ), ΨˆN(r) =
√
N − nˆ
V
+ βˆr,
(12)
βˆr =
1√
V
∑
k 6=0
βˆke
ikr, βˆ†r =
1√
V
∑
k 6=0
βˆ†
k
e−ikr. (13)
For any operator Aˆ, we introduce a usual Matsubara
operator A˜τ = e
τHAˆe−τH , which evolves in the Heisen-
berg representation in accord with a total Hamiltonian
H = H0 + H
′
N in an imaginary time τ ∈ [0, 1T ], related
to an inverse temperature 1/T .
A primary question to a microscopic theory is a deriva-
tion of the equations for the mean value and correla-
tions of the Matsubara annihilation and creation oper-
ators [2, 3, 8–14], both the unconstrained (β˜κ,
˜¯βκ) and
true (β˜
′
κ = β˜κθ(N − n˜τ ), ˜¯β
′
κ = θ(N − n˜τ )˜¯βκ) ones. Here
κ = {τ,k} and the operators are written in a momentum
representation. Below we use also a coordinate represen-
tation, where κ is replaced by x = {τ, r}. The definitions
of the unconstrained (auxiliary) and true coherent order
parameters and Matsubara Green’s functions are, respec-
tively, as follows
β¯k = 〈βˆk〉, 〈. . .〉 ≡ Tr{. . . e−H/T }/T r{e−H/T}, (14)
7β¯
′
k = 〈βˆ
′
k〉HN ≡
〈βˆkθ(N − nˆ)〉
PN
, PN = 〈θ(N − nˆ)〉,
(15)
Gj2τ2k2j1τ1k1 = −〈Tτ β˜j1τ1k1 ˜¯βj2τ2k2〉, (16)
G
′j2τ2k2
j1τ1k1
= −〈Tτ β˜′j1τ1k1 ˜¯β′j2τ2k2〉/PN . (17)
Here 〈. . .〉 or 〈. . .〉HN mean the averages over the uncon-
strained or θ(N − nˆ)-cutoff excited-states Hilbert spaces
H or HN , respectively. For θ(N − nˆ)-cutoff operators,
like in Eqs. (15) and (17), they differ only by a factor
PN equal to a cumulative probability of a total occupa-
tion of the excited states in the space H to not exceed
the number of particles N . Tτ means a standard Mat-
subara τ -ordering. The indexes j1 = 1, 2 and j2 = 1, 2
enumerate 2 × 2-matrix of the normal and anomalous
Green’s functions, since we set A˜1τ ≡ A˜τ and A˜2τ ≡ ˜¯Aτ
(a Matsubara-conjugated operator) for any operator A˜τ .
Both canonical Green’s functions G and G′ in Eqs.
(16)-(17) are different from the grand-canonical-ensemble
ones, employed in a usual Beliaev-Popov theory [2, 3, 8–
17] on the unconstrained Fock space H(0).
The exact Hamiltonian in Eq. (11) consists of 7 terms:
H
′
N =
u0
2
N(N−1)θ(N−nˆ)+V1,1+V2+V †2 +V3+V †3 +V4,
(18)
V1,1 =
N−nˆ
V θ(N − nˆ)
∫ ∫
U(r1 − r2)βˆ†r2 βˆr1d3r1d3r2,
V2 =
Qˆ
2V θ(N − nˆ)
∫ ∫
U(r1 − r2)βˆr2 βˆr1d3r1d3r2,
V3 =
√
N−nˆ√
V
θ(N − nˆ) ∫ ∫ U(r1 − r2)βˆ†r2 βˆr2 βˆr1d3r1d3r2,
V4 =
1
2θ(N − nˆ)
∫ ∫
(U − u0)βˆ†r1 βˆ†r2 βˆr2 βˆr1d3r1d3r2;
uk =
∫
V U(r)e
−ikrd3r/V, Qˆ =
√
(N − nˆ)(N − 1− nˆ).
In the consistent microscopic theory the Heisenberg equa-
tion of motion ∂β˜x/∂τ = [β˜x, H ] contains a commutator
[β˜x, H˜
′
Nτ ] = (H˜
′
(N−1)τ − H˜
′
Nτ )β˜x + A˜−
∫
V
A˜
d3r
V
, (19)
A˜ = θ(N − 1 − n˜τ )
∫
U(r′ − r) ˜¯Ψ(N−1)x′ [Ψ˜(N−1)x′Ψ˜Nx
+Ψ˜(N−1)xΨ˜Nx′]d
3r′
2 , with an operator H˜
′
(N−1)τ − H˜
′
Nτ ,
which is incorrectly replaced by a c-number chemical po-
tential µ in the usual approach. The Hamiltonian H
′
N
turns into the usual Beliaev-Popov one if one replaces
the operators θ(N − nˆ) and √N − nˆ by c-numbers. Such
replacement is wrong near the critical λ-point due to very
large critical fluctuations, provided by those operators.
3.2. Exact equations for the order parameter and
Green’s functions of the unconstrained excitations
First of all, let us exploit a remarkable fact that, after
the first step of the many-body Hilbert space reduction in
Eq. (2) and due to the isomorphism in Eq. (6), we can
work in the unconstrained excited-states Hilbert space
H, where the standard Matsubara (or Feynman) diagram
technique and the exact Dyson equation are valid. Thus,
we immediately get the exact microscopic equations for
the unconstrained coherent order parameter and Green’s
functions via a total irreducible self-energy Σj2x2j1x1 , as it is
implied for the Dyson-type equations. The result is
β¯jx = Gˇ
(0)[Σˇ[β¯jx]], (20)
Gj2x2j1x1 + β¯j1x1 β¯
∗
j2x2 = G
(0)j2x2
j1x1
+ Gˇ(0)[Σˇ[Gj2x2j1x1 ]]. (21)
Here the integral operators Σˇ or Gˇ(0), applied to any
function fjx, stand for a convolution of that function fjx
over the variables j, τ, r with the total irreducible self-
energy Σ or a free propagator G(0), respectively:
Kˇ[fjx] ≡
2∑
j′=1
∫
Kj
′x′
jx fj′x′d
4x′ for Kˇ = Σˇ, Gˇ(0), (22)
where x = {τ, r} and ∫ . . . d4x ≡ ∫ 1/T
0
∫
V
. . . d3rdτ . The
free propagator, that is the zeroth-order Green’s func-
tion, is determined by a thermal average with the free
Hamiltonian in Eq. (9),
G
(0)j2x2
j1x1
= −〈Tτ β˜j1x1 ˜¯βj2x2〉0, 〈. . .〉0 ≡
Tr{. . . e−H0/T }
Tr{e−H0/T } .
(23)
By means of a known for a box, inverse to Gˇ(0) operator
[11], one can rewrite Eqs. (20) and (21) in a more familiar
differential form:[
h¯∂
∂τ
+ (−1)j h¯
2∇2r
2M
]
β¯jx = −
2∑
j′=1
∫
Σj
′x′
jx β¯j′x′d
4x′,
(24)[
h¯∂
∂τ1
+ (−1)j1 h¯
2∇2
r1
2M
]
(Gj2x2j1x1 + β¯j1x1 β¯
∗
j2x2) = (−1)j1δj1,j2
×δ(τ1−τ2)[δ(r1−r2)− 1
V
]−
2∑
j′=1
∫
Σj
′x′
j1x1
Gj2x2j′x′ d
4x′. (25)
All effects of the microscopic interaction between parti-
cles on the spontaneous symmetry breaking are encoded
in the total irreducible self-energy Σj1x1j2x2 . Let us stress
that already at this step the present microscopic theory
of BEC is strongly different from the standard Beliaev-
Popov theory. The reason is that the present self-energy
essentially differs from the usually used one in the entire
critical region since it is calculated for the full, exact in-
teraction Hamiltonian in Eq. (11) and, hence, includes
the additional, constraint interaction and all effects of
critical fluctuations. The total irreducible self-energy can
be found explicitly from its definition (κ = {k, τ})
〈Tτ [β˜j1κ1 , H˜
′
Nτ1 ]∆
˜¯βj2κ2〉 = (−1)j1
2∑
j=1
∫ 1
T
0
∑
k 6=0
Σjκj1κ1G
j2κ2
jκ dτ
(26)
8with an exact account for a possible coherent ordering
β¯jκ. We substitute β˜jκ = β¯jκ+∆β˜jκ in the left-hand-side
operator H˜
′
N and use the nonpolynomial diagram tech-
nique [36, 43, 44] together with the exact equations for
the partial operator contractions, explained in Sect. 3.3.
In another way, we do the first-order, second-order or lad-
der approximation in interaction, when calculating the
left-hand-side average in accord with the main theorem
of the diagram technique in an interaction representation
for the appropriate free and interaction Hamiltonians:
H
(∆)
0 =
∑
k 6=0
εk∆βˆ
†
k
∆βˆk, H
′(∆)
N = H
′
N +H0 −H(∆)0 .
(27)
Of course, a final result does not depend on a way of
splitting the total Hamiltonian in a particular pair of the
free and interaction Hamiltonians. Both representations
H = H0+H
′
N in Eqs. (9) and (11) andH = H
(∆)
0 +H
′(∆)
N
in Eq. (27) are equivalent and yield the same total irre-
ducible self-energy (that is Σ = Σ(∆)), if one takes into
account the corresponding equivalent series of diagrams.
A function in the left hand side of Eq. (21) is known as
an exact unconstrained connected Green’s function
gj2x2j1x1 = G
j2x2
j1x1
+ β¯j1x1 β¯
∗
j2x2 ≡ −〈Tτ∆β˜j1x1∆˜¯βj2x2〉. (28)
At the equal times τ1 = τ2, it is defined in accord with an
anti-normal ordering of the operators ∆β˜j1x1 and ∆
˜¯βj2x2 .
A reason for the latter is explained in Sect. 3.3.
In that way, the nonpolynomial diagram technique
[36, 43, 44] yields the left hand side in Eq. (26) exactly
in a form of its right hand side. The calculations are
straightforward, but a full analysis is lengthy and will be
presented elsewhere. At its last stage, it is based on a
distribution of the noncondensate occupation [38, 40],
ρn =
∫ pi
−pi
eφ−iun
du
2pi
, φ =
∞∑
m=1
κ˜(∞)m
(eiu − 1)m
m!
. (29)
The latter is given by the generating cumulants κ˜
(∞)
m . In
a presence of an arbitrary coherent ordering β¯k 6= 0 for
a particular case of an ideal gas we find them exactly:
κ˜(∞)m = (m−1)!
∑
k 6=0
[n¯mk +mn¯
m−1
k
|β¯k|2], n¯k = (e
ε
k
T −1)−1.
(30)
3.3. Fundamental equations for the constrained,
physical excitations: The order parameter, Green’s
functions and partial operator contractions
The main problem with the microscopic theory for the
true, constrained order parameter and Green’s functions,
Eqs. (15) and (17), is that there are no closed equations
available for them in the critical region, at least, of the
Dyson type. A reason is that they are the averages which
include, along with the usual products of the creation and
annihilation operators, the nonpolynomial functions, like
the ones (θ(N − nˆ) or √N − nˆ), entering the true excita-
tion operators in Eq. (5) and the exact constraint inter-
action Hamiltonian in Eq. (11). The standard diagram
methods are not suited for the nonpolynomial averages.
We find a universal solution to that problem by means
of the nonpolynomial diagram technique [36, 43, 44].
Namely, the true order parameter and Green’s functions
in Eqs. (15) and (17) are given by the following explicit
formulas
β¯
′
J = 〈s˜J [θ(N − n˜τi)]〉/PN , PN = 〈θ(N − nˆ)〉, (31)
G
′J2
J1
= −〈s˜J¯2 [s˜J1 [θ]] + b˜J2J1 [θ]〉/PN . (32)
Here the basis partial one- and two-operator contrac-
tions, s˜J [f ] and b˜
J2
J1
[f ], are the operator-valued function-
als, evaluated for the operator functions f = θ(N−n˜τi) or
f = θ ≡ θ(N−n˜τ1)θ(N−n˜τ2). We use the short notations
for the combined indexes J = {jiki} and Jl = {jlilkil}
as well as for an index J¯l = {j¯lilkil} with a complimen-
tary index j¯l = 3 − jl; jl = 1, 2. An index i = 1, 2 (or
il) enumerates different times τi (or τil) in the external
operator β˜jτiki (or β˜jlτilkil ).
The basis partial one-operator contraction s˜J [f ] of
the Matsubara operator β˜J with an arbitrary function
f(n˜τ1 , n˜τ2) of the Matsubara operators n˜τ1 and n˜τ2 for
the total occupation of the excited states,
s˜J [f(n˜τ1 , n˜τ2)] ≡ AτiTτ{β˜cJf c(n˜τ1 , n˜τ2)}, (33)
is defined by an explicit formula via the f ’s Taylor series:
s˜J [f(n˜τ1 , n˜τ2)] = Tτ
∞∑
m1=0
∞∑
m2=0
m1∑
m′1=0
m2∑
m′2=0
f (m1,m2)
m1!m2!
× 〈AτiTτ{β˜J n˜m1−m
′
1
τ1 n˜
m2−m′2
τ2 }〉n˜m
′
1
τ1 n˜
m′2
τ2 , (34)
where f (m1,m2) = ∂m1+m2f/(∂m1n˜τ1∂
m2 n˜τ2)|n˜τ1=0,n˜τ2=0.
An examination of the case of two variables (n˜τ1 , n˜τ2) is
enough for a generic definition. A symbol Aτi denotes an
anti-normal ordering, which prescribes a position of the
external operator β˜J relative to the function f(n˜τ1 , n˜τ2)
and does not affect any other operators’ positions, which
are determined by the Tτ -ordering. As is explained in
the next Sect. 3.4, this definition implies a sum of all
possible partial connected contractions, which were used
in the nonpolynomial diagram technique in [36, 43, 44]
and denoted by the superscripts ”c” in Eqs. (33),
(35), (41), and (44). Note that, contrary to the usual
notations [8], here ”c” means only the partial (not full !)
contraction.
9The basis partial two-operator contraction b˜J2J1 [f ] of the
two Matsubara operators ∆β˜J1 and ∆
˜¯βJ2 with an arbi-
trary function f(n˜τ1 , n˜τ2) of the two occupation Matsub-
ara operators n˜τ1 and n˜τ2 ,
b˜J2J1 [f(n˜τ1 , n˜τ2)] ≡ Aτi1τi2Tτ{∆β˜cJ1∆˜¯β
c
J2f
c(n˜τ1 , n˜τ2)},
(35)
is defined by an analytical formula similar to Eq. (34):
b˜J2J1 [f(n˜τ1 , n˜τ2)] = Tτ
∞∑
m1=0
∞∑
m2=0
m1∑
m′1=0
m2∑
m′2=0
f (m1,m2)
m1!m2!
× 〈Aτi1τi2Tτ{∆β˜J1∆˜¯βJ2 n˜
m1−m′1
τ1 n˜
m2−m′2
τ2 }〉n˜m
′
1
τ1 n˜
m′2
τ2 .
(36)
Again, the anti-normal ordering Aτi1τi2 prescribes only
the positions of the external operators ∆β˜J1 and ∆
˜¯βJ2
relative to the function f(n˜τ1 , n˜τ2) and does not affect
any other operators’ positions, which are determined by
the Tτ -ordering. The partial operator contractions with
the other than anti-normal orderings also exist and could
be calculated, but the anti-normally ordered ones in Eqs.
(33) and (35) are more convenient since the true, con-
strained creation and annihilation operators in Eqs. (3)
and (5) are anti-normally ordered relative to their step-
functions θ.
The exact closed difference (recurrence) equations for
the basis partial operator contractions s˜J [f({mJ′})] and
b˜J2J1 [f({mJ′})] for an arbitrary function f({mJ′}) =
f(n˜τ1 + N + 1 − m1, n˜τ2 + N + 1 − m2), where a set
{mJ′} ≡ {mi′} consists of the integers m1 and m2, are
derived in the subsequent Sect. 3.4. Those equations
have the following universal form:
s˜J [f({mJ′})] = β¯Jf({mJ′}) + gJ
′
J ∆mJ′ s˜J′ [f({mJ′})],
(37)
b˜J2J1 [f({mJ′})] = −gJ2J1f({mJ′})− gJ
′
J1g
J2
J′∆mJ′ f({mJ′})
+ g
J′1
J1
gJ2J′2
∆mJ′
1
∆mJ′
2
b˜
J′2
J′1
[f({mJ′})]. (38)
A matrix gJ
′
J , which enters these equations as the co-
efficients, is given by the solution of Eq. (21) for the
exact unconstrained connected Green’s function in Eq.
(28). For a special case of the equal times τi = τi′
it is defined in accord with an anti-normal ordering of
the operators ∆β˜J and ∆
˜¯βJ′ . The latter is dictated by
the anti-normal ordering in the definition of the partial
operator contractions in Eqs. (33)-(36). In Eqs. (37)-
(38), a symbol ∆mJ′ means a partial difference operator
[47] (∆m1f(m1,m2) = f(m1 + 1,m2) − f(m1,m2) and
∆m2f(m1,m2) = f(m1,m2 + 1)−f(m1,m2)) and we as-
sume an Einstein’s summation over the repeated indexes
J ′, J ′1, J
′
2. The sums run over j
′ = 1, 2 and all differ-
ent arguments n˜k′
i′
τ ′
i′
of the function f , enumerated by
i′ = 1, 2, k′
i′
6= 0, for J ′ and similarly for J ′1, J ′2.
The equations (37) and (38) are the linear systems
of the integral equations over the wave vector variables
and the discrete (recurrence) equations over variables
m1 and m2 with the well-known methods of solution
[45–47], e.g., via a Z-transform (a discrete analog of a
Laplace transform), a characteristic function (a solution
for f = exp(iu1n˜τ1 + iu2n˜τ2) with a subsequent Fourier
transform), or a direct recursion. The operator contrac-
tions in Eqs. (31)-(32) are given by those solutions at
m1 = m2 = N + 1.
Finally, their average in Eqs. (31)-(32) amounts to
the averages like 〈f(n˜τ1 , n˜τ2)〉, that is reduced to a cal-
culation of a joint probability distribution ρn1,n2 of the
noncommuting operators n˜τ1 and n˜τ2 . The latter can
be done similar to [38, 40] via its characteristic function
〈Tτ exp(iu1n˜τ1 + iu2n˜τ2)〉, which is equal to
Θ =
∏
k 6=0
e
|β¯
k
|2[(z
k
−1)(z1z2−1)−(zk−e
τε
k )(1−e−τεk )(z1−1)(z2−1)]
z
k
−z1z2
[(zk − z1z2)/(zk − 1)]
(39)
for any β¯k in the zeroth order in interaction; τ = τ1 −
τ2, zk = e
ε
k
T , zj = e
iuj , j = 1, 2. The result in Eq. (39),
together with its particular case for u2 = 0 in Eqs. (29)-
(30), provides a basis for a perturbation analysis. The
macroscopic wave function (the coherent order parame-
ter) of the excitations’ condensate β¯r 6= 0, entering Eqs.
(21), (25), and (31)-(38), makes the quasiparticles stable
and can be found from Eq. (20) or Eq. (24).
3.4. The nonpolynomial diagram technique:
Derivation of the exact recurrence equations for the
basis partial operator contractions
We start a derivation of the equations for the opera-
tor contractions with a formulation of the nonpolynomial
diagram technique for them in the interaction representa-
tion with the free Hamiltonian H0 in Eq. (9) or H
(∆)
0 in
Eq. (27). Let Aˆτ denotes an interaction representation
of any operator Aˆ, that is Aˆτ = exp(τH0)Aˆ exp(−τH0)
or Aˆτ = exp(τH
(∆)
0 )Aˆ exp(−τH(∆)0 ).
First, let us consider an equivalent definition of the
basis partial one-operator contraction in the interaction
representation. According to the main theorem of the di-
agram technique [8, 11], a thermal average of the Matsub-
ara operator Tτ{β˜J1f(n˜τi1 , n˜τi2 )} over a statistical distri-
bution exp(−HT ) with a full Hamiltonian H is equal to
a thermal average of the interaction-representation op-
erator Tτ{βˆJ1f(nˆτi1 , nˆτi2 )S( 1T )} over a statistical distri-
bution exp(−H0T ) with a free Hamiltonian H0. Here a
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symbol S( 1T ) stands for a standard Matsubara S-matrix
S
( 1
T
)
= Tτ exp
(
−
∫ 1/T
0
Hˆ
′
Nτdτ
)
. (40)
We omit a normalization factor 〈S( 1T ) exp(−H0/T )〉0,
which is canceled since, as usual, we consider only the
connected diagrams. Hence, in the interaction represen-
tation the basis partial one-operator contraction
sˆJ1 [f(nˆτi1 , nˆτi2 )] ≡ Aτi1Tτ{βˆcJ1f c(nˆτi1 , nˆτi2 )S
( 1
T
)
},
(41)
corresponding to the Matsubara one in Eqs. (33)-(34), is
equal to β¯J1f(nˆτi1 , nˆτi2 ) plus a sum of all operators ob-
tained from the operatorAτi1Tτ{∆βˆJ1f(nˆτi1 , nˆτi2 )S( 1T )}
by all possible partial connected contractions via the 1D-
connected diagrams, which start from the external oper-
ator ∆βˆJ1 , connect a series of vertices
nˆJ′
l
= (∆ˆ¯βJ′
l
+ β¯∗J′
l
)(∆βˆJ′
l
+ β¯J′
l
) (42)
inside the function f(nˆτi1 , nˆτi2 ) via the elementary con-
tractions in Eq. (43), and end at one of the annihi-
lation or creation operators ∆ˆ¯βJ′ inside the function
f(nˆτi1 , nˆτi2 ). An elementary contraction is a negative
connected free Green’s function
〈Tτ∆βˆJ1∆ˆ¯βJ2〉0 ≡ −g
(0)J2
J1
= −G(0)J2J1 − β¯J1 β¯∗J2 . (43)
An equivalent definition of the basis partial two-
operator contraction in the interaction representation,
bˆJ2J1 [f ] ≡ Aτi1τi2Tτ{∆βˆcJ1∆ˆ¯β
c
J2f
c(nˆτi1 , nˆτi2 )S
( 1
T
)
},
(44)
which corresponds to the Matsubara one defined in
Eqs. (35)-(36), is similar. Namely, the bˆJ2J1[f ] is equal
to a sum of all operators obtained from the operator
Aτi1τi2Tτ{∆βˆJ1∆ˆ¯βJ2f(nˆτi1 , nˆτi2 )S( 1T )} by all possible
partial connected contractions via the 1D-connected dia-
grams, which start from one external operator ∆βˆJ1 , con-
nect a series of vertices nˆJ′
l
= (∆ˆ¯βJ′
l
+ β¯∗J′
l
)(∆βˆJ′
l
+ β¯J′
l
)
inside the function f(nˆτi1 , nˆτi2 ) via the elementary con-
tractions in Eq. (43), and end at another external oper-
ator ∆ˆ¯βJ2 .
An elementary, generic block of such contractions is
a partial contraction of the operator ∆βˆkτ with the m-
th power of the total excited-states occupation operator
nˆmτ ′ . Let us make just one elementary contraction (43) of
the external operator ∆βˆJ with each creation (∆
ˆ¯βk′τ ′) or
annihilation (∆βˆk′τ ′) operators from each factor nˆτ ′ (see
Eqs. (1) and (42)), located at the positionsm′ = 1, . . . ,m
in a sequence of m factors in the nˆmτ ′ . The result of that
one-step contraction operation is a following sum:
Tτ{∆βˆkτ nˆmτ ′} →
∑
k′ 6=0
m∑
m′=1
[
〈Tτ∆βˆkτ∆ˆ¯βk′τ ′〉0C1(m′)
(45)
+〈Tτ∆βˆkτ∆βˆk′τ ′〉0C2(m′)
]
,
where the operators C1(m
′) = nˆτ ′ . . . nˆτ ′ βˆk′τ ′ nˆτ ′ . . . nˆτ ′
and C2(m
′) = nˆτ ′ . . . nˆτ ′ ˆ¯βk′τ ′ nˆτ ′ . . . nˆτ ′ depend on a po-
sition number m′, at which the remaining after that one-
step contraction operators βˆk′τ ′ and
ˆ¯βk′τ ′ are located in
the sequence of the nˆτ ′-factors. The canonical commu-
tation relations yield C1(m
′) = βˆk′τ ′(nˆτ ′ − 1)m′−1nˆm−m
′
τ ′
and C2(m
′) = nˆm
′−1
τ ′ (nˆτ ′−1)m−m
′ ˆ¯βk′τ ′ . The correspond-
ing sums over m′ are reduced to a discrete difference
∆nnˆ
m
τ ′ ≡ nˆmτ ′ − (nˆτ ′ − 1)m, namely,
∑m
m′=1 C1(m
′) =
βˆk′τ ′∆nnˆ
m
τ ′ and
∑m
m′=1 C2(m
′) = [∆nnˆmτ ′]
ˆ¯βk′τ ′ .
Then, let us dress the free propagators in Eq. (45)
into the exact unconstrained connected Green’s functions
(28) by including all appropriate diagrams, coming from
the S-matrix in Eq. (40). In this way, we conclude
that the considered one-step elementary contraction is
a transformation of the original operator Tτ{∆βˆJ nˆmτ ′}
into a convolution of its discrete-difference counterpart
Tτ{βˆJ′∆nnˆmτ ′} with the exact unconstrained connected
Green’s function gJ
′
J , that is
Tτ{∆βˆJ nˆmτ ′} → −
∑
k′ 6=0
2∑
j′=1
gj
′τ ′k′
J Tτ{βˆj′k′τ ′∆nnˆmτ ′}.
(46)
It follows from the definition in Eq. (41), that if one
supplements this first step by all other required contrac-
tions, then the operator Tτ{βˆJ′∆nnˆmτ ′} in the right hand
side of Eq. (46) will become a basis partial operator con-
traction sˆJ′ [∆nnˆ
m
τ ′ ]. Therefore, taking into account an
obvious term β¯J nˆ
m
τ ′ and combining all terms of the Tay-
lor series, we immediately arrive to the final Eq. (37) for
the basis partial one-operator contraction.
A derivation of the final Eq. (38) for the basis partial
two-operator contraction also immediately follows from
a property of the one-step contraction in Eq. (46) to
reproduce an original operator as its difference. Namely,
the second term in Eq. (38) comes from an additional
contraction of the operator βˆj′k′τ ′ from the right hand
side of Eq. (46) with the second external operator ∆ˆ¯βJ2
of bˆJ2J1 [f ] in its definition (44). The third term in Eq.
(38) is a result of a parallel application of the one-step
contraction in Eq. (46) to both external operators ∆βˆJ1
and ∆ˆ¯βJ2 in bˆ
J2
J1
[f ]. The first term in Eq. (38) is a result
of a direct contraction between the external operators.
3.5. Discussion of the exact microscopic equations
for the Bose-Einstein condensation
The derived fundamental equations (20)-(21), (31)-(32)
and (37)-(38) consistently account for the critical fluc-
tuations as well as for the effects of the inter-particle
interaction on the condensate and quasiparticles. These
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equations have a perfectly canonical and proper matrix
structure. The unconstrained order parameter β¯J and
Green’s function GJ2J1 form the wavevector-dependent 4-
component vector and 4×4-matrix, respectively, since the
combined index J = {jiki} includes the Nambu index
j = 1, 2 and the time τi index i = 1, 2, each with the two
values. The β¯J and G
J2
J1
are the solutions of the canonical
Dyson-type equations (20)-(21) or (24)-(25), which are
the integral equations over the wave vector variable, and
are determined by the 4×4-matrices of the free propaga-
torG
(0)J2
J1
in Eq. (23) and the total irreducible self-energy
ΣJ2J1 , defined by a two-body interaction in Eq. (26).
In their turn, these solutions β¯J and G
J2
J1
enter the in-
homogeneous linear integral matrix equations (37)-(38)
for the basis partial one- and two-operator contractions
s˜J [f({m1,m2})] (4-vector) and b˜J2J1[f({m1,m2})] (4 × 4-
matrix) via the source terms and the coefficients. The
coefficients are given by the unconstrained connected
Green’s function 4× 4-matrix gJ2J1 = GJ2J1 + β¯J1 β¯∗J2 in Eq.
(28) (cf. a usual Nambu’s 2 × 2-matrix of the normal
and anomalous Green’s functions). In addition to being
matrix and integral, the latter equations (37)-(38) are
the partial difference equations (a discrete analog of the
partial differential equations) over the variables m1 and
m2. The difference equations are required by a discrete,
quantum nature of the excitations.
The revealed nontrivial universal structure of these
fundamental equations is uniquely prescribed by the
microscopic physics of the critical phenomena because
these equations are not the model, approximate, or phe-
nomenological ones, but the exact equations. It is im-
mediate to generalize them to any trapping potentials
and boundary conditions. They open a way to solve the
long-standing problem of the BEC and other phase tran-
sitions [2, 3, 8–17, 19, 20], including a restricted canon-
ical ensemble problem [9], and describe numerous mod-
ern laboratory and numerical experiments on the critical
phenomena in BEC of the mesoscopic systems [55–68].
A principle difference of these microscopic equations
from the usual Gross-Pitaevskii and Beliaev-Popov equa-
tions comes from a presence of the operator functions
θ(N−nˆ) and√N − nˆ in the true Hamiltonian (11). Also,
it comes from the symmetry-constrained nature of the
actual excitation operators βˆ
′
k
= βˆkθ(N − nˆ), which de-
termine the true order parameter and Green’s functions
in Eqs. (15) and (17). A replacement of those operator
functions by the c-numbers θ(N − nˆ) ≈ 1,√N − nˆ ≈ n¯0,
that is a mean-field approximation, becomes valid only
far outside the critical region, at low enough tempera-
tures, when the ordered phase is fully formed and the
order parameter is much larger than its fluctuations.
So, the exact microscopic equations asymptotically turn
into and, hence, justify the usual Gross-Pitaevskii and
Beliaev-Popov ones only far outside the critical region.
Note that, within the particular case of the homoge-
neous BEC in a box with the periodic boundary con-
ditions, the usually used Beliaev-Popov equations de-
scribe BEC as a smooth change of the stable quasipar-
ticles, dressed by a Bogoliubov coupling via a conden-
sate occupation and possessing the inter-mode correla-
tions (the anomalous Green’s functions) without any own
coherence. In that picture, a coherent superfluid flow
is generated by some external sources or boundary mo-
tion, but an appearance of the coherent macroscopic or-
der parameter β¯
′
r is excluded by the Hugenholtz-Pines
(T = 0) or Hohenberg-Martin (T 6= 0) condition [9]
(Σ1k1k−Σ1k2−k)|k=0 = µ, that ensures a stable gapless spec-
trum of quasiparticles. That usual mechanism of BEC is
similar to the one in an ideal gas, being just its dressed-
by-interaction version. It differs from the outlined gen-
eral mechanism, allowing an instability of restructuring
of the condensate by β¯
′
r
6= 0, that is a symmetry break-
ing (cf. a density wave in a superfluid [12]). A detailed
analysis of Eqs. (20)-(21), (31)-(32) and (37)-(38) will be
given elsewhere.
The major point is that the microscopic theory is valid
both inside and outside the critical region. In particular,
it is capable of a microscopic calculation of the critical
exponents and functions as well as other parameters of
the BEC phase transition near the λ-point for an ac-
tual, canonical-ensemble mesoscopic system, as opposed
to a grand-canonical-ensemble bulk-limit model, usually
studied in the phenomenological renormalization-group
approach [2, 3, 16, 19, 20, 22, 25].
There is another known limit of this microscopic the-
ory. Namely, for a vanishing interaction, when H
′
N ≡ 0
and β¯k ≡ 0 in Eqs. (30) and (39), it coincides with
a solution for the critical fluctuations in the BEC of a
mesoscopic ideal gas [38, 40], which is its zeroth-order
approximation.
In short, all these advances come from the correct ac-
count, first, of the Noether’s symmetry constraints of
the many-body Hilbert space and, second, of the related
properties of the true excitations in a mesoscopic system.
4. THE RIGOROUS MICROSCOPIC THEORY OF
THE MAGNETIC PHASE TRANSITIONS IN A
LATTICE OF SPINS
The microscopic theory of phase transitions, described
above, is truly universal. Let us demonstrate that fact
by formulating the microscopic theory of the magnetic
phase transitions in a form, which is completely similar
to the BEC one, developed in Sect. 3. The only impor-
tant difference is that in the case of the magnetic phase
transition there are many local constraints (47) for each
of N spins in a lattice, instead of just one global particle-
number constraint (1) in the case of BEC in a gas.
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4.1. Spin bosons versus true spin excitations in a
constrained Hilbert space and the Heisenberg
Hamiltonian in a Holstein-Primakoff representation
Let us consider a cubic lattice of N interacting im-
movable spins in a box with a volume V = L3 and
the periodic boundary conditions. A magnitude of each
spin is the same s ≥ 1/2. The lattice sites of the
spins are enumerated by a position vector r. According
to a well-known Holstein-Primakoff representation [37],
worked out also by Schwinger [69] (see [70]), each spin is
a system of the two spin bosons, which are the harmonic
oscillators constrained to have a fixed total occupation
nˆ0r + nˆr = 2s; nˆr = aˆ
†
r
aˆr, nˆ0r = aˆ
†
0raˆ0r. (47)
The creation (aˆ†r, aˆ
†
0r) and annihilation (aˆr, aˆ0r) oper-
ators obey the Bose canonical commutation relations:
[aˆr, aˆ
†
r′
] = δr,r′ , [aˆ0r, aˆ
†
0r′ ] = δr,r′ , and all (r)-operators
commute with all (0r′)-operators. A vector spin opera-
tor Sˆr at a site r is given by its components as follows
Sˆx
r
=
aˆ†0raˆr + aˆ
†
r
aˆ0r
2
, Sˆy
r
=
aˆ†0raˆr − aˆ†raˆ0r
2i
, Sˆz
r
= s− aˆ†
r
aˆr.
(48)
The spin raising and lowering operators are equal to
Sˆ+r ≡ Sˆxr + iSˆyr = aˆ†0raˆr, Sˆ−r ≡ Sˆxr − iSˆyr = aˆ†raˆ0r. (49)
Similar to Sect. 3.1, Eq. (2), we make the two-step
reduction of an unconstrained Fock space H(0)0r,r, which
spans all Fock states |nr〉 ⊗ |n0r〉 of the two spin bosons
at a site r, to a physical subspace H(0)rs as follows
H(0)0r,r → H(0)r → H(0)rs . (50)
First, we restrict the Fock space H(0)0r,r to a Fock space
H(0)r by excluding the (0r)-boson component, since its
occupation n0r = 2s − nr for any Fock state is deter-
mined by the (r)-boson’s occupation nr. Second, we limit
an allowed number of excitations of the (r)-boson in the
physical Hilbert space H(0)rs by an interval 0 ≤ nr ≤ 2s.
The physics (dynamics, fluctuations, etc.) of each spin
is determined by the creation and annihilation of the
canonical-ensemble excitations (not bosons themselves!)
in the system of two spin bosons via the operators
αˆ
′†
r
= θ(2s− nˆr)αˆ†r, αˆ
′
r
= αˆrθ(2s− nˆr), (51)
which leave invariant (i.e., do not lead out of) the physi-
cal subspace H(0)rs . They are the step-function θ(2s− nˆr)
cutoff of the transition operators
αˆ†
r
= aˆ†
r
(1+2s− nˆr)−1/2aˆ0r, αˆr = aˆ†0r(1+2s− nˆr)−1/2aˆr,
(52)
which are exactly similar to the Bogoliubov-Girardeau-
Arnowitt ones in Eq. (4).
For every site r, we introduce also a Fock space Hr,
which spans the states |nr〉 of an unconstrained excita-
tion at the site r, and the creation and annihilation op-
erators βˆ†r and βˆr in that space, which obey a canonical
commutation relation [βˆr, βˆ
†
r′
] = δr,r′ . Their θ(2s − nˆr)-
cutoff counterparts are the subspace Hrs, which spans
only the Fock states with a total occupation nr ∈ [0, 2s],
and the operators
βˆ
′†
r = θ(2s− nˆr)βˆ†r , βˆ
′
r = βˆrθ(2s− nˆr). (53)
They constitute a representation, which is exactly iso-
morphic to the original one in Eq. (51). It is valid in the
total physical many-body Hilbert space of the system of
N spins Hs = ⊗rHrs, which is a tensor product of all
physical Hilbert subspaces Hrs, and will be used from
now on. In the sense of that isomorphism, one has
αˆ
′
r = βˆ
′
r, αˆ
′†
r = βˆ
′†
r , nˆr = αˆ
′†
r αˆ
′
r = βˆ
′†
r βˆ
′
r on Hs = ⊗rHrs.
(54)
The isomorphism in Eq. (54) is not trivial and is valid
only on Hs. First, the commutation relations for the
creation and annihilation operators of the true spin exci-
tations in Eqs. (51) and (53) are not canonical:
[αˆ
′
r
, αˆ
′†
r′
] = δr,r′(1− (2s+ 1)δnˆr,2s), (55)
[βˆ
′
r
, βˆ
′†
r′
] = δr,r′(1 − (2s+ 1)δnˆr,2s). (56)
Second, it does not imply an isomorphism between the
operators αˆr, αˆ
†
r
on H(0)r and the operators βˆr, βˆ†r on
Hr, because the commutation relations for the latter are
canonical, but the commutation relations for the former
coincide with the noncanonical ones in Eq. (55).
Finally, we present the explicit formulas for the vector
components of the spin operator in Eqs. (48)-(49) in
terms of the creation and annihilation operators of the
true spin excitations in Eq. (53):
Sˆxr =
1
2
(S−r +Sˆ
+
r ), Sˆ
y
r =
i
2
(S−r −Sˆ+r ), Sˆzr = s−nˆr, (57)
Sˆ+
r
=
√
2s− nˆrβˆ
′
r
, Sˆ−
r
= βˆ
′†
r
√
2s− nˆr; nˆr = βˆ
′†
r
βˆ
′
r
.
(58)
A free Hamiltonian of a system of N spins in a lattice
H0 =
∑
r
εnˆr, nˆr = βˆ
†
r
βˆr, ε = gµBBext, (59)
is determined by a Zeeman energy −gµBBextSˆz of a spin
in an external magnetic field Bext (which is assumed ho-
mogeneous and directed along the axis z) via a g-factor
and a Bohr magneton µB = eh¯/(2Mc). We intention-
ally define the free Hamiltonian in Eq. (59) via the un-
constrained occupation operators nˆr = βˆ
†
r
βˆr on the ex-
tended many-body Hilbert space H = ⊗rHr without any
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θ(2s − nˆr) cutoff factors. That makes the free Hamilto-
nian purely quadratic which is necessary for a validity of
the standard diagram technique. The latter is crucial for
a derivation of the Dyson-type equations, like Eqs. (69)
and (70). One is allowed to skip the θ(2s− nˆr) cutoff fac-
tors in H0 because of (i) an equality βˆ
†
r
βˆr = βˆ
′†
r
βˆ
′
r
, which
is valid on the physical many-body Hilbert space Hs, and
(ii) a fact that the occupation operator nˆr = βˆ
†
r
βˆr leaves
invariant that space Hs.
However, the interaction Hamiltonian H
′
in the
physical, constrained many-body Hilbert space Hs in-
cludes all terms with the nonpolynomial operator func-
tions: the θ(2s − nˆr)-cutoff factors and the functions√
2s− θ(2s− nˆr)nˆr, coming from the Sˆxr and Sˆyr compo-
nents of spins. As a generic example, we consider a well-
known Heisenberg Hamiltonian [12, 19, 21–23, 37, 52]
H
′
= −
∑
r6=r′
Jr,r′(Sˆ
x
r Sˆ
x
r′ + Sˆ
y
r Sˆ
y
r′
+ Sˆzr Sˆ
z
r′), (60)
where a coupling between spins is usually assumed to be
a symmetric function Jr,r′ = Jr−r′ of a vector r − r′,
connecting spins. It contains the true spin excitations,
Eq. (53), and, hence, should be written via the uncon-
strained excitation operators βˆ†
r
and βˆr with an explicit
account for all θ(2s − nˆr)-cutoff factors and functions√
2s− θ(2s− nˆr)nˆr, because one needs an exact account
for all spin-constraint nonlinear interactions in the criti-
cal region. Thus, we find an exact result for the interac-
tion Hamiltonian, presented here as a sum of two terms:
H
′
= H
′
xy +H
′
z; (61)
H
′
xy = −
∑
r6=r′
Jr,r′ Sˆ
+
r
Sˆ−
r′
, H
′
z = −
∑
r6=r′
Jr,r′ Sˆ
z
r
Sˆz
r′
.
The first one is related to the XY model,
H
′
xy = −
∑
r6=r′
Jr,r′θ(2s− nˆr)θ(2s− 1− nˆr′) (62)
×
√
2s+ 1− θ(2s+ 1− nˆr)nˆr
√
2s− θ(2s− nˆr′)nˆr′ βˆ†r βˆr′ .
The second one is related to the Ising model,
H
′
z = −
∑
r6=r′
Jr,r′ [s−θ(2s−nˆr)nˆr][s−θ(2s−nˆr′)nˆr′ ]. (63)
The result in Eqs. (61)-(63) agrees with the Holstein-
Primakoff’s one [37], but includes the additional θ(2s −
nˆr)-cutoff factors, which are very important for the rig-
orous microscopic theory of magnetic phase transitions
in the critical region.
A total Hamiltonian H = H0 + H
′
makes any oper-
ator Aˆ, evolving in an imaginary time τ ∈ [0, 1T ] in the
Heisenberg representation, the Matsubara operator A˜τ =
eτHAˆe−τH . Let us introduce some notations. A symbol
A˜jτ stands for an operator itself A˜1τ = A˜τ at j = 1 and
for a Matsubara-conjugated operator A˜2τ =
˜¯Aτ at j = 2.
A four-dimensional coordinate is x = {τ, r}. A product
of all cutoff factors in a lattice of N spins is
θˆ =
∏
r
θ(2s− nˆr). (64)
The quantities of primary interest in a microscopic the-
ory of magnetic phase transitions are the mean value
and correlations of the Matsubara annihilation and cre-
ation operators for spin excitations, both the uncon-
strained (β˜x,
˜¯βx) and true (β˜
′
x = β˜xθ(2s − n˜x), ˜¯β
′
x =
θ(2s− n˜x)˜¯βx) ones. The definitions of the unconstrained
(auxiliary) and true coherent order parameters and Mat-
subara Green’s functions for spin excitations are as fol-
lows
β¯r = 〈βˆr〉, 〈. . .〉 ≡ Tr{. . . e−H/T }/T r{e−H/T}, (65)
β¯
′
r
= 〈βˆ′
r
〉Hs ≡
〈βˆ′rθˆ〉
Ps
, Ps = 〈θˆ〉, (66)
Gj2τ2r2j1τ1r1 = −〈Tτ β˜j1τ1r1 ˜¯βj2τ2r2〉, (67)
G
′j2τ2r2
j1τ1r1
= −〈Tτ β˜′j1τ1r1 ˜¯β′j2τ2r2 θˆ〉/Ps. (68)
Here 〈. . .〉 or 〈. . .〉Hs mean the averages over the uncon-
strained or θˆ-cutoff many-body Hilbert spaces H or Hs,
respectively. They differ by the θˆ-cutoff factor from Eq.
(64) and a normalization factor Ps, which is equal to a
cumulative probability of all occupations of the spin exci-
tations in the spaceH to be within the physically allowed
intervals: nr ∈ [0, 2s] for all lattice sites r.
4.2. Exact equations for the order parameter and
Green’s functions of unconstrained spin excitations
As it was done in Sect. 3.2, we again use a remarkable
fact that, after the first step of the many-body Hilbert
space reduction in Eq. (50) and due to the isomorphism
in Eq. (54), it is possible to work in the unconstrained
many-body Hilbert spaceH, where the standard Matsub-
ara (or Feynman) diagram technique and the exact Dyson
equation are valid. Thus, we immediately get the exact
microscopic equations for the unconstrained coherent or-
der parameter and Green’s functions of spin excitations
via a total irreducible self-energy Σj2x2j1x1 as follows
β¯jx = Gˇ
(0)[Σˇ[β¯jx]], (69)
Gj2x2j1x1 + β¯j1x1 β¯
∗
j2x2 = G
(0)j2x2
j1x1
+ Gˇ(0)[Σˇ[Gj2x2j1x1 ]]. (70)
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Here the integral operators Σˇ or Gˇ(0), applied to any
function fjx, stand for a convolution of that function fjx
over the variables j, τ, r with the total irreducible self-
energy Σ or a free propagator G(0), respectively:
Kˇ[fjx] ≡
2∑
j′=1
∑
r′
∫ 1/T
0
Kj
′x′
jx fj′x′dτ
′ for Kˇ = Σˇ, Gˇ(0).
(71)
The free propagator is determined by exactly the same
Eq. (23), that was used in Sect. 3.2, but with an appro-
priate for spins free Hamiltonian in Eq. (59).
The total irreducible self-energy is defined by equation
〈Tτ [β˜j1x1 , H˜
′
τ1 ]∆
˜¯βj2x2〉 = (−1)j1
2∑
j=1
∫ 1
T
0
∑
r
Σjxj1x1G
j2x2
jx dτ
(72)
and exactly accounts for a possible coherent ordering β¯jx.
We can substitute β˜jx = β¯jx+∆β˜jx in the left-hand-side
operator H˜
′
τ1 and use the nonpolynomial diagram tech-
nique [36, 43, 44] together with the exact equations for
the partial operator contractions, explained in Sections
3.3 and 4.3, or do the first-order, second-order or ladder
approximation in interaction, when calculating the left-
hand-side average in accord with the main theorem of
the diagram technique in the interaction representation
for the appropriate free and interaction Hamiltonians:
H
(∆)
0 =
∑
r
ε∆βˆ†r∆βˆr, H
′(∆) = H
′
+H0−H(∆)0 . (73)
Of course, a final result does not depend on a way of
splitting the total Hamiltonian in a particular pair of the
free and interaction Hamiltonians. Both representations
H = H0 +H
′ in Eqs. (59)-(60) and H = H(∆)0 +H
′(∆)
in Eq. (73) are equivalent and yield the same total irre-
ducible self-energy (that is Σ = Σ(∆)), if one takes into
account the corresponding equivalent series of diagrams.
A function in the left hand side of Eq. (70) is known as
an exact unconstrained connected Green’s function gj2x2j1x1 ,
defined in Eq. (28). A strategy for calculation of the
self-energy is similar to the BEC one (Sect. 3.2). Its full
analysis is lengthy and will be discussed elsewhere.
4.3. Fundamental equations for the constrained,
physical spin excitations: The order parameter,
Green’s functions and partial operator contractions
The true, constrained order parameter and Green’s
functions of spin excitations, Eqs. (66) and (68), do not
obey any standard closed equations of the Dyson type.
A reason is that they are the averages which include,
along with the usual products of the creation and an-
nihilation operators, the nonpolynomial functions, like
the ones (θ(2s− nˆr) or
√
2s− nˆr) entering the true spin-
excitation operators in Eq. (53) and the exact interaction
Hamiltonian in Eq. (60). A standard diagram technique
is not suited to deal with the nonpolynomial averages.
As in Sect. 3.3, we solve that problem by means of the
nonpolynomial diagram technique [36, 43, 44]. Namely,
the true order parameter and Green’s functions in Eqs.
(66) and (68) are given by the following explicit formulas
β¯
′
J = 〈s˜J [θ˜τi ]〉/Ps, Ps = 〈θˆ〉, (74)
G
′J2
J1
= −〈s˜J¯2 [s˜J1 [θ˜τ1 θ˜τ2 ]] + b˜J2J1 [θ˜τ1 θ˜τ2 ]〉/Ps. (75)
Here the basis partial one- and two-operator contrac-
tions, s˜J [f ] and b˜
J2
J1
[f ], are the operator-valued function-
als, evaluated for an operator function f . We continue to
use the short notations for the combined indexes, but this
time in the coordinate, rather than momentum, represen-
tation that is more convenient for a lattice. Those indexes
are J = {jiri} and Jl = {jlilril} as well as J¯l = {j¯lilril}
with a complimentary index j¯l = 3 − jl; jl = 1, 2. An
index i = 1, 2 (or il) enumerates different times τi (or τil)
in the external operator β˜jτiri (or β˜jlτilril ).
A definition of the basis partial operator contractions
is similar to the one discussed in Sections 3.3 and 3.4. Let
us consider a generic case of an arbitrary operator func-
tion f({n˜x1 , n˜x2}), which depends on the two sets {n˜r1τ1}
and {n˜r2τ2} of the spin-excitation occupation operators
at all lattice sites at two different times τ1 and τ2. The
basis partial one-operator contraction
s˜J [f({n˜x1 , n˜x2})] ≡ AτiTτ{β˜cJf c({n˜x1 , n˜x2})} (76)
is defined by an explicit formula via the f ’s Taylor series:
s˜J [f ] = Tτ
∞∑
{mx1}
∞∑
{mx2}
{mx1}∑
{m′x1}
{mx2}∑
{m′x1}
f ({mx1},{mx2})∏
{x1,x2}(mx1 !mx2 !)
×
∏
{x1,x2}
〈AτiTτ{β˜J n˜
mx1−m′x1
x1 n˜
mx2−m′x2
x2 }〉n˜
m′x1
x1 n˜
m′x2
x2 ;
(77)
f ({mx1},{mx2}) =
∂
∑
{x1}
mx1+
∑
{x2}
mx2 f∏
{x1,x2} ∂
mx1 n˜x1∂
mx2 n˜x2
∣∣∣
{n˜xl=0}
.
Here the sums run over all nonnegative integers mxi and
m′xi ≤ mxi . A symbol Aτi denotes an anti-normal or-
dering, which prescribes a position of the external oper-
ator β˜J relative to the function f({n˜x1, n˜x2}) and does
not affect any other operators’ positions, which are de-
termined by the Tτ -ordering. As is explained in Sect.
3.4, this definition implies a sum of all possible partial
connected contractions, which were used in the nonpoly-
nomial diagram technique in [36, 43, 44] and denoted by
the superscripts ”c” in Eqs. (76), (78). In the case, when
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the function f depends only on a one-time set of spin-
excitation occupations {n˜x1}, the formulas for the basis
partial operator contractions become much simpler.
The basis partial two-operator contraction
b˜J2J1 [f({n˜x1, n˜x2})] ≡ Aτi1τi2Tτ{∆β˜cJ1∆˜¯β
c
J2f
c({n˜τ1 , n˜τ2})}
(78)
is defined by a similar analytical formula
b˜J2J1[f ] = Tτ
∞∑
{mx1}
∞∑
{mx2}
{mx1}∑
{m′x1}
{mx2}∑
{m′x1}
f ({mx1},{mx2})∏
{x1,x2}(mx1 !mx2 !)
∏
{x1,x2}
〈Aτi1τi2Tτ{∆β˜J1∆˜¯βJ2 n˜
mx1−m′x1
x1 n˜
mx2−m′x2
x2 }〉n˜
m′x1
x1 n˜
m′x2
x2 .
(79)
An anti-normal ordering Aτi1τi2 prescribes only posi-
tions of the external operators ∆β˜J1 and ∆
˜¯βJ2 relative to
the function f({n˜x1, n˜x2}) and does not affect any other
operators’ positions, which are determined by the Tτ -
ordering.
The exact closed difference (recurrence) equations for
the basis partial operator contractions s˜J [f({mJ′})] and
b˜J2J1 [f({mJ′})] for an arbitrary function f({mJ′}) =
f({n˜x1 + 2s + 1 − mx1 , n˜x2 + 2s + 1 − mx2}), where a
set {mJ′} consists of the two sets of integers {mx1} and
{mx2}, can be derived along the same lines as it was done
for BEC in Sect. 3.4. Those equations have exactly the
same universal form as Eqs. (37) and (38):
s˜J [f({mJ′})] = β¯Jf({mJ′}) + gJ
′
J ∆mJ′ s˜J′ [f({mJ′})],
(80)
b˜J2J1 [f({mJ′})] = −gJ2J1f({mJ′})− gJ
′
J1g
J2
J′∆mJ′ f({mJ′})
+ g
J′1
J1
gJ2J′2
∆mJ′
1
∆mJ′
2
b˜
J′2
J′1
[f({mJ′})]. (81)
A matrix gJ
′
J , which enters these equations as the coef-
ficients, is given by the solution of Eq. (70) for the exact
unconstrained connected Green’s function in Eq. (28).
For a special case of the equal times τi = τi′ , it is defined
in accord with an anti-normal ordering of operators ∆β˜J ,
∆˜¯βJ′ . The latter is dictated by the anti-normal ordering
in the definition of partial operator contractions in Eqs.
(76)-(79). In Eqs. (80)-(81), a symbol ∆mJ′ means a par-
tial difference operator [47], defined after Eq. (38), and
we assume an Einstein’s summation over the repeated
indexes J ′, J ′1, J
′
2. The sums run over j
′ = 1, 2 and all
different arguments n˜x′
i′
of the function f , enumerated
by i′ = 1, 2 and r′
i′
, for J ′ and similarly for J ′1, J
′
2.
The equations (80) and (81) are the linear systems of
the integral equations over the spin positions’ variables
and the discrete (recurrence) equations over the variables
{mJ′} with the well-known methods of solution [45–47],
e.g., via a Z-transform (a discrete analog of a Laplace
transform), a characteristic function (a solution for f =
exp(
∑
xi
iuxi n˜xi) with a subsequent Fourier transform),
or a direct recursion. The operator contractions in Eqs.
(74)-(75) are given by those solutions at mJ′ = 2s+ 1.
Finally, their average in Eqs. (74)-(75) amounts to the
averages like 〈f({n˜x1 , n˜x2})〉, that is reduced to a calcu-
lation of a joint probability distribution ρ{nx1 ,nx2} of the
noncommuting operators n˜x1 and n˜x2 . The latter can be
done similar to [38, 40] by the method of the character-
istic function, mentioned in Sect. 3.3 (see an example
in Sect. 5.2, 5.4). The macroscopic wave function (the
coherent order parameter) of the spin excitations’ coher-
ence β¯r 6= 0, entering Eqs. (70), (74) and (80), makes the
quasiparticles stable and can be found from Eq. (69).
5. ON THE EXACT SOLUTION FOR THE
THREE-DIMENSIONAL ISING MODEL
The exact results for the constrained Green’s functions,
the order parameter and the partial operator contrac-
tions of the presented above microscopic theory provide
the regular, canonical tools for finding the exact solu-
tions for the particular many-body Hamiltonians, includ-
ing the 3D systems. This is in contrast to the known ex-
actly solvable models, the solutions for which are based
on some special mathematical tricks, applicable only due
to very specific degenerate properties of those models and
their low (1D or 2D) dimensionality (see, for example,
[71]). Typically, those models, for example, the 2D Ising
models, demonstrate a critical behavior, which is very
different from the behavior of the actual 3D systems. As
a generic example, we discuss here the exact solution for
the 3D Ising model, finding of which is a long-standing
problem.
Let us consider N spins s = 1/2 in a lattice, described
in Sect. 4.1, with the free Hamiltonian H0 in Eq. (59)
and the interaction Hamiltonian H ′z in Eq. (63) in the
absence of the term H ′xy in Eq. (61) and zero coherent
ordering β¯r = 0. For a spin at a site r0 there is the
coordination number p of the neighboring spins at sites
rl = r0 + l, l = 1, ..., p, which have the nonzero couplings
Jr0,rl 6= 0. The coupling Jr0,r between the spin r0 and
any other spin r 6= rl vanishes. We assume an arbitrary
dimensionality of the lattice d = 1, 2, 3, .... A quantity
of primary interest is the equal-time anti-normally or-
dered correlation matrix gI
′
I , which is equal to the un-
constrained connected Green’s function GJ
′
J + β¯J β¯
∗
J′ at
τ ′ → τ − (−1)j′ × 0. From now on we use the combined
indexes I = {j, r}, I ′ = {j′, r′}, I0 = {j0, r0}, etc.
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5.1. Exact solution for a self-energy
The first, main step is finding an exact explicit formula
for the total irreducible self-energy from Eq. (72):
ΣJJ0 = −δ(τ − τ0)
p∑
l=1
∑
I′
Jr0,rl b¯
I′
I0 [f(n˜r0 − 1, n˜rl)](g−1)II′ .
(82)
Here b¯I
′
I0
[f ] = 〈b˜I′I0 [f ]〉 is an unconstrained average of the
basis partial two-operator contraction in Eq. (78),
f(n˜r0 , n˜rl) = (δ0,n˜r0 − δ1,n˜r0 )(1− 2δ1,n˜rl ), (83)
and g−1 denotes the matrix, which is inverse to g. The
exact recurrence Eq. (81) immediately proves that for a
given spin r0 the self-energy matrix in Eq. (82) is not
zero only for r = rl, l = 0, 1, ..., p. In other words, it has
a pure (p+1)-banded diagonal structure in indexes r0, r:
ΣJJ0 = δ(τ − τ0)
p∑
l=0
δr,rlΣ
jrl
j0r0
(l), rl = r0 + l. (84)
Moreover, we can easily and exactly find each 2×2-matrix
block Σjj0(l) by solving the recurrence Eq. (81). That
result is crucial for the exact solution of the Ising model.
For simplicity’s sake, we consider below only a partic-
ular, usually discussed case of the homogeneous phases,
when all sites have the same auto-correlation matrices
and other properties. In this case the order parameter is
homogeneous along the lattice and the Green’s function
Gj2τ2r2j1τ1r1 does not depend separately on each of the two
position vectors r1 and r2, but depends only on their
difference r2 − r1. So, it is a Toeplitz matrix with re-
spect to the indexes r1 and r2. A generalization to an
arbitrary case will be presented elsewhere.
The corresponding 2×2-matrices b¯j′j0(l) = b¯
j′rl
j0r0
[f(n˜r0−
1, n˜rl)] over the indexes j0 and j
′ are found as follows
b¯(l = 0) = 2ρ1,1 − ρ1 + 2ρ0,1K − ρ0S−1,
b¯(l 6= 0) = 2ρ0,0KQCH − 2ρ1,0KCQ. (85)
Here, for a given pair of neighboring sites {r0, rl}, we
work with the correlation hermitian 4× 4-matrix q = q†,
qI
′
I (l) ≡ gj
′
R
′
jR = −〈AβˆjRβˆ†j′R′〉, R,R′ ∈ {r0, rl}, (86)
where the lattice-site indexesR andR′ run only over two
values {r0, rl} and A means the anti-normal ordering.
We introduce the correlation 2 × 2-matrix g(l) as well
as the shortened notations for its auto-correlation, S =
g(0) = S†, and cross-correlation, C = g(l 6= 0), versions:
gj
′
j (l) = g
j′rl
jr0
, Sj
′
j = g
j′r0
jr0
, Cj
′
j = g
j′rl
jr0
(l 6= 0). (87)
Deriving Eq. (85), we introduce the 2× 2-matrices
Q = S−1, K = (S−CS−1C†)−1, H = (S−C†S−1C)−1,
(88)
needed for the inversion of the block matrix q in Eq. (86),
q =
(S | C
C†| S
)
= q†, (89)
by means of the well-known Frobenius formulas.
The result in Eq. (85) includes the single-site and two-
sites, joined uncutoff probability distributions,
ρnr0 = 〈δn˜r0 ,nr0 〉, ρnr0 ,nrl = 〈δn˜r0 ,nr0 δn˜rl ,nrl 〉, (90)
for the spin-boson occupation operators n˜r0 and n˜rl at
the neighboring sites r0 and rl to acquire the nr0 and
nrl quanta of excitations, respectively. In Sect. 5.2 we
calculate those occupation distributions exactly as well.
The self-energy blocks Σ(l) in Eq. (84) for neighboring
sites rl, l = 0, 1, ..., p, can be calculated via a product of
two 4×4-matrices, in which the index R′ in I ′ = {j′,R′}
runs only over the two sites {r0, rl}, as follows
Σjr0j0r0(0) = −
p∑
l=1
∑
I′
Jr0,rl b¯
j′R′
j0r0
[f(n˜r0−1, n˜rl)](q−1(l))jr0j′R′ ,
(91)
Σjrlj0r0(l 6= 0) = −
∑
I′
Jr0,rl b¯
j′R′
j0r0
[f(n˜r0−1, n˜rl)](q−1(l))jrlj′R′ .
A result for the 2× 2-matrix blocks Σ(l) = (Σjrlj0r0(l)) is
Σ(0) = −
p∑
l=1
Jr0,rl [2ρ1,1K + 2ρ0,1K
2 − ρ1S−1 − ρ0S−2
+ 2ρ1,0KCQ
2C†K + 2ρ0,0KQCHQC†K], (92)
Σ(l 6= 0) = Jr0,rl{2ρ1,1KCQ+ 2ρ0,1K2CQ
+ [2ρ1,0KCQ
2 + 2ρ0,0KQCHQ](1 + C
†KCQ)}. (93)
5.2. Exact solution for the single-site and two-sites,
joined statistics of the spin-boson occupations
The second step is finding the distributions in Eq. (90).
The single-site distribution of the spin-boson excitations
ρn ≡ 〈δn˜r,n〉 =
〈b˜1r1r[δn˜r−1,n]〉
n+ 1
, n = 0, 1, 2, . . . , (94)
can be calculated via the partial two-operator contraction
b˜1r1r[δn˜r−1,n] again by means of the recurrence Eq. (81),
which yields the following recurrence equation for ρn:
ρn+2−2n+ 3
n+ 2
(Q11+1)ρn+1+
n+ 1
n+ 2
[(Q11+1)
2−|Q21|2]ρn = 0;
(95)
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Q11 =
g1r1r
(g1r1r)
2 − |g2r1r |2
, Q21 = −
g2r1r
(g1r1r)
2 − |g2r1r |2
. (96)
We find its solution via the well-known Jacobi polynomial
P
(α,β)
n or hypergeometric function, defined by a general-
ized hypergeometric series F (a, b; c; z) =
∑∞
k=0
(a)k(b)kz
k
(c)kk!
:
ρn =
ρ0
ζn1
P
(0,−n− 12 )
n (
2ζ1
ζ2
− 1) = ρ0
ζn2
F (−n, 1
2
; 1;
ζ1 − ζ2
ζ1
);
(97)
ρ0 =
[ (1− ζ1)(1− ζ2)
ζ1ζ2
] 1
2
, ζ1,2 =
g1r1r ∓ |g2r1r |
1 + g1r1r ∓ |g2r1r |
. (98)
Another way to find the same ρn is to use its relation
ρn =
∫ pi
−pi
θ(u)
2pi
e−iudu =
1
n!
∂nθ
∂zn
∣∣∣
z=0
, z = eiu, (99)
to a characteristic function θ(u), obeying an equation
z
dθ
dz
= −θ + 〈b˜1r1r[eiu(n˜r−1)]〉, θ(u) ≡ 〈eiun˜r〉. (100)
In case of a function f = eiun˜r , the recurrence Eq. (81)
for the 2× 2-matrix of the two-operator contraction bˆ =
(b˜j2τrj1τr[e
iun˜r ]) becomes a simple 2× 2-matrix equation
bˆ =
(1− z
z
)2
SbˆS −
(
1 +
1− z
z
S
)
Seiun˜r . (101)
We find its solution, plug it into Eq. (100), and solve
that equation. A result for the characteristic function is
θ(u) =
[ (1− ζ1)(1− ζ2)
(z − ζ1)(z − ζ2)
] 1
2 ≡ ρ0
√
ζ1ζ2√
(z − ζ1)(z − ζ2)
.
(102)
Plugging it into Eq. (99), we obtain the same distribu-
tion (97) that was found above by a completely different
method of Eq. (94). In particular, we find the probability
ρ1 = ρ0
(
1 +
g1r1r
(g1r1r)
2 − |g2r1r |2
)
, (103)
requested by Eqs. (92) and (93) for the self-energy.
Thus, the problem of finding the single-site probability
distribution of the spin boson excitations via the auto-
correlation coefficients g1r1r and g
2r
1r is fully solved.
A solution of a similar problem for the joined distribu-
tion of spin excitations at two sites {r1, r2} in Eq. (90),
ρn1,n2 =
1
n1!n2!
∂n1+n2θ
∂zn11 ∂z
n2
2
∣∣∣
z1=z2=0
, zrk ≡ zk = eiuk ,
(104)
via the two equations for the characteristic function
θ(u1, u2) = 〈eiu1n˜r1+iu2n˜r2 〉,
zk
∂θ
∂zk
= −θ+〈b˜1rk1rk[eiu1n˜r1+iu2n˜r2−iuk ]〉, k = 1, 2, (105)
can be done in the same way. In that case of a func-
tion f = eiu1n˜r1+iu2n˜r2 , the recurrence Eq. (81) for
the 4 × 4-matrix of the two-operator contraction bˆ =
(b˜j
′τr′
jτr [e
iu1n˜r1+iu2n˜r2 ]), where j, j′ ∈ {1, 2} and r, r′ ∈
{r1, r2} , becomes a more complex 4×4-matrix equation
Z
1
q
bˆ−bˆ 1
Z
q = (q−Z)f ; Z = diag{ξI}, ξjrk ≡ ξk =
zk
zk − 1 .
(106)
Here the 4×4-matrix q is defined in Eq. (89) by the 2×2-
matrices S and C of the auto- and cross-correlations for
two sites {r1, r2}. A matrix Eq.(106) has a well-known in
algebra type and can be solved by the regular methods.
Moreover, in our case we find a simple explicit solution
bˆ = −(1 + qZ−1)−1qeiu1n˜r1+iu2n˜r2 . (107)
Plugging it into Eqs. (105) and solving them, we find an
explicit exact solution for the characteristic function
θ(u1, u2) =
1
(zr1 − 1)(zr2 − 1)
√
Q(ξ1, ξ2)
, (108)
where we use the shortened notations for the basis normal
and anomalous auto- and cross-correlations
g1rk1rk = g11, g
2rk
1rk
= g12, g
1r2
1r1
= c11, g
2r2
1r1
= c12, (109)
and a quadratic, in each variable ξ1,2, polynomial, defined
by a determinant of a following 4× 4-matrix,
Q(ξ1, ξ2) = det(q + Z) ≡ det
( S + ξ1| C
C† |S + ξ2
)
. (110)
This result yields the joined probabilities of two neigh-
boring sites occupations ρn1,n2 , entering the self-energy
in Eqs. (92)-(93), as the simple derivatives in Eq. (104)
of an elementary function in Eq. (108). For simplicity’s
sake, we present them for the case, when g2rk1rk = g
2rk∗
1rk
≥ 0
and the cross-correlation between neighboring sites is
symmetric: g1r21r1 = g
1r2∗
1r1
, ρ1,0 = ρ0,1. The former can
be always achieved by adjusting phases of the spin boson
creation operators. The latter implies a symmetry:
Q(ξ1, ξ2) = [(g11+ξ1)
2−g212][(g11+ξ2)2−g212]−2(g11+ξ1)×
(g11+ξ2)(c
2
11+ |c212|)+2(2g11+ξ1+ξ2)c11g12(c12+c∗12)−
g212(c
2
12 + c
∗2
12)− 2c211g212 + (c211 − |c212|)2. (111)
Then, a direct differentiation yields the probabilities
ρ0,0 =
1√
detq
, (112)
ρ1,0 = ρ0,0
[
1 + (q−1)1r11r1
]
, (113)
ρ1,1 = ρ0,0{[1 + (q−1)1r11r1 ][1 + (q−1)1r21r2 ] (114)
+(q−1)1r21r1(q
−1)1r11r2 + (q
−1)2r21r1(q
−1)1r12r2}.
Thus, we find the two-sites, joined probability distri-
bution of the spin boson excitations via the basis normal
and anomalous auto- and cross-correlations in Eq. (109).
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5.3. The exact consistency equations: Solution for
the basis auto- and cross-correlations
So, the total irreducible self-energy and the spin-boson
occupation statistics are known exactly via (1 + p) ba-
sis correlation 2 × 2-matrices g(l), l = 0, 1, ..., p, in Eq.
(87) alone. Actually, as is shown below, the Green’s
functions, the order parameter and other statistical and
thermodynamic quantities are also determined by those
auto-correlations g(0) = (gj
′
r0
jr0
) for a spin boson at a site
r0 and its cross-correlations g(l 6= 0) = (gj
′
rl
jr0
) with the
coordination number p of the neighboring spins at sites
rl = r0 + l. Due to the complex-conjugation relations
g1r01r0 = g
2r0
2r0
, g2r01r0 = g
1r0∗
2r0
, g1rl1r0 = g
2rl∗
2r0
, g2rl1r0 = g
1rl∗
2r0
,
(115)
there are only two independent, normal g1rl1r0 and anoma-
lous g2rl1r0 , correlation parameters per each basis correla-
tion 2× 2-matrix, that is, only 2(1 + p) numbers, which
determine the characteristics of critical phenomena.
Therefore, the very crucial, third step is to find the
exact consistency equations for those 2(1+p) basis auto-
and cross-correlations. We solve this problem in two
steps. First, we solve the Dyson-type Eq. (70) for the
unconstrained Green’s functions in terms of those basis
correlations. Second, we close the loop by expressing the
basis correlations themselves via those Green’s functions.
For the considered stationary homogeneous phases, the
Green’s functions, the equal-time correlation functions,
and the self-energy depend only on the differences of their
arguments τ = τ1 − τ2 and r = r2 − r1, that is
GJ2J1 = Gj1j2(τ, r), g
j2r2
j1r1
= gj1j2(r), Σ
J2
J1
= δ(τ)Σj1j2(r).
(116)
Hence, it is straightforward to solve the Dyson-type Eq.
(70) by means of the Fourier transformation over imagi-
nary time τ ∈ [− 1T , 1T ] and the discrete Fourier transfor-
mation over space. The latter has a following form
g(k) =
∑
r
g(r)e−ikr, g(r) =
( a
L
)d∑
k
g(k)eikr, (117)
where the sums run over all lattice sites r with a period a
and discrete wave vectors k = {ki; i = x, y, z}, ki = 2piL q
with an integer q; ki ∈ [−pia , pia ]. We discern the Fourier
transform and its inverse by the arguments k and r. The
result for the normal and anomalous Green’s functions is
G11(τ,k) =
2∑
j=1
(−1)j [iω
(j) + ε+Σ22(k)]e
iω(j)(
sign(τ)
2T −τ)
2(ω(2) − ω(1)) sin[ω(j)/(2T )] ,
(118)
G12(τ,k) =
2∑
j=1
(−1)jΣ12(k)eiω(j)(
sign(τ)
2T −τ)
2(ω(1) − ω(2)) sin[ω(j)/(2T )] , (119)
where the two quasiparticle eigen-energies
iω(1,2) =
Σ11 − Σ22
2
±
[(
ε+
Σ11 +Σ22
2
)2
− Σ12Σ21
] 1
2
(120)
depend on the wave vector k via the self-energies
Σj0j(k) =
p∑
l=0
Σjj0(l)e
−ik(rl−r0). (121)
The 2×2-matrix blocks Σ(l) are found in Eqs. (91)-(93).
The spatial Fourier transforms of the normal and
anomalous equal-time correlation functions follow from
Eqs. (118) and (119) in the limit τ → +0:
g11(k) =
2∑
j=1
(−1)j [iω(j) + ε+Σ22(k)]
i(ω(1) − ω(2))[1− exp(−iω(j)/T )] , (122)
g12(k) =
2∑
j=1
(−1)jΣ12(k)
i(ω(2) − ω(1))[1− exp(−iω(j)/T )] . (123)
Thus, we derive the equations for the values of normal
and anomalous correlation functions at (1+ p) difference
position vectors l = rl − r0 of the neighboring spins:
g1j(l) =
( a
L
)d∑
k
g1j(k)e
ikl, j = 1, 2; l = 0, 1, ..., p.
(124)
Their right hand side is determined by a left hand side
g1j(l) itself via Eqs. (91)-(93), (120)-(123). They consti-
tute an exact system of the 2(1+p) consistency equations.
Its finding means a solution to the Ising problem in the
same sense as finding of a self-consistency equation in the
mean-field theory means a solution to a phase transition
problem. It is straightforward to analyze these explicit
consistency equations by the well-developed in the mean-
field theory analytical and numerical methods. This re-
sult provides a regular way for the exact calculation of
the critical exponents and the critical functions for the
3D systems.
5.4. The constrained correlation functions and the
order parameter
In the Ising model the order parameter is equal to the
spontaneous magnetization of a spin at a lattice site,
S¯
′z
r
≡ 〈Sz
r
〉Hs = 〈s− ˆ¯β
′
r
βˆ
′
r
〉Hs = s− 〈ˆ¯β
′
r
βˆ
′
r
θˆ〉/Ps. (125)
For the spin value s = 1/2, it is reduced to a quantity
S¯
′z
r
= 1/2− ρ′nr=1, ρ′nr=n = 〈δnˆr,nθˆ〉/Ps, (126)
determined by the θˆ-cutoff, true probability ρ′nr=1 of the
spin boson at the site r to have one quantum of exci-
tation. Note that the coherent order parameter in Eqs.
(65) and (66) is absent in the Ising model.
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The definition of the true, constrained Green’s func-
tion in Eq. (68) in the Ising model can be rewritten in
the form of Eq. (75), G
′J2
J1
= −〈b˜J2J1 [θ˜τ1 θ˜τ2 ]〉/Ps, via the
partial two-operator contraction, taken for the function
f = θ˜τ1 θ˜τ2 , which is determined by the cutoff factor in
Eq. (64). We find an exact solution of the recurrence Eq.
(81) for that operator contraction at equal times:
b˜I2I1 = [(g
−1)I2I1 (1−δr1,r2)θ(−n˜r1)θ(−n˜r2)+δI1,I2θ(−n˜r1)]f.
(127)
Using this result, we find the true, constrained corre-
lation functions g
′I2
I1
of the spin bosons in a lattice:
g
′I2
I1
= −(g−1)I2I1(1− δr1,r2)ρ′nr1=0,nr2=0 − ρ
′
nr1=0
δI1,I2 ,
(128)
where ρ′nr1=n1,nr2=n2 = 〈δnˆr1 ,n1δnˆr2 ,n2 θˆ〉/Ps.
They are determined by the matrix (g−1)I2I1 , which is in-
verse to the matrix gI2I1 of the unconstrained correlation
functions, calculated in the previous Sect. 5.3. The in-
verse matrix g−1 can be calculated by a technique of the
Toeplitz matrices, known from the theory of the 2D Ising
model.
A detailed analysis of the obtained results for the true
correlation functions and order parameter as well as the
true single-site and two-sites, joined probability distri-
butions ρ′nr and ρ
′
nr1 ,nr2
of the spin boson occupations,
which are the θˆ-cutoff versions of the calculated in Sect.
5.2 distributions ρnr and ρnr1 ,nr2 , will be given elsewhere.
Here we just present a remarkable exact result for
the characteristic function θN ≡ θN (u1, ..., uN ) =
〈exp(i∑
r=r1,...,rN
urn˜r)〉 of the N -sites, joined uncutoff
probability distribution of the spin boson occupations
ρ{nr} ≡ ρn1,...,nN = 〈
∏
r
δn˜r,nr〉. (129)
Generalizing method of Eq. (105) for the N sites, we find
θN (u1, ..., uN ) =
∏
r
[ 1
zr − 1
] 1√
det(g + Z)
, (130)
where g is the correlation 2N×2N -matrix gI2I1 , calculated
in Sect. 5.3; Z = diag{zI/(zI − 1)}. The characteristic
functions in Eqs. (102) and (108) for the single-site and
two-sites, joined distributions, calculated in Sect. 5.2,
immediately follow from this general result if one sets all
other ur, except u1 or/and u2, to be zero, so that all
irrelevant factors in Eq. (130) become unity and only
the determinants of the 2× 2- or 4× 4-matrices remain.
The joined occupations probabilities for the N sites can
be calculated simply by a differentiation,
ρ{nr} =
∏
r
( 1
nr!
∂nr
∂znrr
)
θN
∣∣∣
{zr=0}
, zr = zI = e
iur , (131)
similar to the calculation in the end of Sect. 5.2. Ac-
tually, due to the θˆ-cutoff in Eq. (64), only the first
two occupation numbers, nr = 0, 1, are of interest. Note
that the uncutoff distributions ρn, ρn1,n2 in Eqs. (97),
(104) and ρ{nr} contain, in fact, all effects of the con-
straints and spin interaction (including the constraint in-
teraction), except only the θˆ-cutoff in Eq. (64) for the
second step of the Hilbert space reduction in Eq. (50),
since they are calculated for the exact, constrained and θˆ-
cutoff, Hamiltonian in Eq. (63). The cutoff distributions
ρ′n, ρ
′
n1,n2 , and ρ
′
{nr} are simply their θˆ-cutoff versions.
A crucial point is that the derived consistency equa-
tions (124) are the exact ones and, contrary to the mean-
field theory equations, are valid both inside the entire
critical region and outside it. They are equations for the
auto- and cross-correlations of neighboring spin bosons
and cannot be reduced to a simpler equation for the order
parameter alone, as it was attempted in the original Lan-
dau approach. The latter is possible only approximately
and only far outside the critical region into a well-ordered
phase. A solution of the derived exact equations (124) is
more rich, than the mean-field one, and includes a fine
structure and all details of the critical phenomena. At the
wings of the critical region these consistency equations
describe a critical behavior with the critical exponents,
different from the ones, predicted by the mean-field the-
ory. So, they yield the renormalization group results, but
are based on the regular, quantum-field-theoretical anal-
ysis of Green’s functions, perfected to an exact rigorous
analysis. Moreover, the exact solution of the Ising model,
given by Eq. (124), describes both the mesoscopic and
macroscopic systems and is valid not only for the asymp-
totics at the wings of the critical region, but also for the
critical functions at a central part of the critical region.
6. DISCUSSION OF THE EXACT MICROSCOPIC
EQUATIONS FOR THE MAGNETIC PHASE
TRANSITIONS IN A CRITICAL REGION
The derived above two pairs of equations (69)-(70) and
(80)-(81) (for the unconstrained, auxiliary coherent order
parameter and Green’s functions of spin excitations and
for the basis partial operator contractions, respectively)
together with a pair of equations (74)-(75) for the true,
constrained coherent order parameter and Green’s func-
tions of spin excitations and Eq. (72) for the total irre-
ducible self-energy constitute the exact system of equa-
tions for the magnetic phase transitions in the critical re-
gion. It is crucial that they provide a fully regular, exact
description of all critical phenomena and critical fluctua-
tions, starting from the microscopic Hamiltonian of spin
interaction and the first principles of statistical physics.
They fully preserve a nonlinear, nonanalytical, critical
structure of various statistical and thermodynamic quan-
tities in the critical region, contrary to many other ap-
proximate or phenomenological models, which usually
start from some unjustified, unreliable, ad hoc assump-
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tions, hypotheses or simplifications in the Hamiltonian
or in the description, inconsistent with an actual critical
behavior. Moreover, the derived exact equations have
a canonical, universal, symmetric and highly branched
structure. All these features facilitate the appropriate
controllable approximations, for example in the kernels
of the integral equations, and finding the correct solu-
tions for the critical region in a regular way, both for the
mesoscopic and macroscopic systems.
For a discussion of the structure of these fundamental
equations, we refer to Sect. 3.5, since it is very similar to
the structure of the corresponding BEC equations. The
main difference is a presence of many local constraint
functions θ(2s − nˆr), instead of one global constraint
θ(N − nˆ) in the BEC problem, and, hence, many cor-
responding discrete variables mJ in Eqs. (80)-(81) for
the basis partial operator contractions.
An important feature of the magnetic phase transitions
in a system of spins is that the equations (80)-(81) for the
basis partial operator contractions with a cutoff function
f ∝ θ(mx − 1 − n˜x) can be solved exactly by a direct
recurrence mx → mx +1. Indeed, one starts from a zero
boundary value θ(mx−1−n˜x) = 0 atmx = 0 and ends at
the required argumentmx = 2s+1 in just 2s+1 = 2, 3, . . .
steps, depending on a spin value s = 1/2, 1, . . ..
Another important fact is that the derived equations
get considerably simplified in the usually considered case
of an interaction only between the neighboring spins in
a homogeneous system.
These facts facilitate an exact solution of Eq. (72) for
the self-energy in terms of a few exact correlation pa-
rameters for the coordination number p of neighboring
spins. It yields a regular way for a solution of the critical
phenomena problem. Namely that method is used for
the exact solution of the long-standing 3D Ising prob-
lem, outlined in Sect. 5. The obtained exact system of
2(p + 1) consistency equations for the auto- and cross-
correlations (124) is much more nontrivial, than the ap-
proximate mean-field self-consistency equation for the or-
der parameter. That results in a different critical behav-
ior of the solution near the critical point and, in partic-
ular, in a deviation of the actual critical exponents for
the 2D and 3D Ising models from the ones, predicted by
the mean-field theory. Specifically, the difference comes
from a different behavior of the exact solution for the self-
energies and eigen-energies near a singular point k = 0 of
the Fourier sum or integral (in a thermodynamic limit)
for the true correlation functions at a long range r →∞,
g′1j(r) =
( a
L
)d∑
k
g′1j(k)e
ikr ≈
( a
2pi
)d ∫
g′1j(k)e
ikrddk.
(132)
On this basis, one can compare the long-range asymp-
totics of the latter integral∼ r2−d−η, that is, the values of
the corresponding critical exponent η, within the present
exact theory, Wilson’s ε-expansion in the renormaliza-
tion group theory, Landau mean-field theory, and exactly
solvable models. The corresponding detailed analysis will
be presented elsewhere.
The present regular theory can be compared against a
few known solutions for the exactly solvable models [71].
The latter usually are unrealistic and demonstrate a de-
generate behavior, barely related to a typical behavior of
the actual physical systems. An example is the 2D Ising
model for a square lattice of spins. Its solution was found
by Onsager [4] in 1944 and by Zamolodchikov [72] in 1989
for the case of zero and non-zero external magnetic field,
respectively. However, the most interesting point is that
the present theory opens a regular way for a solution of
the actual 3D problems (see Sect. 5), for example, for
the systems with the Ising or Heisenberg Hamiltonians,
which were never solved before.
An interesting insight of the rigorous theory is that a
fundamental part in the process of the spin correlations
and magnetic phase transition is playing by the spin-
boson creation and annihilation operators in Eq. (53),
rather than the spin operators themselves. In fact, the
mean values of the spin operators in Eqs. (57)-(58), that
is a spontaneous magnetization of the spin lattice, should
be calculated via the averages S¯
′z
r
= s − 〈βˆ′†
r
βˆ
′
r
θˆ〉/Ps
and S¯
′+
r = 〈
√
2s− nˆrβˆ′rθˆ〉/Ps. The latter as well as
the spin correlations and other statistical and thermo-
dynamic quantities can be found from the coherent order
parameter β¯r and Green’s functions of the spin bosons by
means of the basis partial operator contractions similar
to and based on the calculation of the true, constrained
order parameter and Green’s functions in Eqs. (74)-(75).
Obviously, an exact reduction of the many-body spin
system to a constrained system with a purely Bose statis-
tics (i.e., with the pure Bose commutation relations for
the creation and annihilation operators of the system’s
excitations) in Sect. 4.1 means that the ferromagnetic
and antiferromagnetic phase transitions in the lattice of
spins are intimately related to those constraints. Usually
an unconstrained Bose system is not subject to a phase
transition. An example is the BEC in a system of Bose
particles, which occurs only due to the particle-number
constraint (1). In a system without that constraint, for
example, in a system of photons in a black-box cavity
with absorbing walls, the BEC phase transition does not
exist.
Thus, a fundamental symmetry, which control the dy-
namics and statistics of the many-body system of spins
and which is generally wider than a symmetry, broken in
a particular magnetic phase transition, is a local gauge
symmetry of the spin bosons for each spin of the lattice.
(Note that a similar, local rotational symmetry is the one
broken in a nematic phase of the liquid crystals and in
a superfluid 3He.) In virtue of the Noether’s theorem,
the corresponding integrals of motion are the constraints
in Eq. (47), which determine, via the θ(2s − nˆr)-cutoff
factors, the nontrivial structure of the spin excitations
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in Eqs. (51)-(53), the physical, constrained many-body
Hilbert space Hs = ⊗rHrs in Eq. (54), and the Hamil-
tonian in Eqs. (61)-(63). A spontaneous appearance of a
macroscopic structure of magnetization in a ferromagnet
or an antiferromagnet, that is a regular structure of the
mean values of spins S¯r in the lattice, usually breaks only
a subgroup of the fundamental symmetry group and does
not correspond to any additional constraints. The dy-
namics and statistics of the system is governed by those
fundamental constraints, while one of the integrals of mo-
tion of the to-be-broken-symmetry subgroup could even
coincide with an operator of an observable order param-
eter. A mean value of the latter could appear and grow
in a course of a phase transition from zero to a macro-
scopic value due to restructuring of a quantum-statistical
state of the system. This is what the magnetization does,
for example, in the case of a homogeneous ferromagnetic
phase transition. Hence, a magnetization, despite be-
ing a conserved quantity, may vary in mean value with
changing temperature or other control parameters.
This is in contrast to the fundamental integrals of mo-
tion, which are the fixed c-number constraints on the
total occupations (47) of two spin bosons at each site
of the lattice and always remain equal to twice the spin
value, 2s. In the case of BEC in a gas (Sect. 3) there
is only one such fundamental c-number constraint: The
total occupation (1) of all single-particle energy levels in
a trap is fixed to be equal to the total number of particles
N , loaded into a trap.
Finally, the presented rigorous theory clearly proves
that a used by many authors [52, 73, 74] approximation
of the nonanalytical functions θ(2s− nˆr) and
√
2s− nˆr in
the interaction Hamiltonian (61) by the c-numbers or the
polynomials is valid only asymptotically for the param-
eters far outside the critical region into a well-ordered
phase. It leads there to the Landau mean-field theory
or the Dyson’s spin waves theory and cannot correctly
describe the critical fluctuations and a transition from a
disordered phase to an ordered phase through a critical
point.
7. SUMMARY
It is straightforward to extend the general method and
structure of the microscopic theory of the critical phe-
nomena, presented in [36] and outlined in detail here, to
other phase transitions in various fields of physics, in-
cluding the physics of condensed matter and quantum
fields. The purpose of this paper is to bring an attention
to the remarkable opportunity for a regular solution of
the problem of phase transitions across a critical point,
which is common to so many physical systems.
The universal form of the microscopic theory contains
(a) a system of two equations for the unconstrained
(auxiliary) order parameter and Green’s functions
β¯jx = Gˇ
(0)[Σˇ[β¯jx]], (133)
Gj2x2j1x1 + β¯j1x1 β¯
∗
j2x2 = G
(0)j2x2
j1x1
+ Gˇ(0)[Σˇ[Gj2x2j1x1 ]], (134)
(b) the equation for the total irreducible self-energy Σ,
that determines a kernel in the first two equations (a),
〈Tτ [β˜j1x1 , H˜
′
τ1 ]∆
˜¯βj2x2〉 = (−1)j1
∫ 1/T
0
Σjxj1x1G
j2x2
jx dτ,
(135)
(c) the two equations for the basis partial one-operator
(Eqs. (33) and (76)) and two-operator (Eqs. (35) and
(78)) contractions
s˜J [f({mJ′})] = β¯Jf({mJ′}) + gJ
′
J ∆mJ′ s˜J′ [f({mJ′})],
(136)
b˜J2J1 [f({mJ′})] = −gJ2J1f({mJ′})− gJ
′
J1g
J2
J′∆mJ′ f({mJ′})
+ g
J′1
J1
gJ2J′2
∆mJ′
1
∆mJ′
2
b˜
J′2
J′1
[f({mJ′})], (137)
(d) the following explicit formulas for the calculation
of the true, constrained by the θˆ-cutoff, order parameter
and Green’s functions from the unconstrained ones in (a)
and from the basis partial operator contractions in (c):
β¯
′
J = 〈s˜J [θ˜τi ]〉/P, P = 〈θˆ〉, (138)
G
′J2
J1
= −〈{s˜J¯2 [s˜J1 [θ˜τ1 θ˜τ2 ]] + b˜J2J1 [θ˜τ1 θ˜τ2 ]}〉/P. (139)
The latter are similar to Eqs. (31), (32) and (74), (75).
All other statistical and thermodynamic quantities can
be found from those unconstrained and true order pa-
rameters and Green’s functions in a similar way.
All these fundamental equations are written here in
a short symbolic form that includes the particular cases
of BEC (Eqs. (20), (21) and (37), (38)) and ferromag-
netism (Eqs. (69), (70) and (80), (81)). Formally, being
considered for a given total irreducible self-energy Σ sep-
arately from other equations, each of the Eqs. (133),
(134), (136), and (137) is a linear equation. However,
together with Eq. (135) for the self-energy Σ they form,
in fact, an essentially nonlinear system of equations since
the self-energy Σ (see Eqs. (26), (72)) is determined by
their solutions and Eqs. (134), (136), (137) include the
solutions of Eqs. (133)-(134) as coefficients. Remarkably,
these equations are valid in the entire critical region even
for a mesoscopic system. This result was achieved by for-
mulating a theory at a more fundamental, operator level
via an introduction of the recurrence Eqs. (136)-(137)
for partial operator contractions, which reproduce them-
selves under partial contraction operation.
22
Various solutions of these exact equations and their
application for various systems and models with the par-
ticular microscopic Hamiltonians will be discussed else-
where. In Sect. 5 we outline them for a generic example
of the exact solution to a long-standing 3D Ising problem.
The microscopic theory of phase transitions in the crit-
ical region and mesoscopic effects are directly related
to the numerous modern experiments on and numerical
studies of the BEC of a trapped gas (including BEC on a
chip), where N ∼ 102 − 107, (see, for example, [55–66]),
superfluidity of 4He in nanodroplets (N ∼ 108−1011) [67]
and porous glasses [68] as well as various magnetic phase
transitions [19–23, 25], magnetic nanoparticles for infor-
mation storage applications [75], metamagnetism [76],
magnetic phase coexistence [77], interplay between mag-
netic phase transitions and BEC in the spinor Bose gases
[78], nanomagnets [79], and so on. In particular, note
that the rigorous analysis in Sect. 4.1 also includes a
Matsubara-Matsuda mapping of 1/2 spins onto a lat-
tice of bosons [80] as a particular approximate version of
the Holstein-Primakoff representation. It means that the
presented microscopic theory of critical phenomena can
be immediately applied also to the intensively studied,
in the last two decades, BEC in quantum XY-ordered
magnets, since that BEC is intimately related to the
Matsubara-Matsuda mapping (see a recent review [81]).
In conclusion, we present a rigorous microscopic the-
ory of phase transitions across a critical point. It includes
the exact equations for the coherent order parameter and
Green’s functions as well as the exact recurrence equa-
tions for the basis partial operator contractions. The
theory rigorously accounts for the local and global con-
straints of the many-body Hilbert space, including the
ones related to the spontaneously broken symmetry via
the Noether’s theorem. It also accounts for the nonpoly-
nomial functions in the Hamiltonian, including the ones
originated from the constraints of the Hilbert space (the
constraint nonlinear interaction). At last, using this the-
ory, we outline the exact solution for the long-standing
3D Ising model.
We especially emphasize the crucial role of the novel
recurrence equations for the basis partial operator con-
tractions, Eqs. (37)-(38), (80)-(81), (136)-(137), which
offer universal, powerful, and very convenient tools for
the calculation of various quantities, describing the crit-
ical phenomena. As is shown, in the case of the 3D Ising
model in Sect. 5, this method is truly universal: One
has just to select an appropriate, for a given quantity in
question, function f and solve these recurrence equations
by the regular methods.
In particular, in the present paper we touch upon the
following capabilities of the rigorous microscopic theory:
(i) to provide a critical-region extension of the Gross-
Pitaevskii and Beliaev-Popov equations for the BEC,
(ii) to get a critical-region extension of the Dyson’s
spin waves theory,
(iii) to solve for the constraints and to reveal an exact
Hamiltonian with the constraint interaction for the Bose-
Einstein condensation in a mesoscopic system,
(iv) to establish a regular, based on Green’s functions,
method for a calculation of the critical functions and crit-
ical indexes for the mesoscopic and macroscopic systems,
(v) to uncover the new classes of the exactly solvable
models of phase transitions, including the most interest-
ing three-dimensional ones, and to get solutions for them,
(vi) to relate the phase transitions to the fundamental
constraints, originated from the fundamental symmetry
of the many-body system in virtue of the Noether’s the-
orem, and, finally,
(vii) to set a universal microscopic description of the
spontaneous symmetry breaking in the critical region.
It is truly remarkable that, as is shown in the paper,
the exact microscopic equations for such different phase
transitions, as a BEC one in an interacting gas and a
ferromagnetic one in a lattice of spins, are completely
similar.
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