Abstract. Discriminative models that require full supervision are inefficacious in the medical imaging domain when large labeled datasets are unavailable. By contrast, generative modeling-i.e., learning data generation and classification-facilitates semi-supervised training with limited labeled data. Moreover, generative modeling can be advantageous in accomplishing multiple objectives for better generalization. We propose a novel multi-task learning model for jointly learning a classifier and a segmentor, from chest X-ray images, through semi-supervised learning. In addition, we propose a new loss function that combines absolute KL divergence with Tversky loss (KLTV) to yield faster convergence and better segmentation performance. Based on our experimental results using a novel segmentation model, an Adversarial Pyramid Progressive Attention U-Net (APPAU-Net), we hypothesize that KLTV can be more effective for generalizing multi-tasking models while being competitive in segmentation-only tasks.
Introduction
The effective supervised training of deep neural networks normally requires large pools of labeled data. In medical imaging, however, datasets tend to be limited in size due to privacy issues, and labeled data is scarce since manual annotation requires tedious, time-consuming effort by medical experts, making it not only expensive, but also susceptible to subjectivity, human error, and variance across different experts. Although some large labeled datasets are available, they can be seriously imbalanced by over-representation of common problems and under-representation of rare problems.
The success of discriminative models such as regular CNNs for classification or segmentation, depends on large labeled training datasets to make predictions about future unobserved examples. Generative modeling has recently received much attention with the advent of deep generative models, such as GANs. Since they can learn real data distributions, they are becoming increasingly popular given the abundance of unlabeled data.
Via generative modeling, we can perform multi-task learning in a semisupervised manner, without large labeled datasets. In practice, we train a deep learning model to perform a single task (classification, segmentation, detection, etc.) by fine-tuning parameters until its performance no longer improves. The same model can subsequently be enabled to perform better in other tasks. In fact, the domain-specific features from the related tasks are leveraged to improve the generalization of the model through multi-task learning [1] . Hence, one objective regularizes another to accomplish multiple tasks within a common model.
We introduce a novel generative modeling approach to joint segmentation and classification from limited labeled data, in a semi-supervised manner, and apply it to chest X-ray imagery. Our technical contributions are twofold: (1) a novel multi-task learning model for semi-supervised classification and segmentation from small labeled medical image datasets and (2) a new loss function combining absolute KL divergence and Tversky loss (KLTV) for semantic segmentation.
Related Work
Several single-task classification and segmentation models are available in the chest X-ray literature. Based on the popular segnet architecture, Mittal et al. [2] proposed a fully convolutional encoder-decoder with skip connections for lung segmentation in chest X-ray images. Adversarial training of an FCN followed by a CRF has been applied to non-overfitting mammogram segmentation [3] . Adversarial learning has been utilized for segmentation (semantic-aware generative adversarial nets [4] , structure correcting adversarial nets [5] , etc.) as well as in disease classification from chest X-ray images (semi-supervised domain adaptation [6] , attention-guided CNN [7] , semi-supervised multi-adversarial encoder [8] ).
Unlike the above models, our model jointly performs both classification and segmentation. Several prior efforts address multi-task learning with CNNs and generative modeling. Rezaei et al. [9] proposed a GAN model combining a set of auto-encoders with an LSTM unit and an FCN as discriminator for semantic segmentation and disease prediction. Girard et al. [10] used a U-Net-like architecture coupled with graph propagation to jointly segment and classify retinal vessels. Mehat et al. [11] proposed a Y-Net, with parallel discriminative and convolutional modularity, for the joint segmentation and classification of breast biopsy images. Another multi-tasking model was proposed by Yang et al. [12] for skin lesion segmentation and melanoma-seborrheic keratosis classification, using GoogleNet extended to three branches for segmentation and two classification predictions. Khosravan et al. [13] used a semi-supervised multi-task model for the joint learning of false positive reduction and nodule segmentation from 3D CT. Ours is the first model to pursue a multi-task learning approach to the analysis of chest X-ray images.
Model Description

Adversarial Pyramid Progressive Attention U-Net
Our proposed APPAU-Net model consists of two major building blocks, a segmentor S and a discriminator D (Figure 1 ). S primarily performs segmentation predictionŷ from a given image x. S consists of a pyramid encoder and a progressive attention-gated decoder modifying a U-Net. The S network, which is illustrated in Figure 2 , receives the image input x at different scales in different stages of the encoder [14] . This pyramidal input allows the model to access class details at different scales. Moreover, while lowering resolution, the model can keep track of the ROIs, avoiding the possibility of losing them after the subsequent convolutions. The pyramid input to the encoder network enables the model to learn more locally-aware features crucial to semantic segmentation.
Following [15] , with deep-supervision, APPAU-Net generates side-outputs at different resolutions from the decoder. The side-outputs are progressively added to the next side-outputs before reaching the final segmentation at the original image resolution. Combining pyramid inputs and progressive side-outputs helps the model perform better in segmenting small ROIs. The side-output segmentation mapsŷ i are compared to the ground truth mask to calculate the side-losses of varying weights (higher resolutions are usually assigned higher weights). Therefore, the final segmentation loss is calculated as
However, generating segmentation maps (side-outputs) at different stages of the decoder might lead to loss of spatial detail. In cases with substantial shape variability of the ROIs, this eventually incurs larger false positives. To tackle this problem, we adapt soft-attention gates that help draw relevant spatial features from the low-level feature maps of the pyramid encoder [16] . Feature maps are then propagated to the high-level features to generate side-outputs at different stages of the decoder. Attention-gated (AG) modules produce attention coefficients α ∈ [0, 1] at each pixel i that scale input feature maps x (i)l at layer l to semantically relevant featuresx maps, as follows:
The linear attention coefficients are computed by element-wise summation and a 1 × 1 linear transformation. The parameters are w x , w g , b g , and b ψ . The intermediate maps are then transformed using ReLU σ 1 and sigmoid σ 2 activations. Finally, after element-wise multiplication of the feature map x (i)l (via skip) and nonlinear transformation,x (i)l is generated at each decoder stage. The attention coefficients α i retain the relevant features by scaling the low level query signal x (i)l through an element-wise product. These pruned features are then concatenated with upsampled output maps at different stages of the decoder. A 1 × 1 convolution and sigmoid activation is applied on each output map in the decoder to generate the side-outputs at different resolutions. With deep supervision and gating from the pyramid encoder, the model becomes semantically more discriminative.
Loss Functions
The two building blocks of our APPAU-Net model have different objectives.
Segmentor Loss: As in the semi-supervised learning-scheme, the segmentor's objective is just based on the labeled samples. We employ Tversky loss, a generalization of Dice loss that weighs false negatives higher than than false positives in order to balance precision and recall. The segmentor's objective includes a segmentation loss and an adversarial loss, where the segmentor wants the discriminator D to maximize the likelihood for the predicted segmentation generated by the segmentor. We combine an absolute KL divergence with a Tversky loss, proposing the new loss function
where
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whereŷ pl (i) is the prediction probability that pixel i is assigned label l (one of the ROI labels) andŷ pl (i) is the probability that the pixel i is assigned the non-ROI (background) label. Similarly, y pl (i) and y pl (i) denote the pixel-wise mapping labels in the ground-truth masks. Hyper parameters a, b, α, and β can be tuned to weigh the KL-divergence against the Tversky loss (first pair) and weigh FPs against FNs. Small constant avoids division by zero. The second term in the segmentor's objective is an adversarial loss, where the segmentor wants the discriminator to maximize likelihood for the paired data x and predicted segmentationŷ. Therefore, the segmentor's adversarial loss is
Since the main objective of the segmentor is to generate the segmentation map, L S adv is usually weighed using a small number c.
Discriminator Loss: The discriminator is trained on multiple objectives-adversary on the segmentor's output and classification of the images into one of the real classes. Since the model is trained on both labeled and unlabeled training data, the loss function of the discriminator D includes both supervised and unsupervised losses. When the model receives image-label pairs (x, y), it is just the standard supervised learning loss
When it receives unlabeled data (x, y) or (x,ŷ) from two different sources, the unsupervised loss combines the original adversarial losses for image-real label and image-prediction pairs:
and 
Experiments and Results
Dataset and Implementation Details: For the supervised segmentation, we used our PPAU-Net model and KLTV as the loss function. We compared against all the preliminary segmentation models and TV loss. Then we performed semisupervised multi-tasking for semi-supervised disease classification and lung segmentation from chest X-ray images. We used three chest X-ray datasets: the Montgomery County chest X-ray set (MCX) comprising 138 images, the Shenzhen chest X-ray set (SCX) comprising 527 images [17] , and the JSRT dataset (JCX) comprising 247 images [18] . In addition, we created another dataset (CCX) comprising 912 images, by combining prior datasets. Each dataset was split into train and test sets in a 75:25 ratio and 10% of the train set was used for model selection. Except for CCX, all the datasets were used for binary classification (normal/abnormal), while CCX was used for 3-class classification (normal, nodule, tuberculosis). The X-ray images were normalized and resized to 128 × 128 pixels. For multi-tasking, we used the Adam optimizer with momentum 0.9 and learning rates 1.0 −5 (S) and 1.0 −4 (D). Each model was trained using a mini-batch size of 16. All the convolutional layers were followed by batch-normalization, except for the convolutions that generate side-outputs. We performed dropout at a rate of 0.4 in the discriminator. Each model was evaluated after training for 300 epochs. For the classification, along with the overall accuracy, we reported the class-wise Segmentation-Only: At first, we evaluated the performance of our PPAU-Net model for the segmentation-only task, and compared with the baseline models incrementally. Table 1 reports the performance measures of different models with varying choices of loss (TV and KLTV) , showing that our model is competitive.
Semi-Supervised Multi-Task Learning: In the semi-supervised setting, we applied our new APPAU-Net model. Along with TV loss, we used cross-entropy with TV (XETV) loss and the proposed KLTV loss. 10% labeled and 90% unlabeled training data were used for every dataset. Table 2 shows that for all four datasets the APPAU-Net model with the new KLTV loss consistently outperformed the APPAU-Net model with TV and XETV losses in both overlap and distance measures, and suggests that the model with KLTV loss generalizes better in multi-task learning. While both TV and XETV losses tend to lose some accuracy because of the additional classification task, KLTV still achieves good accuracy, comparable to fully-supervised segmentation models in Table 1 and LF-segnet [2] . Figure 3 shows the segmented lungs by different models, confirming the superior performance of our APPAU-Net with KLTV loss compared to the TV loss.
Conclusions
Generative modeling provides unique advantages for learning from small labeled datasets. With adversarial training, we can perform multi-task learning to concurrently accomplish multiple objectives. We proposed and demonstrated in different settings the performance of a novel semi-supervised multi-task learning model for joint classification and segmentation from a limited number of labeled chest X-ray images. Our experimental results confirm that our APPAU-Net model even against the single-task learning of fully supervised models. 
A Data Description
For performance evaluation of the proposed model and a list of other models as baselines, we made use of the following three publicly available datasets: the Montgomery County chest X-ray set (MCX), the Shenzhen chest X-ray set (SCX) available from NIH [17] , and the JSRT dataset available from Japanese Society of Radiological Technology [18] (JCX). An additional dataset was created combining all of them (CCX). Table 3 shows the partitioning of the datasets for the four different settings. We used or prepared the images as follows:
1. MCX: In this dataset, there are 138 frontal X-Rays: 80 X-Rays are normal and 58 X-Rays show manifestations of Tuberculosis. This dataset contains separate left and right lung ground truth masks, which we combined in our experiments. 2. SCX: This dataset comprises 662 frontal chest X-rays. Of them, 336 are normal X-Rays and 326 are abnormal cases with manifestations of TB, including pediatric X-rays. After carefully examining all the cases, we selected 527 X-rays in good agreement with the corresponding ground truth lung masks: 248 normal and 279 x-rays with abnormalities. 3. JSRT: This dataset contains 247 chest X-rays in which 154 images show pulmonary lung nodules and 93 images show no lung nodules. In addition to the lung masks (separated left-right), this dataset includes ground truth masks for the heart and clavicles (separated left-right). 4. CCX: Combining the above three datasets, we created a dataset of 912 X-ray images, that we dubbed the CCX (Combined chest X-ray) dataset. We split it into three sets: training set (615), validation set (69), and testing set (228). The models were trained on the training set and the validation set was used to determine the hyperparameters and model selection. The models were evaluated on the test set. In the combined dataset, we performed 3-class classification: normal, abnormal with TB, and abnormal with lung nodule.
B Semi-Supervised Learning
The overall training procedure for our APPAU-Net model is presented in Algorithm 1. The real samples and labels to S are presented in the forward pass. In the backward pass, the feedback from D (Figure 1 ) is passed to S. In the original image generator GAN, D works as a binary classifier-it classifies the input for each epoch do for each step in steps do Sample minibatch yi; y (1) , . . . , y (m) , yi ∼ p data (y); Sample minibatch xi; x (1) , . . . , x (m) , xi ∼ p data (x); Update discriminator D by ascending along its gradient:
[log D(xi, yi) + log(1 − D(xi, S(xi))] ;
Sample minibatch xi; x (1) , . . . , x (m) , xi ∼ p data (x); Update the segmentor S by descending along its gradient from the discriminator D and the segmentation loss (depending on the choice of loss function):
log(1 − D(xi, S(xi))) + Lseg (i) ;
end for end for image as real or synthetic. In order to facilitate the training for a n-class classifier, the role of D is changed to an (n + 1)-classifier. For multiple logit generation, the sigmoid function is replaced by a softmax function. Now, it can receive image-label (x, y) and image-prediction (x,ŷ) pairs as inputs, and it outputs an (n + 1)-dimensional vector of logits {l 1 , l 2 , . . . , l n+1 }. These logits are finally transformed into class probabilities for the final classification. Class (n + 1) is for the image-prediction pairs and the remaining n are for the multiple labels in the real image-label pairs. The probability of the (x, y) pair being predicted is p(z = n + 1|(x, y)) = exp(l n+1 ) n+1 j=1 exp(l j ) ,
and the probability that the (x, y) pair is real and belongs to class i is p(z = i|(x, y), i < n + 1) = exp(l i ) n+1 j=1 exp(l j )
.
As a semi-supervised classifier (D) and segmentor (S), the model takes labels only for a small portion of training data. For the labeled data pairs, it is like supervised learning, whereas it learns in an unsupervised manner for the unlabeled data. The advantage comes from predicting segmentation labels by the segmentor. The model learns the classifier in an adversarial manner by generating segmentation maps for the unlabeled image-label pairs.
