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Abstract
A circular-arc hypergraph H is a hypergraph admitting an arc ordering,
that is, a circular ordering of the vertex set V (H) such that every hyperedge
is an arc of consecutive vertices. An arc ordering is tight if, for any two
hyperedges A and B such that ∅ 6= A ⊆ B 6= V (H), the corresponding arcs
share a common endpoint. We give sufficient conditions for H to have, up
to reversing, a unique arc ordering and a unique tight arc ordering. These
conditions are stated in terms of connectedness properties of H.
It is known that G is a proper circular-arc graph exactly when its closed
neighborhood hypergraph N [G] admits a tight arc ordering. We explore con-
nectedness properties of N [G] and prove that, if G is a connected, twin-free,
proper circular-arc graph with non-bipartite complement G, then N [G] has,
up to reversing, a unique arc ordering. If G is bipartite and connected, then
N [G] has, up to reversing, two tight arc orderings. As a corollary, we notice
that in both of the two cases G has an essentially unique intersection represen-
tation. The last result also follows from the work by Deng, Hell, and Huang [4]
based on a theory of local tournaments.
1 Introduction
1.1 Interval and circular-arc hypergraphs
An interval ordering of a hypergraph H with a finite vertex set V = V (H) is a
linear ordering v1, . . . , vn of V such that every hyperedge of H is an interval of
consecutive vertices. This notion admits generalization to an arc ordering where
v1, . . . , vn is circularly ordered (i.e., v1 succeeds vn) so that every hyperedge is an
arc of consecutive vertices.
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An interval hypergraph is a hypergraph admitting an interval ordering. Sim-
ilarly, if a hypergraph admits an arc ordering, we call it circular-arc (using also
the shorthand CA). In the terminology stemming from computational genomics, in-
terval hypergraphs are exactly those hypergraphs whose incidence matrix has the
consecutive ones property ; e.g., [5]. Similarly, a hypergraph is CA exactly when its
incidence matrix has the circular ones property ; e.g., [8, 6, 13].
Our goal is to study the conditions under which interval and circular-arc hyper-
graphs are rigid in the sense that they have a unique interval or, respectively, arc
ordering. Since any interval (or arc) ordering can be changed to another interval (or
arc) ordering by reversing, we always mean uniqueness up to reversal. An obvious
necessary condition of the uniqueness is that a hypergraph has no twins, that is, no
two vertices such that every hyperedge contains either both or none of them.
We say that two sets A and B overlap and write A ≬ B if A and B have nonempty
intersection and neither of the two sets includes the other. To facilitate notation, we
use the same character H to denote a hypergraph and the set of its hyperedges. We
call H overlap-connected if it has no isolated vertex (i.e., every vertex is contained
in a hyperedge) and the graph (H, ≬) is connected. As a starting point, we refer to
the following rigidity result.
Theorem 1.1 (Chen and Yesha [3]). A twin-free, overlap-connected interval hy-
pergraph has, up to reversal, a unique interval ordering.
If we want to extend this result to CA hypergraphs, the overlap-connectedness
obviously does not suffice. For example, the twin-free overlap-connected hypergraph
H =
{
{a, b}, {a, b, c}, {b, c, d}
}
has essentially different arc orderings. We, therefore,
need a stronger notion of connectedness. When A and B are overlapping subsets of
V (i.e., A ≬ B) that additionally satisfy A ∪ B 6= V , we say that A and B strictly
overlap and write A ≬∗ B.
Quilliot [15] proves that a CA hypergraph H on n vertices has a unique arc
ordering if and only if for every set X ⊂ V (H) with 1 < |X| < n − 1 there exists
a hyperedge H ∈ H such that H ≬∗ X. Note that this criterion does not admit
efficient verification as it involves quantification over all subsets X.
We call a hypergraph H strictly overlap-connected if it has no isolated vertex
and the graph (H, ≬∗) is connected. We prove the following analog of Theorem 1.1
for CA hypergraphs.
Theorem 1.2. A twin-free, strictly overlap-connected CA hypergraph has, up to
reversal, a unique arc representation.
1.2 Tight orderings
Let us use notation A ⊲⊳ B to say that sets A and B have a non-empty intersection.
By the standard terminology, a hypergraphH is connected if it has no isolated vertex
and the graph (H, ⊲⊳) is connected. Note that the assumption made in Theorem 1.1
cannot be weakened just to connectedness; consider H =
{
{a}, {a, b, c}
}
as the
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simplest example. Thus, if we want to weaken the assumption, we have also to
weaken the conclusion.
Call an arc ordering of a hypergraph H tight if, for any two hyperedges A and B
such that ∅ 6= A ⊆ B 6= V , the corresponding arcs share an endpoint. The definition
of a tight interval ordering is similar: We require that the arcs corresponding to
hyperedges A and B share an endpoint whenever ∅ 6= A ⊆ B (the condition B 6= V
is now dropped as the complete interval V has two endpoints, while the complete
arc V has none).1
For nonempty A and B, note that A ⊲⊳ B iff A ≬ B or A ⊆ B or A ⊇ B. By
similarity, we define
A ⊲⊳∗ B iff A ≬∗ B or A ⊆ B or A ⊇ B
and say that such two nonempty sets strictly intersect. We call a hypergraph H
strictly connected if it has no isolated vertex and the graph (H, ⊲⊳∗) is connected. In
Section 2 we establish the following result.
Theorem 1.3.
1. A twin-free, connected hypergraph has, up to reversal, at most one tight interval
ordering.
2. A twin-free, strictly connected hypergraph has, up to reversal, at most one tight
arc ordering.
1.3 The neighborhood hypergraphs of proper interval and
proper circular-arc graphs
For a vertex v of a graph G, the set of vertices adjacent to v is denoted by N(v).
Furthermore, N [v] = N(v)∪{v}. We define the closed neighborhood hypergraph of G
by N [G] = {N [v]}v∈V (G).
Roberts [14] discovered that G is a proper interval graph if and only if N [G]
is an interval hypergraph. The case of proper circular-arc (PCA) graphs is more
complex.2 If G is a PCA graph, then N [G] is a CA hypergraph. The converse is not
always true. The class of graphs with circular-arc closed neighborhood hypergraphs,
known as concave-round graphs [1], contains PCA graphs as a proper subclass.
Taking a closer look at the relationship between PCA graphs and CA hypergraphs,
Tucker [17]3 distinguishes the case when the complement graph G is non-bipartite
and shows that then G is PCA exactly when N [G] is CA.
Our interest in tight orderings has the following motivation. In fact, G is a proper
interval graph if and only if the hypergraph N [G] has a tight interval ordering (this
follows from the Roberts theorem and Lemma 3.1 in Section 3). Moreover, G is a
PCA graph if and only if N [G] has a tight arc ordering (we observed this in [11]
based on Lemma 3.1 and Tucker’s analysis in [17]).
1The class of hypergraphs admitting a tight interval ordering is characterized in terms of for-
bidden subhypergraphs in [12]; such a characterization of interval hypergraphs is given in [16].
2For a definition of proper interval and PCA graphs, see the beginning of Section 3.
3Tucker [17] uses an equivalent language of matrices.
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Now, it is natural to consider the connectedness properties of N [G] for proper
interval and PCA graphs and derive from here rigidity results. For proper interval
graphs this issue has been studied in the literature earlier, but we discuss also this
class of graphs for expository purposes.
We call two vertices u and v of a graph G twins if N [u] = N [v]. Note that u
and v are twins in the graph G if and only if they are twins in the hypergraph N [G].
Thus, the absence of twins inG is a necessary condition for rigidity ofN [G]. Another
obvious necessary condition is the connectedness of G (and, hence, of N [G]).4 By
Theorem 1.3.1, if a proper interval graph G is twin-free and connected, then N [G]
has a unique tight interval ordering. Making the same assumptions, Roberts [14]
proves that even an interval ordering of N [G] is unique.
Suppose now that G is a PCA graph. Consider first the case when G is non-
bipartite. In Section 3 we prove that then N [G] is strictly connected. Theorem 1.3.2
applies and shows that, if G is also twin-free and connected, then N [G] has a unique
tight arc ordering. Moreover, we prove that any arc ordering of N [G] is tight and,
hence, unique as well.
If G is bipartite, it is convenient to switch to the complement hypergraph N [G] =
{V (G) \ N [v]}v∈V (G). This hypergraph is interval. Applying Theorem 1.3.1 to the
connected components of N [G], we conclude that N [G] has, up to reversing, exactly
two tight arc orderings provided G is connected.
In [10] we noticed that, if a proper interval graph G is connected, then the
hypergraph N [G] \ {V (G)} is overlap-connected. This allows to derive Roberts’
aforementioned rigidity result from Theorem 1.1. In Section 4, we use Theorem 1.2
to obtain a similar result for PCA graphs: If G is an n-vertex connected PCA graph
with non-bipartite complement, then removal of all (n− 1)-vertex hyperedges from
N [G] gives a strictly overlap-connected hypergraph.
1.4 Intersection representations of graphs
A proper interval representation α of a graph G determines a linear ordering of V (G)
accordingly to the appearance of the left (or, equivalently, right) endpoints of the
intervals α(v), v ∈ V (G), in the intersection model. We call it the geometric order
associated with α. Similarly, a PCA representation of G determines the geometric
circular order on the vertex set. Any geometric order is a tight interval or, respec-
tively, arc ordering of N [G] (see Lemma 3.1). The rigidity results overviewed above
imply that the geometric order is unique for twin-free, connected proper interval
graphs and twin-free, connected PCA graphs with non-bipartite complement. In
Section 5 we show that this holds true also in the case of PCA graphs with bipartite
connected complement.
Let us impose reasonable restrictions on proper interval and PCA models of
graphs. Specifically, we always suppose that a model of an n-vertex graph has 2n
points and consists of intervals/arcs that never share an endpoint. It turns out that
4Small graphs are an exception, as all interval orderings of at most two vertices are the same up
to reversal, and all arc orderings of up to three vertices are the same up to reversal and rotation.
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such intersection representations are determined by the associated geometric order
uniquely up to reflection (and rotation in the case of arcs representations). This
implies that any twin-free, connected proper interval or PCA graph has a unique
intersection representation.
The last result is implicitly contained in the work by Deng, Hell, and Huang [4],
that relies on a theory of local tournaments [9]; see the discussion in the end of
Section 5.
2 Interval and circular-arc hypergraphs
Let V = {v1, . . . , vn}. Saying that the sequence v1, . . . , vn is circularly ordered, we
mean that V is endowed with the circular successor relation ≺ under which vi ≺ vi+1
for i < n and vn ≺ v1. An ordered pair of elements a
−, a+ ∈ V determines an
arc A = [a−, a+] that consists of the vertices appearing in the directed path from a−
to a+. This notation will be used under the assumption that A 6= V , though we also
allow the complete arc A = V and the empty arc A = ∅. By Cn we denote the set
{1, . . . , n} endowed with the circular order 1 ≺ 2 ≺ . . . ≺ n ≺ 1.
We here prove Theorems 1.2 and 1.3. Since the proofs are very similar, we treat
in detail the most complicated of these statements, namely part 2 of Theorem 1.3,
and argue that the argument also covers the other statements (including also The-
orem 1.1).
We will use an inductive argument. To establish the rigidity of a connected
hypergraph H, we prove this property for every connected subhypergraph K ⊆ H
by induction on the number of hyperedges in K. Since subhypergraphs of a twin-
free hypergraph H can contain twins, we need an appropriate generalization of our
rigidity concept. To this end, we switch to an equivalent language.
An arc representation of a hypergraph H is a hypergraph isomorphism ρ from H
to an arc system A on the circle Cn. Note that H has an arc representation exactly
when it admits an arc ordering ≺. Indeed, if ρ : V (H) → {1, . . . , n} is an arc
representation of H, we can define ≺ρ by ρ−1(1) ≺ρ ρ−1(2) ≺ρ . . . ≺ρ ρ−1(n) ≺ρ
ρ−1(1). Conversely, if v1 ≺ v2 ≺ . . . ≺ vn ≺ v1 is an arc ordering of H, then
ρ≺(vi) = i is an arc representation of H. Furthermore, we call ρ tight if the circular
order of Cn is tight forA. Obviously, tight arc representations correspond to tight arc
orderings and vice versa. The notions of an interval representation, corresponding
to an interval ordering, is introduced similarly.
The rotations x 7→ (x + s) mod n + 1 and the reflection x 7→ n + 1 − x will be
considered symmetries of the circle Cn. The linearly ordered segment {1, . . . , n}
has a unique symmetry, namely the reflection. Note that, if ρ is an interval or arc
representation of H and σ is a symmetry of the circle or the interval, respectively,
then the composition σ ◦ ρ is an interval or arc representation of H as well. Turning
back to the equivalence between arc representations and orderings, note that while
ρ determines ≺ρ uniquely, ≺ determines ρ≺ up to a rotation.
Now, notice that H admits a unique, up to reversing, (tight) interval ordering
if and only if H has a unique, up to reflection, (tight) interval representation. Fur-
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thermore, H admits a unique, up to reversing, (tight) arc ordering if and only if H
has a unique, up to reflection and rotation, (tight) arc representation.
A transposition of twins in a hypergraph H is a one-to-one map of V (H) onto
itself that fixes each vertex except, possibly, a pair of twins of H. Any composition π
of transpositions of twins is called a permutation of twins. Note that, if ρ is an inter-
val or arc representation of H, then the composition ρ◦π is, respectively, an interval
or arc representation of H as well. We call two representations ρ and ρ′ equivalent up
to permutation of twins if ρ′ = ρ ◦ π for some permutation of twins π. For twin-free
hypergraphs this relation just coincides with equality of representations.
Lemma 2.1. Arc representations ρ and ρ′ are equivalent up to permutation of twins
iff ρ(H) = ρ′(H) for every hyperedge H ∈ H.
Proof. Suppose that ρ′ = ρ ◦ π for a permutation of twins π. Let H be an
arbitrary hyperedge of H. Since τ(H) = H for any transposition of twins τ , we
have π(H) = H and, hence, ρ(H) = ρ′(H).
To prove the claim in the backward direction, define a twin-class of a hyper-
graph H to be an inclusion-maximal subset S of V (H) such that each hyper-
edge H ∈ H contains either all of S or none of it. Thus, two vertices of H are
twins iff they are in the same twin-class. It follows that π is a permutation of twins
exactly when π(S) = S for every twin-class S of H.
Suppose that ρ(H) = ρ′(H) for every hyperedge H ∈ H. Since a twin-class is
a Boolean combination of hyperedges, we have ρ(S) = ρ′(S) for every twin-class S
of H and, therefore, ρ′ ◦ ρ−1(S) = S for all twin-classes. It follows that ρ′ ◦ ρ−1 is a
permutations of twins, hence ρ and ρ′ are equivalent up to permutation of twins.
Let ρ : V (H) → {1, . . . , n} and ρ′ : V (H) → {1, . . . , n} be arc or interval rep-
resentations of H. We call ρ and ρ′ equivalent up to symmetry and permutation
of twins if ρ′ = σ ◦ ρ ◦ π for some symmetry σ and permutation of twins π. This
is an equivalence relation between representations because both symmetries and
permutations of twins form groups.
The following lemma translates Theorems 1.1, 1.2, and 1.3 into the language of
interval/arc representations and generalizes these results to hypergraphs with twins.
Theorems 1.1, 1.2, and 1.3 follow from here immediately by the equivalence between
representations and orderings.
Lemma 2.2.
1. An overlap-connected interval hypergraph H has, up to symmetry (i.e. reflec-
tion) and permutation of twins, a unique interval representation.
2. A strictly overlap-connected CA hypergraph H has, up to symmetry (i.e., re-
flection and rotation) and permutation of twins, a unique arc representation.
3. A connected hypergraph has, up to symmetry and permutation of twins, at
most one tight interval representation.
4. A strictly connected hypergraph has, up to symmetry and permutation of twins,
at most one tight arc representation.
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Proof. We will prove part 4. The proof of the interval variant (part 3) is virtually
the same and even somewhat simpler as not all arc configurations can occur on the
line (like one of the dashed configurations in Fig. 1 that closes the circle). Parts 1
and 2 are actually covered by the argument as well; they correspond exactly to the
case shown in Fig. 1 as all the other cases involve inclusions.
Let us first explain the strategy of the proof. A set of hyperedges K ⊆ H will
be regarded as a spanning subhypergraph of H, that is, V (K) = V (H) (note that K
can have isolated vertices). Given a hypergraph H with n vertices, we will prove
that any strictly connected subhypergraph K ⊆ H with k hyperedges has, up to
symmetry and permutation of twins, a unique representation on the circle of size n.
This will be done by induction on k. The base cases are k = 1, 2. In order to make
the inductive step, it suffices to show that, whenever k ≥ 2, any representation ρ
of K has, up to permutation of twins, a unique extension to a representation of
K∪{H}, for any H ∈ H\K such that K∪{H} is strictly connected. By Lemma 2.1
this actually means to show that the whole arc ρ(H) (though not necessarily each
point ρ(v) for v ∈ H) is uniquely determined. Moreover, it suffices to do this job in
the case of k = 2. The reason is that K always contains two hyperedges A and B
such that the sequence A,B,H forms a strictly connected path.
Before going into detail, we introduce some terminology. Consider two arcs
[a−, a+] and [b−, b+] and suppose that [b−, b+] ≬∗ [a−, a+] or [b−, b+] ⊂ [a−, a+].
We will say that [b−, b+] intersects [a−, a+] clockwise if a+ ∈ [b−, b+] and counter-
clockwise if a− ∈ [b−, b+].
All possible positions of a single hyperedge A on the circle are congruent by
rotation. All possible positions of two strictly overlapping hyperedges A and B are
congruent by rotation and reflection because the intersection of the corresponding
arcs ρ(A) and ρ(B) is always an arc of length |A ∩ B|. If A and B are comparable
under inclusion, recall that we only consider tight representations.
For the inductive step, consider three hyperedges A, B, and H such that A ⊲⊳∗ B
and B ⊲⊳∗ H . We have to show that the arc ρ(H) is completely determined by the
arcs ρ(A) and ρ(B). The relation B ⊲⊳∗ H fixes the length of the intersection
ρ(H) ∩ ρ(B) and, hence, leaves for ρ(H) exactly two possibilities depending on
whether this intersection is clockwise or counter-clockwise.
We split our analysis into three cases.
ρ(A)
ρ(B)
ρ(H)
ρ(A)
ρ(B)
ρ(H)
Figure 1: Proof of Lemma 2.2.4, case 1: A ≬∗ B and ρ(B) intersects ρ(A) clockwise;
B ≬∗ H . On the left side: ρ(H) intersects ρ(B) counter-clockwise. On the right
side: ρ(H) intersects ρ(B) clockwise.
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Case 1: A ≬∗ B. Without loss of generality, we suppose that ρ(B) intersects ρ(A)
clockwise; the case of counter-clockwise intersection is symmetric. Consider first the
subcase in which B ≬∗ H . Looking at the possible configurations for the arc system
{ρ(A), ρ(B), ρ(H)}, all shown in Fig. 1, we see that ρ(H) intersects ρ(B) counter-
clockwise exactly if the sets A \B and H \B are comparable under inclusion, i.e.,
A \B ⊆ H \B or H \B ⊆ A \B. (1)
For the remaining subcases, when B and H are comparable under inclusion, all
possible configurations for the arc system {ρ(A), ρ(B), ρ(H)} are shown in Fig. 2. If
B ⊂ H , we see that ρ(B) intersects ρ(H) clockwise exactly under the condition (1).
If H ⊂ B, then ρ(H) intersects ρ(B) counter-clockwise iff A ∩ B ⊆ H .
Case 2: A ⊃ B. Without loss of generality, we suppose that ρ(B) intersects ρ(A)
clockwise; see Fig. 3. If B ≬∗ H , then ρ(H) intersects ρ(B) counter-clockwise exactly
when the familiar condition (1) holds true. If B ⊂ H , then ρ(B) intersects ρ(H)
clockwise exactly under the same condition. Thus, these two subcases do not differ
much from the corresponding subcases of Case 1. If H ⊂ B, then ρ(H) is forced
to intersect ρ(B) clockwise by the condition that {ρ(A), ρ(B), ρ(H)} is a tight arc
system.
Case 3: A ⊂ B. Without loss of generality, we suppose that ρ(A) intersects ρ(B)
clockwise; see Fig. 4. If B ≬∗ H , then ρ(H) intersects ρ(B) clockwise iff H ∩B ⊆ A.
If H ⊂ B, then ρ(H) intersects ρ(B) clockwise iff the sets H and A are comparable
under inclusion. Finally, if B ⊂ H , then ρ(B) is forced to intersect ρ(H) clockwise
by the tightness condition.
3 The neighborhood hypergraphs
Let A be a family of arcs on the circle Cm. A bijection α : V (G) → A is an arc
representation of a graph G if two vertices u and v are adjacent inG exactly when the
arcs α(u) and α(v) intersect. A representation α is proper if α(u) ⊆ α(v) for no two
vertices u and v. Restriction to intervals in the linearly ordered set {1, . . . , m} gives
the notion of a proper interval representation of G. Graphs having such intersection
representations are known as proper interval and proper circular-arc (PCA) graphs.
The aim of this section is to prove the rigidity properties for the closed neigh-
borhood hypergraphs of PCA graphs that will be given in Theorem 3.7.
Recall that a proper arc (resp. interval) representation α : V (G) → A of a
graph G determines the circular (resp. linear) geometric order ≺α on the vertex set
V (G) accordingly to the appearance of the left (or, equivalently, right) endpoints of
the arcs α(v), v ∈ V (G), in the circle Cm. The following lemma implies that the
closed neighborhood hypergraph of any PCA graph admits a tight arc ordering.
Lemma 3.1 (see [11]). The geometric order ≺α on V (G) associated with a proper
arc (resp. interval) representation α of a graph G is a tight arc (resp. interval)
ordering of the hypergraph N [G].
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B ⊂ H :
ρ(A)
ρ(B)
ρ(H)
ρ(A)
ρ(B)
ρ(H)
H ⊂ B:
ρ(A)
ρ(B)
ρ(H)
ρ(A)
ρ(B)
ρ(H)
Figure 2: Proof of Lemma 2.2.4, case 1: A ≬∗ B and ρ(B) intersects ρ(A) clockwise;
B and H are comparable under inclusion.
B ≬∗ H :
ρ(A) ρ(B)
ρ(H)
ρ(A) ρ(B)
ρ(H)
B ⊂ H :
ρ(A) ρ(B)
ρ(H)
ρ(A) ρ(B)
ρ(H)
H ⊂ B:
ρ(A) ρ(B)
ρ(H)
Figure 3: Proof of Lemma 2.2.4, case 2: B ⊂ A and ρ(B) intersects ρ(A) clockwise.
B ≬∗ H :
ρ(B) ρ(A)
ρ(H)
ρ(B) ρ(A)
ρ(H)
H ⊂ B:
ρ(B) ρ(A)
ρ(H)
ρ(B) ρ(A)
ρ(H)
B ⊂ H :
ρ(B) ρ(A)
ρ(H)
Figure 4: Proof of Lemma 2.2.4, case 3: A ⊂ B and ρ(A) intersects ρ(B) clockwise.
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For the remainder of this section, we will consider two subclasses of PCA graphs,
namely those with bipartite and those with non-bipartite complement. The com-
plement of a graph G is the graph G with V (G) = V (G) such that two vertices are
adjacent in G if and only if they are not adjacent in G.
In what follows, we will repeatedly need the following property of non-co-bipartite
PCA graphs. A vertex u is universal if N [u] = V (G).
Lemma 3.2. A PCA graph G with non-bipartite complement contains no universal
vertex.
Proof. Let α : V (G)→ A be a proper arc representation of G and denote α(u) =
[a−, a+]. Notice now that N [u] is covered by two cliques {x ∈ N [u] : a− ∈ α(x)}
and {x ∈ N(u) : a+ ∈ α(x)}, which excludes N [u] = V (G) as G is not bipartite.
If ≺ is an arc ordering of the hypergraph N [G] for a non-co-bipartite PCA
graph G, the closed neighborhood N [u] of a vertex u is an arc on the directed cycle
(V (G),≺). Lemma 3.2 allows us to use notation N [u] = [u−, u+], since the left
endpoint u− and the right endpoint u+ are uniquely determined.
In the following three lemmas, we establish several facts about arc orderings of
non-co-bipartite PCA graphs.
Lemma 3.3. Let G be a PCA graph with non-bipartite complement. For any arc
ordering ≺ of N [G], every vertex u ∈ V (G) has the following property: u divides
N [u] = [u−, u+] into two parts [u−, u] and [u, u+] that both are cliques in G.
Proof. Call a vertex x ∈ N [u] a close neighbor of u if
x ∈ [u−, u] and u ∈ [x, x+] or if x ∈ [u, u+] and u ∈ [x−, x]
and a distant neighbor otherwise. Denote the sets of close neighbors of u in [u−, u]
and [u, u+] by C−[u] and C+[u], respectively. Similarly, the sets of distant neighbors
of u in [u−, u] and [u, u+] will be denoted by D−[u] and D+[u]. Each of the four
(a)
yu x
(b)
u− u+
uv
Figure 5: (a) Proof of Lemma 3.3: Vertices u ∈ V (G), x ∈ D+[u], and
y ∈ D+[u] ∩ [u, x] along with their neighborhoods in (V (G),≺). (b) Proof
of Lemma 3.5.3: Possible mutual positions of N [u] and N [v]. The most in-
ward arc [u−, u+] represents N [u]; the other four arcs show possible positions of
[v−, v+] = N [v].
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sets C−[u], C+[u], D−[u], and D+[u] is a clique. Indeed, if for example x and y are
two vertices in D+(u), then u belongs to both [x, x+] and [y, y+]. Since x and y are
both in [u, u+], this implies that either x belongs to [y, y+] or y belongs to [x, x+]
(depending on whether y ∈ [u, x] or x ∈ [u, y]; see Fig. 5). Hence, x and y are
adjacent and D+(u) is a clique. The other three cases are similar.
To complete the proof we show that, if G is non-bipartite, then D−[u] = D+[u] =
∅. Assume to the contrary that D+[u] contains a vertex x; see Fig. 5 (the case
x ∈ D−[u] is similar). Since u ∈ [x, x+], the sets [u, u+]∩ [u, x] = [u, x] and [x, x+]∩
[x, u] = [x, u] cover V (G). Splitting the former set into C+[u]∩[u, x] andD+[u]∩[u, x]
and the latter into C+[x] ∩ [x, u] and D+[x] ∩ [x, u], consider the cover of V (G) by
two sets (C+[u] ∩ [u, x]) ∪ (D+[x] ∩ [x, u]) and (D+[u] ∩ [u, x]) ∪ (C+[x] ∩ [x, u])
and show that they are cliques. This will give us a contradiction since G is not
bipartite. By symmetry, it suffices to prove that (D+[u]∩ [u, x])∪ (C+[x]∩ [x, u]) is
a clique. Since both D+[u] and C+[x] are cliques, we have to show that any vertex y
in D+[u] ∩ [u, x] is adjacent to all vertices in C+[x] ∩ [x, u]. This is true because we
have N [y] ⊇ [y, u] ⊇ [x, u] by the definition of D+[u].
Lemma 3.3 allows us to derive the following lemma, which will be needed for the
main rigidity result of this section and also is of independent interest.
Lemma 3.4. If G is a PCA graph with non-bipartite complement, then any arc
ordering ≺ of N [G] is tight.
This complements Lemma 3.1, which implies that there are tight arc orderings
of N [G].
Proof. Let N [u] ⊆ N [v]. Consider the arcs N [u] = [u−, u+] and N [v] = [v−, v+]
w.r.t. ≺. Suppose that u ∈ [v, v+] (the case that u ∈ [v−, v] is symmetric). By
Lemma 3.3, [v, v+] is a clique in G. Therefore, this arc is contained in N [u], which
implies that u+ = v+.
With the next lemma we show that all arc orderings for closed neighborhood
hypergraph of non-co-bipartite PCA graphs follow several simple patterns.
Lemma 3.5. Let G be a PCA graph with non-bipartite complement. For any arc
ordering ≺ of N [G] and any vertices u, v ∈ V (G), the following conditions are met.
1. v ∈ [u, u+] if and only if u ∈ [v−, v].
2. If v ∈ [u, u+], then v− ∈ [u−, u] and u+ ∈ [v, v+].
3. If u ≺ v and these vertices are adjacent, then u−, v−, u, v, u+, and v+
occur under the order ≺ exactly in this circular sequence, where some of the
neighboring vertices except u− and v+ may coincide. Moreover, it is impossible
that v+ ≺ u−.
Proof. 1. Let u 6= v and assume that v ∈ [u, u+]. If u ∈ [v, v+], then Lemma 3.3
shows that V (G) is covered by two cliques [u, u+] and [v, v+], contradicting the
assumption that G is not bipartite. Therefore, u ∈ [v−, v]. The other implication
follows by symmetry.
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2. If the two conditions in part 1 are true, then v−, u, and v occur in this circular
order. Since [v−, v] is a clique, all vertices in [v−, u) are adjacent to u and hence,
v− ∈ [u−, u]. The second containment follows by symmetry.
3. Parts 1 and 2 imply that u−, v−, u, v, u+, and v+ occur in this circular order;
see Fig. 5. However, it is still not excluded v+ and u− can coincide or be swapped.
We have to show that the condition u ≺ v rules out the last two possibilities as
well as the possibility of v+ ≺ u−. Indeed, any of these configurations would give
covering of V (G) by two cliques [u−, u] and [v, v+].
The following theorem allows us to invoke Theorem 1.3.2 for the closed neigh-
borhood hypergraphs of connected non-co-bipartite PCA graphs, proving that these
hypergraphs have a unique tight arc ordering.
Theorem 3.6. If G is a connected PCA graph with non-bipartite complement, then
N [G] is strictly connected.
Proof. Let α be a proper arc representation of G. By Lemma 3.1, N [G] has an
arc (geometric) ordering ≺α. Since the complement of G is not bipartite, G has at
least two vertices and, by Lemma 3.2, no universal vertex. Since G is connected,
there is at most one pair of non-adjacent vertices x and y satisfying the relation
x ≺α y. Therefore, all vertices of G can be arranged into a path v1, . . . , vn such that
vi and vi+1 are adjacent and vi ≺α vi+1 for every 1 ≤ i < n. By Lemma 3.5.3, we
have N [vi] ⊲⊳
∗ N [vi+1], which gives us a strictly connected path passing through all
hyperedges of N [G].
Now we are ready to prove our rigidity result for the closed neighborhood hy-
pergraphs of PCA graphs.
Theorem 3.7. Let G be a twin-free, connected PCA graph.
1. If G is non-bipartite, then N [G] has, up to reversal, a unique arc ordering.
2. If G is bipartite and connected, then N [G] has, up to reversal, exactly two tight
arc orderings.
Proof. 1. N [G] has an arc ordering by Lemma 3.1. By Lemma 3.4, any arc ordering
of N [G] is tight. The uniqueness follows from Theorem 3.6 by Theorem 1.3.2.
2. The open neighborhood hypergraph of a graph G is defined by N (G) =
{N(v)}v∈V (G). In place of N [G], it is now practical to consider the complement
hypergraph N [G] =
{
V (G) \ N [v]
}
v∈V (G)
. Note that N [G] = N (G). This hyper-
graph is disconnected, and any (tight) arc ordering ofN [G] induces a (tight) interval
ordering of each connected component of N (G). Conversely, arbitrary (tight) inter-
val orderings of the components of N (G) can be merged into a (tight) arc ordering
of N [G]. Since G is connected, N (G) has exactly two components. Applying Theo-
rem 1.3.1 to each of them, we conclude that each of the two components has, up to
reversing, a single interval ordering. Since there are exactly two essentially different
ways to merge them, we see that N [G] has, up to reversing, exactly two tight arc
orderings.
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Let us stress that part 2 of Theorem 3.7 concerns only tight orderings. To
show that it cannot be strengthened to the class of all arc orderings, consider
the half-graph Hm that is the bipartite graph with vertex classes {u1, . . . , um} and
{v1, . . . , vm} where ui is adjacent to vj if i ≤ j. The complement Gm = Hm is a
twin-free, connected PCA graph. Note that, besides two pairs of mutually reversed
tight interval orderings, the hypergraph N (H3) has another interval ordering and,
hence, N [G3] has a non-tight arc ordering. If we increase the parameter m, the
number of non-tight arc orderings of N [Gm] grows exponentially.
4 Overlap-connectedness
Let G be a twin-free, connected PCA graph with non-bipartite complement. In The-
orem 3.6 we established that N [G] is strictly connected. This implies the uniqueness
of a tight arc ordering of this hypergraph by Theorem 1.3.2. Since by Lemma 3.4
any arc ordering is actually tight, we obtain the uniqueness for the class of all arc
orderings.
The same conclusion could be derived more directly by Theorem 1.2 when N [G]
would be strictly overlap-connected. However, the last condition is not always true
because N [G] can have hyperedges of size n − 1 and each such hyperedge forms a
separate strictly overlap-connected component; see an example in Fig. 6. Neverthe-
less, if we remove the (n − 1)-element hyperedge from N [G] in this example, the
remaining hypergraph becomes strictly overlap-connected and stays twin-free. It
turns out that this is a general phenomenon. In fact, we derive this result from the
uniqueness of an arc ordering, that we already established for N [G] in the preceding
section, and a criterion of uniqueness given below.
Lemma 4.1. Given a hypergraph H on n ≥ 4 vertices, let H′ be the hypergraph on
the same vertex set obtained from H by removing all hyperedges of size 0, 1, n− 1,
and n. Then H has a unique, up to reversing, arc ordering if and only if H′ is
twin-free and either is strictly overlap-connected or has a single isolated vertex and
becomes strictly overlap-connected after its removal.
Proof. Assume that H′ is twin-free and either is strictly overlap-connected or
becomes so after removing a single isolated vertex. By Theorem 1.2, H′ has a
unique arc ordering. Recall that uniqueness is always meant up to reversal. This
holds also for H because the two hypergraphs have the same arc orderings.
Let us prove the lemma in the other direction. Assume that H has a unique arc
ordering. Since n ≥ 4, H has no twins (for else transposition of two twins would
give us another arc ordering).
Fix an arbitrary vertex x ofH. For a hyperedge H ∈ H, set Hx = H if x /∈ H and
Hx = V (H) \ H otherwise. Define the interval hypergraph Hx =
{
Hx
}
H∈H
where
any empty hyperedge Hx = ∅ is removed. If vertices u and v are distinguished
by the incidence relation to a hyperedge H , they are distinguished as well by the
complement of H . This shows that Hx is, like H, twin-free. In particular, x is the
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Figure 6: An example: (a) A proper arc system; (b) The corresponding intersection
graph G. Its complement G is non-bipartite; (c) The closed neighborhood hyper-
graph N [G] is not strictly overlap-connected: the hyperedge N [a] forms a single
component. Nevertheless, since after removal of N [a] the hypergraph N [G] stays
twin-free and becomes strictly overlap-connected, it has a unique, up to reversal,
arc ordering.
only isolated vertex of Hx. Let H
◦
x denote the hypergraph obtained from Hx by
removing the vertex x.
Any arc ordering for Hx is also an arc ordering for H. Therefore Hx has a
unique arc ordering. It readily follows that H◦x has a unique interval ordering. The
set of all interval orderings of a given hypergraph is described in [10] in terms of
the tree of its overlap-connected components, which is an analog of the classical
structure known as a PQ-tree [2]. This description is based on an observation that
any two overlap-connected components of a hypergraph either are vertex-disjoint
or one is contained in a twin-class of the other. With respect to this containment
relation, the overlap-connected components form a directed forest. By Theorem 1.1,
every overlap-connected component admits a unique interval ordering, and we have a
freedom to reverse it within each of the components. It follows that H◦x is connected
and that the root overlap-connected component R of H◦x is twin-free. Therefore,
any other overlap-connected component of H◦x must consist of a single one-vertex
hyperedge (possibly obtained by complementing a (n−1)-vertex hyperedge ofH). It
follows that R is equal to the hypergraph (H′)◦x obtained from H
′ by complementing
all hyperedges that contain x and removing x. Thus, (H′)◦x is twin-free and overlap-
connected. Since (H′)x is obtainable from the connected hypergraph (H′)◦x by adding
an isolated vertex, (H′)x is twin-free as well. By the same argument as used above
for H and Hx, the hypergraph H′ must be twin-free too. In particular, H′ has at
most one isolated vertex.
Note that if hyperedges Hx and Kx of the hypergraph (H
′)x overlap, then they
strictly overlap in the full circle V (H) and, therefore, the corresponding hyper-
edges H and K of the hypergraph H′ strictly overlap. It now follows from the
overlap-connectedness of (H′)◦x that any two hyperedges in H
′ are connected by
a ≬∗-path. This readily implies that H′ is strictly overlap-connected if it has no
isolated vertex or becomes such after removal of the (single) isolated vertex.
Recall that K is a spanning subhypergraph of a hypergraph H if V (K) = V (H)
and any hyperedge of K is a hyperedge of H.
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Theorem 4.2. If G is a twin-free, non-co-bipartite, connected PCA graph on n ver-
tices, then the spanning subhypergraph of N [G] obtained by removing all hyperedges
of size n− 1 is twin-free and strictly overlap-connected.
Proof. Assume that a graph G satisfies all the assumptions. Note that then G has
n ≥ 4 vertices. Denote H = N [G]. Since G is connected, H has no hyperedge
of size 1. It also has no hyperedge of size n because G has no universal vertex by
Lemma 3.2. Remove all hyperedges of size n − 1 and denote the result by H′. We
have to show that H′ is twin-free and strictly overlap-connected.
By Theorem 3.7.1, H has a unique, up to reversing, arc ordering. By Lemma 4.1,
H′ is twin-free and strictly overlap-connected unless it has an isolated vertex. It
remains to exclude the last possibility.
Suppose that all hyperedges of H containing a vertex v are of size n − 1. In
particular, N [v] = V (G) \ {v′}, where v′ is a unique vertex non-adjacent to v.
Note that v is contained in the hyperedge N [u] for any u 6= v′. For each of these
hyperedges we, therefore, have |N [u]| = n− 1. Moreover, v′ ∈ N [u] for else u and v
would be twins. It follows that |N [v′]| = n − 1 as well. We conclude that G is a
perfect matching, contradicting the assumptions that G is not bipartite.
Note that Theorem 4.2 gives us a complete description of the decomposition
of N [G] into strictly overlap-connected components because each hyperedge of size
n − 1 forms such a component alone. Figure 7 shows that the number of such
single-hyperedge components can be linear.
5 Intersection representations of graphs
Part 1 of Theorem 3.7 implies that a twin-free, connected PCA graph G with non-
bipartite complement has a unique geometric order. If G is bipartite and connected,
part 2 (combined with Lemma 3.1) leaves two different possibilities. It turns out
that, nevertheless, a geometric order is unique also in this case. We state this fact
in Theorem 5.2 below, proving an auxiliary lemma beforehand.
Lemma 5.1. If a graph G contains at most one universal vertex, then any proper
arc representation α of G has the following property: If v and v′ are adjacent vertices
of G, then the arcs α(v) and α(v′) strictly overlap, that is, contain exactly one
endpoint of each other.
Proof. Otherwise we would have either α(v) ⊂ α(v′), or α(v) ⊃ α(v′), or the union
α(v)∪α(v′) would cover the whole circle. The first two conditions would contradict
the assumption that α is proper, while the last condition would imply that every
α(u) intersects both α(v) and α(v′). Therefore, both v and v′ were universal, a
contradiction.
Theorem 5.2. Let G be a twin-free, connected PCA graph. If its complement G
is non-bipartite or connected, then all geometric orders associated with proper arc
representations of G are equal up to reversing.
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A3 N [G3]
Figure 7: A non-co-bipartite, twin-free, connected PCA graph on n vertices can
have more than n/3 vertices of degree n − 2 (a vertex v has degree n − 2 iff
|N [v]| = n − 1). For each k ≥ 2, define a graph Gk on 3k − 1 vertices by its
arc model Ak such that k of the vertices will have degree n − 2. On the circle
C = {u1, u2, . . . , uk, v1, w1, v2, w2, . . . , vk−1, wk−1, vk}, whose points go in this circu-
lar order, consider arcs U1 = [u1, uk−1], Ui = [ui, vi−1] for 2 ≤ i ≤ k, V1 = [v1, vk],
Vi = [vi, ui−1] = C\Ui for 2 ≤ i ≤ k, andWi = Vi \{vi} for i ≤ k−1. As Ak is tight,
it can easily be made proper and, hence, Gk is PCA. Since the arcs have pairwise
different left endpoints, we can identify V (Gk) = C. The graph can be described by
listing the pairs of non-adjacent vertices, namely viui, wiui, wiui+1, and u1uk. There
are no twins, and Gk is not co-bipartite because its complement contains an odd
cycle, namely u1w1u2w2 . . . uk. In accordance with Theorem 4.2, when we remove
from N [Gk] the hyperedges N [vi] = C \ {ui}, the hypergraph stays twin-free and
becomes strictly overlap-connected. This can be seen by looking at the following
path in the complementing hypergraph: N [u1] = {uk, v1, w1}, N [u2] = {w1, v2, w2},
. . . , N [uk−1] = {wk−2, vk−1, wk−1}, N [uk] = {wk−1, vk, u1}, N [w1] = {u1, u2}, . . . ,
N [wk−1] = {uk−1, uk}. The figure shows A3 and an arc model for N [G3] which has
the arcs of size n− 1 grayed out.
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Proof. As we just discussed, it is enough to consider the case that G is bipartite
and connected. Let V (G) = U ∪W be the bipartition of G into two independent
sets. Note that U and W span two connected components of the hypergraph N (G).
Consider an arbitrary proper arc representation α of G and the corresponding ge-
ometric order ≺α on V (G). Like in the proof of Theorem 3.7.2, notice that ≺α is
a tight interval order for each connected component of N (G) and, therefore, the
restrictions of ≺α to U and W , each considered up to reversing, do not depend
on α by Theorem 1.3.1. This still leaves two distinct possibilities of merging them
into ≺α. We now show that one of them is actually ruled out, and this will prove
that ≺α does not depend on α, if this order is considered up to reversing.
Note that, since G is connected, G cannot have universal vertices and we can
use Lemma 5.1.
The assumptions of the theorem imply that both U and W contain at least two
vertices. Let w and w′ be two vertices in W . Since w and w′ are not twins, they are
distinguished by adjacency to some vertex u ∈ U . W.l.o.g. suppose that w and u
are adjacent, while w′ and u are not. Since w is not universal in G, there is a vertex
u′ in U non-adjacent to w. Note that α(w′) and α(u) contain different endpoints
of α(w), and α(u′) and α(w) contain different endpoints of α(u); see Fig. 8. It follows
that the arcs α(w′), α(w), α(u), and α(u′) occur in the arc model exactly in this
circular order, irrespective of whether α(w′) and α(u′) intersect or not. Since the
quadruple w′, w, u, u′ was chosen in terms of the graph G alone and α was supposed
to be arbitrary, this conclusion holds true for any proper arc representation of G.
Therefore, there is a unique way of merging the restrictions of ≺α to U and W so
as to obtain an ordering of V (G) consistent with some geometric order. This proves
the desired uniqueness result.
If a graph has one interval or arc representation, we can obtain many other
representations, for example, by cloning some points of the circle. To disallow such
trivial modifications, let us impose some nonrestrictive conditions on interval and
arc models. Let x be a point in an arc system A. We call x inner if no arc of A
begins or ends at x. Suppose now that A is a proper intersection model of a graph G.
We can modify A so that it remains a proper model of G while the following two
conditions are true:
• no two arcs share an endpoint point; this can always be achieved by cloning
α(w′)
α(u)
α(w)
α(u′)
Figure 8: Proof of Theorem 5.2.
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a shared endpoint point (if x the right endpoint of A1 and the left endpoint
of A2, replace x with the pair x1, x2 so that A1 ends at x1, A2 starts at x2,
and x1 is the right neighbor of x2);
• there is no inner point (just remove all of them).
We call such arc models and representations sharp. Sharp interval representations
are defined similarly. Note that, if G has n vertices, any sharp model of G has
m = 2n points.
We now show that a sharp proper representation is reconstructible from the
associated geometric order. Given two sharp arc representations α and α′ of a
graph G, we say that they are equal up to rotation of the circle Cm if there is a
rotation σ of Cm such that α
′ = σ ◦ α. If σ is allowed to be also the reflection of
Cm, then we say that α and α
′ are equal up to rotation and reflection.
Lemma 5.3.
1. If sharp proper interval representations of a graph G determine the same geo-
metric order, then they are equal; that is, if ≺α=≺α′, then α = α′.
2. Suppose that G has at most one universal vertex. If sharp proper arc repre-
sentations of G determine the same geometric order, then they are equal up to
rotation.
Proof. 1. Let α be a sharp proper interval representation of a graph G and
v1, . . . , vn be the ordering of V (G) according to the geometric order ≺α associated
with α. It suffices to notice that α is completely determined by this order. Indeed,
let α(vi) = [ai, bi]. Then we must have
bi = ai + 1 + |N(vi)| and (2)
ai = i+ |{j < i : vj /∈ N [vi]}| . (3)
2. Given the geometric order of the vertex set associated with a sharp proper
arc representation α of G, we have to show that it determines α up to rotation. Fix
a sequence v1, . . . , vn according to this order. From this sequence we can determine
the clockwise neighborhood N+[vi] and the counter-clockwise neighborhood N
−[vi]
of any vertex vi. Suppose that α(vi) = [ai, bi] and a1 = 1. The latter condition can
be ensured by shifting (renaming) the points in the circle C2n, which results just in
a rotation of α.
By Lemma 5.1, if vi is adjacent to vj then α(vi) contains exactly one of the
endpoints aj and bj . We can now see that the start points ai and end points bi are
uniquely determined. Equality (2) holds true exactly as in part 1; whenever the
right hand side exceeds 2n, it has to be decreased by this number. Equality (3) has
to be adjusted. If vi /∈ N+[v1], then
[1, ai] = [1, b1] ∪ {aj : 1 < j ≤ i, aj /∈ [1, b1]} ∪ {bj : 1 < j < i, bj /∈ [ai, bi]} .
It follows that
ai = |[1, ai]| = 2+|N(v1)|+
∣∣{j : 1 < j ≤ i, vj /∈ N+[v1]
}∣∣+
∣∣{j : 1 < j < i, vj /∈ N−[vi]
}∣∣ .
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If vi ∈ N+[v1], then
[1, ai] = {aj : 1 ≤ j ≤ i} ∪
{
bj : vj ∈ N
−[v1] \N
−[vi]
}
,
hence
ai = |[1, ai]| = i+ |N
−[v1] \N
−[vi]|,
completing the proof.
Combining Lemma 5.3 with Theorem 5.2 (or with Roberts’ uniqueness theorem
for proper interval graphs), we immediately obtain the following result.
Theorem 5.4.
1. A twin-free, connected proper interval graph has, up to reflection, a unique
sharp proper interval representation.
2. A twin-free, connected PCA graph with non-bipartite or connected complement
has, up to rotation and reflection, a unique sharp proper arc representation.
Straight and round orientations. We conclude with discussing how Theo-
rem 5.4 is related to the results of Deng, Hell, and Huang [4]. We begin with
an overview of some concepts introduced in [4]. Recall that an orientation of a
graph G is a directed graph obtained from G by directing each edge. A directed
graph obtained in such a way is called oriented. Let D be an orientation of a graph
G. A straight enumeration of D is an interval ordering of N [G] such that every
vertex v splits the interval N [v] = [v−, v+] into the set [v−, v) of in-neighbors of v
and into the set (v, v+] of out-neighbors of v. Similarly, a round enumeration of D
is an arc ordering of N [G] such that [v−, v) and (v, v+] consist of, respectively, the
in- and the out-neighbors of v. If the orientation D admits a straight (resp. round)
enumeration, it is called straight (resp. round). Deng, Hell, and Huang [4] notice a
close connection between proper interval/arc representations of a graph G and its
straight/round orientations: G is proper interval (resp. PCA) if and only if its has a
straight (resp. round) orientation. This connection enables obtaining Theorem 5.4
from the following result in [4].
Theorem 5.5 (cf. Deng, Hell, and Huang [4]).
1. A twin-free, connected proper interval graph has, up to reversal, a unique
straight orientation.
2. A twin-free, connected PCA graph with non-bipartite or connected complement
has, up to reversal, a unique round orientation.
Though obtained in our paper and in [4] by completely different methods, The-
orems 5.4 and 5.5 are equivalent statements of the same nature. For completeness
we now derive the latter result from the former.
Proof of Theorem 5.5. We show part 2; part 1 is similar. Following [4], we first
notice that a proper arc representation of a twin-free graph G determines a round
orientation of G and vice versa.
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Given a proper arc representation α of G, define an orientation Dα of G by
directing each edge {u, v} as uv if α(u) contains the left endpoint of α(v). The
definition is unambiguous by Lemma 5.1. Note that the geometric order ≺α is a
round enumeration of Dα.
Note also that, if α′ is a rotation of α, then Dα′ = Dα. If α
′ is the reflection of
α, then Dα′ is the reversed version of Dα.
As observed in [4, Proposition 2.6] (see also [7, Theorem 3.1]), every round
orientation D of G is obtainable in this way, that is, D = Dα for some proper arc
representation α of G. Under the assumptions made for G, Theorem 5.4 states that
α is unique up to rotation and reflection. It follows that D = Dα is unique up to
reversal.
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