Abstract-A systematic and iterative method of computing the capacity circumstances, it is exponentially decreasing. Finally, a few inequalities of arbitrary discrete memoryless channels is presented. The algorithm is that give upper and lower hounds on the capacity are derived. very simple and involves only logarithms and exponentials in addition to elementary arithmetical operations. It has also the property of mono-
where here the probability is understood to range over the random choice of code as well as the selection of (r,s). From (61),
Pr{E,] = Pr{d(y,,r(l)) > n(@ + Crp + E)} 1 5 z(s)~ @ e, > c@ + Gcp + E .
(64) il i=l
We find the expected value (over e and s) 
where it denotes the number of l's in the binary n-tuple, and x(2) and x(l) are independent Bernoulli n-sequences with parameter +. Thus, for any E > 0, Pr{E2} 5 2 nR122"(H(.p+Pp)+O(lnn,n)+s,,2-n (69) where 2n(H(olii+Pl)+o(*nn'n)+c') denotes the number of points in the decoding sphere centered at y2. Consequently, if , RI2 < 1 -H(aj + up) -E,
then Pr{E,} + 0, as 12 -+ co. Collecting the constraints of (60) and (70), we see that if R2 = RI2 < 1 -H(ap + ccp)
RI < H(a) + RZ = 1 -H(ap + Ep) + H(a),
then E{Bl(")(e) + jjz("'(e)} = E{jl(")(e)} + E{&(")(e)} + 0.
Since the best code behaves better than the average, there must exist a sequence of [(2nRr,2"R~,2"R12), n] codes for n = 1,2,. . . , with RI = C(aj + ~?p) + H(a) -E Rz = C(aj + c7p) -E such that &(")(e) + j&(")(e) -+ 0, and thus jl(")(e) + 0, bz(")(e) + 0. Taking the limit of (R1,R2) as E -+ 0 proves the theorem.
(73)
I. INTRODUCTION tonic convergence to the capacity. In general, the approximation error is at least inversely proportional to the number of iterations; in certain matrix is square and nonsingular, and 2) each probability in the resulting input probability distribution is positive. It appears that for nonsquare channel matrices there exist no general algorithms that compute capacity exactly and straightforwardly.
Recently, Meister and Oetti [2] proposed an iterative procedure based upon the method of concave programming and showed that it converges to the capacity. This paper is also concerned with an iterative method for calculation of the capacity. The procedure turns out to be somewhat similar to that given by Meister and Oetti [2] , but the idea originates from a concept of generalized equivocation measure due to the author [3] . Therefore, without using the concept of concave or convex functions, it is shown that the algorithm has the property of monotonic convergence to the exact capacity. Finally, along with some results concerning speed of convergence, a few inequalities giving upper and lower bounds on the capacity are presented.
II. MUTUAL INFORMATION AND EQUIVOCATION
Denote a discrete memoryless channel with it input and m output symbols by the stochastic m x n matrix P:
where p(i/j) 2 0 and xy= 1 p(i/j) = 1. As a matter of course, we assume that for every i (i = 1, . . . ,m) there exists at least one j (j = 1, . . . ,n) such that p(i/j) > 0. To simplify the notation, two types of sets of probability distribution vectors are introduced as follows:
i= 1
For example, the m-dimensional probability vector ~(./j) = K~(1l.h. . . &G>l (3) belongs, in general, to Dk. The mutual information concerning the channel P is defined by where Z(RP) = H(P) -ff(P;p>t (4)
j=l H(P;P) = -i i; PCi/.OPj log P(iij) Pj
i=l j=l wherep = (pl,. . . ,p,) E D" is a probability vector of input symbols. From Shannon's coding theorem [3] the capacity of the memoryless channel P, which will be denoted by C(P), is given by C(P) = max Z(P;p). PEP
On the other hand, one can generalize the concept of the equivocation measure H(P;p) defined in (6) . In fact, according to [4] , a stochastic a x m matrix 4 is introduced such that 4 = {dG/i>>, i = l,...,m, j = l;..,n,
where &j/i) 2 0 and CJ= i &j/i) = 1 and the generalized equivocation is defined as J(P;P,$) = -5 i; P(i/j)Pj log +(j/i>. i=] j=l (9) Then, if 4(j/i) is defined by the Bayes formula = p*(jli), WY k (9) becomes equal to H(P;p). Furthermore, one can easily prove the inequality
where P* is the stochastic matrix whose (j,i)th entry is p*(j/i) as defined in (10). In view of this fact, one obtains another characterization of the capacity as
n where 0 denotes the set of all stochastic matrices satisfying (8).
The following well-known proposition will be utilized subsequently, e.g., see [5, theorem 7. 
Moreover, if p", . . . ,pkel E 0" all maximize Z(P;p), then any linear combination such that
where a = (cc~, . . . ,ak-i) E Dk also maximizes Z(P;p) and in addition jgl P(i/j>Pj" = ' ' * = j$l AilA pjk.
III. ITERATIVE PROCEDURE AND CONVERGENCE
Based upon the characterization (12) of capacity, we now propose a procedure for capacity evaluation, which comprises the following steps. i) Initially, choose an arbitrary probability vector p1 E D" (in practice the uniform probability distribution pjl = llnforallj = 1,-e. ,n is generally suitable). Then, the following two steps are iterated as t = 1,2, . . . . ii), Maximize H(p') -J(P;p',$) with respect to 4 E CD while fixing pt. According to (11) the maximizing 4 is Corollary 1:
C;= I p(Wpk' ' where that is, C(t,t) = = :a; [H(P? -J(P;P',#I E H(P') -J(P;P'A+).
(17)
Now we prove the convergence of the procedure. Theorem 1: Let p1 e D". Then the values C(t,t) defined iii), Maximize H(p) -J(P;p&') with respect to p E D" while fixing 4'. This maximizing probability vector, denoted by p*+', is given by
In fact, the following lemma is quite obvious. Lemma I: For any fixed 4 E CD,
where p* E 0" is given by by (17) converge monotonically from below to the capacity C(P)as t + co. Proof: At step iii),, let
Then, it follows from Corollary 1 that
j=l and, furthermore, from the definitions of C(t,t) and C(t + 1, t) it follows that C&l) I C(2,l) I C(2,2) I . . . I C&t)
.. I C(P). (29)
Let p" be one of the input probability vectors maximizing the mutual information; i.e., I(P;p') = C(P). Then, using the notations j = 1; * ',?I. = -c(t + 1, t) + c pk" (c
The right-hand equality of (22) reduces to
Taking into account the relation Cjpj* = 1 and (23), we have (20) for pj* > 0. As for the case pj* = 0, note that from the continuity of F(p) in p E p there exists at least one i such that 4(j/i) = 0 and p(i/j) > 0. Therefore, to avoid confusion, we assume that log 0 = -co and 0. log 0 = 0. Thus the relation (20) is valid even for pj* = 0. Since the last term of (31) is nonnegative, jl 4io log Gd%h? 2 $l 4io (1 -5) = 09 L it is seen that C(P) -C(t + 1, t) I i pk" log (p;+'/pkf). 
Pk" log (Pk"hkl) (33) k=l for any integer N 2 1. Note that the right-hand side of (33) is finite and constant since pi E D". Thus, since the value C(P) -C( t + 1, t) is nonnegative and nonincreasing with increasing t, it has been clearly shown that lim C(t + 1, t) = lim C(t,t) = C(P).
(34) f'rn f'rn Corollary 1: The approximation error e(t) = C(P) -C(t + 1, t) is inversely proportional to the number of iterations. In particular, if p1 is chosen as the uniform distribution, then (37) i pk" log (pk"/pkN) = i -pk" log k=l k=l to zero implies (36). Therefore, to show the convergence of w(N), we rewrite (31) as follows:
jl w(t) = i (E 4: 1% (4iohi')) t=1 i=l s i t=1 k& Pk" log (P:+'/P,') = k$l Pk" log (P;+l/Pkl)
where pT denotes the transpose of the channel matrix P, k=l the notation (x,y) for vectors x and y denotes the inner where the nonnegativeness of C(P) -C(t + 1, t) is product, and P,,Q, are diagonal matrices such that taken into account. Since p1 E D", the right-hand side of (38) is finite and constant. Thus, (38) implies that w(N) + 0 asN+ co.
P, = [fyp;j, PO = rf*..,"..).
IV. SPEED OF CONVERGENCE If 6 > 0 is chosen sufficiently small, then from (42) and (43) In the case where the input distribution p" achieving one can choose an integer N such that the following capacity is unique and belongs to D", we can deduce more inequalities are satisfied simultaneously :
detailed results. In particular, the speed of convergence is considerably improved over that predicted by Corollary 1 i pk" 1% (pk"/pkN) s +(h pOld), k=l of Theorem 1.
Theorem 2: If the input distribution achieving capacity f qi" log (qiO/qy) 2 +(d, PTQo-'Pd)* (44) is unique, then the sequence of input distributions pf coni=l verges to p" monotonically, in the sense that
To show the positive definiteness of the matrix PTQo-lP, assume that there exists a nonzero vector < E R" such that Pt = 0. Then the vector t clearly has a representation of the form
where c1 and fl are scalars, e is the n-vector whose components are all equal to unity, and d' is an n-vector that is orthogonal to e. Note that the assumption P[ = 0 implies 
Substituting this inequality into (44), and noting that on account of Theorem 2 the same discussion is valid for all t such that t 2 N, we obtain i$l 4i" log (4i"/4i') 2 g i j=l On the other hand, it follows from (31) that Theorem 4: Let P, and P, be m x n channel matrices, respectively, CI an arbitrary number such that 0 5 CI I 1, and 4 an arbitrary n x m stochastic matrix. Then the following inequality holds : Applying the Holder inequality to the right-hand side of (54),
Equations (54) and (55) constitute (52).
Using (51) and (52), we can easily prove the following inequality, which was first given by Shannon [7] .
Corollarv I : In this section we will derive some properties of C(P). In particular we give some approximation formulas that give upper and lower bounds on the capacity.
First, let
Note that the exact form of C(P,c$) is given in (19) and C(P&) I C(P). Of course, from Proposition 1 max C(P,$) = C(P). 
Now we will present four types of inequalities that give upper and lower bounds to the capacity.
Theorem 5:
ARIMOTO:
iv) C(P) I log n + max i$I p(i/j) j [
Here A is defined as
where ji denotes one of integers arbitrarily chosen from 1 to n, correspondingly to each i, and q",, 1 A) = -;log;-(1 -R)log(l -;I. 
Substituting these into (19) yields both ii) and iii). In order to prove iv), let p E D" be arbitrary and p" E p be a distribution achieving capacity. Then it follows from Proposition 1 that C(P) = igl jil P(i/.8Pj" 1% P(W/4i" 
The inequality iv) follows immediately from setting pj = l/n for j = 1, . . + ,n in (67).
It should be noted that the inequality i) is an extension of Helgert's (see [8, theorem 11) .
Numerical Example: Consider the channel matrix (68) which is the same as that given by Helgert [9] as a computation example. Table I shows upper and lower bounds on the capacity of the channel given by (68). (Throughout this example, the logarithm to base 2 is employed.) Numerical results corresponding to i)-iv) in Table I 
In fact, the iterative procedure proposed in Section III yields Table II , where p" is the input distribution achieving the capacity C(P) = 0.161628. It should be noted that in this case the straightforward method due to Muroga [l] cannot be applied, since it leads to a negative probability p20 < 0.
I. INTRODUCTION I
N THE engineering applications of random signals it is often assumed that if a stationary process x(t) is the input to a linear system, then the resulting response f 00 y(t) = x(t -u)h(u) dcc (1) -CC tends to a normal process as the bandwidth w. of the system tends to zero. This theorem is not always true, as one can show with a trivial counterexample. However, it holds under fairly general conditions. To apply it meaningfully, we need to establish not only conditions for its asymptotic validity, but also realistic bounds for the deviation of y(t) from Gaussianity for a given w. # 0.
As one might expect from the central limit theorem, y(t) will approach Gaussianity if the past x(u), u < t, of the process x(t) is "almost" independent of its future x(u), u 2 t + z, for sufficiently large z. This loose requirement is precisely formulated in Rosenblatt's classic paper [I] as follows.
Let B, and F, be the Bore1 fields generated by the random variables x(u) for u 2 t and u 2 t + 7, respectively. We say that the process x(t) satisfies the strong mixing condition if there is a function g(cc) with 0 I g(u) 1 0 as u+co such that for any pair of events B E B,, FE F,
If'W) -W)W)I < g(4.
Assuming further that the moments of x(t) of order up to four exist and satisfy certain conditions and that its power spectrum S(o) is such that S(w) > 0,
he shows that the output y(t) of a certain class of filters tends to Gaussianity. In applying Rosenblatt's result, we are faced with the problem of testing the mixing condition (3). Furthermore, the problem of establishing realistic bounds for the distance of y(t) from Gaussianity remains. In this paper we shall overcome these difficulties but only at the sacrifice of generality. We shall base our analysis on the assumption that the process x(t) is a-dependent, i.e., that the events B and F are independent for 7 > a. This assumption is equivalent to the condition L44 = 0, u > a.
The above is, of course, more restrictive than (2); however, it holds in many applications and can often be readily established. Suppose, for example, that x(t) is the output
