In Beurling's classification, one speaks of the analytic case when fl< ~. When ~=fl=0, one distinguishes between the non-quasianalytic case when f_= (1 +x2)-1 log w(x) dx < oo and the quasianalytic case when this integral is infinite.
Let Sw be the strip or real line {z~C: fl<=Imz~}. If we extend L~(R) by adding a unit, the corresponding maximal ideal space can be identified with Sw u {~}, the one-point compactification of Sw, with the Gelfand transform on L~(R) identified with the Fourier transform y(z) = f=_= f(Oe -''z at, z~sw.
Since L~(R)cLI(R), L~(R) is semisimple, that is, the Fourier transform f~--~f is injective. Hence L~(R) can be viewed as a subalgebra of Ao(Sw), the Banach algebra of functions, holomorphic in S~ and continuous on Sw w {~}, having the value 0 at ~, under the supremum norm on S~. One can easily show that L~(R) is dense in Ao(S~). Let us sketch the argument: One shows that functions with rational Fourier transform with poles outside S~ belong to L~(R) and that they are dense in Ao(S~).
An ideal 1 in LI(R) (or Ao(Sw); then the Gelfand transform is the identity) is said to be primary at ~ if it is closed and z(I) = (~ (z~S~: f(z) = 0} = o.
If there are no non-trivial primary ideals at ~, spectral analysis is said to hold in the algebra.
If a=fi-0, so that Sw is a line, it is evident that Ao(S~) is regular, which implies that the only primary ideal at oo is the trivial one: the algebra Ao(Sw) itself. N. Wiener [21] showed in 1932 that the same result holds for the subalgebra LI(R). This is often referred to as the General Tauberian Theorem.
A few years later, A. Beurling [3] extended Wiener's theorem to the algebra L~(R), where the weight w has some slight regularity properties and satisfies the non-quasianalyticity condition f_== (1 + ~)-1 log w (x) dx < o~.
In his thesis [16] 1950, B. Nyman managed to construct counterexamples in some quasianalytic cases, which is to say that he found certain non-trivial ideals, primary at oo.
Recently, Y. Domar [9] showed by extending the technique developed by Vretblad in [19] that counterexamples can be found in all quasianalytic cases. His result will be used to give a relation between two conditions on subadditive functions; it is presented in Lemma 2.6.
We shall discuss here the analytic case ~t>fl, that is, when the strip Sw has positive width.
Let D be the open unit disc in the complex plane, and let the disc algebra A (D) be the Banach algebra of holomorphic functions in D which extend continuously to the boundary, with the supremum norm.
Mapping SO,, conformally onto D, we can identify Ao(S~,) with the closed ideal
{fEA(D): f(--1)=f(1)=O} in A(D).
The Beurling--Rudin theorem (see [17] ) can be used to give a description of all closed ideals in A0(Sw), especially those primary at ~o. However, this result turns out to be non-trivial. It is proved in Theorem 3.1.
One obtains a doubly indexed chain {leg }, which contains all ideals that are primary at oo. B. Nyman [16] showed that the corresponding ideals appear in L~(R), too, and that every primary ideal at ~o is contained in one of these ideals; if w is the weight w(x) = e ~lxl (~ > 0), which clearly satisfies (0.1).
In 1958, B. I. Korenblum [14] showed, independently of Nyman's thesis, that all primary ideals at oo are indeed of the form Ig~ n L~(R), where w is the weight considered by Nyman. In 1973, A. Vretblad [19] extended Nyman's investigations to very general weights, in a way which connects the evasive ideals in the analytic and quasianalytic cases.
The object of this paper is to investigate for which analytic Beurling algebras the primary ideal structure at infinity is tha same as in Ao(Sw), in the sense that every ideal, primary at 0% is of the form ~r~.nZL(R).
The conclusion, formulated in Theorems 3.3, 3.5 and Remark 3.6, is that this is the case if the weight w satisfies certain rather weak conditions on w: s deviation from the exponential case. This is a generalization of Korenblum's result which cannot be obtained without major modifications of his method. In a sense, one could say that the method is simpler because it is more dearly seen why certain arguments work. For example, we use Domar's [8] method to obtain the analytic continuation of the Carleman trans-form, the rather strong theorem of Levinson and Sj6berg, and Ahlfors's delicate distortion inequalities.
The question if the description of the evasive ideals in the quasianalytic case given by Vretblad in [19] is complete is still open, although there might be reason to suspect that his description is incomplete.
I. Assumptions and notation
Now and onwards, we let w be a real-valued, continuous function satisfying the following set of conditions, (1.1--1.2).
(1.1)
w(x)= exP(2Ix,+~(x) ), xER,
w(x+ y) <= w(x)w(y), x, yER.
From (1.1) and (1.2) it follows that OJR+ and OlR_ are subadditive, and in a second step that ~b(x)=>0, xER. For all weights w satisfying (1.1-2), Sw={z~C:
[Im z[~-}, so to simplify our notation, we write S instead of Sw. Sometimes we shall need the following additional assumptions:
(1.4) f~ log + log + M,(e)de < o%
fo l~ l~ Mr d~ <oo.
The dual space (L~(R))* can be identified, in an obvious way, with the space L~(R) of (equivalence classes of) measurable functions f such that f/wEL=(R).
In bracket notation, (f,g)=-f~f(x)g(x)dx, for fEL~(R) and gELS(R). This identification could, of course, be made for continuous weight functions w not satisfying (1.1--2), too. Put According to the classification of A. Vretblad [19] , it follows that I + and I~-are closed primary ideals corresponding to the point at infinity and that I~ #I~ if ~#a~ and I~#I;, if fl~#fl~, under the growth condition ~(x) dx <oo (1.6) f-== 1 + He adds the condition that w be even, but his results remain valid without it. However, in our restricted case, the fact that these ideals are closed is most easily demonstrated using the Beurling--Rudin theorem in the way suggested in the introduction. This will be done in the proof of Theorem 3.5. Lemma 2.6 shows that in case g, is subadditive, (1.4) is equivalent to (1.6); since then ~(x)<=r for xER, (1.5) is a simple consequence of(1.4).
Preparatory lemmas
Our first lemma relies heavily on a technique developed by Y. Domar in [8] . v denotes the transform f(x)=f (-x) , as is standard in Fourier analysis. 
which determines g uniquely, can be continued analytically to a function holomorphic
By (2.1), we can define 
If
is holomorphic in S ~ the extension of fr is given by
Proof Let B be the algebra L~(R) extended with a unit. The unit can be identified with the Dirac measure 6.
Let q~ be the M6bius mapping By assumption g.f=O, which implies that (f, g)=0, so that the extended g annihilates (f), the closure of the ideal (f) generated by fin B.
Therefore g defines a corresponding continuous functional go~ on B/(f) by the relation (b + (f), g(y)) = (b, g) for all b~B.
In [8] Domar defines the analytic transform G of g:
which is shown to be holomorphic in C\a(Z(f) u {oo}) (Theorem 2.4 [8] ).
Substituting ~=q~(z), with ~o defined by (2.5) and recalling that (6, g)=0, we obtain the relation (2.6)
where (q is the analytic function defined by (2.2). Sinee G is holomorphic in C\fi(Z(f)u {~,}), we conclude that ff can be extended analytically to C\Z(f).
We will keep the symbol ~ for the extension. By Theorem 5.1 in [8] , there exists a one-to-one correspondence between the functional g and the holomorphic function G; hence f# determines g uniquely. The first part of the lemma is now proved.
It should be observed that C\Z(f) is a connected open subset of C since f is non-zero and f is analytic in S ~ so that f# is determined by its behaviour on one of the connected components of C\S. This means that g is determined uniquely by its values on, for example, R+. 
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for zoES ~ and zES.
We are going to show that
By (2.6), this amounts to proving that
Using (2.9), we find that
Multiplying this expression by z-~, we see that
is the inverse of a-ga modulo (f) for ~<a(a0\z(f)). Recalling that (6, g)=0,
this proves the lemma.
Remark 2.2.
The function f# defined by (2.2--4)is frequently called the Carleman transform of g. The, e has been some doubt about who invented this device; maybe the analytic transform is a better term.
We shall need the following estimate:
--5). Suppose f6L~(R)\{O} and gELS(R) satisfy g. f =O, and that the function f# defined by (2.2--4) is entire. Then there exists a posi-
tire constant c such that
Proof. Note that (1.5) implies that M~(e) is bounded for every e>0. This is due to the fact that M~ is a decreasing function.
In the following we use the function h as defined in (2.
3). Let us write z=x+iy.
A simple calculation shows that the first of the following estimates is valid.
where d is, as in Lemma 2.1, the Euclidean metric in C, and 2140 and Mff were defined in (1.3). (2.11) is a combination of (2.7) and (2.8).
In the upper half-plane, we have an explicit formula for the Poisson kernel.
To use this, let (p~ be the conformal mapping z~+iexp , zES ~ for 0~e<=~ -(see Figure 2 .4).
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Let S, be the set {z6C: lira zf<~-(1 -e)}, which ~o, maps onto the open upper half-plane. 
where 7r= and 7H= are real, Since ~F, and %. are finite for every e>0, we conclude, by the definition of q~,, (2.14) and (2.15) that (2.16) ~r~ = ~a. = 0 for all e>0.
To see this, choose ~' >e >0. We will show that efo,-0 provided that ev< oo. Now we have that ~eo, = -lira sup r log ]F., (i~)l In the same fashion as we derived (2.16) we obtain (2.17) fir, = fin, = 0 for every ~>0.
Inserting (2.16) and (2.17) into (2.12) and (2.13, resp.) we get for e>0 ff~/-/ that 
Since F0(~0)r the left hand side of this inequality is, by continuity, uniformly bounded from below for e less than some co>0 and we obtain the estimate Since the above estimate of z~-~log + log + (l (z)l does not depend on x and n and is integrable in the y-interval [-~z, ~], due to (1.4--5), there exists, according to the log-log theorem of Levinson and SjSberg (see [15] , Theorem XLII, Theorome III in [18] or Theorem 4.1 in [11] , and, for some further developments, [7] ) a (finite) constant M, independent of n, such that Since ~(z) is bounded for [yl >~ ~ by (2.10), this inequality is valid in the whole complex plane, which proves the lemma.
Remark 2.5. When one tries to obtain a Tauberian theorem like Theorem 3.3 for the ideal chains in [19] in cases when (1.4--5) are not satisfied, the extension of Lemma 2.3 is the major crucial point.
Here follows a lemma about subadditive functions. Recall that My was defined by (1.3). Domar [8] shows that G extends to an entire function (see [8] , Theorem 2.4 and Example 3.2), and that G determines g uniquely (see [8] , Theorem 5.1).
A simple calculation shows that the following estimate is valid:
where d is, as in Lemma 2.1, the Euclidean metric in C. If (1.4) holds we can apply the log-log theorem of Levinson and SjSberg (see [i5], Theorem XLII) to deduce that G is bounded in the whole complex plane. By Liouville's theorem G is a constant, which has to be 0, since by the definition of G,
G(z)~O as ]Im z[---~o. Hence g=0, and by Hahn--Banach's theorem, I=L~(R).
This gives us a contradiction; hence (1.4) cannot hold. That does it.
Remark 2.7.
Observe that the previous proof implicitly proves the Tauberian theorem for Beurling algebras, without using the fact that L~xp0(R) is regular if ~k satisfies (1.6). This should be compared to Dales and Hayman's article [6] . Lemma 2.6 could probably be deduced from Lemma 1 in [4].
Main results
As in the introduction, Ao(S) denotes the Banach algebra of functions analytic on S o and continuous on S to {~}, having the value 0 at 0% under the uniform norm. Conversely, is it true that each closed ideal J in I0 is an ideal in A(D)? We shall see that the answer is affirmative. Hence the Beurling--Rudin theorem (see [17] ) can be used to give a complete description of all dosed ideals in Ao(S).
Theorem 3.1. Each closed ideal J in Io is a (closed) ideal in A (D).
Proof. Define, for each positive integer n,
One readily sees that e, EIo for each n, and that (3.1) e,(z)~l, as n-+~o uniformly on each compact subset of ~\{-1, 1}. Putting z+l ---iz_-7-i-, which z-1 is transmaps D onto the lower half plane, we see that the first factor n n(z-1)-1 2ni formed into , the modulus of which is bounded by 1 in the lower half2ni-~ + i plane. A similar argument for the second factor yields that Ile.ll=o~ 1, n=1,2,3 .....
This, together with (3.1); implies that (3.2) [le, x--x[[o~-+O, as n-~oo, for each xEl o.
This is to say that {e,} form an approximate identity in Io (see [22] ). Select two arbitrary elements, xEJ and yEA(D). It is sufficient to prove that xyEJ. Since JcIo and I0 is an ideal, xyEIo. Hence, by (3.2) xye n-+ xy, as n~o~. Now ye, EIo since e, EIo. Thus xye, EJ, so that xyEJ = J, which establishes the theorem.
Remark 3.2.
The main ingredient in the proof of Theorem 3.1 is (essentially) the fact that A(D) meets the strong analytic Ditkin condition, which for instance is satisfied for the Wiener algebra F(/I(N)), too.
Here the two main results follow. 6+ (f) and 6_ (f) were introduced in Section 1. 
IM= L~(R).
Proof Write z=x+iy. Let the functional gELS(R) annihilate the closed ideal IM.
Due to the theorem of Hahn--Banach it is sufficient to show that g=0. gEI~ is equivalent to g.f= 0 for all f in M.
Let ~ be the corresponding analytic (Carleman) transform, that is, the function defined by (2.2--4). By Lemma 2.1 ~r is entire. Applying Lemma 2.3, we find a constant c such that We assume the latter and will try to obtain a contradiction. Let co(z, 4) be the harmonic measure having the value 1 on the set {zE0f2+: We are now about to use a generalized Phragm6n--Lindel6f argument.
According to the first distortion inequality of Ahlfors (see [1] and K. Haliste [12] In the following, letters C with indices stand for positive (finite) quantities that do not depend on 4.
Since log l~ll is a subharmonic function, we have f -0 < log I~l(z,)l <= re(z0, ~) log M(~) <= C~ log M(~) exp _ ~o 1 +20(t) ---< C2 log M(~) exp (-f~ (1 -0 (t) The same kind of argument works in the left half-plane, too, so that ff is bounded in the whole complex plane.
Applying Liouville's theorem, we find that f~ is a constant which has to be 0 by (2.2). Thus --by Lemma 2.1 --g=O, and the theorem is established.
The proof of the following theorem was inspired by ideas from Korenblum and Nyman. This time (1.4--5) do not suffice; observe that by Lemma 2.6, the condition on ~k in Theorem 3.5 actually implies (1.4--5). The ideals 1 + and 1~-were introduced in Section 1. 
{fEAo(S): limsupe"loglf(x)l <=-2}"
I~z is the intersection of this closed ideal in Ao(S) with L~(R); hence by the simple norm inequality Ilfl[=<-ll/llw, 152 is closed. This shows that I~ is closed.
A similar argument for I~ shows that this, too, is a closed ideal. Vretblad [19] showed this result with some extra regularity on the weight w, but his technique was quite different from ours.
To show the opposite inclusion, that is, that IM~I~ nI~, it is sufficient to prove that every functional gELS(R) satisfying g ~f= 0 for all functions fin M also satisfies this equality for all fEIf n I~. Roughly speaking, our technique will be to multiply the functions in IM by a suitable growth function and then to apply the Tauberian Theorem 3.3.
We write z=x+iy and ~---~+it/. Let us keep the notation 2(x) = log+log+M~(x) and from the proof of Theorem 3.3.
According to the assumptions on 0 (one of which is (1.2)), 0 is subadditive, so by Lemma 2.6, (1.6) implies (1.4--5). Hence the conditions of Theorem 3.3 are satisfied.
Put ~=~2+u-O~, or explicitly, f2 = {z = x+iyEC: 'Yl < 2+ 0('xl)} 9
Let q~ denote a conformal mapping ~2~S ~ which can be extended continuously so that + ~ and -co are mapped onto themselves. Such a function ~0 exists and extends to a homeomorphism ~ u {-o% + ~} ~ S u { -~o, + ~o} __ due to a famous theorem by Carath6odory --since the boundary Of~ w {-~, + co} is a Jordan curve.
By a refined version of Ahlfors's distortion inequalities, due to Warschawski (see [20] , pp. 290---296, Theorems III(a) and IV(a)), we find, using (3.5) , that (3.7)
Re ~p (z) = x+0(1), as lxl~o~, uniformly in y.
We have to check that Warschawski's conditions are satisfied. To this end, we will first show that log M r is a convex (and decreasing) function. Choose 0< t< 1 arbitrarily. Then, by Hrlder's inequality, Since log M r is strictly decreasing, unbounded, and convex, a simple argument, which we are about to present, shows that where K is a positive constant. The term from infinity vanishes because of (3.7) and (3.5), which implies that
Mq,(tx+(1-t)y) = f= e -(t~'+(1-t)y)f~l+r d~
xO(x)~O, as x-~+o~.
Combining the above estimates we have now shown that ~ is a well-defined harmonic function.
By the construction Q coincides with r on 0f2. Let R denote the holomorphic function which satisfies Changing the path of integration, which evidently is allowed, we obtain 1 lf2~r r, 9(z)e't=dz,
where/'i and F~ are the two components of 0f2, directed from -~ to + ~,/"1 being the upper one. We get, by (3.6),
Mo(O(x))dx= Co
expt-~-e +e"l' dx <o~. The corresponding result for (-co, 0) yields that vEL~(R). Let 8 8
We now intend to prove that z~-~K(z), zE S, too, is the Fourier transform of a function kELp(R). First we will show that
is bounded in ~2. By (3.10), this expression is bounded on 0~2: The generalized Phragm6n--Lindel6f argument using distortion inequalities, used for ~qo in the proof of Theorem 3.3, applies to Ko, too, and together with the fact that 0(]x])-*0 as Ix]-* co, it shows that Ko is bounded in ~2, since K0 is bounded on 0~2. Hence Changing the path of integration in the Fourier inversion formula, which is allowed by (3.11), we obtain 
1,(t) = f r, K(z)e'tZ dz = 5-Y f ,-,
We get by (3.6) and (3.11) that
Ik(t)lw(t)dt <-
expe q-~ e -~ = C2 fo exp (1 e~X)M~, (0 (x))dx = C~ fo exp (_1 e-~:, + e , )ax < co.
We conclude that kELp(R). We will soon establish that to each fEI~ c~Is there exists a unique fEL~(R) such that (3.12) v*f = k *f.
Taking this for granted for the moment, we will show how the theorem follows. By the definition of K=~,
/ xfim e -~ log IK(x)l = --al, (3.13) [ l+im e ~log IK(x){ =-6s.
To see this, we will show that Combining these estimates, we obtain the desired result
fo(iy) = o(y), y ~+oo.
This completes the verification of (3.13--14) . By (3.14), lim e -Ixl log lg(x)l --0, for all functions fEI~ nI~,, which was the desired conclusion.
All that remains to us now is to establish the existence of f in (3.12) for every fEI~ nI~.
(3.12) can be reformulated in the following way: 3 
(3.15) /(z)=f(z)exp(a,e=+a~e')exp(--e'-g=--e--g=)exp(--aR(z)), zES.
By the Phragmdn--Lindel6f principle, f(z) exp (61 e = + 5s e-') is bounded on S. Combining this with the expression (3.15) and the Fourier inversion formula, we obtain and L~xp~,(R), respectively, this will be sufficient by (3.16) to prove that fELa~(R). expression for y=-~-is the Fourier transform of an element 1
We shall make the necessary verifications for hi. For h2 the process is analogous. This finishes the proof of the theorem. + Remark 3.6. Theorem 3.5 is another way of stating that the chain {I~ n I~'},,,_~o contains all closed ideals primary at infinity.
Hi(z)
It is easily established that NI Z= NX~-={o}.
>0 ~>0
In the last proof we constructed some elements in L~(R), among them the function k, which by (3.13) belongs to If nI~. In fact, k generates I~ c~I~, by (3.13). Since f~(z) has no zeros in S, If nI~ is a (closed) primary ideal at co for each pair 61, 62~0.
Naturally, under the restraints imposed on ~ in the formulation of Theorem 3.5, Theorem 3.3 is a simple consequence of Theorem 3.5.
