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Abstract
We solve the Killing spinor equations of 6-dimensional (1,0) superconformal the-
ories in all cases. In particular, we derive the conditions on the fields imposed by the
Killing spinor equations and demonstrate that these depend on the isotropy group
of the Killing spinors. We focus on the models proposed by Samtleben et al in [10]
and find that there are solutions preserving 1,2, 4 and 8 supersymmetries. We also
explore the solutions which preserve 4 supersymmetries and find that many models
admit string and 3-brane solitons as expected from the M-brane intersection rules.
The string solitons are smooth regulated by the moduli of instanton configurations.
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1 Introduction
Recently there is some interest in understanding superconformal theories in 6 dimensions.
This has been prompted by the expectation that the worldvolume dynamics of multiple
coincident M5-branes is described by such a superconformal theory. The main evidence
for this is that the near horizon geometry of the M5-brane supergravity solution [1] is
AdS7× S4 [2] and so the theory which describes the worldvolume dynamics must exhibit
a SO(6, 2) symmetry. Since AdS7 × S4 is a maximally supersymmetric solution of 11-
dimensional supergravity, the worldvolume theory must also have 16 supersymmetries or
32 fermionic symmetries after including an additional 16 fermionic symmetries associated
with the superconformal generators. In addition for the multiple M5-brane systems that
are considered here, the dynamics of the theory should be described by gauging (2,0)
tensor multiplet in 6 dimensions in analogy to similar constructions for M2-branes [4,
5]. Such a (2,0) theory has been suggested in [6], see also [3] for a bosonic theory.
However, the closure of the supersymmetry algebra requires that some of the fields must be
independent from one of the worldvolume directions which makes the theory effectively 5-
dimensional. In addition, as in the M2-brane case the construction is based on Lorentzian
3-Lie algebras. The description of dynamics in terms of Euclidean 3-algebras which leads
to theories with better unitary behaviour is limited by the rigidity of their algebraic
structure [7, 8] which does not allow for a general gauge group. As for M2-branes [9], one
may consider M5-brane systems preserving less than maximal supersymmetry. Following
this, Samtleben et al [10] proposed a 6-dimensional (1,0)-supersymmetric superconformal
theory, see also [11]. The construction is based on gauging (1,0)-tensor multiplets and
relies on the introduction of appropriate Stu¨ckelberg-type couplings. Some of the models
constructed have a Lagrangian description provided one uses a prescription to deal with
the kinetic term of self-dual 3-form field strengths of (1,0) tensor multiplets.
One of the results of this paper is the solution of the Killing spinor equations (KSEs)
of the (1,0) superconformal theories in 6-dimensions. In particular, we shall derive all the
conditions on the fields in order a configuration preserves a fraction of supersymmetry.
The novelty of our approach relies on the systematic investigation of all possible conditions
that can arise. The supersymmetric configurations of a field theory include the solitons
and instantons, and so are key ingredients in the understanding both its classical and
quantum properties. For those theories that are associated to a brane construction, like
for example those that describe the worldvolume dynamics of (multiple) branes, the su-
persymmetric solutions have an additional interpretation in terms of brane configurations
and so are instrumental in the understanding of the various phases of the theory.
We shall mostly focus on the models presented in [10]. However our method can be
extended to all theories as it depends on the properties of spinors in 6 dimensions instead
of the details of the specific model. As a consequence the form of the KSEs is the same
in all theories with 8 supercharges. Although the dependence of the various terms on the
fields may vary from theory to theory, this does not affect the applicability of the spinorial
geometry technique [12] as adapted to 6-dimensional (1,0) supergravity in [13, 14] which
we have used to solve the KSEs. In particular for the models in [10], we find that they
admit solutions preserving 1,2,4 and 8 supersymmetries. In all cases, we explicitly present
the conditions imposed on the fields.
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Next we shall focus on the solutions which preserve 4 supersymmetries, ie the half su-
persymmetric solutions. An inspection of the conditions that arise from the KSEs reveals
that for all 6-dimensional (1,0) superconformal theories allow for the presence of string
and 3-brane solitons. However, the existence of explicit solutions carrying appropriate
charges is a model dependent property which depends on the couplings and the field con-
tent of a theory. For the half supersymmetric solutions, in addition to KSEs, we shall
also investigate the field equations and Bianchi identities. In particular for the class of
models in [10], we shall present explicit string and 3-brane soliton solutions. In particu-
lar, the string solutions are smooth and supported by instantons. Clearly in an M-brane
setting such worldvolume solitons are expected on the grounds of M-brane intersection
rules [16, 17]. In particular, M2-branes end on M5-branes on a self-dual string and two
M5-branes intersect on a 3-brane.
This paper is organized as follows. In section 2, we present the field content, super-
symmetry transformations and KSEs of the models which we investigate later. In section
3, we give the solutions of the KSEs in all cases. In section 4, we present the conditions on
the fields for backgrounds preserving any number of supersymmetries. In sections 5,6 and
7, we investigate the half supersymmetric solutions in a number of models and explicitly
give several string and 3-brane solutions. In section 8, we state our conclusions which
include a brief discussion on the applications to M-theory. In appendix A, we derive the
field equations of the theory from the KSEs using the Bianchi identities.
2 (1,0) superconformal theory and KSEs
2.1 Fields and supersymmetry transformations
The (1,0) superconformal model of [10] has been constructed by gauging an arbitrary
number of tensor multiplets and the introduction of appropriate higher form fields which
are used in Stuckelberg-type couplings. The field content of the vector multiplets is
(Arµ, λ
ir, Y ijr), where r labels the different vector multiplets and i, j = 1, 2 are the
Sp(1) R-symmetry indices, Arµ are 1-form gauge potentials, λ
ir are symplectic Majorana-
Weyl spinors and Y ijr are auxiliary fields. The field content of the tensor multiplets is
(φI , χiI , BIµν), where I labels the different tensor multiplets, φ
I are scalars, χiI are sym-
plectic Majorana-Weyl spinors, of opposite chirality from those of the vector multiplets,
and BIµν are the 2-form gauge potentials.
The field strengths of the 1- and 2-form gauge potentials are
F rµν ≡ 2∂[µArν] − fstrAsµAtν + hrIBIµν , (2.1)
HIµνρ ≡ 3D[µBIνρ] + 6dIrsAr[µ∂νAsρ] − 2fpqsdIrsAr[µApνAqρ] + gIrCµνρr , (2.2)
where frs
t are the structure constants, hrI , g
Ir and dIrs = d
I
(rs) are Stu¨ckelberg-type cou-
plings, and Cµνρr are three-form gauge potentials. The covariant derivative is defined
as
DµΛ
s ≡ ∂µΛs + Arµ(Xr)tsΛt , DµΛI ≡ ∂µΛI + Arµ(Xr)J IΛJ , (2.3)
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where Xr are given by
(Xr)t
s = −frts + dIrthsI , (Xr)J I = 2hsJdIrs − gIsbJsr . (2.4)
In addition, covariance of the field strengths under the gauge transformations of gauge
potentials requires that
2(dJr(ud
I
v)s − dIrsdJuv)hsJ = 2fr(usdIv)s − bJsrdJuvgIs ,
(dJrsbIut + d
J
rtbIsu + 2d
K
rubKstδ
J
I )h
u
J = frs
ubIut + frt
ubIsu + g
JubIurbJst ,
f[pq
ufr]u
s − 1
3
hsId
I
u[pfqr]
u = 0 ,
hrIg
Is = 0 ,
frs
thrI − dJrshtJhrI = 0 ,
gJshrKbIsr − 2hsIhrKdJrs = 0 ,
−frtsgIt + dJrthsJgIt − gItgJsbJtr = 0 . (2.5)
It remains to give the supersymmetry transformations of the fields. Since, we are in-
terested in the KSEs, it suffices to state the supersymmetric variations of the fermions.
These are given by
δλir =
1
8
F rµνΓµνǫi −
1
2
Y ijrǫj +
1
4
hrIφ
Iǫi , (2.6)
δχiI =
1
48
HIµνρΓµνρǫi +
1
4
Dµφ
IΓµǫi − 1
2
dIrsΓ
µλir ǫ¯Γµλ
s . (2.7)
These as well as the remaining supersymmetry transformations can be found in [10].
2.2 Field equations
The field equations of the minimal system are
DµDµφ
I = −1
2
dIrs(F rµνFµνs − 4Y rijY ijs)− 3dIrshrJhsKφJφK , (2.8)
gKrbIrsY
s
ijφ
I = 0 , (2.9)
gKrbIrsF sµνφI =
1
4!
ǫµνλρστg
KrH(4)λρστr . (2.10)
Observe that generically the theory has a cubic scalar field interaction and so the potential
term is not bounded from below. These field equations are also supplemented with the
Bianchi identities
D[µF rνρ] =
1
3
hrIHIµνρ , (2.11)
D[µHIνρσ] =
3
2
dIrsF r[µνF sρσ] +
1
4
gIrH(4)µνρσr , (2.12)
where H(4)µνρσr is the field strength of the 3-form.
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2.3 KSEs
The KSEs are the vanishing conditions for the supersymmetry variations of the fermions
of the theory evaluated at the locus where all fermions vanish. In this case, one finds that
the KSEs are
1
4
F rµνΓµνǫi − Y ijrǫj +
1
2
hrIφ
Iǫi = 0 ,
1
12
HIµνρΓµνρǫi +DµφIΓµǫi = 0 . (2.13)
The first condition is the vanishing condition of the supersymmetry variation of the
fermions of the vector multiplets while the second is the vanishing condition of the su-
persymmetry variation of the fermions of the tensor multiplets. In analogy with similar
variations in 6-dimensional (1,0) supergravity, we shall refer to them as gaugini and ten-
sorini KSEs, respectively.
Before we proceed to solve these two KSEs, we note that all spinors that appear in the
theory are symplectic Majorana-Weyl. The gauge group of the theory is Spin(5, 1)·Sp(1),
where Spin(5, 1) = SL(2,H). In addition it is convenient to rewrite the above KSEs using
the formalism in [13] where the symplectic Majorana-Weyl spinors have been identified
with the Sp(1)-invariant Spin(9, 1) Majorana-Weyl spinors and realized as forms. A basis
for the symplectic Majorana-Weyl spinors is
1 + e1234 , i(1− e1234) , e12 − e34 , i(e12 + e34) ,
e15 + e2534 , i(e15 − e2534) , e25 − e1534 , i(e25 + e1534) . (2.14)
We shall not give details of the construction for this see [13]. Instead it suffices to introduce
the SU(2) generators
ρ1 =
1
2
(Γ38 + Γ49) , ρ
2 =
1
2
(Γ89 − Γ34) , ρ3 = 1
2
(Γ39 − Γ48) , (2.15)
where the directions 3,4,8 and 9 are along an auxiliary 4-dimensional space, and the 6
spacetime directions of the (1,0) superconformal theory are 0, 1, 2, 5, 6 and 7.
In the above formalism the i, j indices are suppressed and the term involving Y in the
KSEs can be re-written as
−Y ijrǫj = (Y r)aρaǫi , (2.16)
where a = 1, 2, 3 span the SU(2) generators, and we have made use of the fact that
the Sp(1) indices are raised and lowered by the antisymmetric tensors εij and ε
ij, with
τ i = εijτj . As a result the KSEs, (2.13), can be re-expressed as
1
4
F rµνΓµνǫ+ (Y r)aρaǫ+
1
2
hrIφ
Iǫ = 0 , (2.17)
1
12
HIµνρΓµνρǫ+DµφIΓµǫ = 0 . (2.18)
In what follows, we shall solve both KSEs for backgrounds preserving any number of
supersymmetries.
4
3 Killing spinors
3.1 Isotropy groups
To identify the Killing spinors of the (1,0) superconformal theories, we shall first in-
vestigate the orbits of the gauge group Spin(5, 1) · Sp(1) of the theory on the space
of symplectic Majorana-Weyl spinors and identify the isotropy subgroups of spinors in
Spin(5, 1) · Sp(1). This method has also been used in [13, 14] to solve the KSEs of 6-
dimensional (1,0) supergravity. To find the invariant spinors and their isotropy groups,
observe that the space of symplectic Majorana-Weyl spinors can be identified with H⊕H.
Then Spin(5, 1) = SL(2,H) acts on H ⊕ H on the left with a 2 × 2 quaternionic matrix
multiplication while Sp(1) acts with standard quaternionic multiplication on the right.
Using this, it is straightforward to identify the subgroups of Spin(5, 1) · Sp(1) which
preserve any number of spinors. The results have been tabulated in table 1.
N Isotropy Groups Invariant Spinors
1 Sp(1) · Sp(1)⋉ H 1 + e1234
2 (U(1) · Sp(1))⋉ H 1 + e1234 , i(1− e1234)
4 Sp(1)⋉ H 1 + e1234 , i(1− e1234) , e12 − e34 , i(e12 + e34)
2 Sp(1)) 1 + e1234 , e15 + e2345
4 U(1) 1 + e1234 , i(1− e1234) , e15 + e2345 , i(e15 − e2345)
Table 1: The first column gives the number of invariant spinors, the second column the asso-
ciated isotropy groups and the third column representatives of the invariant spinors. Observe
that if 3 spinors are invariant, then there is a fourth one which is also invariant under the same
isotropy group. Moreover the isotropy group of more than 4 linearly independent spinors is the
identity.
3.2 Killing spinor representatives
3.2.1 One Killing spinor
It remains to identify the Killing spinors. If the KSEs (2.17) and (2.18) admit a Killing
spinor, then this can always be identified with 1+ e1234. This is because Spin(5, 1) ·Sp(1)
has one non-trivial orbit on H ⊕H with isotropy group Sp(1) · Sp(1)⋉ H. Next observe
that the tensorini KSE (2.18), if it admits one Killing spinor, then it admits 4. This is
because it commutes with the ρ operations given in (2.15). Moreover a basis for the 4
Killing spinors of (2.18) is given by the Sp(1)⋉ H invariant spinors in table 1.
3.2.2 Two Killing spinors
To proceed, observe that H ⊕ H under the action of the isotropy group Sp(1) · Sp(1) ⊂
Sp(1) · Sp(1)⋉ H of the first Killing spinor decomposes as R⊕ ImH⊕ H, where R spans
the first Killing spinor. If the KSEs admit a second Killing spinor, then its linearly
independent component must lie in ImH ⊕ H. In fact, this component must lie either
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in ImH or in H. This is because if it lies in both ImH and H, then one can use a
H ⊂ Sp(1) · Sp(1)⋉H gauge transformation to arrange such that the component in ImH
vanishes. Now if the second Killing spinor lies in ImH, then it can be arranged such that it
is given by i(1−e1234). This is because Sp(1) ·Sp(1) ⊂ Sp(1) ·Sp(1)⋉H acts on ImH with
the 3-dimensional representation and so it can rotate any spinors to a particular direction.
Clearly a basis for the two Killing spinors can be identified with that of U(1) · Sp(1)⋉H
invariant spinors in table 1.
On the other hand the second Killing spinor may lie in H. In such a case, it can
be chosen as e15 + e2345. This is because Sp(1) · Sp(1) ⊂ Sp(1) · Sp(1) ⋉ H acts on H
with left and right quaternionic multiplication and so any spinor can again be rotated
to a particular direction. Therefore a basis of the two Killing spinors is given by that of
Sp(1) invariant spinors of table 1. In addition observe that in this case the tensorini KSE
preserves all eight superasymmetries. This because it commutes with the ρ operations
(2.15) but now acting on the two Sp(1) invariant Killing spinors of table 1.
3.2.3 Four Killing spinors
Next suppose that the KSEs admit a third spinor and that the first two spinors are
U(1) · Sp(1)⋉H invariant. Under U(1) · Sp(1) ⊂ U(1) · Sp(1)⋉H, H⊕H decomposes as
R ⊕ R ⊕ R2 ⊕ H, where the first two Killing spinors span R ⊕ R. Therefore the linearly
independent component of the third spinor lies in R2⊕H. In fact, it can lie in either R2 or
H. This is because if it lies in both, then there is a H ⊂ U(1)·Sp(1)⋉H transformation such
that the component in R2 can be set to zero. If the third Killing spinor lies in R2, then it
can be chosen to lies in any direction as U(1) ⊂ U(1) ·Sp(1)⋉H acts with the standard 2-
dimensional representation. In particular, one can choose as a third Killing spinor e12−e34.
However, it can be shown that if the gaugino KSE has solutions 1+ e1234, i(1− e1234) and
e12 − e34, then i(e12 + e34) is also a solution. Since the tensorini KSE also admits these
four as Killing spinors, the number of supersymmetries preserved are enhanced from 3 to
4.
Next suppose that the first two Killing spinors are given by the Sp(1) invariant spinors
in table 1. Under Sp(1), H⊕H is decomposed as R⊕ ImH⊕R⊕ ImH, where the first two
Killing spinors span the R⊕R subspace. Clearly, the linearly independent component of a
third Killing spinor lies in ImH⊕ ImH. As we have already mentioned, the tensorini KSE
admits 8 Killing spinors. Thus the investigation is focused on the gaugini KSE. For this,
an analysis of the conditions that arise from the gaugini KSE on the two Sp(1) invariant
spinors reveals that the two components of the third Killing spinors in ImH ⊕ ImH are
independently Killing spinors. So without loss of generality, we can assume that the
third Killing spinor lies in the first ImH of ImH⊕ ImH. Since Sp(1) acts on each ImH
with the 3-dimensional representation, the third Killing spinor can always be chosen to
lie along the i(1 − e1234) direction. If this is the case, one can show that the gaugino
KSE admits i(e15 − e2345) as a Killing spinor and so there is an enhancement from 3 to
4 supersymmetries. A basis of the Killing spinors is given by that of the U(1) invariant
Killing spinors in table 1.
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3.2.4 More than four Killing spinors
We shall not investigate this case in detail. However a straightforward analysis reveals
that if a solution admits more than 4 linearly independent Killing spinors, then it is
maximally supersymmetric. The results of this section have been tabulated in table 2.
Isotropy Groups Gaugini Tensorini
Sp(1) · Sp(1)⋉ H 1 4
U(1) · Sp(1)⋉ H 2 4
Sp(1)⋉ H 4 4
Sp(1) 2 8
U(1) 4 8
{1} 8 8
Table 2: In the first column the isotropy groups of the Killing spinors of the gaugini KSE are
given. In the second and third columns the number of Killing spinors of the gaugini and tensorini
KSEs are stated, respectively. The isotropy groups of the Killing spinors of the tensorini KSE
are either Sp(1)⋉H or {1}. The cases that do not appear in the table do not occur.
4 The solution of Killing spinor equations
In this section, we shall derive the conditions imposed on the fields by the KSEs. For
this, it suffices to substitute into the KSEs the spinors given in table 1 and then solve the
resulting equations. This can be done in a straightforward way. In particular, one has
the following.
4.1 N=1 solutions
The Killing spinor is ǫ = 1+e1234. Substituting this into gaugini KSE (2.17), we find that
the fields must satisfy
F r−+ + hrIφI = 0 , F rαα + 2i(Y r)1 = 0 ,
F r+α = 0 = F r+α¯ , F r12 + (Y r)2 − i(Y r)3 = 0 , (4.1)
where we have introduce lightcone and complex coordinates on Minkowski spacetime R5,1
as follows. Recall that in the 10-dimensional description of the spinors we have adopted
the spacetime directions are along 0,5,1,6,2,7. The Minkowski metric on R5,1 has been
chosen as
ds2 = −(dx0)2 + (dx5)2 + (dx1)2 + (dx6)2 + (dx2)2 + (dx7)2
= 2e−e+ + δije
iej = 2e−e+ + 2δαβ¯e
αeβ¯ , (4.2)
where eα, α = 1, 2, are the differentials of complex coordinates constructed from the pairs
(dx1, dx6) and (dx2, dx7), respectively, and (e−, e+) are the differentials of the lightcone
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coordinates along the directions (dx0, dx5). Observe that the F r−i components of the 2-
form field strength are not restricted by the KSEs. The same applies for the anti-self dual
component Fasd of Fij. Moreover the self-dual component of F is completely determined
in terms of the auxiliary field Y . Combining, the above results one can write
F r = −hrIφI e− ∧ e+ + F r−i e− ∧ ei − [(Y r)2 − i(Y r)3]e1 ∧ e2 − [(Y r)2 + i(Y r)3]e1¯ ∧ e2¯
+ (Y r)1ω + Fasd,r , (4.3)
where ω = −iδαβ¯eα ∧ eβ¯.
Similarly, the tensorini KSE (2.18) gives
Dα¯φ
I +
1
2
HI−+α¯ +
1
2
HIα¯ββ = 0 , HI+αβ = 0 , HI+αα = 0 , D+φI = 0 . (4.4)
The 3-form field strengths are restricted to be self-dual
HIµνρ =
1
3!
ǫλστµνρHIλστ . (4.5)
Decomposing this condition in the +,−, α, α¯ coordinates, one finds
HI−+α +HIαββ = 0 , HI−+α¯ −HIα¯ββ = 0 , HI+11¯ −HI+22¯ = 0 , HI+12¯ = 0 . (4.6)
Combining these conditions with those from the tensorini KSE, one finds that
HI+ij = 0 . (4.7)
HI−ij is anti-self-dual in the directions transverse to the light-cone and the remaining
components are determined in terms of DφI . Therefore, one has
HI = 1
2
HI−ij e− ∧ ei ∧ ej −DiφIe− ∧ e+ ∧ ei +
1
3!
Dℓφ
I ǫℓijk e
i ∧ ej ∧ ek . (4.8)
Unlike the gaugini KSE, the tensorini KSE exhibits supersymmetry enhancement. In
particular, if it admits one Killing spinor ǫ, it also admits three additional Killing spinors
given by ρ1ǫ, ρ2ǫ and ρ3ǫ. For ǫ = 1 + e1234, all four Killing spinors are given by the
Sp(1)⋉ H invariant spinors of table 1.
4.2 N = 2 solutions with non-compact isotropy group
The first Killing spinor is ǫ1 = 1 + e1234 as in the N = 1 solutions described above. The
second Killing spinor is ǫ2 = i(1− e1234) which can also be written as ǫ2 = ρ1ǫ1, see table
1. Clearly for the solutions to admit two supersymmetries the KSEs must commute with
the ρ1 operation. As we have already mentioned, the tensorini KSE commutes with all
the ρ operations and so ǫ2 is also a Killing spinor. The 3-form field strength is given as
in (4.8).
This is not always the case for the gaugini KSE. In order for the gaugini KSE to
commute with ρ1,
(Y r)2 = (Y
r)3 = 0 . (4.9)
The 2-form field strength is given as in (4.3) after imposing (4.9). Thus
F r = −hrIφI e− ∧ e+ + F r−i e− ∧ ei + Y rω + Fasd,r , (4.10)
where we have set Y r = (Y r)1.
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4.3 N = 2 solutions with compact isotropy group
The first Killing spinor is the same as that of N = 1 solutions, ǫ1 = 1+ e1234. The second
Killing spinor is ǫ2 = e15 + e2345. We have already found the conditions imposed on the
fields by the KSEs evaluated on the first spinor. The conditions on the fields imposed by
the (2.17) KSE evaluated on ǫ2 are
F r−+ − hrIφI = 0 , F r11¯ − F r22¯ − 2i(Y r)1 = 0 ,
F r12¯ − (Y r)2 − i(Y r)3 = 0 , F r−α = 0 , F r−α¯ = 0 . (4.11)
Combining these conditions with those we have found for the Killing spinor ǫ1 in (4.1),
we get
F r−+ = 0 , F r−i = 0 , F r+i = 0 , F r11¯ = 0 , hrIφI = 0 ,
F r22¯ + 2i(Y r)1 = 0 , F r12 + F r12¯ − 2i(Y r)3 = 0 , F r12 −F r12¯ + 2(Y r)2 = 0 . (4.12)
It is convenient to rewrite the above conditions in terms of real coordinates. In particular,
we find
F r−ν = 0 , F r+ν = 0 , F r1˜ν = 0 , hrIφI = 0 ,
F r
6˜7˜
= 2(Y r)2 , F r2˜6˜ = 2(Y r)3 F r2˜7˜ = −2(Y r)1 , (4.13)
where we have put a tilde on the real directions to distinguish them from the complex
ones we have used so far to analyze the KSEs. The above conditions on the fields can be
most conveniently expressed by introducing a 3+3 split on the spacetime. In particular,
we introduce coordinates xa, a = −,+, 1˜ and yi, i = 2˜, 6˜, 7˜. Using these, (4.13) can be
written as
F rab = 0 , F rai = 0 , hrIφI = 0 , F rij = −2εijk(Y r)k , (4.14)
where ε2˜6˜7˜ = −1 and we have set (Y r)1 = (Y r)6˜, (Y r)2 = (Y r)2˜ and (Y r)3 = (Y r)7˜.
Therefore we have
F r = −εijk(Y r)k ei ∧ ej , hrIφI = 0 . (4.15)
It remains to solve the tensorini KSE (2.18) evaluated on ǫ2. A straightforward calcu-
lation reveals that
D−φ
I = 0 , HI
−12¯ = 0 , HI−11¯ −HI−22¯ = 0 , HI−+α¯ − 2Dα¯φI +HIα¯ββ = 0 . (4.16)
Combining these conditions with those we have found for N = 1 solutions in (4.4) and
the self-duality condition (4.6), we find that
HIµνρ = 0 , DµφI = 0 . (4.17)
Clearly in this case, the tensorini KSE preserves all 8 supersymmetries. Moreover, the
integrability of the last condition in (4.17) implies that
F rµνXrJ
IφJ = 0 , (4.18)
where F rµν = 2∂[µA
r
ν] +Xst
rAsµA
t
ν .
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4.4 N=4 solutions with non-compact isotropy group
The Killing spinors are the Sp(1) ⋉ H invariant spinors of table 1. These can also be
written as
ǫ1 = 1 + e1234 , ǫ2 = ρ
1ǫ1 , ǫ3 = ρ
2ǫ1 , ǫ4 = ρ
3ǫ1 . (4.19)
Clearly if ǫ1 is a Killing spinor, then the rest are also Killing spinors provided that the
corresponding KSEs commute with the ρ operations. As we have already mentioned this
is the case for the tensorini KSE (2.18) and the 3-form flux is given as in (4.8). Note also
that D+φ
I = 0.
The gaugini KSE commutes with all the ρ operations iff all Y ’s vanish, ie
Y 1 = Y 2 = Y 3 = 0 . (4.20)
As a result using (4.3), the KSE implies that the 2-form flux is
F r = −hrIφI e− ∧ e+ + F r−i e− ∧ ei + Fasd,r . (4.21)
4.5 N=4 solutions with compact isotropy group
The Killing spinors are the U(1) invariant spinors of table 1. Setting ǫ1 = 1 + e1234 and
ǫ2 = e15 + e2345, the remaining two can be written as ǫ3 = ρ
1ǫ1 and ǫ4 = ρ
1ǫ2. Thus these
spinors solve the KSEs iff ǫ1 and ǫ2 are Killing spinors and the KSEs commute with the
ρ1 operation.
We have already shown that if ǫ1 and ǫ2 solve the tensorini KSE, then it preserves all
supersymmetries. In particular both the 3-form flux and Dφ vanish,
H = Dφ = 0 . (4.22)
On the other hand the gaugini KSE commutes with ρ1 iff (Y r)2 = (Y
r)3 = 0. Substi-
tuting this into (4.15), we find that
F r = −2iY re2 ∧ e2¯ , hrIφI = 0 , (4.23)
where we have set Y r = (Y r)1.
4.6 Maximally supersymmetric solutions
As we have mentioned all backgrounds which preserve more than 4 supersymmetries are
maximally supersymmetric. It is straightforward to see that the conditions on the fluxes
for maximally supersymmetric backgrounds are
Dµφ
I = 0 , hrIφ
I = 0 , F rµν = 0 , HIµνρ = 0 , Y ijr = 0 . (4.24)
Thus all the scalars φI are covariantly constant. In addition, those projected by h are
required to vanish. Similarly the 2-form and 3-form field strengths vanish as well. The
same applies for the auxiliary fields Y .
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5 Half supersymmetric solutions without Stu¨ckelberg
couplings
5.1 Summary of the conditions
Before we proceed with the solution of the field equations and Bianchi identities for
half supersymmetric backgrounds, we shall first summarize the restrictions on the fields
imposed by the KSEs. In particular, we have found that if the isotropy group of the
Killing spinors is non-compact, then
F r = −hrIφIe− ∧ e+ + F−ie− ∧ ei + Fasd,r , D+φI = 0 ,
HI = 1
2
H−ije− ∧ ei ∧ ej −DiφIe− ∧ e+ ∧ ei + 1
3!
Dℓǫ
ℓ
ijk e
i ∧ ej ∧ ek , (5.1)
where all the auxiliary fields Y vanish, Y = 0, and H−ij and Fasd,r are anti-self-dual in
the indices transverse to the light-cone. On the other hand if the Killing spinors have
compact isotropy group, then
HI = 0 , DµφI = 0 , hrIφI = 0 ,
F r = −2iY re2 ∧ e2¯ , (5.2)
where (Y 2)r = (Y 3)r = 0 and Y r = (Y 1)r. In both cases above, we shall take the field
equation (2.10) as the definition of H(4).
5.2 The model
Let us first consider the model1 with gIr = hrI = 0. The conditions (2.5) are all satisfied
provided that f are the structure constants of a Lie algebra g and dIrs and bIrs are invariant
symmetric tensors under the action of the adjoint representation of g. For example, one
could set dIrs = d
Igrs and bIrs = bIgrs, where grs is a bi-invariant metric on g. Clearly
in this case F is the standard curvature of a gauge connection. To identify the half-
supersymmetric solutions in this case, one has to solve both the Killing spinor and field
equations. There are two cases to consider depending on whether the isotropy group of
the Killing spinors is compact or not.
5.3 Non-compact isotropy group
The condition F+µ = 0 can be solved by fixing the gauge A+ = 0 which then implies that
A−, Ai do not depend on the lightcone coordinate x
+. Similarly the scalars φI do not
depend on x+. Then the field equations (2.8) reduce to
∂i∂
iφI = −1
2
dIrsF rijF ijs , (5.3)
where F rij are anti-self-dual instantons along the directions transverse to the lightcone.
Observe that if gIr = hrI = 0, then the scalar fields are neutral (invariant) under the
1This model does not have an apparent M-theoretic interpretation as it clearly has dynamical vectors
which are not thought to be present in a worldvolume theory of M5-branes.
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action of the gauge group and so they are not gauged. If dIrs = d
Igrs and bIrs = bIgrs,
where grs is a bi-invariant metric on g, then the right hand side of (5.3) can be identified
with the Pontryagin density of instantons. In such a case, this equation can be solved for
φ as the Pontryagin density of instantons with gauge groups like SU(N) and Sp(N) can
be written as the Laplacian on a scalar[18]. Similar equations have been solved before in
the context of heterotic supergravity [21] and a more detailed analysis will be presented
in section 7 which can be easily adapted to this case. Because of this, we shall not further
elaborate here on this. The other two field equations (2.9) and (2.10) are automatically
satisfied.
It remains to solve the Bianchi identity (2.12) forH subject to the restrictions imposed
by the KSEs. The only independent component is
∂−∂ℓφ
Iǫℓijk − 3∂[iHIjk]− = 6dIrsF r−[iF sjk] . (5.4)
This completes the analysis of the Bianchi identities.
5.3.1 Strings and strings with waves solitons
Suppose that a string spans the two light-cone directions. Such a class of solutions exhibits
Poincare´ invariance along the directions of the string. Such a class of solutions can be
found by setting F±µ = H±µν = 0 and requiring that all fields are independent from the
x± coordinates of the light-cone. Clearly, the only non-trivial equation that remains to
be solved is (5.3). As we have already mentioned this equations has solutions provided
that dIrs = d
Igrs and bIrs = bIgrs with gauge groups which include SU(N) and Sp(N) and
for any instanton number. Under certain conditions, all such solutions are regular. See
section 7 for a more detailed analysis.
One can also find a more general solution by taking F±µ = 0 and H−ij 6= 0, and the
fields F and φ to be independent of x±. In such a case, the Lorentz invariance on the
string is broken. The component HIjk− is restricted to be anti-self-dual and the Bianchi
identity (5.4) requires that it should be closed. So it can identified with an abelian
anti-self-dual field strengths on R4 which are determined in terms of harmonic functions.
There are no smooth solutions unless HIjk− is taken to be constant. Such a solution has
the interpretation of a string with a wave propagating on it.
5.4 Compact isotropy group
In this case, it follows from the tensorini KSE (5.2) that the scalars φI are constant and
H = 0. Moreover the auxiliary fields Y 2 = Y 3 = 0 and the only non-vanishing component
of F has support on a 2-dimensional subspace of the 4-dimensional space transverse to
the light-cone directions. In this case, the KSE equations imply both the field equations
and Bianchi identities. Therefore, the only non-trivial field is F22¯ and it is related to Y 1
as in (4.23). Clearly, this solution exhibits a R3,1 Poincare´ invariance and so it has the
interpretation of a 3-brane.
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6 Half supersymmetric solutions of the adjoint model
6.1 The model
The conditions in (2.5) are solved by taking the number of tensor multiplets to be the
same as the number of vector multiplets and setting
hsr = 0 , d
s
rt = dprtg
ps , bprt = fprt , (6.1)
where now g is a bi-invariant metric, and d is a totally symmetric bi-invariant tensor on
the Lie algebra g with structure constants f . This model does not admit a Lagrangian
description.
6.2 Non-compact isotropy group
Since the KSEs have been solved for the general model and the results have been sum-
marized in (5.1), it remains to investigate the field equations and Bianchi identities of
the model. Observe first that F is a standard curvature of the gauge connection. Since
F+µ = 0, one can choose a gauge A+ = 0 to find that all components of the gauge
connection A do not depend on the lightcone coordinate x+.
The field equation for the scalars is
DiD
iφr = −1
2
drstF sijF t,ij , (6.2)
where we have used ∂+φ
r = 0 which arises from the tensorini KSE. Unlike the previous
case, it is not apparent that anti-self-duality of F sij implies that the above equations has
solutions. The equation depends on the second Casmir of g and so the analysis requires
the details of the Lie algebra of the gauge group used. This goes beyond the scope of this
paper. The second field equation (2.9) is automatically satisfied as Y = 0. One can view
the last field equation (2.10) as the definition of H(4). Substituting this into the Bianchi
identity (2.12) and using the solution of the KSE in (5.1), we find that the remaining
independent equations are
D−Dℓφ
rǫℓijk − 3D[iHrjk]− = 6drstF s−[iF tjk] + ǫijkmf rstF s−mφt
D+Hr−ij = 0 , (6.3)
where ǫ−+ijkl = ǫijkl and ǫ−+11¯22¯ = −1. This concludes the analysis of the Bianchi
identities of the model.
6.2.1 Strings and strings with waves solitons
Solutions to (6.3) can be easily found by setting F−µ = F+µ = 0, choosing the gauge
A± = 0, identifying H
r
jk− with the curvature of an anti-self-dual connection, and taking
all fields to be independent from the light-cone directions.
To find a solution of the theory, it remains to solve the field equations for the scalars.
As it have been mentioned this depends on the choice of gauge group. However, this can
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be circumvented in the special case where we choose the coupling d = 0. In such a case,
the field equation for the scalars becomes
DiD
iφr = 0 . (6.4)
A class of solutions of (6.4) is given by the Green functions of the Laplace operator in an
instanton background. These have been calculated for the adjoint representation in [19],
see also [20]. However in such a case, the scalar equation has delta function sources.
Alternatively, one can take the scalars in (6.4) to be neutral under the gauge group.
This for example happens if
(Xr)p
t = −gtsbpsr , (6.5)
vanishes on the active scalar fields of the solution. Then the covariant Laplace equation
above becomes a standard Laplace equation and φr can be expressed in terms of harmonic
functions. For the structure constants (6.5) on the active scalars to vanish, one may take
g = t ⊕ g′, where t is an abelian algebra which commutes with the subalgebra g′, and
the φ’s and H’s are restricted to take values in t. Such solutions are singular unless φ is
chosen to be constant.
Next if Hrjk− = 0, the solutions above exhibit a R
1,1 Poincare´ symmetry and so have
an interpretation as strings. On the other hand if Hrjk− 6= 0, the Poincare´ symmetry is
broken and the solutions have the interpretation as waves propagating on strings.
6.3 Compact isotropy group
The field equation for the scalars (2.8) and the Bianchi identity (2.11) are satisfied either
as a consequence of the conditions on the field imposed by the KSEs summarized in (5.2)
or as a consequence of the restrictions (6.1) on the coupling constants of the model.
The Bianchi identity of the 3-form field strength (2.12) implies that H(4) = 0 as a
consequence of the conditions imposed on the field by the KSEs summarized in (5.2).
Then, the field equations (2.9) and (2.10) require that
[F , φ] = 0 . (6.6)
As in the non-compact case, this condition can be solved by taking g = t ⊕ g′, where
t commutes with the subalgebra g′, with the scalars φ taking values in t while F takes
values in g′. The only remaining condition is (4.23) which relates F to the auxiliary field
Y . Such solutions exhibit a R3,1 Poincare´ invariance and so have the interpretation of
3-branes.
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7 Half supersymmetric solutions of the SO(5, 5) model
7.1 The model
We shall now investigate models that admit a Lagrangian description2. For this, there
must exist a metric ηIJ such that
hrI = ηIJg
Jr , dIrs =
1
2
ηIJbJrs . (7.1)
The reduction of the conditions (2.5) to this case has been done in [10] and it will not be
repeated here. In particular, we shall focus on the SO(5, 5) model of [10] for which
bIrs = γ
I
rs , frs
t = −4γIJKrs γIJptgpK , gIrγIrs = 0 , (7.2)
where γIrs are the gamma-matrices of SO(5, 5), η is the SO(5, 5)-invariant Minkowski
metric. A key property of this model is that the cubic interaction of the scalars vanishes.
Before we proceed, we shall first describe some properties of the spinor representation
of SO(5, 5) and give an additional restriction on gIr which is required in order for the
coupling constants to solve (2.5). A basis of the positive chirality SO(5, 5) spinors is
1, ea1a2 , ea1a2a3a4 , (7.3)
and the gamma matrices along the light-cone directions act as
γa =
√
2ea ∧ , γa˙ =
√
2eay . (7.4)
Therefore gamma matrices along the time-like and spacelike directions are
Γi = −ei ∧+eiy , Γi+5 = ei ∧+eiy , i = 1, 2, 3, 4, 5, (7.5)
respectively, see [12] for more details. In this realization, the vector SO(5, 5) index de-
composes as I = (a, a˙), and the Clifford algebra relation is γaγb˙ + γb˙γa = 2ηab˙. The Dirac
inner product D(ψ, χ) :=< Γ12345ψ, χ > on the space of spinors gives
D(ea1...ak , eak+1...a5) = (−1)[
k+1
2
]+1ǫa1...a5 . (7.6)
Observe that the inner product is skew-symmetric in the interchange of pairs. This can
be used to raise and lower spinor indices as
ψb1...b5−k := ψ
a1...akDa1...ak ,b1...b5−k =
(−1)[ k+12 ]+1
k!
ψa1...akǫa1...akb1...b5−k
:= ηb1b˙1 . . . ηb5−k b˙5−kψ
b˙1...b˙5−k . (7.7)
In this realization, the positive chirality spinor representation decomposes as 1 + 10 + 5
under the subgroup SO(5) ⊂ GL(5,R) ⊂ SO(5, 5) acting on the light-cone decomposition
2None of the theories which requires a standard manifestly Lorentz invariant kinetic term for self-dual
3-form field strengths has a Lagrangian description. A Lagrangian description is required for the rest of
the fields modulo this well-known problem with the 3-form field strengths.
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of the vector representation of SO(5, 5) presented above. The restriction on gIr is that
its only non vanishing component lies in the 15 representation, ie the non-vanishing
component is
ga˙b˙ = − 1
4!
ǫb˙b1...b4g
a˙b1...b4 , ga˙b˙ = g(a˙b˙) (7.8)
Clearly ηIJg
IrgJs = 0 as it is required by the condition (2.5) on the couplings.
7.2 Non-compact isotropy group
Taking that the cubic scalar interaction term vanishes and using the conditions on the
fields imposed by the KSEs described in (5.1), one finds that the field equation for the
scalars can be rewritten as
DiD
iφI = −1
2
dIrsF rijF s,ij . (7.9)
To expand this in SO(5) representations observe that
(γa)b1...bk ,bk+1...b4 = (−1)[
k
2
]
√
2 ǫab1...b4 , k = 0, . . . 4 ,
(γa˙)b1...bk ,bk+1...b6 = (−1)[
k
2
]+1k
√
2δa˙[b1ǫb2...bk]bk+1...b6 , k = 1, . . . , 5 . (7.10)
and that the gamma matrices are symmetric in the interchange of spinor indices. In
addition, a spinor is expanded in the basis (7.3) as
Ψ = ψ 1 +
1
2
ψabeab +
1
4!
ψa1...a4ea1...a4 . (7.11)
Using these, the field equation for the scalars can be rewritten as
DiD
iφa˙ =
√
2
2
Fij F a˙,ij +
√
2
16
ǫa˙b1b2b3b4F b1b2ij F b3b4,ij ,
DiD
iφa =
√
2
2
Fabij Fbij . (7.12)
The second field equation (2.9) follows from the KSEs as the latter imply that all auxiliary
fields Y vanish. The third field equation, (2.10), can be seen as the definition of H(4). In
particular, one has
ga˙b˙H(4)
µ1...µ4,b˙
= −
√
2
2
ǫµ1...µ4
ν1ν2[−ga˙b˙φb˙Fν1ν2 + ga˙b1φb2F b1b2ν1ν2 ] . (7.13)
Next using the expression for F in (5.1), we find
ga˙b˙H(4)
ijkℓ,b˙
= ga˙b˙H(4)
+ijk,b˙
= 0 . (7.14)
Moreover the rest of the components are determined in terms of φ and F .
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Let us now turn to the investigation of Bianchi identities (2.11) and (2.12). In partic-
ular, the former implies that
D[µ1Fµ2µ3] = D[µ1Fabµ2µ3] = 0 , D[µ1F a˙µ2µ3] =
1
3
ga˙bHbµ1µ2µ3 . (7.15)
The first two conditions give in particular
D+F−i = D+Fij = 0 , D+Fab−i = D+Fabij = 0 . (7.16)
Similarly using (4.8), the last equation in (7.15) gives
D+F a˙−i = D+F a˙ij = 0 , (7.17)
and
D−F a˙ij + 2D[iF a˙j]− = ga˙b˙H−ij,b˙ , 3D[iF a˙jk] = ga˙b˙Dℓφb˙ ǫℓijk . (7.18)
Next let us turn to the Bianchi identity for H (2.12). This decomposes as
D[µ1Haµ2µ3µ4] =
3
4
γarsF r[µ1µ2F sµ3µ4]
D[µ1Ha˙µ2µ3µ4] =
3
4
γa˙rsF r[µ1µ2F sµ3µ4] +
1
4 · 4!g
a˙b1...b4H(4)µ1...µ4,b1...b4 (7.19)
The independent conditions which arise from the above Bianchi identities are
D+Haijk = 0 , D+Ha−jk = 0 , D−Haijk − 3D[iHajk]− = 3γarsF r−[iF sjk] (7.20)
and
D+Ha˙ijk = 0 , D+Ha˙−jk = 0 ,
D−Ha˙ijk − 3D[iHa˙jk]− = −3
√
2[F−[iF a˙jk] + F a˙−[iFjk] +
1
4
ǫa˙b1b2c1c2F b1b2−[i F c1c2jk] ]
−
√
2ǫijk
ℓ[ga˙bφ
bF−ℓ + ga˙b2φb1F b1b2−ℓ ] . (7.21)
This concludes the analysis of the field equations and Bianchi identities of the theory.
7.2.1 Regular string solutions
This system has a string solution. Suppose that the string lies along the two light-cone
directions, and take that
F = F a˙ = 0 , Fab±µ = 0 . (7.22)
The latter condition is required because of Lorentz invariance along the worldvolume
directions of the string.
Moreover, choose the gauge Ar± = 0 and assume all non-vanishing fields to be inde-
pendent of the light-cone coordinates x±. Using these, the field equations and the Bianchi
identities above reduce to
DiD
iφa˙ =
√
2
16
ǫa˙b1...b4F b1b2ij F b3b4,ij , DiDiφa = 0 ,
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ga˙bDiφ
b = 0 , ga˙b˙H
−ij,b˙ = 0 , D[iHIjk]− = 0 . (7.23)
To proceed, one moreover demands that
Diφ
b = 0 , HIjk− = 0 . (7.24)
The latter condition is again required by Lorentz invariance along the string. The inte-
grability condition of the first condition requires that
Fabij gbcφc = 0 . (7.25)
One solution is to take φa constant with gbcφ
c = 0. For simplicity, we shall take φa = 0.
Then the only remaining non-trivial equation is
DiD
iφa˙ =
√
2
16
ǫa˙b1...b4F b1b2ij F b3b4,ij , (7.26)
where F b1b2ij is an anti-self-dual connection with gauge group SO(5).
To solve (7.26) choose φa˙ to lie along the 5-th direction and F b1b2ij to have gauge group
SO(4) ⊂ SO(5) orthogonal to φ5˙. Now there are two cases to consider. First, if one
restricts F b1b2ij to lie in one of the su(2) subalgebras of so(4), so(4) = su(2)⊕ su(2), then
the field equation (7.26) can be rewritten as
∂i∂
iφ5˙ = ±
√
2
8
Fij,b1b2F b1b2,ij , b1, b2 = 1, 2, 3, 4 , (7.27)
where the sign depends on the choice of su(2) subalgebra. Such an equation has been
solved before in the context of NS5-branes in heterotic supergravity wrapped on AdS3×S3
in [21] and relies on the well-known property of the Pontryagin density of an SU(2) anti-
self-dual connection to be written as the Laplace operator on a function. In particular
choosing the minus sign and writing
F b1b2ij = J b1b2r′ F r
′
ij , r
′ = 1, 2, 3 , (7.28)
where Jr′ is a basis of constant anti-self-dual 2-forms in R
4, the equation (7.27) can be
rewritten as
∂i∂
iφ5˙ = −
√
2
2
δr′s′F r′ijF s
′,ij . (7.29)
This equation can be solved for all SU(2) instantons which follows from the well-known
property of the Pontryangin density to be written as the Laplace operator on a scalar
[18]. The non-vanishing fields of the solution are
Fab = 1
2
Fabij ei ∧ ej , H5˙ = −∂iφ5˙e− ∧ e+ ∧ ei +
1
3!
∂ℓφ
5˙ ǫℓijk e
i ∧ ej ∧ ek ,
φ5˙ = φ5˙(x) , a, b = 1, 2, 3, 4 . (7.30)
Observe that gIrH(4)r = 0.
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To present an explicit solution, we consider the configuration with instanton number
1 and use the results of [21]. In such a case, the gauge connection A of Fab and φ5˙ can
be written as
Aab = 2(Jr
′
)ab(Jr′)ij
xj
|x|2 + ρ2 e
i , φ5˙ = φ0 + 4
√
2
|x|2 + 2ρ2
(|x|2 + ρ2)2 + h0 ,
h0 =
∑
ν
Qν
|x− xν |2 , (7.31)
where x are the coordinates in R5,1 transverse to the light-cone where the string lies, φ0
is a constant, and ρ is the instanton modulus. Moreover h0 is a multi-centred harmonic
function, which if it is included in the solution, then delta function sources have to be
added in the field equation for φ. Let us focus on the solution with h0 = 0. Such a solution
is smooth. At large |x|, ie far away from the string, the scalar φ becomes constant, and the
gauge connection pure gauge. As |x| becomes small, the values of φ and A are regulated
by the modulus ρ 6= 0 of the instanton. Similarly, all our solutions with any instanton
number k are smooth. Compare this with the solution of [22] which is singular at the
position of the string defect.
The dyonic string charge qs of all solutions can be computed by integrating H5˙ on the
3-sphere at infinity. After an appropriate normalization3, this can be identified with the
instanton number k, ie
qs =
∫
S3⊂R
4
H5˙ = k . (7.32)
A more general solution can be found by taking F to take values in both su(2) subal-
gebras of so(4). In such a case, the scalar field equation can now be rewritten as
∂i∂
iφ5˙ = −
√
2
2
δr′s′(F r′ijF s
′,ij − F˜ r′ij F˜ s
′,ij) , (7.33)
where F˜ are the anti-self-dual gauge fields associated with the second su(2).
The 1-instanton solutions are now modified as
Aab = 2(Jr
′
)ab(Jr′)ij
xj
|x|2 + ρ2 e
i + 2(Ir
′
)ab(Jr′)ij
xj
|x|2 + σ2 e
i ,
φ5˙ = φ0 + 4
√
2
|x|2 + 2ρ2
(|x|2 + ρ2)2 − 4
√
2
|x|2 + 2σ2
(|x|2 + σ2)2 + h0 ,
h0 =
∑
ν
Qν
|x− xν |2 , (7.34)
where Ir
′
is a basis in the space of self-dual 2-forms in R4 and σ is the modulus of the
F˜ instanton. The rest of the notation is the same as in the previous solution. If we set
h0 = 0, the solution is again smooth. The same applies for all such solutions constructed
from SU(2) instanton with any instanton number.
3See [21] for a comment on the normalization of string charges in a similar setting.
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The dyonic string charge of this solution can also be computed using a similar calcu-
lation as in the previous solution. In particular, one finds that
qs =
∫
S3⊂R
4
H5˙ = k − k˜ , (7.35)
where k and k˜ are the instanton numbers of F and F˜ , respectively. If in the original
model only the SO(4) ⊂ SO(5) subgroup is gauged, then qs is a gauge invariant charge
of the theory and so it is expected to be conserved in dynamical processes. It is amusing
that there are non-trivial solutions4 with zero overall string charge.
7.3 Compact isotropy group
Taking as in the non-compact case that the cubic scalar interaction term vanishes, the
conditions implied by the KSEs on the fields in (5.2) imply the field equation for the
scalars (2.8). Similarly, the Bianchi identity for H (2.12) implies that
gKrH(4)r = 0 , (7.36)
and the Bianchi identity for F (2.11) is automatically satisfied. The remanning conditions
on the fields implied by the KSEs and field equations are
Dµφ
I = 0 , gKrbIrsY
sφI = 0 , hrKφ
K = 0 . (7.37)
Note that H = 0. The integrability of the first equation requires that
(Fφ)I = 0 , (7.38)
ie the scalars must be invariant under the holonomy group of the gauge connection.
So far the analysis has been independent of the particular model and applies to all
solutions which preserve 4 supersymmetries. In the particular model we are examining,
(7.37) can be investigated further. First, (7.38) can be rewritten as
Fab(Xab)J IφJ = 0 . (7.39)
For this equation to have solutions either φ = 0 or the holonomy group of the gauge
connection Aab reduces to a subgroup of SO(5). If φ = 0, then
φI = HI = 0 , gKrH(4)r = 0 , F r = −2iY r e2 ∧ e2¯ , (7.40)
is a solution for an arbitrary auxiliary field Y which depends on the complex coordinates
(x2, x2¯).
Alternatively, suppose that the holonomy of Aab reduces to SO(4). In that case, the
constant scalar field φ = (φ5, φ5˙) solves the integrability condition (7.39) and the first
condition in (7.37). Furthermore the last condition in (7.37) implies that ga˙5φ
5 = 0 and
so we take φ5 = 0. The second condition in (7.37) is automatically satisfied. Thus
φ = (0, φ5˙) , F r = −2iY r e2 ∧ e2¯ , hol(Fab) ⊆ SO(4) , (7.41)
4Even though they are supersymmetric some further analysis is required to show that they are stable.
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is a solution for auxiliary fields Y which satisfy the holonomy condition and depend on
the complex coordinates (x2, x2¯). Other solutions can be constructed by taking further
reductions of the holonomy group of the gauge connection. The above solutions are
invariant under the R3,1 Poincare´ group and so they have the naive interpretation of
3-branes.
8 Concluding remarks
We have solved the KSEs of all (1,0) superconformal theories in 6 dimensions and pre-
sented the conditions imposed on the fields by supersymmetry in all cases. We have mostly
focused on the models presented in [10] but our results apply more generally. We have
found that such theories admit solutions which preserve 1,2,4 and 8 supersymmetries. We
have investigated in detail the conditions on the fields which arise for half supersymmet-
ric solutions and we have presented several explicit solutions which include strings and
3-branes. The models investigated so far do not include hyper-multiplet couplings but
one can extend the analysis to include those using the classification of supersymmetric
solutions of 6-dimensional (1,0) supergravities in [13].
It is not apparent that the models presented in [10] describe the dynamics of multiple
M5-branes. First, they have 8 supersymmetry charges than 16 which are required for
an effective theory of multiple M5-branes propagating in flat space. However, this may
be circumvented by considering the dynamics of M5-branes on a suitable orbifold which
breaks half of the supersymmetry. For example, one can place the M5-brane on a Z2 orb-
ifold. In addition, the models found so far which admit a Lagrangian description, modulo
the usual problem with the self-dual 3-forms, do not have the correct number of scalars
to describe the transverse directions of M5-branes in flat space or an orbifold. This is
because the only dynamical scalars are those of the tensor multiplets. For the description
of all 5 transverse directions, one has to include one hypermultiplet for each tensor mul-
tiplet. Nevertheless, the models explored so far can describe a multiple M5-brane system
where four transverse scalars are fixed at the singular point of an orbifold, ie the vacuum
of a potential, and so the only modulus scalars are those of the tensor multiplets. Such an
interpretation has some attractive features. In particular, we have shown that the models
admit string solutions which are in accordance with one of the M-brane intersection rules.
This states that a M2-brane ends on a M5-brane on a string [16] which appears as a defect
of the M5-brane worldvolume theory. Moreover, our string solutions are smooth regulated
by the moduli of instantons, ie the smoothness of the solutions is directly related to the
non-abelian properties of the multiple M5-brane system. The models we have investi-
gated also admit 3-brane solutions which again are in accordance with the intersection
rule that two M5-branes intersect on a 3-brane [17]. The 3-brane appears as a defect of
the M5-brane effective theory. However for a better understanding of the 3-brane solitons
in relation to M-brane intersection rules, one has to include also hyper-multiplets as one
requires the presence of two active transverse scalars per M5-brane. These two scalars
are associated with the worldvolume directions of the incoming M5-brane.
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Appendix A The integrability conditions of the
KSEs
The KSEs are given by
1
4
F rµνΓµνǫ+ (Y r)aρaǫ+
1
2
hrIφ
Iǫ = 0 , (A.1)
1
12
HIµνρΓµνρǫ+DµφIΓµǫ = 0 . (A.2)
The field equations of the minimal system can be written as
DµDµφ
I = −1
2
dIrs(F rµνFµνs − 8Y ra Y s,a)− 3dIrshrJhsKφJφK , (A.3)
gKrbIrsY
s
ijφ
I = 0 , (A.4)
gKrbIrsF sµνφI =
1
4!
ǫµνλρστg
KrH(4)λρστr . (A.5)
We will now show how these field equations can be obtained from the KSEs and the
Bianchi identities. We first square the KSE in (A.1) as follows
(
1
4
F rµνΓµν − (Y r)aρa +
1
2
hrIφ
I
)(
1
4
F sρσΓρσǫ+ (Y s)bρbǫ+
1
2
hsJφ
Jǫ
)
= 0 , (A.6)
multiplying through with dIrs and simplifying we find
1
4
dIrsF rµνF sρσΓµνρσǫ−
1
2
dIrsF rµνF s,µνǫ+ 4dIrsY ra Y s,aǫ +
dIrsF rµνhsJφJΓµνǫ+ dIrshrJhsKφJφKǫ = 0 . (A.7)
Furthermore, we make use of the duality that the gamma matrices satisfy in six dimensions
Γµ1...µnǫ =
(−1)[n2 ]+1
(6− n)! ǫ
µ1...µn
ν1...ν6−nΓ
ν1...ν6−nǫ , (A.8)
using this for the case of n = 4 the equation above becomes
−1
8
dIrsF rµνF sρσǫµνρσλτΓλτǫ−
1
2
dIrsF rµνF s,µνǫ+ 4dIrsY ra Y s,aǫ +
dIrsF rµνhsJφJΓµνǫ+ dIrshrJhsKφJφKǫ = 0 . (A.9)
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Now we act on the KSE in (A.2) with ΓµDµ and this gives
1
12
DµHIνρσΓµνρσǫ+
1
4
DµHIµνρΓνρǫ+DµDνφIΓµνǫ+DµDµφIǫ = 0 . (A.10)
The third term in this equation can be written as
DµDνφ
IΓµνǫ = dIrsF rµνhsJφJΓµνǫ−
1
2
F rµνgIsbJsrφJΓµνǫ . (A.11)
In addition the first and second terms in (A.10) can be rewritten using the duality of the
gamma matrices and the self-duality of the 3-form field strength. Combining the results
of this with (A.11) means the equation in (A.10) becomes
− 1
12
DµHIνρσǫµνρσλτΓλτǫ+ dIrsF rµνhsJφJΓµνǫ−
1
2
F rµνgIsbJsrφJΓµνǫ+DµDµφIǫ = 0 .(A.12)
Subtracting this equation from (A.9) we get[
DµD
µφI +
1
2
dIrsF rµνF s,µν − 4dIrsY ra Y s,a − dIrshrJhsKφJφK
]
ǫ
−1
2
F rµνgIsbJsrφJΓµνǫ
− 1
12
[
DµHIνρσ −
3
2
dIrsF rµνF sρσ
]
ǫµνρσλτΓ
λτǫ = 0 . (A.13)
To proceed we make use of another identity that is obtained when the gaugini KSE (A.1)
is contracted with gIrbJrsφ
J ,
gIrbJrsF sµνφJΓµνǫ+ 4gIrbJrsY sa φJρaǫ+ 4dIrshrJhsKφJφKǫ = 0 . (A.14)
Adding this to (A.13) gives[
DµD
µφI +
1
2
dIrsF rµνF s,µν − 4dIrsY ra Y s,a + 3dIrshrJhsKφJφK
]
ǫ
+
1
2
F rµνgIsbJsrφJΓµνǫ+ 4gIrbJrsY sa φJρaǫ
− 1
12
[
DµHIνρσ −
3
2
dIrsF rµνF sρσ
]
ǫµνρσλτΓ
λτǫ = 0 . (A.15)
The Bianchi identity for the 3-form field strength is given as
D[µHIνρσ] =
3
2
dIrsF r[µνF sρσ] +
1
4
gIrH(4)µνρσr , (A.16)
using this (A.15) becomes[
DµD
µφI +
1
2
dIrsF rµνF s,µν − 4dIrsY ra Y s,a + 3dIrshrJhsKφJφK
]
ǫ
+4gIrbJrsY
s
a φ
Jρaǫ
+
1
2
[
gIsbJsrF rµνφJ −
1
4!
ǫµνρλστg
IrH(4)ρλστr
]
Γµνǫ = 0 . (A.17)
The first line on the lhs gives the scalar field equation, the second line the Y r equations
and the third line gives the relation between the 2-form and the 4-form field strengths.
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