The present paper is devoted to a novel smoothing function method for convex quadratic programming problem with mixed constrains, which has important application in mechanics and engineering science. The problem is reformulated as a system of non-smooth equations, and then a smoothing function for the system of non-smooth equations is proposed. The condition of convergences of this iteration algorithm is given. Theory analysis and primary numerical results illustrate that this method is feasible and effective.
Introduction
Consider the following convex quadratic programming problem 
ij A i j = are the partitioned matrix of Q and A respectively. As is well known, this problem models a large spectrum of applications in computer science. Operation research and engineering as the nonlinear programming is solved eventually based on the convex quadratic programming problem. Therefore, the study on its effective solvers becomes a prolonged research subject.
Common effective algorithm is proposed related to certain schemes of convex quadratic programming problem, see [1] [2] [3] [4] [5] . Moreover, these methods are not polynomial algorithm in [6] . And the theory and algorithm of quadratic programming are presented completely. According to the optimization condition (KKT) and the duality theory of quadratic programming, the fixed-point iteration method is obtained for equality constrained (see [7] ) and inequality constrained (see [8] ) convex quadratic programming problem respectively. In fact, equality and inequality can be converted with inputting artificial variables and slack variables. The main default is to increase the scale and numerical difficulty while introduces these variables. Motivated by smoothing methods of [9] [10] [11] and fixed-point method of [7, 8] , the paper mainly concerns about the mixed constraint quadratic programming and the fixed-point iteration method is given. And also the rank of the coefficient matrix is not full. The method considering is fulfilled efficiently. Thus the proposing question in [8] is solved.
Scheme of Algorithm
According to the dual theory, the dual problem of primal problem (1) 
, we know if
is the optimal solution of (1) , , , ,
is the optimal solution of (1) x y x y is the optimal solution of (2) }.
It is easy to verify that F is a close set. Suppose that the feasible region * F is not empty. A necessary and sufficient condition for a optimal solution is that: 1) Primal feasibility 
, ,
The component form is
Where 0 r > . The question (5) is non-smooth optimization problem, and the Newton-type methods cannot be applied directly. In the paper, we converted the problem into a smooth optimization.
At the beginning, we introduce a function mapping R into R + , and have the following properties. Proof According to property 1 and (6), the convexity and differentiability are straightforward. Nothing that 
Theorem 2 Let
It is easily known that satisfies the properties (1) to (4), together with theorem 1 and 2. Thus, the max-function in (3) replaced by
, and the fixed-point iteration which basing on smoothing function is obtained.
Algorithm
Step 1 Set a initial point
Step 2 Apply fixed-point algorithms to solve
Step 3 Terminal condition: ( ) ( )
otherwise, go to Step 4;
Step 4 Let
The Jacobian matrix in (7) is shown
Convergence Analyses
Now we discuss the convergence of the algorithm. To begin with, two simple lemmas are introduced that is the basis of our theoretical analysis. Since their proof can be found in reference [12] , we here omit the proof due to space. Lemma 1 [12] A necessary and sufficient condition for the fixed-point iteration method to be convergent is that the spectral radius of Jacobian matrix B satisfies ( ) Lemma 2 [12] Suppose M is a matrix, whose eigenvalues can be ordered from the smallest to largest, i.e. . For all discussed above, associate with Lemma 1, we know that the matrix M has the eigenvalues of ( )
According to the theorem above, the algorithm is always convergent if the parameter r is chosen properly. Thus the recent relevant results in reference [8] are extended. Table 2 .
