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Classical theories of radiation reaction predict that the electron motion is confined to the plane
defined by the electron’s instantaneous momentum and the force exerted by the external electro-
magnetic field. However, in the quantum radiation reaction regime, where the recoil exerted by
individual quanta becomes significant, the electron can scatter ‘out-of-plane’, as the photon is emit-
ted into a cone with finite opening angle. We show that Monte Carlo implementation of an angularly
resolved emission rate leads to substantially improved agreement with exact QED calculations of
nonlinear Compton scattering. Furthermore, we show that the transverse recoil caused by this fi-
nite beaming, while negligible in many high-intensity scenarios, can be identified in the increase in
divergence, in the plane perpendicular to the laser polarization and wavevector, of a high-energy
electron beam that interacts with a linearly polarized, ultraintense laser.
I. INTRODUCTION
Recent advances in the development of high-intensity
lasers [1–3] and plasma-based accelerators [4–6] have
made it possible to perform experiments on the inter-
action of charged particles with ultraintense electromag-
netic pulses in regimes previously unexplored [7, 8]. Ear-
lier experiments relied on conventional accelerator tech-
nology [9, 10]. The processes studied belong to the field
of high-intensity particle physics [11–13], which com-
bines quantum electrodynamics (QED) with the theory
of strong electromagnetic (EM) background fields [14].
Of particular significance is photon emission, because
the recoil it exerts can dominate the dynamics of elec-
trons and positrons in high-field environments, including
neutron-star magnetospheres [15] and laser-matter [16–
18] or laser-laser [19–22] interactions in next-generation
facilities [23–25].
Here we revisit how this fundamental process is mod-
elled in simulations of particle dynamics in strong EM
fields. In contrast to previous work, we employ a photon
emission rate that is differential in scattering angle as well
as energy, thereby resolving the beaming of the radiation
around the emitting particle’s instantaneous velocity. As
a result, the accuracy of simulations based on Monte
Carlo implementation of localized emission events [26, 27]
is substantially improved, when benchmarked against
exact QED predictions of nonlinear Compton scatter-
ing [28]. Simulations in the multiphoton, quantum ra-
diation reaction regime demonstrate that including the
beaming is important for accurate modelling of the emis-
sion of moderate-energy photons. The consequent trans-
verse recoil may be neglected in many high-intensity sce-
narios, but is distinguishable in the increase in the diver-
gence of an electron beam that collides with a linearly
polarized laser pulse, for experimental parameters acces-
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sible with present-day technology. Furthermore, employ-
ing an angularly resolved spectrum permits quantitative
estimation of the accuracy of the simulations in the low-
energy part of the photon spectrum, where interference,
i.e. nonlocal, effects become important.
In natural units ~ = c = 1 (as used throughout), the
photon emission rate per unit proper time, energy ω′, and
polar and azimuthal scattering angles θ and ϕ, is [29]
W (3) =
∂3W
∂u∂z∂ϕ
=
αm
3
√
3pi2χ
u
(1 + u)3
×
{
z2/3[1 + (1 + u)2]− (1 + u)
}
K1/3
(
2uz
3χ
)
, (1)
where α = e2/(4pi) is the fine structure constant, e is
the elementary charge, m is the electron mass, u =
ω′/(γm−ω′), z = [2γ2(1−β cos θ)]3/2, and K is a modi-
fied Bessel function of the second kind. The spectrum is
controlled by the electron’s Lorentz factor γ (velocity β)
and quantum nonlinearity parameter χ = e|Fµνpν |/m3.
Here F is the EM field tensor and p is the electron mo-
mentum. The parameter χ may be interpreted as the
ratio of the rest-frame electric field strength to that of
the critical field of QED Ecr = m
2/e [30, 31], or as the
magnitude of the proper acceleration in natural units.
The radiation is strongly beamed around the parti-
cle’s instantaneous velocity if the particle is ultrarela-
tivistic [14, 32]. The mean square angle of the power
spectrum,
〈
θ2
〉
=
∫
θ2ω′W (3)dudzdϕ/
∫
ω′W (3)dudzdϕ,
is
〈
θ2
〉 ' 5/(4γ2)  1 in the classical limit χ  1.
It is larger in the quantum regime, growing as
〈
θ2
〉 '
1.76γ−2χ2/3 for χ  1, but still small. This justifies
the standard approximation used in simulation codes
that photons are emitted parallel to the particle mo-
mentum [26, 27]. Nevertheless, its inclusion is war-
ranted because the degree of beaming depends on the
photon energy as well as the electron energy. The mean
square angle at fixed photon energy ω′ = γmu/(1 + u),〈
θ2(ω′)
〉
=
∫
θ2W (3)dzdϕ/
∫
W (3)dzdϕ, is, to leading or-
ar
X
iv
:1
90
4.
07
74
5v
2 
 [p
hy
sic
s.p
las
m-
ph
]  
13
 D
ec
 20
19
2der in χ/u:
γ2
〈
θ2(ω′)
〉
=
{
Γ(4/3)
Γ(2/3) (3χ/u)
2/3
, χ/u 1,
χ/u, χ/u 1 (2)
The lower the photon energy, the larger its emission an-
gle: note that for ω′  γm, u ' ω′/(γm).
We have implemented a Monte Carlo algorithm that
samples the triple-differential spectrum into a particle-
tracking code, as an alternative to the standard method
in which only the energy is sampled from the angularly
integrated spectrum. These discrete emission events oc-
cur stochastically along the particles’ classical trajecto-
ries; between them, the dynamics are determined by the
Lorentz force alone. The electron recoil on emission is
fixed by the conservation of momentum. This ‘semiclas-
sical’ approach to QED is appropriate if the normalized
amplitude of the field a0 satisfies a
3
0/χ 1, such that the
formation lengths of the photons are much smaller than
the timescale of the external field [14, 33] and emission
rates for a ‘locally constant’ field can be employed.
We first confirm this by comparing the results of simu-
lations which include the radiation beaming, with exact
QED in section II. We propose a conceptually simple way
to estimate the magnitude of the error made by the ‘lo-
cally constant field’ emission rate used in simulations.
Then in sections III and IV we predict the beaming’s ef-
fect on the radiation spectrum and electron dynamics in
experimentally relevant scenarios, where multiple pho-
ton emissions and the spatiotemporal structure of the
focussing laser field are taken into account.
II. IMPROVED AGREEMENT WITH EXACT
QED
Sampling the angularly resolved emission spectrum
leads to substantially improved agreement with exact
QED results. The interaction we consider is single
nonlinear Compton scattering, i.e. the emission of
one and only one photon by an electron in an in-
tense, pulsed plane EM wave. The field tensor for the
pulse is eFµν = ma0
∑
i k[µε
i
ν]
dψi
dφ , where (ψ1, ψ2) =
(cosφ, δ sinφ) cos2[φ/(4σ)] for |φ| ≤ 2piσ, φ is the phase,
δ = 1 and 0 for circular and linear polarization, k is the
wavevector, and ε1,2 are the polarization vectors along x
and y respectively.
The one-photon emission probability is calculated in
the framework of strong-field QED, which accounts for
the interaction with the background electromagnetic field
to all orders in a0 [34–36]. The total probability, which
can exceed unity, is interpreted as the mean number
of emissions Nγ [14, 37]. As our Monte Carlo sim-
ulations allow for the emission of an arbitrary num-
ber of photons, equivalent results are obtained by post-
selection [28]: photon spectra are generated statistically
using only those simulated collisions in which exactly one
photon is emitted, and then rescaled to have integral
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FIG. 1. Agreement with exact QED is improved when
simulations using localized emission rates include the finite
beaming of the radiation. (a) Differential probability that an
electron emits a single photon with normalized perpendicular
momenta rx,y in a circularly (CP) or linearly polarized (LP)
EM wave. (b,c) Lineouts along rx,y = 0: results from QED
(solid colours) and simulations that include finite beaming
(black, dashed).
equal to the mean number of emissions, as determined
from the full set of collisions.
A comparison between exact QED results and simula-
tions that do and do not include the finite beaming of
the radiation is presented in fig. 1. Results are given
in terms of the emitted photon’s normalized perpendic-
ular momenta mrx,y = k
′
x,y(k.p0/k.k
′), where p0 is the
initial electron momentum. The rx-ry spectrum is ef-
fectively the angular profile of the emitted radiation if
γ0  a0  1, as rx,y ' γ0θx,y for tan θx,y = k′x,y/(−k′z).
We consider two examples: an electron with γ0 = 3000
collides with a circularly polarized pulse with a0 = 20;
and an electron with γ0 = 1×104 collides with a linearly
polarized pulse with a0 = 25. σ = 3 and the central
frequency ω = k0 = 1.55 eV in both cases.
If the finite beaming is neglected, the calculated pho-
ton spectrum collapses onto a curve that traces the elec-
tron trajectory: mrx,y = px,y(φ). This causes the an-
gular spread of the radiation to be significantly under-
estimated [28]. By contrast, when the finite beaming is
included [central column of fig. 1a], we obtain excellent
agreement with the QED results [right column of fig. 1a].
The structure of the angular profile is reproduced in both
the circularly and linearly polarized cases, as is shown by
the lineouts along the axes rx = 0 and ry = 0 in figs. 1b
and 1c.
Models based on localized emission, as ours is, are ac-
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FIG. 2. Estimating the error made in neglecting the finite
formation length of the emitted photon, at a0 = 10: (a) the
relation between the formation length and the angle at which
the photon is emitted; (b,c,d) comparison of results from ex-
act QED (black, dashed) and simulations where only photons
with formation lengths Lf < λ/10 (orange), λ/5 (green) or
infinity (blue) are emitted. In (b,c) we also show the re-
sult using the “extended” LCFA rates presented in [39] (red,
dashed). In (d) we have chosen a value of r⊥ that lies in the
region where the validity of the LCFA is questionable.
curate for photons with energies ω′/(γm) & χ/a30. Low-
energy photons, or those that are emitted in low-intensity
regions of the pulse, have long formation lengths and
interference effects tend to suppress their emission [38].
Hence we observe discrepancies near rx = ry = 0 in the
circularly polarized case, because photons in this region
originate from the pulse head and tail where the local
value of a0 6 1. Similarly, the spectrum in the linearly
polarized case is broader in the rx direction near the turn-
ing points ∂φrx = 0, where the local field vanishes.
The finite formation length of the photon is a signif-
icant potential source of error in simulations based on
localized emission rates [28]. If this length is comparable
to the spatial scale of variation of the background field,
nonlocal effects such as quantum interference become im-
portant. We now discuss how sampling the angularly
resolved photon spectrum allows the magnitude of such
effects to be estimated. Observe that, in the classical pic-
ture, the formation length of a photon emitted at angle θ
to the electron instantaneous momentum is the distance
travelled by the electron before it has separated from the
photon by at least θ (see fig. 2a). This distance may be
estimated locally as Lf ' 2rcθ, where the instantaneous
radius of curvature of the electron trajectory
rc =
γ2 − 1√
m2χ2 −m2( ~E + ~v × ~B)2/E2cr
(3)
can be calculated using the Frenet-Serret formalism, as-
suming that only electromagnetic forces are acting on the
electron [40]. For all practical purposes, the curvature ra-
dius can be approximated as rc ' γ2/(mχ), as is done in
this paper. Lf can then be calculated for each simulated
photon on emission, using the sampled value of the an-
gle θ, and if it exceeds a specified maximum value, the
photon is not emitted.
Note that, because photons are only ever removed,
this procedure does not account for constructive interfer-
ence effects that could enhance photon emission. How-
ever, as it has been shown that the LCFA tends to lead
to overestimation of the low-energy part of the spec-
trum [28, 38, 41], comparing the results from simulations
with and without this formation length check provides a
conceptually simple way to estimate the accuracy of the
spectra predicted.
An example of this procedure is shown in fig. 2, which
gives spectra that are differential in f = k.k′/k.p0, the
lightfront-momentum transfer fraction, and r⊥ = (r2x +
r2y)
1/2, for the photon emitted in the collision of electron
with γ0 = 1000 and a circularly polarized laser pulse with
a0 = 10 and σ = 3. All three simulations include the
finite beaming of the radiation, but take different values
of the maximum permitted formation length. Observe
that the spectra without a maximum (blue lines) and
Lf < λ/10 (orange lines) bracket the exact QED result;
the difference between the two illustrates the expected
accuracy of the LCFA.
Figure 2d shows the double-differential spectrum at
constant f = 2×10−4, which lies in the region f . 2χ/a30,
where this accuracy is weakest. The estimated error is
large, warning that substantial interference effects are
expected, as visible in the exact QED result. In fact, the
best agreement is obtained with a formation length cutoff
of λ/5 (green lines in fig. 2), which lies in between the two
extreme cases. It is similar to the result of a simulation
using the “extended” photon emission rates derived by
Ilderton et al. [39]. As this approach is based on gradient
corrections to the LCFA, two filters are necessary: one
for the correction, which is activated only for a(φ) >
c = pi/2, and a global filter ensuring positivity of the
rate. Note that the extended rates are presented only
in their angularly integrated form and thus we cannot
compare the angularly resolved spectra shown in fig. 2d.
4We could obtain one by assuming collinear emission, but
it would have a hard cutoff at r⊥ = a0 = 10, which is not
consistent with exact QED [28].
The procedure we have outlined uses only local quan-
tities (χ, γ) to estimate the formation length and it is
therefore agnostic as to the specific structure of the back-
ground field. However, if we explicitly choose this to be
an EM wave, where χ = 2a0γω/m, and take θ ' 1/γ as
representative of the whole photon spectrum, we recover
the well-known result that Lf ' 1/(a0ω) [14]. On the
other hand, using eq. (2) gives how the formation length
depends on the photon energy ω′:
Lf ' χ
1/3
a0ω
(
γm− ω′
ω′
)1/3
. (4)
This is consistent with results of Di Piazza et al. [41]. No
matter how large a0 is, photons with sufficiently low en-
ergy can have formation lengths comparable to the laser
wavelength. Our approach optionally excludes such pho-
tons on physical grounds, putting error bars on theoret-
ical predictions. This is complementary to the use of
corrected LCFA rates [39, 41–43], which aim to reduce
the error rather than estimate its magnitude.
Thus far we have considered only the emission of a
single photon, as this can be calculated within QED and
so benchmarking of the angularly resolved LCFA rate
eq. (1) is possible. We now turn to the effect of the
radiation beaming on the photon and electron spectra
in more realistic scenarios, where we allow for multiple
photon emission and spatiotemporal structure in both
the laser pulse and electron beam.
III. BROADENING OF THE RADIATION
ANGULAR PROFILE
In a head-on collision with an EM wave that is lin-
early polarized along x, neglect of the finite emission an-
gle means that all photons have ry = 0, confining the
radiation emitted by an initially divergence-free electron
beam to the laser polarization plane. In reality, photons
are emitted with ry 6= 0. Thus as the initial divergence of
the electron beam is reduced to zero, the photon diver-
gence in the perpendicular direction (along y) saturates
at a non-zero value.
This floor on the final divergence can be estimated an-
alytically in the limit χ 1, where the mean square po-
lar angle of the instantaneous power spectrum is
〈
θ2
〉
=
5/(4γ2). The total variance of the radiation angular pro-
file in the y-direction, δ2γ , after the electron has passed
through a pulsed plane wave, is obtained by integrat-
ing 12
〈
θ2
〉
over the pulse temporal profile. Thus we have
δ2γ =
∫
1
2
〈
θ2
〉P dφ/ ∫P dφ, where P = αm2χ2/(3ω) ∝
[γ(φ)g(φ)]2 gives the instantaneous radiated power (per
unit phase), g(φ) is the pulse temporal envelope, and γ(φ)
is the electron Lorentz factor as a function of phase φ.
We obtain the latter by solution of the Landau-Lifshitz
equation [44], which accounts for the deceleration due to
classical radiation reaction. Assuming that g(φ) is slowly
varying, this gives γ(φ) ' γ0/[1 + 2αa20γ0ωI(φ)/(3m)],
where I(φ) = ∫ φ−∞ g2(ψ) dψ. Therefore
δ2γ = δ
2
0 +
5(1 +R)
8γ20
, R = 2αa
2
0γ0ω
3m
∫ ∞
−∞
g2(φ) dφ, (5)
where δ0 is the initial divergence of the electron beam.
If the intensity profile g2(φ) is a Gaussian with FWHM
duration τ ,
∫∞
−∞ g
2(φ) dφ = ωτ
√
pi/(4 ln 2).
We compare this prediction to the results of 3D sim-
ulations of laser-electron collisions. In contrast to our
comparison with exact QED in section II, these simula-
tions account for multiphoton radiation-reaction effects
as well as the spatiotemporal structure of the electron
beam and focussed laser pulse. The former is initialized
with mean energy 500 MeV and root-mean-square (rms)
energy spread 50 MeV, divergence δ0 = 0.5 mrad and size
ρ = 10 µm. This corresponds to a normalized transverse
emittance of ⊥ = [
〈
y2
〉〈
p2y/m
2
〉
]1/2 = 5.0 mm mrad.
Much smaller emittances have already been measured in
laser-wakefield accelerators [45, 46]. The laser pulse has
wavelength λ = 0.8 µm, duration 30 fs, is linearly polar-
ized along x, and is focussed to a spot of size w0 = 2.5 µm
and peak intensity 2 × 1021 Wcm−2. The fields in our
simulations are calculated to fourth order in the diffrac-
tion angle [47].
The photon spectra for this scenario, resolved in θx
(the angle in the plane of polarization) and θy (the per-
pendicular angle), are shown in figs. 3a and 3b; they are
clearly broader in θy when the beaming of the radiation
is included. This demonstrates that the increase shown
in the upper panel of fig. 1 can survive more realistic
interaction parameters. Furthermore, fig. 3b shows that
the angular spread increases as the photon energy is low-
ered, whereas the entirety of the radiation is confined to
θy . 3δ0 if emission is assumed to be collinear.
Figures 3c and 3d give the energy-weighted rms θy of
all photons, and only those photons with ω′ = 1 MeV,
as a function of peak intensity, with all other parameters
fixed. Both are in reasonable agreement with our theoret-
ical predictions eqs. (2) and (5), setting χ = 2γ0a0ω/m
and γ = γ0 in the former. Note that it is possible for
δγ > δ0 even if emission is assumed to be collinear, be-
cause the decelerated electrons are ponderomotively ex-
pelled from the focal spot in both the x- and y-directions.
In principle, the radiation beaming is also evident in the
plane of polarization. However, if a0  1, the angular
extent of the radiation in this direction is dominated by
the a0/γ contribution of the electron’s oscillation.
The range of photon energies where inclusion of the
beaming is essential can be estimated as the range for
which the typical emission angle is between two and
ten times the global average ∼ 1/γ. Using our ear-
lier result, eq. (2), this is χ/870 . u . χ/7, where
ω′/(γm) = u/(1 + u). For the parameters used in fig. 3,
this corresponds to photons with energies from 0.1 to a
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FIG. 3. Effect of the radiation beaming on the angularly
resolved photon spectrum, in the collision of a 500-MeV elec-
tron beam and a linearly polarized laser pulse with peak in-
tensity I0. Density maps (colour scale, normalized to respec-
tive maxima) of (a) the energy radiated per unit solid angle
and (b) the energy radiated per unit frequency and angle,
both at I0 = 2 × 1021 Wcm−2. The divergence in the y-
direction (c) of the total spectrum and (d) at fixed frequency
ω′ = 1 MeV: simulation results (points), theoretical predic-
tions of eqs. (2) and (5) (orange, dashed) and the initial beam
divergence (grey, dashed).
few MeV. Even though they individually contribute little
to the total energy loss, such photons are emitted in far
greater numbers than their higher energy counterparts.
As discussed in section II, simulations based on the LCFA
tend to overestimate the yield of low-energy photons;
thus we validate the results shown in fig. 3 against simula-
tions in which photons with formation length Lf > λ/10
are discarded. This reduces the number of 1-MeV pho-
tons by 40%, but the additional broadening at this en-
ergy due to the finite beaming (fig. 3b) and the total en-
ergy radiated per unit solid angle (fig. 3a) are unchanged.
Similarly, the angular widths given in figs. 3b and 3d are
unchanged to within 5%.
It is important to note that, if the laser is circularly
rather than linearly polarized, there is no distinction be-
tween the two directions perpendicular to the wavevector.
The electrons oscillate in x and y and therefore the radi-
ation has a finite angular spread in both directions, even
if the initial electron divergence is reduced to zero and
the finite beaming is neglected. This is shown in fig. 4,
-40 -20 0 20 40
-40
-20
0
20
40
θx (mrad)
θ y
(m
ra
d
)
(a)
0
0.2
0.4
0.6
0.8
1
dℰγ/dΩ (MeVmrad-2)
collinear
emission
+ finite
beaming
-60 -40 -20 0 20 40 60
0.01
0.1
1
10
100
1000
θy (mrad)
ω′
(M
eV
)
(b) d2ℰγ/(dω′dθy) (mrad-1)
10-6
10-4
0.01
1
collinear
emission
+ finite
beaming
FIG. 4. The effect of the radiation beaming on the angularly
resolved photon spectrum is much weaker when the laser is
circularly polarized: density maps (colour scale, normalized
to respective maxima) of (a) the energy radiated per unit solid
angle and (b) the energy radiated per unit frequency and an-
gle in the collision of a 500-MeV electron beam and a circu-
larly polarized laser pulse with peak intensity 2×1021 Wcm−2.
where we compare the energy emitted per unit solid angle
by a 500-MeV electron beam colliding with a circularly
polarized, plane-wave, laser pulse, with peak intensity
2×1021 Wcm−2, wavelength 0.8 µm, and duration 30 fs.
(The electron beam has rms energy spread 50 MeV and
divergence δ0 = 0.5 mrad.) Comparing fig. 4 to fig. 3, it
is clear that a distinction between the two perpendicular
directions is necessary to observe finite beaming effects.
We focus, therefore, on the case of linear polarization.
IV. QUANTUM LIMIT ON THE ELECTRON
BEAM DIVERGENCE
We now turn to the consequences of non-collinear emis-
sion for the electron. The conservation of momentum
requires that if the photon is emitted at some finite an-
gle, a recoil ∆p is exerted on the emitting particle in the
direction perpendicular to its velocity. ∆p = ω′ sin θ '
mu
√
z2/3 − 1/(1 + u) to leading order in 1/γ; its mean
value is 〈∆p〉/m ' 3√3piχ/40 for χ  1 and 0.264χ1/3
for χ 1. For the perpendicular component of the recoil
to have a significant impact on the dynamics, it should
be comparable in size to the electron’s transverse mo-
mentum px = ma0. However, 〈∆p〉/px ' 0.4χ/a0 or
0.3χ1/3/a0  1 in almost all high-intensity scenarios of
interest. As such, it is safe to neglect the transverse recoil
in models of quantum radiation reaction, even though the
emission probability vanishes for θ → 0 and therefore the
recoil is never antiparallel to the instantaneous velocity.
Nevertheless, the effect of this transverse recoil can be
visible in the collision of an ultra-low emittance electron
beam with a high-intensity, linearly polarized laser pulse.
This is because, in a plane wave, the momentum in the di-
rection perpendicular to the polarization py is preserved
by the Lorentz force; under classical radiation reaction,
it can only ever decrease. Concretely, the equations of
6motion for this scenario are ddφ (k.p) = −2αm2χ2/3 and
d
dφ [py/(k.p)] = 0 [44]. We have py = py,0(k.p/k.p0) ≤
py,0 by
d
dφ (k.p) ≤ 0, where the equality applies in the
absence of radiation reaction. If py = 0 initially, it re-
mains so. This is no longer the case when the transverse
recoil is included.
Provided that radiation losses are not too large,
the electron emerges from the laser field with k.p '
2ω|pz|. Therefore the distribution of tan θy = py/|pz| '
2ω(py/k.p) is unchanged under classical radiation reac-
tion. It is unchanged under quantum radiation reaction
only if collinear emission is assumed. Including the finite
emission angle and associated transverse recoil, by con-
trast, leads to an increase in the out-of-plane divergence.
As the initial divergence of the electron beam is reduced
to zero, the final divergence δe =
〈
θ2y
〉1/2
saturates at a
non-zero value.
This lower bound on the divergence is a pure quantum
effect, arising from the finite number of emissions. This
phenomenon will occur not only in an ultraintense laser,
as considered here, but also in a static magnetic field.
In principle, the transverse recoil sets a lower bound on
the emittance of an electron beam in a storage ring, in
the direction parallel to the magnetic field [48]; however,
this limit is typically four orders of magnitude smaller
than the emittance in the plane of the orbit, and in prac-
tice is dominated by magnet alignment errors and other
deviations.
To estimate the final divergence, we assume that
the electron performs a random walk in θy, so δ
2
e =∫
1
2
〈
θ2e
〉
Wφ dφ, where the electron polar scattering angle
θe ' u
√
z2/3 − 1/γ and Wφ is the instantaneous rate of
photon emission per unit phase. In the limit χe  1,〈
θ2e
〉 ' 13χ2e/(30γ2) and Wφ ' 5αmχe/(4√3γω). As-
suming that the temporal profile g(φ) is slowly varying,
we find
δ2e = δ
2
0 +
26
√
3α
27pi
a30ω
2
m2
∫ ∞
−∞
g3(φ) dφ, (6)
where δ0 is the initial divergence of the electron beam.
If the intensity profile is a Gaussian with peak I0 and
FWHM duration τ ,
∫∞
−∞g
3(φ) dφ = ωτ
√
pi/(6 ln 2) and
δe[mrad] ' 0.086I3/40 [1021 Wcm−2]τ1/2[10 fs].
We now compare this prediction to the results of 3D
simulations of laser-electron collisions. It is essential
to account for multidimensional effects, because there
is a ponderomotive contribution to the electron deflec-
tion [49], which is enhanced by energy losses to radia-
tion emission. To mitigate this competing source of di-
vergence increase, we consider collisions with frequency-
doubled laser pulses that are focussed to relatively large
spot sizes. This exploits the fact that the ponderomo-
tive force, and so the divergence it induces, are propor-
tional to the gradient of the squared vector potential,
∇a2(x, y) ∝ I0λ2ρ/w20, whereas the increase in diver-
gence due to finite beaming δe ∝ I3/40 depends only on
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FIG. 5. Effect of the transverse recoil on the electron angular
distribution, in the collision of a 500-MeV electron beam and
a linearly polarized laser pulse with peak intensity I0: (a)
θx-θy distribution at I0 = 5 × 1021 Wcm−2; (b) rms θy from
simulations (points), its initial value (grey, dashed), and that
predicted by eq. (6) (orange, dashed).
intensity. The electron beam is initialized with mean
energy 500 MeV, energy spread 100 MeV, divergence
δ0 = 0.2 mrad and size ρ = 1.0 µm (all rms), which cor-
responds to ⊥ = 0.2 mm mrad [45, 46]. The frequency-
doubled laser pulse has wavelength 0.4 µm, duration
15 fs, and is focussed to a spot of size w0 = 5 µm and
peak intensity 5× 1021 Wcm−2.
The electron angular distributions for this particular
configuration are shown in fig. 5a; the variation of the
rms angle with peak intensity (all other parameters un-
changed) is shown in fig. 5b. We see that the transverse
recoil leads to a greater increase in the perpendicular di-
vergence than quantum radiation reaction alone (i.e., if
emission and recoil are assumed to be collinear with the
electron initial momentum). The rms perpendicular an-
gle obtained in the simulations agrees well with eq. (6).
These results are unchanged if the simulations are rerun
with a maximum permitted photon formation length of
Lf = λ/10, using the procedure given in section II. This
confirms that the beaming of the radiation is important
for photons that are sufficiently energetic to affect the
electron, unlike interference effects [28]. The challenge in
realizing such measurements is the high degree of control
required over both electron beam and laser pulse. Fur-
thermore, we cannot simply increase the peak intensity
to yield a larger value of δe, as eq. (6) suggests, because
this enhances radiative energy losses and so the pondero-
motive deflection that masks the relevant signal. We will
explore such effects in detail elsewhere.
V. CONCLUSIONS
The radiation emitted by ultrarelativistic charged par-
ticles is strongly beamed in the direction parallel to the
particle velocity. Despite the smallness of the opening
angle, we have shown that implementation of a photon
7emission rate that is resolved in scattering angle as well as
energy is necessary for accurate simulations of radiation
generation in the quantum regime. The finite beaming
is particularly important for moderate-energy photons,
which are emitted into a broader range of angles.
The finite emission angle means that there is a com-
ponent of the recoil that is perpendicular to the un-
perturbed momentum. While negligible in many high-
intensity scenarios of interest, we have shown that this
transverse recoil leads to a lower bound on the diver-
gence of the electron beam in the direction perpendicu-
lar to the plane defined by the unperturbed momentum
and the force of the external electromagnetic field. The
increase in the out-of-plane momentum is a purely quan-
tum effect, even though radiation beaming is a feature
of the classical theory as well. This is because the num-
ber of emissions Nγ → ∞ in the limit ~ → 0, which
averages the recoil over the arbitrary azimuthal angle.
In the quantum regime, the number of emissions is fi-
nite and therefore the change in transverse momentum is
not completely compensated. The consequent increase in
the electron beam divergence is a signature of radiation
reaction dynamics that go beyond the stochastic effects
previously considered [50–52].
Beyond the interaction with a single laser pulse exam-
ined here, it is possible that the transverse recoil affects
cascade development in an EM standing wave [19–21], be-
cause it would displace electrons from electric-field antin-
odes [53], where the most energetic photons are emitted.
It might also seed plasma instabilities in dipole-wave-
driven cascades [54].
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