Study of Lie algebras by using combinatorial structures  by Ceballos, Manuel et al.
Linear Algebra and its Applications 436 (2012) 349–363
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Study of Lie algebras by using combinatorial structures
Manuel Ceballos a,∗, Juan Núñeza, Ángel F. Tenoriob
a
Departamento de Geometría y Topología, Facultad de Matemáticas, Universidad de Sevilla, Apdo. 1160, 41080-Sevilla, Spain
b
Dpto. Economía, Métodos Cuantitativos e H.a Económica, Escuela Politécnica Superior, Universidad Pablo de Olavide, Ctra. Utrera km. 1,
41013-Sevilla, Spain
A R T I C L E I N F O A B S T R A C T
Article history:
Received 20 September 2010
Accepted 18 November 2010
Available online 23 December 2010
Submitted by J.M. Pena
AMS classification:
17B60
17B30
17B05
05C99
Keywords:
Lie algebras
Combinatorial structures
Triangular configurations
Complete graphs
Digraphs
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n-dimensional Lie algebras associated with either summed struc-
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a Lie algebra is associated with some of combinatorial structures
considered in this paper, as well as to study the properties of those
structures in order to use them as a tool for classifying the types of
Lie algebras associated with them.
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1. Introduction
In this paper, we describe new links between different fields of Mathematics that allow us to deal
with old and new problems using different techniques, as well as to improve known theories and
reveal new ones. More concretely, we deal with the two following mathematical fields: Lie algebras
and Graph Theory.
On one hand, the research on Lie Theory is extensive due to its applications to Engineering, Physics
andAppliedMathematics, apart from its theoretical study.On theotherhand,GraphTheory is currently
a very active field because of its many useful applications to other subjects. However, some aspects
of both theories are still not understood. For example, the classification of nilpotent and solvable Lie
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algebras is still an open problem, although other types of Lie algebras (such as semisimple and simple)
were completely classified in 1890.
Our main goal is to make progress in linking Graph Theory with Lie algebras and carrying on in
this way with the work already done in [1,2] or [3]. In those articles, a mapping was introduced be-
tween Lie algebras and certain types of combinatorial structures. Firstly, in this paper, we study some
configurations derived from complete triangular structures (i.e., complete graphs with full triangles
between their weighted, undirected edges), that were studied in [2]. Then, we start studying the class
of n-dimensional Lie algebras associated with several families of digraphs made up of n vertices. More
concretely, we generalize the study done in [1] for 3-cycles. The main topic of this paper consists in
studying the conditions under which complete triangular structures and several families of digraphs
are associated with Lie algebras.
The structureof this paper is as follows: after reviewing someknownresults on Lie Theory in Section
2, we expound upon the general method used to associate a Lie algebra with a combinatorial structure
in Section 3. In Section 4, we study some configurations derived from complete triangular structures.
Then, Section 5 is devoted to analyze the association between Lie algebras and several families of
digraphs. Moreover, we also study the type of Lie algebra associatedwith them in order to get the clas-
sificationof suchalgebras. Finally, Section6describes our conclusions andourproposal for futurework.
2. Preliminaries of Lie algebras
In this section, we show some preliminary concepts about Lie algebras, bearing in mind that the
reader can consult [4] for a general overview. From here on, we only consider finite-dimensional Lie
algebras over the complex number fieldC.
Definition 1. A Lie algebra g is a vector spacewith a second bilinear inner composition law ([, ]) called
the bracket product or Lie bracket, which satisfies
[X, X] = 0,∀X ∈ g and J(X, Y, Z) = 0,∀X, Y, Z ∈ g,
where J is the jacobiator defined as J(X, Y, Z) = [[X, Y], Z] + [[Y, Z], X] + [[Z, X], Y]. The last
expression is called the Jacobi identity.
The structure constants or Maurer–Cartan constants in the basis {e1, . . . , en} are defined by
[ei, ej] = ∑ chi,jeh, for 1  i, j  n.
Definition 2. A Lie algebra is semisimple if it is not abelian and does not contain any proper abelian
ideal.
Definition 3. The commutator central series and the lower central series of a finite-dimensional Lie
algebra g are, respectively,
C1(g) = g, C2(g) = [g, g], . . . , Ck(g) = [Ck−1(g), Ck−1(g)], . . . and
C1(g) = g, C2(g) = [g, g], . . . , Ck(g) = [Ck−1(g), g], . . .
Hence, g is (m − 1)-step solvable if there existsm ∈ N such that Cm(g) ≡ {0} and Cm−1(g) = {0} and
g is (m − 1)-step nilpotent if there existsm ∈ N such that Cm(g) ≡ {0} and Cm−1(g) = {0}
Remark 1. Let us note that, in light of these twodefinitions, every nilpotent Lie algebra is also solvable,
because Ci(g) ⊆ Ci(g), ∀i.
Definition 4. For a given k ∈ N, the Heisenberg algebra Hk is the (2k + 1)-dimensional Lie algebra
having the following lawwith respect to a certain basis {x1, . . . , xk, y1, . . . , yk, z} : [xi, yi] = z, ∀i =
1, . . . , k.
Definition 5. A Lie algebra g is perfect if g is isomorphic to C2(g) = C2(g).
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Fig. 1. Full triangle and triangles with a shared edge.
Fig. 2. Directed edges.
Fig. 3. Ingoing and outgoing vertices.
3. Associating combinatorial structures with Lie algebras
Givenann-dimensional Lie algebragwithabasisB = {ei}ni=1,wehave [ei, ej] =
∑n
k=1 cki,jek and the
pair (g, B) is associated with a combinatorial structure by the following method, already introduced
in [1]:
(a) For each ei ∈ B, we draw one point (vertex) labelled as index i.
(b) Given three vertices i < j < k, we draw a full triangle. The weights assigned to the edges that
connect the vertices i, j and k are cki,j , c
i
j,k , and c
j
i,k , respectively.
However, it is agreed that
(b1) If cki,j = cij,k = cji,k = 0, then the triangle is not drawn.
(b2) If any of the structure constants is zero, we draw the corresponding edge using a discontin-
uous line (called ghost edge). The degree of a vertex i is the number of edges incident with
i, including ghost edges.
(b3) If two triangles of vertices i, j, k and i, j, l with 1  i < j < k < l  n satisfy cki,j = cli,j ,
then they share the edge between the vertices i and j (see Fig. 1).
(c) Given two vertices i and j with 1  i < j  n, if cii,j = 0 or cji,j = 0, then we draw a directed
edge (see Fig. 2).
Definition 6. A vertex v is ingoing (respectively, outgoing) if all of the directed incident edges with v
are oriented towards v (respectively, from v). Fig. 3 shows examples of these two types of vertices.
4. Complete triangular structures associated with Lie algebras
The association between complete triangular structures and Lie algebras was studied in [2]. Now,
we remind the definition of such structures.
We define a complete triangular structure T as a complete graph G with full triangles between its
weighted, undirected edges. If T is made up of n vertices, we can label all of the vertices consecutively
as 1, 2, 3,…, n, following a clockwise orientation. Given two vertices i and j such that 1  i < j  n, ci,j
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denotes the weight of the edge (i, j). Under this assumption, we can define a vector space V endowed
with a basis {ei}ni=1, where ei corresponds with the vertex i of T and whose law is given as follows
[ei, ej] = ci,j
⎛
⎝∑
h =i,j
eh
⎞
⎠ . (1)
4.1. Summed structures
In this section, we wonder about combinatorial structures more complex than the ones studied in
[2]. More concretely, we study the summed structures; i.e., those obtained when adding a new triangle
to a complete triangular structure T . There are two different types of summed structures. In the first
type, T and the new triangle share a vertex. The second type consists of adding the triangle sharing
an edge with T . In this last case, if g is the Lie algebra associated with T , its brackets may change after
adding the new triangle because a new summand appears in the bracket corresponding with the basis
vectors associated with the two vertices in the shared edge.
In general, the existence of a Lie algebra associated with a complete triangular structure does
not assure the existence of Lie algebras associated with its summed structures. Obviously, complete
triangular structures not associated with Lie algebras do not generate summed structure associated
with Lie algebras.
After these previous indications, we determine under which conditions the addition of a new
triangle allows us to obtain summed structures associated with Lie algebras. To do this, we study all
the possible configurations depending on the number of vertices in the initial structure.
Case n = 3. There exists a unique complete triangular structure of 3 vertices associated with a Lie
algebra. When adding a triangle sharing vertex or edge, the following results show the
two different structures associated with Lie algebras.
Proposition 1. Let T be a complete triangular structure made up of 3 vertices. When adding a full triangle
sharing a vertex u of T, the summed structure is associated with a Lie algebra if and only if one of the
following statements holds:
• Every full edge is incident to the vertex u. In this case, its associated Lie algebra is 2-step solvable and of
dimension 5. Additionally, the algebra is 2-nilpotent if and only if each triangle only provides a unique
full edge to the vextex u.
• Every ghost edge is incident to the vertex u. In this case, the Heisenberg algebra H2 is obtained.
Proof. We consider a 5-dimensional vector space V with a basis {ei}5i=1. If T is formed by the vertices{1, 2, 3} and the second triangle is {1, 4, 5}, we have the following law
[e1, e2] = c1,2e3, [e1, e3] = c1,3e2, [e1, e4] = c1,4e5,
[e1, e5] = c1,5e4, [e2, e3] = c2,3e1, [e4, e5] = c4,5e1.
It is trivially verified that J(e1, ei, ej) = 0, for 2  i < j  5. The other Jacobi identities are given by
J(e2, e3, e4) = c2,3c1,4e5 = 0, J(e2, e3, e5) = c2,3c1,5e4 = 0,
J(e2, e4, e5) = c4,5c1,2e3 = 0, J(e3, e4, e5) = c4,5c1,3e2 = 0.
By solving the corresponding system of equations and taking into consideration that every full triangle
contains, at least, a full edge, we obtain the following two solutions
{c4,5 = 0, c2,3 = 0} and {c1,2 = 0, c1,3 = 0, c1,4 = 0, c1,5 = 0}.
The representation of each solution is given in Fig. 4.
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Fig. 4. Summed structures for two full triangles.
Fig. 5. Summed structure formed by two full triangles.
The first case leads to a Lie algebra gwith the brackets
[e1, e2] = c1,2e3, [e1, e3] = c1,3e2, [e1, e4] = c1,4e5, [e1, e5] = c1,5e4,
where the coefficients c1,2 and c1,3 cannot be zero simultaneously. The same is verified for c1,4 and
c1,5. Consequently, [g, g] = 〈{c1,heh}5h=2〉 is an abelian subalgebra of dimension greater than 1 and,
hence, g is 2-step solvable. Additionally, if all the previous coefficients c1,j are non-null for 2 ≤ j ≤ 5,
then C3(g) = [g, g] and g is non-nilpotent. When the coefficients c1,2 and c1,3 (respectively, c1,4 and
c1,5) are non-null but only one of the coefficients c1,4 and c1,5 (respectively, c1,2 and c1,3) is non-null,
then C3(g) = 〈e1,2, e1,3〉 (respectively, C3(g) = 〈e1,4, e1,5〉) and g is non-nilpotent. Finally, when only
one of the coefficients in each pair (c1,2, c1,3) and (c1,4, c1,5) is non-null, the ideal C3(g) vanishes and
the algebra g is 2-nilpotent.
In the second case, the Lie algebra g is given by the 3-dimensional Heisenberg algebra. 
Proposition 2. Under the previous notation, a summed structure formed by two triangles sharing an edge
is associated with a 4-dimensional Lie algebra if and only if c1,3c2,4 − c1,4c2,3 = 0. Consequently, this
4-dimensional Lie algebra is non-solvable and non-semisimple if and only if one of the following statements
is verified:
(a) One of the triangles is only made up of full edges.
(b) The shared edge is full and each of its vertices belongs to a second full edge with different vertices in
the structure.
On the other hand, the 4-dimensional Lie algebra is 2-step nilpotent if and only if a vertex in the shared
edge is only incident with ghost edges. Otherwise, the algebra is 2-step solvable, but non-nilpotent.
Proof. Given a complete triangular structure T of 3 vertices {1, 2, 3}, we add a full triangle {1, 2, 4}
sharing the edge (1, 2). Then we obtain the structure shown in Fig. 5 and its associated Lie algebra is
given by
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[e1, e2] = c1,2(e3 + e4), [e1, e3] = c1,3e2, [e2, e3] = c2,3e1,
[e1, e4] = c1,4e2, [e2, e4] = c2,4e1.
From J(e1, e3, e4) = 0 and J(e2, e3, e4) = 0, we conclude that the structure is associated with
a Lie algebra if and only if c1,3c2,4 − c1,4c2,3 = 0. The rest of the Jacobi identities are identically
null.
When thereexists, theassociatedLie algebragis non-solvable andnon-semisimplebecauseC3(g) =[g, g] = g if Condition a) or b) holds.
Condition (a) is equivalent to affirm that c1,2, c1,j and c2,j are non-null for j = 3 or 4. Analogously,
Condition (b) is equivalent to c1,2, c1,i and c2,j are non-null for (i, j) = (3, 4) or (4, 3). The rest of
possible cases are:
• c1,2 = 0 and ck,3 = ck,4 = 0, for k = 1 or 2
[g, g] =
⎧⎨
⎩
〈ek, e3 + e4〉, if ch,3 = 0 or ch,4 = 0, with k = h ∈ {1, 2};
〈e3 + e4〉, otherwise.
Consequently, g is 2-step solvable, but non-nilpotent because C3(g) = 0 and C3(g) = [g, g].• c1,2 = 0: We have to consider the following distinction:
– c1,2 = ci,3 = ci,4 = 0, where i = 1 or 2: This is equivalent to affirm that the vertex i is only
incident with ghost edges (including the shared edge). The algebra g is 2-step nilpotent because
C3(g) = 0.
– Otherwise: g is 2-step solvable but not nilpotent because [g, g] = 〈e1, e2〉, C3(g) = 0 and
C3(g) = [g, g]. 
Case n  4. In Theorem1 of [2], two different types of complete triangular structureswere obtained.
For the first type, denoted by Sn, there are only n − 1 full edges and all of them are
incident to a unique vertex. The second type, named Tn, contains n − 3 vertices which
are incident only to ghost edges and a unique full triangle made up of full edges. When
adding a full triangle to these structures, by using the same techniques as in dimension
3, the following results are obtained
Proposition 3. A summed structure made up of a full triangle t and the structure Sn is associated with a
Lie algebra if and only if one of the following statements holds:
(a) t and Sn share the unique vertex incident to the n − 1 full edges in Sn and the other vertices of t are
adjacent by ghost edges.
(b) t and Sn share a full edge, preserving the properties of Sn.
Proof. Assume that {1, 2, . . . , n} are the vertices of Sn and n is the vertex incident to the n − 1 full
edges.
Case (a). If t and Sn share the vertex n, the vertices of t are {n, n + 1, n + 2}. The Jacobi identity
J(ej, en+1, en+2) = 0, where j ∈ {1, . . . , n − 1}, involves [en+1, en+2] = 0 and the rest of
Jacobi identities are trivially satisfied.
Assume that t is made up of the vertices {k, n + 1, n + 2} where k ∈ {1, . . . , n − 1}.
Then there exists h0 such that {h0, k, n} is a full triangle in Sn and [eh0 , en] = ch0nek = 0.
The Jacobi identities J(eh, en, en+1) = 0 and J(eh, en, en+2) = 0 are trivially satisfied
for h = h0, k, n, whereas J(eh0 , en, en+1) = 0 and J(eh0 , en, en+2) = 0 imply that[ek, en+1] = [ek, en+2] = 0. Analogously, J(en, en+1, en+2) = 0 leads to [en+1, en+2] = 0.
Consequently, t is a full triangle made up of ghost edges and this is a contradiction.
Case (b). Assume that t and Sn share an edge (a, b) and n + 1 is the third vertex of t. If (a, b) is not
incident to the vertex n (i.e., (a, b) is ghost), there exist j0 and j1 such that {j0, a, n} and
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{j1, b, n} are full triangles in Sn. From J(ej0 , en, en+1) = 0 and J(ej1 , en, en+1) = 0, we can
deduce [ea, en+1] = [eb, en+1] = 0. This comes into a contradiction with the fact that t is
a full triangle.
If t and Sn share an edge (k, n), there exists l0 such that {l0, k, n} is a full triangle in Sn and [el0 , en] =
cl0nek = 0. Hence, J(el0 , en, en+1) = 0 implies that [ek, en+1] = 0 and, under this condition,
the remaining Jacobi identities are verified trivially. Consequently, this summed structure is asso-
ciated with a Lie algebra and has n + 1 vertices and n full edges, all of them incident to the
vertex n. 
Proposition 4. A summed structure made up of a full triangle t and the structure Tn is associated with a
Lie algebra if and only if one of the following statements holds:
(a) t and Tn share one of the vertices, incident only to ghost edges, and the other vertices of t are adjacent
by a full edge.
(b) t and Tn share a full edge, preserving the properties of Tn.
Proof. Assume that {1, 2, . . . , n} are the vertices of Tn and n is a vertex incident only to ghost edges.
Case (a). If thevertices of t are {n, n+1, n+2},wedenoteby {j, k, l} the full trianglewith full edges in
Tn. Obviously, the vertexn cannot belong to the triangle {j, k, l}, becausen is only incident to
ghost edges. The Jacobi identities for the triples (ej, ek, en+1), (ek, el, en+1), (ej, ek, en+2),
(ek, el, en+2), (ej, el, en+1) and (ej, el, en+2) imply that [en, en+1] = [en, en+2] = 0,
whereas the remaining ones are trivially satisfied. Since t is a full triangle, [en+1, en+2]
has to be non-zero. Under these conditions, the summed structure is associated with an
(n + 2)-dimensional Lie algebra.
If t and Tn share the vertex j in the full triangle {j, k, l} with full edges in Tn, then
J(ek, el, en+1) = 0, J(ek, el, en+2) = 0 and J(ek, en+1, en+2) = 0 imply that [ej, en+1] =[ej, en+2] = [en+1, en+2] = 0. This comes into contradiction since t is a full trian-
gle.
Case (b). Assume that t and Tn share an edge (p, q) and {j, k, l} is the full triangle of Tn with full
edges. If (p, q) is ghost, j and k cannot be vertices of t because Tn has, at least, 4 vertices.
In this way, J(ej, ek, en+1) = cj,k(cp,n+1eq + cq,n+1ep) = 0 and this allows us to con-
clude that [ep, en+1] = [eq, en+1] = 0. Therefore, t would be a full triangle with ghost
edges, which is not possible. If the edge shared between t and Tn is an edge (j, k) of the
full triangle contained in Tn, then J(ej, el, en+1) = 0 and J(ek, el, en+1) = 0 imply that[ej, en+1] = [ek, en+1] = 0. 
When adding a full triangle t to the structures Sn or Tn under the conditions shown in Propositions
3 and 4, we obtain the structures Sn+1 and Tn+1, respectively. In this way, the following result can be
stated.
Corollary 1. Every complete triangular structure Sn and Tn associated with a Lie algebra can be obtained,
respectively, as a summed structure of Sn−1 and Tn−1 with a full triangle sharing an edge under the condi-
tions shown in Propositions 3 and 4.
Example 1. We show summed structures in Figs. 6 and 7.
Now, we study if it is possible to obtain an structure associated with a Lie algebra by adding the
structures Sn and Tn. The first case is to consider the sum of Sn and Sm.
Proposition 5. A structure formed by summing Sn and Sm is associated with a Lie algebra if and only if
one of the following statements holds:
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Fig. 6. Summed structure with S4 and T4 sharing a vertex.
Fig. 7. S5 and T5 are obtained as summed structures of S4 and T4 with a shared edge.
(a) They share the unique vertex which is incident to the n − 1 full edges in Sn and the m − 1 full edges
in Sm.
(b) They share a full edge and the vertices indicated in the previous statement are the same.
Proof
Case (a). We assume that n < m and that Sn and Sm share the vertex n, which is incident to the
n − 1 full edges in Sn and the m − 1 full edges in Sm. In this way, the vertices of Sm are{n, n + 1, . . . , n + m − 1}. The Jacobi identities J(ei, ej, ek) = 0 where i, j, k = n are
verified since all the full edges are incident with the vertex n. Moreover, en is not obtained
as a result of any bracket, consequently the remaining Jacobi identities are also satisfied.
Next, we prove the nonexistence of structures defined by summing Sn and Sm such that
they share a vertex different from n. We suppose that the vertices of Sm are {k, n+ 1, . . . ,
n + m − 1} where k ∈ {1, . . . , n − 1} is incident with (m − 1) full edges in Sm. Then,
the Jacobi identity J(ei, en, ej) = [[ei, en], ej] = ci,nck,j∑α =jα∈{n+1,...,n+m−1} eα , where i ∈{1, . . . , n − 1} and j ∈ {n + 1, . . . , n + m − 1}.
Finally, we suppose that Sn and Sm share a vertex p different from the vertices that are
incident with (n− 1) and (m− 1) full edges in Sn and Sm, respectively. Let us denote these
vertices by n and n+m−1. In this way, the vertices of Sn and Sm are {1, . . . , p, . . . , n} and{p, n + 1, n + m − 1}, respectively. In this case, J(ea, en, en+m−1) = [[ea, en], en+m−1] =
ca,ncp,n+m−1
∑
β∈{n+1,...,n+m−2} eβ , where a ∈ {1, . . . , n − 1}.
Case (b). We have to study two different cases: when Sn and Sm share a full edge and when they
share a ghost edge. Let us suppose that they share the full edge (a, b). Then, they share the
vertices which are incident with (n − 1) full edges in Sn and (m − 1) full edges in Sm. It is
easy to prove that this structure is associated with a Lie algebra if and only if these vertices
are the same (a or b).
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Fig. 8. S4 summed with itself, S4 sharing a vertex and a full edge and T5 summed with itself sharing a ghost edge.
In case that they share a full edge (a, b) where a is incident with (n − 1) full edges in
Sn and b is incident with (m − 1) full edges in Sm, then J(ea, ei, ek) = [[ea, ei], ek] =
ca,i[eb, ek] = 0, where i and k are vertices of Sn and Sm different from a and b, respec-
tively.
Finally, we prove that if Sn and Sm share a ghost edge, the corresponding structure is not
associated with a Lie algebra. Let us suppose that they share a ghost edge (a, b) and that
k and l are vertices incident with (n − 1) and (m − 1) full edges in Sn and Sm, respec-
tively. Then J(ek, er, el) = [[ek, er], el] = ck,r([ea, el] + [eb, el]) = ck,rca,l∑α =aα∈Sm eα +
ck,rcb,l
∑β =b
β∈Sm eβ = ck,rca,leb + ck,rcb,lea + v = 0 where r is a vertex in Sn different from
a, b and k and v is linearly independent with ea and eb. 
By using an analogous reasoning, the following proposition can be proved for the sum of Tn
and Tm,
Proposition 6. A structure formed by summing Tn and Tm is associated with a Lie algebra if and only if
one of the following statements holds:
(a) They share a vertex which is incident only with ghost edges.
(b) They share a ghost edge and n,m  5.
Examples of the resulting structures from Propositions 5 and 6 are given in Fig. 8.
Finally, we study the possibilities when we sum the structures Sn and Tn.
Proposition 7. A structure formed by summing Sn and Tm is not associated with a Lie algebra.
Proof. Let us consider a structure defined by summing Sn and Tm and let i be a shared vertex. Let us
denote by {a, b, c} the vertices of the full triangle in Tm and let j be the vertex of Sn which is adjacent to
the remaining vertices of Sn by full edges. Then, J(ea, eb, ej) = [[ea, eb], ej] = ca,bci,j∑α =i,jα∈Sn eα = 0.
Consequently, there is no Lie algebra associated with this structure.
In the case that Sn and Tm share an edge, there are two vertices involved and it can be used the same
reasoning to prove that it is not possible to find a Lie algebra associated with such a structure. 
Remark 2. If we consider summed structures sharing a face, then we obtain the same previous
results.
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5. Digraphs and Lie algebras
In this section, we study the class of n-dimensional Lie algebras associated with several families of
digraphs made up of n vertices. To do so, we consider cycle digraphs and bipartite digraphs. The Lie
algebras obtained in this section can be considered over any field, K, finite or not, of characteristic
zero or not.
5.1. Cycle digraphs and Lie algebras
In this section we generalize some results obtained in [1] about cycle digraphs and Lie algebras.
A cycle digraph G is defined as a cycle graph with directed edges. In this section, we consider a
well-oriented weighted cycle digraph with double edges between their vertices; which means that
we can draw, at least, two cycles in the digraph containing each vertex and following the orientation
given on the graph. In this way, we are going to study the problem of computing the weight of each
edge in order to obtain a well-oriented weighted cycle digraph associated with a Lie algebra. To do so,
we will apply the method expounded in the previous section bearing in mind that no triangles can be
obtained, since we are dealing with digraphs. In this way, we follow this procedure.
Let G be a well-oriented weighted cycle digraph made up of n vertices. We label all the vertices
consecutively by 1, 2, 3, …, n, following the clockwise orientation. The edges following this orientation
will be calledmain edges. The remaining ones will be called non-main edges.
Fixed and given two vertices i and j such that 1  i < j  n, we will consider that cki,j = 0, for
k = i, j. This is due to the fact that we are only dealing with digraphs and, hence, no triangles can be
drawn in this configuration.With respect to the vertices i and j, the weight of the edges between them
will be denoted by cii,j and c
j
i,j (i.e., the unique non-null structure constants for the bracket [ei, ej]).
Under these assumptions, we can define a vector space V endowed with a basis {ei}ni=1, where ei
corresponds to the vertex i of G and whose law is given by the following non-zero brackets
[ei, ej] = cii,jei + cji,jej, where cii,j, cji,j = 0.
Then, we have to compute the values of the coefficients cii,j and c
j
i,j such that all the Jacobi identities
are satisfied.
Now we distinguish several cases, depending on the number of vertices.
• Case n = 3: In this case, the Jacobi identity J(e1, e2, e3) = 0 is equivalent to the following system
of equations
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
c22,3c
1
1,2 + c32,3c11,3 = 0,
c31,3c
2
2,3 − c11,3c21,2 = 0,
c11,2c
3
1,3 + c21,2c32,3 = 0.
When we solve it, we obtain the following solutions given as relations between the structure
constants{
c11,3 = c22,3, c11,2 = −c32,3, c21,2 = c31,3
}
,
{
c11,3 = −c22,3, c11,2 = c32,3, c21,2 = −c31,3
}
Hence, we assume that there exist three non-zero scalars p1, p2, p3 ∈ K∗, such that {c11,3 = c22,3 =
p1, c
1
1,2 = −c32,3 = p2, c21,2 = c31,3 = p3} in the first case, and {c11,3 = −c22,3 = p1, c11,2 = c32,3 =
p2, c
2
1,2 = −c31,3 = p3} in the second case.
In this way, we obtain the following non-isomorphic 3-dimensional Lie algebras, being shown
their respective graphs in Fig. 9
g : [e1, e2] = p2e1 + p3e2, [e1, e3] = p1e1 + p3e3, [e2, e3] = p1e2 − p2e3.
h : [e1, e2] = p2e1 + p3e2, [e1, e3] = p1e1 − p3e3, [e2, e3] = −p1e2 + p2e3.
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Fig. 9. Digraphs associated with g and h, respectively.
If we apply the basis change sending {e1, e2, e3} to
{
p
p3
e1,
p
p2
e2,
p
p1
e3
}
, where p ∈ K∗, we obtain
the expression of the previous lawwith all the structure coefficients equal to p respecting the signs
appearing in the brackets. Additionally, if the basis change considered is to send {e1, e2, e3} to{
1
p3
e1,
1
p2
e2,
1
p1
e3
}
, the respective laws can be written as follows
g : [e1, e2] = e1 + e2, [e1, e3] = e1 + e3, [e2, e3] = e2 − e3.
h : [e1, e2] = e1 + e2, [e1, e3] = e1 − e3, [e2, e3] = −e2 + e3.
• Case n  4: In this case, there exists only one Lie algebra associated with G for each value of n. For
three vertices (i, j, k) with 1  i < j < k  n, the Jacobi identity J(ei, ej, ek) = 0 involves
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
c
j
j,kc
i
i,j + ckj,kcii,k = 0,
cki,kc
j
j,k − cii,kcji,j = 0,
cii,jc
k
i,k + cji,jckj,k = 0.
We impose all the Jacobi identities and if we use the reasoning considered in the previous case, we
obtain the law of a particular Lie algebra. This Lie algebra will be denoted by gn and it is associated
with a well-oriented, weighted cycle digraph with double edges of n vertices, where n  4
[en−1, en] = en−1 + en
[ea, eb] = −ea + eb
[ea, en] = ea + en,
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
, where
⎧⎨
⎩
1  a  n − 2;
a + 1  b  n − 1.
In this way, we can establish the following result.
Proposition 8. Let us consider a well-oriented, weighted cycle digraph G with double edges of 3 vertices
under the previous conditions. Then, G is associated with a 3-dimensional Lie algebra if and only if the
weights of its edges satisfy one of the following constraints:
(i) c11,2 = c21,2 = c11,3 = c31,3 = c22,3 = 1 and c32,3 = −1. In this case, the Lie algebra, denoted by g, is
2-step solvable and non-nilpotent.
(ii) c11,2 = c21,2 = c11,3 = c32,3 = 1 and c31,3 = c22,3 = −1. In this case, the Lie algebra, denoted by h, is
perfect and isomorphic to the simple Lie algebra sl(2,K).
Proof. The necessary and sufficient condition has been proved above in this section. Hence, we only
need to prove the properties of the algebra associated with the digraph. By {e1, e2, e3}we denote the
basis of the 3-dimensional vector space associated with G.
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In case (i), the derived algebra D(g) = C2(g) = C2(g) is given by the following brackets
[e1, e2] = e1 + e2, [e1, e3] = e1 + e3, [e2, e3] = e2 − e3.
The Lie algebra C3(g) is null because
[e1 + e2, e1 + e3] = [e1 + e2, e2 − e3] = [e1 + e3, e2 − e3] = 0.
Therefore, g is 2-step solvable. Now, we can prove that g is non-nilpotent, since [e1, e1 + e2] =[e1, e2], [e1, e1 + e3] = [e1, e3], [−e2, e2 − e3] = [e2, e3], which implies C3(g) = C2(g).
In case (ii), the derived algebra D(h) is obtained with the following brackets
[e1, e2] = e1 + e2, [e1, e3] = e1 − e3, [e2, e3] = −e2 + e3.
The derived algebra is 3-dimensional since the brackets give linearly independent vectors. Conse-
quently, D(h) is isomorphic to h. Therefore, h is a perfect Lie algebra.
To prove that h is isomorphic to sl(2,K), we consider the isomorphism sending the vectors e1, e2
and e3 to X =
⎛
⎝
1
2
0
0 − 1
2
⎞
⎠, Y =
⎛
⎝− 12 1
0 1
2
⎞
⎠ and Z =
⎛
⎝
1
2
0
1 − 1
2
⎞
⎠, respectively. 
Proposition 9. Let us consider a well-oriented, weighted cycle digraph G with double edges of n  4
vertices under the previous conditions. Then, G is associated with an n-dimensional Lie algebra if and only
if the weights of the edges satisfy
caa,b = −1, cba,b = caa,n = cna,n = 1, where
⎧⎨
⎩
1  a  n − 2;
a + 1  b  n − 1; and
c
n−1
n−1,n = cnn−1,n = 1.
The Lie algebra associated with G is unique and is denoted by gn. Moreover, the Lie algebra gn is 2-step
solvable and non-nilpotent.
Proof. We use a similar reasoning as in Proposition 8. Hence, we only need to prove the properties of
the algebra associated with the digraph.
We consider the n-dimensional Lie algebra gn. Now, we compute the Lie algebra C3(gn). To do so,
we have to consider the following three types of brackets for the computation of C3(gn):
Fig. 10. Digraph associated with the 4-dimensional Lie algebra g4.
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(i) For 1  ai  n−2 and ai +1  bi  n−1, with i = 1, 2, it is verified that [−ea1 + eb1 ,−ea2 +
eb2 ] = 0.
(ii) For 1  ai  n− 2 and a1 + 1  b  n− 1, with i = 1, 2, we can affirm that [−ea1 + eb, ea2 +
en] = 0.
(iii) For 1  ai  n − 1, with i = 1, 2, it is verified that [ea1 + en, ea2 + en] = 0.
Consequently, we can assert that C3(gn) ≡ {0} and gn is 2-step solvable. Next, we prove that gn
is non-nilpotent. Given a such that 1  a  n − 2, it is verified that [ea, [−ea, eb]] = [ea, eb],
for a + 1  b  n − 1 and that [ea, [ea, en]] = [ea, en]. Therefore, C3(gn) = C2(gn) and gn is
non-nilpotent. 
In Fig. 10 we show the digraph associated with the 4-dimensional Lie algebra g4.
5.2. Bipartite digraphs and Lie algebras
In this section, we consider weighted bipartite digraphs; that is, bipartite graphs with weighted
and directed edges. In this case, we are going to study the problem of computing the weight and the
orientation of each edge in order to obtain a bipartite digraph associated with a Lie algebra. To do so,
we will apply the method expounded in Section 3 bearing in mind that no triangles can be obtained,
since we are dealing with digraphs. In this way, we follow the procedure shown next.
Let G be a weighted bipartite graph of n vertices. We label all the vertices consecutively by 1, 2, 3,
…, n, following the clockwise orientation. Let us denote by U and V the two subsets of vertices of G.
In this way, the vertices of U are not adjacent to each other and the same for V . Now, we consider an
orientation of the edges of G in such a way that all the vertices of U are outgoing vertices (respectively,
ingoing vertices) and the ones ofV are ingoing vertices (respectively, outgoing vertices).Wewill denote
the (non-null) weight of the edge (i, j) in G by c
j
i,j = 0, where i ∈ U and j ∈ V . Under this assumption,
we can define a vector space W endowed with a basis {ei}ni=1 where ei corresponds to the vertex i of
G and whose law is given by the following non-zero brackets
[ei, ej] = cji,jej, where i ∈ U, j ∈ V . (2)
In this way, we can set the following result.
Proposition 10. Let us consider a bipartite digraph G, with n vertices splitting in two disjoint sets U
(only containing outgoing vertices) and V (only made up of ingoing vertices). Then, G is associated with an
n-dimensional 2-step solvable, non-nilpotent Lie algebra.
Proof. First, we are going to prove that G is associated with an n-dimensional Lie algebra, indepen-
dently of the weight of its directed edges. To do so, we prove that all the Jacobi identities are satisfied.
Now, we distinguish three different types according to the vectors in them:
Type 1. {ei, ej, ek} such that {i, j, k} ⊂ U or V .
In this case, J(ei, ej, ek) = 0 is satisfied because the vertices of both sets U and V are not
adjacent to each other.
Type 2. {ei, ej, ek} such that i ∈ U and j, k ∈ V .
In this type, J(ei, ej, ek) = 0 is equivalent to (cji,j + cki,k)[ej, ek] = 0. Since the bracket[ej, ek] = 0 according to the conditions of this case, the Jacobi identity holds.
Type 3. {ei, ej, ek} such that i, j ∈ U and k ∈ V .
The Jacobi identity J(ei, ej, ek) = 0 is also satisfied, because J(ei, ej, ek) = (ckj,kcki,k −
cki,kc
k
j,k)ek .
Let us note that whatever type we consider is analogous to one of the three previous types. In this
way, G is associated with the n-dimensional Lie algebra gwith the law given in (2).
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Fig. 11. Complete bipartite digraphs of 2, 3 and 4 vertices associated with the families of Lie algebras b2 : [e1, e2] = c21,2e2;
b3 : [e1, ei] = ci1,iei , for i = 2, 3; b14 : [e1, ei] = ci1,iei , for i = 2, 3, 4 and b24 : [e1, ej] = cj1,jej, [e2, ej] = cj2,jej , for j = 3, 4.
Fig. 12. Combinatorial structure associated with the Lie algebra r3.
Now, we have to prove that the Lie algebra g is 2-step solvable and non-nilpotent. To do so, let us
note thatD(g) = 〈cvev | v ∈ V, cv = 0 or 1〉. Since the vertices of V are not adjacent to each other, we
can conclude that C3(g) ≡ {0} and, consequently, g is 2-step solvable. Obviously, g is non-nilpotent
since [ei, [ei, ej]] = cji,j[ei, ej], for i ∈ U and j ∈ V . Therefore, C3(g) = C2(g). 
Next, Fig. 11 shows some examples of complete bipartite digraphs of n vertices, with n ≤ 4,
associated with a finite-dimensional Lie algebra. Let us note that in a complete bipartite digraph,
there exists the edge (i, j), for all i ∈ U and for all j ∈ V . Consequently, cjij = 0, for all i ∈ U and for all
j ∈ V . We consider the orientation mentioned in Proposition 10.
Remark 3. In Sections 4 and 5, we have proved that several digraphs are associated with 2-step
solvable, non-nilpotent Lie algebras under some restrictions. At this point, it makes sensewondering if
every 2-step solvable, non-nilpotent Lie algebra is associated with a digraph. This is not true since the
combinatorial structure associated with the Lie algebra r3 given by [e1, e2] = e2, [e1, e3] = e2 + e3
is not a digraph because it contains a full triangle as can be seen in Fig. 12.
Let us note that there is no basis for the Lie algebra r3 such that the combinatorial structure associ-
ated with r3 is a digraph. To prove this, we consider a morphism φ : g → g′ with φ(ei) = ∑3j=1 ai,je′j,
for i = 1, 2, 3. Then, we suppose [e′1, e′2] = c11,2e′1 + c21,2e′2, [e′1, e′3] = c11,3e′1 + c31,3e′3, [e′2, e′3] =
c22,3e
′
2 + c32,3e′3 and we get a contradiction when we impose the condition φ([u, v]) = [φ(u), φ(v)],
for u, v ∈ g.
6. Conclusions
In this paper, new researching subjects have been proposed in order to develop the relationship
between Lie Algebras and Graph Theory. More concretely, the use of complete graphs and cycle and
bipartite digraphs is shown as a useful way to determine families of Lie algebras with remarkable
properties. We hope to continue with this research line in future works and find new and better
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relations between the properties of Lie algebras and (directed) graphs. We think that such relations
will provide new ways to solve open problems in both theories.
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