In this supplementary material, we provide the matrix form of J CR , the optimization solution to J CR , the algorithm and the theoretical analysis of CR.
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Online-ranking: , respectively, where T * is the total number of iterations. Since we need to storeG andỸ, thus the space complexity is O(m + hn). Generally, h is much smaller than n and can be regarded as constants. Hence we can regard the time and space complexities of Algorithm 1 as O(T * (m + n)) and O(m + n), respectively.
Matrix Form of J CR
The objective function J CR is jointly convex in r 1 , ..., r h . This can be shown by first deriving its matrix form.
Let r = (r 
where I n is an n × n identity matrix and n = h i=1 n i . Define a common gene mapping matrix O ij ∈ {0, 1} ni×nj where O ij (x, y) = 1 if node x in G i and node y in G j represent the same gene; O ij = 0 otherwise. Then Y is a block matrix whose (i, j)
V . We have
Θcross(r i , r j )
According to Eq. (1) and Eq. (2), we have the following theorem.
Theorem 1 Matrix Form of J CR . J CR has the following matrix form
Proof The proof of Theorem 1 includes two equivalence validations: (1) is obvious, we only need to prove the equivalence (2) .
According to the definition of X and r, we have
Define D Yij to be the degree matrix of Y ij (note the nonzero diagonal values of
This completes the proof.
Optimization Solution to J CR
From Theorem 1, J CR is a quadratic function of r. We can derive a power method to minimize J CR as follows.
Using gradient descent, if we set r ← r − η 
Eq. (5) is a fixed-point approach to compute r that converges to the global optimal solution of J CR . Algorithm 1 summarizes our approach according to the optimization solution.
Theoretical Analysis of CR
In this section, we show that Algorithm 1 converges to the global minimum of J CR by Theorem 2 and Theorem 3. Next, we show that the eigenvalues of M are in the range of (−1, 1) . (G 1 , ..., G h ) and D G be its degree matrix, thenG = D One result of the Weyl's Inequality Theorem [2] states that for matricesĤ, H, P ∈ H n , where H n is the set of n × n Hermitian matrices, ifĤ = H + P and their eigenvalues are arranged in non-increasing orders, i.e.,
, then the following inequalities hold:
1+2βỸ , we have
which means the eigenvalues of M are in the range of [− c+2β 1+2β , c+2β 1+2β ]. Since 0 < c < 1, the eigenvalues of M are in the range of (−1, 1).
Based on this property, we can show the convergence of the fixed-point approach. Without loss of generality, let r (0) = e, and t be the iteration index (t ≥ 1).
According to the CR updating rule in Eq. (5), we have r 
