We obtain the boundedness of a commutator generated by multilinear Calderón-Zygmund operator and BMO functions in HerzMorrey spaces with variable exponents.
Introduction
In recent decades, variable exponent function spaces have attracted much attention. Since Kováčik and Rákosník [1] clarified fundamental properties of the variable Lebesgue and Sobolev spaces, there are many spaces studied, such as Besov and Trieble-Lizorkin spaces with variable exponents, Hardy spaces with variable exponents, Bessel potential spaces with a variable exponent, and Herz-Morrey spaces with variable exponents; see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Recently, multilinear operators and their commutators in variable exponent function spaces are also intensively studied by a significant number of authors, such as multilinear commutators of multilinear singular integral with Lipschitz functions and BMO functions, respectively, in [14] [15] [16] [17] [18] [19] , multilinear commutators of BMO functions and multilinear singular integral operators with nonsmooth kernels in [20, 21] , a vector-estimate of higher order commutators on Herz-Morrey spaces with variable exponent in [22] , maximal multilinear commutators and maximal iterated commutators generated by multilinear operators and Lipschitz functions in [23] , and weighted estimates for vectorvalued commutators of multilinear operators in [24] .
Motivated by the above results, in this paper, we will consider the boundedness of a commutator generated by a multilinear Calderón-Zygmund operator and BMO functions on the variable Herz-Morrey spaces.
To state the main result of this paper, we need to recall more notations.
Let be a multilinear singular integral operator which is initially defined on the -fold product of the Schwartz space S(R ). Its values are taken in the space of tempered distributions S (R ) such that, for ∉ ∩ =1 supp , ⃗ = ( 1 , . . . , ),
where 1 , . . . , ∈ ∞ (R ) (the space of compactly supported bounded functions). Here, the kernel is a function in (R ) +1 away from the diagonal 0 = 1 = ⋅ ⋅ ⋅ = and satisfies the standard estimates
where the supremum is taken over all balls in R , is the mean of on , and what follows | | is the Lebesgue measure of measurable set in R . A function is called bounded mean oscillation if ‖ ‖ * < ∞ and BMO(R ) is the set of all locally integrable functions on R such that ‖ ‖ * < ∞.
Let ⃗ = ( 1 , . . . , ) and ∈ BMO(R ) for 1 ≤ ≤ .
We will consider the commutator [ ⃗ , ], which is defined for suitable functions 1 , . . . , by
where ⃗ = ( 1 , . . . , ), denotes a subset of {1, 2, . . . , }, is the complement of in {1, 2, . . . , }, | | denotes the number of elements of , ( ) = ∏ ∈ ( ), ⃗ =
( 1 , . . . , ), when ∈ , = , otherwise, = .
(i) The Lebesgue space with variable exponent
(ii) The space
where, and in what follows, denotes the characteristic function of a measurable set ⊂ R .
(⋅) (R ) is a Banach function space when equipped with the norm
Letting (⋅) : R → (0, ∞), we denote
The set P(R ) consists of all (⋅) satisfying − > 1 and
(⋅) can be similarly defined as mentioned above for (⋅) ∈ P 0 (R ). (⋅) means the conjugate exponent of (⋅) that means 1/ (⋅) + 1/ (⋅) = 1.
Let ∈ 1 loc (R ). Then the standard Hardy-Littlewood maximal function of is defined by
where is a ball and | | is the volume of . Let B(R ) be the set of (⋅) ∈ P(R ) such that is bounded on (⋅) (R ). For more on B(R ), see [27, 28] .
Definition 2.
We say that a function (⋅) : R → R is locally log-Hölder continuous if there exists a constant such that
If
then we say that (⋅) is log-Hölder continuous at the origin. If there exists ∞ ∈ R such that
then we say that (⋅) is log-Hölder continuous at the infinity. If (⋅) is both locally log-Hölder continuous and log-Hölder continuous at the infinity, then we say (⋅) is global logHölder continuous.
We denote by P log 0 (R ) and P log ∞ (R ) the class of all exponents ∈ P(R ) which is log-Hölder continuous at the origin and at the infinity, respectively.
Next, we recall the definitions of Herz spaces and HerzMorrey spaces with variable exponents. We use the following notations. For each ∈ Z, we define
Journal of Function Spaces 3 Definition 3 (see [29, Definition 2] ). Let ∈ (0, ∞], (⋅) ∈ P(R ), and (⋅) : R → R with ∈ ∞ (R ). The homogeneous Herz spacė(
with the usual modifications when = ∞.
Definition 4 (see [30, Definition 2] ). Let 0 < < ∞, (⋅) ∈ P(R ), 0 ≤ < ∞ and (⋅) : R → R with ∈ ∞ (R ). The Herz-Morrey spacė(
, (⋅) (R ) with variable exponents is defined bẏ
wherė(
If (⋅) is a constant, theṅ(
, (⋅) (R ). If both (⋅) and (⋅) are constant and = 0, theṅ
, (⋅) (R ) =̇, (R ) is the classical Herz space in [31] .
Lemma 5 (see [30, Lemma 1 and (10)])
. If (⋅) ∈ B(R ), then there exist constants 1 , 2 ∈ (0, 1) and > 0 such that, for all balls in R and all measurable subsets ⊂ ,
There is a position to state our result.
. . , with
where 1 , 2 ∈ (0, 1) are the constants appearing in (18) . (20) with the constant > 0 independent of ⃗ = ( 1 , 2 , . . . , ).
Remark 7. Let
= 0, and then the commutator [ ⃗ , ] is bounded from the product of variable exponents Herz spaceṡ
Finally, we point out that denotes a positive constant which may be different at different occurrences.
Proof of the Main Result
To give our proof, we need some lemmas.
Lemma 9 (see [30, Lemma 2] ). If (⋅) ∈ B(R ), then there exists a constant > 0 such that, for all balls in R ,
Lemma 10 (see [29, Lemma 3] ). Let be a positive integer. Then one has that, for all ∈ BMO(R ) and all , ∈ Z with > ,
In fact, if = 1, then, from inequalities (23), for all balls and , ∈ Z with > , we have
Lemma 11 (see [ 
where
Then there exists a constant , 1 independent of the functions and such that
holds for every ∈ 1 (⋅) (R ) and ∈ 2 (⋅) (R ). 
Proof of Theorem 6. Although our method is suitable for any multilinear operator, for simplicity, we only consider 2-linear operators. Let 1 and 2 be BMO functions. Since the set of all bounded compactly supported functions is dense in HerzMorrey spaces with variable exponents, we let 1 and 2 be bounded compactly supported functions; then, for ∈ R , we write
We write
Then, for each ∈ Z, if ≤ − 1, from Lemma 11, we obtain
and by using inequalities (18), (22) , and (24), it follows that
Similarly, if ≥ + 1, we have
As for the case = , we get
By Lemma 8, we know
Since the estimate of is essentially similar to that of , so it suffices to prove that is bounded in Herz-Morrey spaces with variable exponents. It is easy to see that
Using the symmetry of 1 and 2 , we only need to estimate 1 , 2 , 3 , 5 , 6 , 9 because the estimates of 2 , 3 , and 6 are analogous to those of 4 , 7 , and 8 , respectively. In what follows, we divide it into 6 steps.
Step 1. To estimate the term of 1 , we note that ≤ − 2 for = 1, 2. Thus, for ∈ , ∈ ,
Then, for ∈ , we get
Therefore,
By Lemma 12 and inequality (31), we obtain
Since 1/ = 1/ 1 + 1/ 2 , it follows that
Here, we denote = 2 − (0) for short. It follows from condition (19) that > 0. To continue calculations for (43), we consider the two cases 0 < ≤ 1 and 1 < < ∞.
If 0 < ≤ 1, since, for 1 , 2 , . . . ≥ 0,
.
(45) If 1 < < ∞, by the Hölder inequality, we obtain
Thus, for any 0 < < ∞,
Step 2. To estimate 2 , for ∈ , ∈ , = 1, 2 and 1 ≤ − 2, − 1 ≤ 2 ≤ + 1, we have
Since 1 ≤ − 2, it follows from inequality (31) that
For − 1 ≤ 2 ≤ + 1, combining the above term and inequalities (32) and (33), we have
Here, we used 2 − 2 < 1 and 2
Obviously,
Therefore, we only need to estimate 22 ( ):
Step 3. To estimate 3 , for ∈ , ∈ , = 1, 2, and 1 ≤ − 2, 2 ≥ + 2, then we have
Thus, for ∈ , we get
From inequalities (31) and (32), we obtain
Consequently, it follows that
Note that
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Step 4. It turns to estimate the term 5 . Applying the Hölder inequality and Lemma 13, we have
Step 5. Now it goes to the estimate of 6 . It is clear that, for ∈ and − 1 ≤ 1 ≤ + 1 and
Therefore, 
Here, the estimate of 61 ( ) is similar to that of 22 ( ) and 62 ( ) = 32 ( ).
Step 6. Finally, we will finish the estimation of the last term 9 . Note that 2 ≥ + 2 and | − | > 2 −2 for ∈ , ∈ , = 1, 2: we get
Applying the Hölder inequality to the last integral, we obtain 
Here, the estimate of 9 ( ), = 1, 2, is similar to that of 32 ( ).
Combing all estimates for , = 1, 2, . . . , 9 together, we get .
This finishes the proof of Theorem 6.
