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Fig. 1. 3D reconstruction using structure from motion and multiple view stereo. Only four images of Ipoestia were used as
input (left) to produce the 3D model (right).
Abstract—Functional-structural plant modeling and plant phe-
notyping require the measurement of geometric features in spec-
imens. This data acquisition is called plant digitizing. Actually,
these measurements are performed manually, in invasive or even
destructive ways, or using expensive laser scanning equipment.
Computer vision based 3D reconstruction is an accurate and low
cost alternative for the digitizing of plants not presenting a dense
canopy. Sparse canopies are found in several important annual
plants in agriculture as soybean and maize, at least in their early
stages of development.
This paper shows as the state of the art in structure from
motion and multiple view stereo is able to produce accurate
3D models for specimens presenting sparse canopies. Three-
dimensional triangular meshes are computed from a set of non-
calibrated images, modeling a basil and an Ixora specimens and
accurately representing their leaves and branches.
Keywords-plant phenotyping; plant architecture; structure
from motion; multiple view stereo;
I. INTRODUCTION
Three-dimensional scanning of plants refers to the con-
struction of 3D models that allow measurement, analysis
and simulation based on the specimens’ geometric features.
Currently, two areas are particularly concerned about this type
of information: (i) functional-structural plant modeling and (ii)
large scale plant phenotyping.
Functional-structural plant modeling aims to reproduce the
pattern of growth and differentiation that determines plant
architecture. The analysis of plant architecture assists on the
understanding how the spatial distribution of physiological
processes relates to plant morphogenesis [1]. According to
Turnbull [2], manipulation of plant architecture has been
one of the mainstays of plant improvement, one of the
main responsible for the increase in agriculture productivity
throughout history. Three-dimensional models can be applied
on functional-structural plant simulations, such as radiation in-
terception computation [3] or carbon source-sink relationships
within the architectural framework of a specimen [4].
Platforms for large scale phenotyping have emerged in
recent years with the goal of producing large amounts of
phenotype data. Examples of such platforms include PHENOP-
SIS [5], used in studies on Arabidopsis thaliana performed
at INRA and the TraitMill™ platform used on evaluation of
transgenic rice (Oryza sativa) [6]. Such platforms should em-
ploy non-destructive techniques for data acquisition because
they generate measurements at different moments throughout
the plant development.
In functional-structural plant modeling, scanning of spec-
imens has been performed using contact methods in which
an operator moves a pointer over the plant surface [3], [7].
This process is tedious, labor intensive and requires long
periods of time. Godin et al. [3] report that 24 working
days were required for an operator, using a magnetic tracker
(Polhemus Inc., Cochester, VT, USA), to scan eight specimens
for their experiments on apple tree architecture. Rakocevic et
al. [8] took up to 7 hours to scan clover specimens (Tri-
folium repens L.) on a small area of 100 cm2 using a similar
equipment.
If the manual acquisition of data is an obstacle to functional-
structural modeling, in case of high-performance phenotyping
it is a prohibitive impediment due to the need to process mul-
tiple individuals in a consistent way [9]. In phenotyping plat-
forms, image processing techniques have been employed for
measurement and analysis [9], [6], [10], which benefits from
controlled environment and automated imaging. However, the
systems used on these platforms are able to perform only
simple measurements such as plant height and width, without
obtaining any three-dimensional data [10]. Exceptions are the
system for 3D reconstruction by laser scanning proposed by
Kaminuma et al. [9], able to obtain three-dimensional surfaces
for leaves and stems in Arabidopsis, and Biskup et al. [11]
stereo system for leaf inclination computation.
Scanning techniques based on 3D laser scanning or stereo
vision have emerged as non-intrusive and non-destructive al-
ternatives to build three dimensional models with which plant
measurements can be made automatically and consistently.
Also, the employment of commodity digital cameras makes
stereo vision a low cost alternative.
Contributions: This paper demonstrates that structure
from motion and multiple view stereo can be used to pro-
duce accurate three-dimensional models of plants from a set
of non-calibrated images. Using these models, structures as
branches and leaves could be properly counted and measured
automatically in a fast and consistent way.
II. RELATED WORK
Plant digitizing methods can be grouped into two classes:
contact and contactless. The former methods, as presented be-
fore, require some kind of pointer touching the plant surface so
that the three-dimensional model is obtained by recording its
position. The latter methods employ laser scanners or cameras
and build the plant model processing the data generated by
these sensors.
A. Contact methods
The work of Lang [12] is recognized as the first to use
a special apparatus to produce a discrete representation of
a plant. It is a contact method employing a mechanical
arm with potentiometers able to record its joints rotations.
A disadvantage of such method is the equipment itself can
change the canopy structure being modeled. Another problem
is that different parts of the structure may be inaccessible by
the pointer due to physical limitations.
Another contact method is the sonic digitizer employed by
Sinoquet et al. [13] on experiments with maize cultivars. This
method employs three ultrasonic sensors. The pointer is an
ultrasound emitter and its position is determined by computing
the distances to each pickup, calculated using the time intervals
between emission and reception of sound in each sensor,
assuming constant speed of sound through air. The method
is sensitive to the wind and even the very structure of the
vegetation could alter the propagation of sound, thus skewing
the results.
Magnetic scanners are the contact method used more in-
tensively in recent years [3], [8]. These devices produce a
magnetic field that induces electric currents in coils inside the
pointer, determining its position and orientation. Accuracy of
a few millimeters can be obtained [8] and the magnetic field
is not affected by plant structures, although metallic objects
nearby may affect the measurement.
Contact techniques require an operator to move the pointer,
sampling the plant surface. Although these techniques have
the advantage of allowing the expert to register notes during
the measurement, they are long and tedious procedures [3],
so few specimens are scanned in each experiment. This is the
main motivation for using non-contact techniques based on
other forms of sensing, as described below.
B. Contactless methods: laser scanning
Three-dimensional models can be obtained with the use of
Light Detection And Ranging (LiDAR) sensing systems. Such
devices are capable of measuring the distance traveled by a
laser beam to reach the surface of an object, which can be
determined by performing a scanning with the beam.
Kaminuma et al. [9] use a laser scanner for constructing
three-dimensional models for Arabidopsis thaliana. The mod-
els consists on the 3D surface of leaves and petioles, repre-
sented as polygonal meshes. The meshes are used to quanti-
tatively determine two morphological attributes, the direction
of the leaf blade and leaf epinasty, in order to characterize the
phenotype of two different Arabidopsis ecotypes. The authors
obtains a good sampling for surfaces due to peculiarities in the
assembly of the experiment: the distance and the sample size
allows a resolution of 0.045 mm per pixel, producing a dense
3D points cloud. However, different plants presenting larger
dimensions such as trees, shrubs or even Arabidopsis speci-
mens in more advanced stages of development can produce a
sparse set of points.
Livny et al. [14] build 3D models from scattered points
clouds obtained by a LiDAR scanner mounted on a car roof.
The generated points correspond to trees near the vehicle’s
path. To produce a “skeleton” structure corresponding to each
tree, the system considers criteria such as length, thickness,
smoothness and density of the branches. This skeleton is
a simplified model of the branched structure of the plant
and its position in space, represented computationally as an
directed acyclic graph. A first approximation of the skeleton
is produced using the Dijkstra algorithm, taking the cloud
of points as vertices of the graph. Using least squares based
global optimization, the authors modify the position of the
vertices in order to smooth the orientation of edges in the
graph. The global optimization is more robust to noise and
the non-uniformity in the density of points. The surface of
the tree is determined by generalized cylinder centered on
the edges of the graph and whose radius is determined by
allometry. The results are visually compelling, the model looks
like the imaged specimen, which makes the method suitable
for applications in computer graphics. However, the fidelity of
the model is not suitable for performing measurements as the
needed in phenotyping applications. The method is unable to
properly shape specimens having a high density canopy, not
being able to operate in situations in which the structure of
branches can not be sufficiently covered by the laser scanning
process.
C. Contactless methods: stereo vision
The work of Ivanov et al. [15] is possibly the first work
in the literature using stereo vision to reconstruct the three-
dimensional surface of a cultivar for measurement and anal-
ysis. The authors estimate the position and orientation of
maize (Zea mays L.) and distribution of leaf area. The system
uses a pair of cameras installed at 8.5 m from the ground
on a cornfield presenting height of 2.5 m. Unfortunately, the
difficulties imposed by the equipment available at the time
(digital photography was not yet widespread) undermined the
experiments. The segmentation of the leaves and determination
of correspondences between images were performed manually,
using photographic enlargements. Despite the limitations, this
work was the forerunner of more recent systems, able to
employ current advances in computing performance, digital
imaging and computer vision.
Biskup et al. [11] developed a stereo vision system based
on two digital cameras to create three-dimensional models of
soybean plants foliage, with the aim of analyzing the angle
of inclination of the leaves and its movement throughout the
day. Given the importance of movement for the experiment,
the system was able to process up to three images per second,
recovering 3D information necessary to calculate the slope.
Once the pair of cameras was fixed, the calibration was
obtained using Zhang’s algorithm [16] and a checkerboard
pattern. The stereo system produces a dense set of points using
image rectification and stereo triangulation [17]. To validate
the method, the authors glued some soybean leaflets to a planar
surface and, using an inclinometer, registered reference values
for different inclinations. The average deviation between an-
gles measured by stereo and reference angles was 1.9 ± 0.3°.
An alternative to automatic camera calibration and estima-
tion of a sparse cloud of points in 3D is the use of structure
from motion techniques (SfM), which simultaneously estimate
the position of camera and the structure and position of objects
in the scene.
SfM techniques usually produce a sparse set of points in 3D.
Such points may be enough for the reconstruction of regular
objects as buildings and furniture, generally well-defined by
a set of vertices (corners). Complex objects, such as plants,
require a dense set of 3D points able to sample their surfaces
with enough resolution. Quan et al. [18] and Tan et al. [19]
used as input for their systems a dense points cloud produced
by the technique proposed by Lhuillier & Quan [20]. This
technique uses SfM to estimate the position of cameras and
an initial sparse set of points. Then, using a region growing
algorithm [21], a dense set of points is produced. From this
dense set points in 3D, Quan et al. [18] combine clustering,
image segmentation and polygonal models in an interactive
process in which the user helps the system to create a 3D
model to the foliage. The user employs a graphical editor
to draw branches to complete the model of small plants.
Tan et al. [19] worked in the opposite direction: their system,
based on the same algorithm [20], is able to recover a three-
dimensional model for trunks and the main branches. However,
smaller branches and leaves are artificially generated.
III. TECHNICAL BACKGROUND
The field of 3D reconstruction from multiple images (multi-
view stereo – MVS) has achieved great progress in the last
decade [22]. Recently, reconstruction in real time has been
shown to be feasible on commodity hardware [23], [24], [25],
enabling the construction of 3D models interactively using
affordable consumer equipment. A frequently used approach
is to recover the calibration of the cameras and a set of
sparse three-dimensional points using SfM and thereafter using
region growing techniques to produce a dense sampling of the
objects’ surfaces.
Real time SfM techniques from a free moving video camera
are known as SLAM (simultaneous localization and mapping).
In recent years, the robotics and augmented reality communi-
ties improved SLAM to build systems able to determine the
camera position at multiple scales in real time robustly [26].
Newcombe & Davison [23] perform camera calibration using
a SLAM system [26] and produce a 3D reconstruction for
objects in an indoor office scene. Although the camera position
is established in real time, seconds are needed for the system
to produce the surfaces of the imaged objects. The method
generates a dense cloud of points in 3D through the fusion of
multiple depth maps produced between pairs of camera [27].
Labatut et al. [28] use the SIFT framework [29] to detect
points of interest and determine their correspondences between
images. Projective constraint is employed to reduce the search
space by establishing correspondences between pairs of pixels
which are used to determine various points in 3D. Then, the
set of points is used to build a Delaunay triangulation, which
partitions the 3D space into a tetrahedron. An innovation of the
method is to employ the fact that a Delaunay mesh partitions
the space irregularly. Such a partition, compared to a regular
set of voxels, has two advantages: (i) more efficient use of
memory because large empty space regions are represented by
few large tetrahedrons and (ii) a larger number of tetrahedron
is used in small regions of the scene with great detail. The
surface of the object is formulated as a binary classification
problem. Each tetrahedron is classified as internal or external
to the object. The surface is defined by a triangular mesh such
that each triangle is the common face between an external
and an internal tetrahedrons. This classification problem is
formulated as a cut in a directed s − t graph minimizing an
energy function [30]. False positives obtained in the generation
of the points have been filtered by this process of optimization.
Three terms in the energy function were used in order to
treat (i) occlusion, (ii) photo consistency and (iii) surface
smoothness.
Furukawa & Ponce [31] employ the idea of surfel, small
rectangular patches oriented in 3D space that are tangent
to the objects’s surface. Projecting the surfels on the input
images, and using bilinear interpolation, the authors are able
to evaluate the photo consistency between images without
assuming fronto-parallel surfaces. This method is more robust
to changes in pose of the object while keeping the problem
tractable due to the simplification provided by surfels. A first
sparse set of surfels is defined by the Harris detector and
the difference of Gaussians (DoG). Correspondence between
points were established employing epipolar constraint. Each
pair of corresponding points is used for initialize a new surfel.
The position and orientation of the surfel is refined using NCC
photo consistency tests. After refinement, the surfel is added
to the surfels set if it presents photo consistency for a number
of images.
To produce a dense set of surfels, able to provide a good
sampling for the object surface, Furukawa & Ponce’s method
add new surfels to the initial surfels set, iterating expansion
and filtering steps. In the expansion step, new surfels neigh-
boring the current ones are added to the set, covering unvisited
regions of the object surface. In the filtering step, some of the
new surfels are removed in a consistency check: they occlude
or are occluded by existent surfels. According to comparative
tests of Middlebury [22], [32], the method of Furukawa &
Ponce is one of the best among the state of the art multiple
view stereo methods.
IV. PLANT DIGITIZING USING SFM AND MVS
We start applying structure from motion for a input set of
images covering a specimen. The images are generated slightly
moving the camera, producing short baseline image pairs,
as shown in Fig. 2 (in our plant digitizing experiments, the
local feature matching produced poor results for wide baseline
images). The first step of structure from motion framework is
to employ local invariant feature detection and matching to
produce a set of corresponding image points. We have tested
SIFT [29] and SURF [33], local features invariant to image
scale and rotation, usually employed in structure for motion
due to their repeatability and accuracy [34].
The structure from motion system proposed by Snavely et
al. [35] is used to recover the camera calibration data for
each image and produce a sparse point cloud. This system
employs an incremental method, adding one image at a time.
It starts with an image pair presenting a large number of
matches. The camera parameters for this pair are estimated
using the five-points algorithm [36] and an initial set of
3D points is produced by triangulation. These initial cam-
era parameters and 3D points are further refined by bundle
adjustment [17]. Next, the system adds another image, that
observes the largest number of the current 3D locations, and
initializes this camera’s extrinsic parameters using the direct
linear transform (DLT) algorithm [17] inside a RANSAC
procedure. New 3D points are added by triangulation and
global bundle adjustment is applied again to refine the entire
model1. This procedure is repeated until no remaining images
1Bundle adjustment is an essential procedure in image based 3D recon-
struction [17]. This is why Snavely et al. call their system Bundler.
(a) All camera positions around a basil specimen
(b) Image 100 (c) Image 101 (d) Image 102
Fig. 2. A set of 143 images taken around a basil specimen (Ocimum
basilicum). The short baseline between neighboring images helps on local
feature matching.
observe enough reconstructed 3D points.
Before building the plant surface mesh, we need to produce
a dense point cloud using multiple view stereo. Similar to
Tan et al. [19], we also employ a region growing strategy on
the sparse point set. However, we choose Furukawa & Ponce
patch-based algorithm [31] due to its recognized performance
on object reconstruction [32].
The patch-based multiple view stereo system returns a dense
3D point cloud. To produce a triangular mesh representing the
plant surface we employ the ball pivoting algorithm [37].
V. EXPERIMENTS
We present here two experiments2 to demonstrate that
structure from motion and multiple view stereo are able to
digitize sparse plant canopies, as the ones found in cultivars
like soybean, kidney beans and rice, or even maize and wheat
in early development stages. In the first experiment, a set of
143 images taken around a basil specimen (Ocimum basilicum)
was used as input, as shown in Fig. 2. In the second one, the
input consisted in 77 images taken around an ornamental plant,
a specimen of Ixora coccinea, as shown in Fig. 3.
SIFT feature detection and matching are computed using
David Lowe’s SIFT demo program, version 4 [39]. SURF
feature detection and matching are computed using the C++
2Input data and results are available at the paper website [38].
(a) All camera positions around a Ixora specimen
(b) Image 50 (c) Image 51 (d) Image 52
Fig. 3. A set of 77 images taken around a ixora specimen (Ixora coccinea).
Again, the short baseline between neighboring images helps on local feature
matching.
implementation in the OpenCV library, version 2.4 [40]. Struc-
ture from motion is performed using Noah Snavely’s Bundler
[41] and patch-based multiple view stereo is computed using
Yasutaka Furukawa’s CMVS and PMVS2 packages [42], [43].
Finally, a triangular 3D mesh is generated using the ball-
pivoting algorithm implementation in Meshlab [44].
VI. RESULTS AND DISCUSSION
Fig. 4 shows the result for the basil images set. The
original set of vertices corresponds to the PMVS2 output.
Before running the ball pivoting algorithm, some dark vertices
corresponding to the black background and the flower pot
are filtered out by a color filter. The ball pivoting procedure
produces a set of 3D meshes. Small meshes presenting less
than 300 faces are removed, producing the final result. All
leaves in the basil specimen are present in the 3D model.
A detailed view can be seen in Fig. 5. The vertices (dense
3D point cloud) produced by the patch-based multiple view
stereo software can be seen in Fig. 5a while Fig. 5b shows
the mesh produced by the ball pivoting algorithm. Removing
the wireframe and showing just the faces, properly coloured,
creates the realistic rendering observed in Fig. 5c. Note that
even leaf veins can be observed in the final model, what could
be further explored by 3D segmentation algorithms.
TABLE I
PERFORMANCES RESULTS USING SIFT KEYPOINT DETECTION.
Basil Ixora
Images 143 77
Keypoints detection 53m 60s 27m 45s
Keypoints matching 11m 50s 2m 28s
Structure from motion (Bundler) 23m 13s 2m 16s
Multiple view stereo (PMVS) 21m 56s 6m 14s
Quan et al. [18] also employ multiple view stereo for plant
reconstruction, but the plant branches are not recovered in
their experiments. Instead, branches are drawn by an user in
an interactive procedure aided by a graphical interface. Our
results demonstrate that SfM and multiple view stereo can
accurately recover branches and other fine structures. However,
as seen in the fragmented branches in Fig. 4c, it is necessary
to get an input set containing views enough to solve the
occlusions. For the basil set, some images in which the plant
is seen from below would be necessary for a better branch
reconstruction.
Fig. 6 shows the result for the Ixora images set. Again, dark
vertices and small meshes are removed. All leaves found in
the specimen are present in the 3D model and the entire plant
is represented by one big mesh (no fragmentation in more
than one connected component). However, the result presents
many holes in leaves that do not correspond to real holes
in the specimen. We believe they are caused by the specular
highlights appearing on the shiny Ixora’s leaves.
Table I presents the time spent at each step on a In-
tel Core i7® processor. This table reports the results using
the SIFT keypoint detection and matching computed using
Lowe’s demo program, which took most of the processing
time. However, GPU based SIFT implementations can process
hundreds of images in few minutes.
A. Limitation
As mentioned before, the method is limited to not too
dense plant canopies3. Fortunately, several cultivars in early
stages of development present the necessary sparsity to good
reconstructions.
The image acquisition stage in this work was performed
manually, moving a tripod around the specimens. Custom user
interfaces [25] could be developed to assist on this acquisition
step, helping the user to produce a suited input images set. In
automated phenotyping platforms, robotic arms or alternative
engines, as the Stanford Spherical Gantry [45], could be
employed to move the camera around the specimens. Ideally,
6DOF would be desirable to produce views able to solve
occlusions for different specimens and species.
VII. CONCLUSION
In this paper, we demonstrated as structure from motion and
multiple view stereo can be employed as a powerful alternative
3It is important to note that the digitizing of dense canopies can be
prohibitive even for manual procedures. Also, all the current alternatives would
be invasive.
(a) A general view. (b) Top view. (c) Side view.
(d) Image 1 (e) Image 21 (f) Image 41 (g) Image 61 (h) Image 81 (i) Image 101 (j) Image 141
Fig. 4. Basil reconstruction.
(a) Vertices (b) Wireframe (c) Flat faces
Fig. 5. Basil reconstruction (detail).
for non-invasive, non-destructive plant digitizing. The models
presented are detailed and accurate and could be used on the
computation of several useful information as number of leaves,
leaf area, leaf angle, plant height and plant topology.
The structure from motion system used in this work takes
several minutes to produce the camera calibration and the
sparse point cloud. The patch-based multiple view stereo
algorithm can take hours in standard commodity hardware, so
relegated to batch processing. However, recent advances in the
visual SLAM field made possible real-time image based recon-
struction of objects [23], [46]. Real-time plant reconstruction
in 3D would mean not just a fast way for plant digitizing,
but also a formidable tool for plant measuring, augmented
reality aided instrumentation and applied robotics on precision
agriculture. This is a topic for further investigation.
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