In the Sparre Andersen risk model, we derive a general expression for h(u, x, y), the joint density function of the surplus prior to ruin and the deficit at ruin when the initial surplus is u. This density function is expressed in terms of the corresponding density function when the initial surplus is 0. We apply a known result for h(0, x, y) in the situation when claim inter-arrival times follow a generalised Erlang distribution to derive expressions for h(u, x, y) when individual claims have a phase-type(m) distribution, m ∈ Z + . We also consider the case when claim inter-arrival times follow a phase-type(2) distribution and derive an expression for h(0, x, y). Finally, we illustrate our results with examples.
Introduction
In this paper, we consider the Sparre Andersen risk model. Thus we assume that the time until the first claim and the times between claims form a sequence of independent and identically distributed (i.i.d.) continuous random variables,
, with common density function k. Let {X i } ∞ i=1 be a sequence of i.i.d. random variables, where X i denotes the amount of the ith claim. Let P (x) = 1 −P (x) = Pr(X 1 ≤ x), x ≥ 0, denote the distribution function of X 1 . We assume that P (0) = 0 and that X 1 is a continuous random variable with density function p. We further assume that the sequences
and {X i } ∞ i=1 are independent. Let κ = E(X 1 ) and µ = E(T 1 ). Let c denote the insurer's premium income per unit time, which we assume to be received continuously. We define the probability of ultimate ruin for this risk process by ψ(u) = Pr u + n i=1 (cT i − X i ) < 0 for some n, n = 1, 2, 3, ... and define δ(u) = 1 − ψ(u). It is well known (see, for example, Rolski et al (1999, Section 6.5)) that δ(u) = Pr(L ≤ u) where the random variable L denotes the maximum of the aggregate loss process. We assume that cµ − κ > 0, so that ψ(u) < 1. The implied loading factor is θ = cµ/κ − 1.
Let {U (t)} t≥0 denote the surplus process starting from U (0) = u ≥ 0, and define the time of ruin, T , as T = inf{t: U (t) < 0} ∞ if U (t) ≥ 0 for all t > 0 so that ψ(u) = Pr(T < ∞). Let T − denote the time immediately prior to ruin.
We now define three defective distribution functions. First of all, let H(u, x, y) = so that F is the distribution function of the surplus prior to ruin, and G is the distribution function of the deficit at ruin. Let their respective defective density functions be denoted by
It is convenient to introduce the proper density function of the deficit at ruin when u = 0, which we denote γ, and define by γ(y) = g(0, y)/ψ(0). Finally, define the function φ by
where w is an arbitrary bounded function and I(A) denotes the indicator of an event A.
The remainder of the paper is as follows. In Section 2, we provide a general solution for H(u, x, y), and consequently its joint density function, h(u, x, y). In Section 3, we consider the case in which the density function k has a generalised Erlang distribution (as considered by Shiu (2003a, 2003b) ) in combination with claim amount density function p being phase-type(m), m ∈ Z + . In Section 4, we consider the case when the density function k is phase-type(2), or, equivalently, Coxian (2) . As the phase-type(2) class is not a special case of the generalised Erlang family of distributions, the approach we take in Section 4 is different to that of Section 3. In fact, our approach leads to a much simpler method of finding h(u, x, y) than that of Cheng and Tang (2003) who consider the situation when k is an Erlang(2) density function, a density function which belongs to both the phase-type(2) and generalised Erlang classes. In Section 5, we give some examples.
A formula for H(u, x, y)
To derive an expression for H(u, x, y), we apply arguments given in Section 6.5 of Rolski et al (1999) . We consider first the case when u ≥ x. In order for the surplus immediately prior to ruin to be less than or equal to x, the surplus cannot fall below 0 on the first occasion that it drops below its initial level u. Hence it follows that
Taking partial derivatives with respect to x and y yields
In the case when 0 ≤ u < x, it is possible for ruin to occur at the time the surplus first falls below its initial level u, and for the surplus prior to ruin to be less than or equal to x, and for the deficit at ruin to be less than or equal to y. The probability of this event is
as the event is equivalent to ruin occurring from initial surplus 0 with a surplus immediately prior to ruin less than or equal to x − u and a deficit at ruin between u and u + y. Hence, for 0 ≤ u < x, we have
Therefore, for u ≥ 0, we have
where Z(u, x, y) = I(u < x)J(u, x, y), and 
.
From Rolski et al (1999, Section 6.5), L has a compound geometric distribution, and so its Laplace-Stieltjes transform is given by
Since the product of two transforms is the transform of a convolution, it immediately follows that In a similar fashion, we also have the corresponding analogue for h(u, x, y), namely
Recall that Dufresne and Gerber (1988) showed that in the classical Poisson risk model
As the arguments underlying this formula equally apply in the Sparre Andersen model, we can re-express equation (2.3) as
Thus finding h(u, x, y) reduces to finding the density function of the surplus prior to ruin when the initial surplus is 0. In the classical model, we have f (0, x) = (λ/c)P (x) (see, for example, Dufresne and Gerber (1988) ). Hence, 5) and for u > x it yields
results first given by Dickson (1992) .
Generalised Erlang inter-claim times
In this section we consider the situation where k has a generalised Erlang density function. In particular, we assume that k is the density function of
are n independent, exponentially distributed random variables with E(W j ) = 1/λ j . This generalised Erlang distribution belongs to the phase-type(n) family of distributions and as such, k can be written as
where β = (1, 0, 0, ..., 0, 0) is a 1 × n row vector,
is an n × n transition rate matrix, and S o = (0, 0, 0, ..., 0, λ n ) is an n × 1 column vector. Also, the matrix exponential in equation (3.1) is defined by
For a detailed treatment of phase-type distributions, we refer the reader to Neuts (1981), Latouche and Ramaswami (1999), Rolski et al (1999) , and Asmussen (2000) . For this choice of k, Gerber and Shiu (2003b) show that
, and {ρ r } n r=1 are the n roots in the right half of the complex plane (assumed to be distinct) satisfying the following equation for ξ:
We remark that equation (3.3) may be alternatively expressed as k * (−cξ)p * (ξ) = 1. Furthermore, it is clear from equation (3. 3) that ξ = 0 is always one of these n roots. Substituting equation (3.2) into equation (2.4), we obtain 
where the defective row vector η is the unique solution satisfying the relation
However, since k has the phase-type form given by equation (3.1), an explicit solution for η may actually be obtained. Omitting the tedious mathematical details, it can be verified that
satisfies equation (3.6) where I m denotes the m × m identity matrix. Furthermore, it follows from equation (3.5) and the fact that
Consider first the case when 0 ≤ u < x. In this case, equation (3.4) becomes
where we define D = A + A o η for the sake of notational convenience. However, note that
where we define
(
Therefore, for u > x, equation (3.11) becomes after some straightforward manipulation
(3.12) If we now integrate equations (3.10) and (3.12) from y = 0 to y = ∞, we immediately obtain the following marginal density function of the surplus prior to ruin. For 0 ≤ u < x,
(3.14) The marginal density function of the deficit at ruin can also be obtained by integrating equation (3.12) from x = 0 to x = u followed by integrating equation (3.10) from x = u to x = ∞. This is equivalent to integrating equation (3.4) from x = 0 to x = ∞. After a fair bit of matrix algebra and simplification, it can be shown that 
Therefore this implies that f (u, x) is strictly continuous for any choice of generalised Erlang inter-claim time distribution except the exponential distribution. Furthermore, in the classical model (i.e. when k(t) = λe −λt ), we have n = 1, C = λ/c, ρ 1 = 0, a 1 = 1, B 1 = D, and η= −(λ/c)αA −1 . With these values, it is a straightforward exercise to show that (i) equations (3.13) and (3.14) reduce to give equations (3.1) and (3.2), respectively, in Dickson (1992) , and (ii) equation ( Finally we remark that the most obvious, and we believe useful, application of the generalised Erlang distribution is the Erlang distribution itself. Whilst there are many distributions in the class, the class is restrictive in the sense that the generalised Erlang density is a combination of densities and the parameters {λ j } n j=1 determine the coefficients of the densities in the combination.
Phase-type(2) inter-claim times
In this section, we consider the case when k is a phase-type(2) density function. In what follows, we adopt the notation and approach of Dickson and Hipp (2000) who observed that when k is a phase-type(2) density function, it satisfies the differential equation
for t > 0, where A 1 and A 2 are constants with A 2 > 0. Cheng and Tang (2003) considered the Erlang(2,σ) case with k(t) = σ 2 te −σt , so that A 1 = 2/σ and A 2 = 1/σ 2 . We begin by deriving an expression for h(0, x, y) which is required to use equation (2.4) . In order to do so, we use the function φ defined in equation (1.1) with w(x 1 , x 2 ) = I(x 1 ≤ x)I(x 2 ≤ y). However, we will initially work with a general function w. We start from equation (2.3) of Cheng and Tang (2003) which applies to any Sparre Andersen model:
where
and hence Dickson and Hipp (2000, equation (2.1))). Taking the Laplace transform of this equation, and noting that τ is a convolution, we obtain
or, equivalently,
where we define q 3) show that there is a unique positive number s 0 such that
κs). Dickson and Hipp (2000, Section
As s 0 is a zero of the denominator in equation (4.3), it must also be a zero of the numerator. Making use of this observation, we write
If we now set s = 0 in the denominator, we get −A 1 c+κ+A 2 ck(0) = κ−cµ = 0 (see Dickson and Hipp (2000, equation (2.3))). Hence the numerator must be zero with s = 0 as lim s→0 + sφ * (s) = 0. Thus
We remark that equation (4.4) 
This gives
thereby yielding
Differentiating equation (4.5) with respect to x and then y gives
We can easily verify that
by first letting y → ∞ in equation (4.5) and then differentiating the result with respect to x. We remark that equation (4.6) generalises equation (3.9) of Cheng and Tang (2003) with u = 0, as their k(0) is equal to 0. Also, note that equation (4.6) may be expressed in the form of equation (3.2) by setting n = 2, C = 1,
It is also readily verified that ξ = 0 and ξ = s 0 are the two distinct roots in the right half of the complex plane satisfying k * (−cξ)p * (ξ) = 1. Therefore, if claim amounts have a phase-type(m) distribution, then equations (3.4) through to (3.15) continue to hold (with constants assigned as above) in the case when inter-claim times are phase-type(2) distributed. Moreover, f (u, x) will be strictly continuous for all x > 0 provided that k(0) = 0.
Examples
In this section, we present three examples to illustrate the results of the previous sections. The results in Examples 5.2 and 5.3 were obtained with the aid of the symbolic computational package Mathematica.
Example 5.1 We start with a straightforward example for which the phasetype machinery is not required. Let p(x) = νe −νx , x > 0, and let k(t) = 4te −2t , t > 0 (i.e. exponential claim amounts and Erlang(2,2) inter-claim times). In this case, k(0) = 0 and A 2 = 1/4, so that equation (4.6) becomes
It is well known (see, for example, Rolski et al (1999, Section 6.5.1)) that
where R is the adjustment coefficient. Hence, for 0 ≤ u < x,
and integrating out y we obtain
We remark that these results can also be obtained from Example 1 of Li and Garrido (2003) by setting n = 2 there.
Example 5.2 Consider an inter-claim time distribution that is an equal mixture of two exponentials at rates 1/3 and 1 respectively, so that
We remark that this distribution belongs to the phase-type(2) class but is not a member of the generalised Erlang family. Moreover, we have µ = 2, k(0) = 2/3, A 1 = 4, and A 2 = 3. Suppose that the individual claim amount distribution is Erlang(3,1.5), so that
We note that κ = 2. Written in phase-type form, we have α= ( The density function f (u, x) has the same form as the two equations above, except that p(x + y) is replaced byP (x). Figures 1 and 2 display the shape of f (u, x) for u = 1 and u = 3, respectively. The density functions are very similar to those illustrated by Dufresne and Gerber (1988) and Dickson (1992) . Since k(0) = 2/3 = 0, we have a 1 + a 2 = 0. Based on our earlier remark at the end of Section 4, this implies that f (u, x) possesses a jump discontinuity at x = u. This is indeed the case as evidenced by Figures  1 and 2 , although it becomes more difficult to tell for larger values of u. As we commented in Example 5.2, the density function f (u, x) has the same form as the two equations above, except that p(x + y) is replaced byP (x). 
