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Abstract. The invariant theory for conformal hypersurfaces is studied by treating
these as the conformal infinity of a conformally compact manifold: For a given con-
formal hypersurface embedding, a distinguished ambient metric is found (within its
conformal class) by solving a singular version of the Yamabe problem. Using exis-
tence results for asymptotic solutions to this problem, we develop the details of how
to proliferate conformal hypersurface invariants. In addition we show how to compute
the the solution’s asymptotics. We also develop a calculus of conformal hypersurface
invariant differential operators and in particular, describe how to compute extrinsi-
cally coupled analogues of conformal Laplacian powers. Our methods also enable the
study of integrated conformal hypersurface invariants and their functional variations.
As a main application we develop new higher dimensional analogues of the Willmore
energy for embedded surfaces. This complements recent progress on the existence and
construction of such functionals.
Keywords: Conformally compact, conformal geometry, holography, hypersurfaces, Willmore energy, Yam-
abe problem.
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1. Introduction
The data for our study is a d-dimensional Riemannian manifold (M, g) equipped with
a smoothly embedded, for simplicity oriented, codimension 1 submanifold Σ, commonly
termed a hypersurface:
Σ
(M,g)
Our aim is to develop a calculus for the study of conformal hypersurfaces including the
natural invariant differential operators associated with these and conformal hypersurface
invariants. The latter are natural density-valued tensor fields defined along Σ and de-
termined by the data (M, g,Σ), such that, as densities, they are unchanged when g is
replaced by a conformally related metric Ω2g where Ω is a positive function. Among
such invariants there are some distinguished invariants [18] that, in a precise sense,
provide higher dimensional analogues of the celebrated Willmore equation studied in
e.g. [28, 34]. Recently energy functionals for these objects have been constructed from
conformal anomalies in a renormalised volume expansion [20] (see also [19]). A second
main aim here is to apply tools developed in [17, 18] to provide a construction of man-
ifestly conformally invariant energies with the same leading order functional gradient
(with respect to variation of embedding) as the anomaly functionals. Not only do these
new energies yield alternative conformally invariant higher Willmore equation, the nature
of these suggests they will also be useful for analysing and even altering the functionals
in [19, 20]. Alterations may be useful because the positivity of these higher “energies”
is not established. It is also shown in [19] that these global invariants are related to a
notion of Q-curvature for conformal hypersurfaces.
It is by now well-established that aspects of the intrinsic conformal geometry of a
hypersurface Σ can be effectively treated by taking, at least in some collar neighborhood
of Σ, the bulk metric g to be the Poincaré–Einstein metric of Fefferman–Graham (FG) [9].
This amounts to solving Einstein’s equations for metrics that are singular along Σ. Un-
fortunately this approach is not suitable for a study of hypersurface invariants since
it essentially forces the embedding of Σ to be totally umbilic [27, 13], i.e., everywhere
vanishing trace-free second fundamental form. However, in a companion paper [18], we
showed that the singular Yamabe problem provides exactly the right weakening of the
Poincaré–Einstein condition to yield a powerful “holographic” framework for the study
of conformal hypersurface invariants.
Problem 1.1 (Singular Yamabe). Given an oriented hypersurface Σ, find a smooth
function σ such that
(i) σ is a defining function for Σ (so Σ is the zero locus Z(σ) and dσ 6= 0 along Σ);
and
(ii) the singular metric go = g/σ2 has scalar curvature Scg
o
= −d(d− 1).
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The second part of this problem is governed by the non-linear pde
(1.1) S(g, σ) := |dσ|2g −
2
d
σ
[
∆g +
Scg
2(d− 1)
]
σ = 1 .
Here d is the exterior derivative and ∆g is the (negative energy) Laplacian. Clearly, since
the metric-defining function pair (Ω2g,Ωσ) define the same singular metric go, the above
equation is conformally invariant; S(Ω2g,Ωσ) = S(g, σ). Therefore the above problem
can be treated using conformal geometry.
1.1. Elements of tractor calculus and the singular Yamabe problem. A key tool
for studying problems in conformal geometry is the tractor calculus of [3] (see also [15]).
The standard tractor bundle and its connection are equivalent to the normal conformal
Cartan connection [6, 7], and are related to objects first developed by Thomas [31].
Recall that a conformal structure c is an equivalence class of Riemannian metrics
where any two metrics g, g′ ∈ c are related by a conformal rescaling; that is g′ = Ω2g
with C∞M 3 Ω > 0. Locally each g ∈ c determines a volume form and, squaring this, a
section of (ΛdT ∗M)2. So, on a conformal manifold (M, c) there is a canonical section g
of 2T ∗M ⊗ EM [2] called the conformal metric. Here EM [w], for any w ∈ R, denotes
the conformal density bundle. This is the natural (oriented) line bundle equivalent, via
the conformal structure c, to
[
(∧dTM)2] w2d .
On a conformal manifold (M, c), there is no distinguished connection on the tangent
bundle TM . However there is a canonical tractor metric h and linear connection ∇T
(preserving h; the superscript T will often be supressed) on a related higher rank vec-
tor bundle known as the tractor bundle TM , which yields a simplified treatment of
Problem 1.1. The tractor bundle TM is not irreducible but has a composition series
summarised via a semi-direct sum notation
TM = EM [1] + T ∗M [1] + EM [−1] .
Here T ∗M [w] := T ∗M ⊗ EM [w]. A choice of metric g ∈ c, or equivalently a nowhere
vanishing section τ of EM [1] by setting g = τ−2g, determines an isomorphism
TM
g∼= EM [1]⊕ T ∗M [1]⊕ EM [−1] .
Computations relying on this isomorphism will be referred to as “working in a scale” and
the section τ is called a true scale (later the term scale will be used for more general
sections of EM [1]). We will employ an abstract index notation both for sections of tensor
bundles in general and for sections V A of TM , and thus write V A g= (v+, va, v−) =: [V A]g
to denote the image of V A under the above isomorphism. We denote h(V, V ) by V 2, and
in this scale the squared length of V with respect to the tractor metric is given by
(1.2) V 2 g= 2v+v− + gabvavb .
It is propitious to reformulate the notion of a defining function in terms of densities:
A section σ of EM [1] is said to be a defining density for a hypersurface Σ if Σ = Z(σ)
and ∇σ is nowhere vanishing along Σ where ∇ is the Levi-Civita connection for some,
equivalently any, g ∈ c. For a defining density σ, we may define a corresponding scale
tractor
TM 3 IAσ
g
:= (σ,∇aσ,−1
d
(∆g + J)σ) =: D̂Aσ .
Here ∇g is the Levi-Civita connection of g and ∆g its Laplacian, while J := −Scg /(d(d−
1)). In Riemannian signature, it follows immediately that for any defining density σ we
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have that
I2σ > 0
holds in a neighbourhood of Σ. (We will implicitly use this fact in formulæ involving the
reciprocal function 1/I2.) Moreover,
I2σ
g
= S(g, σ) .
In words, the singular Yamabe Problem 1.1 amounts to finding a defining density whose
scale tractor has squared length equalling unity.
It is worthwhile observing that any FG Poincaré–Einstein metric go solves the singular
Yamabe problem. However, for general boundary conformal geometries, the problem of
finding a smooth FG Poincaré–Einstein metric is obstructed, and a similar statement
holds for the singular Yamabe problem [2]. Therefore, we formulate an asymptotic version
of Problem 1.1:
Problem 1.2. Find a smooth defining density σ such that
(1.3) I2σ = 1 + σ
`A` ,
for some smooth A` ∈ Γ(EM [−`]), where ` ∈ N ∪∞ is as high as possible.
Building on the foundational work [2], a solution to this problem was given in [18]:
Theorem 1.3. Given a defining density σ0, there exists an improved defining density
(1.4) σ = σˆ
(
1 + α1σˆ + · · ·+ αd−1σˆd−1
)
,
where σˆ = σ0/
√
I2σ0 in a neighborhood of Σ, and αk are smooth densities, such that
(1.5) I2σ = 1 + σ
dB .
Moreover, the restriction of the weight w = −d density B to the hypersurface Σ =
Z(σ), denoted B := B|Σ and termed the “obstruction density”, is a natural conformal
hypersurface invariant which depends only on the data of the conformal embedding Σ ↪→
(M, c).
The improved defining density σ of the theorem is unique modulo the addition of terms
of order σd+1 and any such defining density is termed a conformal unit defining density.
Sections of conformal (possibly tensor-valued) density bundles expressible in a choice
of scale in terms of the metric and polynomials built from jets of σ are termed termed
coupled conformal invariants (see [18, Section 6.1] for a precise definition). The exis-
tence of conformal unit defining densities allows us to proliferate conformal hypersurface
invariants as encapsulated by the following theorem:
Theorem 1.4 (See [18]). Suppose that σ is a conformal unit defining density and P (c, σ)
is a weight w coupled conformal invariant depending pointwise on at most the d-jet of σ.
Then the restriction of P to Σ is a weight w conformal hypersurface invariant.
Application of this theorem requires the construction of the needed coupled conformal
invariants. A main direction of this paper is to explain how to systematically produce
these by the application of tractor calculus.
Another main outcome of our approach is the construction of invariant differential
operators determined by the conformal embedding. Notable among these are the extrin-
sically coupled conformal Laplacian powers Pk of [18]; for k even these take the form ∆k/2
plus lower order curvature terms and generalise the Laplacian powers of [21]. An appli-
cation of these is the construction of scalar invariants that cannot be directly reached
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from the above theorem. In particular, we can produce invariants of the weight w = 1−d
that allows them to be integrated over a hypersurface. This exploited in the following
result:
Theorem 1.5. Given a closed embedded hypersurface Σ in M , the functional
(1.6)
∫
Σ
NAPd−1NA
is a conformal invariant of Σ. With respect to variation of the embedding, the gradient of
this functional is a conformal hypersurface invariant. For even dimensional hypersurfaces
this is a conformal hypersurface invariant with linear leading term in agreement with the
obstruction density.
Here NA is the hypersurface normal tractor of [3], see Equation (3.16).
The last statement of Theorem 1.5 shows that for Σ of even dimension, these en-
ergy functionals are genuinely quadratic at leading order, meaning that their variational
gradients are linear at linear leading order. Thus these gradients also provide higher
dimensional analogues of the Willmore invariant and this proves that the functionals are
higher dimensional analogues of the Willmore energy. Exact agreement (not just leading
order) between the gradient and the obstruction density is verified for surfaces in Exam-
ple 6.2 and for 3-dimensional hypersurfaces in [10]. Physically, these functionals (in both
dimension parities) are candidate actions for rigid membrane dynamics.
1.2. Structure of the article. Apart from the new results established here, this paper
is strongly linked to [18]. In one direction, an objective here is to show how the for-
malism introduced in [18] gives an effective calculus for the computation and treatment
conformal hypersurface invariants. In the other direction, many of the results in [18] can
only be fully appreciated and exploited when reinterpreted in terms of basic Rieman-
nian geometry formulae; producing these involves considerable subtlety, and so a second
objective is illustrate how such formulae may be extracted.
In Section 2, we review the theory of Riemannian hypersurface invariants, and show
how these may be treated via a Riemannian analog of the singular Yamabe problem.
In Section 3 we show how existence of conformal unit defining densities alone allows
us to proliferate conformal hypersurface invariants. As an application, we compute the
obstruction density in low dimensions. Then in Section 4 we develop the tractor calculus
of conformal hypersurface invariants. This allows powerful tractor techniques to be
applied to these problems. Section 5 takes up the problem of constructing invariant
differential operators acting on conformal hypersurface invariants. As an application, we
calculate extrinsically coupled conformal Laplacian powers in low dimensions. The final
Section 6 treats Theorem 1.5 and gives low dimensional examples.
1.3. Notation. Our notations for standard objects in Riemannian geometry, hypersur-
face theory and the conformal tractor calculus coincides with that of [18, Sections 2.1, 2.3
and 3.1], but we will also remind readers of key definitions at the appropriate junctures.
Acknowledgements. Both authors would also like to thank C.R. Graham for helpful
comments. A.W. thanks R. Bonezzi, M. Halbasch, M. Glaros for discussions. The authors
gratefully acknowledge support from the Royal Society of New Zealand via Marsden
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2. Hypersurface invariants
To prepare for our study of conformal hypersurface invariants we first demonstrate
how Riemannian hypersurface invariants can be efficiently treated via an analog of the
singular Yamabe Problem 1.2. Since locally any hypersurface is the zero set of some
defining function, there is no loss of generality in restricting to hypersurfaces Σ which
are the zero locus Z(s) of some defining function s. To further simplify our discussion
we also assume that M is oriented with volume form ω. Given a hypersurface in M , it
has an orientation determined by s and ω, as ds is a conormal field. Different defining
functions are compatibly oriented if they determine the same orientation on Σ.
Definition 2.1. For hypersurfaces, a scalar Riemannian pre-invariant is a function P
which assigns to each pair consisting of a Riemannian n-manifold (M, g) and hypersur-
face defining function s, a function P (s; g) such that:
(i) P (s; g) is natural, in the sense that for any diffeomorphism φ : M → M we
have P (φ∗s;φ∗g) = φ∗P (s; g).
(ii) The restriction of P (s; g) is independent of the choice of oriented defining func-
tions, meaning that if s and s′ are two compatibly oriented defining functions
such that Z(s) = Z(s′) =: Σ then, P (s; g)|Σ = P (s′; g)|Σ.
(iii) P is given by a universal polynomial expression such that, given a local coordinate
system (xa) on (M, g), P (s; g) is given by a polynomial in the variables
gab, ∂a1gbc, · · · , ∂a1∂a2 · · · ∂akgbc, (det g)−1,
s, ∂b1s, · · · , ∂b1∂b2 · · · ∂b`s, ||ds||−1g , ωa1...ad ,
for some positive integers k, `.
A scalar Riemannian invariant of a hypersurface Σ is the restriction P (Σ; g) := P (s; g)|Σ
of a pre-invariant P (s; g) to Σ := Z(s).
In (iii) ∂a means ∂/∂xa, gab = g(∂a, ∂b), det g = det(gab) and ωa1...ad = ω(∂a1 , . . . , ∂ad).
For (i) note that if Σ = Z(s), then φ−1(Σ) is a hypersurface with defining function φ∗s.
The conditions (i),(ii) and (iii) mean that any Riemannian invariant P (s; g)|Σ of Σ, is
entirely determined by the data (M, g,Σ). Then in this notation the naturality condi-
tion of (i) implies φ∗(P (Σ, g)) = P (φ−1(Σ), φ∗g). The above definition extends mutatis
mutandis to tensor valued hypersurface pre-invariants and invariants.
Example 2.2. The quantities
P (s; g) =
1
d− 1 ∇
a
(∇as
|∇s|
)
and Pab(s; g) =
(
∇a − (∇as)|∇s|
(∇cs)
|∇s| ∇c
)( ∇bs
|∇s|
)
are preinvariants, respectively, for the mean curvature H = P (s; g)
∣∣
Σ=Z(s) and second
fundamental form IIab = Pab(s; g)Σ=Z(s).
Property (ii) of preinvariants in Definition 2.1 can be exploited to expedite hypersur-
face invariant computations. For example, a for many purposes simpler mean curvature
preinvariant is
(2.1) P (s1; g) =
∆s1
d− 1 , where s1 =
s
|∇s|
(
1 +
1
2
s
|∇s|
(∇s).∇ log |∇s|
|∇s|
)
.
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To see this, one computes |∇s1| and finds that
|∇s1|2 = 1 + s2A ,
where the function A is smooth. This implies that for any defining function s, we have
that s1 is also a defining function, but with the improved behavior of the length of its
gradient quoted above which allows the mean curvature to be computed directly from
its Laplacian. Similarly, the second fundamental form preinvariant becomes simply
Pab(s1; g) = ∇a∇bs1 .
Following this line of reasoning, we pose the following problem for Riemannian hyper-
surface defining functions:
Problem 2.3. Given Σ, a smooth hypersurface in a Riemannian manifold (M, g) find a
defining function s such that ns := ∇s obeys
(2.2) |n|2 = 1 + s`+1A ,
for some A ∈ C∞(M) and ` ∈ N ∪∞ as high as possible.
Problem 2.3 can be solved by an explicit recursion to O(s∞) [18]. Moreover, the
recursion uniquely determines s to any given order. Defining functions obeying |∇s| = 1
are called unit defining functions and we shall also use this terminology in the setting
where Problem 2.3 has been solved to sufficiently high order to uniquely determine the jets
of s required to evaluate any quantities involved. Note that in fact |n|2 = 1 can be solved
in a neighborhood of Σ, whereby s measures the geodesic distance to the hypersurface.
This is a standard maneuvre in the construction of Gaussian normal coordinates (see for
example [33]). For explicit computations the recursion is useful.
Example 2.4. Consider the hypersurface in Euclidean space given by the graph of a
smooth function f(x, y). To compute the mean curvature we need data of the defining
function up to its 2-jet. Thus, beginning with the defining function z−f(x, y), we employ
the improvement formula in Equation (2.1) to find
s =
z − f√
f2x + f
2
y + 1
(
1− 1
2
(z − f) f
2
xfxx + 2fxfyfxy + f
2
y fyy
(f2x + f
2
y + 1)
2
)
.
It is not difficult to verify that this defining function obeys |∇s|2 = 1 + s2A where A is
smooth. Moreover, the mean curvature is
H =
1
2
∆s
∣∣
z=f
= −1
2
fxx + fyy + f
2
y fxx − 2fxfyfxy + f2xfyy
(f2x + f
2
y + 1)
3/2
.
Readers will recognize the standard mean curvature formula for graphs.
Before developing further the calculus of unit defining functions and applying this to
the singular Yamabe problem, we quickly review key ingredients of Riemannian hyper-
surface theory.
2.1. Riemannian hypersurfaces. Given a vector field nˆa ∈ Γ(TM) such that nˆa|Σ is a
unit normal, we may identify the tangent bundle TΣ and the subbundle TM> of TM |Σ
orthogonal to nˆa. Thus we may employ this isomorphism to identify sections of TΣ and
TM> and use the abstract indices of TM to label these. In particular the projection
of tensors on M to hypersurface tensors will be denoted by the symbol >; for a vector
v ∈ Γ(TM) we thus have v⊥ := v − nˆ nˆ.v.
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In general, objects intrinsic to Σ will be labeled by a bar. For example, for a vector v¯a ∈
Γ(TΣ) and any extension of this to va ∈ Γ(TM) subject to v|Σ = v>|Σ = v¯, the intrinsic
and ambient Levi-Civita connections, ∇¯ and ∇ are related by the Gauß formula
(2.3) ∇¯av¯b = (∇>a vb + nˆbIIacvc)
∣∣
Σ
,
where the second fundamental form IIab ∈ Γ(2T ∗Σ) is given by
(2.4) IIab = ∇>a nˆb
∣∣
Σ
.
Identifying nˆ and ∇s/|∇s|, we see that this formula is the origin of the preinvariant given
in Example (2.2).
2.2. Unit defining functions and Riemannian hypersurface invariants. Given a
unit defining function s we can proliferate Riemannian hypersurface invariants simply
by computing all possible tensors built from gradients ∇a∇b · · · ∇cs, Riemannian invari-
ants built from Riemann tensors, contractions of these objects and then studying their
restriction to Σ. This methodology also yields efficient derivations of the relations of
Gauß, Codazzi, Mainardi and Ricci.
For example, call na := ∇as. Then from the second fundamental form preinvariant
given in Example 2.2, we see immediately that
(2.5) IIab = ∇anb
∣∣
Σ
.
However,
∇a∇bnc −∇b∇anc = Rabcdnd .
Restricting the above relation to Σ, applying the projector > to the indices a, b and c,
and then using the Gauß formula (2.3), the above relation becomes the well known
Codazzi–Mainardi equation
(2.6) ∇¯aIIbc − ∇¯bIIac =
(
Rabcdnˆ
d
)>
.
Similar manuevres yield the Gauß equation
(2.7) R¯abcd = R>abcd + IIacIIbd − IIadIIbc ,
and Ricci relation
(2.8) IIabIIab − (d− 1)2H2 = Sc−2 Ric(nˆ, nˆ)− Sc .
For surfaces embedded in three dimensional Euclidean spaces, the above gives Gauß’
Theorema Egregium.
We can also compute expressions involving higher jets of s: Using the fact nana = 1
to all orders, it follows that ∇nnb = na∇anb = na∇bna = 12∇b(n2) = 0 to all orders
along Σ. Thus, remembering that na|Σ = nˆa,
(2.9) ∇a∇b∇cs
∣∣
Σ
= ∇¯aIIbc − nˆbII2ca − nˆcII2ab − nˆaII2bc − nˆaRbdcenˆdnˆe .
Here we have denoted IIbaIIbc =: II
2
ac. More generally, we can compute the (k + 1)th
covariant derivative ∇a∇b · · · ∇cs in terms of a ∇> derivative of the kth covariant de-
rivative ∇b · · · ∇cs and lower transverse-order derivatives of s (transverse-order counts
the number of transverse derivatives ∇n in the obvious way, see [4] where it is called
normal-order) since
∇a∇b · · · ∇cs = ∇>a∇b · · · ∇cs+ nand∇d∇b · · · ∇cs ,
and the fact that na∇bna = 0 to all orders enables us to re-express the second term in
terms of kth derivatives of s. Thus by induction the result (2.9) generalises to compute
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hypersurface invariants in terms of any number of gradients of a unit defining function s.
We collect some useful identities derived from this observation in the following example:
Example 2.5. Expression (2.5) for the second fundamental form implies that the mean
curvature obeys
(2.10) ∇.n∣∣
Σ
= (d− 1)H .
Contracting the immediately subsequent display with na gives
(2.11) ∇n∇bnc
∣∣
Σ
= −IIab IIac +Rabcdnˆanˆd .
The trace of this equation gives
(2.12) ∇n∇.n
∣∣
Σ
= −IIbaIIab − Ric(nˆ, nˆ) .
Finally, for f any smooth extension of f¯ ∈ C∞Σ, the ambient and hypersurface Lapla-
cians are related by
(2.13) (∆g −∇.n∇n −∇2n)f
∣∣
Σ
= ∆¯f¯ .
In summary, given a unit defining function, we can proliferate hypersurface invari-
ants by constructing ambient, coupled Weyl invariants (in the sense of Weyl’s classical
invariant theory). In fact, the recursion discussed above, establishes the following result:
Theorem 2.6. If s is a unit defining function for a Riemannian hypersurface Σ then,
for any integer k ≥ 1, the quantity ∇ks|Σ may be expressed as ∇¯k−2II plus a linear
combination of partial contractions involving the conormal nˆ, ∇¯`II for 0 ≤ ` ≤ k − 3,
and the Riemannian curvature R and its covariant derivatives (to order at most k − 3).
Thus any tensor of the form
Partial-contraction
(
(∇ · · ·∇s) . . . (∇ · · ·∇s)(∇ · · ·∇R) . . . (∇ · · ·∇R))∣∣
Σ
,
yields a Riemannian hypersurface invariant. This may be re-expressed as linear combi-
nation of tensors built as partial contractions of undifferentiated conormals, as well as
the second fundamental form and the Riemann curvature as well as derivatives thereof.
The main thrust of our article is to treat conformal hypersurface invariants in anal-
ogy to the construction leading to the above theorem. A dictionary for this analogy is
tabulated below:
Riemannian Conformal
unit defining function ←→ conformal unit defining density
|∇s|2g = 1 ←→ |∇σ|2g − 2d σ
[
∆g + Sc
g
2(d−1)
]
σ = 1
Weyl’s invariant theory ←→ Weyl invariants via tractors
As implied by this table, a complete treatment requires that we introduce a tractor
calculus for the computation of ambient coupled conformal invariants. However, sim-
pler aspects of that program can actually be handled with the elementary unit defining
function calculus described above.
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2.3. Unit defining functions and the singular Yamabe problem. Theorem 1.3
ensures that any defining function s can be improved to a defining density function σ(s)
obeying the asymptotic singular Yamabe condition
(2.14) |∇σ|2g −
2
d
σ
[
∆g +
Scg
2(d− 1)
]
σ = 1 + σdBσ(s) ,
where Bσ(s) is smooth. It is possible to directly implement the recursion of [18] to
explicitly solve the singular Yamabe problem to the order required for studying the
Willmore invariant. This is very useful for applications involving explicit metrics. While
this is technically intensive, simplifications arise if one takes s to be a unit defining
function, and in particular if one restricts to the case of a Euclidean ambient space. We
record our solution to this problem below:
Lemma 2.7. Let s be a unit defining function for a hypersurface embedded in d-dimensional
Euclidean space, and call n = ∇s. Then solutions to Equation (2.14) are given by σ(s)
g
= s+ s
2
4 ∇.n+ s
3
12
(∇n∇.n+ 2(∇.n)2) , d = 3 ,
σ(s)
g
= s+ s
2
6 ∇.n+ s
3
18 (∇.n)2 + s
4
144
(
6∆∇.n+ 4∇.n∇n∇.n+ 143 (∇.n)3
)
, d = 4 ,
with
(2.15)

Bσ(s) = − 112
(
2 ∆∇.n+ 2∇2n∇.n+ 8∇.n∇n∇.n+ 3 (∇.n)3
)
, d = 3 ,
Bσ(s) = − 1108
(
9∇n∆∇.n+ 12∇.n∆g∇.n+ 6∇.n∇2n∇.n
+ 3 (∇gi∇.n)(∇ig∇.n) + 6(∇n∇.n)2
+ 18 (∇.n)2∇n∇.n+ 4 (∇.n)4
)
, d = 4 .
Proof. The first half of this Lemma can be proved by following the algorithm given in
Proposition 4.9 of [18] and thereafter computing S(g, σ) as given in (1.1) (i.e. (2.14)).
Alternatively, since the lemma gives explicit formulæ for the improved defining function,
one can simply directly evaluate S(g, σ(s)) for the quoted σ(s). Either method only
requires an elementary calculation. 
According to Theorem 1.3, the quantity Bσ(s) yields a natural conformal hypersurface
invariant upon restriction to Σ. Indeed, Bσ(s)|Σ equals the obstruction density computed
in the scale g. It is interesting therefore to compute this invariant. For that we specialize
Equations (2.10), (2.12) and (2.11) to a flat ambient space, and apply the recursion
underlying Theorem 2.6 to find
∇.n∣∣
Σ
= IIaa = (d− 1)H ,
∇n∇.n
∣∣
Σ
= −IIabIIab = −I˚IabI˚Iab − (d− 1)H2 ,
∇2n∇.n
∣∣
Σ
= 2IIabII
bcIIac = 2I˚IabI˚I
bcI˚Iac + 6H I˚IabI˚I
ab + 2(d− 1)H3 .
In the above I˚Iab denotes the trace-free second fundamental form
I˚Iab := IIab −Hg¯ab ,
which is well known to be a conformal hypersurface invariant. It is not difficult to use
these identities and Equation (2.13) to establish that
∆∇.n∣∣
Σ
= (d− 1)∆¯H + 2I˚IabI˚IbcI˚Iac − (d− 7)H I˚IabI˚Iab − (d− 1)(d− 3)H3 .
The above results combined with the d = 3 case of Lemma 2.7 give the following:
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Proposition 2.8. For surfaces in conformally flat three-manifolds,
(2.16) Bσ(0) = −
1
3
(
∆¯H +H I˚IabI˚I
ab
)
.
Remark 2.9. The above result was first obtained in [2]. Using the standard relation
between Gauß and mean curvatures in Euclidean 3-space, namely K = H2 − 12 I˚IabI˚Iab,
the above display becomes the Willmore invariant, or in other words the functional
gradient of the Willmore energy functional (cf. [18, 17]).
Exactly the same apparatus can be applied to the second half of Lemma 2.7 to give
the analogous four dimensional result:
Proposition 2.10. For hypersurfaces in conformally flat four-manifolds,
Bσ(0) =
1
6
(
(∇¯cI˚Iab)2 + 2I˚Iab∆¯I˚Iab + 3
2
∇¯.I˚Ia∇¯.I˚Ia − 2J¯ I˚IabI˚Iab + (I˚IabI˚Iab)2
)
.
An alternate proof of this proposition based on the holographic formula for the ob-
struction density B given in Theorem 7.7 of [18] can be found in [10].
Remark 2.11. The trace-free second fundamental form I˚Iab, being conformally invariant,
can be extended to an invariant hypersurface tractor LAB ∈ Γ(T (AB)Σ[−1]) known as
the tractor second fundamental form [23, 30]–see Section 4 for details. In these terms,
the above display becomes
B = 1
6
(
(D¯ALBC)(D¯
ALBC) + (LABL
AB)2
)
,
where D¯A is the Thomas D-operator intrinsic to Σ. The above result provides an indepen-
dent check of conformal invariance, because this quantity is by construction a boundary
conformal invariant.
3. Conformal hypersurface invariants
Conformal hypersurface invariants are defined to be the Riemannian invariants (see
Definition 2.1) that are distinguished by the property of possessing suitable covariance
property under local metric rescalings:
Definition 3.1. A weight w conformal covariant of a hypersurface Σ is a Riemannian
hypersurface invariant P (Σ, g) with the property that P (Σ,Ω2g) = ΩwP (Σ, g), for any
smooth positive function Ω. Any such covariant determines an invariant section of EΣ[w]
that we shall denote P (Σ; g), where g is the conformal metric of the conformal mani-
fold (M, [g]). We shall say that P (Σ; g) is a conformal invariant of Σ. When Σ is
understood by context, the term conformal hypersurface invariant will refer to densities
or weighted tensor fields which arise this way.
Example 3.2. Given a defining function s and g ∈ c, the quantity
Pa(s; g) =
∇s
|∇s|g
is a preinvariant for the Riemannian hypersurface invariant Pa(Σ; g) = nˆa, termed the
unit conormal. Since
Pa(s; Ω
2g) = ΩPa(s; g) ,
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the unit conormal nˆa is a weight w = 1 conformal hypersurface invariant. In contrast
the mean curvature preinvariant P (s; g) of Example 2.2 obeys
P (Σ; Ω2g) = Ω−1
(
P (Σ; g)− nˆ.Υ
d− 1
)
,
where Υa := ∇a log Ω, so the mean curvature is not a conformal hypersurface invari-
ant. Note however, under metric rescalings Ω subject to nˆ.Υ = 0, i.e., precisely those
corresponding to the intrinsic conformal class of metrics c¯ along Σ, the mean curvature
transforms as a section of EΣ[−1].
3.1. Computing the obstruction density. Theorem 2.6 describes how to relate the
jets of the Riemannian canonical unit defining function s to the regular invariants of the
Riemannian hypersurface that it defines. Here we explain the corresponding algorithm
for computing the jets of the canonical conformal unit defining density σ described in
Theorem 1.3 and then apply this to computations of the obstruction density. This uses
ideas similar to the Riemannian case, but the recursion is more subtle.
In a conformal manifold (Md, c), d ≥ 3, we consider a hypersurface Σ given as the zero
locus of a smooth defining density. We need some key identities. For these we calculate
with respect to some metric in the conformal class, g ∈ c (but use the conformal metric g
to raise and lower indices). Recall that a conformal unit defining density σ is a defining
density satisfying
(3.1) n2 = 1− 2ρσ + σdB ⇔ I2σ = 1 + σdB,
for some smooth B, where n is used to denote ∇σ, and (cf. (1.1))
(3.2) [IAσ ]g := [D̂
Aσ]g =
 σna
ρ
 , ρ := ρ(σ) = −1
d
(∆σ + Jσ) .
Such a defining density exists by Theorem 1.3 and is canonical to O(σd+1). Note that in
the above, n2 is defined via the conformal metric n2 = g−1(∇σ,∇σ). Display (3.1) gives
the failure of n to be a unit vector field away from Σ. Also, as above, we identify TΣ ∼=
TM> and shall write γab := gab − nanb; along Σ this restricts to g¯, the induced metric.
We will often denote the scale tractor Iσ of the conformal unit defining density σ simply
by I. We also heavily employ the (slightly ambiguous) notation Σ= to indicate equality
along the hypersurface Σ. In many instances, one side of such an equation will involve
the restriction of an ambient quantity to Σ while the other is a quantity only defined
along Σ. As a first step, we identify the second fundamental form in terms of the above
data:
Lemma 3.3.
(3.3) ρ Σ= −H ,
and
(3.4) ∇anb + ρnanb Σ= IIab , equivalently ∇anb Σ= IIab +Hnanb .
Moreover
(3.5) ∇nna Σ= Hna .
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Proof. The proof of the first statement is not essentially different than that of [13, Propo-
sition 3.5], which treats the case of a conformal unit defining density subject to I2σ = 1
exactly. For the second statement we compute directly, along Σ, beginning with the
definition of the second fundamental form. Since n has unit length along Σ, we have
IIab := ∇>a nb
= (∇a − na∇n)nb
= ∇anb + ρnanb .
To reach the third line we used (3.1) as follows
(3.6) ∇nnb = nc∇cnb = nc∇bnc = 1
2
∇bn2 Σ= −ρnb .
This last result also gives Equation (3.5). 
Remark 3.4. In fact the Lemma holds when I2σ = 1 + O(σ2). Moreover, this Lemma is
the main ingredient needed to recover the result of [13] that the scale tractor for singular
Yamabe structures agrees, along Σ, with the normal tractor.
The algorithm for computing the jets of σ, and then the obstruction density B, now
proceeds recursively using two key results. The first of these is a conformal analogue of
Proposition 2.6:
Lemma 3.5. Suppose that σ is a conformal unit defining density for a hypersurface Σ
in a conformal manifold (Md, c), with d ≥ 3. If g ∈ c and k ≤ d is a positive integer,
then the quantity
∇kσ|Σ, where ∇ = Levi-Civita of g,
may be expressed as ∇¯k−2II plus a linear combination of terms where each term is a
homogeneous polynomial in various derivatives ∇mn ρ, with 0 ≤ m ≤ k−2, times a partial
contraction involving the conormal n, ∇¯`II for 0 ≤ ` ≤ k − 3, and the Riemannian
curvature R and its covariant derivatives (to order at most k − 3).
Proof. We have na = ∇aσ, and (according to (3.4)) ∇a∇bσ Σ= IIab + Hnanb. The
argument is now completed by an induction following exactly the same logic as the
proof of Proposition 2.6. Formally the only new features are that rather than n2 =
1, we now have (3.1), i.e., n2 = 1 − 2ρσ + σdB, and instead of ∇anb|Σ = IIab, two
derivatives of σ are now governed by Equation (3.4). The second of these is a trivial
adjustment to substitutions, since it just affects the final evaluation along Σ. The first
means that arguments that previously used ∇n2 = 0 now incur nonzero terms. These
new terms vanish along Σ, but are picked up by transverse derivatives. In particular, we
have ∇nn2 = −2σ∇nρ− 2ρn2 +O(σd−1). By counting, we see that we encounter ∇`nn2
for ` at most k − 1 (k ≤ d), so the O(σd−1) contribution never plays a rôle. Similarly,
because of the coefficient σ¯ adjacent to ρ in the Formula (3.1) for n2, it follows that ∇k−2n
is the highest ∇n derivative of ρ that is needed for the expression along Σ. 
The task of computing ∇kσ|Σ in terms of familiar curvature quantities is not yet
complete because derivatives ∇`nρ remain. These are dealt with as follows.
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Proposition 3.6. Let σ be a conformal unit defining function. Then, for integers 2 ≤
k ≤ d,
1
2
∇knI2σ + (d− k)∇k−1n ρ Σ= −∇k−1n
(
γab∇anb
)− (k − 1)[∇k−2n (J + 2ρ2)+ (k − 2)ρ∇k−2n ρ]
+ LTOTs ,
(3.7)
where LTOTs indicates additional terms involving lower transverse-order derivatives of σ.
In particular, for 2 ≤ k ≤ d− 1 we have
∇k−1n ρ Σ= −
1
d− k
(
∇k−1n
(
γab∇anb
)
+ (k − 1)[∇k−2n (J + 2ρ2)+ (k − 2)ρ∇k−2n ρ])
+ LTOTs ,
(3.8)
while
(3.9) B Σ= − 2
d!
(
∇d−1n
(
γab∇anb
)
+ (d− 1)[∇d−2n (J + 2ρ2)+ (d− 2)ρ∇d−2n ρ])+ LTOTs .
Proof. Recall that from (3.2) and (1.2) we have I2σ = n2 + 2ρσ. Thus
1
2
∇nI2σ = nanb∇anb + ρn2 + σ∇nρ
= −γab∇anb +∇ana + ρn2 + σ∇nρ.
Now by the definition of ρ in (3.2) we have ∇ana = −dρ−Jσ. Using this, and once again
that n2 = 1− 2ρσ + σdB, we have
(3.10)
1
2
∇nI2σ + (d− 1)ρ− σ∇nρ = −γab∇anb − σ(J + 2ρ2 − σd−1ρB).
For f a conformal density on M , and k ≥ 1 an integer, we have
∇k−1n (σf) = σ∇k−1n f + (k − 1)n2∇k−2n f + (k−1)(k−2)2 (∇nn2)∇k−3n f + · · ·+ (∇k−2n n2)f.
Applying ∇k−1n to both sides of Expression (3.10), using the last display, and evaluating
along Σ gives (3.7). 
Note that the last statement of the above proposition is just the k = d specialisation
of (3.7), using also (3.1). Also, the Formula (3.7) extends nicely to the case k = 1 by the
first part of Lemma 3.3. The right-hand-sides of the above three formulæ involve at most
a kth transverse derivative of σ, all of which can be computed using Lemma 3.5 (for k ≤ d)
except for the ∇`nρ terms appearing explicitly and those produced via Lemma 3.5. In
any case these involve ` satisfying ` ≤ k − 2. So, recursively, we have a computational
algorithm which yields the following result.
Theorem 3.7. Suppose that σ is a conformal unit defining density for a hypersurface Σ
in a conformal manifold (Md, c), with d ≥ 3. If g ∈ c and k ≤ d is a positive integer,
then the quantity
∇kσ|Σ, where ∇ = Levi-Civita of g,
may be expressed as ∇¯k−2II plus a linear combination of terms where each term is a
homogeneous polynomial in various derivatives 0 ≤ m ≤ k−2, times a partial contraction
involving the conormal n, ∇¯`II for 0 ≤ ` ≤ k − 3, and the Riemannian curvature R and
its covariant derivatives (to order at most k − 3).
We thus obtain a formula for the obstruction density B in terms of the undifferentiated
conormal and the other quantities listed above.
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The last statement may be viewed as following from (3.9) of Proposition 3.6, by using
the first part of the Theorem to treat the right-hand-side thereof.
3.1.1. Examples. By applying the algorithm above Theorem 3.7, an explicit computation
of the obstruction density in any given dimension is achieved by (i) computing in detail
the lower transverse order terms (LTOTs) in the expression (3.7), (ii) evaluating normal
derivatives of γab∇anb and (iii) collecting terms involving normal derivatives of ambient
curvatures. The terms in (3.7) involving (k − 2) normal derivatives of ρ are determined
by previous recursions. The k = 1 step was encapsulated in Lemma 3.3. The case k = 2,
corresponding to dimension d = 2 is special. We have not treated a tractor calculus
when d = 2 as this requires additional structure. Nevertheless the ASC problem does
make sense because we may define I2σ to be the conformally invariant quantity given
by (∇σ)2 − σ∆σ − σ2J in a choice of scale. The existence of a conformal unit defining
density σ satisfying I2σ = 1 + σ2B can be readily verified by explicit computations along
the lines of Lemma 2.7. In the following Lemma we interpret (d − 2)P(n, n) as zero in
dimension d = 2:
Lemma 3.8. Let σ be a conformal unit defining density. Then, if d ≥ 2,
1
2
∇2nI2σ + (d− 2)∇nρ Σ= I˚IabI˚Iab + (d− 2)P(n, n) .
In particular, for d = 2 we have
B = 0 ,
and for d > 2
(3.11) ∇nρ Σ= I˚IabI˚I
ab
d− 2 + P(n, n) .
Proof. Computing one normal derivative of Equation (3.10) and evaluating the result
along Σ using ∇nσ = n2 Σ= 1, shows that lower order transverse derivative terms in (3.7)
are absent when k = 2, so that
1
2
∇2nI 2 + (d− 2)∇nρ Σ= −∇n
(
γab∇anb
)− J− 2ρ2 .
From the previous k = 1 step (namely Lemma 3.3) the last term in the above display
can be replaced by −2H2, so it only remains to compute the first normal derivative term
on the right hand side:
∇n
(
γab∇anb
)
= −2(∇nnb)(∇nnb) + γab
(∇a∇nnb +Rcabdncnd − (∇anc)(∇cnb))
Σ
= −2H2 + 1
2
γab∇a∇bn2 − Ric(n, n)− IIabIIab
= (d− 3)H2 − Ric(n, n)− IIabIIab .
Here the second line relied on Lemma 3.3 and Equation (3.6) of its proof, while the third
employed the fact that the operator γab∇a is tangential along Σ. Thus
1
2
∇2nI2 + (d− 2)∇nρ Σ= IIabIIab − (d− 1)H2 + Ric(n, n)− J = I˚IabI˚Iab + Ric(n, n)− J .
When d = 2, Ric = gJ and the second fundamental form has no trace-free part, so the
obstruction density vanishes as claimed. For d > 2, the definition of the Schouten tensor
implies that Ric(n, n) Σ= (d− 2)P(n, n) + J, which completes the proof. 
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Recall that a conformal manifold equipped with a parallel standard tractor I 6= 0 is
said to be almost Einstein (AE). In this case I is a scale tractor, D̂σ, for some scale σ.
If I2 > 0, any zero locus Σ of σ is a totally umbilic, smoothly embedded hypersurface [13].
This also follows from a corollary of the above lemma and Lemma 3.3:
Corollary 3.9. Let σ be a conformal unit defining density for a smoothly embedded
hypersurface Σ. If d ≥ 3,
[∇aIBσ ] Σ=
 0I˚Iba
− 1d−2
[∇¯.I˚Ia − naI˚IbcI˚Ibc]
 .
Proof. This result follows by directly computing the tractor-coupled gradient of the scale
tractor
[∇aIBσ ] =
 0∇anb + Pbaσ + ρδba
∇aρ− Pbanb
 ,
and evaluating this along Σ. The result for the middle slot requires only Lemma 3.3.
For the bottom slot, one rewrites ∇aρ = ∇>a ρ+ na∇nρ the first term of which gives the
gradient of mean curvature. Then one uses the following identity obtained from the trace
of the Codazzi-Mainardi Equation (2.6) (valid in d ≥ 3)
(3.12) ∇¯.I˚Ia − (d− 2)∇¯aH = (d− 2)(Pabnˆb)> ,
to obtain the divergence of the trace-free second fundamental form (up to ambient cur-
vatures). Treating the normal derivative of ρ term then requires Lemma 3.8 and yields
the result stated. 
The total umbilicity statement mentioned above the corollary follows by observing
that the parallel condition implies I2 is constant. Our final example is a computation of
the obstruction density for surfaces in three dimensions. First we state the main lemma.
Lemma 3.10. Let σ be a conformal unit defining density. Then, if d ≥ 3,
1
2
∇3nI2σ + (d− 3)∇2nρ Σ= −
1
d− 2
(
∇¯.∇¯.I˚I + (d− 2)I˚Iab[H I˚Iab + P>ab]
)
− 2I˚IabI˚IacI˚Icb + 2I˚IabWcabdncnd +
d− 3
d− 2∇nG(n, n) + (d− 3)(∇n + 2H)J .
(3.13)
Remark 3.11. In dimensions d ≥ 4, the Fialkow tensor is defined by [30]
(3.14) Fab := P>ab − P¯ab +H I˚Iab +
1
2
g¯abH
2 ,
and is in fact a weight w = −2 tensor density. Using this and that, via Equation (1.5),
three normal derivatives of I2σ vanishes along Σ, we may write the above result as
∇2nρ Σ= −
1
(d− 2)(d− 3)
(
∇¯.∇¯.I˚I + (d− 2)(d− 4)I˚IabP¯ab
)
− d− 2
d− 3 I˚I
abFab − ∇¯a
(
(nˆbPba)
>)−H[(d− 2)P(n, n) + I˚IabI˚Iab]+ (∇n +H)J .
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In dimensions d ≥ 4 Lemma 3.10 determines the second normal derivative of ρ and
when d = 3 it gives the obstruction density. The result is the generalization of the
Willmore invariant (2.16) to curved ambient spaces:
Corollary 3.12. In dimension d = 3, the obstruction density is given by
(3.15) B = −1
3
(
∇¯a∇¯b +H I˚Iab + P>ab
)
I˚Iab .
The proof of Proposition 3.10 is involved but conceptually not different to that of
Lemma 3.8; it is given in Appendix A. This confirms the result of [2]. The invariant
density B was also found using tractor methods in [32].
3.2. Constructing hypersurface conformal invariants and holography. The con-
formal defining density on an ambient manifold enables a “holographic” study of extrinsic
as well as intrinsic hypersurface conformal geometry: The key ingredient is Theorem 1.3,
which can be used to proliferate natural invariants of the conformal hypersurface struc-
ture (M, c,Σ) (see Definition 3.1). Indeed, since the conformal unit defining density σ
is determined by the data (M, c,Σ), uniquely modulo O(σd+1), up to the order that σ
is uniquely determined, the coupled conformal invariants of the conformal structure and
the scale σ are automatically natural invariants of (M, c,Σ). Such invariants are easily
constructed using the ambient conformal tractor calculus applied to (M, c) and σ. For-
mulæ for conformal hypersurface invariants obtained by restricting coupled invariants of
the ambient structure (M, c, σ) to Σ are termed holographic formulæ.
The simplest example of a tractor-valued holographic formula is the restriction of the
scale tractor Iσ for a conformal unit defining density σ, which is easily computed using
see Lemma 3.3:
(3.16) IAσ
∣∣
Σ
= NA
g
=
 0nˆa
−H
 .
The tractor on the right hand side above is the normal tractor of [3]. Therefore, the
above is a holographic formula for the normal tractor. Another example is the weight
w = −1, trace-free, symmetric tractor
(3.17) PAB := D̂AD̂Bσ = D̂AIBσ ,
which by construction, for d ≥ 4, yields a (tractor-valued) hypersurface conformal invari-
ant upon restriction to Σ. In the above, we have used the operator D̂A, which is defined
as a map on section spaces Γ(T ΦM [w])→ Γ(TM ⊗T ΦM [w−1]) for w 6= 1−d/2, where
T ΦM [w] denotes a tractor tensor bundle of arbitrary rank. In a scale g,
[D̂A]g =
(
w,∇Ta ,−(d+ 2w − 2)−1(gab∇Ta ∇Tb + wJ)
)
,
and is related to the Thomas D-operator DA of [3] by D̂A = (d+ 2w − 2)−1DA. Equa-
tion (3.17) can be viewed as the conformal analog of Equation (2.5) relating the second
fundamental form to a unit defining function. Indeed, in Section 4.1 we will use the
ambient tractor PAB to build a holographic formula for the tractor second fundamental
form.
We may construct yet further invariants this way, for example in dimensions d ≥ 4,
consider the scalar invariant [
WABCDP
ACPBD
]∣∣
Σ
,
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where WABCD is the W -tractor of [11] (see also [12, 15]). It is an elementary tractor
calculus exercise to see that this is simply a multiple of
WabcdI˚I
acI˚Ibd
∣∣
Σ
,
where Wabcd is the ambient Weyl curvature.
It is very easy to make higher order examples. The key point is that the jets of
objects such as PAB and WABCD are now canonically defined (up to the uniqueness
bound in the case of PAB). In particular, the operator obtained through contraction
of the scale tractor IA and the Thomas-D operator IADA gives at the same time (i) a
conformal analog of the ambient Laplace operator and (ii) along Σ a conformally invariant
Robin type-operator that can be used to differentiate in the normal direction to the
hypersurface. Thus I·D := IADA is termed the Laplace–Robin operator, its importance
for conformally compact boundary problems is discussed in detail [16]. This enables us
to perform conformal analogues of comptations such as those leading to Equations (2.11)
and (2.12).
3.3. Linking tensor invariants and tractors. There exists a general “splitting tech-
nology” (see for example [8]) relating invariant tensor densities and tractors. A particular
instance of this is the following construction. First recall that there is a canonical bundle
inclusion EM [−1] → TM given by the canonical section XA ∈ TM [1]. In a scale g,
[XA]g = (0, 0, 1), and XA is termed the canonical tractor. It also induces a surjective
bundle map TM [w] → EM [w + 1] acting on sections by contraction. We may extend
this to a linear map Xx : Γ(2TM [w])→ Γ(TM [w + 1]) acting by contraction with the
canonical tractor X. We now define the canonical map
(3.18) q∗ : ker(Xx)→ Γ(2T ∗M [w + 2]) ,
which, for some g ∈ c acts as
q∗ :
0 0 00 tab ta−
0 tb− t−−
 7−→ tab .
The map q∗ can be used to extract conformal invariants from ambient tractors. When
interested in hypersurface conformal invariants, we replace ker(Xx) by kerΣ(Xx) whose
elements are tractor sections T such that XxT = σS for some smooth S. This gives
a map q∗Σ : kerΣ(Xx) → ΓΣ(2T ∗M [w + 2]), where ΓΣ denotes equivalence classes of
sections T ∼ T˜ + σS with S smooth. We may identify these with their values along Σ.
An application of this construction is the following result which shows that the ten-
sor PAB of Equation (3.17) is the tractor analog of the trace-free second fundamental
form while its normal derivative encodes the invariant Fialkow tensor of Equation (3.14).
In the following proposition, we introduce the rigidity density K := I˚IabI˚Iab ∈ Γ(EΣ[−2]).
Proposition 3.13. Let σ be a conformal unit defining density, then if d ≥ 3,
(3.19) q∗Σ(P
AB) = I˚Iab
and
Kext = P
ABPAB
Σ
= K .
For d ≥ 4
(3.20) q∗Σ
(
I·D̂ PAB + hAB Kext
d− 2
)>
= −(d− 3)Fab + 3 g¯abK
2(d− 2) .
20 Gover & Waldron
Proof. First note that
(3.21) XAPAB = 0 ,
because I = Iσ has weight zero and X·D̂ T = wT for any weight w 6= 1− d2 tractor. So,
in particular PAB ∈ kerΣ(Xx). Using that in a choice of scale g, the Thomas D-operator
acting on weight w tractors is given by
(3.22) [DA]g =
(
(d+ 2w − 2)w, (d+ 2w − 2)∇Ta ,−(∆ + wJ)
)
,
as well as Formula (3.2) for the scale tractor, we see that Equation (3.19) follows from
Corollary 3.9. The result for the rigidity density is an immediate consequence.
Next we must verify that I·D̂PAB + hAB Kextd−2 ∈ kerΣ(Xx). Acting with I·D̂ on Equa-
tion (3.21) we have
0
Σ
= (I·D̂XA)PAB +XA I·D̂PAB Σ= XA
(
I·D̂PAB + hAB Kext
d− 2
)
.
The last equality used I·D̂XA = IA and that
IAPAB = I
AD̂BIA =
1
2
D̂BI
2 +
1
d− 2XBP
ACPAC
Σ
= XB
Kext
d− 2 ,(3.23)
The second step can be easily explicitly verified or follows from Equation (4.14) below,
while the final step requires d ≥ 3.
The remainder of the proof is based on the technology introduced in Section 3.1. In
particular, computing along Σ:
q∗Σ
(
I·D̂PAB + hAB Kext
d− 2
)> Σ
= q∗Σ
(
[∇n +H]PAB + hAB Kext
d− 2
)>
Σ
=
[
(∇n +H)(∇anb + σPab + ρgab) + gab K
d− 2
]>
Σ
=
[1
2
∇a∇b(1− 2ρσ) + [∇n,∇a]nb + Pab + γab
(
∇nρ+ K
d− 2
)
+H I˚Iab
]>
Σ
= 2H I˚Iab +Rcabdn
cnd − II2ab + P>ab + g¯ab
(
∇nρ+H2 + K
d− 2
)
Σ
= Wcabd nˆ
anˆb − I˚I2ab +
2g¯abK
d− 2 .
The first two equalities above use again the explicit formula for Thomas D-operator (3.22)
and for the scale tractor (3.2). The next line relies on the fact that σ is a conformal unit
defining density and the line thereafter follows directly the method of Section 3.1 for
computing jets of σ. The last equality required Lemma 3.8 for the normal derivative
of ρ. Finally, tracing the Gauß Equation (2.7) leads to the following identity
I˚I2ab−
1
2
g¯ab
I˚Icd I˚I
cd
d−2 −Wcabd nˆcnˆd = (d− 3)
(
P>ab − P¯ab +H I˚Iab +
1
2
g¯abH
2
)
.
The result follows upon combining the above two displays and the definition of the
Fialkow tensor in Equation (3.14). 
Corollary 3.14. If d ≥ 3,
I·D̂ Kext Σ= −2(d− 3)L ,
where L := I˚IabFab ∈ Γ(EΣ[−3]).
Proof. For d ≥ 4, the result follows directly from the proposition using the properties
of PAB. For d = 3, it is easily verified by direct calculation. 
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Remark 3.15. Since Equation (3.20) exactly matches (3.3), Proposition 3.13 allows us to
interpret the Fialkow tensor as the normal derivative of the trace-free second fundamental
form canonically defined by the conformal unit defining density. Later, we will see that
quantity L plays the rôle of a rigidity density for embedded volumes.
The methods used to prove Proposition 3.13 can be employed to generate a set of rank
two, symmetric, conformally invariant, extrinsic hypersurface invariants from (I.D̂)kPAB,
whose first two elements are the trace-free second fundamental form and the Fialkow ten-
sor.
4. Conformal hypersurface tractor calculus
In the previous section we established that conformal hypersurfaces can be naturally
treated via tractors. Here we review and extend the known tractor hypersurface calcu-
lus using the conformal unit defining density. Key results are tractor analogues of the
Gauß formula and second fundamental form. We also show how to relate ambient and
hypersurface Thomas D-operators.
4.1. Tractor second fundamental form. We first need a certain differential splitting
operator q mapping weighted, trace-free symmetric two-forms into rank two, weight w 6=
1−d,−d, symmetric tractors; this can be viewed as a natural dual of the map q∗ defined
in Equation (3.18). For dimensions d ≥ 3 this is given by (see for example [8]):
Γ
(2◦T ∗M [w+2]) 3 tab q7−→
0 0 00 tab −∇.tad+w
0 −∇.tbd+w ∇.∇.t+(d+w)Pabt
ab
(d+w)(d+w−1)
 =: [TAB] ∈ Γ(T (AB)◦M [w]) .
When in addition w 6= −d2 , the conditions DATAB = 0 = XATAB = TAA characterise
the image of this map.
Remark 4.1. When tab ∈ Γ
(2◦ T ∗M [3− d]), the weight −d− 1 density(∇a∇b + Pab)tab ,
appearing as the residue of the pole at w = 1 − d in the above display, is conformally
invariant.
On the conformal manifold (Σ, cΣ), applying the map q to the trace-free second fun-
damental form I˚Iab ∈ Γ(2◦T ∗Σ[1]) gives the tractor second fundamental form [23, 30]:
Definition 4.2. Let d ≥ 4. The tractor second fundamental form LAB ∈ Γ(T (AB)◦Σ[−1])
is defined by
(4.1) [LAB] := q(I˚Iab)
g¯∈cΣ=

0 0 0
0 I˚Iab − ∇¯.˚IIad−2
0 − ∇¯.˚IIbd−2 ∇¯.∇¯.˚II+(d−2)P¯ab I˚I
ab
(d−2)(d−3)
 .
Remark 4.3. A dimensional continuation argument can be used to obtain the d = 3
obstruction density from the tractor second fundamental form: In dimensions d ≥ 4, the
Fialkow–Gauß equation (3.3) implies
P¯abI˚I
ab = P>abI˚I
ab +H I˚IabI˚I
ab +
I˚IabWcabd nˆ
cnˆd − I˚IabI˚IacI˚Ibc
d− 3 ,
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so that the part of LAB singular when d = 3 can be rewritten as
∇¯.∇¯.I˚I + (d− 2)(P>ab +H I˚Iab)I˚Iab
(d− 2)(d− 3) +
I˚IabWcabd nˆ
cnˆd − I˚IabI˚IbcI˚Iac
(d− 3)2 .
The numerator of the second term in this expression vanishes identically in d = 3 while
the first numerator evaluated at d = 3 is(∇¯a∇¯b + P>ab +H I˚Iab)I˚Iab ;
this is precisely the obstruction density (3.15).
Corollary 3.9 and Proposition 3.13 suggest that a holographic formula for the tractor
second fundamental form can be built from PAB = D̂AIB. For that, we need the
following result:
Lemma 4.4. Let σ be a conformal unit defining density and d ≥ 4, then for g ∈ c,
[∆IA]
Σ
=

0
∇¯.I˚Ia − nˆaK
− ∇¯.∇¯.˚II+(d−2)I˚IabP¯abd−3 + 2HK − (3d−8)Ld−3
 .
Proof. Firstly, recall that in a choice of scale g, the tractor connection acts on a standard
tractor V A according to (see for example [3])
(4.2) ∇Ta
 v
+
vb
v−
 g=
 ∇av
+ − va
∇avb + gabv− + Pabv+
∇av− − Pacvc
 .
Applying the above equation to the scale tractor twice and then contracting with the
inverse metric yields
[gab∇a∇bIAσ ] Σ=
 0∆na + 2∇aρ
(∆− J)ρ− 2Pab∇anb −∇nJ
 .
Along Σ we have
∆na + 2∇aρ = ∇b∇anb + 2∇aρ
= ∇a∇.n+ Ricab nb + 2∇aρ
= −(d− 2)(∇aρ− Pabnb)
= −(d− 2)(∇>a ρ+ na∇nρ− Pabnb)
= −naI˚IbcI˚Ibc + (d− 2)
(∇¯aH + (Pabnˆb)>) .
The last line was obtained using Equations (3.3) and (3.11). The traced Codazzi-
Mainardi equation (3.12) establishes the middle slot of the right hand side of the displayed
result. Note that this result could also be obtained from Corollary 3.9 and symmetry
of PAB.
Also, computing along Σ (using Lemma A.2 to handle the ambient Laplace operator
and Equation (3.4) for the gradient of the normal vector)
(∆− J)ρ− 2Pab∇anb −∇nJ
= −∆¯H +∇2nρ+ (d− 2)H∇nρ− 2PabI˚Iab − (∇n +H)J .
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Normal derivatives of ρ are given by Lemma 3.8 and Proposition 3.10. Furthermore, a
simple consequence of the Codazzi–Mainardi Equation (2.6) is the following identity
∆¯H =
1
d− 1∇¯
a
(∇¯.IIa − (Ricab nˆb)>) = 1
d− 2∇¯
a
(∇¯.I˚Ia − (d− 2)(Pabnˆb)>) ,(4.3)
which allows the Laplacian of the mean curvature to be traded for divergences of the trace-
free second fundamental form. In addition, normal derivatives of the normal components
of the Einstein tensor are given by Lemma A.7 and the ambient Schouten tensor can be
eliminated using the Fialkow–Gauß equation (3.3). Orchestrating those maneuvers gives
the bottom slot of the displayed result and completes the proof. 
The above lemma combined with Corollary 3.9 determine D̂AIB along Σ. This, to-
gether with Corollary 3.14, gives the following holographic formula for the tractor second
fundamental form (up to a slight modification):
Proposition 4.5. Let σ be a conformal unit defining density and d ≥ 4. Then
(4.4)
[
D̂AIB − 2
d− 2I
(AXB)Kext +
XAXB I·D̂Kext
(d− 2)(d− 3)
]∣∣∣∣∣
Σ
= LAB +
XAXB L
d− 3 .
Remark 4.6. The first term on the left hand side of (4.4) is PAB as promised in Sec-
tion 3.2. It follows from Equation (3.23) that, along Σ, the first two terms are the
orthogonal projection of PAB to hypersurface tractors (meaning sections of the tractor
subbundle consisting of tractors orthogonal to the normal tractor). The failure of this
to be a holographic formula for the tractor second fundamental form is measured by
I·D̂Kext
∣∣
Σ
= −2(d − 3)L, which equals the contraction of the Fialkow tensor and the
trace-free second fundamental form, see Corollary 3.14.
4.2. Thomas D-operator. Here, given a defining density for a hypersurface Σ, we
construct a general family of tangential operators (this notion was introduced in [16] to
describe ambient operators that descend to hypersurface operators upon restriction; see
Definition 5.1 below) that relate the ambient and intrinsic Thomas D-operators along Σ.
The following Proposition was proved in [14] for the special case of the AE setting:
Proposition 4.7. Let σ be a defining density for a hypersurface Σ and denote IˆA :=
IAσ /
√
I2σ. Then, if w +
d
2 6= 1, 32 , 2, the operator
(4.5) D̂TA := D̂A − IˆAIˆ·D̂ +
I2
h(h− 1)(h− 2) XA
( 1
I2
I·D)2 , h+ 2 := d+ 2w ,
mapping Γ(T ΦM [w])→ Γ(TAM ⊗ T ΦM [w − 1]), is tangential.
Proof. The proof of this result only requires that we establish the operator relation
D̂TA ◦ σ Σ= 0 .
This follows from two facts: (i) The sl(2) algebra (see [16])
(4.6) [d+ 2w, σ] = 2σ ,
[ 1
I2
I·D,σ
]
= d+ 2w ,
[
d+ 2w,
1
I2
I·D
]
= − 2
I2
I·D ,
spanned by σ (viewed as a multiplicative operator on sections), d + 2w where w is the
linear operator that returns the weight of a tractor, and 1
I2
I·D. (ii) The commutator
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of D̂A and σ (again viewed as a multiplicative operator)
[D̂A, σ] = IA − 2
h(h− 2)X
AI·D , h := d+ 2w ,
valid acting on tractors of weight w 6= −d2 , 1 − d2 which is easily verified by direct com-
putation in a choice of scale. 
Remark 4.8. In fact we will also need a replacement of the tangential Thomas D-operator
at the missing weight w = 1− d2 . Given a weight w′ tractor V A ∈ Γ(T AM ⊗ T Φ
′
M [w′])
subject to XAV A = 0 , and
NAV
A Σ= 0 ,
we can construct a tangential analog of the operator V AD̂TA at the Yamabe weight w =
1 − d2 as follows: First, calling [V A]g = (0, va, v), it is easy to check that the operator,
given by
V AD̂TA
g
:= va∇a +
[
1− d
2
]
v ,
for some g ∈ c defines a mapping Γ(T ΦM [1− d2 ])→ Γ(T Φ
′
M [w′]⊗T ΦM [−d2 ]). However,
for any defining density σ, we have Iσ·V = σu for some smooth, weight w′− 1 density u.
Thus, for some g ∈ c we have nava + σv = σu and hence V ·D̂T g= va∇>a + v
[
1 − d2
]
+ O(σ)∇nˆ, which is clearly tangential.
Proposition 4.7 suggests that when expressed in terms of a scale, the tangential
Thomas D-operator
DTA :=
 (d+ 2w − 2)D̂
T
A , w 6= 1− d2 , 32 − d2 , 2− d2 ,
DA − IˆAIˆ·D +XAI·D ◦ 12I2 ◦ I·D , w = 1− d2 ,
depends on the tractor-coupled connection only through the tangential combination
∇>a := ∇a − nˆa∇nˆ. For the case where the defining density is conformal unit, it fol-
lows immediately that the operator D̂TA is independent of any choices. For that case we
call the operator DTA the tangential Thomas D-operator. We will verify that this operator
indeed factors through ∇>a in the sense mentioned, see Equation (4.9) of the following
Lemma. That Lemma also collects a number of critical results and details important for
later developments. Let us point out some interesting features: In Equation (4.7), the
general formula for (I·D)2 along Σ is given; for boundary Yamabe weight w = 32 − d2 ,
all normal derivatives drop out, implying that this operator then becomes tangential.
This is the first example of the extrinsic conformal Laplacians discussed in Section 5 and
Remark 4.11. The Lemma’s next equation specialises Equation (4.5) to conformal unit
defining densities. The formula for this in a choice of scale, given in Equation (4.9), should
be compared with the general result for the Thomas D-operator in Equation (3.22), keep-
ing in mind that the orthogonal subbundle N⊥ of TM |Σ and the intrinsic hypersurface
tractor bundle T Σ are isomorphic (see [4, 23] as well as [18, Section 3.2] for details). This
shows that, along Σ, the tangential Thomas D-operator yields an extrinsic hypersurface
Thomas D-operator with ambient tractor-coupled connection save for a modification by
the operator wKX
A
2(d−2)(d+2w−3) .
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Lemma 4.9. Let σ be a conformal unit defining density and d ≥ 3. Then, acting on
weight w tractors, the following operator identity holds along Σ, in a choice of scale g,
(I·D)2 Σ=− (d+ 2w − 4)
{
∆> + w
[
J¯− 1
2
I˚IabI˚I
ab
d− 2
]
− (d+ 2w − 3)
[
∇2n − w
(
2H∇n − P(n, n)− I˚IabI˚I
ab
d− 2 −
(2w − 1)H2
2
)]}
,
(4.7)
where ∆> := g¯ab∇>a∇>b . Moreover, specializing to a conformal unit defining density, the
operator D̂TA, as defined in Proposition 4.7 , is given by
(4.8) D̂TA = D̂A − IAI·D̂ +
1
h(h− 1)(h− 2) XA
(
I·D)2 , h+ 2 := d+ 2w .
It is determined up to terms of order O(σd−1) times a smooth differential operator, and
is subject to the same weight restrictions as in Proposition 4.7. In a choice of scale g,
(4.9)
[
D̂
TA
]
g
Σ
=
 1 0 0naH δba 0
−H22 −nbH 1


 w∇>b
− ∆>+wJ¯d+2w−3
+
 00
wI˚Iab I˚I
ab
2(d−2)(d+2w−3)

 .
Proof. For the first statement, we first use that
I·D g= (d+ 2w − 2)(∇n + wρ)− σ(∆ + wJ)
and
(4.10) I·D̂ Σ= ∇n − wH
to compute the operator statement (acting on weight w objects) along Σ directly
I·D2 Σ= (d+ 2w − 4)[∇n − (w − 1)H][(d+ 2w − 2)(∇n + wρ)− σ(∆ + wJ)]
=−(d+ 2w − 4)
[
∆+ wJ− (d+ 2w − 2)(∇2n−(2w − 1)H∇n+ w(∇nρ)+w(w − 1)H2)] .
On the second line we used the operator product identity ∇n ◦ σ = 1 valid along Σ
and ρ|Σ = −H as per Lemma 3.3. To obtain the quoted result we used Equation 2.8,
Lemma 3.8 as well as the operator identity for the tractor-coupled Laplacian
(4.11) ∆ Σ= ∆> +∇2n + (d− 2)H∇n ,
which can easily be established along the same lines used to prove Lemma A.2.
The second statement follows from the defining property of a conformal unit defin-
ing density in Equation (1.5). For the third we first use Equation (3.22) as well as
Equation (4.10) to find the operator statement for the first two terms of Equation (4.8),
[
D̂A − IAI·D̂]
g
Σ
=
 w∇a − na(∇n − wH)
− 1d+2w−2
(
∆ + Jw
)
+H(∇n − wH)
 .
Remembering that ∇>a Σ= ∇a − na∇n, it is easy to verify that the top two slots on the
right hand side of the above display agree with those quoted in Equation (4.9). Thus it
only remains to verify the bottom slot of Equation (4.9). Using the computation of I.D2
along Σ shown above, as well as the bottom slot in the above display, one can employ
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Equation (2.8) to trade the ambient J for its intrinsic counterpart J¯, Equation (4.11) to
exchange ∆ for ∆> and Equation (3.11) to handle ∇nρ. This yields the result quoted in
the bottom slot of Equation (4.8). 
The Thomas D-operator identity
(4.12) DA ◦XA = (d+ w)(d+ 2w + 2)
is useful in many contexts; the tangential Thomas D-operator obeys an analog of this:
Corollary 4.10. Let T ∈ Γ(T ΦM [w]) where w + d2 6= 1, 32 , 2. Then
(4.13) D̂TA
(
XAT )
Σ
=
(d+ 2w + 1)(d+ w − 1)T
d+ 2w − 1 .
Proof. Noting that in a choice of scale,
[∇>b (XAT )]g Σ=
 0g¯abT
0
 and [∆>(XAT )]
g
Σ
=
(d− 1)T?
?
 ,
the result follows directly by application of Equation 4.9. 
Remark 4.11. As mentioned above (see also [17, 14]) at weight w = 32 − d2 , the terms in
Equation (4.7) above involving ∇n are absent, and the operator
I·D2 Σ= ∆> +
(3
2
− d
2
)[
J¯− 1
2
I˚IabI˚I
ab
d− 2
]
=: >Y ,
is tangential. Specializing to densities, ∆> becomes the intrinsic Laplace operator ∆¯
along Σ and >Y is the intrinsic Yamabe Laplacian modified by the rigidity density.
Our first application of the canonical tangential Thomas D-operator is to compute
its action on the scale tractor. This gives another holographic formula for the tractor
second fundamental form (again up to known terms) that can be regarded as a conformal
analog of the Riemannian result for the second fundamental form in terms of the ambient
Levi-Civita connection acting on a unit normal vector in Equation (2.4).
Proposition 4.12. Let d ≥ 4. Then
D̂TANB
Σ
= LAB +
XA(NBK +XBL)
d− 3 ,
where NB is any smooth extension of the normal tractor off Σ.
Proof. Let σ be a conformal unit defining density and IA := D̂Aσ. Then, since D̂TA is
tangential, we may replace the left hand side of the above display by D̂TAIB , which we
shall now compute. From Corollary 3.9 we have
[∇>a IB] Σ=
 0I˚Iab
− ∇¯.˚IIad−2
 .
Using that ∇>a I˚Iab = ∇¯.I˚Ib − nbIIacI˚Iac = ∇¯.I˚Ib − nbK, we compute
[∆>IB] =

0
d−3
d−2∇¯.I˚Ib − nbK
− ∇¯.∇¯.˚II+(d−2)Pab I˚Iabd−2
 .
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We now have the main ingredients required to employ Equation (4.9) of Lemma 4.9, and
find
[D̂
TAIB]
Σ
=
0 0 00 I˚Iab − ∇¯.˚IIad−2
0 − ∇¯.˚IIbd−2 + nbKd−3 ∇¯.∇¯.˚II+(d−2)Pab I˚I
ab
(d−2)(d−3)
 .
The final result is obtained upon using the Fialkow–Gauß Equation (3.3) to give
PabI˚I
ab = P¯abI˚I
ab + L−HK .

Remark 4.13. Since Propositions 4.5 and 4.12 both give holographic formulæ for the
tractor second fundamental form, we can use the former to given an alternate proof of the
latter, without recourse to explicit expressions in a choice of scale: One begins by using
Equations (3.17) and (4.8) to give D̂TAIB = PAB−IAI·PB+(d−3)−1XAI·D̂ I·PB (for d ≥
4). Then employing Equation (3.23) in concert with Corollary 3.14 and Proposition 4.5,
the result of Proposition 4.12 can easily be obtained by applying the fundamental calculus
of the Thomas D-operator expressed by the modified Leibniz rule [26]
(4.14) D̂A(T1T2)− (D̂AT1)T2 − T1(D̂AT2) = − 2
d+ 2w1 + 2w2 − 2 X
A (D̂BT1)(D̂
BT2) ,
valid for T1,2 ∈ Γ(T ΦM [w1,2 6= −d/2]) and w1 +w2 6= 1−d/2, and the resulting operator
commutator relation (see [18, Section 3.6])
(4.15)
[D̂A, σk] = k σk−1IA − 2kX
Aσk−1I·D
(d+ 2k+ 2w− 2)(d+ 2w − 2) −
k(k − 1)XAσk−2I2
d+ 2k + 2w − 2 k ∈ Z≥0,
valid for any scale σ and acting on tractors of weight w 6= 1− d/2, 1− k − d/2.
To complete the relationship between the tangential Thomas-D operator DTA and the
intrinsic Thomas D-operator D¯A of the hypersurface Σ, we need a generalization of
the Gauß formula (2.3) relating the projected tractor connection ∇> to its intrinsic
hypersurface counterpart ∇¯ (this result was also developed in [23, 30, 32, 5]).
Proposition 4.14 (Fialkow–Gauß formula). Let V A ∈ Γ(TM) be such that along Σ it
lies in Γ(N⊥) and denote by ΣAB := δ
A
B − NANB the projector mapping Γ
(TM ∣∣
Σ
) →
Γ(N⊥). Then, for d ≥ 4,
ΣAB∇>c V B = ∇>c V A +NALBc VB = ∇¯cV¯ A + FcABV¯ B =: ∇¯Fc V¯ A .
Here F is a conformally invariant, one-form valued, boundary tractor endomorphism
given in a boundary splitting by
[FcAB]g¯ =
 0 0 0Fca 0 0
0 −Fcb 0
 .
Proof. Let us fix an ambient scale g ∈ c. This induces a boundary scale g¯ ∈ cΣ. Now
recall (see [18, Section 3.2]) that the isomorphism between the subbundle N⊥ orthogonal
to the normal tractor (with respect to the tractor metric h) along Σ and the intrinsic
hypersurface tractor bundle T Σ gives a map between sections expressed in scales g and g¯,
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respectively:
(4.16)
[
V A
]
g
:=
v
+
va
v−
 ∼=7−→
 v
+
va − nˆaHv+
v− + 12H
2v+
 = [UAB]gg¯ [V B]g =: [V¯ A]g¯ ,
where V A ∈ Γ(N⊥) and V¯ A ∈ Γ(T Σ). Here the SO(d+ 1, 1)-valued matrix
[
UAB
]g
g¯
:=

1 0 0
−nˆaH δba 0
−12H2 nˆbH 1
 ,
and the unit conormal nˆ has been used to identify sections of T ∗M
∣∣
Σ
and T ∗Σ. (Note
that the map in Equation (4.16) is the identity for tractors along Σ in the joint kernel
of the contraction maps Xx and Nx.)
Thus, in terms of the above ambient and boundary splittings we need need to show
that[
UBC
]g
g¯
[
ΣCD∇>a V D
]
g
=
[
UBC
]g
g¯
[∇>a V C +NCLDa VD]g = [∇¯aV¯ B + FaBC V¯ C]g¯ .
Now, along Σ, we have (using the expression for the normal tractor in Equation (3.16))
that VA = (v−, va, v+) ∈ Γ(N⊥) obeys nˆ.v Σ= Hv+ while the isomorphism between Γ(N⊥)
and Γ(T Σ)|Σ, given in scales (g, g¯) in Equation (4.16), maps VA to V¯A = (v¯−, v¯a, v+)
where
v¯a
Σ
= v>a , v¯
− Σ= v− +
1
2
H2v+ .
Using the expression for the tractor connection acting on a standard tractor in Equa-
tion (4.2) applied to our choice of ambient scale g we have
[∇>a V B] Σ=
 ∇
>
a v
+ − v>a
∇>a vb + (Pab − nˆaP(nˆ, b))v+ + (gab − nˆanˆb)v−
∇>a v− − P(a, v) + nˆaP(nˆ, v)
 .
We now simplify, slot by slot, each expression on the right hand side, beginning at the
top:
∇>a v+ − v>a Σ= ∇¯av+ − v¯a .
For the middle slot we have
∇>a vb + (Pab − nˆaP(nˆ, b))v+ + (gab − nˆanˆb)v−
= ∇¯av¯b − nˆbIIcav¯c + IIabHv+ + nˆb(∇¯aH)v+ + nˆbH∇¯av+
+ P>abv
+ + nˆbP(nˆ, a)v
+ − nˆanˆbP(nˆ, nˆ)v+ + g¯abv−
= ∇¯av¯b − nˆb
(
I˚Iacv¯
c − (∇¯.I˚Ia)v
+
d− 2
)
+ nˆbH
(∇¯av+ − v¯a)
+
(
P>ab +H I˚Iab +
1
2
g¯abH
2
)
v+ + g¯abv¯
− .
Here we have used the traced-Gauß–Mainardi Equation (3.12) to handle gradients of
mean curvature. Observe that for d ≥ 4, the last term in brackets, by virtue of the
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Gauß–Fialkow Equation (3.3), becomes simply P¯ab + Fab. So the middle slot is
∇¯av¯b + (P¯ab + Fab)v¯+ + g¯abv¯− − nˆb
(
I˚Iacv¯
c − (∇¯.I˚Ia)v
+
d− 2
)
+ nˆbH
(∇¯av+ − v¯a) .
For the bottom slot we have, using the same method at d ≥ 4,
∇>a v− − P(a, v) + nˆaP(nˆ, v)
= ∇¯av¯− − (P¯ab + Fab)v¯b − 1
2
H2(∇¯av+ − v¯a) +H
(
I˚Iabv¯
b − 1
d− 2∇¯.I˚Iav
+
)
.
Putting the three slots back together, we find that [∇>a V B] (along Σ) is
1 0 0
nˆbH δ
c
b 0
−H22 −nˆcH 1



∇¯av+ − v¯a
∇¯av¯c + P¯acv+ + g¯acv¯−
∇¯av¯− − P¯abv¯b
−

0
nˆc
0
LDa V¯D +

0
Fac v+
−Fab v¯b

 ,
where (according to Equation (4.1)) LDa V¯D = I˚Iadv¯d − (∇¯.˚IIa)v
+
d−2 . This establishes the
second equality displayed at the beginning of the proof. It remains to establish the first
equation shown there. For that note that
ΣAB∇>c V B Σ= ∇>c V A +NA(∇>c NB)VB .
Corollary 3.9 combined with Equation (4.1) implies that∇>c NB = LBc and this completes
the proof. 
5. Extrinsic conformal Laplacian powers
An important component in our calculus is the construction of extrinsically coupled
invariant differential operators. The key notion here are tangential operators as defined
in [16].
Definition 5.1. Let σ be a defining density and O be a smooth map on tractor bundle
section spaces Γ(T ΦM [w])→ Γ(T Φ′M [w′]). Then if
(5.1) O ◦ σ = σ ◦ O′
where here σ denotes the multiplicative operator sending Γ(T ΦM [w])→ Γ(T ΦM [w+1])
(for any Φ) and O′ is any smooth section map Γ(T ΦM [w + 1])→ Γ(T Φ′M [w′ + 1]), we
call the operator O tangential.
The above definition extends to vector bundles where multiplication of sections by a
defining density σ is well-defined.
Example 5.2. The map Γ(∧•M [w])→ Γ(∧•M [w + 1]), defined in a choice of scale by
ω 7→ σdω − w ε(n)ω
with as usual n = ∇σ, is tangential.
Remark 5.3. Tangential operators are of particular interest because we may define
O : Γ(T ΦM [w]∣∣
Σ
)→ Γ(T Φ′M [w′]∣∣
Σ
)
by O T¯ := (OT )∣∣
Σ
,
where T ∈ Γ(T ΦM [w]) and T¯ = T |Σ.
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In [16], it is proved that for any defining density the operator
Pσk : Γ
(
T ΦM
[k − d+ 1
2
])
→ Γ
(
T ΦM
[−k − d+ 1
2
])
, k ∈ Z≥1 ,
defined by
(5.2) Pσk :=
(
− 1
I2σ
Iσ.D
)k
,
is tangential. Moreover, for AE structures it is shown that the above gives a holographic
formula for the conformally invariant Laplacian powers of [21]. In [18, Section 7.1] it
is shown that, by taking σ to be a conformal unit defining density, the above construc-
tion gives extrinsically coupled analogues Pk of conformally invariant Laplacian powers
determined by the conformal embedding Σ ↪→ M . An interesting feature is that for k
odd, the construction naturally produces a leading term in which the trace-free second
fundamental form patly replaces the role of the inverse metric. Here we will exploit our
conformal calculus to compute explicit formulæ for Pk := Pσk with k = 2, 3.
Proposition 5.4. Acting on tractors of weight 3−d2 and
4−d
2 , respectively,
P2
Σ
= ∆> + 3−d2
[
J¯− K2(d−2)
]
, d ≥ 3 ,
P3
Σ
= −8
[
I˚Iab∇>a∇>b +
(∇¯.I˚Ib − naR]a b)∇>b − 12 na(∇bR]ab )
−12
2− d
2
d−3
(
∇¯.∇¯.I˚I − (d− 4)I˚IabP¯ab + (d− 2)I˚IabFab
))]
, d ≥ 4 .
Proof. The result for P2 was proven in Lemma 4.9. For P3, we initially assume only d ≥ 3
and now compute along Σ:
1
4
P3 = Iσ.D̂ Iσ.D Iσ.D̂
=
(
∇n + d
2
H
) (
− σ[∆ + (1− d
2
)
J
]) (∇n + (2− d
2
)ρ− σ
2
[
∆ +
(
2− d
2
)
J
])
= [∇n,∆] + 2H∆ +
(
J + (d− 4)(∇nρ)
)∇n − (d− 4)(∇¯aH)∇>a
+
d− 4
2
(−(∆¯H) + (∇2nρ) + (d− 2)H(∇nρ)− (∇nJ)−HJ) .
To obtain the last line we used the operator identities [∇n, σ] Σ= 1 and [∆, σ] Σ= 2[∇n+ d2H]
(these follow from Lemma 3.3) and then Lemma (A.2) to handle the Laplace operator
acting on densities along Σ. To expedite the following computations we introduce the
notation
R]ab := [∇a,∇b] ,
for the operator given by the commutator of connections acting on mixed tensor-tractor
quantities. So in particular, for any Γ(TM)-valued operator vc, we have the operator
identity
R]ab ◦ vc = R]ab ◦ vc +Rabcdvd .
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We now focus on the first two operators in the last line of the first display of the proof
above.
[∇n,∆] + 2H∆ = {naR]ab − (∇bna)∇a,∇b}+ 2H∆
Σ
= 2naR
]
a
b∇>b − nb Ricba∇a + (na∇bR]ab)
−2(IIab + nanbH)∇a∇b + 2H∆− (∆na)∇a
= −2I˚Iab∇>a∇>b +
(
2naR
]
a
b − (d− 2)(naPba)>
)∇>b
−((d− 2)P(n, n) + J + 2I˚IabI˚Iab)∇n + (na∇bR]ab)
−(∇>b [IIab + nanbH])∇a − nb(∇n∇bna)∇a
= −2I˚Iab∇>a∇>b +
(
2naR
]
a
b − (d− 2)(naPba)> − ∇¯.I˚Ib − ∇¯bH
)∇>b
−((d− 2)P(n, n) + J + I˚IabI˚Iab)∇n + (na∇bR]ab)
−nb
(1
2
∇b∇an2 +Rcbadncnd − (∇bnc)(∇cna)
)∇a
In the first line, note that {·, ·} denotes the operator anticommutator while the second
and third lines employed Lemma 3.3. Using the antisymmetry of the Riemann tensor in
its first two slots and the conformal unit defining density property (3.1), since d ≥ 3, the
very last line of the above display becomes(∇n∇a(ρσ))∇a + (∇nnc)(∇cna)∇a Σ= −(∇¯aH)∇>a + 2(∇nρ)∇n .
Using this and the traced-Codazzi–Mainardi Equation (3.12) we obtain
[∇n,∆] + 2H∆ Σ=− 2I˚Iab∇>a∇>b +
(
2naR
]
a
b − 2∇¯.I˚Ib + (d− 4)∇¯bH)∇>b
− (J + (d− 4)∇nρ)∇n + (na∇bR]ab) .
Putting the above identity together with the first display of this proof we have
1
4
P3 = − 2I˚Iab∇>a∇>b − 2
(∇¯.I˚Ib − naR]ab)∇>b + (na∇bR]ab)
+
d− 4
2
(− (∆¯H) + (∇2nρ) + (d− 2)H(∇nρ)− (∇nJ)−HJ) .
The term ∇2nρ involves four normal derivatives of the conformal unit defining density σ
so is only determined by the hypersurface embedding when d ≥ 4 which we henceforth
assume. Using Equation (4.3) to handle ∆¯H and Lemmas 3.8, A.6 and A.7 for ∇nρ,∇2nρ,
as well as the Fialkow–Gauß Equation (3.3), we obtain the quoted result for P3. 
Remark 5.5. Note that P2 is a Laplace-type operator in the usual sense. On the other
hand, viewing the trace-free second fundamental form as a proxy for the inverse metric,
the leading term of P3 is an “extrinsic Laplacian”. For k = 2, 3, the explicit formulæ above
for Pk have a pole at d = k. Hence, a dimensional continuation argument along the lines
given in Remark 4.3 implies that the residue of these poles is separately conformally
invariant in dimension d = k. For P2, this quantity vanishes but in dimension d = 3, a
computation similar to that given in the remark, shows that the residue is precisely the
obstruction density. It is natural to conjecture that this property will persist for higher
dimensional extrinsic conformal Laplacian powers and thus provide an alternate method
to compute obstruction densities (at least modulo conformally invariant densities with
lower order leading derivative structure).
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The operator P2 is seen to be the intrinsic tractor-coupled Yamabe operator plus an
invariant extrinsic term (proportional to the rigidity density). Since it is the result of a
lengthy computation, it is worthwhile demonstrating conformal invariance of P3. This is
done in the following lemma and proposition:
Lemma 5.6. Let Fab ∈ Γ(Λ2M) and view Fab as a weight zero operator on tractors,
acting by multiplication. Then ∇a ◦ Fab + Fab ◦ ∇a is an invariant operator on weight
2− d2 tractors mapping Γ(T ΦM [2− d2 ])→ Γ(T ∗M ⊗ T ΦM [−d2 ]).
Proof. Writing ∇a ◦ Fab + Fab ◦ ∇a = 2Fab ◦ ∇a + (∇aFab), one only needs to com-
pute each term for Ω2g ∈ c acting on T ∈ Γ(T ΦM [2 − d2 ]). For the first we have(
2Fab∇bT
)|Ω2g = 2Fab(∇b + [2 − d2 ]Υb)T where Υ = Ω−1dΩ and the right hand side
is given for g ∈ c. For the term (∇aFab), one must compute the transformation of the
Levi-Civita connection acting on a two form. It is not difficult to verify that this exactly
cancels the inhomogeneous term produced by the first term. 
This lemma implies that the operator na
[
R
]
a
b ◦∇>b +∇>b ◦R]ab
]
is conformally invariant.
The following proposition expresses P3 as a sum of this operator, an invariant extrinsic
term L and a manifestly invariant tractor operator:
Proposition 5.7. When d ≥ 4,
P3
Σ
= −8
[
LAB +
XAXBL
d− 3
]
D̂TAD̂
T
B + 4n
a
[
R
]
a
b ◦ ∇>b +∇>b ◦R]a b
]− 4 (d− 4)L .
Proof. We use the following: (i) Remark 4.8 to define LABD̂TA at interior Yamabe weight,
(ii) the result for the tractor second fundamental form in (4.1), (iii) the canonical tan-
gential Thomas D-operator (4.9) and (iv) the tractor connection as given in (4.2), to
compute an operator identity on weight 2− d2 tractors. This gives
LABD̂TAD̂
T
B = I˚I
ab
[
∇>a
(
∇>b +
[
2− d
2
]
nbH
)
+
[
2− d
2
]
Pab
]
− ∇¯.I˚I
a
d− 2
[
2− d
]
∇>a
+
∇¯.∇¯.I˚I + (d− 2)P¯abI˚Iab
(d− 2)(d− 3)
[
1− d
2
][
2− d
2
]
= I˚Iab∇>a∇>b + ∇¯.I˚Ia∇>a +
[
2− d
2
](
H I˚IabI˚Iab + I˚I
abPab − 1
2
∇¯.∇¯.I˚I + (d− 2)P¯abI˚Iab
(d− 3)
)
= I˚Iab∇>a∇>b + ∇¯.I˚Ia∇>a −
1
2
2− d2
d− 3
(
∇¯.∇¯.I˚I − (d− 4)P¯abI˚Iab − 2(d− 3)I˚IabFab
)
.
Noting that naR]ab∇>b + 12na(∇bR
]
ab) =
1
2 n
a
[
R
]
a
b ◦∇>b +∇>b ◦R]ab
]
and comparing with
the formula for P3 in Proposition 5.4 completes the proof. 
Proposition 5.4 gives a compact formula for the extrinsic Laplacian appearing above
when d = 4, thus the remaining difficulty in computing the d = 4 obstruction density
in curved ambient spaces is calculating two normal derivatives of the canonical exten-
sion Kext of the rigidity density I˚IabI˚Iab. Since one normal derivative of the canonically
extended trace-free second fundamental form is closely related to the Fialkow tensor,
this boils down to computing one normal derivative of the corresponding extension of
the Fialkow tensor. This is the next natural example in the general program of prolif-
erating natural invariants of the conformal hypersurface structure (M, c,Σ) discussed in
Section 3.2. That computation has been performed in [10].
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6. Functionals for critical conformal hypersurface invariants
We now consider the construction of critical weight Lagrangian densities along the
conformal hypersurface and thus seek Riemannian hypersurface invariants, of weight
−d+1, that yield conformally invariant integrals. While it is straightforward to construct
examples (see [24]), the most interesting cases give action functionals that, with respect to
variation of the hypersurface embedding, yield Euler–Lagrange equations with a linear
leading term. For hypersurfaces embedded in 5 dimensional Euclidean space, such a
functional has been constructed [25] by writing down a linear combination of all possible
integrated Riemannian hypersurface invariants and then fixing coefficients by demanding
invariance under rigid conformal motions (see also [32]). These functionals are also
considerable interest since they may appear as contributions to extrinsically coupled
renormalized volume anomalies [19, 20]. Constructing integrated conformal hypersurface
invariants with leading derivative term quadratic in curvatures is rather difficult, but
a resolution is provided via the extrinsic conformal Laplacians powers Pk described in
Section 5 and encapsulated by Theorem 1.5.
Proof of Theorem 1.5. Recall that conformal densities of weight −n may integrated on
conformal n-manifolds. Theorem 7.1 of [18] establishes that the operator Pd−1 is deter-
mined naturally by (M, c,Σ) and thus that NAPd−1NA is a weight −d + 1 = dim(Σ)
density along Σ, which yields the first statement of the Theorem.
Let NA be any smooth extension to M of the normal tractor. For d odd, Theo-
rem 7.1 of [18] also ensures that the operator Pd−1 has non-zero leading term propor-
tional to
(
∆>
) d−1
2 . We will show below, that when NAPd−1NA is integrated over the
hypersurface Σ, this leading term of Pd−1 contributes a term of the form I˚Iab∆¯
d−3
2 I˚Iab to
the integrand. In particular this involves d− 3 derivatives and is quadratic in the second
fundamental form. We will show that the lower order terms of Pd−1 cannot contribute
terms of this order to the integral
∫
ΣN
APd−1NA. To see this, firstly note that from
Proposition 7.3 of [18] we have
Pd−1 = Gb ◦ ∇>b ,
for some smooth operator Gb. Hence
NAPd−1NA
Σ
= [NA,Gb] ◦ ∇>b NA ,
because NA∇>NA Σ= 0. But, because the operator ∇> is tangential, we may use Corol-
lary 3.9 to see that ∇>b NA is linear in curvatures. The operator Gb can only fail to
commute with NA when a ∇>, in the expression for Gb, hits NA and produces a sec-
ond curvature. Apart from its leading derivative term, the operator Gb is necessarily at
least linear in curvatures. Hence, only the leading derivative term of Pd−1 yields a term
quadratic in cruvatures, as required.
Thus we can now focus on the leading term of Pd−1 in the density NAPd−1NA which
can be rewritten as NA∇b>(∆>) d−32 ∇>b NA, because reordering derivatives yields sub-
leading terms involving curvatures. Here, again up to subleading curvature terms, the
operator ∇> equals ∇¯ twisted by the ambient tractor connection. Thus, discarding a di-
vergence because Σ is closed, the functional
∫
ΣN
APd−1NA has leading term proportional
to ∫
Σ
(∇b>NA) (∆>) d−32 ∇>b NA .
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We may use Corollary 3.9 again to see that [∇>b NA ] has the form
[∇>b NA] Σ=
 0−I˚Iab
?
 .
It follows that the leading term of the functional, as claimed, is a non-zero multiple of∫
Σ
I˚Iab∆¯
d−3
2 I˚Iab .
It is not difficult to check that when varying an embedding of a functional
∫
Σ I˚I
abKab, the
contribution to the Euler-Lagrange equation from the variation of the (explicit) trace-free
second fundamental form is ∇¯a∇¯bK(ab)◦, where K(ab)◦ denotes the trace-free symmetric
part of the tensor K. Since varying the measure or the operator ∆¯
d−3
2 necessarily leads
to contributions quadratic in I˚I, it follows that the functional in the above display con-
tributes only 2∇¯a∇¯b∆¯ d−32 I˚Iab, at linear order in I˚I, to the Euler–Lagrange equation.
Employing the identity (4.3) we thus obtain the Euler–Lagrange equation
∆¯
d−1
2 H + lower order terms = 0 ,
in agreement with the result of Theorem 5.1 of [18] for the leading order contribution to
the obstruction density. 
Remark 6.1. As we discuss in the following example, the last statement of the above
theorem also holds for embedded volumes, except that the Euler–Lagrange equation is
now quadratic in the second fundamental form as it must be to agree with the leading
term of the corresponding obstruction density. It seems plausible that a similar statement
holds for all higher, odd dimensional embedded hypersurfaces.
Example 6.2. A simple application of our extrinsic Laplacian formulæ is to compute
low dimensional examples of the action functional density (1.6). The easiest case is
dimension d = 3 for which we find
NAP2N
A Σ= NA y¯
2 IA = NA∆
>IA = −I˚IabI˚Iab .
The second step above used Proposition 5.4 while the last step of this computation relied
on Corollary 3.9 to evaluate ∇aIA as well as Equations (4.2) and (2.3), respectively, for
the tractor connection and the relation between tangential and boundary Levi-Civita
connections. Hence the functional∫
Σ
NA P2N
A = −
∫
Σ
I˚IabI˚I
ab = −
∫
Σ
K ,
recovers the well-known Willmore energy [34] or (extended to Lorentzian signature) the
rigid string action of [29] which justifies calling K the rigidity density.
The above functional appears in the formula for the renormalized area of a mini-
mal surface embedded in a hyperbolic 3-manifold [1]. It is interesting to note that the
above functional also appears as the log term coefficient in the asymptotic expansion for
the volume associated with a 2-brane in the AdS/CFT correpondence (and is linked to
the anomaly for boundary observables) [22]; the corresponding anomaly functionals for
hypersurfaces of arbitrary dimensions have recently been computed in [19].
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In the next dimension d = 4, the computation of NAP3NA is more involved, but
remains simple for conformally flat structures: From Proposition 5.4 we have in this case
that P3
Σ
= −8[I˚Ibc∇>b + (∇¯bI˚Ibc)]∇>c . We again use Corollary 3.9, which gives
[∇>c NA] Σ=
 0I˚Iac
− ∇¯.˚IIcd−2
 .
Since NA∇>c NA = 0, we only need to compute the leading double derivative term which
again requires using Equation (4.2) for the tractor connection. This yields
NC I˚I
ab∇>a∇>b NC = −I˚IabI˚IcaI˚Icb = −I˚IabFab = −L .
Hence, as promised, L plays the rôle of a rigidity density for embedded volumes. Indeed,
for conformally flat structures, it is straightforward to compute the embedding variation
of the functional ∫
Σ
NAP3N
A = 8
∫
Σ
I˚IabI˚IcaI˚Icb = 8
∫
Σ
L .
(Functionals constructed from powers of I˚I have been studied in [24].) The resulting
Euler–Lagrange equation is B = 0 with B given by the conformally-flat, four-manifold,
obstruction density quoted in Proposition 2.10. Details of this computation and its
extension to generally curved conformal structures is presented in [10]. There it is shown
that, for hypersurfaces in general 4-manifolds, the functional gradient of (1.6) agrees
precisely with the obstruction density. We note that the functional
∫
Σ L in Lorentzian
signature could be of interest for a rigid membrane theory.
Appendix A. Proof of Lemma 3.10
In this section, we employ the notations of section 3.1 and break the proof of Proposi-
tion 3.10 into several smaller pieces. The first of these explicates the terms “LTOTs” of
Equation (3.7).
Lemma A.1. Let σ be a conformal unit defining density, then
1
2
∇3nI2σ + (d− 3)∇2nρ = −∇2n
(
γab∇anb
)−∇n(5ρ2 + 2J)+ 4ρ3 + 2ρJ .(A.1)
The proof of the above Lemma is, by now, elementary. Of the terms on the right
hand side of (A.1), only the the first has not been computed from previous steps in the
recursion. This is somewhat involved. Firstly, we need a lemma relating the ambient
and hypersurface Laplacians.
Lemma A.2. Let f be a (smooth) extension of any function f¯ defined along Σ. Then
∆¯f¯
Σ
=
(
∆−∇2n − (d− 2)H∇n
)
f .
Proof. The proof is a simple (double) application of the formula (2.3) relating ambient
and hypersurface Levi-Civita connections
∆¯f¯
Σ
= γab(∇>a∇>b f + nˆbIIca∇>c f) Σ= (∇a − na∇n)(∇a − na∇n)f
Σ
=
(
∆−∇2n + (∇nna)∇a − (∇>a na)∇n
)
f .
Finally, note that ∇>a na Σ= IIaa = (d− 1)H and ∇nna = 12∇an2
Σ
= ∇n(−ρσ) Σ= H. 
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This result allows us to compute a quantity required for handling the troublesome
term −∇2nγab∇anb in Equation (A.1).
Lemma A.3. Let σ be a conformal unit defining density, and d > 2, then
γab∇a∇2nnb Σ= ∆¯H − 2(d− 1)H∇nρ+ (d− 1)H3 .
Proof. Again, we compute explicitly along Σ using the techniques developed in section 3.1
and, at the last step, the preceding lemma:
γab∇a∇2nnb =
1
2
γab∇a∇n∇b
(
1− 2ρσ +O(σd))
= −γab∇a∇n
(
σ∇bρ+ ρnb
)
= −γab∇a
(∇bρ(1− 2ρσ) +∇nρnb + ρ∇nnb)
= −γab∇a∇bρ− (d− 1)H∇nρ− γabρ∇a(−σ∇bρ− ρnb)
= ∆¯H − 2(d− 1)H∇nρ+ (d− 1)H3 .

Remark A.4. This result ensures that the leading term of the d = 3 obstruction density
coincides with the leading Laplacian term of the Willmore invariant (2.16).
To use Lemma A.3, we still need to commute the operators ∇2n and γab∇a. This
calculation is encoded in the following result.
Lemma A.5. Let σ be a conformal unit defining density and d > 2, then
∇2nγab∇anb − γab∇2n∇anb Σ= 12H∇nρ− 4H3 ,
γab
(∇2n∇anb −∇a∇2nnb) Σ= −(∇n −H) Ric(n, n) + 2I˚IabI˚IacI˚Icb + 3H I˚IabI˚Iab
−(d− 1)H3 − 2I˚IabRcabd ncnd .
Proof. Again, both these results can be obtained computing along Σ using the techniques
developed in section 3.1:
[∇2n, γab]∇anb = −2na(∇2nnb)∇anb − 2(∇nna)(∇nnb)∇anb − 4na(∇nnb)∇n∇anb
= − 2na(−∇bρ− nb∇nρ+H2nb)(IIab +Hnanb)− 2H2nanb(IIab +Hnanb)
− 4naHnb(∇a∇nnb +Rcabd ncnd −∇anc∇cnb)
= 2H(2∇nρ−H2)− 2H3 − 4Hna∇2nna + 4H3
= 12H∇nρ− 4H3 ,
and
γab
(∇2n∇anb −∇a∇2nnb) = γab([∇n,∇a]∇nnb +∇n(Rcabd ncnd − (∇anc)∇cnb))
= γab
(
Rdabcn
d∇nnc − (∇anc)∇c∇nnb
)
−∇n Ric(n, n) + 2na(∇nnb)Rcabd ncnd − 2γab(∇anc)∇n∇bnc
= −H Ric(n, n)− 3IIab∇a∇nnb −∇n Ric(n, n)− 2IIab
(
Rcabd n
cnd −∇anc∇cnb
)
= −(∇n +H) Ric(n, n)− 3HIIabIIab − 2IIabRcabd ncnd + 2IIabIIabIIcb
= −(∇n −H) Ric(n, n) + 2I˚IabI˚IacI˚Icb + 3H I˚IabI˚Iab − (d− 1)H3 − 2I˚IabRcabd ncnd .
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
Orchestrating Lemmas A.1, A.3 and A.5 plus the results of section 3.1 for the previous
steps of the recursion involving ρ and ∇nρ along Σ, gives immediately our first formula
for the d = 3 obstruction density and ∇2nρ.
Lemma A.6. Let σ be a conformal unit defining density, then if d > 2,
1
2
∇3nI2σ + (d− 3)∇2nρ = −∆¯H −H I˚IabI˚Iab − 2I˚IabI˚IacI˚Icb
+∇nG(n, n) + (d− 3)(∇n + 2H)J + 2I˚IabRcabd ncnd +H Ric(n, n) .
To complete the proof of Proposition 3.10 we need to (i) express the ambient Riemann
tensor in terms of its Weyl and Schouten tensor constituents, (ii) trade the Laplacian
of mean curvature for the second fundamental form divergence using the hypersurface
identity (4.3) and (iii) rewrite the normal derivative of the normal components of the
ambient Einstein tensor ∇nG(n, n) in terms of hypersurface quantities. Only step (iii)
is non-trivial, it relies on one more Lemma.
Lemma A.7.
∇nG(n, n) Σ= −∇¯a(Ricab nˆb)> + I˚Iab Ricab−(d− 2)H Ric(n, n) .
Proof. This computation relies on the algebraic Bianchi identity for the ambient Riemann
tensor:
∇¯a((Ricab nb)>) = γab∇a(Rdcbcnˆd − nbRdcecndne)
= IIab Ric(a, b)− γabnd(∇dRcabc +∇cRadbc)− (d− 1)H Ric(n, n)
= IIab Ric(a, b) +
1
2
∇nR−∇n Ric(n, n) +∇n(nanb) Ricab−(d− 1)H Ric(n, n)
= −∇nG(n, n) + I˚Iab Ricab−(d− 2)H Ric(n, n) .

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