We present a data mining framework that can be applied for analyzing patient arrivals into healthcare centers. The sequentially applied methods are association mining, text cloud analysis, Pareto analysis, cross-tabular analysis, and regression analysis. We applied our framework using real-world data from a one of the largest public hospitals in the U.A.E., demonstrating its applicability and possible benefits. The dataset used was eventually 110,608 rows in total for the regression models, covering the most utilized 14 hospital units. The dataset is at least 10-fold larger than datasets used in closely-related research. The developed data mining framework can provide the input for a subsequent optimization model, which can be used to optimally assign appointments for patients, based on their arrival patterns.
INTRODUCTION

Demand for Healthcare
The world's population is growing and aging [1] . The immediate consequence of this demographic trend is an increase in the demand for healthcare services throughout the world, accompanied with considerable increases in costs. The general trend of increased demand for healthcare services is also valid for almost every region and country, and especially pronounced for regions with higher population growth [1] . Specifically, in countries throughout the world, healthcare spending is expected to increase 2.4-7.5% per year until 2020 [2] . This paper presents a study motivated by a real-world project and conducted in the United Arab Emirates (U.A.E.), using data from one of the largest public hospitals in the country. The Middle East and North Africa (MENA) region is estimated to have a shortage of 150,000 physicians, 326,000 dentists, and 1.8 million nurses and midwifery personnel by 2020 [3] . The increasing demand for skilled healthcare professionals is resulting in higher staff costs for healthcare providers. The United Arab Emirates (U.A.E.) healthcare market is expected to show an annual average growth of 12.7% until 2020 [4] . The demand may grow even further due to medical tourism, which is an economic priority for U.A.E.'s tourism sector [3] .
Healthcare Operations
Recent reports cite "improving operational efficiencies" as one of the measures that can be adopted by healthcare providers throughout the world [2] and in the U.A.E. [5] , to cope with increased competition and rising staff costs. Various analytical tools, including data mining and optimization, and adoption of information technologies, can greatly contribute to achieving such operational efficiencies. This opportunity is readily recognized by the healthcare industry, resulting in an expected growth of 15.9% per year in the healthcare information technology (IT) market until 2021 [6] .
Healthcare providers (hospitals, clinics) typically follow a service process where, as the first step, the patient contacts the provider to schedule an appointment. The alternative triggering of the service process is through the arrival of walk-in patients, who directly show up at the healthcare center without prior notice. Once the patient is admitted into the system, vitals are checked and the doctor appointment and the other steps of the process follow.
There are opportunities for improving operational efficiencies in every step of the service process. In this study, the aspect of healthcare operations we are interested in is the patient arrivals. Specifically, we are interested in quantifying and analyzing the timing of patient arrivals, with the ultimate goal of improving the patient admission process step, through elimination of wasted time.
Contributions
In this study, we present a data mining framework, consisting of six steps that follow data cleaning, that can be adopted for analyzing patient arrival data. We applied our framework using real-world data from a large public hospital in the U.A.E., demonstrating its applicability and possible benefits. The dataset we used was eventually 110,608 rows in total for the regression models of the most active 14 hospital units. This is at least 10-fold larger than in comparison to datasets used in closely-related research.
While the data mining study presented in this paper is unique in the literature, it is valuable especially if it can be applied to improve patient appointment assignment and eliminate waste of time. To this end, we also present in this paper, in Section 7, how the results of this study can be used in a subsequent optimization model for direct improvement in operational efficiency.
LITERATURE
There has been considerable amount of research in patient flow modeling, where the patient arrival distribution and service time distribution are used to compute waiting times in the various steps of the process steps [7] . In contrast to this developed line of research, our study focuses solely on Lateness and how Lateness is associated with various factors. In our study, analyzing waiting times was not possible because our dataset did not include any attributes pertaining to the resources (doctors, nurses, rooms, etc.).
Another common line of research related to our study is the analysis of the patient-related factors behind delays/no-shows in seeking care [8] [9] [10] . For example, in the mentioned line of research, survey data posterior to patient arrivals can be merged with patient data in the information systems, including time of initial contact and arrival, to discover why patients ended up seeking out for treatment much later in time than they should have.
Other relevant research can be summarized as follows:
• [11] applies lean principles, specifically root cause analysis, to identify sources of operational inefficiency. Other leanfocused studies show that operational inefficiencies can be significantly eliminated by very simple acts, such as making telephone reminders [12] .
• [13] analyzes punctuality of arriving patients and derives statistical distributions that characterize lateness. [13] assumes that the population of patients is uniform. We, on the contrary, accept that Lateness is very much dependent on the attributes of each patient, and focus on coming up with a predictive regression model for characterizing this dependency relation.
• [14] predicts arrival time and no shows in outpatient clinics, as we do. However, [14] employs a very different set of independent variables than we do.
• [15] applies association mining to predict no-shows (patients not showing up at their appointments) and conduct set covering optimization to reduce the vast number of rules to a manageable size. While [15] applies data mining, specifically association mining, and optimization together, the objective is not to optimize appointment assignments.
• [16] develops an appointment scheduling algorithm. Our study and the optimization model we propose (as future work), on the other hand, assume that Lateness is dependent on the scheduled time, rather than being independent of it.
• [17] predicts the duration of an appointment, and identifies late arrival of the surgeon as the most important factor. We, on the other hand, do not consider any resource-related factors, and predict Lateness using other variables.
To summarize, in our study, we develop predictive regression models for characterizing Lateness of patients for each hospital unit. Our study focuses solely on Lateness and how Lateness is associated with various factors. In our study, we could not analyze waiting times because our dataset did not include any attributes pertaining to the resources (doctors, nurses, rooms, etc.). Furthermore, we do not consider any resource-related factors in regression modeling, due to same reason. Our study and the optimization model we propose (as future work) assume that Lateness is dependent on the scheduled day and time, rather than being independent of it. This last contribution, namely the proposition of an optimization model where assigned appointment day and time are decision variables, is unique in the literature.
METHODOLOGY
The methods applied in this paper all fall under the general field of "data mining". Data mining, increasingly being referred to as "data science" (with subtle differences in between), is the rapidly growing field of computer science and informatics that aims at discovering new and useful information and knowledge from data
Data mining is akin to a toolbox: Just as a toolbox contains a multitude of tools suitable for various tasks, data mining consists of a multitude of analytical methods (and algorithms), where each method or combination of methods are most suitable for a given data with unique characteristics. The selection of these methods and the particular order in which these methods could be applied, are a result of experience in the field, as well as empirical experience with the specific data at hand (through both an exhaustive application of various techniques, as well as several trial-error cycles).
The data analyzed in this study was a structured tabular database (consisting of rows and columns) recorded the log of patients arriving to a major public hospital in the U.A.E. The applied methods were association mining, text cloud analysis, Pareto analysis, cross-tabular analysis, and regression analysis, in sequence. These methods and the tools we used in applying the methods are described in this section. The developed data mining framework can provide the input for an optimization model, which can be used to optimally assign appointments to patients, based on their attributes as explained in Section 7. Therefore, even though not applied in this study, optimization is also introduced and discussed in this section.
Association Mining
Association mining is a data mining method for identifying associations between elements (items) of a set (set of items), based on how these elements appear in multiple subsets (transactions) of the set [22] [23] [24] . Association mining takes as input a transaction data, where each transaction contains a subset of items, and all item subsets coming from the same superset.
Association mining gives as output the list of itemsets that appear together frequently in transactions (frequent itemsets), and the rules that describe how these associations affect each other (association rules). An association rule is a rule in the form "IF [Antecedent A] THEN [Consequent B]" (or simply as "A⇒B).
There are many metrics related with an association rule, and the most popular metrics are support and confidence. Support of an itemset (e.g.: {A,B}) or a rule (e.g. A⇒B) is the percentage of transactions that the items in the itemset or the rule appear in. Confidence is defined for association rules (and not for frequent itemsets). Confidence of a rule A⇒B is the conditional probability of item B appearing in a transaction, given that item A readily appears in that transaction.
The standard (even though not fastest) algorithm for association mining is the Apriori algorithm, which was first introduced by [25] and has been used extensively since. Association mining, conducted through apriori algorithm or another alternative algorithm, is a standard function in almost every data mining platform (SAS, RapidMiner, WEKA). Association mining can also be conducted through specialized software [22] [26].
In our research, we used the ARuleGUI 1 , which conducts computations using the Apriori 2 software library [26] [27][28] [29] , to carry out association mining.
Text Cloud Analysis
A text cloud is a visualization of frequent textual terms in a document, where the size of each term reflects its frequency of appearance in the document [30] . While text cloud is typically applied for text documents in natural language, such as news, online messages, emails, etc., the visualization is flexible enough to analyze any type of text. To this end, in our research, we used text cloud visualization (using the Wordle.net 3 online service) for analyzing the association rules obtained from association mining.
Pareto Analysis
Pareto principle is a basic principle in business management, which states that a majority of effects are due to a minority of factors. While the origins of the principle is economics (first suggested by Italian economist Vilfredo Pareto in 1896 [31] ), the principle is almost globally applicable in any applied field of knowledge [32] [33] . Given that only a small percentage of factors are responsible for a major percentage of effects, one can prioritize identifying these most influential factors and analyzing their effects, rather than analyzing the complete system.
In our study, Pareto analysis was essential to reduce the number of values (for categorical values) that we would include in our detailed analysis. We conducted Pareto analysis using MS Excel's Pivot Table functionality.
Cross-Tabular Analysis
Cross-tabulation (also referred to as contingency tables or cross tabs) is a quantitative method for analyzing the relations between multiple variables of interest [34] . While cross-tabular analysis is typically done when one or more of the variables is categorical, it can also be conducted by discretizing numerical variables and converting them into categorical variables. In our research, we conducted cross-tabular analysis using MS Excel's Pivot Table functionality.
Regression Analysis
Regression analysis is a fundamental technique for estimating the relation between one or more independent variables and a dependent variable, whose values are assumed to be determined by the independent variable(s) [34] . In our study, for each hospital unit, the best linear regression model and the regression function 1 http://www.borgelt.net/argui.html 2 http://www.borgelt.net/apriori.html 3 http://www.wordle.net/ (including confounding effects) was obtained through extensive search using genetic algorithm (GA).
The R statistical language and system 4 and RStudio 5 , an opensource integrated development environment (IDE) for R, were utilized for conducting regression analysis. The glmulti R package [35] was utilized for automatically conducting regression analysis and systematically trying out different models. Specifically, the genetic algorithm (GA) built into glmulti package 6 was used for extensively searching for the best model for each hospital unit.
Optimization
Optimization is the selection of best element from among a set of alternatives, based on one or more objectives to be optimized (maximized or minimized). Linear programming is an optimization method, where there is a single linear objective function to be optimized under a set of linear constraints [38] . Linear programming models with only integer variables are referred to as integer programming models, and those only with binary (0/1) variables are referred to as binary programming models. Models that encompasses different combinations of variable types (continuous, integer, binary) are referred to as mixed-integer programming models.
Until this point in our research, we did not use optimization, however, the results obtained here can be used within an optimization model in later stages of the research, as described in Section 7.
FRAMEWORK
The developed data mining framework consist of the following steps:
Step 0. Data Cleaning
Perform data cleaning
Step 1. Association Mining 1.1. Construct histograms to identify the values at which to discretize Lateness values.
Discretize hour of the day (Hour) variable and other variables if necessary.
Conduct association mining to obtain association rules.
Filter the rules with Lateness in the consequent.
Step 2. Text Cloud Analysis 2.1. Visualize the antecedents of the filtered association rules, for both very early and very late patients using text cloud visualization.
2.2.
From the text cloud, identify which values of which variables are most frequently observed for very early and very late patients.
Step 3. Pareto Analysis 3.1. Perform Pareto analysis to identify the values for each attribute that account for the overwhelming majority of observations.
Filter out only the rows having those values, for subsequent analysis
Step 4. Cross-Tabular Analysis 4.1. Conduct cross-tabular analysis to observe how average and standard deviation of Lateness varies with respect to different values of each variable.
4.2.
Perform statistical hypothesis (ex: t-test, Mann-Whitney test) testing if necessary.
4.3.
Use these observations to identify which variables and which variable values to focus on.
Step 5. Regression Analysis 5.1. Construct a multi-linear regression model for each hospital unit.
5.2.
Search for the best regression model and its parameter set through a search algorithm (ex: through a genetic algorithm, GA), with a limit on the number of iterations or computational time.
Use the regression results to understand which factors are most influential in Lateness
Step 6. Optimization 6.1. Construct an optimization model, where day of the week (DayOfWeek) and hour of the day (Hour) are decision variables, and the objective is to assign each patient a day and hour such that the average waiting time over all patients is minimized.
6.2.
Schedule patients on a rolling-horizon of up to one week, by using the optimization model.
CASE STUDY
Data Collection
The data used in the study comes from a large public hospital, in the United Arab Emirates (U.A.E.). The data includes date and time for appointment check in, vitals, patient service start time, as well as information about the hospital unit, nationality and appointment and insurance information of the patients. The original data consisted of 168,360 rows and 23 columns. The data fully covers a time interval of approximately six months, which is a large and representative sample.
Ethical Considerations
The study was conducted with complete respect regarding the privacy of patients. The participating hospital provided the data without any identifiable information about the patients. The gender information was not provided by the hospital. Personal information regarding nationality, health plan, and insurance company were immediately anonymized by the authors at the beginning of the study. The data was shared with the authors by the hospital under a strict and legally-binding non-disclosure agreement, and resided only on the authors' computers at all time. The research consultant who worked on the project also signed a non-disclosure agreement and was not provided with the data. Instead, he assisted with the data cleaning and analysis through secure remote connection, and only under the presence of one of the authors.
Data Cleaning
As in every data mining study, data cleaning and anonymization were carried out before any analysis.
1. For each time and date column, where both date and time were given as a single value of string type, multiple columns were created as numeric variables, for year, month, day, hour, and minute.
2. The appointment week within the year and the appointment day within the week (where 1 refers to Sunday, 2 refers to Monday, etc., consistent with the week days and weekends in the U.A.E.) were derived using existing columns. This step required using MS Excel functions for manipulating text and converting data types, and due to the large number of rows, was conducted through creating a separate file for each such date and time column in the original data. Later in the study, following some trials, these columns were excluded from the analysis.
3. For hospital unit, nationality, the appointment being a new one or a follow up, the health plan category, health plan type, specific health plan code, and the name of the insurance company were all anonymized using MS Excel's lookup functions. The anonymization for each column was again conducted on a separate file due to the large data size for a laptop.
4. Lateness was calculated for each patient.
5. Rows where the lateness was more than 3 hours or less than -3 hours (at least 3 hours early) were eliminated.
6. All cells in the spreadsheet were reduced to "Values Only" for reducing the file size and speed in human computer interaction (HCI).
ANALYSIS
Association Mining
The first conducted analysis was association mining, where the objective was to identify the variables and variables' values which are most associated with extreme arrival behaviors, namely arriving too early or too late.
In order to come up with cut-off values and conduct such an analysis, it was necessary to first observe the statistical distribution of lateness. The histograms were constructed for some of the hospital units (Figures 1 and 2 for units U23 and U43) and were observed to highly resemble the normal distribution. Formal statistical hypothesis testing regarding the goodness of fit of the normal distribution was not conducted due to very large number of observations, which would certainly result in rejection of the fit. Eventually, the cut-off values were selected as -60 and +60 minutes and Lateness<-60 and Lateness>60 were identified as values of interest.
For conducting association mining analysis, the hour of the day (Hour) and Lateness were discretized.
Association mining analysis was conducted to obtain association rules in the form "IF Antecedent THEN Consequent", using minimum support of 0.1% and minimum confidence of 40%, and with at most 4 items in each rule. Once the association rules were generated, only the rules with a value of E_60_INF (early at least 1 hour) and L_60_INF (late at least 1 hour) for the hour of the day in the consequent were filtered out, so that we could identify which attribute values are associated with very late arrivals or very early arrivals.
Text Cloud Analysis
The words in the antecedents of the association rules were visualized through text visualization as word clouds, and the attribute values which are most associated with very late or early (more than 60 minutes) arrivals were visually observed. Figures 3  and 4 display the attribute values associated with E_60_INF (early at least 1 hour) and L_60_INF (late at least 1 hour), respectively. Figure 3 , which shows associations with very early arrivals, suggest that very early arrivals do not take place frequently from 12:00 until 15:00 but are observed at other times. Patients arriving to hospital units U13 are frequently observed to come very early. Units U43 and U05 come after U13 with respect to such behavior. With respect to healthcare plan, patients with healthcare plan category HPC94, healthcare plan type HPT9, healthcare plan HP165 are observed to come very early much more frequently compare to patients with other healthcare plan. With respect to insurance supplier, patients who has healthcare plan under insurance company C7 come very early the most frequently. Patients with nationality N31 come very early, before other nationalities. Figure 4 , which shows associations with very late arrivals, suggest that very late arrivals take place frequently from 06:00 until 09:00, and especially during week days. With respect to healthcare plan, patients with healthcare plan category HPC66, healthcare plan type HPT2, healthcare plan HP133 are observed to come very late much more frequently compare to patients with other healthcare plan. With respect to insurance supplier, patients who has healthcare plan under insurance company C2 come very early the most frequently. In contrast to the result from Figure 3 , patients with nationality N31 do not come very late frequently.
Pareto Analysis
The next descriptive analysis would be cross-tabular analysis (pivot table analysis in MS Excel). However, before conducting cross-tabular analysis, Pareto analysis was conducted to identify the significant few values for each attribute. This way, crosstabular analysis would include the few most significant attribute values. For example, out of the 46 hospital units, 17 of them were observed to account for more than 90% of all the rows. Out of 110 different nationalities, 9 of them were observed to account for more than 92% of all the rows. In the Pareto analysis, threshold values of around 90% were determined for each variable. Row corresponding to week days account for more than 97% of all rows, thus only week days were considered in further analysis. Similarly, only the rows with attribute values that account for the majority were included and the rows that contain the less significant attribute values for any of the attributes were eliminated.
Cross-Tabular Analysis
Cross-tabular analysis was conducted to analyze the effects of different values of each attribute on the selected performance measure namely lateness. This was conducted only for the significant values of the attributes coming from the earlier Pareto Analysis. After removing walk-in patients, pivot tables were constructed to calculate the average and the standard deviation of lateness for each value of each attribute. The results, shown in Figures 5 and 6 , suggest that average lateness differs considerably among different hospital units and health plan categories. Lateness is color-coded such that darker green values correspond to earliest arrivals and darker red values correspond to latest arrivals. From Figure 5 , it is observed that average lateness for Unit U23 is -7.65 minutes (meaning that the patients arrive 7.65 minutes early on average, whereas average lateness for unit U43 is 9.53 minutes. Furthermore, there are considerable differences in average lateness values with respect to hours of the day.
From Figure 6 , considerable differences are observed in average lateness values, especially when health plan categories HPC3
(earlier arrivals) and HPC8 (later arrivals) are compared. The hours of the day again seem to be influential: For HPC3, time interval 09:00-12:00 has average Lateness of 3.66 minutes, whereas time interval 12:00-15:00 has average Lateness of -3.60 (earliness of 3.60 minutes). 
Regression Analysis
The predictive model applied in this study was regression analysis with categorical factors (independent variables) and the numerical response (dependent variable) of Lateness. Before conducting regression analysis, any row with any missing value for any of the attributes was eliminated. Also, only the rows with Paretosignificant values of the attributes were considered. Eventually only 110,608 rows corresponding to 14 hospital units were included in the regression analysis.
Regression analysis was conducted separately for each hospital unit, where the same set of factors and response were included. The included factors were Hour, DayOfWeek, Nationality, NewOrFollowUp, HealthPlanCategory, HealthPlan, HealthPlanType, InsuranceCompany. The response in each regression model was Lateness, which could take any value between -180 and 180 corresponding to a maximum of 3 hours earliness and 3 hours lateness, respectively. For each hospital unit, the best linear regression model (including confounding effects) was found through exhaustive search through a genetic algorithm (GA). The R command corresponding to the regression was as follows:
results <-glmulti(Lateness ~ Hour + DayOfWeek + Nationality + NewOrFollowUp + HealthPlanCategory + HealthPlan + HealthPlanType + InsuranceCompany, data=mydata, level=2, fitfunction=glm, confsetsize=100, method="g", conseq=5)
The best regression model with the optimal subsets of the factors and confounding effects were found to be considerably different for different hospital units. The regression analysis results are summarized in Table 1 , illustrating which factors appear in which of the 14 models (corresponding to the 14 hospital units).
CONCLUSIONS AND FUTURE WORK
Our case study has shown that our data mining framework (Section 4) can reveal various hidden patterns and can yield insights into patient arrival patterns. Our framework also can identify the significant factors (independent variables) that affect Lateness, as well as the form and the parameters of the "best" regression function (obtained after a given limited number of search iterations).
While these contributions are mostly novel in the literature (especially for the particular set of factors employed), the most significant benefit of our study is that it can serve as an engine for determining the parameters of a subsequent optimization model, which can optimize appointment day and time. In this section, we will outline such a model.
The regression model we discussed considers Lateness as a function of various factors, including hour of the day (Hour) and the day of the week (DayOfWeek) in which the patient arrived. None of the considered factors, except Hour and DayOfWeek, can be controlled by the healthcare provider, as these factors depend on the attributes or the medical condition of the patient. However, the healthcare provider can minimize the Lateness of the patient by selecting the "best" DayOfWeek-Hour combination. This is the main idea behind the proposed optimization model, which is described next: This model is to be constructed and solved independently for each hospital unit (it is assumed that no relation exists between independent hospital units, which may not be realistic in certain cases). The decision to be made is the assignment of a patient to a time interval for appointment. The appointment will be within a rolling horizon of a given number of days (the number of days is a modeling decision that needs to be done beforehand). The decision variable , , takes the value of 1 if patient is scheduled to time period on day , and 0 otherwise.
The objective is to minimize Λ, which is defined as the average expected lateness of the patients who will be scheduled in available set of time intervals in the upcoming days (up to seven days ahead). The expected lateness of a patient, given the time interval and day s/he is assigned to, is estimated using the fitted regression function ̂( , , ) for that hospital unit.
The first constraint specifies that, for a given hospital unit, the number of scheduled patients for a specific time interval on a specific day can not exceed the capacity (patients that can be served) during that time interval. The second constraint specifies that each patient should be assigned to exactly one time interval within the given set of days and time intervals.
When this model is populated with the parameters coming from regression analysis, it can compute the optimal DayOfWeek-Hour combination that each patient should be assigned to. While we are referring to this decision as "optimal", it is only "near-optimal", because the parameters are only estimates under a stochastic setting. Yet still, this is a model that has not been proposed in the literature earlier and can serve greatly in improving operational efficiency in the patient arrival process.
Besides developing and testing the described optimization model, our current work can also be extended by considering additional factors in predictive modeling. These factors can include city of residence, presence of pain, marital status, living arrangement, and social support [10] [39].
