The quasi-quadrennial oscillation (QQO) and its ∼4 year period in Jupiter's atmosphere were first discovered in 7.8 μm infrared observations spanning the 1980s and 1990s from detecting semiregular variations in equatorial brightness temperatures near 10 hPa. New observations that probe between 0.1 and 30 hPa in Jupiter's atmosphere using the Texas Echelon Cross Echelle Spectrograph (TEXES), mounted on the NASA Infrared Telescope Facility, have characterized the vertical structure of the QQO during a complete cycle between January 2012 and April 2016. These new observations show the thermal oscillation previously detected at 10 hPa and that it extends over a pressure range of 2-17 hPa. We have incorporated a spectrum of wave drag parameterizations into the Explicit Planetary Isentropic Code general circulation model to simulate the observed Jovian QQO temperature signatures inferred from the TEXES observations as a function of latitude. A new stochastic wave drag parameterization explores vertical wind structure and offers insight into the spectra of waves that likely exist in Jupiter's atmosphere to force the QQO. High-frequency gravity waves produced from convection likely contribute significantly to the QQO momentum budget. The model temperature outputs show strong correlations to equatorial and surrounding latitude temperature fields retrieved from the TEXES data sets at different epochs. Our results reproduce the QQO phenomenon as a zonal jet that descends over time in response to Jovian atmospheric forcing (e.g., gravity waves from convection).
Introduction
The quasi-biennial oscillation (QBO) in Earth's equatorial stratosphere is an alternating pattern in the zonal wind. The eastward and westward phases of the QBO descend in time with a period ranging from 22 to 34 months; the average period is 28 months (Baldwin et al., 2001) . Early theories proposed by Lindzen and Holton (1968) and Holton and Lindzen (1972) assumed a steady source of equatorially trapped gravity or planetary waves that provided the momentum to drive the QBO's wind reversals, which in turn affect the temperatures in this region of the atmosphere; see Figure 1 . Most QBO theories invoke critical level absorption of vertically propagating waves such that in eastward shear zones, eastward traveling waves that encounter a zonal wind near a wave's phase speed will cause the wave to break and deposit its momentum. The zonal wind below the critical layer is then "dragged" toward the phase speed of the wave. The same is true for westward traveling waves in westward shear zones. The convention of eastward and westward is applied to winds and waves traveling to the east and to the west, respectively. Baldwin et al. (2001) showing a cross section of Earth's QBO in a westward shear zone phase-"W" westward winds above "E" eastward winds. In time, the eastward and westward shear zones both descend. Picture the eastward regime encountering additional friction in the denser lower atmosphere and that the westward regime will eventually take its place, and above a new eastward regime will develop. A broad spectrum of waves is depicted, such as planetary waves that help confine the QBO to the equator where convection in the tropics provides a steady source of GWs that constitute a large supply of momentum needed to drive the QBO. Waves not absorbed in shear zones of the QBO propagate upward to drive a higher-altitude atmospheric oscillation. Dunkerton (1985) developed a two-dimensional model utilizing only planetary waves to drive the QBO and found that the wave amplitudes needed to reproduce observed winds and temperatures were a factor of 3 too large. The conclusion was that the QBO momentum budget must possess a diverse spectrum of atmospheric waves (Dunkerton, 1985) . Tropical upwelling was recognized as a source for atmospheric gravity wave(s) or GW(s) and could provide much of the missing momentum needed to drive the QBO (Dunkerton & Delisi, 1997) . The properties of atmospheric waves are closely related to their causal mechanisms and to the properties of the regions in the atmosphere from which they originate (Alexander et al., 1995) . Since a significant portion of the QBO momentum budget originates from convection in Earth's tropics, we proposed that convection is important in driving the oscillations in other planetary atmospheres, especially gas giant planet atmospheres with no orography.
Long observational campaigns have revealed the temporal evolution of equatorial stratospheric oscillations, similar to the QBO, that are identified as Jupiter's quasi-quadrennial oscillation (QQO) and Saturn's semiannual oscillation (Leovy et al., 1991; Orton et al., 2008) . Additionally, high-resolution observations of the thermal fields of Jupiter and Saturn made with the composite infrared spectrometer (CIRS) aboard the Cassini spacecraft have revealed, through the thermal wind relation, the presence of strong stratospheric jets within these planets (Flasar et al., 2004; Fouchet et al., 2008; Liming et al., 2008; Simon-Miller et al., 2006) . Numerical simulations implementing net heating rates derived from Cassini CIRS observations showed that radiative forcing can spin-up stratospheric jets in outer planet general circulation models (GCMs) that match CIRS findings (Morales-Juberías et al., 2007; Zhang et al., 2011) . However, as was the case for Earth, radiative forcing alone cannot solely be used to match the observed jet amplitudes nor their oscillatory behavior (Wallace, 1967; Wallace & Holton, 1968) , reaffirming the presumptions that these oscillations are wave-driven phenomena.
Computational advancements in the last few decades have led to improvement in QBO modeling, where GCMs with sufficiently high horizontal and vertical resolution have spontaneously generated QBO-like phenomena (Takahashi, 1996) . Very high horizontal and vertical resolutions are required to model the oscillations of Jupiter and Saturn in outer planet GCMs in order to resolve wave dynamics that occur at extremely small scales (Hamilton et al., 1999; Kim et al., 2003; Takahashi, 1996) . Vertical resolutions are required to be near 1 10 the vertical wavelength of an atmospheric wave to simulate small-scale saturation processes in wave breaking (Kim et al., 2003) . When considering the vertical scales of observed atmospheric waves in Jupiter presented in Table 1 , GCMs like Explicit Planetary Isentropic Code (EPIC) would require vertical resolutions around 1-5 km.
The challenging requirements of resolution are apparent when considering a simple Jupiter "channel model" that has comparable horizontal and vertical resolutions to the QBO model of Takahashi (1996) . A model domain centered at the equator, spanning 30 ∘ in latitude and 180 ∘ in longitude (SIII) spanning pressures from 0.1 hPa at the top to 1,000 hPa at the bottom would require a numerical grid with 3,333 points in latitude by 20,000 points in longitude and 202 vertical layers to properly resolve the previously mentioned wave scales. While the horizontal resolution might be daunting, it is more easily achieved than the vertical resolution requirement. The authors of a moderately "high" vertical resolution Saturn climate model used 68 vertical layers spanning pressures from 2 bar to 24 μbar and noted that it did not possess the required resolution to resolve the effects of many waves (Friedson & Moses, 2012) .
The scale heights of Jupiter (∼25 km) and Saturn (∼50 km), when compared to Earth (∼8 km), present a difficult challenge to run a stable outer planet GCM for multiple oscillation periods. The entire wave spectrum is known to be equally important in its contribution to the momentum budget driving the QBO (Baldwin et al., 2001) , and so even if these numbers were not completely unreasonable, they neglect a range of frequencies that could play a significant role in outer planet atmospheres. Therefore, there is a need to parameterize the effects of waves in outer planet GCMs. Parameterizing the effects of waves without explicitly resolving them is a common practice in Earth GCMs, but giant planet GCMs do not have this capability (yet) and must be developed/added by the user (Dowling et al., 1998) . Previous modeling efforts to explain Jupiter's QQO as a wave-driven phenomenon have used either GWs or larger planetary scale wave parameterizations combined with simplified radiative schemes (i.e., Newtonian cooling) (Friedson, 1999; Li & Read, 2000) . These models were initialized with idealized zonal winds and thermal background conditions and mainly focused on reproducing qualitative results consistent with the observed properties of the QQO at the time (i.e., the 4.0 year period and temperature fluctuations near 10-20 hPa). We implemented similar wave drag models that reproduced results from Friedson (1999) and Li and Read (2000) but revealed little new insight into the properties of the spectrum of waves forcing the QQO. The spatially and temporally limited data used to validate the models of Friedson (1999) and Li and Read (2000) are one of the main reasons why they could not constrain key properties of the QQO jet and wave forcing modes. We had access to the high-resolution TEXES data set and implemented a new wave drag parameterization scheme to investigate a broad spectrum of GWs that may drive the QQO.
In section 2 we describe the observations used to characterize the QQO to validate our model. In sections 3 and 4 we describe the model and how the different forcing wave types and wave scales are parameterized in our model. In section 5 we present the results of our model and compare them to the observational analysis presented in section 2. Section 6 is where we discuss the significance of our results and identify future studies we will explore.
Observations of Jupiter's QQO
Previous long-term observations from NASA's Infrared Telescope Facility (IRTF) observed 7.8 μm brightness temperature variations in Jupiter from 1980 to 2001 (Friedson, 1999; Leovy et al., 1991; Orton et al., 1991; Simon-Miller et al., 2006) . These observations found that Jupiter's equatorial and off-equatorial latitude temperatures oscillated in time with a period of roughly 4.0 ± 0.3 Earth years. The emission at 7.8 μm mostly originates from a region of 10-20 hPa in Jupiter's atmosphere. The temperature extrema of the equator were found to be anticorrelated to extrema at off-equatorial latitudes near ±13 ∘ , meaning that when the equatorial temperature was a relative maximum, the off-equatorial latitudes were relative minima and vice versa (Friedson, 1999) . While this long observational campaign was able to discover properties of the QQO such as its period and the equatorial and off-equatorial latitude temperature anomalies, it was limited in its pressure range and did not constrain other QQO properties, such as jet width and speed.
From the Cassini flyby of Jupiter in 2000, new infrared observations provided data on the thermal structure of Jupiter's atmosphere from 1,000 to 1 hPa. A local temperature maximum anomaly of 5 K above the ambient background was detected at a pressure of roughly 4 hPa and centered at the equator. Applying the thermal wind equation to this temperature field revealed the presence of a strong equatorial jet located near the observed temperature maximum anomaly (Flasar et al., 2004 ). The corresponding jet had an associated speed of nearly 140 m s −1 , but the zonal wind contours are spatially more reliable at latitudes away from the equator, leaving this speed highly uncertain. Observations such as these indirectly determine the amplitude of the QQO jet, which is largely still unconstrained by current ground-based observations, due to the limited spatial resolution of the 3 m IRTF. The meridional extent of the QQO jet is also unconstrained due to the same limitations.
New observations with the TEXES (Lacy et al., 2002) at the IRTF since 2012 have observed a complete QQO cycle with unprecedented horizontal and vertical resolutions along with high temporal sampling. The spectral data were analyzed with the radiative transfer code described by Greathouse et al. (2011) to extract temperatures over the pressure ranges of 0.001-1,000 hPa for latitudes spanning ±60 ∘ (see Fletcher et al., 2016 for scan mapping details). The temperature retrievals between pressures spanning 0.01-30 hPa have the lowest uncertainties, and we focused on planetocentric latitudes from ±30 ∘ , where the best and most complete temperature data are available for all observations. The TEXES observations achieved a spatial resolution of 2 ∘ latitude, and we used the zonally averaged temperatures in our study. Figure 2 displays the 2-D retrieved temperatures from the first observation of the campaign. The TEXES observations spatially resolved temperature anomalies that evolved over time that were similar in amplitude and appeared at similar pressures as reported by previous observations (10-20 hPa). The TEXES observations also detected QQO behavior extending to previously unobserved lower pressures of ∼2.0 hPa.
The thermal structure of Jupiter's atmosphere at different phases of the QQO showed the presence of multiple thermal anomalies at different altitudes that evolved with time. Most notable of these are the equatorial temperature extrema that descend in time; similar to QBO theories supporting that the QQO is a wave-driven phenomenon with a mostly regular period. The periodic temperature evolution is not restricted to only the equator however. Other latitudes show variations in temperatures revealing other extrema both north and south of the equator which obey the thermal wind relation over the same pressure range as the QQO. The next section details our analyses of the observed properties of the temperature oscillations at various pressures and latitudes as well as the creation of modeling benchmarks we used to validate the effectiveness of the wave drag parameterizations to simulate the observed QQO. Figure 3 presents the temperature anomalies of Jupiter's equator and off-equatorial latitudes near ±13 ∘ for three different pressures from the TEXES observation campaign. The three pressures show a relative temperature maximum that descends in altitude (increasing pressure) over time with relative peaks occurring at 3.7 hPa in February 2013 and at 13.5 hPa in March 2015. The February 2014 observations show that the temperature maximum descended through 6.4 hPa, but the observation campaign's temporal sampling did not clearly distinguish the date. Additionally, there is anticorrelation between the equatorial and off-equatorial latitude temperature anomalies, most prominent at the 13.5 hPa pressure. Figure 3 is the first of three figures that depict the QQO temperature structure and evolution in latitude and pressure over time from the TEXES observations. Quantitatively, the data in Figure 3 are presented in Table 2 . The time-averaged zonal mean temperature for each pressure and latitude is shown for the TEXES observations. The maximum deviations away from the time-averaged zonal mean temperature or the extrema fluctuation noted by ΔT max are also shown and reflect the maximum amplitude of the temperature anomalies away from the time-averaged zonal mean temperature over the entire TEXES observation time period. The error bars in Figure 3 can be conservatively estimated to be around 2 K, which will be discussed later in detail when examining the off-equatorial latitude behavior of the oscillation for pressures near 3-6 hPa. . Temperature anomalies at the equator (red) and off-equatorial latitude (blue and green) for the QQO cycle from the TEXES observations. The y axis is the deviation away from the mean temperature which is calculated for each pressure at the equator and off-equatorial latitudes over the time span of the TEXES observation and presented in Table 2 . The pressure for each panel is noted in the upper right in bold. Time is shown on the x axis where the observation dates are the bottom ticks in each panel, and the top ticks correspond to evenly spaced calendar Earth years beginning at January 2012. The uncertainties for each observation data set are also plotted as vertical error bars. the emergence of an equatorial maximum in early 2013 evolved to a minimum by late 2014 and early 2015. A similar behavior is observed, although slightly shifted in time, in the middle panel at the intermediate pressure. The right panel and highest pressure shows a relative temperature minimum that evolved into a relative temperature maximum. The relative maximum displayed in Figure 3 descends from left to right and down in time and in altitude (higher pressure). Orton et al. (1991) showed similar behavior of the QQO spanning years from 1980 to 2001, with extended observations shown in Friedson (1999) and Simon-Miller et al. (2006) , where temperatures were derived from 7.8 μm emission. This radiation originates from a pressure range of 10-20 hPa and matches the same pressure and latitude as the right panel in Figure 4 . The anticorrelation between the equatorial and off-equatorial latitude temperatures observed by Leovy et al. (1991) and Orton et al. (1991) at the 10-20 hPa pressure range is also observed in the TEXES data. The QQO temperature signal is also present in the TEXES data at lower pressures (higher altitudes) and likely indicates that the same physical processes extend to higher altitudes in Jupiter's equatorial stratosphere than were previously thought.
Observation Analysis
An important property of the QQO is the off-equatorial latitude temperature anticorrelation to the equatorial temperature. Figure 5 presents the TEXES data subtracting the mean temperature for all latitudes over the observation's duration to reveal temperature anomalies. The off-equatorial latitude temperature anomalies are anticorrelated to the equatorial temperature anomalies, but the location of the off-equatorial latitude extrema slightly wanders over time. Figure 5 shows that the strongest anticorrelation is present in the right most panel near ±13 ∘ latitude. Quantitative analysis of Figure 5 determined that the anticorrelation at all pressure levels occurred at latitudes ±13 ∘ , as shown in Figure 3 and served as the latitude chosen to compare model output temperature data. Note. The TEXES-observed equatorial temperature is the mean of data found at ±1 ∘ latitude. The "plus-minus" preceeding temperatures denotes the deviation from the time-averaged mean or the extrema fluctuation at a particular latitude and pressure found throughout the TEXES observation data set. Uncertainties in the observational data are ∼ 2 K.
The observed change in temperature anomalies at different pressures with a 4.0 year period served as modeling constraints when considering similarities between properties of Jupiter's QQO and Earth's QBO. Figure 3 clearly shows relative maxima in the equatorial temperatures near February 2013 at 3.7 hPa and March 2015 at 13.5 hPa, with a maximum likely near February 2014 at 6.4 hPa. These dates have been selected as benchmarks and their corresponding thermal structure as a function of latitude versus pressure compared to model output at similar phases of the simulated QQO.
The data from February 2013 and March 2015 also reveal symmetry in the vertical structure of the QQO jet and the rate of descent of the shear zones over the observed cycle. The temperature maximum at 3.7 hPa in February 2013 coincides with a temperature minimum at 13.5 hPa. This was a useful constraint when we analyzed our simulated QQO and compared it to the TEXES observations. Another trend in the observations is that the equator and off-equatorial latitude temperature anomaly anticorrelation is most prominent at 13.5 hPa, as shown in Figure 3 , which is consistent with past observations from 7.8 μm emission originating from 10 to 20 hPa. A slightly more subtle property in this QQO cycle is that the period at 3.7 hPa might actually be shorter than at 13.6 hPa, which has also been suggested before, but without more observational data is still highly uncertain (Simon-Miller et al., 2006) . We find that the 4 Earth year QQO period established from prior observations in the pressure range of 10-20 hPa is consistent with the thermal behavior seen in the TEXES data at a pressure of 13.5 hPa. 
Modeling
We used the finite difference Explicit Planetary Isentropic Code (EPIC, Version 3.8; Dowling et al., 1998 ) with a pure isentropic (potential temperature, ) vertical coordinate to conduct simulations of Jupiter's atmosphere. EPIC integrates the hydrostatic, primitive equations on an oblate sphere, and it can be initialized with a zonal wind profile in the troposphere and with observed temperature profiles in the vertical direction. We used a simple Newtonian cooling radiative scheme that has timescales that vary as a function of pressure according to Conrath et al. (1990) .
A two-dimensional model domain in latitude and pressure was initialized in EPIC in an equatorial channel spanning latitudes ±45 ∘ and extending vertically from 1,000 hPa at model bottom to 0.01 hPa to the model top. The horizontal domain was created with 80 latitude grid points for a horizontal resolution of ∼ 1.1 ∘ . The vertical domain used 60 layers evenly spaced in log pressure, with the top 6 layers above 0.04 hPa set to dampen vertically propagating waves (i.e., sponge layers). A numerical time step of Δt = 80 s was used, and a sixth-order hyperviscosity term was used for our stochastic gravity wave drag QQO simulation presented in section 5 to eliminate numerical modes. A vertical diffusion coefficient of K zz = 4.0 m 2 s −1 was also used, and its value is discussed later.
The atmospheric stability was varied using different values of the Brunt-Väisälä frequency (N) in a modified temperature versus pressure profile where observed temperatures were used for pressures less than 500 hPa from Seiff et al. (1998) . At pressures greater than 500 hPa, the temperature profile was calculated for N = 0.007 s −1 . We tested different values of N, but there was no impact on model results in the region of Jupiter's atmosphere where the QQO is observed and the wave drag was applied.
Initial Conditions
We initialized EPIC with two different zonal wind profiles which are presented in Figure 6 . The first initial profile, U 0 , is an equatorially centered Gaussian jet with a peak velocity of 80 m s −1 with a FWHM (full width at half maximum) of 8 ∘ latitude. Initial zonal wind profiles with FWHM between 4 ∘ and 10 ∘ in latitude were The vertical structure of U1 where the equatorial region is similar to U0; however, the flanking jets experience vertical shear that is similar to Gierasch et al. (1986) . also tested; see Table 11 . We found that a FWHM of 10 ∘ decreased the amplitude of temperature anomalies where a FWHM of 6 ∘ and smaller increased their amplitude but the temperature anomalies followed a pattern that was not sinusoidal, so 8 ∘ was the optimal FWHM for U 0 . The zonal wind profile is applied at the model's bottom layer, but we altered its vertical structure such that U 0 was 81 m s −1 at the model's bottom and decreased to 79 m s −1 at the model top. We chose this initial zonal wind structure of U 0 because it is horizontally and vertically similar to the initial condition of Friedson (1999) and allowed us to explore differences in model output.
The second profile, U 1 , is a modified Hubble Space Telescope (HST) zonal wind profile derived from the OPAL 2015 observation (Simon et al., 2015) . The equatorial region from 15 ∘ N to 16 ∘ S is unchanged from U 0 , both horizontally and vertically. We applied a Gaussian taper to the flanking jets at latitudes away from this equatorial region such that the zonal winds decrease in speed away from the equator and approach zero smoothly at the model horizontal boundaries to promote numerical stability. The vertical structure of the flanking jets has the velocity observed at 700 hPa extended to higher pressures with no change. For pressures less than 700 hPa, the jet velocities decrease following Gierasch et al. (1986) . These two zonal wind profiles allowed us to investigate the thermal response of modeled Jovian atmosphere to equatorial wave drag forcing as a function of latitude.
Initiating Shear Zone Reversals
The wave drag modules have two vertical free parameters that set the upper and lower boundaries of the wave's effects on the atmosphere. The low-altitude limit is determined by the launch pressure where waves can first begin to drag the zonal wind as they propagate upward. The low-altitude limit can be moved vertically to explore the wave drag parameterization's impact on the zonal jets at higher pressures. The high-altitude limit is determined by the lowest extent of a predetermined region of Rayleigh drag, which we call the Rayleigh Drag Zone (RDZ). This region is different from the EPIC sponge layers referred to earlier that were implemented to limit wave reflection at the upper model boundary.
The RDZ is utilized to initiate a change in the shear zone between phases through a simple Rayleigh drag time constant forcing. The bottom of the RDZ was selected to be at 0.7 hPa because it was the lowest pressure we could use to achieve stable simulations. Likewise is true for the width of the RDZ which was set to a FWHM of 4 ∘ latitude because smaller values promoted the development of numerical instabilities. Our goal was to minimize the size of the RDZ such that it was functionally effective and also spatially had minimal impact on model results. The RDZ timescale was investigated in detail (see Table 3 ) and a value of 100 days was used in our best QQO simulation presented in the section 5. The physical representation of the RDZ can be compared to the QBO model from Holton and Lindzen (1972) that used the Earth's semiannual oscillation to help initiate transitions between the QBO's eastward and westward phases.
Wave Drag Parameterizations
Wave drag parameterizations are based on linear GW theory combined with a mechanism for the nonlinear breakdown of atmospheric waves. For GWs, all wave drag parameterization schemes currently used in GCMs include three basic components, which are (1) the definition of a "launch" or source spectrum in the lower atmosphere, (2) linear propagation upward from the source level, and (3) nonlinear dissipation when the waves attain large amplitudes. Historically, due to the lack of a realistic physical model for generating the source level momentum flux prognostically from time-dependent fields within the GCMs, gravity wave drag (GWD) parameterizations have specified an analytical source level momentum flux distribution at some level in the lower atmosphere which is assumed to exist above the actual GW source regions (Kim et al., 2003) . This spectrum is basically a function of horizontal wave number and frequency, and the amplitude of the waves in the spectrum determines the amount of momentum flux they carry, potentially to be deposited. In its most simple formulation, the spectrum does not have time or geographic dependence and is generally assumed to be a flat spectrum with a constant value of momentum flux between given values of the phase speeds of the GWs (Friedson, 1999; Lindzen & Holton, 1968) . More advanced schemes use functional forms with explicit time and geographic dependence (Eckermann, 2011) . Once the nature of the 3-D wave spectrum from whatever source is defined in the parameterization, this spectrum has to be traced. This can be done either deterministically (tracing all waves at once) or stochastically (tracing one wave at a time and recovering the full spectrum in the time mean) (Eckermann, 2011) .
GWs are assumed to propagate vertically and linearly, conserving their momentum flux until either a critical level is encountered or their amplitudes exceed a specified threshold. Thus, vertically propagating GWs transport momentum over large height ranges. The Eliassen-Palm (EP) vertical component of the wave's momentum flux or stress is represented by
where is the density in the atmosphere and u′ and w′ are deviations from the mean zonal and vertical winds, respectively. We will use to represent the EP vertical component of momentum flux for other waves described later.
As a function of height, this stress will occur if the GW approaches a critical level (where c = U) or if the GW "breaks" and undergoes turbulent dissipation. The net acceleration on the zonal mean flow is given by the following expression:ū
where the right-hand term is generally referred to as the GWD. The variable t represents time in the model. The vertical coordinate is represented by z.
According to this linear theory, the reduction of wave stress occurs almost discontinuously across a small distance. Therefore, equation (2) would predict large accelerations, but this is not observed. In order to use linear theory so that its results are more realistic, increased diffusion must be implemented by including a wave saturation parameterization. Wave saturation theory assumes that wave breaking results in turbulence (Hodges, 1967; Lindzen, 1967; Pitteway & Hines, 1963) . This turbulence can be represented by an eddy diffusivity (Hodges, 1969) . Following Holton (1982) , we can rewritē
where D represents the turbulence stress or eddy diffusion term associated with wave breaking. Equation (3) represents the zonal wind acceleration with turbulent diffusion, and equation (4) represents the change in temperature with turbulent diffusion. These vertical diffusion terms prevent the model from having vertically discontinuous mean flows and/or accelerations that were inherent in the linear theory.
Flat Spectrum Gravity Wave Drag Module
Since there is insufficient observational data to completely characterize the source spectrum in Jupiter, we first implemented a GWD parameterization in EPIC following a spectral GCM QQO study by Friedson (1999) . The flat spectrum assumed a constant source of GWs carrying the same amount of momentum flux and utilized a simple dissipation mechanism like that proposed by Lindzen and Holton (1968) . The implemented GWD module within EPIC followed the schematic representation shown in equations (2)- (4). The divergence of the latitudinally averaged EP flux for each mode follows Friedson (1999) and is given by (The term inside the exponent in Friedson, 1999 has a typo and reads as
where R i is the local Richardson number and the momentum flux carried by a single wave over the spectrum of GWs is
and where c ge and c gw are the eastward and westward phase speeds in the GW spectrum and 0 is the EP flux amplitude at the wave excitation or launch level z 0 . Ifū is outside the phase speed limits, then b (ū) = 0.
Stochastic Gravity Wave Drag Module
The flat spectrum GW drag module presented above is capable of introducing wave accelerations to produce a QQO-like phenomenon (Friedson, 1999; Li & Read, 2000) . However, the wave properties and momentum flux of such studies were crudely estimated, with really only the period and temperature fluctuations at a specific pressure range serving as observational constraints. We investigated a more flexible method to apply GWD that explored a broad spectrum of GWs based on studies of convection and GWD within Earth GCMs.
Convection in Jupiter's atmosphere is a complicated process not studied explicitly in this research, but the effects of convection, especially its ability to produce gravity waves, make it almost inseparable from our research. There is evidence that convective processes observed on Jupiter resemble processes found here on Earth (Gierasch et al., 2000; Fletcher et al., 2017) . There are many differences between the atmospheres of Earth and Jupiter (i.e., composition, molecular mass, density, and acceleration of gravity) that could impact the spectrum of waves produced from convection. QBO theories realized the importance of convectively generated GWs, and the same is also likely true for Jupiter's QQO (Baldwin et al., 2001 ).
We began by adapting the spectrum of GW momentum flux produced from latent heat release in simulated convection in an Earth GCM (Beres et al., 2004) . Instead of assigning the same momentum flux to all waves, we stochastically sampled a spectrum of waves with variable momentum flux over a range of phase speeds, reminiscent of results from Beres et al. (2004) . Eckermann (2011) explored a stochastic GWD parameterization for Earth climate predicting GCMs, and the results were compared to a classical spectrum launching scheme.
The new stochastic GWD parameterization produced similar patterns in the equatorial winds and temperature anomalies as the flat spectrum module but was computationally more efficient and is representative of an atmosphere with convection. Recall that our goal was to develop an efficient stochastic GWD scheme that sampled a broad spectrum of GWs representing the response of an atmosphere to local convective processes to drive the QQO phenomenon in Jupiter's atmosphere.
We employed a similar method to Eckermann (2011) to generate a random GW phase speed c gw by the following:
where R n is a uniformly distributed random number between waves by determining many random numbers for each time step, and their sum produced a net GWD. Eckermann (2011) used up to n = 9 random GWs for each time step in simulations lasting 3 Earth years to adequately sample the entire GW spectrum. We aimed to investigate the spectrum of GWs available to drive three stable QQO cycles, which lasts 20 Earth simulated years and made numerical efficiency a top priority. We limited the net acceleration in our stochastic GWD parameterization to be determined from a solitary random wave, n = 1. Given the duration of our simulations, the time step used, and the number of grid points, we adequately sampled the entire spectrum of random GW phase speeds from equation (7).
The Gaussian GW spectrum used in Eckermann (2011) was
where c gw is the random GW phase speed, c off is the wave phase speed offset, which for that study c off = 0 m s −1 , and 2 w was the FWHM of the Gaussian distribution. The assumptions of the GW spectrum were appropriate for Earth in the tropics where the zonal wind is close to stationary and GWs originating from convection propagate eastward and westward, corresponding to positive and negative phase speeds, respectively. Jupiter's equatorial zonal wind is near 80 m s −1 and is flanked by slightly stronger jets of 100 m s −1 and 120 ms −1 , near ±8 ∘ in the NEBs and SEBn jets, respectively.
In Beres et al. (2004) , squall line experiments showed that the eastward and westward momentum fluxes produced from traveling convective storms were centered about the storm's velocity. We set c off = 80 m s −1 to match the equatorial zonal wind speed where we assume the convective storms originate. We set c range = 45 m s −1 so that the random GW phase speeds spanned 35-125 m s −1 . The eastward and westward momentum flux distributions were set to be symmetric, although opposite in sign, in an atmosphere with no vertical wind shear (Beres et al., 2004) . In the presence of vertical wind shear, the momentum flux distributions decreased in amplitude and in shape, which will be discussed later. The vertical shear of the initial EPIC zonal wind profiles is very small so we assumed equal strength GW momentum flux distributions.
The QBO actually has eastward and westward phases with zonal wind amplitudes near 20 m s −1 in the eastward phase and −35 m s −1 in the westward phase where the zonal mean is nearly stationary. The QQO model we developed assumes an equatorial zonal wind reference frame of 80 m s −1 . We had to impose phase speed limits considering our reference frame where no accelerations were applied to zonal winds exceeding 55 m s −1 and 105 m s −1 for westward and eastward phases which represent the centers of the GWD momentum flux distributions. Each respective vertical shear zone, eastward or westward, will absorb GWs through critical layer filtering for waves with phase speeds matching the respective shear zone. The GWD momentum flux spectrum we used is shown in Figure 7 and is reminiscent of spectra obtained in Beres et al. (2004) .
We modified the flat spectrum GWD equation (5) such that the value for the term given by equation (6) is determined stochastically. The EP momentum flux term b (ū) was randomly sampled from a multivariate Gaussian probability distribution with a random GW phase speed c gw and also accounts for the local vertical wind shear relative to 80 m s −1 . This treatment of GWD properly applied eastward momentum from eastward propagating GWs (random phase speeds greater than 80 m s −1 ) in eastward shear zones. The same was true for westward propagating GWs in westward shear zones but with random GW phase speeds less than 80 m s −1 . The multivariate Gaussian spectrum distributions for the momentum flux carried by random eastward and westward propagating GWs are given by
where 0east and 0west represent the distribution's peak momentum flux available for eastward or westward waves and will be explored in section 5.1, c gw is the random GW phase speed,ū is the zonal wind, c east = 105 m s −1 is the center of the Gaussian distribution for eastward GWs and east = 15 m s −1 is the width of that distribution. The westward GWs properties were c west = 55 m s −1 and west = 15 m s −1 . One could conceivably recreate an approximate flat spectrum with two distributions like equations (9) and (10) and explore the flat spectrum GWD module given by equations (5) and (6) but with stochastic sampling. We instead focused our analysis on the momentum flux spectra presented in Beres et al. (2004) to simulate GWD from waves produced by latent heat release from convection in a GCM because it offers additional insight into physical properties such as vertical shear and the distribution of wave momentum fluxes. The shape for the momentum flux distribution carried by these waves is not represented by a symmetrical Gaussian distribution but is instead somewhat skewed and has a momentum flux hole centered near the mean zonal wind speed. We modified the eastward and westward momentum flux distributions (equations (9) and (10)) by applying an additional term to each spectra as shown below
where the original symmetric Gaussian distribution given by equation (9) is multiplied by the Gauss error function, erf(), and has arguments that were previously mentioned plus an additional shift term given by east = 10 m s −1 and west = 10 m s −1 to replicate momentum flux spectra found in Beres et al. (2004) .
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We combined equations (11) and (12) to form the stochastic momentum flux term that correctly applied momentum from the convective eastward wave spectrum in eastward shear zones and vice versa for the westward regime. The total stochastic convective momentum flux is given by
and now the stochastic acceleration due to convective GWD modifies equation (5) to become Figure 7 shows the convective momentum flux spectrum for two different shear regimes. The top panel represents the GWD applied in a westward shear zone where the zonal velocity is 60 m s −1 . The random green circles fall directly on top of the westward momentum flux curve because the zonal wind is equal to the center of the westward momentum flux distribution. The bottom panel shows an eastward shear zone and a zonal wind of 120 m s −1 . The stochastic momentum applied in this case does not exactly follow the theoretical spectrum because the zonal wind speed and the center of the distribution of the eastward waves are not the same.
Investigating equations (11) and (12), the terms in the form of (c−U) capture that wave breaking should occur when the zonal wind speed is close to the wave phase speed, which is achieved and maximum momentum flux is applied in the westward shear zone in the top panel of Figure 7 . The eastward shear zone has a large (c − U) term and represents a physical situation where less momentum flux from a breaking wave should be applied in the model. We see in the bottom panel of Figure 7 that the stochastic momentum flux is less than the peak eastward momentum flux available and so demonstrates that the method simulates different physical situations as theory dictates. Figure 3 shows the QQO behavior that we used as modeling benchmarks for our simulations. The TEXES observations show a sinusoidal-like equatorial temperature anomaly with an amplitude of roughly ±8 K averaged over the pressure range of 3-13 hPa. The 4.0 year period of the equatorial temperature anomaly is anticorrelated with an off-equatorial signal that is greatest near ±13 ∘ latitude, most evident at the 13.6 hPa pressure level in Figure 5 . A number of parameters were finely tuned until we found a suite of values that best reproduced the observed QQO properties.
Results

Parameter Explorations
The period of Earth's QBO is determined by the momentum flux carried by a spectrum of atmospheric waves (Baldwin et al., 2001) . The more momentum carried by those waves, the faster the shear zones descend which determines the oscillation's thermal behavior. A prior study of the QQO using only high-frequency GWD used a wave stress value of 7.0e −4 N m −2 to obtain a 4.0 year period (Friedson, 1999) . We conducted tests using this value and found that wave stress terms of this strength caused EPIC to overshoot the GWD phase speeds and introduced numerical instabilities that resulted in the model to prematurely end. We decreased the momentum flux and adjusted the vertical diffusion until we achieved stable oscillations with a period of ∼4.0 years. Table 4 shows our exploration of the momentum flux term from the model to generate oscillations with a range of periods and the associated temperature anomalies at pressures found throughout our analysis. The gravity wave momentum flux controls the amplitude of the temperature anomalies and the oscillation period, where weak wave forcing produced long oscillation periods with relatively low temperature anomalies while strong momentum flux values produced larger temperature anomalies with short oscillation periods. Increasing wave stress values too high typically made the model prematurely end after numerical instabilities developed. The TEXES observations only sampled one complete QQO cycle with a period of ∼4.0, and it could be suggested that the oscillation period at higher altitudes is actually shorter than 4.0 years. Earlier observations of the QQO determined the oscillation period to be in the range of 4-5 years (Leovy et al., 1991; Orton et al., 1991) . Based on observational limitations, we selected a range of simulated QQO periods between 3.7 and 4.3 years as being "QQO like." Table 5 shows our exploration of how the vertical resolution of EPIC impacted the period of the simulated QQO. We chose the momentum flux of 1.0e −4 Nm −2 , denoted by footnote "a" from Table 4 , because it represented a lower limit at a resolution of 60 vertical layers and produced a 4.1 year oscillation period. Note.The reported period comes from temperature oscillation frequency at the 6.2 hPa level. a The GWD momentum flux term value (also in bold) that is presented throughout this section unless otherwise noted. Maybe 1 describes simulations that achieved ∼4.0 year period oscillation but became unstable near ∼11 years before a QQO-like oscillation could be analyzed like other "yes" cases. Maybe 2 designates a simulation that achieved ∼4.0 year period oscillation that is stable for 20 Earth years; however, acquiring a shorter period requires increased vertical diffusion and is ultimately less realistic.
shows that a 3.7-4.3 year oscillation period is achieved over a range of momentum flux values between 0.75 and 2.5e −4 Nm −2 , but Table 5 shows that a GWD stress near 1.0e −4 Nm −2 produced an oscillation period less than 4.0 years at a higher vertical resolution.
In order to explore the sensitivity of EPIC's vertical resolution and simulated QQO properties, we quantified the differences in oscillation properties between simulations with 60 and 70 vertical layers in Table 6 . The increased vertical resolution requires less GWD momentum flux to produce a simulated QQO with a 4.0 year period, but the lower wave momentum flux terms decrease the equatorial (and off-equatorial) temperature anomaly amplitudes. The trade-off relationship between GWD momentum flux and vertical resolution to simulated QQO period and temperature anomalies limited the scope of our study into the sensitivity of all relevant QQO and GCM parameter values. Tables 4-6 present the behavior of our model and support our selected momentum flux term of 1.0e −4 Nm −2 at a vertical resolution of 60 layers because those simulations (1) had vertical resolutions that did not experience numerical instabilities, (2) reproduced 1-D temperature anomaly amplitudes and periods that match older observations as well as the new TEXES observations, and (3) spatially reproduced qualitative 2-D temperature morphologies that correspond well with the observed TEXES data.
The RDZ assists the model in setting up new and opposite shear zones at higher altitudes above where the QQO is observed. It has been shown that the phase reversal of the QBO is somewhat dependent on a higher-altitude oscillation in Earth's semiannual oscillation (SAO) (Holton & Lindzen, 1972) . The seasonal properties of the SAO partially affect the timing of different QBO shear zone transitions (Baldwin et al., 2001 ).
After we found an appropriate range for the momentum flux stress term and vertical resolution that produced a QQO with ∼4.0 year period, we varied the timescale of the RDZ. The RDZ timescale did not affect the period of the QQO as much as it altered the shape and amplitude of the temperature anomalies. A high RDZ timescale simulated a very loose condition where the zonal winds near the RDZ wandered that created nearly flat gradients in the zonal wind profile with height. The high RDZ timescale showed that the EPIC model seemed to favor eastward shear zone accelerations over westward shear zones, such that eastward shear zones overshot the phase speed limits of the GWD momentum flux distribution.
The temperature anomaly signals in those cases were not sinusoidal and appeared to look like the voltage signal in a resistor capacitor circuit, where discontinuities exist during charging and discharging. A low RDZ timescale simulated a more stiff condition where the zonal winds could not reach the phase speed limits of the distributions, which caused the temperature anomaly amplitudes to slightly decrease. The rigidity introduced into the model with a low RDZ timescale led to the development of instabilities where the model ended prematurely.
The FWHM of the GWD and the FWHM of the QQO jet in latitude were also explored and are presented in section 5.3 where we present the 2-D temperature structure of the model. The vertical diffusion coefficient and the central QQO jet velocity were also explored and found to be mostly insensitive to simulated QQO properties. The vertical diffusion coefficient K zz has a value somewhat higher than most would expect; however, instabilities consistently formed in the model for lower values of this parameter resulting in unstable simulations that ended prematurely. See appendix for details. Figure 8 shows the equatorial zonal winds of QQO-like simulations from the flat spectrum GWD and the stochastic GWD modules for 20 Earth years. The flat spectrum GWD module is seen to be more irregular at higher altitudes than the stochastic GWD module where the zonal wind pattern is more symmetric. The flat spectrum GWD module also had higher zonal wind velocities that overshot GW wave phase speed limits of the momentum flux distributions. This served as inspiration to develop the stochastic GWD module to reduce sharp spikes in the zonal winds that did not overshoot the GW phase speed limits and limited the development of numerical instabilities.
The 1-D Temperature Temporal Variability
We focused on achieving qualitative and quantitative matches comparing the temperatures of the simulated QQO and the TEXES observations. We presented the equatorial and off-equatorial latitude temperature anomalies from the observations earlier in Figure 3 and now show a similar plot with the same time and temperature scales in Figure 9 . We intentionally start our comparison analysis of the model output after year 9 of the simulation, after the oscillation had fully matured. We determined the maturity of the oscillation based on the stabilization of both the period and amplitude of temperature anomalies in the 3-20 hPa range. The first few oscillations in the simulation have shorter period reversals and lower temperature amplitudes. The reversals after year 9 in the simulation have the largest temperature anomalies and are found for additional oscillations after this time. This behavior served as criteria to know when the GWD forcing fully accelerated the zonal winds toward their respective phase speed limits. The mature oscillations after year 9 achieved the target 4.0 year period with the associated temperature behavior matching the TEXES observations.
EPIC is initialized to have even spacing in log pressure from 1,000 hPa to 0.01 hPa, and three layers were chosen to be analyzed to match the observations of the QQO in Figure 9 . The TEXES observations showed the descent of a temperature maximum at 3.7, 6.4, and 13.5 hPa, and the corresponding EPIC pressure layers chosen are 3.5, 6.2, and 13.6 hPa. Also, instead of generating a plot to mimic our observational analysis of the TEXES data shown in Figure 5 , we chose the model latitude closest to ±13 ∘ to display in Figure 9 for multiple reasons. First, this latitude is nearly identical to the observed TEXES latitude. Second, the temperature oscillation amplitudes at ±13 ∘ latitude in Figure 9 were greatest and latitudes farther from the equator showed this amplitude to decrease. Third, this latitude is similar to the location of a previous model showing the strongest anticorrelation at ±14 ∘ (Friedson, 1999) . Last, the period of the oscillation at ±13 ∘ latitude has the same period as the equatorial temperature oscillation. Latitudes closer to the equator also have oscillation periods of ∼4.0 years, but the amplitudes of the anomalies are lower. Table 7 quantifies the results shown in the model output from Figure 9 . The equatorial temperature anomalies decrease in altitude (higher pressures) in the model. Table 8 presents the differences in Tables 2 and  7 . The TEXES observations show a moderate decrease of the equatorial temperature anomaly with increasing pressure, considering the observation uncertainty near 2 K. The model QQO somewhat matches the highest-altitude oscillations in the sense that its highest-altitude oscillations are greater than those at lower altitudes. The off-equatorial latitude model temperature also decreases in altitude, while the observations show a prominent increase in this temperature amplitude with increasing pressure.
Figure 10 is a model output presented over the observational temperature data shown in Figure 4 . The same pressure levels from EPIC are displayed again, and the temperatures are shown after the mean zonal temperature over the model duration is subtracted. We see a clear anticorrelation between the equatorial and off-equatorial latitude temperature anomalies over a cycle of the simulated QQO. One can also see the clear descent of the equatorial temperature maximum move to the right and downward in increasing pressure and time. Model temperature output for anomalies at the equator (solid) and off-equatorial latitude (dashed) for simulated QQO cycle with the TEXES data points also shown. The y axis is the deviation away from the mean temperature which is calculated for each pressure at the equator and off-equatorial latitudes over the duration of the simulation and is presented in Table 7 . The model pressure for each panel is noted in the upper left in bold. Time is shown on the top x axis as evenly spaced calendar Earth years beginning after the oscillation has fully matured.
The TEXES observations showed the concurrence of the 3.7 hPa temperature maximum and the 13.5 hPa temperature minimum for this particular QQO cycle. Insight regarding the vertical structure of QQO jet and the rate of descent of the shear zones were explored with the stochastic GWD module, something new that our model investigated about Jupiter's stratosphere. The model temperature maxima at 3.5 hPa are associated with an eastward shear zone (winds increasing in speed with increasing altitude), while the model temperature minima at 13.6 hPa are associated with a westward shear zone (winds decreasing in speed with altitude). The TEXES observations show these different phases of this particular QQO cycle to be simultaneous, while the simulated QQO had equatorial temperature anomalies that did not occur at exactly the same time; the simulated 3.5 hPa model temperature maximum is slightly ahead of the 13.6 hPa temperature minimum in time.
We investigated modifying the GWD momentum flux distributions by exploring changes in the peak momentum flux of the eastward and westward distributions. Beres et al. (2004) found that vertical wind shear impacted the shape of the GW momentum flux distributions that were measured in a GCM because waves were filtered through critical layer absorption. When we decreased the eastward momentum flux peak value, the time between the model temperature maxima at 3.5 hPa and the model temperature minima at 13.6 hPa also decreased. Reducing the eastward momentum flux is analogous to applying eastward momentum flux filtering and would physically simulate an increase in the zonal wind speed above the launch region of the parameterized waves. Our model places the wave launch or excitation pressure at 300 hPa, same as Friedson (1999) , while the QQO is observed in a pressure range of 3-20 hPa. We present a comparison of the 
Note. The temperature difference reported in "net" T avg is the difference between observation T avg subtracted from the model T avg from Tables 2 and 7 . The same difference was calculated for the net ΔT column where if the difference is less than zero, it appears in parentheses.
temperature anomalies between the symmetric momentum flux distribution which simulates an atmosphere with low vertical shear and therefore little wave filtering and the modified asymmetric momentum flux distributions which simulated an atmosphere with high vertical wind shear or high wave filtering in Figure 11 .
This exploration of modifying momentum flux distributions successfully produced a decrease in the time between relative temperature maxima and minima at different pressures spanned by the simulated QQO. The equatorial temperature anomalies for the cases with low vertical shear (symmetric) and high vertical shear (asymmetric) are shown in Figure 11 . The concurrence of the 3.5 hPa temperature maxima and the 13.6 hPa temperature minima from the observations is more closely produced in these experiments with implementation of the asymmetric momentum flux distributions. Table 9 quantified the effect of changing the amplitude of the eastward momentum flux distribution. The pressures shown are the same chosen throughout the analysis, but we also listed the period of the simulated QQO; the westward momentum flux peak value of 1.0e −4 Nm −2 was held constant for all simulations along with the vertical diffusion coefficient of K zz = 4.0 m 2 s −1 . Table 9 shows that as the peak eastward momentum flux value is decreased, the time between equatorial temperature anomalies, maxima at 3.5 hPa and minima at 13.6 hPa, also decreased. Note. The last column gives the number of days between the 3.5 hPa equatorial temperature maximum and the 13.6 equatorial temperature minimum after model year 9. a The case presented throughout our analysis and also bolded. Note. All simulations used an initial jet with FWHM of 8 ∘ in latitude. a The case (also in bold) presented throughout our analysis.
The 2-D Temperature Morphology
There were two parameters we needed to explore to recreate a QQO-like oscillation in the 2-D temperature model output. Table 10 explored the impact of the QQO GWD FWHM on the equatorial temperature anomalies used to compare the TEXES observations to EPIC output over the pressures presented throughout our analysis. All of the simulations in Table 10 were initialized with a QQO jet with a FWHM of 8 ∘ . Simulations with GWD FWHM 6-8 ∘ became unstable around day 3000 and did not fully develop multiple mature oscillations. Those simulations were discarded because stable oscillations do not reach equilibrium in the model until around year 9. The optimal GWD FWHM was chosen to 5 ∘ in latitude and is designated by footnote "a" in Table 10 . There were two reasons why a GWD FWHM of 5 ∘ was determined to be optimal: (1) it maximized the temperature anomaly amplitudes while still creating stable jets and (2) it produced model temperature anomalies that matched the width of those observed in the TEXES data. Table 11 explored the impact of the QQO jet FWHM on the equatorial temperature anomalies used to compare the TEXES observations to model output for a constant GWD FWHM. Equatorial temperature anomalies over the same pressures presented throughout our analysis are reported using the optimal GWD FWHM of 5 ∘ from Table 10 . Simulations with QQO jet FWHM of 4-6 ∘ tended to form temperature anomaly patterns that evolved from "sawtooth" to purely sinusoidal at the optimal QQO jet FWHM of 8 ∘ . The QQO jet FWHM of 10 ∘ resulted in temperature anomalies that began to resemble a resistor-capacitor circuit voltage signal, where the smooth sinusoidal transitions of QQO jet FWHM of 8 ∘ changed to be slightly concave between relative equatorial temperature maxima and minima.
The optimal FWHM of the QQO GWD and jet width was used in our analysis of temperature anomalies from specific pressures and latitudes in the previous subsections. The observed TEXES retrieved temperature fields can be displayed in full latitude versus pressure, similar to Figure 2 . The temperature fields from specific observational epochs are presented side by side to EPIC model output for corresponding phases of the simulated QQO in Figure 12 . From Figure 3 , the relative equatorial temperature maxima phases of the observed QQO occur at February 2013 , February 2014 , and March 2015 .4, and 13.5 hPa, respectively. We located the relative maxima of the equatorial temperature anomalies from the simulated QQO in Figure 9 and found that these occurred at 10.6, 11.5, and 12.9 model years, respectively. Figures 12a-12f show the comparison of each QQO phase temperature maximum between observation and model output. Figures 12b, 12d , and 12f show a selected model domain with only GWD forcing with a FWHM of 5 ∘ in latitude.
The shaded rectangle in Figures 12b, 12d , and 12f represents the RDZ in all of the EPIC model output panels and is nonphysical and meant to serve to initiate the change in shear zones as described earlier. The EPIC sponge layers for pressures less than 0.04 hPa are not shown toward the model top. We also did not show the temperatures for either the observation or model output for pressures greater than 50 hPa since the radiative transfer model retrieval is best suited for pressures less than 30 hPa.
Solid contours in Figure 12 are plotted over the color temperature fields in 2 K intervals which estimates the uncertainty in the temperatures. Relative equatorial temperature maxima and minima between 1 hPa and 13 hPa are present in both panels and are identified with a red "plus" and a blue "minus". The relative extrema have temperature contour widths of around 4 ∘ in latitude which are in good agreement with the width of the observed TEXES temperature anomalies, given the 2 K uncertainties. Also present in the observed and modeled temperatures are cooler wing-like features (marked with gold stars) at latitudes ±10 ∘ and spanning pressures of 1-5 hPa. These features extend upward and outward, and these qualitative matches in temperature fields will be discussed later in detail but are generally believed to arise from the secondary meridional circulation generated by the descent of the equatorial shear zones.
An animation is available online as supporting information that shows the temporal evolution of the Jovian winds and temperatures for model years 9-15. Figures 12a, 12c , and 12e display the zonal temperatures as solid colors, similar to Figures 12b, 12d , and 12f. The zonal winds in Figures 12a, 12c , and 12e are shown as solid back contour lines with labels every 10 m s −1 . Figures 12b, 12d , and 12f show the same zonal wind contours as Figures 12a, 12c , and 12e, but now the solid colors represent the meridional winds. The animation shows the complete evolution of the QQO cycle we analyzed throughout this paper which displays that temperature extrema are found in zonal wind shear zones or regions of large zonal wind gradients. Our QQO model produces meridional winds with a magnitude of ∼1 m s −1 extending to ±10 ∘ in latitude.
Discussion and Conclusions
This is not the first study to invoke wave drag parameterizations to simulate the effects of the QQO (Friedson, 1999; Li & Read, 2000) . We tested planetary wave drag modules that did not include the effects from other small-scale gravity waves and found that the modeled temperature anomalies were inconsistent with the new pressure range of the QQO from the TEXES observations. Specifically, the TEXES observations show a smooth transition from equatorial temperature maxima to minima that resemble a sinusoid with a 4.0 year period. The equatorial temperature anomalies for the planetary wave drag modules (without gravity waves) had an oscillation pattern that looked more like a tangent curve, with sharp rises and falls as the shear zones descended too rapidly or stalled out, depending on the transition of phases in the QQO. Even though Friedson (1999) and Li and Read (2000) were able to match the temperature oscillation in a limited pressure range from photometric imaging at 7.8 μm, the vertical extent of the QQO from the TEXES spectroscopy dismisses models that cannot obtain regular and smooth transitions over a larger range of pressures. This is similar to the QBO theory development where using only planetary waves could not produce the temperature patterns with realistic wave amplitudes that more closely matched observations.
We also modeled the QQO with a flat spectrum of GWs as was done in Friedson (1999) . When implemented in the EPIC 3, we found that we needed to introduce large coefficients of second-and fourth-order hyperviscosity terms that were effective at smoothing large spikes caused from sharp derivatives at the shear zone site initiation but ultimately did not represent a more realistic atmosphere. The stochastic GWD softens these spikes by sampling a variety of waves, and those second-and fourth-order hyperviscosity terms needed in the flat GWD module were removed in the stochastic GWD module where only a sixth-order hyperviscosity term was used. This demonstrated that our approach to model the QQO as being driven by a large spectrum of stochastic waves produced from convection is a realistically physical and viable model.
The final result we can compare quantitatively to those of Friedson (1999) is the modeled descent rates of the shear zones as they also compare to the TEXES observations. Friedson (1999) determined a descent rate of 0.16 cm s −1 spanning pressures of 1 to 125 hPa or approximately 100 km (∼4 scale heights). The TEXES observations show the descent of the QQO temperature maximum from roughly 3 to 14 hPa, which is approximately 25 km (one scale height). We calculate a range of descent rates of 0.035-0.05 cm s −1 that is dependent on if we choose scale heights from either the TEXES data or from EPIC. We see that the observed TEXES and EPIC descent rates are 25% the value from Friedson (1999) . The slower descent rate originates from the momentum flux carried by the waves. Friedson (1999) determined the 4.0 year period from a flat spectrum of GWs 10.1002/2017JE005342 with a momentum flux of 7.0e −4 Nm −2 which was estimated to be a vertical energy flux 0.01 W m −2 or about 0.2% of the internal heat flux from Jupiter (Friedson, 1999) . The peak momentum flux values we found from the stochastic GW spectrum spanned a range from 0.75 to 2.25e −4 Nm −2 to produce a QQO-like oscillation, which requires even less internal heat flux from Jupiter to drive the QQO.
The TEXES data set shows that the QQO extends upward to lower pressures in Jupiter's stratosphere than was previously observed by 7.8 μm IRTF observations (Friedson, 1999; Orton et al., 1991) . Previous modeling efforts used flat spectrum GWD (Friedson, 1999) and planetary wave drag (Friedson, 1999; Li & Read, 2000) modules to reproduce the temperature oscillatory behavior in a limited pressure range to match the known observed QQO properties at the time. The new TEXES insights into the vertical structure of the QQO pattern meant that those previous models needed to be revisited and were found inadequate. The model presented in our research not only matched the equatorial and off-equatorial latitude temperature anomalies but also qualitatively matched the observed 2-D temperature fields in latitude and pressure.
Our QQO model utilized a stochastic GWD to represent the effects of a broad spectrum of waves produced from the parameterization of convective effects more realistically (Beres et al., 2004; Eckermann, 2011) . The equatorial GWD forcing slowly changes the relative direction of a high-altitude zonal jet over long timescales which generates temperature gradients that determine the thermal structure of the equatorial and off-equatorial regions according to the thermal wind relation. A prominent feature is the anticorrelation of equatorial and off-equatorial latitude temperatures across the pressure range of the observed QQO. The 2-D temperatures from the TEXES data showed remarkable horizontal and vertical structures that are, in qualitative respects, reproduced by our QQO model in the 3-30 hPa pressure range over a large span of latitudes from ±30 ∘ . This strongly supports the hypothesis that the QQO is a wave-driven phenomenon in Jupiter's lower equatorial stratosphere, which is strikingly similar to Earth's QBO in many respects.
There is significant thermal structure in the TEXES data not explained by our QQO model. First, the spreading and latitude extent of the cool wing features, located by yellow stars in Figure 12 , are much broader in our simulations than is observed in the TEXES data where they are more confined and vertically extend higher. We hypothesized that different vertical wind structures in the equatorial region and surrounding latitudes could be responsible for these effects. We tested this hypothesis by utilizing the zonal wind profile "U1" where the tropospheric jets surrounding the equator, NEBs, and SEBn were vertically extended to higher altitudes in an attempt to constrict the wing features in their latitudinal extent. The high-altitude portions of the NEBs and SEBn jets in U1 quickly decreased in velocity as the equatorial GWD, and resulting thermal winds set up secondary circulations that overpowered the weaker and unmaintained jets. We then artificially maintained the vertical structure in U1 and velocity with a short timescale Rayleigh drag forcing. However, those attempts resulted in simulated QQOs where the model generated shear zones that did not propagate downward and got "stuck" in one phase or were too unstable and the simulation ended before a complete mature QQO oscillation developed. The implication from these experiments is that the equatorial wave forcing used to produce the QQO cannot be responsible for producing the thermal structure observed in the TEXES data at higher latitudes and altitudes.
Second, there is considerable thermal structure in the upper atmosphere at pressures less than 1 hPa where our QQO model produces little structure. It could be that there are possibly some higher-altitude oscillations like the Earth's semiannual oscillation that has a weak but important coupling to the QBO (Baldwin et al., 2001; Holton & Lindzen, 1972) . We did extend GWD upward to these lower pressures, but the model became unstable, suggesting that a different spectrum of wave forcing is necessary to reproduce some of the observed features. It is even more likely that there is substantial wave activity at higher latitudes and at high altitudes, such as evidenced in the TEXES data near 25 ∘ N, that impact the upper atmospheric thermal structure. As new observations investigate the nature of wave activity in these other regions, it will become increasingly important to reconcile and merge different wave modules (see Table 1 ) to reproduce more accurate representations of the vertical structure of Jupiter's atmosphere over a multitude of pressure ranges.
A new method from our study came from the exploration of adjusting the momentum flux distributions and its implications into the Jovian equatorial vertical wind structure. It has been shown that an atmosphere possessing vertical wind structure with significant shear will "filter" waves of specific phase velocities, depending on the shear zone (Beres et al., 2004) . We demonstrated that by changing the distribution of the GW momentum flux spectrum we could decrease the time between the transition of QQO temperature maxima and minima. A possible implication of this result is that there is less eastward momentum required to drive the eastward phase of the QQO or that there is simply less eastward waves in Jupiter's atmosphere. These points suggest the possibility of strong vertical eastward shear in a region between the cloud deck near 700 hPa and where QQO is observed between 3 and 20 hPa in the TEXES data. Since the equatorial wind has been consistently observed to be around 80 m s −1 over long time periods, the QQO jet core velocity at higher altitudes could have a greater velocity. We used a value of c off = 80 m s −1 , but it is plausible that this velocity could be higher, resulting in eastward QQO phases reaching velocities of 120-150 m s −1 which is similar to observations from Flasar et al. (2004) . See Table A2 for numerical experiments that produced similar simulated QQO properties for varying speeds of c off .
Another possibility is that the QQO does not always have the concurrence of the higher-altitude equatorial temperature maximum with the lower-altitude equatorial temperature minimum as seen in the TEXES observations. If this is not a persistent QQO feature and future observations show that the vertical structure of the QQO changes as a function of time, the stochastic GWD module could be used to investigate time-dependent wave momentum flux distributions. More observations are needed to constrain such a modeling effort, but our study presents the tools and framework.
Our model results reproduced 2-D thermal structures within Jupiter's stratosphere that are similar to structures observed by the Cassini flyby in December 2000 (Flasar et al., 2004) and TEXES observational analysis from December 2014 (Fletcher et al., 2016) . Both observations were likely near a temperature maximum phase of the QQO at 3 hPa, corresponding to an eastward shear zone. Armed with only temperatures from data sets like TEXES, a crucial free parameter is left unconstrained, the reference zonal wind or background flow between the eastward and westward QQO phases, c off . Our model, like the other models of the QQO, generates the temperature oscillation by driving the zonal wind to the phase speed limits of different atmospheric waves. The descent of the shear zone drives meridional circulation yielding the equatorial and off-equatorial latitude temperature oscillations over the QQO cycle, but the wave phase speeds or eastward and westward limits of the QQO must be referenced to some background flow. We chose c off = 80 m s −1 because it was the same as a previous study (Friedson, 1999) . Indirect measurements of the stratospheric equatorial zonal wind can only be approximated through the thermal wind equation, which breaks down near the equator. Temperature observations can approximate the wind deviations in this region, but only in situ wind measurements will be able to constrain this speed and unveil the rest of the vertical wind structure of Jupiter in this region.
Our future work includes combining the TEXES observations with past observations to obtain a long-term set of QQO behavior in latitude at the 10-20 hPa range, exploring any natural variability in the QQO. Additional investigations of the high-altitude QQO signature by TEXES, and comparison with the Voyager and Cassini observations, will compare the 3 hPa region of the Jupiter's atmosphere. New modeling studies of the QQO could expand on our initial parameter explorations and sensitivity tests, where implementing the same or a similar wave drag modules in different GCMs will help in converging on values for physical quantities such as wave momentum flux in this region of Jupiter's atmosphere. We will likely find that including the effects of waves in planetary atmosphere GCMs will continue to improve our understanding of phenomenon like the QQO and how it compares to other planets and will also offer insight to the planet itself. 
