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Abstract
The differential equations with piecewise constant argument (DE-
PCAs, for short) is a class of hybrid dynamical systems (combining
continuous and discrete). In this paper, under the assumption that the
nonlinear term is partially unbounded, we study the bounded solution
and global topological linearisation of a class of DEPCAs of general
type. One of the purpose of this paper is to obtain a new criterion
for the existence of a unique bounded solution, which improved the
previous results. The other aim of this paper is to establish a gener-
alized Grobman-Hartman result for the topological conjugacy between
a nonlinear perturbation system and its linear system. The method
is based on the new obtained criterion for bounded solution. The ob-
tained results generalized and improved some previous papers. Some
novel techniques are employed.
Keywords: differential equation; bounded solution; piecewise constant argu-
ment
2000 Mathematics Subject Classification: 34D09; 93B18; 39A12; 34D30;
37C60
1 Introduction and Motivation
In this paper, we study the boundness and linearisation of a differential equations with piece-
wise constant argument of generalized type (for short, DEPCAGs). It takes the form
z′(t) = M(t)z(t) +M0(t)z(γ(t)) + h(t, z(t), z(γ(t))), (1.1)
where t ∈ R, z(t) ∈ Rn, M(t) and M0(t) are n × n matrices, h : R × R
n × Rn → Rn and
γ(t) : R→ R.
Usually, the authors studied the bounded solutions of perturbation nonlinear system under
assumption that the perturbation nonlinear term is bounded. When the perturbation term is
unbounded, it is difficult to study. In this paper, under the assumption that the nonlinear term
h(t, z(t), z(γ(t))) is partially unbounded, we study the bounded solution of (1.1). One of the
purpose of this paper is to obtain a new criterion for the existence of a unique bounded solution,
which improved the previous results (Theorem 5.3 in [16]). Based on the new obtained criterion
for bounded solution, we prove a generalized Grobamn-Hartman theorem to guarantee the
conjugacy between the nonlinear system (1.1) and its linear system. This is another main
purpose of this paper. The obtained results generalized and improved some previous papers.
In fact, some novel techniques are employed in the proof.
Throughout this paper, we assume that the condition (A) holds:
There exist two constant sequences {ti}i∈Z and {ζi}i∈Z such that
(A1) ti < ti+1 and ti ≤ ζi ≤ ti+1, ∀i ∈ Z,
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(A2) ti → ±∞ as i→ ±∞,
(A3) γ(t) = ζi for t ∈ [ti, ti+1),
(A4) there exists a constant θ > 0 such that ti+1 − ti ≤ θ, ∀i ∈ Z.
In particular, when γ(t) = [t] or γ(t) = 2[ (t+1)
2
], system (1.1) is called the differential
equations with piecewise constant argument (DEPCAs).
For DEPCAs and DEPCAGs, many scholars study the continuity, boundedness, stability,
existence of periodic or almost periodic solutions. One can refer to [1, 3, 17, 12, 14, 38, 49,
51, 52]. In particular, the bounded solutions of DEPCAs and DEPCAGs were obtained in
[2, 13, 16, 39, 35]. Among these works, Akhmet [2] obtained a set of sufficient conditions
to guarantee the existence of a unique bounded solution by assuming that the linear system
z′(t) =M(t)z(t) in system (1.1) has an exponential dichotomy. But if M(t) = 0, then z′(t) =
M(t)z(t) can not admit an exponential dichotomy. It is possible that z′(t) = M0(t)z(γ(t))
admits an exponential dichotomy, even if M(t) = 0. In this case, the result in [2] is invalid.
Later, Akhmet [5, 6] introduced the condition that the linear system with piecewise constant
argument
z′(t) = M(t)z(t) +M0(t)z(γ(t)) (1.2)
admits an exponential dichotomy. Under the assumption that linear system (1.2) admits an
exponential dichotomy and the nonlinear term h(t, z(t), z(γ(t))) is bounded, Coronel et al [16]
proved that there exists a unique bounded solution of system (1.1) (see [16, Th. 5.3]). What
happens if the nonlinear perturbed term h(t, z(t), z(γ(t))) is unbounded? Does there exist a
unique bounded solution? This paper is devoted to answering this question. We prove that
even if h(t, z(t), z(γ(t))) is unbounded, system (1.1) has a unique bounded solution under some
suitable conditions. We briefly summarize our result on bounded solution as follows:
Result 1 Assume that system (1.2) admits an exponential dichotomy and the nonlinear term
h(t, z(t), z(γ(t))) is Lipschitzian. If we further assume that there exist constants r > 0 and
µ > 0, such that
|h(t, z(t), z(γ(t)))| ≤ r(|z(t)|+ |z(γ(t))|) + µ,
then system (1.1) has a unique bounded solution under some conditions.
Remark 1 We point out that h(t, z(t), z(γ(t))) can be a polynomial of order one in z(t)
and z(γ(t)), which can be unbounded. For example, taking h(t, z(t), z(γ(t))) = z(t) sin t +
z(γ(t)) cos t. Thus our result improves Theorem 5.3 in [16]. Certainly, we also generalize the
results of Akhmet [2].
Another purpose in this paper is to apply Result 1 to study the linearization of system
(1.1) when the nonlinear term h(t, z(t), z(γ(t))) is unbounded. Topological linearization is one
of the most important research topics in the ordinary differential equations. A brief survey on
topological linearization is presented as follows:
Since the Grobman-Hartman theorem was established by Hartman and Grobman [21, 22]
in 1960’s, many mathematician made contribution to this topic and made great progress in
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this theme. Most of the works focused on the autonomous systems. On the other hand, some
mathematicians emphasized on the non-autonomous systems. Palmer [31] proposed a version
of Grobman-Hartman theorem for the non-autonomous ordinary differential equations in 1973.
For the ordinary differential equations, Barreira and Valls [8, 9], Jiang [24, 25], Shi and Xiong
[46] extended Palmer’s result in various directions. For example, Shi and Xiong [46] reduced
the conditions by assuming that the linear system partially admits an exponential dichotomy.
Jiang [24, 25] reduced the condition by assuming that the linear system admits a generalized
dichotomy. Barreira and Valls [8, 9] reduced the condition by assuming that the linear system
admits a nonuniform exponential dichotomy. In addition, topological linearization of difference
equations, functional differential equations and scalar reaction diffusion equations have been
extensively studied. For examples, see [11, 19, 26, 27, 28, 33, 40]. Another important work is
the smooth linearization of C1 hyperbolic mappings. One can refer to [7, 18, 41, 44, 47, 48,
42, 43, 53, 54, 55].
In this paper, we focus on the topological linearization (C0 linearization) of non-autonomous
systems. As mentioned above, the topological linearization was extensively studied. However,
seldom did the authors study the linearization problem of DEPCAGs. In 1996, Papaschinopou-
los [34] generalized the topological linearization theorem to DEPCAs. And nineteen years
later, Pinto and Robledo [39] generalized the work of Papaschinopoulos to DEPCAGs. Under
suitable conditions, they proved that the above nonlinear system (1.1) is topologically con-
jugated to its linear system (1.2). They studied the linearization problem based on that the
nonlinear terms in the systems are bounded. More specifically, the results in [34] and [39]
require that h(t, z(t), z(γ(t))) is bounded, ie., there exists a constant µ > 0 such that
|h(t, z(t), z(γ(t)))| 6 µ.
However, in general, h(t, z(t), z(γ(t))) can be unbounded. For example, taking h(t, z(t), z(γ(t))) =
z(t) sin t+z(γ(t)) cos t. In this case, the results in [34] and [39] are not valid. In this paper, we
prove that if h(t, z(t), z(γ(t))) is unbounded, system (1.1) can also be topologically conjugated
to system (1.2) as long as it has a proper structure. More precisely, we consider the following
system with some proper structure{
x′(t) = A(t)x(t) + A0(t)x(γ(t)) + f(t, x(t), x(γ(t))) + φ(t, y(t), y(γ(t))),
y′(t) = B(t)y(t) +B0(t)y(γ(t)) + g(t, x(t), x(γ(t))) + ψ(t, y(t), y(γ(t))),
(1.3)
where t ∈ R, x(t) ∈ Rn1 , y(t) ∈ Rn2, n1+n2 = n, A(t), A0(t) are n1× n1 matrices, B(t), B0(t)
are n2×n2 matrices, f : R×R
n1×Rn1 → Rn1 , g : R×Rn1×Rn1 → Rn2, φ : R×Rn1×Rn1 → Rn1,
and ψ : R× Rn2 × Rn2 → Rn2.
In this paper, we assume that the nonlinear term is partially unbounded. We briefly
summarize our second result on the global topological linearization of a class of DEPCAGs
(1.3) as follows:
Result 2 Suppose that the linear system{
x′(t) = A(t)x(t) + A0(t)x(γ(t)),
y′(t) = B(t)y(t) +B0(t)y(γ(t)),
(1.4)
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admits an exponential dichotomy. Assume that the nonlinear terms f(t, x(t), x(γ(t))),
g(t, x(t), x(γ(t))) are Lipschitzian. If we further assume that there exist constants λ and δ > 0
such that
|f(t, x(t), x(γ(t)))| ≤ λ(|x(t)|+ |x(γ(t))|), |g(t, x(t), x(γ(t)))| ≤ λ(|x(t)|+ |x(γ(t))|),
|φ(t, y(t), y(γ(t)))| ≤ δ, |ψ(t, y(t), y(γ(t)))| ≤ δ.
Then system (1.3) is topologically conjugated to system (1.4) under proper conditions.
Remark 2 As you will see, the nonlinear terms f(t, x(t), x(γ(t))) and g(t, x(t), x(γ(t))) can be
possibly unbounded. For example, f(t, x(t), x(γ(t))) and g(t, x(t), x(γ(t))) can be polynomials
of order one in x(t). In this case, the nonlinear term of system (1.3) is unbounded in x(t).
For example, taking f(t, x(t), x(γ(t))) = x(t) sin t + x(γ(t)) cos t. We see that the topological
linearization can be realized. However, the results in [34] and [39] can not be applied to this
case. In this sense, we extended the results in [34] and [39].
It should be noted that if θ = 0, A0(t) = 0 and B0(t) = 0, (1.3) reduces to the ODE as
follows. {
x′(t) = A(t)x(t) + f(t, x(t)) + φ(t, y(t)),
y′(t) = B(t)y(t) + g(t, x(t)) + ψ(t, y(t)).
(1.5)
Its linear system is {
x′(t) = A(t)x(t),
y′(t) = B(t)y(t).
(1.6)
Notice that if θ = 0, we can prove that if |f(t, x(t)))| ≤ λ(|x(t)|), |g(t, x(t))| ≤ λ(|x(t)|),
|φ(t, y(t))| ≤ δ, |ψ(t, y(t))| ≤ δ, then system (1.5) is topologically conjugated to system
(1.6).
Remark 3 Palmer [31] proved that (3.6) is topologically conjugated to its linear part under
the assumption that the nonlinear term is bounded. As you will see, the nonlinear terms f
and g in system (1.5) can be unbounded. In this sense, we generalize and improve the main
results in Palmer [31].
Remark 4 Some novel techniques are employed to prove our main result. Due to the un-
bounedness of the nonlinear terms, it is difficult to directly prove that the nonlinear system
(1.3) is topologically conjugated to the linear system (1.4). To overcome such difficulty, we
should introduce the auxiliary system as follows{
x′(t) = A(t)x(t) + A0(t)x(γ(t)) + f(t, x(t), x(γ(t))),
y′(t) = B(t)y(t) +B0(t)y(γ(t)) + g(t, x(t), x(γ(t))).
(1.7)
We first prove that system (1.4) is topologically conjugated to system (1.7). Secondly, we
prove that system (1.7) and system (1.3) are topologically conjugated. Then, by transition of
topological conjugacy, system (1.4) and system (1.3) are topologically conjugated.
The rest of this paper is organized as follows: In Section 2, we give some definitions,
notation and preliminary lemmas. Our main results, Theorem 1 and Theorem 2, are stated
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in Section 3. The proof of Theorem 1 is given in Section 4. The proof of Theorem 2 is very
long and we divide the proofs into several Sections (see Sections 5-8).
2 Preliminaries
2.1 General assumptions
We introduce two groups of assumptions for Theorem 1 and Theorem 2, respectively. The
first group is conditions (B, C) and the second group is conditions (B,C). In this paper, | · |
denotes a vector norm or matrix norm.
We assume that system (1.1) and (1.2) satisfy the following conditions.
Condition (B):
(B1) The functions M(t), M0(t) and h(t, z(t), z(γ(t))) are locally integrable in R.
(B2) There exists constants r > 0, µ > 0 and ℓ > 0 such that for any t ∈ R, (t, z(t), z(γ(t)))
and (t, zˆ(t), zˆ(γ(t))) ∈ R× Rn × Rn,
|h(t, z(t), z(γ(t)))| ≤ r(|z(t)|+ |z(γ(t))|) + µ,
and
|h(t, z(t), z(γ(t)))− h(t, zˆ(t), zˆ(γ(t)))| ≤ ℓ
(
|z(t)− zˆ(t)|+ |z(γ(t))− zˆ(γ(t))|
)
.
We remark that if we further assume that ℓ ≤ r, |h(t, 0, 0)| ≤ µ, the Lipschitz condition in
(B2) implies the first estimation |h(t, z, y)| ≤ r(|z|+ |y|) + µ in (B2).
Moreover, we introduce the following notation and condition (C).
(i) We define Ii = [ti, ti+1) for any i ∈ Z.
(ii) For any i ∈ Z and k × k matrix Q(t), we define
ρ+i (Q) = exp(
∫ ζi
ti
|Q(s)|ds) and ρ−i (Q) = exp(
∫ ti+1
ζi
|Q(s)|ds).
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Condition (C): There exists 0 < ν+ < 1 and 0 < ν− < 1 such that the matrices M(t) and
M0(t) satisfy properties:
sup
i∈Z
ρ+i (M) ln ρ
+
i (M0) ≤ ν
+, sup
i∈Z
ρ−i (M) ln ρ
−
i (M0) ≤ ν
−,
and
1 ≤ ρ(M) , sup
i∈Z
ρ+i (M)ρ
−
i (M) < +∞. (2.1)
Therefore,
ρ0(M) , ρ(M)
2(1+ν
−
1−ν+
) > 1. (2.2)
Now, we introduce conditions (B,C) for systems (1.3) and (1.4).
Condition (B):
(B1) There exist constants β > 0 and β0 > 0 such that
sup
t∈R
|A(t)| ≤ β, sup
t∈R
|B(t)| ≤ β,
sup
t∈R
|A0(t)| ≤ β0, sup
t∈R
|B0(t)| ≤ β0.
(B2) There exist constants δ > 0 and λ > 0 such that for any (t, x(t), x(γ(t))) ∈ R ×
R
n1 × Rn1 and (t, y(t), y(γ(t))) ∈ R× Rn2 × Rn2,
|f(t, x(t), x(γ(t)))| ≤ λ(|x(t)|+ |x(γ(t))|),
|g(t, x(t), x(γ(t)))| ≤ λ(|x(t)|+ |x(γ(t))|),
|φ(t, y(t), y(γ(t)))| ≤ δ,
|ψ(t, y(t), y(γ(t)))| ≤ δ.
(B3) There exists constant ω > 0 such that for any (t, x1(t), x1(γ(t))), (t, x2(t), x2(γ(t)))
∈ R× Rn1 × Rn1 and (t, y1(t), y1(γ(t))), (t, y2(t), y2(γ(t))) ∈ R× R
n2 × Rn2 ,
|f(t, x1(t), x1(γ(t)))− f(t, x2(t), x2(γ(t)))|
≤ ω
(
|x1(t)− x2(t)|+ |x1(γ(t))− x2(γ(t))|
)
,
|g(t, x1(t), x1(γ(t)))− g(t, x2(t), x2(γ(t)))|
≤ ω
(
|x1(t)− x2(t)|+ |x1(γ(t))− x2(γ(t))|
)
,
|φ(t, y1(t), y1(γ(t)))− φ(t, y2(t), y2(γ(t)))|
≤ ω
(
|y1(t)− y2(t)|+ |y1(γ(t))− y2(γ(t))|
)
,
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and
|ψ(t, y1(t), y1(γ(t)))− ψ(t, y2(t), y2(γ(t)))|
≤ ω
(
|y1(t)− y2(t)|+ |y1(γ(t))− y2(γ(t))|
)
.
Condition (C): There exist 0 < ν+ < 1 and 0 < ν− < 1 such that matrices A(t), A0(t),
B(t) and B0(t) satisfy following properties:
sup
i∈Z
ρ+i (A) ln ρ
+
i (A0) ≤ ν
+, sup
i∈Z
ρ−i (A) ln ρ
−
i (A0) ≤ ν
−,
sup
i∈Z
ρ+i (B) ln ρ
+
i (B0) ≤ ν
+, sup
i∈Z
ρ−i (B) ln ρ
−
i (B0) ≤ ν
−.
Note that (B1) and (A4) imply that
1 ≤ ρ(A) , sup
i∈Z
ρ+i (A)ρ
−
i (A) < +∞ and 1 ≤ ρ(B) , sup
i∈Z
ρ+i (B)ρ
−
i (B) < +∞. (2.3)
Thus,
ρ0(A) , ρ
2(A)(1+ν
−
1−ν+
) > 1 and ρ0(B) , ρ
2(B)(1+ν
−
1−ν+
) > 1. (2.4)
Throughout the rest of the paper, we assume that conditions (A, B, C, B,C) hold.
2.2 Notation of solutions for DEPCAGs
The notion of solutions for DEPCAGs was introduced in [1, 6, 13, 15, 16, 50].
Definition 2 (Solutions of a DEPCAG) A continuous function z(t) is a solution of
system (1.1) or system (1.2) on R if:
(i) The derivative z′(t) exists at each point t ∈ R with the possible exception of points ti, i ∈ Z,
where the one side derivative exists;
(ii) The equation is satisfied for z(t) on each interval (ti, ti+1) and it holds for the right
derivative of z(t) at ti.
2.3 Transition matrices
In this subsection, we introduce some notation associated with solutions of a class of
DEPCAGs.
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Let Φ(t) be the fundamental matrix of system x′ = M(t)x with Φ(0) = I. For any t ∈ Ij,
τ ∈ Ii, s ∈ R, we introduce the following notations adopting from [16, 37, 39]:
Φ(t, s) = Φ(t)Φ−1(s),
J(t, τ) = I +
∫ t
τ
Φ(τ, s)M0(s)ds,
E(t, τ) = Φ(t, τ) +
∫ t
τ
Φ(t, s)M0(s)ds = Φ(t, τ)J(t, τ).
We define backward and forward products of a set of k × k matrices Qi(i = 1, . . . , m) as
follows:
←m∏
i=1
Qi =
{
Qm · · ·Q2Q1, if m > 1,
I, if m < 1,
and
→m∏
i=1
Qi =
{
Q1Q2 · · ·Qm, if m > 1,
I, if m < 1.
If J(t, s) is nonsingular, we could define the transition matrix Z(t, s) of system (1.2) as
follows:
if t > τ ,
Z(t, τ)
= E(t, ζj)E(tj , ζj)
−1
←j∏
r=i+2
(
E(tr, γ(tr−1))E(tr−1, γ(tr−1))
−1
)
E(ti+1, γ(τ))E(τ, γ(τ))
−1,
if t < τ ,
Z(t, τ)
= E(t, ζj)E(tj+1, ζj)
−1
→i−1∏
r=j+1
(
E(tr, γ(tr))E(tr+1, γ(tr))
−1
)
E(ti, γ(τ))E(τ, γ(τ))
−1.
Through simple calculations, we obtain Z(t, τ)Z(τ, s) = Z(t, s) and Z(t, s) = Z(s, t)−1.
Since E(τ, τ) = I and ∂E(t,τ)
∂t
= M(t)E(t, τ) +M0(t), we have
∂Z(t, τ)
∂t
=M(t)Z(t, τ) +M0(t)Z(γ(t), τ).
Thus, Z(t, τ) is a solution of system (1.2).
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2.4 Formulas of solutions for DEPCAGs
To introduce the formulas of solutions, we first state the following important lemma.
Lemma 2.1([37], Lemma 4.3) Assume that conditions (A,B,C) are fulfilled, then J(t, s)
is nonsingular for any t, s ∈ I¯r and the matrices Z(t, s) and Z(t, s)
−1 are well defined for any
t, s ∈ R. If t, s ∈ I¯r, then
|Φ(t, s)| ≤ ρ(M),
|Z(t, s)| ≤ ρ0(M),
where ρ(·) is defined in (2.1) and ρ0(·) is defined in (2.2).
We remark that Lemma 2.1 ensures the continuity of solutions of system (1.1) on R. We
introduce the following formulas for DEPCAGs.
Proposition 2.1 ([37], p.239) For any t ∈ Ij, τ ∈ Ii, the solution of system (1.2) with
x(τ) = ξ is defined on R and is given by
z(t) = Z(t, τ)ξ. (2.5)
Proposition 2.2 ([37], Th 3.3) For any t ∈ Ij, τ ∈ Ii and t > τ , the solution of system
(1.1) with z(τ) = ξ is defined on R and is given by
z(t) = Z(t, τ)ξ +
∫ ζi
τ
Z(t, τ)Φ(τ, s)h(s)ds+
j∑
r=i+1
∫ ζr
tr
Z(t, tr)Φ(tr, s)h(s)ds
+
j−1∑
r=i
∫ tr+1
ζr
Z(t, tr+1)Φ(tr+1, s)h(s)ds+
∫ t
ζj
Φ(t, s)h(s)ds, (2.6)
where h(s) = h(s, z(s), z(γ(s))).
Remark 2.1 If t < τ , one could obtain the solution formula by replacing
j∑
r=i+1
and
j−1∑
r=i
by
i∑
r=j+1
and
i−1∑
r=j
, respectively.
2.5 Subsystems of System (1.3)
For convenience, consider the following subsystems of system (1.3):
x′(t) = A(t)x(t) + A0(t)x(γ(t)) + f(t, x(t), x(γ(t))) + φ(t, y(t), y(γ(t))), (2.7)
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y′(t) = B(t)y(t) +B0(t)y(γ(t)) + g(t, x(t), x(γ(t))) + ψ(t, y(t), y(γ(t))), (2.8)
and subsystems of system (1.4):
x′(t) = A(t)x(t) + A0(t)x(γ(t)), (2.9)
y′(t) = B(t)y(t) +B0(t)y(γ(t)). (2.10)
Let Φ1(t) be the fundamental matrix of system x
′ = A(t)x with Φ1(0) = I, and Φ2(t) be
the fundamental matrix of system y′ = B(t)y with Φ2(0) = I.
For any t ∈ Ij , τ ∈ Ii, s ∈ R, similar to Φ(t, s), J(t, τ), and E(t, τ) in subsection 2.3, we
could define
Φk(t, s), Jk(t, τ) and Ek(t, τ), k = 1, 2.
If Jk(t, s) (k = 1, 2) is nonsingular, we could define the transition matrices Z1(t, s) and
Z2(t, s) of subsystems (2.9) and (2.10), respectively. Moreover, we could verify that Z1(t, τ)
and Z2(t, τ) are solutions of subsystems (2.9) and (2.10), respectively.
2.6 α-exponential dichotomy and Green function
Now we introduce the definition of exponential dichotomy for a DEPCAG. In this paper,
we adopt the following definition from Akhmet [5, 6].
Definition 3 (α-exponential dichotomy for a DEPCAG) The linear system (1.2) has
an α-exponential dichotomy on R if there exist a projection P , constants K > 1 and α > 0
such that the transition matrix Z(t, s) of system (1.2) satisfies
|ZP (t, s)| ≤ Ke
−α|t−s|,
where ZP (t, s) is defined by
ZP (t, s) =
{
Z(t, 0)PZ(0, s), t > s,
−Z(t, 0)(I − P )Z(0, s), s > t.
For convenience, we define the Green function corresponding to system (1.1) which was
introduced in [39, 16]. Given t ∈ (ζj, tj+1),
G˜(t, s) =


Zp(t, tr)Φ(tr, s), if s ∈ [tr, ζr) for any r ∈ Z,
Zp(t, tr+1)Φ(tr+1, s) if s ∈ [ζr, tr+1) for any r ∈ Z \ {j},
Φ(t, s) if s ∈ [ζj, t),
0 if s ∈ [t, tj+1],
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and if t ∈ [tj , ζj],
G˜(t, s) =


Zp(t, tr)Φ(tr, s) if s ∈ [tr, ζr) for any r ∈ Z \ {j},
Zp(t, tr+1)Φ(tr+1, s) if s ∈ [ζr, tr+1) for any r ∈ Z,
0 if s ∈ [tj , t),
−Φ(t, s) if s ∈ [t, ζj),
We denote G˜1(t, s) = G˜(t, s) for t > s and G˜2(t, s) = −G˜(t, s) for t < s.
2.7 Condition (D)
For convenience, we apply the following condition in our second result to replace the
condition that system (1.4) has an α-exponential dichotomy.
Condition (D): There exist constants K > 1 and α > 0 such that
|Z1(t, s)| ≤ e
−α(t−s), t > s and |Z2(t, s)| ≤ Ke
α(t−s), s > t.
It is clear that condition (D) is equivalent to assume that system (1.4) has an α-exponential
dichotomy by taking K = 1 in the first inequality. We point out that this assumption is
natural. In fact, we can get the inequality by taking another equivalent norm or supposing
the following conditions:
d|x(t)|′
dt
|(1.4) ≤ −2α|x(t)|
2, |f(t, x(t), x(γ(t))| ≤
α
2
|x|.
2.8 Topological conjugacy
The notion of topological equivalence and topological conjugacy can be found in [31, 32,
39, ?].
Definition 1 (Topological conjugacy) A continuous function H : R × Rn → Rn is
topological equivalence between system (1.1) and (1.2) if following conditions hold:
(i) for each t ∈ R, H(t, z) is a homeomorphism of Rn,
(ii) H(t, z)→∞ as z →∞ uniformly with respect to t,
(iii) if z(t) is a solution of system (1.1), then H(t, z(t)) is a solution of system (1.2).
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In addition, the function L(t, z) = H−1(t, z) has properties (i)-(iii) also.
If such a map H exists, then system (1.1) and (1.2) are called topologically conjugated.
2.9 Some lemmas
Lemma 2.2 ([39], Proposition 3) If system (1.2) has an α-exponential dichotomy on
R, then G˜ satisfies
|G˜(t, s)| ≤ Kρ∗(M)e−α|t−s|,
where ρ∗(M) = ρ(M)eαθ, ρ(M) is defined in (2.1) and θ is in (A4).
From Lemma 2.2, we have that
|G˜1(t, s)| ≤ Kρ
∗(M)e−α(t−s) for t > s, |G˜2(t, s)| ≤ Kρ
∗(M)e−α(s−t) for t < s. (2.11)
Lemma 2.3 ([39], Lemma 2.3) If system (1.2) has an α-exponential dichotomy on R,
then the unique solution bounded on R is the null solution.
3 Main Results
Now we are in a position to state our main results.
Theorem 1 If conditions (A,B,C) hold and system (1.2) has an α-exponential dichotomy
with constant K > 1 and α > 0, further assume that
8Klρ∗(M)α−1 ≤ 1, 4Krρ∗(M)α−1 ≤ 1, (3.1)
where ρ∗(M) is defined in Lemma 2.2, then system (1.1) has a unique solution bounded on R
which can be represented as follows
z(t) =
∫ t
−∞
G˜1(t, s)h(s, z(s), z(γ(s)))ds−
∫ +∞
t
G˜2(t, s)h(s, z(s), z(γ(s)))ds,
and
|z(t)| ≤ 2Kµρ˜(M)(α− 4rKρ˜(M))−1 , σ.
We remark that if system (1.1) reduces to ODE, that is,
z′(t) = M(t)z(t) + h(t, z(t)),
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Theorem 1 is valid for ODE.
Theorem 2 If conditions (A,B,C,D) hold, further assume that
8Kρ˜(A)ωα−1 < 1, 8Kρ˜(B)ωα−1 < 1, (3.2)
16Kρ˜(A)λα−1 < 1, 16Kρ˜(B)λα−1 < 1, (3.3)
α0 = α− 2ωρ˜(A)e
αθ > 0, (3.4)
F (ℓ, θ)(β0 + ℓ)θ = υ < 1, (3.5)
where F (ℓ, θ) = e
(β+ℓ)θ−1
(β+ℓ)θ
, ρ˜(·) = max(ρ(·)ρ0(·), ρ(·)e
αθ), ρ(·) is defined in (2.3), ρ0(·) is defined
in (2.4), then system (1.3) is topologically conjugated to system (1.4).
If system (1.1) reduces to ODE, that is,
z′(t) = M(t)z(t) + h(t, z(t)). (3.6)
And (1.3) reduces to the ODE system (1.5). System (1.6) is its linear system.Notice that for
the ODE system, θ = 0, then ρ∗(A) = 1, ρ∗(B) = 1. Thus, Theorem 2 reduces to
Corollary 1 Assume that system (1.6) has an α-exponential dichotomy with constant K > 1
and α > 0. If |f(t, x(t)))| ≤ λ(|x(t)|), |g(t, x(t))| ≤ λ(|x(t)|), |φ(t, y(t))| ≤ δ, |ψ(t, y(t))| ≤
δ, and further assume that
8Kωα−1 < 1, 8Kλα−1 < 1,
then system (1.5) is topologically conjugated to system (1.6).
4 The Proof of Theorem 1
To prove Theorem 1, we first introduce the following lemma.
Lemma 4.1 If t > ζi and z(t) is a bounded solution of system (1.1), then
I ,
i∑
r=−∞
∫ ζr
tr
Z(t, 0)PZ(0, tr)Φ(tr, s)h(s, z(s), z(γ(s)))ds
is convergent.
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Proof From tr ≤ ζr, t > ζi, (B) and (2.11), we have
|I| ≤
∫ t
−∞
|Z(t, 0)PZ(0, tr)Φ(tr, s)h(s, z(s), z(γ(s)))|ds
≤
∫ t
−∞
|G˜1(t, s)|r(|z(s)|+ |z(γ(s))|) + µds
≤
∫ t
−∞
Kρ∗(M)e−α(t−s)(2r|z|+ µ)ds
= Kρ∗(M)α−1(2r|z|+ µ).
Since z(s) is a bounded solution, I is convergent. ✷
The proof of Theorem 1:
Proof For σ defined in Theorem 1, denote
Ω = {ϕ(t)|ϕ : R→ Rn is continuous and |ϕ(t)| ≤ σ},
and
W = {ϕ(t)|ϕ : R→ Rn is continuous and ‖ϕ‖ <∞}.
It is easy to see that W is a Banach space and Ω is a closed subset of W .
Suppose that t ∈ [ζj, tj+1), 0 ∈ [ti, ζi], j > i. For any ϕ(t) ∈ Ω, define the map T : Ω→ W
as follows
Tϕ(t) =
j∑
r=−∞
∫ ζr
tr
Z(t, 0)PZ(0, tr)Φ(tr, s)h(s, ϕ(s), ϕ(γ(s)))ds
+
j−1∑
r=−∞
∫ tr+1
ζr
Z(t, 0)PZ(0, tr+1)Φ(tr+1, s)h(s, ϕ(s), ϕ(γ(s)))ds
−
+∞∑
r=j+1
∫ ζr
tr
Z(t, 0)(I − P )Z(0, tr)Φ(tr, s)h(s, ϕ(s), ϕ(γ(s)))ds
−
+∞∑
r=j
∫ tr+1
ζr
Z(t, 0)(I − P )Z(0, tr+1)Φ(tr+1, s)h(s, ϕ(s), ϕ(γ(s)))ds
+
∫ t
ζj
Φ(t, s)h(s, ϕ(s), ϕ(γ(s)))ds
=
∫ t
−∞
G˜1(t, s)h(s, ϕ(s), ϕ(γ(s)))ds−
∫ +∞
t
G˜2(t, s)h(s, ϕ(s), ϕ(γ(s)))ds.
To prove the existence and uniqueness of bounded solution, we divide it into two steps.
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Step 1 We prove that the map T has a unique fixed point by contraction principle.
Due to (2.11) and (B2), we get
|Tϕ(t)| ≤
∫ t
−∞
Ke−α(t−s)ρ˜(M)(r|z(t)| + r|z(γ(t))|+ µ)ds
+
∫ +∞
t
Keα(t−s)ρ˜(M)(r|z(t)| + r|z(γ(t))|+ µ)ds
≤ [Kρ˜(M)(µ + 2rσ) +Kρ˜(M)(µ+ 2rσ)]α−1
= 2Kρ˜(M)α−1(µ+ 2rσ)
= σ.
Therefore Tϕ ∈ Ω and T is a map from Ω to Ω.
For any ϕ1(t), ϕ2(t) ∈ Ω, from (2.11) and (B2) we have
|Tϕ1(t)− Tϕ2(t)| =
∣∣∣
∫ t
−∞
G˜1(t, s)[h(s, ϕ1(s), ϕ1(γ(s)))− h(s, ϕ2(s), ϕ2(γ(s)))]ds
+
∫ +∞
t
G˜2(t, s)[h(s, ϕ1(s), ϕ1(γ(s)))− h(s, ϕ2(s), ϕ2(γ(s)))]ds
∣∣∣
≤
∫ t
−∞
Kρ˜(M)e−α(t−s)l(|ϕ1(s)− ϕ2(s)|+ |ϕ1(γ(s))− ϕ2(γ(s))|)
+
∫ +∞
t
Kρ˜(M)eα(t−s)l(|ϕ1(s)− ϕ2(s)|+ |ϕ1(γ(s))− ϕ2(γ(s))|)ds
≤ 2Klρ˜(M)α−1‖ϕ1 − ϕ2‖+ 2Klρ˜(M)α
−1‖ϕ1 − ϕ2‖
≤
1
2
‖ϕ1 − ϕ2‖.
Thus T is a contraction map in Ω. By the contraction map principle, there exists a unique
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ϕ0(t) ∈ Ω such that
ϕ0(t) = Tϕ0(t)
=
j∑
r=−∞
∫ ζr
tr
Z(t, 0)PZ(0, tr)Φ(tr, s)h(s, ϕ0(s), ϕ0(γ(s)))ds
+
j−1∑
r=−∞
∫ tr+1
ζr
Z(t, 0)PZ(0, tr+1)Φ(tr+1, s)h(s, ϕ0(s), ϕ0(γ(s)))ds
−
+∞∑
r=j+1
∫ ζr
tr
Z(t, 0)(I − P )Z(0, tr)Φ(tr, s)h(s, ϕ0(s), ϕ0(γ(s)))ds
−
+∞∑
r=j
∫ tr+1
ζr
Z(t, 0)(I − P )Z(0, tr+1)Φ(tr+1, s)h(s, ϕ0(s), ϕ0(γ(s)))ds
+
∫ t
ζj
Φ(t, s)h(s, ϕ0(s), ϕ0(γ(s)))ds.
Furthermore, it is easy to check that ϕ0(t) is a solution of system (1.1).
Step 2 We prove the uniqueness of the bounded solution. That is, we prove that ϕ0(t) is
the unique bounded solution of system (1.1). In fact, suppose that ϕ1(t) is another bounded
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solution of system (1.1), by Proposition 2.2, we get
ϕ1(t) = Z(t, 0)ϕ1(0) +
∫ ζi
0
Z(t, 0)Φ(0, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
j∑
r=i+1
∫ ζr
tr
Z(t, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
j−1∑
r=i
∫ tr+1
ζr
Z(t, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
∫ t
ζj
Φ(t, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
= Z(t, 0){ϕ1(0) +
∫ ζi
0
Φ(0, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
j∑
r=i+1
P
∫ ζr
tr
Z(0, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
j−1∑
r=i
P
∫ tr+1
ζr
Z(0, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds}
+
∫ t
ζj
Φ(t, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+ Z(t, 0){
j∑
r=i+1
(I − P )
∫ ζr
tr
Z(0, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
j−1∑
r=i
(I − P )
∫ tr+1
ζr
Z(0, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds}
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By Lemma 4.1, we have that
ϕ1(t) = Z(t, 0)(ϕ1(0) + c0)
+
j∑
r=−∞
∫ ζr
tr
Z(t, 0)PZ(0, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
j−1∑
r=−∞
∫ tr+1
ζr
Z(t, 0)PZ(0, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
−
+∞∑
r=j+1
∫ ζr
tr
Z(t, 0)(I − P )Z(0, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
−
+∞∑
r=j
∫ tr+1
ζr
Z(t, 0)(I − P )Z(0, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
∫ t
ζj
Φ(t, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
, Z(t, 0)(ϕ1(0) + c0) + J,
where
c0 =
∫ ζi
0
Φ(0, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
−
i∑
r=−∞
∫ ζr
tr
PZ(0, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
−
i−1∑
r=−∞
∫ tr+1
ζr
PZ(0, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds,
+
+∞∑
r=i+1
∫ ζr
tr
(I − P )Z(0, tr)Φ(tr, s)h(s, ϕ1(s), ϕ1(γ(s)))ds
+
+∞∑
r=i
∫ tr+1
ζr
(I − P )Z(0, tr+1)Φ(tr+1, s)h(s, ϕ1(s), ϕ1(γ(s)))ds.
Similar to the computation of |Tϕ(t)|, we could prove that J is bounded. Thus Z(t, 0)(ϕ1(0)+
c0) is a bounded solution of system (1.2). From Lemma 2.3, we have
ϕ1(0) + c0 = 0.
Thus
ϕ1(t) =
∫ t
−∞
G˜1(t, s)h(s, ϕ1(s), ϕ1(γ(s)))ds−
∫ +∞
t
G˜2(t, s)h(s, ϕ1(s), ϕ1(γ(s)))ds.
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Furthermore,
|ϕ1(t)− ϕ0(t)|
≤ |
∫ t
−∞
G˜1(t, s)[h(s, ϕ1(s), ϕ1(γ(s)))− h(s, ϕ0(s), ϕ0(γ(s)))]ds|
+ |
∫ +∞
t
G˜2(t, s)[h(s, ϕ1(s), ϕ1(γ(s)))− h(s, ϕ0(s), ϕ0(γ(s)))]ds|
≤
∫ t
−∞
Klρ˜(M)e−α(t−s)(|ϕ1(s)− ϕ0(s)|+ |ϕ1(γ(s))− ϕ0(γ(s))|)ds
+
∫ +∞
t
Klρ˜(M)eα(t−s)(|ϕ1(s)− ϕ0(s)|+ |ϕ1(γ(s))− ϕ0(γ(s))|)ds
≤ 4Klρ˜(M)α−1‖ϕ1 − ϕ0‖
≤
1
2
‖ϕ1 − ϕ0‖.
Therefore
‖ϕ1 − ϕ0‖ ≤
1
2
‖ϕ1 − ϕ0‖,
which implies that ϕ1(t) = ϕ0(t). This completes the proof. ✷
5 The preliminaries for the proof of Theorem 2
In this section, we give some preliminaries for the proof of Theorem 2.
5.1 The solutions of subsystems
From Lemma 2.1, we have the following lemma.
Lemma 5.1 Assume that conditions (A, B, C) are fulfilled, then Jk(t, s)(k = 1, 2) is
nonsingular for any t, s ∈ I¯r and the matrices Zk(t, s) and Zk(t, s)
−1(k = 1, 2) are well defined
for any t, s ∈ R. If t, s ∈ I¯r, then
|Φ1(t, s)| ≤ ρ(A), |Φ2(t, s)| ≤ ρ(B),
|Z1(t, s)| ≤ ρ0(A), |Z2(t, s)| ≤ ρ0(B),
where ρ(·) is defined in (2.3) and ρ0(·) is defined in (2.4).
Lemma 5.1 ensures the continuity of solutions of subsystems (2.7) and (2.8) on R. More-
over, we give the following remark.
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Remark 5.1 The fundamental matrix Φ(t) of system
(
x′(t)
y′(t)
)
=
(
A(t)x(t)
B(t)y(t)
)
with
Φ(0) = I , and the transition matrix Z(t, s) of system (1.4) have the following form
Φ(t, s) =
(
Φ1(t, s)
0
0
Φ2(t, s)
)
, Z(t, s) =
(
Z1(t, s)
0
0
Z2(t, s)
)
.
From Proposition 2.1, for any t ∈ Ij, τ ∈ Ii, the solution of subsystem (2.9) with x(τ) = ξ
is defined on R and is given by
x(t) = Z1(t, τ)ξ, (5.1)
and the solution of subsystem (2.10) with y(τ) = η can be represented as
y(t) = Z2(t, τ)η. (5.2)
From Proposition 2.2, for any t ∈ Ij, τ ∈ Ii and t > τ , the solution of subsystem (2.7)
with x(τ) = ξ is defined on R and is given by
x(t) = Z1(t, τ)ξ +
∫ ζi
τ
Z1(t, τ)Φ1(τ, s)(f(s) + φ(s))ds+
j∑
r=i+1
∫ ζr
tr
Z1(t, tr)Φ1(tr, s)(f(s) + φ(s))ds
+
j−1∑
r=i
∫ tr+1
ζr
Z1(t, tr+1)Φ1(tr+1, s)(f(s) + φ(s))ds+
∫ t
ζj
Φ1(t, s)(f(s) + φ(s))ds
, Z1(t, τ)ξ +
∫ t
τ
G1(t, s)(f(s) + φ(s))ds, (5.3)
where f(s) = f(s, x(s), x(γ(s))), φ(s) = φ(s, y(s), y(γ(s))) and
G1(t, s, τ) =


Z1(t, τ)Φ1(τ, s), if s ∈ [τ, ζi] or s ∈ [ζi, τ ],
Z1(t, tr)Φ1(tr, s), if s ∈ [tr, ζr) for r = i+ 1, · · · , j,
Z1(t, tr+1)Φ1(tr+1, s) if s ∈ [ζr, tr+1) for r = i, · · · , j − 1,
Φ1(t, s) if s ∈ [ζj, t] or s ∈ [t, ζj].
.
Similarly, if t > τ , the solution of subsystem (2.8) with y(τ) = η can be represented as
y(t) = Z2(t, τ)η +
∫ ζi
τ
Z2(t, τ)Φ2(τ, s)(g(s) + ψ(s))ds+
j∑
r=i+1
∫ ζr
tr
Z2(t, tr)Φ2(tr, s)(g(s) + ψ(s))ds
+
j−1∑
r=i
∫ tr+1
ζr
Z2(t, tr+1)Φ2(tr+1, s)(g(s) + ψ(s)))ds+
∫ t
ζj
Φ2(t, s)(g(s) + ψ(s))ds
= Z2(t, τ)η +
∫ t
τ
G2(t, s)(g(s) + ψ(s))ds, (5.4)
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where g(s) = g(s, x(s), x(γ(s))), ψ(s) = ψ(s, y(s), y(γ(s))) and G2(t, s) can be defined in the
same way as G1(t, s).
Remark 5.2 We could obtain Gk(t, s) (k = 1, 2) for t < τ by replacing r = i+ 1, · · · , j,
and r = i, · · · , j − 1, with r = j + 1, · · · , i, and r = j, · · · , i− 1, in the definitions of Gk(t, s)
(t > s, k = 1, 2), respectively. From Remark 2.1, one could obtain the solution formulas of
subsystems (2.7) and (2.8) for the case t < τ .
5.2 Some lemmas
Lemma 5.2 If condition (D) holds, for t ∈ R and s ∈ R, then
|G1(t, s)| ≤ Kρ˜(A)e
−α(t−s), t > s, |G2(t, s)| ≤ Kρ˜(B)e
α(t−s), t < s,
where ρ˜(·) is defined in Theorem 1, α is in (D) and θ is in (A4).
Proof We just prove the first inequality.
Suppose that t ∈ Ij , τ ∈ Ii and t > s.
Case 1. t > τ .
Without loss of generality, we assume that ti ≤ τ ≤ ζi ≤ ti+1 ≤ · · · tj ≤ ζj ≤ t.
If s ∈ [τ, ζi], due to (A4), we have s− τ ≤ θ. It follows from (D) and Lemma 5.1 that
|G1(t, s)| = |Z1(t, τ)Φ1(τ, s)| ≤ Ke
−α(t−τ)ρ(A) ≤ Ke−α(t−s)eαθρ(A).
If s ∈ [tr, ζr] (r = i+ 1, · · · , j), then s− tr ≤ θ. In view of (D) and Lemma 5.1, we have
|G1(t, s)| = |Z1(t, tr)Φ1(tr, s)| ≤ Ke
−α(t−tr)ρ(A) ≤ Ke−α(t−s)eαθρ(A).
If s ∈ [ζr, tr+1] (r = i, · · · , j − 1), similar to the above inequality, we have the same
conclusion.
If s ∈ [ζj , t], owing to (A4), we have t− s ≤ θ. It follows from Lemma 5.1 and K > 1 that
|G1(t, s)| = |Φ1(t, s)| ≤ ρ(A) ≤ Ke
−α(t−s)eαθρ(A). (5.5)
Case 2. t ≤ τ .
By the definition of G1(t, s) we have s ∈ [min(t, ζj),max(τ, ζi)].
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If t ≤ ζj, then t < s which contradicts to our assumption that t > s. Thus, we just consider
the case that ζj ≤ t. We divide the discussion into two subcases.
Subcase 2.1. ζj ≤ t ≤ tj+1 ≤ τ .
For t > s, the only possibility is that s ∈ [ζj , t]. Similar to (5.5), we have
|G1(t, s)| = |Φ1(t, s)| ≤ Ke
−α(t−s)eαθρ(A).
Subcase 2.2. ζj ≤ t ≤ τ ≤ tj+1.
If t > s, then s ∈ [ζj , t] or s ∈ [ζj, τ ].
When s ∈ [ζj, t], similar to (5.5), we get
|G1(t, s)| ≤ Ke
−α(t−s)eαθρ(A).
When s ∈ [ζj, τ ], we have s ∈ I¯j. Since t > s, following (D) and Lemma 5.1, we obtain
|G1(t, s)| = |Z1(t, τ)Φ1(τ, s)| = |Z1(t, s)Z1(s, τ)Φ1(τ, s)| ≤ Ke
−α(t−s)ρ0(A)ρ(A).
Note that ρ˜(A) = max(ρ(A)ρ0(A), ρ(A)e
αθ), we complete the proof. ✷
Similar to Lemma 2.3, we have the following:
Lemma 5.3 Assume that condition (D) holds, then
lim
t→−∞
|Z1(t, τ)| = +∞, lim
t→+∞
|Z2(t, τ)| = +∞, ∀τ ∈ R.
Moreover, the unique bounded solution in R of subsystem (2.9) (subsystem (2.10)) is trivial.
Proof The proof is similar to that of Lemma 2.3 and so it is omitted. ✷
Lemma 5.4 ([39], Lemma 5.1) Let t 7→ z(t, τ, ξ) and t 7→ z(t, τ, ξ′) be the solutions of
system (1.3) passing respectively through ξ and ξ′ at t = τ . If (3.5) is valid, then it follows
that
|z(t, τ, ξ′)− z(t, τ, ξ)| ≤ |ξ − ξ′|ep(ℓ)|t−τ |
where z(t, ·) = (x(t, ·), y(t, ·))T and p(ℓ) is defined by
p(ℓ) = η1 +
η2e
η1θ
1− υ
with η1 = M + ℓ, η2 = M0 + ℓ,
and υ ∈ [0, 1) is defined by (3.5).
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Remark 5.3 If h(t, z(t), z(γ(t))) = 0, take ℓ = 0, Lemma 5.4 reduces to Lemma 5.2 in
[39]. Moreover, since p(ℓ) > p(0) and F (ℓ, θ) > F (0, θ) in (3.5), Lemma 5.4 is also valid for
system (1.4).
Lemma 5.5 (DEPCAG Gronwall inequality [36, 37, 16]) Let ̺, η : R → [0,∞) be
two functions such that u is continuous and is locally integrable satisfying
θ¯ = sup
i∈Z
{
θi : θi := 2
∫
Ii
η(s)ds
}
< 1
Suppose that for τ ≤ t or t ≤ τ , we have the inequality
̺(t) ≤ ̺(τ) +
∣∣∣∣
∫ t
τ
η(s)[̺(s) + ̺(γ(s))]ds
∣∣∣∣ .
Then
̺(t) ≤ ̺(τ) exp
{
θ˜
∫ t
τ
η(s)ds
}
,
̺(γ(t)) ≤ (1− θ¯)−1̺(τ) exp
{
θ˜
∫ t
τ
η(s)ds
}
,
where θ˜ = 2−θ¯
1−θ¯
.
6 System (1.7) is topologically conjugate to system (1.4)
Suppose that
(
X(t, t0, x0)
Y (t, t0, x0, y0)
)
is the solution of system (1.7) satisfying that
(
X(t0)
Y (t0)
)
=(
x0
y0
)
and
(
u(t, t0, ξ)
v(t, t0, η)
)
is the solution of system (1.4) satisfying that
(
u(t0)
v(t0)
)
=
(
ξ
η
)
,
where t0 ∈ R, x0, ξ ∈ R
n1, y0, η ∈ R
n2.
Lemma 6.1 For any t ≥ t0, the following inequalities hold:
|X(t, t0, x0)| ≤ |x0|e
−α0(t−t0),
|X(γ(t), t0, x0)| ≤ (1− θ¯)e
α0θ|x0|e
−α0(t−t0),
where α0 is defined in (3.4).
Proof From (2.7) we get
X(t, t0, x0) = Z1(t, t0)x0 +
∫ t
t0
G1(t, s)f(s,X(s, t0, x0), X(γ(s), t0, x0))ds.
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It follows from condition (D) and Lemma 5.2 that
|X(t, t0, x0)| ≤ e
−α(t−t0)|x0|+ lρ˜(A)
∫ t
t0
e−α(t−s)(|X(s)|+ |X(γ(s))|)ds.
Thus
eαt|X(t, t0, x0)|
≤ eαt0 |x0|+ lρ˜(A)
∫ t
t0
(eαs|X(s)|+ eαθeαγ(s)|X(γ(s))|)ds
≤ eαt0 |x0|+ lρ˜(A)e
αθ
∫ t
t0
(eαs|X(s)|+ eαγ(s)|X(γ(s))|)ds.
Applying Lemma 5.5 to ̺(t) = eαt|X(t, t0, x0)| and η(t) = 1, we obtain that
|X(t, t0, x0)| ≤ |x0|e
−α(t−t0)+2lρ˜(A)eαθ(t−t0)
and
|X(γ(t), t0, x0)| ≤ (1− θ¯)|x0|e
−α(γ(t)−t0)+2lρ˜(A)eαθ(γ(t)−t0).
Thus
|X(t, t0, x0)| ≤ e
−α0(t−t0)|x0|,
and
|X(γ(t), t0, x0)| ≤ (1− θ¯)e
−α0(γ(t)−t0)|x0| ≤ (1− θ¯)e
α0θe−α0(t−t0)|x0|.✷
Lemma 6.2 For any fixed t0 ∈ R, x0, ξ ∈ R
n1, there exists a unique T (t0, x0) and S(t0, ξ) ∈
R, such that
|X(T (t0, x0), t0, x0)| = 1, T (t0, x0)→ −∞ when x0 → 0,
|u(S(t0, ξ), t0, ξ| = 1, S(t0, ξ)→ −∞ when ξ → 0.
Proof From Lemma 6.1, we have that |X(t, t0, x0)| ≤ |x0|e
−α0(t−t0) when t > t0, where α0 is
defined in Lemma 6.1. If x0 6= 0 and t→ +∞, then
|X(t, t0, x0)| → 0.
If t > τ ,
|X(t, t0, x0)| = |X(t, τ, X(τ, t0, x0))| ≤ |X(τ, t0, x0)|e
−α0(t−τ). (6.1)
Thus, for the fixed t0 and x0, |X(t, t0, x0)| is a strictly monotonous decreasing function
about t. If t is fixed and τ → −∞, then
e−α0(t−τ) → 0.
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Thus
|X(τ, t0, x0)| → +∞ when τ → −∞.
Therefore, there exists a unique time T (t0, x0) such that |X(T (t0, x0), t0, x0)| = 1. More-
over, when x0 → 0, T (t0, x0)→ −∞.
By condition D, for t > t0, we have
|u(t, t0, ξ)| = |Z(t, t0)ξ| ≤ e
−α(t−t0)|ξ|.
Thus when t→ +∞,
|Z(t, t0)ξ| → 0.
Similar to (6.1), we could obtain that for fixed t0 and ξ, |Z(t, t0)ξ| is a strictly monotonous
decreasing function about t. Moreover, when t→ −∞,
|Z(t, t0)ξ| → +∞.
Therefore, for a fixed ξ ∈ Rn1 , ξ 6= 0, there exists a unique time S(t0, ξ) such that
|Z(S(t0, ξ), t0, ξ| = 1,
and
S(t0, ξ)→ −∞ when ξ → 0. ✷
Lemma 6.3 For any x0 6= 0, ξ 6= 0 and t ∈ R, we have
T (t, X(t, t0, x0)) = T (t0, x0),
S(t, u(t, τ, ξ)) = S(τ, ξ).
Proof It follows from Lemma 6.2 that
1 = |X(T (t, X(t, t0, x0)), t, X(t, t0, x0))| = |X(T (t, X(t, t0, x0)), t0, x0)|.
From |X(T (t0, x0), t0, x0))| = 1 and Lemma 6.2, we get
T (t, X(t, t0, x0)) = T (t0, x0).
The second equality can be proved in a similar way. ✷
Lemma 6.4 For any t0 ∈ R, x0 ∈ R
n1, the following inequality holds.
|
∫ +∞
t0
G2(t0, s)g(s,X(s, t0, x0), X(γ(s), t0, x0))ds| ≤ Kλρ˜(B)((α + ρ0)
−1 + α−1)|x0|.
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Proof From Lemmas 5.2 and 6.1, we get
|
∫ +∞
t0
G2(t0, s)g(s,X(s, t0, x0), X(γ(s), t0, x0))ds|
≤
∫ +∞
t0
Kλρ˜(B)eα(t0−s)(|X(s, t0, x0)|+ |X(γ(s), t0, x0)|)ds
≤
∫ +∞
t0
Kλρ˜(B)eα(t0−s)e−α0(s−t0)(|x0|+ (1− θ¯)e
α0θ|x0|)ds
≤ Kλ(α + α0)
−1ρ˜(B)(1 + (1− θ¯)eα0θ)|x0|.
Definition 6.2 For any t ∈ R, ξ ∈ Rn1 and η ∈ Rn2 , we define L1 : R × R
n1 → Rn1,
L2 : R× R
n1 × Rn2 → Rn2 and L : R× Rn1 × Rn2 → Rn as follows:
L1(t, ξ) =
{
X(t, S(t, ξ), u(S(t, ξ), t, ξ)) ξ 6= 0,
0 ξ = 0,
L2(t, ξ, η) = η −
∫ +∞
t
G2(t, s)g
(
s,X(s, t, L1(t, ξ)), X(γ(s), t, L1(t, ξ))
)
ds,
and
L(t, ξ, η) =
(
L1(t, ξ)
L2(t, ξ, η)
)
.
Lemma 6.5 L1(t, ξ) is a continuous function of ξ and L1(t, u(t, τ, ξ)) = X(t, τ, L1(τ, ξ)).
Proof By Lemma 6.2, we have
S(t, ξ)→ −∞ when ξ → 0.
When ξ → 0, it follows from Lemma 6.1 that
|X(t, S(t, ξ), u(S(t, ξ), t, ξ))| ≤ |u(S(t, ξ), t, ξ))|e−α0(t−S(t,ξ)) = e−α0(t−S(t,ξ)) → 0.
Hence, L1(t, ξ) is a continuous function of ξ.
Furthermore, from Lemma 6.3, we have that
L1(t, u(t, τ, ξ)) = X(t, S(t, u(t, τ, ξ)), u(S(t, u(t, τ, ξ)), t, u(t, τ, ξ)))
= X(t, S(τ, ξ), u(S(τ, ξ), τ, ξ))
= X(t, τ, X(τ, S(τ, ξ), u(S(τ, ξ), τ, ξ)))
= X(t, τ, L1(τ, ξ)). ✷
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Lemma 6.6
(
L1(t, u(t, τ, ξ))
L2(t, u(t, τ, ξ), v(t, τ, η))
)
=
(
X(t, τ, L1(τ, ξ))
Y (t, τ, L1(τ, ξ), L2(τ, ξ, η))
)
.
Proof Due to Lemma 6.5, we get
L1(t, u(t, τ, ξ)) = X(t, τ, L1(τ, ξ)).
L2(t, u(t, τ, ξ), v(t, τ, η))
= v(t, τ, η)−
∫ +∞
t
G2(t, s)g
(
s,X(s, t, L1(t, u(t, τ, ξ))), X(γ(s), t, L1(t, u(t, τ, ξ)))
)
ds
= v(t, τ, η)−
∫ +∞
t
G2(t, s)g
(
s,X(s, t, X(t, τ, L1(τ, ξ))), X(γ(s), t, X(t, τ, L1(τ, ξ)))
)
ds
= v(t, τ, η)−
∫ +∞
t
G2(t, s)g
(
s,X(s, τ, L1(τ, ξ)), X(γ(s), τ, L1(τ, ξ))
)
ds. (6.2)
Denote J(t) = −
∫ +∞
t
G2(t, s)g
(
s,X(s, τ, L1(τ, ξ)), X(γ(s), τ, L1(τ, ξ))
)
ds. Suppose t ∈ Ij,
we obtain
J ′(t) = −B(t)
∫ +∞
t
G2(t, s)g
(
s,X(s, τ, L1(τ, ξ)), X(γ(s), τ, L1(τ, ξ))
)
ds
− B0(t)
∫ +∞
γ(t)
G2(t, s)g
(
s,X(s, τ, L1(τ, ξ)), X(γ(s), τ, L1(τ, ξ))
)
ds
+ g(t, X(t, τ, L1(τ, ξ)), X(γ(t), τ, L1(τ, ξ))).
Furthermore, from (6.2), we have
L′2(t, u(t, τ, ξ), v(t, τ, η))
=B(t)L2(t, u(t, τ, ξ), v(t, τ, η)) +B0(t)L2(γ(t), u(t, τ, ξ), v(t, τ, η))
+ g(t, X(t, τ, L1(τ, ξ)), X(γ(t), τ, L1(τ, ξ))).
Thus
(
L1(t, u(t, τ, ξ), v(t, τ, η))
L2(t, u(t, τ, ξ), v(t, τ, η))
)
is a solution of system (1.7).
From (
L1(t, u(t, τ, ξ), v(t, τ, η))
L2(t, u(t, τ, ξ), v(t, τ, η))
)
|t=τ =
(
L1(τ, ξ)
L2(τ, ξ, η)
)
and (
X(t, τ, L1(τ, ξ))
Y (t, τ, L1(τ, ξ), L2(τ, ξ, η))
)
|t=τ =
(
L1(τ, ξ)
L2(τ, ξ, η))
)
,
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we get the conclusion of the lemma. ✷
Definition 6.3 For any t ∈ R, x ∈ Rn1 and y ∈ Rn2 , we denoteH(t, x, y) =
(
H1(t, x)
H2(t, x, y)
)
,
where H1(t, x) and H2(t, x, y) are defined as
H1(t, x) =
{
u(t, T (t, x), X(T (t, x), t, x)) x 6= 0,
0 x = 0,
and
H2(t, x, y) = y +
∫ +∞
t
G2(t, s)g(s,X(s, t, x), X(γ(s), t, x))ds.
Lemma 6.7 H1(t, x) is a continuous function of x.
Proof From (5.1), we get
u(t, T (t, x), X(T (t, x), t, x)) = Z1(t, T (t, x))X(T (t, x), t, x),
which together with condition (D) implies that
|u(t, T (t, x), X(T (t, x), t, x))| ≤ e−α(t−T (t,x))|X(T (t, x), t, x)| ≤ e−α(t−T (t,x)), t > T (t, x).
From Lemma 6.2, we have that
T (t, x)→ −∞, when x→ 0.
Thus H1(t, x) is a continuous function of x. ✷
Lemma 6.8(
H1(t, X(t, t0, x0))
H2(t, X(t, t0, x0), Y (t, t0, x0, y0))
)
=
(
u(t, t0, H1(t0, x0))
v(t, t0, H2(t, x0, y0))
)
.
Proof From Lemma 6.3, we have
H1(t, X(t, t0, x0)) = u(t, T (t, X(t, t0, x0)), X(T (t, X(t, t0, x0)), t, X(t, t0, x0)))
= u(t, T (t0, x0), X(T (t0, x0), t0, x0))
= u(t, t0, u(t0, T (t0, x0), X(T (t0, x0), t0, x0)))
= u(t, t0, H1(t0, x0)).
H2(t, X(t, t0, x0), Y (t, t0, x0, y0))
= Y (t, t0, x0, y0) +
∫ +∞
t
G2(t, s)g
(
s,X(s, t, X(t, t0, x0)), X(γ(s), t, X(t, t0, x0))
)
ds
= Y (t, t0, x0, y0) +
∫ +∞
t
G2(t, s)g(s,X(s, t0, x0), X(γ(s), t0, x0))ds
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Since
H ′2(t, X(t, t0, x0))
=B(t)H2(t, X(t, t0, x0), Y (t, t0, x0, y0)) +B0(t)H2(γ(t), X(γ(t), t0, x0), Y (γ(t), t0, x0, y0)),
H2(t, X(t, t0, x0), Y (t, t0, x0, y0)) is a solution of system (2.10).
Moreover,
H2(t, X(t, t0, x0), Y (t, t0, x0, y0))|t=t0 = H2(t0, x0, y0).
Thus H2(t, X(t, t0, x0), Y (t, t0, x0, y0)) = v(t, t0, H2(t0, x0, y0)). ✷
Lemma 6.9 For any t0 ∈ R, x0 ∈ R
n1, τ ∈ R and ξ ∈ Rn1, we have
S(t0, H1(t0, x0)) = T (t0, x0), T (τ, L1(τ, ξ)) = S(τ, ξ).
Proof From the definition of H1, we have
1 = |u(S(t0, H1(t0, x0)), t0, H1(t0, x0))|
= |u(S(t0, H1(t0, x0)), t0, u(t0, T (t0, x0), X(T (t0, x0), t0, x0)))|
= |u(S(t0, H1(t0, x0)), T (t0, x0), X(T (t0, x0), t0, x0))|,
which implies that
S(t0, H1(t0, x0)) = S(T (t0, x0), X(T (t0, x0), t0, x0)).
From
|u(T (t0, x0), T (t0, x0), X(T (t0, x0), t0, x0))| = |X(T (t0, x0), t0, x0)| = 1,
we obtain that
S(T (t0, x0), X(T (t0, x0), t0, x0)) = T (t0, x0).
Thus
S(t0, H1(t0, x0)) = T (t0, x0).
Similarly, we could prove that T (τ, L1(τ, ξ)) = S(τ, ξ). ✷
Lemma 6.10 For any t0 ∈ R, x0 ∈ R
n1 and y0 ∈ R
n2, we have
L(t0, H(t0, x0)) = (x0, y0)
T .
Proof If x0 = 0, it is easy to see that L1(t0, H1(t0, x0)) = x0.
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If x0 6= 0, from Lemma 6.9 and the definitions of L1 and H1, we get
L1(t0, H1(t0, x0)) = X
(
t0, S(t0, H1(t0, x0)), u
(
S(t0, H1(t0, x0)), t0, H1(t0, x0)
))
= X
(
t0, T (t0, x0), u
(
T (t0, x0), t0, u(t0, T (t0, x0), X(T (t0, x0), t0, x0))
))
= X
(
t0, T (t0, x0), u
(
T (t0, x0), T (t0, x0), X(T (t0, x0), t0, x0)
))
= X(t0, T (t0, x0), X(T (t0, x0), t0, x0))
= x0,
which together with the definitions of L2 and H2 implies that
L2(t0, H1(t0, x0), H2(t0, x0, y0))
= H2(t0, x0, y0)−
∫ +∞
t0
G2(t0, s)g
(
s,X(s, t0, L1(t0, H1(t0, x0))), X(γ(s), t0, L1(t0, H1(t0, x0)))
)
ds
= y0 +
∫ +∞
t0
G2(t0, s)g(s,X(s, t0, x0), X(γ(s), t0, x0))ds
−
∫ +∞
t0
G2(t0, s)g(s,X(s, t0, x0), X(γ(s), t0, x0))ds
= y0. ✷
Lemma 6.11 For any τ ∈ R, ξ ∈ Rn1 and η ∈ Rn2, we have
H(τ, L(τ, ξ, η)) = (ξ, η)T .
Proof If ξ = 0, it is obvious that H1(τ, L1(τ, ξ)) = ξ.
If ξ 6= 0, by Lemma 6.9 and the definitions of H1 and L1, we obtain
H1(τ, L1(τ, ξ)) = u
(
τ, T (τ, L1(τ, ξ)), X
(
T (τ, L1(τ, ξ)), τ, L1(τ, ξ)
))
= u
(
τ, S(τ, ξ), X
(
S(τ, ξ), τ, L1(τ, ξ)
))
= u
(
τ, S(τ, ξ), X
(
S(τ, ξ), τ, X(τ, S(τ, ξ), u(S(τ, ξ), τ, ξ))
))
= u(τ, S(τ, ξ), u(S(τ, ξ), τ, ξ))
= ξ.
In what follows, we prove that H2(τ, L1(τ, ξ), L2(τ, ξ, η)) = η.
For any t ∈ R, x ∈ Rn1 and y ∈ Rn2, due to Lemma 6.4, we have
|H2(t, x, y)− y| = |
∫ +∞
t
G2(t, s)g(s,X(s, t, x), X(γ(s), t, x))ds|
≤ Kλρ˜(B)((α+ ρ0)
−1 + α−1)|x0|.
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From Lemma 6.4 and the definition of L2, we obtain
|L2(t, ξ, η)− η| ≤ |
∫ +∞
t
G2(t, s)g
(
s,X(s, t, L1(t, ξ)), X(γ(s), t, L1(t, ξ))
)
ds|
≤ Kλρ˜(B)((α + ρ0)
−1 + α−1)|L1(t, ξ)|.
Thus, by Lemma 6.6 we get
J , |H2(t, L1(t, u(t, τ, ξ)), L2(t, u(t, τ, ξ), v(t, τ, η)))− v(t, τ, η)|
≤ |H2(t, L1(t, u(t, τ, ξ)), L2(t, u(t, τ, ξ), v(t, τ, η)))− L2(t, u(t, τ, ξ), v(t, τ, η))|
+ |L2(t, u(t, τ, ξ), v(t, τ, η))− v(t, τ, η)|
≤ 2Kλρ˜(B)((α + ρ0)
−1 + α−1)|L1(t, u(t, τ, ξ))|
≤ 2Kλρ˜(B)((α + ρ0)
−1 + α−1)|X(t, τ, L1(τ, ξ))|.
It follows from Lemma 6.1 that
J ≤ 2Kλρ˜(B)((α + ρ0)
−1 + α−1)|L1(τ, ξ)|e
−α0(t−τ), t > τ. (6.3)
From (5.2), Lemmas 6.6 and 6.8, we have
H2(t, L1(t, u(t, τ, ξ)), L2(t, u(t, τ, ξ), v(t, τ, η)))
= H2(t, X(t, τ, L1(τ, ξ)), Y (t, τ, L1(τ, ξ)), L2(τ, ξ, η)))
= v(t, τ, H2(t, L1(τ, ξ), L2(τ, ξ, η)))
= Z2(t, τ)H2(τ, L1(τ, ξ), L2(τ, ξ, η)).
By (6.3) and v(t, τ, η) = Z2(t, τ)η, we get
|Z2(t, τ) ·
(
H2(τ, L1(τ, ξ), L2(τ, ξ, η))− η
)
|
= |H2(t, L1(t, u(t, τ, ξ)), L2(t, u(t, τ, ξ), v(t, τ, η)))− v(t, τ, η)|
≤ 2Kλρ˜(B)((α+ ρ0)
−1 + α−1)|L1(τ, ξ)|e
−α0(t−τ), t > τ.
For fixed τ and ξ, L1(τ, ξ) is a fixed value. Thus the above equality is bounded when
t ≥ τ . Moreover, it follows from condition (D) that the above equality is bounded when
t ≤ τ . Therefore, Z2(t, τ) ·
(
H2(τ, L1(τ, ξ), L2(τ, ξ, η)) − η
)
is a bounded solution of system
(2.10).
Since system (2.10) has an α-exponential dichotomy, for fixed τ , ξ and η, it has a unique
bounded solution, zero solution. Thus
H2(τ, L1(τ, ξ), L2(τ, ξ, η))− η = 0.
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That is H2(τ, L2(τ, ξ, η)) = η. ✷
Lemma 6.12 System (1.7) is topologically conjugate to system (1.4).
Proof It follows from Lemmas 6.10 and 6.11 that for a fixed t, H(t, x, y) : Rn1 × Rn2 → Rn
is a bijection and H−1(t, x, y) = L(t, x, y).
According to Lemma 5.4 and Remark 5.3, solutions of systems (1.7) and (1.4) are contin-
uous with respect to initial values.
By the definitions of H(t, ·) and L(t, ·), and lemmas 6.5 and 6.7, we get that both H(t, ·)
and L(t, ·) are continuous. Thus H(t, ·) and L(t, ·) are homeomorphisms of Rn.
Moreover, Lemmas 6.6 and 6.8 imply that H(t, ·) sends the solutions of system (1.7) onto
those of system (1.4) and L(t, ·) sends the solutions of system (1.4) onto those of system (1.7).
Therefore, system (1.7) and system (1.4) are topologically conjugated. ✷
7 System (1.3) is topologically conjugate to system (1.7)
First we introduce a new system{
x′ = A(t)x(t) + A0(t)x(γ(t)) + f(t, x(t), x(γ(t))) + p(t, y(t), y(γ(t)))
y′ = B(t)y(t) +B0(t)x(γ(t)) + g(t, x(t), x(γ(t))) + q(t, y(t), y(γ(t))),
(7.1)
where f(t, ·) and g(t, ·) are defined in system (1.3), p : R×Rn2 ×Rn2 → Rn1 and q : R×Rn2 ×
R
n2 → Rn2 satisfying that for the δ and ω in (B2) and any t ∈ R, y1, y2, y¯1, y¯2 ∈ R
n2 such that
|p(t, y1, y2)| ≤ δ, |q(t, , y1, y2)| ≤ δ,
|p(t, y1, y2)− p(t, y¯1, y¯2)| ≤ ω(|y1 − y¯1|+ |y2 − y¯2|),
|q(t, y1, y2)− q(t, y¯1, y¯2))| ≤ ω(|y1 − y¯1|+ |y2 − y¯2|).
Lemma 7.1 If (3.3) holds, then there exists a unique function H¯(t, x, y) : R × Rn1+n2 →
R
n1+n2 satisfying that
(i) There exists a constant σ¯ > 0 such that
|H¯(t, x, y)− (x, y)T | ≤ σ¯.
(ii) If
(
x(t)
y(t)
)
is a solution of system (1.3), then H¯(t, x(t), y(t)) is a solution of system
(7.1).
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Proof For any fixed τ ∈ R, ξ ∈ Rn1 and η ∈ Rn2 , suppose that
(
x(t, τ, ξ, η)
y(t, τ, ξ, η)
)
is a solution
of system (1.3) satisfying
(
x(τ, τ, ξ, η)
y(τ, τ, ξ, η)
)
=
(
ξ
η
)
.
Denote z(t) =
(
z1(t)
z2(t)
)
where z1(t) ∈ R
n1 and z2(t) ∈ R
n2 , W (t) =
[
A(t)
B(t)
]
,
W0(t) =
[
A0(t)
B0(t)
]
and
h¯(t, z(t), z(γ(t)), (τ, ξ, η))
=
(
h¯1(t, z(t), z(γ(t)), (τ, ξ, η))
h¯2(t, z(t), z(γ(t)), (τ, ξ, η))
)
=
(
f(t, x(t, τ, ξ, η) + z1(t), x(γ(t), τ, ξ, η) + z1(γ(t)))
g(t, x(t, τ, ξ, η) + z1(t), x(γ(t), τ, ξ, η) + z1(γ(t)))
)
+
(
p(t, y(t, τ, ξ, η) + z2(t), y(γ(t), τ, ξ, η) + z2(γ(t)))
q(t, y(t, τ, ξ, η) + z2(t), y(γ(t), τ, ξ, η) + z2(γ(t)))
)
+
(
−f(t, x(t, τ, ξ, η), x(γ(t), τ, ξ, η))− φ(t, y(t, τ, ξ, η), y(γ(t), τ, ξ, η))
−g(t, x(t, τ, ξ, η), x(γ(t), τ, ξ, η))− ψ(t, y(t, τ, ξ, η), y(γ(t), τ, ξ, η))
)
.
From
|h¯(t, z(t), z(γ(t)), (τ, ξ, η))| ≤ 2λ|z(t)|+ 2λ|z(γ(t))|+ 4δ,
|h¯(t, z(t), z(γ(t)), (τ, ξ, η))− h¯(t, z¯(t), z¯(γ(t)), (τ, ξ, η))|
≤ 2ω|z(t)− z¯(t)|+ 2ω|z(γ(t))− z¯(γ(t))|,
and Theorem 1, we get that system
z′(t) =W (t)z(t) +W0(t)z(γ(t)) + h¯(t, z(t), z(γ(t)), (τ, ξ, η)) (7.2)
has a unique bounded solution for fixed τ , ξ and η. We denote by
χ(t, (τ, ξ, η)) =
(
χ1(t, (τ, ξ, η))
χ2(t, (τ, ξ, η))
)
and |χ(t, (τ, ξ, η))| ≤ σ¯,
where χ1(t, (τ, ξ, η)) ∈ R
n1 and χ2(t, (τ, ξ, η)) ∈ R
n2.
For any t ∈ R, ξ ∈ Rn1 and η ∈ Rn2 , define
H¯(t, ξ, η) =
(
H¯1(t, ξ, η)
H¯2(t, ξ, η)
)
=
(
ξ + χ1(t, (t, ξ, η))
η + χ2(t, (t, ξ, η))
)
.
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Thus H¯(t, ξ, η) is continuous on R× Rn1+n2 and
∣∣∣∣H¯(t, ξ, η)−
(
ξ
η
)∣∣∣∣ ≤ σ¯.
Moreover,
H¯(t, x(t, τ, ξ, η), y(t, τ, ξ, η)) =
(
x(t, τ, ξ, η) + χ1(t, (t, x(t, τ, ξ, η), y(t, τ, ξ, η)))
y(t, τ, ξ, η) + χ2(t, (t, x(t, τ, ξ, η), y(t, τ, ξ, η)))
)
,
where χ(s, (t, x(t, τ, ξ, η), y(t, τ, ξ, η))) is the unique bounded solution of system
dz
ds
=W (s)z(s) +W0(s)z(γ(s)) + h¯(s, z(s), z(γ(s)), (t, x(t, τ, ξ, η), y(t, τ, ξ, η))).
From
x(s, (t, x(t, τ, ξ, η), y(t, τ, ξ, η))) = x(s, τ, ξ, η),
y(s, (t, x(t, τ, ξ, η), y(t, τ, ξ, η))) = y(s, τ, ξ, η),
we have
h¯(s, z(s), z(γ(s)), (t, x(t, τ, ξ, η), y(t, τ, ξ, η))) = h¯(s, z(s), z(γ(s)), (τ, ξ, η)).
Thus
χ(s, (t, x(t, τ, ξ, η), y(t, τ, ξ, η))) = χ(s, (τ, ξ, η)), ∀s ∈ R.
Taking s = t, we get
χ(t, (t, x(t, τ, ξ, η), y(t, τ, ξ, η))) = χ(t, (τ, ξ, η)).
Therefore, H¯(t, x(t, τ, ξ, η), y(t, τ, ξ, η)) =
(
x(t, τ, ξ, η) + χ1(t, (τ, ξ, η))
y(t, τ, ξ, η) + χ2(t, (τ, ξ, η))
)
.
We could check that H¯(t, x(t, τ, ξ, η), y(t, τ, ξ, η)) is a solution of system (7.1) and
|H¯(t, x(t, τ, ξ, η), y(t, τ, ξ, η))− (x(t, τ, ξ, η), y(t, τ, ξ, η))T| is bounded. Therefore H¯(t, x, y) sat-
isfies (i) and (ii).
Assume that K¯(t, x, y) =
(
K¯1(t, x, y)
K¯2(t, x, y)
)
satisfies (i) and (ii), too, where K¯1(t, x, y) ∈ R
n1
and K¯2(t, x, y) ∈ R
n2 . Since
(
x(t, τ, ξ, η)
y(t, τ, ξ, η)
)
is the solution of system (1.3), K¯(t, x(t, τ, ξ, η), y(t, τ, ξ, η))
is a solution of system (7.1).
Denote w(t) =
(
w1(t)
w2(t)
)
=
(
K¯1(t, x(t, τ, ξ, η), y(t, τ, ξ, η))− x(t, τ, ξ, η)
K¯2(t, x(t, τ, ξ, η), y(t, τ, ξ, η))− y(t, τ, ξ, η)
)
.
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From w′(t) = W (t)w(t) +W0(t)w(γ(t)) + h¯(t, w(t), w(γ(t)), (τ, ξ, η)), we have that w(t) is
a bounded solution of system (7.2). Therefore
w(t) = χ(t, (τ, ξ, η)).
Thus K¯(t, x(t, τ, ξ, η), y(t, τ, ξ, η)) =
(
x(t, τ, ξ, η) + χ1(t, (τ, ξ, η))
y(t, τ, ξ, η) + χ2(t, (τ, ξ, η))
)
.
Taking t = τ , we have
K¯(τ, ξ, η) =
(
ξ + χ1(τ, (τ, ξ, η))
η + χ2(τ, (τ, ξ, η))
)
= H¯(τ, ξ, η).
Thus H¯(t, x, y) is a unique function satisfying the conditions (i) and (ii). We complete the
proof. ✷
Lemma 7.2 System (1.7) is topologically conjugate to system (1.3).
Proof From Lemma 7.1, for any t ∈ R, x, x˜ ∈ Rn1 and y, y˜ ∈ Rn2, there exists a unique
function H˜(t, x, y) satisfies that
(i) There exists a constant σ1 > 0 such that
|H˜(t, x, y)− (x, y)T | ≤ σ1.
(ii) If
(
x(t)
y(t)
)
is a solution of system (1.3), then H(t, x(t), y(t)) is a solution of system (1.7).
Similarly, there exists a unique function L˜(t, x˜, y˜) satisfies that
(i) There exists a constant σ2 > 0 such that
|L˜(t, x˜, y˜)− (x˜, y˜)T | ≤ σ2.
(ii) If
(
x˜(t)
y˜(t)
)
is a solution of system (1.7), then L˜(t, x˜(t), y˜(t)) is a solution of system (1.3).
In what followings, we prove that L˜(t, H˜(t, x, y)) = (x, y)T and H˜(t, L˜(t, x, y)) = (x, y)T .
Denote J˜(t, x, y) = L˜(t, H˜(t, x, y)).
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If
(
x(t)
y(t)
)
is a solution of system (1.3), then H˜(t, x(t), y(t)) is a solution of system (1.7).
Thus L˜(t, H˜(t, x(t), y(t))) is a solution of system (1.3). By a simple calculation, we get
|J˜(t, x, y)− (x, y)T | ≤ |L˜(t, H˜(t, x, y))− H˜(t, x, y)|+ |H˜(t, x, y)− (x, y)T | ≤ σ1 + σ2.
Therefore J˜(t, x, y) is the unique function satisfying the conditions (i) and (ii) in Lemma 7.1
which transforms the solution of system (1.7) to those of itself.
In particular, taking p = φ and = ψ in system (7.1), then system (7.1) becomes system
(1.3). From system (1.3) to itself, for any t ∈ R, x ∈ Rn1, y ∈ Rn2, the function H¯(t, x, y) =(
x
y
)
satisfies the conditions (i) and (ii) in Lemma 7.1. Thus, for any t ∈ R, x ∈ Rn1 and
y ∈ Rn2,
J˜(t, x, y) = H¯(t, x, y) =
(
x
y
)
.
That is
L˜(t, H˜(t, x, y)) =
(
x
y
)
, ∀t ∈ R, x ∈ Rn1, y ∈ Rn2.
Applying Lemma 7.1 to system (7.1) with p = 0 and q = 0, we could prove that
H˜(t, L˜(t, x˜, y˜)) =
(
x˜
y˜
)
, ∀t ∈ R, x˜ ∈ Rn1, y˜ ∈ Rn2.
Therefore, for a fixed t, H˜−1(t, ·, ·) = L˜(t, ·, ·).
According to Lemma 5.4 and Remark 5.3, solutions of systems (7.1) and (1.3) are contin-
uous with respect to initial values.
Since both H˜(t, ·) and L˜(t, ·) are continuous, H˜(t, ·) and L˜(t, ·) are homeomorphisms of
R
n. Thus System (1.7) is topologically conjugate to system (1.3). The proof is complete. ✷
8 The proof of Theorem 2
From Lemmas 6.12 and 7.2, we have that H(t, ·) ◦ H˜(t, ·) and L˜(t, ·) ◦ L(t, ·) are homeomor-
phisms of Rn and
(
H(t, ·) ◦ H˜(t, ·)
)−1
= L˜(t, ·) ◦ L(t, ·). Moreover, H(t, ·) ◦ H˜(t, ·) sends the
solutions of system (1.4) onto those of system (1.3) and L˜(t, ·) ◦ L(t, ·) sends the solutions of
system (1.3) onto those of system (1.4). It is easy to see that |H(t, ·) ◦ H˜(t, (x, y)T )− (x, y)T |
and |L˜(t, ·) ◦L(t, (x, y)T )− (x, y)T | are bounded. Therefore system (1.3) and system (1.4) are
topologically conjugated. ✷
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