We calculate the rank and idempotent rank of the semigroup E (X, P) generated by the idempotents of the semigroup T (X, P), which consists of all transformations of the finite set X preserving a non-uniform partition P. We also classify and enumerate the idempotent generating sets of this minimal possible size. This extends results of the first two authors in the uniform case.
the rank and idempotent rank are equal unless P has exactly two blocks of size 1 (and at least one other block)); and the classification and enumeration of all idempotent generating sets of the minimal possible size (Proposition 3.15 and Theorem 3.17).
Preliminaries
In this section, we state a number of results we will need concerning T X and T (X, P) for uniform P. For the remainder of the article, we fix a finite set X. The group of units of T X is the symmetric group S X , which consists of all permutations of X (i.e., all bijections X → X). Denote by E X = E(T X ) the idempotent generated subsemigroup of T X . We generally denote the identity element of any monoid by 1; in particular, 1 ∈ T X denotes the identity map on X, which we also sometimes write as id X . If x, y ∈ X and x = y, then we write e xy ∈ T X for the transformation defined by ze xy =
x if z = y z if z ∈ X \ {y}.
It is clear that e xy ∈ E(T X ) for all x, y. We write D X = {e xy : x, y ∈ X, x = y}. The next result collects several facts from [4] [5] [6] . We always interpret a binomial coefficient m n to be 0 if m < n.
Theorem 2.1. Let X be a finite set with |X| = n ≥ 0. Then
Further, rank(E X ) = idrank(E X ) = ρ n , where ρ 2 = 2 and ρ n = n 2 if n = 2. ✷
The minimal idempotent generating sets of E X were characterised in [6] in terms of strongly connected tournaments. Such tournaments were enumerated in [7] , and it was shown in [3] that any idempotent generating set for E X contains one of minimal size.
Theorem 2.2. Let X be a finite set with |X| = n ≥ 0. Then any idempotent generating set for E X = E(T X ) contains an idempotent generating set of minimal possible size. The number of minimal idempotent generating sets for E X is equal to σ n , where σ 2 = 1 and σ n = w n for n = 2, and where the numbers w n satisfy the recurrence w 0 = 1, w n = F n − n−1 s=1 n s w s F n−s for n ≥ 1, where F n = 2 ( n 2 ) = 2 n(n−1)/2 . ✷
The following analogues of Theorems 2.1 and 2.2 were proved in [3] .
Theorem 2.3. Let S = E(X, P), where P is a uniform partition of the finite set X into m ≥ 0 blocks of size n ≥ 1. Then rank(S) = idrank(S) = ρ mn , where ρ 21 = 2 and ρ mn = mρ n + n! w sl F n−s,k−l for n ≥ 1,
Remark 2.5. It might seem odd to include the m = 0 case (when X = ∅) in the previous two results, but these will be useful for stating and proving later results such as Theorems 3.16 and 3.17.
The semigroup E(X, P)
For a non-negative integer k, we write [k] = {1, . . . , k}, which we interpret to be empty if k = 0. We write T k = T [k] , and similarly for S k , E k , D k . Denote by T (k, l) the set of all functions
The image, rank and kernel of a function f : A → B are defined by
for all functions f : A → B and g : B → C.
Recall that X is a fixed finite set. We also fix a non-uniform partition P = {C 1 , . . . , C m } of X. We will write n i = |C i | for each i and assume that n 1 ≥ · · · ≥ n m . We write n = |X| = n 1 + · · · + n m . For convenience, we assume that
We now define some parameters associated to the partition P that will make statements of results cleaner (see especially Theorems 3.16 and 3.17). For i ∈ [n], define the sets
and put µ i = |M i | and ν i = |N i |. In particular, µ i is the number of blocks of P of size i. As an example, if n = 22, m = 8 and (n 1 , . . . , n 8 ) = (5, 5, 3, 2, 2, 2, 2, 1), then the values of µ i , ν i are as follows: Let f ∈ T (X, P). There is a transformation f ∈ T m such that, for all i
The transformation f ∈ T (X, P) is uniquely determined by f 1 , . . . , f m , f , and we will write f = [f 1 , . . . , f m ; f ]. The product in T (X, P) may easily be described in terms of this notation. Indeed, if f, g ∈ T (X, P),
) for all f, g ∈ T (X, P) and i ∈ [m]. When P is uniform, each f i belongs to T (n, n) = T n (where n is the common size of each block of P), and T (X, P) is a wreath product T n ≀ T m , as noted in [2] .
There is a useful way to picture a transformation f = [f 1 , . . . , f m ; f ] ∈ T (X, P). For example, with m = 5, and f = ( 1 2 3 4 5 2 2 4 2 5 ) ∈ T 5 , the transformation Figure 1 . (Note that these diagrams are not supposed to imply that the sets C 1 , . . . , C m have the same size.) This diagrammatic representation allows for easy
Figure 1: Diagrammatic representation of an element of T (X, P).
visualisation of the multiplication. For example, if f is as above, and if g = [g 1 , g 2 , g 3 , g 4 , g 5 ; g] where g = ( 1 2 3 4 5 1 3 1 4 4 ), then the product f g = [f 1 g 2 , f 2 g 2 , f 3 g 4 , f 4 g 2 , f 5 g 5 ; f g] may be calculated as in Figure 2 . Such diagrammatic methods may be used to verify various equations; an example is given in the proof of Proposition 3.3 (see Figure 4 ), but the rest are left to the reader.
The next result was proved in [3, Proposition 3.1] in the context of uniform partitions, but the argument works unmodified in the non-uniform case.
Proposition 3.1. A transformation f ∈ T (X, P) is an idempotent if and only if
Figure 2: Diagrammatic calculation of a product in T (X, P).
A formula for |E(T (X, P))| was also given in [3, Proposition 3.1] in the uniform case. That formula seems impossible to extend to the non-uniform case, but we may give a recurrence analogous to that of [3, Proposition 3.2] . For a subset A ⊆ [m], write X A = a∈A C a and P A = {C a : a ∈ A}. So P A is a partition of X A (which is empty if A is empty).
where the outer sum is over all A ⊆ [m] with 1 ∈ A, and we write
Proof. The statement for X empty is clear, so suppose X is non-empty. An idempotent f ∈ E(T (X, P)) is uniquely determined by:
(ii) the element a = 1f ∈ A (note that 1f ∈ A as f is an idempotent), (iii) the image im(f a ), say of size l ∈ [n a ] -there are na l choices for these points, each of which are mapped identically by f a , (iv) the images under f of the elements of b∈A C b \ {a} × im(f a ) , which must all be in {a} × im(f a ) -there are l nA−l choices for these images, and then finally (v) the restriction of f to X A c = i∈A c C i -this restriction belongs to E(T (X A c , P A c )), which has size e(X A c , P A c ).
Multiplying these values and summing over relevant A, a, l gives the desired result. ✷
We now move on to study the idempotent generated subsemigroup E(X, P) = E(T (X, P)) of T (X, P). For simplicity, we will write E = E(T (X, P)) and S = E(X, P) = E .
As in Section 2, for k ≥ 2 and i, j ∈ [k] with i = j, we write e ij ∈ T k for the idempotent transformation defined by
Note that k (the size of the set on which e ij acts) depends on the context. For non-negative integers k, l, we write Inj(k, l) (resp., Surj(k, l)) for the set of all injective (resp., surjective) functions
In what follows, certain special idempotents from E will play a crucial role. For i, j ∈ [m] with i = j and for any f ∈ Inj(n j , n i ) or Surj(n j , n i ), as appropriate, we write
where f is in the jth position. Note that here e ij = e ij;f refers to the idempotent e ij ∈ T m . The transformations e ij;f trivially satisfy conditions (i-iii) of Proposition 3.1, so e ij;f ∈ E. If k ∈ [m] and g ∈ T n k , we will write
, where g is in the kth position. For example, with m = 5, the transformations e 42;f and g (2) are pictured in Figure 3 . For any k ∈ [m], and for any subset U ⊆ T n k , we write
is a subsemigroup of T (X, P) and is isomorphic to U . Note that the kth coordinate of e
Figure 3: Diagrammatic representation of e 42;f (left) and g (2) (right) from T (X, P) with m = 5.
Proposition 3.3. The semigroup S = E(X, P) is generated by G 1 ∪ G 2 , where
Proof. Since the elements of
So it suffices to show that
, and write
Without loss of generality, suppose Ag = a k . By Proposition 3.1 and Theorem 2.1, we have g a k ∈ E(T na k ) ⊆ D na k , and it quickly follows that g
Let e j ∈ E(T na j ) be such that ker(e j ) = ker(g aj ), and let h j ∈ Inj(n aj , n a k ) ∪ Surj(n aj , n a k ) be any injective or surjective (as appropriate) map that extends the map h Figure 4 , we show that
(In the diagram, we only picture the action of the transformations on X A = C a1 ∪ · · · ∪ C a k , and the pictured ordering of the blocks is not meant to imply that a 1 < · · · < a k .) Again, each e (aj ) j belongs to G 1 , and clearly each e a k aj ;hj belongs to G 2 . This completes the proof. ✷ e 1 e k−1 ga k
; see the proof of Proposition 3.3 for more details.
Our next task is to calculate rank(S) and idrank(S). In order to do this, we will show that the generating set Recall that
ni , which consists of all maps [1, . . . , 1, f, 1, . . . , 1; 1] ∈ T (X, P) with f ∈ E ni in the ith position, is a subsemigroup of S isomorphic to E ni . The proof of [3, Lemma 4.3] is easily adapted to show the following.
ni is an ideal of S. Consequently, any generating set for S contains a generating set for
We will frequently make use of this fact. The next simple result describes the preimage of 1 ∈ T m under the above map.
Proof. Lemma 3.6. Let 1 ≤ i < j ≤ m and f ∈ Inj(n j , n i ), and suppose e ij;f = gh where g, h ∈ S and g = 1. Then
Consequently, any generating set for S contains such an element g for each such i, j, f . Further, if g is an idempotent, then
. Since each g r h rg is injective (equal to either 1 or f ), it follows that each g r is injective, establishing (ii). If g = 1, then g r ∈ E nr for each r by Lemma 3.5; but the only injective element of E nr is the identity element 1, so g r = 1 for all r, giving g = [1, . . . , 1; 1] = 1, a contradiction. So g = 1, whence g ∈ T m \ S m . But then ∆ = ker(g) ⊆ ker(gh) = ker(e ij ) = ε ij , so that ker(g) = ε ij , giving (i). Put k = ig = jg.
Next we claim that n k = n i . Indeed, suppose this was not the case. Since g i ∈ Inj(n i , n k ), we have n i ≤ n k , so we must in fact have
\ {k}, and since s < i < j, it follows that there exists r ∈ L = [s] such that rg > s. But then g r ∈ T (n r , n rg ) with n rg ≤ n i < n r , contradicting the fact that g r is injective. This completes the proof of the claim.
In particular, it follows that
, completing the proof of (iii).
Next, suppose G is an arbitrary generating set for S. By considering an expression
Finally, suppose g is an idempotent. Since g ∈ E(T m ) by Proposition 3.1, and since ker(g) = ε ij , it follows that g = e ij or g = e ji . Suppose first that g = e ij . Proposition 3.1 also gives g r ∈ E(T nr ) for each r ∈ im(g) = [m] \ {j}; but each g r is injective, so it follows that g r = 1 if r = j. We also have f = g j g
= g j , giving g = e ij;f . Next suppose g = e ji . In particular, n i = n j as g i ∈ Inj(n i , n j ) and n i ≥ n j . Again, we have g r = 1 for all r ∈ [m] \ {i}, and this time we have f = g j g
, which gives g i = f −1 , and g = e ji;f −1 . This completes the proof. ✷ Let i, j ∈ [m] with n i > n j . As a consequence of the previous result, we see that any idempotent generating set G for S contains all of {e ik;f : k ∈ [m], n k = n j , f ∈ Inj(n j , n i )}. It might be tempting to guess that G must also contain all of {e ki;f : k ∈ [m], n k = n j , f ∈ Surj(n i , n j )}. But this is far from the case. In fact, G need only contain a single element of the latter set, as we show in Lemma 3.8 and Proposition 3.15, the proof of which requires the next technical result (which will also be useful elsewhere).
Proof
Since L ⊆ im(g l ) and g l ∈ E for each l ∈ [k], it follows from Proposition 3.1 that
be such that n i > n j , and let f ∈ Surj(n i , n j ). Suppose e ji;f = g 1 · · · g r where
Consequently, any generating set for S contains such an element h for each such i, j. Further, if h is an idempotent, then h = e ki;f ′ for some k ∈ [m] with n k = n j and some f ′ ∈ Surj(n i , n j ).
Proof. First note that
Next, suppose (ii) does not hold. First note that
acts as the identity on L and i ∈ L. So, since we are assuming that |C i h| = n j , we must have |C i h| > n j . A similar calculation shows that n q ≤ |C q h| for any q ∈ L \ {i}. In particular, together with the assumption that
This completes the proof of (ii).
Next, let q ∈ L \ {i} be arbitrary. We have already seen that |C q h| ≥ n q . But we also trivially have |C q h| ≤ |C q | = n q , whence h| Cq is injective, and (iii) holds. As in the proof of Lemma 3.6, the statement about the generating set G follows quickly.
Finally, suppose h is an idempotent. Since h ∈ E(T m ) and rank(h) = m − 1, it follows that h = e ab for some a, b ∈ [m] with a = b.
We observe that b = i. Indeed, if this was not the case, then we would have |C b h| ≤ |C a | = n a < n b , contradicting the fact that h q is injective for all q ∈ L\{i}. In particular, h = e ai . So h maps C i into C a , which gives n j = |C i h| ≤ |C a | = n a . But also n a ≤ n j since a ∈ [m] \ L, so it follows that n a = n j . So far we know that
Since we know that h maps C i into C a and |C i h| = n j = |C a |, it follows that h i ∈ Surj(n i , n j ). We wish to show that h = e ai;hi . This will complete the proof of the lemma (with k = a and f ′ = h i ). It remains to show that h q = 1 for all q ∈ [m] \ {i}. In fact, since h is an idempotent, and since im(h) = im(e ai ) = [m] \ {i}, we already know that h q ∈ E(T nq ) for all q ∈ [m] \ {i}, so it suffices to show that each such h q is injective. We already know this is the case for q ∈ L \ {i}. We also know that C a = C i h ⊆ C a h by Proposition 3.1(iii), so it follows that h a is surjective. But all surjective transformations of a finite set are injective, so it follows that h a is injective. It remains to establish the injectivity of each h q with q ∈ [m] \ (L ∪ {a}). To do this, we must consider two separate cases. To simplify notation, put u = g 1 · · · g l−1 and v = g l · · · g r , and write u = [u 1 , . . . , u m ; u] and v = [v 1 , . . . , v m ; v]. Since e ji;f = uv = [u 1 v 1u , . . . , u m v mu ; u v], it follows that u q is injective for all q ∈ [m] \ {i}. Similarly, u q h qu is injective for all such q. Case 1. Suppose first that u = 1. Then u q ∈ E nq for each q ∈ [m]. Since u q is injective for each q ∈ [m] \ {i}, it follows that u q = 1 for each such q. So
In particular, for any q ∈ [m] \ {i}, h q = u q h q = u q h qu is injective, as noted above. This completes the proof in this case.
Case 2. Finally, suppose u = 1. So u ∈ T m \ S m . Since ε ij = ker(e ji ) = ker(u v) ⊇ ker(u) = ∆, it follows that ker(u) = ε ij . We claim that a ∈ im(u). Indeed, suppose this was not the case, so a = cu for some c
Since |C a | = n j = |C j |, it follows that |Y | = |Z|. Since u maps Q \ {j} bijectively onto Q \ {a}, and since u p is injective for all p ∈ Q, it follows that u p is bijective for each p ∈ Q \ {j}. Now let q ∈ Q \ {a} be arbitrary.
, the proof of the lemma will be complete if we can show that h q is injective. Put
Since u p h q is injective, and since u p is bijective, it follows that h q is injective. As noted above, this completes the proof of the lemma. ✷
We are now able to give a lower bound for rank(S). The next result is stated in terms of the parameters µ i , ν i , ρ i introduced at the beginning of this section and in Theorem 2.1.
Corollary 3.9. We have rank(S) ≥ ρ, where
Proof. Let G be an arbitrary generating set for S. By Lemma 3.4, G contains a generating set for E (r)
nr for each r ∈ [m]. These are pairwise disjoint, and each has size at least rank(E nr ) = ρ nr , so G contains at least
transformations coming from these generating sets of E
Next, fix some i ∈ [n] with µ i ≥ 2. Lemma 3.6 tells us that for each p, q ∈ M i with p < q, and for each f ∈ S i , G contains some transformation g such that
. . , g m are injective, (iii) g p ∈ S i and g q g
(For future reference, we note that if this g is an idempotent, then Lemma 3.6 gives g = e ij;f or e ji;f −1 .) There are µi 2 such p, q, and there are i! such f . Summing over all appropriate i, and noting that
transformations of this type.
Next, suppose 1 ≤ p < q ≤ m are such that n p > n q . Let f ∈ Inj(n q , n p ) be arbitrary. Lemma 3.6 tells us that G must contain a transformation g such that
. . , g m are injective, (iii) g p ∈ S np and g q g
There are | Inj(n q , n p )| = n p !/(n p − n q )! such transformations. For 1 ≤ i < j ≤ n, there are µ i µ j choices of 1 ≤ p < q ≤ m with j = n p and i = n q , so G contains at least
Finally, let i ∈ [n] be such that µ i = 0, and suppose p ∈ [m] is such that n p = i. Let L = {q ∈ [m] : n q ≥ i}. If 1 ≤ j < i is such that µ j = 0, then Lemma 3.8 says that G must contain some transformation g such that
There are µ i such p, and ν i such j. So G contains at least
transformations of this type. Finally, adding equations (3.9.1-3.9.4) shows that |G| ≥ ρ. Since G is an arbitrary generating set, the result follows. ✷
We show below that this lower bound for rank(S) is precise (see Theorem 3.16). In fact, we will also show that idrank(S) = rank(S) apart from the special case in which µ 1 = 2. In order to deal with that case, we need Lemma 3.13 below, which will also be useful when we later classify and enumerate the minimal idempotent generating sets for S (Theorem 3.17). But first we need a number of technical results.
: n q = i}. Let X i = q∈Mi C q , and put
The reader should not confuse S i with S i , the symmetric group on [i]. Let P i = {C q : q ∈ M i }. So P i is a uniform partition of X i into µ i blocks of size i. We aim to show that S i is isomorphic to E(X i , P i ), the idempotent generated subsemigroup of T (X i , P i ). The following was proved in [3, Proposition 4.1].
Proposition 3.10. Let i ∈ [n] and write
M i = {q 1 , . . . , q µi }. Then f = [f q1 , . . . , f qµ i ; f ] ∈ T (X i , P i ) belongs to E(X i , P i ) if
and only if one of the following holds:
Proof. There is an obvious embedding φ :
So E(X i , P i ) is isomorphic to its image, T = E(X i , P i )φ. It remains to show that S i = T . Clearly, T ⊆ S i . Conversely, suppose f ∈ S i , and put g = f | Xi ∈ T (X i , P i ). Obviously, f = gφ, so it suffices to prove that g ∈ E(X i , P i ). But this follows quickly from Lemma 3.5 and Proposition 3.10. ✷ Next, we aim to show that any idempotent generating set for S must contain a generating set for each S i . To do this, we require the next technical result.
Lemma 3.12. Let r ∈ [n] with µ r = 0, and let h ∈ S be such that rank(h) = m − 1, M r h ⊆ M r , |M r h| = µ r − 1, and h q is injective for all q ∈ [m]. Suppose also that g ∈ E \ S r is such that rank(hg) = m − 1 and (hg) q is injective for
Proof. It is clear that (hg)| Xr = h| Xr follows from g| Y = id Y , so we just prove the latter. By assumption, we have M r h = M r \ {a} for some a ∈ M r . Note that m − 1 = rank(hg) ≤ rank(g) ≤ m. We now break up the proof into cases, according to whether rank(g) = m or m − 1.
Case 1. Suppose first that rank(g) = m. So g = 1 and g q ∈ E(T nq ) for all q ∈ [m]. Let q ∈ M r \ {a}, and suppose q = ph where p ∈ M r . Then (hg) p = h p g ph = h p g q . But h p and (hg) p are injective, by assumption. Since ph = q ∈ M r , it follows that h p ∈ S r , so in fact g q = h −1 p (hg) p is injective. Since also g q ∈ E(T r ), as noted above, we conclude that g q = 1. Since this is true for all q ∈ M r \ {a}, and since g = 1, it follows that g| Y = id Y , as desired.
Case 2. Suppose now that rank(g) = m − 1. Since g ∈ E, we must have g = e bc for some b, c ∈ [m] with b = c. Since rank(hg) = rank(h) = m − 1, we cannot have both b, c ∈ im(h). We also have g q ∈ E(T nq ) for all q ∈ im(g) = [m] \ {c}. We now consider two subcases, according to whether a belongs to im(h) or not.
Subcase 2.1. Suppose first that a ∈ im(h). Since b, c do not both belong to im(h), we must have either b = a or c = a. Suppose first that c = a. Note that g| Mr \{a} = id Mr\{a} and g q ∈ E(T r ) for all q ∈ M r \ {a} so, as in Case 1, we conclude that g q = 1 for all such q, and therefore, g| Y = id Y . Now suppose b = a. If c ∈ M r , then again g| Mr \{a} = id Mr\{a} and g q ∈ E(T r ) for all q ∈ M r \ {a}, and the proof concludes as above. So suppose c ∈ M r .
In
Since (gh) p = h p g q is injective, it follows that g q is injective. But also g q ∈ E(T nq ) for all such q, giving g q = 1 for
\Mr , we would have g ∈ S r , a contradiction. This completes the proof in Subcase 2.1.
Subcase 2.2. Finally, suppose a ∈ im(h). As before, if c ∈ M r \ {a}, then g| Y = id Y quickly follows. So suppose c ∈ M r \ {a}. Actually, we will show that this is impossible. In particular, c ∈ im(h), so b ∈ im(h). Next we claim that n b < r. Indeed, suppose this is not the case. Note first that b ∈ im(h) implies n b = r, since M r ⊆ im(h). So we must have n b > r. Then some q ∈ [m] with n q > r is mapped by h to some p ∈ [m] with n p ≤ r < n q . But then |C q h| ≤ |C p | < |C q |, contradicting the fact that h q is injective. This completes the proof of the claim that n b < r. But now let q ∈ M r be such that qh = c. Then |C q hg| ≤ |C c g| ≤ |C b | = n b < r = |C q |, contradicting the assumption that (hg) q is injective. This completes the proof. ✷ Lemma 3.13. Let U be an arbitrary idempotent generating set for S and let r ∈ [n]. Then U ∩ S r is a generating set for S r .
Proof. If µ r = 0, then S r = {1} = ∅ , and the result is trivially true. So suppose µ r ≥ 1, and write U r = U ∩ S r . By Lemma 3.11 and [3, Corollary 4.2], S r is generated by all elements of the form (a) e (k) ij for i, j ∈ [r] with i = j and all k ∈ M r , and (b) e ij;f for i, j ∈ M r with i = j and all f ∈ S r .
So it suffices to show that U r contains each element of type (a) and (b). Now, for each k ∈ M r , U contains a generating set V for E (k)
by Lemma 3.4, and we clearly have V ⊆ U r . In particular, U r contains all elements of type (a). So now fix f ∈ S r and i, j ∈ M r with i = j. Consider an expression e ij;f = g 1 · · · g k , where
By Lemma 3.6, h 1 = g 1 = e ij;f or e ji;f −1 , so the claim is true for p = 1. Now suppose (i-iv) all hold for some 1 ≤ p < k. Since e ij;f = h p+1 g p+2 · · · g k , it is clear that each h p+1,q is injective, so (i) holds. Next, note that m − 1 = rank(g 1 ) ≤ rank(h p+1 ) ≤ rank(e ij ) = m − 1, giving (ii). Next, we have |M r h p+1 | ≤ |M r g 1 | = µ r − 1. But rank(h p+1 ) = m − 1, so |Ah p+1 | ≥ |A| − 1 for any subset A ⊆ [m], and (iv) follows. For (iii), note that the induction hypothesis gives M r h p ⊆ M r . If g p+1 ∈ S r , then M r g p+1 ⊆ M r by definition, so M r h p+1 = M r h p g p+1 ⊆ M r . If g p+1 ∈ S r , then all the conditions of Lemma 3.12 are satisfied (with h = h p and g = g p+1 ). We conclude then that
This completes the proof of the inductive step and, hence, of the claim. Now suppose p ∈ [k] is such that g p ∈ S r . In particular, p ≥ 2 (since g 1 ∈ S r , as noted above). By the above claim (and as noted in its proof), the conditions of Lemma 3.12 are satisfied (for h = h p−1 and g = g p ), so we conclude that
: g p ∈ U r }, and Q = {p 1 , . . . , p s } where s = k − l and p 1 < · · · < p s , then
But also e ij;f | X\Xr = id X\Xr = (g q1 · · · g q l )| X\Xr , so it follows that e ij;f = g q1 · · · g q l ∈ U r , completing the proof. ✷ Corollary 3.14. If µ 1 = 2, then idrank(S) ≥ ρ + 1, where ρ is defined in Corollary 3.9.
Proof. Let G be an arbitrary idempotent generating set for S. By Lemma 3.13, G contains a generating set U i for
elements from these generating sets of S 1 , . . . , S n . By the last two paragraphs of the proof of Corollary 3.9, G contains an additional 
is a generating set for S, where
Proof. By Proposition 3.3, it suffices to prove that
ij with k ∈ [m], i, j ∈ [n k ] and i = j, and (ii) each e ij;f with i, j ∈ [m], i = j, n i = n j and f ∈ S ni .
Since W 1 ⊆ U , it remains to show that U contains (iii) each e ji;f with i, j ∈ [m], n i > n j and f ∈ Surj(n i , n j ).
Let i, j, f be as in (iii). Let k ∈ J i be such that n k = n j , and for simplicity, put g = f ik . So e ki;g ∈ U . Write f = A1 ··· An j 1 ··· nj
In particular, if k = j, then we have shown that e ji;f = e ki;f ∈ U . So suppose k = j. Now choose a 1 , . . . , a nj so that a q ∈ A q for each q.
Note that e ij;d ∈ W 1 ⊆ U , and that e jk;1 ∈ U as shown above, since n j = n k . It is clear that df = 1 ∈ S nj , and one may then easily check that e ji;f = (e ij;d e jk;1 e ki;f ) 2 ∈ U , completing the proof. ✷
We are now ready to prove the two main results of the paper. Again, these are stated in terms of the parameters µ i , ν i , ρ i introduced at the beginning of this section and in Theorem 2.1. Proof. Let U = U 1 ∪ · · · ∪ U n ∪ W 1 ∪ W 2 be an idempotent generating set as described in Proposition 3.15, with U 1 , . . . , U n of minimal size. As in the proof of Corollary 3.9,
As in the proof of Corollary 3.14,
unless µ 1 = 2, in which case we must add 1 to the right hand side of this last expression. Adding these values, we conclude that
Combined with Corollaries 3.9 and 3.14, and noting that U ⊆ E, this shows that rank(S) = idrank(S) = ρ if µ 1 = 2, and also that idrank(S) = ρ + 1 if µ 1 = 2. To complete the proof, it suffices to prove that S = V for some V ⊆ S with |S| = ρ if µ 1 = 2. For the remainder of the proof, we assume that µ 1 = 2.
We have already seen that S = U and |U | = ρ + 1. Also, since there is a unique generating set of size 2 for S 1 ∼ = E(X 1 , P 1 ) ∼ = E 2 , namely U 1 = {f, g} where f = e m−1,m;1 and g = e m,m−1;1 , we see that U must contain both f and g. Let h ∈ Inj(1, n 1 ) = Inj(n m , n 1 ) be arbitrary, and put e = e 1m;h . So e ∈ W 1 ⊆ U . It is easy to check that e = (eg)f and g = f (eg). It follows that e, f, g = eg, f and so S = V , where V = (U \ {e, g}) ∪ {eg}. Since |V | = ρ, this completes the proof. ✷
For the statement of the next result, by "minimal idempotent generating set" we mean an idempotent generating set that has the smallest possible size. Proof. Let U be an arbitrary idempotent generating set for S. By Lemma 3.13, U contains an idempotent generating set U r of S r for each r ∈ [n]. By Theorem 2.4, each U r contains an idempotent generating set V r of minimal size. As in the proof of Corollary 3.9, U must contain the sets W 1 = {e ij;f : 1 ≤ i < j ≤ m, n i > n j , f ∈ Inj(n j , n i )} and W 2 = {e ji;fij : i ∈ [m], j ∈ J i }, for some choice of sets J i and functions f ij ∈ Surj(n i , n j ). The set V 1 ∪ · · · ∪ V n ∪ W 1 ∪ W 2 ⊆ U has size idrank(S), as stated in Theorem 3.16, and is a generating set for S by Proposition 3.15. This completes the proof of (i).
If U is an arbitrary idempotent generating set of minimal possible size, then we must in fact have U = V 1 ∪ · · · ∪ V n ∪ W 1 ∪ W 2 (in the above notation), proving (ii). For each i ∈ [n], we may choose V i in σ µi,i ways. To specify W 2 , for each k ∈ M j where j ∈ [n] is such that µ j = 0, and for each i ∈ [n] with i < j and µ i = 0, we must choose some e kl;f where l ∈ M i and f ∈ Surj(j, i). There are µ j such k, µ i such l, and | Surj(j, i)| = S(j, i)i! such f . Multiplying these values as appropriate gives (iii). ✷
