Abstract. We show that the following problem is NP-complete. Given a graph, find the minimum number of edges (fill-in) whose addition makes the graph chordal. This problem arises in the solution of sparse symmetric positive definite systems of linear equations by Gaussian elimination.
1. Introduction and terminology. A graph is a pair G (N, E), where N is a finite set of nodes and E, a set of unordered pairs (u, v) of distinct nodes, is a set of edges. Two nodes u and v are adjacent if (u, v) _ _ _ N of nodes from G, is (N-S). A graph G (N, E) is bipartite if N can be partitioned into two sets P, Q of independent nodes; we will write the bipartite graph as (P, Q, E). The bipartite graph (P, Q, E) is a chain graph if the neighborhoods of the nodes in P form a chain; i.e., there is a bijection 7r" {1, 2," , IPI}<-->P (an ordering of P) such that F(Tr(1))F(Tr(2))__.
___F(r(le[))
. It is easy to see [Y] that then the neighborhoods of the nodes in Q form also a chain, and thus the definition is unambiguous.
A graph is chordal (or triangulated) that are added when we eliminate 7r(1) from G, then eliminate r(2) from the resulting graph, 7r(3) from the new graph, etc. The ordering 7r is a perfect elimination ordering if F(r) 3. Chordal graphs come into the picture because of the following two properties [R] . (1) In this paper we examine the problem of finding an elimination ordering which produces a minimum fill-in, or equivalently, finding the minimum set of edges whose addition renders the graph chordal. We shall show that this problem is NP-complete.
(For an exposition of NP-completeness see [GJ] .) The NP-completeness of the minimum fill-in problem was conjectured in [RTL] and [RT] , but a proof had not been found, and it is one of the open problems in [GJ] . The version of the problem on directed graphs was shown to be NP-complete in [RT] .
2. The reduction. We will make use of chain graphs. Two edges (u, v) , (x, y) are said to be independent in a graph G if the nodes u, v, x, y are distinct and the subgraph of G induced by them consists of exactly these two edges. The following lemma from [Y] Also, since F(rr(p)) F(v) for every v e P, all nodes of P are adjacent to all nodes of F(rr(p)). Therefore (F'(zr(p))) is a clique, and zr(p) is a simplicial node of C(G). U LEMMA 3. It is NP-complete to find the minimum number of edges whose addition to a bipartite graph G (P, Q, E) gives a chain graph.
Proof. The reduction is from the Optimal Linear Arrangement Problem. A linear arrangement of a graph G (N, E) is an ordering rr of N. For an edge e (u, v) of G, let t(e, r)=lrr-(u)-r-(v)l. The cost c(rr) of the linear arrangement r is c(rr)= eE (e, Ti'). The optimal linear arrangement problem is to decide, given a graph G and an integer k, whether there exists a linear arrangement rr of G with cost c(rr) -<-k. This problem was shown to be NP-complete in [GJS] .
Let (G (N, E); k) be an instance of the optimal linear arrangement problem. We construct a bipartite graph G'= (P, Q, E') as follows. P has one node for every node of G (i.e., P N); Q has two nodes el, e2 for every edge e of G, and a set R (v) ) is an edge of G, then the nodes el, e2 that correspond to e are adjacent to u and v. The nodes in R (v) are adjacent to v. In Fig. 1 we show an example of this construction. Let l(G) be the minimum cost of a linear arrangement of G, and h(G') the minimum number of edges whose addition to G' gives a chain graph. We claim that n2(n-1)
where n, rn are respectively the numbers of nodes and edges of G. Thus, l(G)<-k iff h(G')<-_k +(n2(n-1)/2)-2rn.
First observe that an ordering zr of N specifies uniquely a minimal set H(Tr) of edges whose addition makes G' a chain graph with the neighborhoods of the nodes in P(=N) ordered according to r. For every node x in (2, let tr(x)= max {il(x, zr(i)) E'}. Then H(zr) {(x, zr (/'))Ix (2, ] < tr(x)}-E'. Conversely, suppose that F is a set of edges such that G'(F) ( 
