Hyperbolic conormal spaces and semilinear wave equation  by Fang, Daoyuan et al.
J. Math. Pures Appl. 83 (2004) 699–737
www.elsevier.com/locate/matpur
Hyperbolic conormal spaces and
semilinear wave equation
Daoyuan Fang a,∗,1, Gilles Laschon b, Alain Piriou c, J.P. Varenne c
a Department of Mathematics, Zhejiang University, Hangzhou 310027, PR China
b IUT d’Orsay, Université Paris Sud, plateau du Moulon, 91400 Orsay, France
c Laboratoire J.A. Dieudonné, Université de Nice–Sophia–Antipolis, UMR n◦ 6621 du CNRS, parc Valrose,
06108 Nice cedex, France
Received 8 October 2003
Abstract
We consider the Cauchy problem for the semilinear wave equation. The Cauchy data are assumed
to be conormal with respect to a point, and the source term is polynomial with respect to the solution
and its first derivatives. Thanks to the study of multiplicative properties of some refined hyperbolic
conormal space, we improve the known results about the nonlinear type singularities of the solution.
We have a similar result for the propagation from the past of conormality with respect to the light
cone.
 2004 Elsevier SAS. All rights reserved.
Résumé
On considère le problème de Cauchy pour l’équation des ondes semi-linéaire à données de
Cauchy conormales par rapport à un point, et à terme source polynomial par rapport à la solution
et à ses dérivées premières. Grâce à l’étude des propriétés multiplicatives d’espaces conormaux
hyperboliques précisés, on améliore les résultats connus sur la taille des singularités de type non-
linéaire de la solution. On a un résultat analogue pour la propagation à partir du passé de la
conormalité par rapport au cône de lumière.
 2004 Elsevier SAS. All rights reserved.
Keywords: Hyperbolic conormal space; Semilinear wave equation; Nonlinear type singularities
* Corresponding author.
E-mail addresses: dyf@zju.edu.cn (D. Fang), gilles.laschon@iut-orsay.fr (G. Laschon),
piriou@math.unice.fr (A. Piriou), varenne@math.unice.fr (J.P. Varenne).
1 The author was supported by NSFC 10271108.
0021-7824/$ – see front matter  2004 Elsevier SAS. All rights reserved.
doi:10.1016/j.matpur.2003.11.001
700 D. Fang et al. / J. Math. Pures Appl. 83 (2004) 699–737
1. IntroductionWe consider the semilinear Cauchy problem:{
∂2u
∂t2
−∑nj=1 ∂2u∂x2j = f (t, x,u,∇u),
u|t=0 = g0, ∂tu|t=0 = g1,
(1.1)
where t ∈ R, x = (x1, . . . , xn) ∈ Rn, n  2, f is a smooth function, the Cauchy data




n, {O}), j = 0,1. (1.2)
Recall (see L. Hörmander [5]) that I−s−n/4+j (Rn, {O}) is the space of all distributions u
belonging to the Besov space ∞Hs−jloc (Rn) such that L1 · · ·LNu ∈ ∞Hs−jloc (Rn), for all N
and all smooth vector fields Lj in Rn tangential to {O}, that is vanishing at {O}.




n, {O})= ∞Hs−j (Rn+1, {O}). (1.3)
If s > (n+ 1)/2 + 1, J.M. Bony proved (see [2]) that the solution u of (1.1) satisfies:
u ∈ I−s−(n+1)/4(Rn+1,Γ, {O})= ∞Hs(Rn+1,Γ, {O}), (1.4)
where this space is the space of distributions u belonging to the Besov space ∞Hsloc(Rn+1)
such that Z1 · · ·ZNu ∈ ∞Hsloc(Rn+1) for all N and all smooth vector fields Zj in Rn+1
tangent to Γ \{O} and to {O}, where Γ is the light cone:
Γ = {(t, x) ∈ Rn+1 | t2 − |x|2 = 0}. (1.5)
We have a similar situation for the problem of propagation of conormality with respect













n+1) and u|t<0 ∈ ∞Hs(Rn+1,Γ ). (1.7)
Then it is known (see [1]) that, if s > (n+ 1)/2 + 1, u belongs to ∞Hs(Rn+1,Γ, {O}).
We denote by T ∗(Rn+1) the cotangent bundle to Rn+1 deprived of its null section,
by Λ0 the conormal bundle to {O}, by Λ1 the closure in T ∗(Rn+1) of the conormal bundle
to Γ \{O}, that is:
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Λ0 =
{
(t, x; τ, ξ) ∈ Rn+1 × (Rn+1\{O}) | −|x2|t = 0, t == 0, tξ + τx = 0}Λ1 =
{
(t, x; τ, ξ) ∈ Rn+1 × (Rn+1\{O}) | t2 − |x|2 = 0, t = 0, tξ + τξ = 0}
∪ {(t, x; τ, ξ) ∈ Rn+1 × (Rn+1\{O}) | t = 0, x = 0, τ 2 − |ξ |2 = 0}. (1.8)
In the two situations (Cauchy problem and propagation) recalled before, the fact that
u ∈ ∞Hs(Rn+1,Γ, {O}) implies that the wave-front set of u (denoted by WF(u), see
L. Hörmander [5]) is included in Λ0 ∪Λ1 and that the singular support of u is included in
the light cone Γ . The appearance of Γ in the singular support as well as the appearance
of Λ1 in the wave-front set of u are obviously expected, since they already occur in
the linear case. What is new in the semilinear case is that other singularities (“nonlinear
singularities”) may appear microlocally in Λ0\Λ1. The above results show that these new
singularities belong to the conormal space ∞Hs (Rn+1, {O}). But nonlinear singularities
are usually expected to be weaker than the linear ones, and their Besov index should be
better than s. We will prove the following result:
Theorem 1.1. Assume that u is the solution of the Cauchy problem (1.1), (1.2) or that
u satisfies the propagation conditions (1.7), and that f is polynomial with respect to
(u,∇u). If s > (n+ 1)/2 + 1, then, microlocally in Λ0\Λ1, u belongs to the conormal∞Hs0(Rn+1, {O}), with s0 = 2s − n/2 + 1/2.
In the weakly nonlinear case (that is when f does not depend on ∇u), one can take
s0 = 2s − n/2 + 5/2.
Our proof is based on the use of refined hyperbolic conormal space involving two
independent indexes on Λ0\Λ1 and Λ1\Λ0. Under suitable conditions on the two indexes,
we establish the stability of these spaces under multiplication (Theorem 2.1). Using
a description of the basic space ∞Hs (Rn+1,Γ, {O}) in terms of a suitable hyperbolic
conormal space (Proposition 2.3) and an elementary microlocal ellipticity argument for
the wave operator in Λ0\Λ1, our result follows easily.
A crucial part of this work is the proof of Theorem 2.1 (multiplication), which is given
in Sections 3, 4, 5. The proof is based on an adaptation of a method due to D. Foschi
and S. Klainerman (integration on ellipsoids and hyperboloids, [4]). The index s0 obtained
in Theorem 1.1 results from the condition µ + n − 1  ν required in the multiplication
Theorem 2.1. Thus it is important to prove that this condition is optimal. This is done in
Section 5, thanks to a precise study of the product of two solutions of (1.1), (1.2) in the
linear case. Our main results were announced in [3].
In this work we assume that the space dimension n satisfies n 2. The proof given here
for the fundamental multiplication Theorem 2.1 is not valid when n = 1. But its statement
(and the statement of Theorem 1.1) is true when n = 1. In fact, the case n = 1 can be
considered as a particular case of a general situation studied in [6, Chapter 3].
Notations. In the sequel, we will use the following notations. If u ∈ C∞0 (RN), the Fourier
transform uˆ of u is defined by uˆ(ζ ) = ∫ e−iz·ζu(z)dz, with ζ ∈ RN . If ζ ∈ RN , we set
〈ζ 〉 = 1+|ζ |. The notations,, stand respectively for,=, up to a strictly positive
multiplicative constant. The notation X ≈ Y means that X Y and Y X.
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2. Hyperbolic conormal spacesDefinition 2.1. For µ,ν ∈ R, Sµ,ν is the space of symbols:
b = b(t, x; τ ′, ξ) ∈C∞(Rn+1 × Rn+1)
such that ∣∣∂βt,x∂kτ ′∂αξ b(t, x; τ ′, ξ)∣∣ 〈(τ ′, ξ)〉µ−|α|〈τ ′〉ν−k, (2.9)
for all t, τ ′ ∈ R, x, ξ ∈ Rn, β ∈ Nn+1, k ∈ N, α ∈ Nn.
Now we set
C± = {(τ, ξ) ∈ R × Rn | τ ∓ |ξ | = 0}, C = C+ ∪C− (2.10)
(C is the characteristic set of the wave operator).
Definition 2.2. Let µ,ν ∈ R,
(1) We denote by Sµ,ν
C+ the space of symbols a = a(t, x; τ, ξ) ∈ C∞(Rn+1 ×Rn+1) such
that:
(i) Outside all conical neighborhood of C+, a ∈ Sµ+ν (the space of ordinary symbols of
order µ+ ν, see L. Hörmander [5]).
(ii) In a conical neighborhood of C+ of the form {M0|ξ | τ M1|ξ |}, 0 <M0 < 1 <M1,
setting τ ′ = τ − |ξ |, we have a(t, x; τ, ξ) = b(t, x; τ ′, ξ) with b ∈ Sµ,ν for large |ξ |
(see Definition 2.1).
(2) We say that a(t, x; τ, ξ) ∈ Sµ,ν




Definition 2.3. For µ,ν ∈ R, Jµ,ν




ei(tτ+xξ)a(t, x; τ, ξ)dτ dξ, a ∈ Sµ,ν
C± . (2.11)
We set Jµ,νC = Jµ,νC+ + Jµ,νC− .
Note that if u is of the form (2.11) with a(t, x; τ, ξ) = 0 when (τ, ξ) is in a conical
neighborhood of C±, we have a ∈ Sµ+ν , thus u ∈ Im0(Rn+1, {O}), the space of (ordinary)
conormal distributions of order m0 = µ + ν + (n+ 1)/4 with respect to {O} (see







we will prove that we can, locally in (t, x), reduce the symbol a(t, x; τ, ξ) in (2.11).
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Proposition 2.1. Let u ∈ Jµ,ν
C± ∩ E ′(Rn+1). Then the Fourier transform uˆ of u is a symbol
µ,νin S
C± .
Proof. Let u be defined by (2.11) with a ∈ Sµ,ν
C+ for instance. We can assume that
a(t, x; τ, ξ) = 0 when (t, x) is outside a compact of Rn+1. Since the result is well known
when a ∈ Sµ+ν (see L. Hörmander [5]), we can assume that a(t, x; τ, ξ) = 0 if (τ, ξ) is
outside a conical neighborhood V of C+ of the form {|τ − |ξ ||  K|ξ |}, K > 0, or if




aˆ(τ − σ, ξ − η;σ,η)dσ dη (2.12)
where aˆ(· , · ;σ,η) denotes the Fourier transform of a(· , · ;σ,η).
Let K ′ > K . If |τ − |ξ ||  K ′|ξ |, then |(τ, ξ) − (σ, η)|  |(τ, ξ)| + |(σ, η)| when
(σ, η) ∈ V . Since aˆ(· , · ;σ,η) is rapidly decreasing at infinity, we deduce, using (2.12),
that uˆ(τ, ξ) is also rapidly decreasing at infinity in {|τ − |ξ ||K ′|ξ |}. The derivatives of
uˆ(τ, ξ) can be studied similarly, thus
uˆ ∈ S−∞ in {∣∣τ − |ξ |∣∣K ′|ξ |}. (2.13)
Assume now that {|τ − |ξ ||  K ′|ξ |} and set τ − |ξ | = τ ′, uˆ(τ, ξ) = v(τ ′, ξ). Then
(2.12) reads:




τ ′ − σ + |ξ |, ξ − η;σ,η)dσ dη.
Our goal is to prove that v(τ ′, ξ) ∈ Sµ,ν in {|τ ′|  K ′|ξ |}. We know that a(t, x; τ, ξ) =
b(t, x; τ − |ξ |, ξ) with b ∈ Sµ,ν (see Definition 2.2(ii)), therefore:




τ ′ − σ + |ξ |, ξ − η;σ − |η|, η)dσ dη, b ∈ Sµ,ν . (2.14)
By the change of variables:
σ − |η| = τ ′ − σ ′, η = ξ − η′ (2.15)
we get:




σ ′ + |ξ | − |ξ − η′|, η′; τ ′ − σ ′, ξ − η′)dσ ′ dη′, b ∈ Sµ,ν . (2.16)
We want to prove that ∣∣∂kτ ′∂αξ v(τ ′, ξ)∣∣ |ξ |µ−|α|〈τ ′〉ν−k (2.17)
for |τ ′|K ′|ξ |, and |ξ | large, k ∈ N, α ∈ Nn.
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To begin with, we consider the case k = 0, α = 0. Since bˆ(· , · ; τ, ξ) is rapidly
decreasing at infinity, from∣∣(σ ′ + |ξ | − |ξ − η′|, η′)∣∣ (|σ ′| + |η′|)
(2.16) implies, for all N ∈ N:
∣∣vˆ(τ, ξ)∣∣ ∫ 〈σ ′, η′〉−N 〈τ ′ − σ ′, ξ − η′〉µ〈τ ′ − σ ′〉ν dσ ′ dη′.
We split the η′ domain of this integral into two parts: |η′| |ξ |/2 and |η′| |ξ |/2.
Case 1. |η′| |ξ |/2. The corresponding integral is estimated by:
CN |ξ |−N/2
∫
〈σ ′, η′〉−N/2〈σ ′, η′〉|µ|+|ν| dσ ′ dη′.
Thus, taking N arbitrary large, it is rapidly decreasing at infinity.
Case 2. |η′|  |ξ |/2. For simplicity, we assume µ  0. (The case µ > 0 is similar, with
slight modifications. Only the case µ  0 will be considered in our applications.) Since
µ 0 and |η′| |ξ |/2, we get 〈τ ′ −σ ′, ξ −η′〉µ  |ξ −η′|µ ≈ |ξ |µ, thus the corresponding
integral is bounded by:
CN |ξ |µ
∫ (
1 + |σ ′| + |η′|)−N (1 + |τ ′ − σ ′|)ν dσ ′ dη′.
The last integral is easily estimated by C′N 〈τ ′〉ν if N is chosen large enough (distinguish
again two parts: |σ ′| |τ ′|/2, and |σ ′| |τ ′|/2). Thus (2.17) is proved when k = 0, α = 0.
Since ∂k
τ ′v(τ
′, ξ) is given by (2.16), with b(t, x; τ ′, ξ) replaced by ∂k
τ ′b(t, x; τ ′, ξ) ∈
Sµ,ν−k , we have merely to replace ν by ν − k in the above study for proving (2.17) when
α = 0.








σ ′ + |ξ | − |ξ − η′|, η′; τ ′ − σ ′, ξ − η′)]dσ ′ dη′.
With the notations bˆ = bˆ(τ˜ , ξ˜ ; τ ′, ξ), X = |ξ |− |ξ −η′|, Y = ξ −η′, and using Lemma 3.2,
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with αi,βj = 0,∑αi +∑βj = |α|. Note that ∂αiξ X = (∂αiF )(ξ)− (∂αiF )(ξ −η′), where′F(ξ) = ξ/|ξ | is homogeneous of degree 0. We consider again the two case |η |  |ξ |/2,
|η′| |ξ |/2.
Case |η′| |ξ |/2. Since ∂αiξ X and ∂
βj
ξ Y are bounded in the support of the integrand (2.18)
(recall that bˆ(τ˜ , ξ˜ ; τ ′, ξ) = 0 when |ξ | 1), we obtain like in case 1 before contributions
which are rapidly decreasing at infinity.
Case |η′| |ξ |/2. By mean value theorem, we get |∂αiξ X| |η′||ξ |−|αi |−1, thus (assuming
again µ 0) for all N ∈ N the integrand (2.18) is bounded by:
CN |η′|l|ξ |−l+µ−|α|〈σ ′, η′〉−N 〈τ ′ − σ ′〉ν−l .
Since l  0, |η′|l|ξ |−l is bounded, 〈τ ′ − σ ′〉ν−l  〈τ ′ − σ ′〉ν and, exactly like in Case 2
before, the corresponding integral is bounded by const.|ξ |µ−|α|〈τ ′〉ν . This completes the
proof of (2.17) which, with (2.13), gives Proposition 2.1. 
Recall notations (1.3)–(1.5), (1.8) and let Λ±1 = Λ1 ∩ {±τ > 0}.





C+ coincides with the space I
m1(Rn+1,
Λ+1 ) = ∞Hs1(Rn+1,Λ+1 ), the space of Lagrangian distributions of order m1 with respect
to Λ+1 (see L. Hörmander, [5]), where m1 = µ+ (n− 1)/4, s1 = −µ− n/2.
(2) Let u ∈ Jµ,ν
C+ , then:
(i) WF(u) ⊂ Λ0 ∪Λ+1 , singsuppu ⊂ Γ ,
(ii) Microlocally in Λ0\Λ+1 = {(0,0; τ, ξ) | τ − |ξ | = 0}, u is a conormal distri-
bution in Im0(Rn+1, {O}) = ∞Hs0(Rn+1, {O}), where m0 = µ + ν + (n+ 1)/4,
s0 = −(µ+ ν)−(n+ 1)/2.






where m1 = µ + (n− 1)/4, s1 = −µ − n/2. Thus, in {t = 0}, u is a conormal
distribution in Im1(Rn+1\{O},Γ \{O})= ∞Hs1(Rn+1\{O},Γ \{O}).




Proof. Let u be of the form (2.11) with a(t, x; τ, ξ) = 0 when (τ, ξ) is outside a small
conical neighborhood of C+ or if |ξ | 1. The change of variables τ − |ξ | = τ ′ gives:
u(t, x)=
∫
ei(t |ξ |+tτ ′+x·ξ)b(t, x; τ ′, ξ)dτ ′ dξ (2.19)
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with b ∈ Sµ,ν . Thereforeu(t, x)=
∫






b(t, x; τ ′, ξ)dτ ′. (2.21)
If we restrict to {t = 0}, then c(t, x; ξ) is a symbol in Sµ, because integrations by parts
with respect to τ ′ give, for any k ∈ N,




Dkτ ′b(t, x; τ ′, ξ)dτ ′,
where Dk
τ ′b ∈ Sµ,ν−k .
It is well known that the space of the distributions of the form (2.20) with c ∈ Sµ is the
Lagrangian space Im1(Rn+1,Λ+1 ), m1 = µ+ (n− 1)/4. Thus u belongs to this space when
restricted to {t = 0}, which implies that WF(u|t =0) ⊂ Λ+1 . Now close to points (0, x0)
such that x0 = 0, u is a C∞ function: indeed, setting φ = t|ξ | + tτ + x · ξ , and assuming
for instance that x01 = 0, we have e−iφDξ1(eiφ) = tξ1/|ξ | + x1 = 0 when (t, x) is close
enough to (0, x0). Repeated integration by parts with respect to ξ1 in (2.19) show that
u ∈ J−∞,ν
C+ = C∞ close to (0, x0). Thus we have proven (i) and (iii) of Proposition 2.2(2),
taking in account that these properties are obvious if u ∈ Im0(Rn+1, {0}) and the comment
just after Definition 2.3.
Let u ∈ Jµ,−∞




C+ = Sµ,−∞C+ . Thus,
modulo a C∞ function, u is of the form (2.11) with a ∈ Sµ,−∞
C+ , a = 0 when (τ, ξ) is
outside a small conical neighborhood of C+ or when |ξ | 1. Hence u is of the form (2.20)
with c given by (2.21) where b ∈ Sµ,−∞. It is clear that c ∈ Sµ without any restriction
on t , thus u ∈ Im1(Rn+1,Λ+1 ). Conversely, let u is of the form (2.20) with c(t, x; ξ) ∈ Sµ





τ − |η|, ξ − η;η)dη,
where cˆ(· , · ;η) is the Fourier transform of c(· , · ;η). Arguments similar (and simpler) to
the one used in the proof of Proposition 2.1 show that uˆ ∈ Sµ,−∞
C+ , thus u ∈ Jµ,−∞C+ , and
Proposition 2.2(1) is proved. The proof of part (3) is obvious. 
Recall that the conormal space used by J.M. Bony in [2] is the space ∞Hs(Rn+1,Γ, {O})
whose definition is recalled in (1.4). We will prove that this space is very close to Jµ,−1/2C ,
µ = −s − n/2.
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n+1,Γ, {O})⊂ Jµ,−1/2C ⊂ ∞Hs−ε(Rn+1,Γ, {O}),
where µ = −s − n/2.
Proof. We know that WF(u) ⊂ Λ0 ∪ Λ1 when u ∈ ∞Hs (Rn+1,Γ, {O}) and that,
microlocally at points of Λ0\Λ1, the spaces ∞Hs(Rn+1,Γ, {O}) and Jµ,−1/2C coincide
with the conormal space ∞Hs (Rn+1, {O}) (see Proposition 2.2, (ii) of part (2)). Thus it







n+1,Γ, {O}), ε > 0. (2.22)
Let u ∈ Jµ,−1/2C ∩ E ′. To begin with, we will prove:
u ∈ ∞Hs−ε(Rn+1) (2.23)
that is, for 0 < α < β :∫
αR<|(τ,ξ)|<βR
∣∣uˆ(τ, ξ)∣∣2 dτ dξ  CR−2(s−ε), R > 0 large.
Setting:
τ − |ξ | = τ ′, uˆ(τ, ξ) = v(τ ′, ξ), (2.24)
this means that, for 0 < α′ < β ′,∫
α′R<|(τ ′,ξ )|<β ′R
∣∣v(τ ′, ξ)∣∣2 dτ ′ dξ  C′R−2(s−ε), R > 0 large. (2.25)
Since v ∈ Sµ,−1/2, we have:∣∣v(τ ′, ξ)∣∣ (1 + |τ ′| + |ξ |)µ(1 + |τ ′|)−1/2, (2.26)
thus the left hand of (2.25) is bounded by:
const.R2µ
∫
|τ ′|β ′R, |ξ |β ′R
(
1 + |τ ′|)−1 dτ ′ dξ R2µ+n lnR
which implies (2.25) when µ = −s − n/2.
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For finishing the proof of (2.22), we will prove that (2.23) remains true if u is replaced
n+1by Zu, where Z is a smooth vector field in R tangent to Γ \{O} and {O}. Such vector
fields are generated (see [8,1]) by the following fields:
Z0 = t∂t +
n∑
j=1
xj ∂xj , Zj = t∂xj + xj ∂t (1 j  n),
Zi,j = xi∂xj − xj∂xi (1 i < j  n).
It is sufficient to assume that Z belongs to this family of generators. The change of variable
(2.24) gives then Ẑu(τ, ξ) (Z˜v)(τ ′, ξ), where Z˜ belongs to the family:{
Z˜0 = τ ′∂τ ′ +∑nj=1 ξj ∂ξj + const.,
Z˜j = − ξj|ξ |τ ′∂τ ′ + (τ ′ + |ξ |)∂ξj , Z˜i,j = ξj ∂ξi − ξi∂ξj .
(2.27)
Since v ∈ Sµ,−1/2, we have also Z˜v ∈ Sµ,−1/2 (recall that we can assume that uˆ(τ, ξ) and
v(τ ′, ξ) vanish when |ξ | 1), thus (2.26) and its consequences are valid when v is replaced





n+1,Γ, {0})⊂ Jµ,−1/2C . (2.28)
Let u ∈ ∞Hs (Rn+1,Γ, {0})∩ E ′. Using again the change of variable (2.24), we have to
prove that v ∈ Sµ,−1/2, that is∣∣(∂kτ ′∂αξ v)(τ ′, ξ)∣∣ |ξ |µ−|α|〈τ ′〉−1/2−k (2.29)
for all k,α. (Recall that we work microlocally close to a point of Λ+1 , which allows to
assume that v(τ ′, ξ) is supported by {|τ ′|K|ξ |} ∩ {|ξ | 1}, with 0 <K < 1.)
Since u ∈ ∞Hs(Rn+1), we have:∫
R/2<|(τ ′,ξ )|<2R
∣∣v(τ ′, ξ)∣∣2 dτ ′ dξ R−2s . (2.30)
We know also that this estimate remains true if v is replaced by Z˜v, where Z˜ belongs
to the family (2.27). Thus we can replace v in (2.30) by Lv, where L = ξj|ξ | Z˜0 + Z˜j −∑
i
ξi|ξ | Z˜i,j = (τ + 2|ξ |)∂ξj . Because τ + 2|ξ | ≈ |ξ | in the support of v(τ ′, ξ), we de-
duce that (2.30) is valid when v is replaced ξk∂ξj v (1  j, k  n), and thus also by
(Z˜0 −∑j ξj ∂ξj )v = τ ′∂τ ′v. Estimating the action of the fields (2.27) on v, we obtain in
the same way that, for all k ∈ N, α ∈ Nn:∫
R/2<|(τ ′,ξ )|<2R
∣∣τ ′lξβ∂kτ ′∂αξ v(τ ′, ξ)∣∣2 dτ ′ dξ R−2s if |β| |α|, l + |β| k + |α|.
(2.31)
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From (2.31) we can deduce the estimates (2.29). The proof is an adaptation of the proof of
Lemma 18.2.4 of [5, Vol. III] (see also the proof of Theorem 2.7 in [7]). Proposition 2.3 is
now established. 










Proposition 2.4. Let µ,ν ∈ R. If u ∈ Jµ,νC and u ∈ Jµ+1,νC , then u ∈ Jµ,ν−1C .
Proof. We can assume that u ∈ E ′. Then (τ 2 − |ξ |2)uˆ = f with f ∈ Sµ+1,ν . Outside
a conical neighborhood of C, we have f ∈ Sµ+1+ν , thus uˆ ∈ Sµ+ν−1. In a conical
neighborhood V of C+ of the form |τ − |ξ ||  K|ξ |, 0 < K < 2, we set τ ′ = τ − |ξ |,
uˆ(τ, ξ) = v(τ ′, ξ), f (τ, ξ) = g(τ ′, ξ). Then v ∈ Sµ,ν and τ ′(τ ′ + 2|ξ |)v = g ∈ Sµ+1,ν ,
which gives v ∈ Sµ,ν−1 since τ ′ + 2|ξ | is elliptic in V . A similar property holds in a
conical neighborhood of C−, thus u ∈ Jµ,ν−1C . 
About the regularity of elements of Jµ,νC , we have the following result:
Proposition 2.5. Let u ∈ Jµ,νC . Then u is a continuous and bounded function when µ< −n,
µ+ ν < −(n+ 1).
Proof. Let u be of the form (2.11) with a ∈ Sµ,νC . We can write u = u1 + u2, where u1
(respectively u2) is the integral (2.11) in the subdomain {|τ − |ξ ||  K|ξ |} (respectively
{|τ − |ξ ||  K|ξ |}), K > 0. For u1, we have |a(t, x; τ, ξ)|  〈(τ, ξ)〉µ+ν with µ + ν <
−(n + 1), thus u1 is continuous and bounded. For u2, we set τ − |ξ | = τ ′, and we get
a(t, x; τ, ξ)= b(t, x; τ ′, ξ) with b(t, x; τ ′, ξ) 〈ξ〉µ〈τ ′〉ν ,∫
|τ ′|K |ξ |
〈ξ〉µ〈τ ′〉ν dτ ′ dξ =
∫





〈τ ′〉ν+µ+n dτ ′ < +∞
since µ< −n and µ+ν+n< −1. Thus u2 is also a continuous and bounded function. 
We now state a fundamental multiplicative property, whose proof will be given in
Sections 3, 4, and 5.
Theorem 2.1. Let u1, u2 ∈ Jµ,νC . If µ + n − 1  ν < −1, then u1u2 ∈ Jµ,νC . The same
property holds if C is replaced by C+ or by C−.
As a consequence of this theorem, we have the following result:
Corollary 2.1. Under the hypothesis of Theorem 1.1, we have u ∈ Jµ,µ+n−1C , and u ∈
J
µ,µ+n−3
C in the weakly semilinear case.
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Proof. We know that u ∈ ∞Hs (Rn+1,Γ,O), thus ∇u ∈ ∞Hs−1(Rn+1,Γ,O). If s − 1 >
∞ s n+1(n+ 1)/2, we know also that H (R ,Γ,O) is an algebra, then f (t, x;u,∇u) ∈
∞Hs−1(Rn+1,Γ,O). If we set µ = −s − n/2, Proposition 2.3 gives then u ∈ Jµ,−1/2C and
u ∈ Jµ+1,−1/2C , therefore u ∈ Jµ,−3/2C thanks to Proposition 2.4. Repeated applications of
Theorem 2.1 and of Proposition 2.4 give u ∈ Jµ,µ+n−1C . The study of the weakly semilinear
cases similar, remarking that Proposition 2.4 implies the following property: u ∈ Jµ,νC ,
u ∈ Jµ,νC ⇒ u ∈ Jµ,ν−2C . 
Conclusion. Theorem 1.1 is an immediate consequence of Corollary 2.1 and Proposi-
tion 2.2 ((ii) of part (2) and part (3)). It remains only to prove Theorem 2.1. Our proof
is inspired by the method developed by D. Foschi and S. Klainerman in [4]. It will be
divided into three parts:
• First part (Section 3): Study of u1u2 when uˆ1 and uˆ2 are supported by a cone of the
form {C0|ξ | τ  C1|ξ |}, with 0 <C0 < 1 <C1.
• Second part (Section 4): Study of u1u2 when u1 ∈ Jµ,νC− , u2 ∈ Jµ,νC+ , with uˆ1, uˆ2
supported by a cone of the form {|τ | C0|ξ |} with C0 > 0.
• Third part (Section 5): Study of u1u2 when u1 ∈ Jµ,νC+ , uˆ2 ∈ Sµ+ν . In Section 5, we
will also prove that the condition µ+ n− 1 ν appearing in Theorem 2.1 is optimal.
3. Multiplicative property:A+ + case
This section is devoted to the proof of the following result:
Proposition 3.1. Let u1, u2 ∈ Jµ,νC+ ∩ E ′, with uˆ1and uˆ2 supported in
V = {(τ, ξ) ∈ R × Rn | C0|ξ | τ C1|ξ |} with 0 <C0 < 1 <C1.
Then u1u2 ∈ Jµ,νC+ , if µ+ n− 1 ν < −1.
Setting v = u1u2, we have:
vˆ(τ, ξ) =
∫
uˆ1(τ − σ, ξ − η)uˆ2(σ, η)dσ dη,
where C0|η| σ  C1|η|, C0|ξ − η| τ − σ  C1|ξ − η|, thus
C0|ξ | C0
(|η| + |ξ − η|) τ  C1(|η| + |ξ − η|). (3.32)
Since the conclusion of Proposition 3.1 is clear when u1 or u2 is C∞, we will assume
that uˆ1 and uˆ2 vanish in {(τ, ξ) ∈ R × Rn | |ξ | 1}.





τ − |η| − σ ′, ξ − η)uˆ2(σ ′ + |η|, η)dσ ′ dη.
D. Fang et al. / J. Math. Pures Appl. 83 (2004) 699–737 711
Using Proposition 2.1 and Definition 2.2, we have:uˆj (σ
′, η) = fj
(






τ − |η| − |ξ − η| − σ ′, ξ − η)f2(σ ′, η)dσ ′ dη.






τ − |η| − |ξ − η|, η, ξ − η)dη, (3.33)
where g(· , η, θ) = f1(· , θ) ∗ f2(· , η), which vanishes for |θ | 1, or |η| 1, is a product





θ g(λ, η, θ) 〈λ〉ν−k〈η〉µ−|α|〈θ〉µ−|β| (3.34)
for any (k,α,β) ∈ N × Nn × Nn.
We transform (3.33) following a method of D. Foschi and S. Klainerman [4].
For a given ξ ∈ Rn\{0}, we set φ(η) = |η| + |ξ − η|. We have φ(η)  |ξ |, and we
consider the family of ellipsoids Eρ = {η ∈ Rn | φ(η) = ρ}, ρ ∈ ]|ξ |,+∞[ . If dSρ(η) is












ρ − |η| − |ξ − η|), g(τ − ρ,η, ξ − η)〉dρ, (3.35)
where the bracket refers to the η variable.
Remarking (see [4]) that
δ
(
ρ − |η| − |ξ − η|)= 2(ρ − |η|)δ(ρ2 − |ξ |2 − 2ρ|η| + 2ξ · η),
using polar coordinates η = rw, r > 0, w ∈ Sn−1 and spherical coordinates for w (relative
to the ξ axis),
w = (1 − a2)1/2w′ + a ξ|ξ | , −1 < a < 1, w′ ∈ Sn−2(ξ) = Sn−1 ∩ ξ⊥, a = w · ξ|ξ | ,
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ρ − |η| − |ξ − η|)= 2(ρ − r)δ(ρ2 − |ξ |2 − 2ρr + 2r|ξ |a)
and integration with respect to the a variable, fixes a to the value a0 = −(ρ2 − |ξ |2 − 2ρr)/
(2r|ξ |). We have 1 − a0 = (ρ − |ξ |)(ρ + |ξ | − 2r)/(2|ξ |r),
1 + a0 = (ρ + |ξ |)(2r − (ρ − |ξ |))2|ξ |r ,










g(τ − ρ,η0, θ0)
(











ρ2 − |ξ |2)1/2(1 − s2)1/2w′ + (sρ + |ξ |) ξ|ξ |
]
,
θ0 = ξ − η0 = −12
[(
ρ2 − |ξ |2)1/2(1 − s2)1/2w′ + (sρ − |ξ |) ξ|ξ |
]
,
|η0| = ρ + s|ξ |2 , |θ0| =
ρ − s|ξ |
2
,
Sn−2(ξ) = Sn−1 ∩ ξ⊥.
Note that (3.32) implies that the support of the integrand of (3.36) satisfies:
C0|ξ | <C0ρ  τ  C1ρ. (3.37)
3.1. Study of vˆ(τ, ξ) when τ M|ξ |, M > 0
When τ M|ξ |, (3.37) gives:
ρ ≈ τ ≈ |ξ |. (3.38)
Remark that in (3.36), the change of variables s → −s, w′ → −w′ permutes η0 and θ0.
Thus, if we replace g by g˜(λ, η, θ) = g(λ,η, θ) + g(λ, θ, η) (which is also in Sν,µ,µ), we
can reduce the s domain to ]0,1[ .
D. Fang et al. / J. Math. Pures Appl. 83 (2004) 699–737 713
We set τ − |ξ | = τ ′, ρ − |ξ | = ρ′, 1 − s = t , and we use the notation g instead of g˜.
Then we have:
vˆ(τ, ξ) = f (τ, ξ), τ ′ = τ − |ξ |,

















2|ξ | + ρ′)]1/2t1/2(2 − t)1/2w′ + [(1 − t)ρ + |ξ |] ξ|ξ | ,




2|ξ | + ρ′)]1/2t1/2(2 − t)1/2w′ − [(1 − t)ρ − |ξ |] ξ|ξ | ,
2|η0| = σ+ = (2 − t)|ξ | + ρ′, 2|θ0| = σ− = ρ′ + t|ξ |.
We want to prove that vˆ ∈ Sµ,ν
C+ , in {τ M|ξ |}, that is∣∣∂Kξ ∂mτ ′f (τ ′, ξ)∣∣ |ξ |µ−|K |〈τ ′〉ν−m when |ξ | 1, τ M|ξ | (3.40)
for all K ∈ Nn, m ∈ N.
To begin with, we will prove (3.40) when K = m = 0. From (3.34), we obtain:








〈τ ′ − ρ′〉ν 〈σ+〉µ〈σ−〉µσ+σ−t(n−3)/2 dt .
Since ρ′ = ρ − |ξ |, (3.38) implies
0 < ρ′  |ξ |, 2|ξ | + ρ′ ≈ |ξ |, σ+ ≈ |ξ |,
thus ∣∣f (τ ′, ξ)∣∣ |ξ |µ+(n−1)/2 ∫
ρ′>0
ρ′ (n−3)/2〈τ ′ − ρ′〉νIµ,1,(n−3)/2(ρ′, ξ)dρ′, (3.41)






ρ′ + t|ξ |〉µ(ρ′ + t|ξ |)j tk dt . (3.42)
We have:
Lemma 3.1. Iµ,j,k(ρ′, ξ) ≈ |ξ |−(k+1)〈ρ′〉µ+k+j+1 if k > −1, µ+ k + j + 1 < 0, |ξ | 1,
j = 0, or 1.
Proof. We set λ = (1 + ρ′)/|ξ |, there (3.42) reads:
Iµ,0,k(ρ
′, ξ) = |ξ |µ
1∫
0
(λ+ t)µtk dt .
Since λ > 0 is bounded and µ+ k + 1 < 0, Lemma 1.2 of [4] gives:
Iµ,0,k(ρ
′, ξ) ≈ |ξ |µλµ+k+1 = |ξ |−(k+1)〈ρ′〉µ+k+1.
The case j = 1 follows easily. We apply this lemma to (3.41) for j = 1, k = (n− 3)/2
(note that k > −1 since n 2, and µ+ j + k + 1 = µ+ (n+ 1)/2 < 0). We obtain:
∣∣f (τ ′, ξ)∣∣ |ξ |µ ∫
ρ′>0
〈τ ′ − ρ′〉ν 〈ρ′〉µ+(n+1)/2ρ′ (n−3)/2 dρ′. (3.43)
Case 1. τ ′  0 or 0 τ ′  c, c > 0. In this case, we have 〈τ ′ − ρ′〉 = 1 + |τ ′| + ρ′  〈τ ′〉,




The last integral is convergent because µ+ (n+ 1)/2 + (n− 3)/2 = µ+n− 1 < −1, thus∣∣f (τ ′, ξ)∣∣ |ξ |µ〈τ ′〉ν .
Case 2. τ ′  c, where c > 0. Consider a cut-off function ψ0(ρ′/τ ′) such that
ψ0 ∈C∞0 (R), suppψ0 ⊂ [1/4,7/4],
ψ0 = 1 in [1/2,3/2], 0ψ0  1. (3.44)
In (3.43), we decompose dρ′ into ψ0(ρ′/τ ′)dρ′ + (1 − ψ0(ρ′/τ ′))dρ′. In the support of
1 − ψ0(ρ′/τ ′), we have ρ′  τ ′/2 or ρ′  3τ ′/2, thus |τ ′ − ρ′| τ ′/2, and as in Case 1,
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the corresponding integral is bounded by C|ξ |µ〈τ ′〉ν . In the support of ψ0(ρ′/τ ′), we have




〈τ ′ − ρ′〉ν dρ′  |ξ |µ〈τ ′〉ν when µ+ n− 1 ν. (3.45)
Thus (3.40) is proved for K = m = 0. We now consider ∂m
τ ′f (τ













(τ ′ − ρ′, η0, θ0)
× σ+σ−t(n−3)/2(2 − t)(n−3)/2 dt dw′. (3.46)
The computation above (for m = 0), with g replaced by ∂m
τ ′g, ν by ν − m, gives the
expected bounds C|ξ |µ〈τ ′〉ν−m, except for the term involving ψ0(ρ′/τ ′) in Case 2, which




〈τ ′ − ρ′〉ν−m dρ′  |ξ |µ〈τ ′〉µ+n−1,
which is not better that the bound obtained in (3.45) in the case m = 0. Indeed, taking
advantage of the symmetry of τ ′ and ρ′ in (3.46), we will perform integrations by parts
with respect to ρ′ in order to transfer the derivatives of g from τ ′ to (η, θ). Then integration
by parts will involve in particular ∂η0
∂ρ′ and
∂θ0






= [ρ′(2|ξ | + ρ′)]−1/2(|ξ | + ρ′)t1/2(2 − t)1/2w′ + (1 − t) ξ|ξ | . (3.47)
On the other hand, the study of ξ derivative of (3.46) will be easier if we use a change
of variable w′ → w˜(ξ,w′) transforming Sn−2(ξ) into a fixed domain. For instance, if ξ
remains in a small cone of Rn\{0} and if ξ0 ∈ Rn\{0} is fixed outside this cone, we can
choose the reflection exchanging ξ/|ξ | and ξ0/|ξ0|. Then
(ξ, w˜) → w′ = w′(ξ, w˜) (3.48)
is C∞, homogeneous of degree 0 with respect to ξ , and the w′ domain Sn−2(ξ) corresponds
to the fixed w˜ domain Sn−2(ξ0), which will be denoted by Sn−2.
Finally, (3.47) and (3.48) lead us to consider general expression of the following form:
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gα,β,γ (τ ′ − ρ′, η0, θ0)σ k+σ l−tjΦ(t, ξ, w˜)dt dw˜ (3.49)
with 0 < ρ′  |ξ |, η0 and θ0 defined in (3.39), with w′ = w′(ξ, w˜) described the (3.48),
σ± defined in (3.39), k, l ∈ {0,1}, j > −1, gα,β,γ = ∂αλ ∂βη ∂γθ g, g ∈ Sν,µ,µ (see (3.34)),
Φ ∈ C∞ homogeneous of degree 0 with respect to ξ , and
(a) ψ = ψ0 or ψ is a derivative of ψ0 (see (3.44)), or
(b) ψ = 1, h= 0 in the case τ ′ ∈ ]−∞, c], with c > 0.
The term σk+σ l− with k, l ∈ {0,1} are motivated by ∂ρ′σ± = 1. We will give an estimate
of ∂Kξ J (τ
′, ξ). For this, we need several lemmas.
Lemma 3.2 (Chain rule for derivatives of any order). Let G(X,Y ), where X,Y are C∞







j=1 ∂γj Y with βi and γj = 0 (not necessary distinct),∑
|βi| +
∑
|γj | = |K|.
From 0 < ρ′  |ξ |, we obtain easily:
Lemma 3.3.
∣∣∂βξ η0∣∣ |ξ |−|β|+1, ∣∣∂γξ θ0∣∣ |ξ |−|γ |(ρ′ + t|ξ |),∣∣∂Kξ (σ k+)∣∣ |ξ |k−|K |, ∣∣∂Kξ (σ l−)∣∣ σ l−|ξ |−|K | for k, l ∈ {0,1}.
An immediate consequence of Lemmas 3.2 and 3.3 is:
Lemma 3.4.∣∣∂Kξ (gα,β,γ (τ ′ − ρ′, η0, θ))∣∣ 〈τ ′ − ρ′〉ν−α|ξ |µ−|β|−|K |〈ρ′ + t|ξ |〉µ−|γ |.
Again from 0 < ρ′  |ξ | we have:
Lemma 3.5. ∣∣∂Kξ [(2|ξ | + ρ′)q(|ξ | + ρ′)rσ k+Φ(t, ξ, w˜)]∣∣ |ξ |q+r+k−|K |.
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Proposition 3.2. Let J be of the form (3.49). We set:A = −q − r − k + j + 1,
B = −h− p − l − j − 1 + |β| + |γ |,
∆ = µ+ l + j + 1 − |β| − |γ |.
If ∆< 0, we have the estimate:
∣∣∂Kξ J (τ ′, ξ)∣∣ |ξ |µ−|K |−Aτ ′h ∫
ρ′>0
∣∣∣∣ψ(ρ′τ ′
)∣∣∣∣〈τ ′ − ρ′〉ν−α〈ρ′〉µ−k−p−B ρ′p dρ′.
Proof. If E denotes the integrand of (3.49), Lemmas 3.4 and 3.5 imply:
∣∣∂Kξ E∣∣ τ ′h∣∣∣∣ψ(ρ′τ ′
)∣∣∣∣|ξ |µ−|K |+q+r+k−|β|〈τ ′ − ρ′〉ν−α 〈ρ′ + t|ξ |〉µ−|γ |σ l−tj .
Since |ξ |−|β|  〈ρ′ + t|ξ |〉−|β|, we deduce that
∣∣∂Kξ E∣∣ τ ′h∣∣∣∣ψ(ρ′τ ′
)∣∣∣∣|ξ |µ−|K |+q+r+k〈τ ′ − ρ′〉ν−α 〈ρ′ + t|ξ |〉µ−|β|−|γ |σ l−tj .
Therefore (see (3.42)):
∣∣∂Kξ J (τ ′, ξ)∣∣ |ξ |µ−|K |+q+r+kτ ′h ∫
ρ′>0
∣∣∣∣ψ(ρ′τ ′
)∣∣∣∣〈τ ′ − ρ′〉ν−αIµ−|β|−|γ |,l,j (ρ′, ξ)dρ′.
Since j > −1 and ∆< 0, we can apply Lemma 3.1 and the conclusion follows.
We now study ∂Kξ ∂
m
τ ′f (σ
′, ξ), that is ∂Kξ J (τ ′, ξ) when J (τ ′, ξ) = ∂mτ ′f (τ ′, ξ) is the
integral defined by (3.49) in the case,
ψ = 1, h = 0, p = q = j = (n− 3)/2, r = 0, α = m, β = γ = 0,
k = l = 1, Φ = ∣∣det Dw(ξ,w˜)
Dw˜
∣∣(2 − t)(n−3)/2, see (3.48),
A= 0, B = −n+ 1, ∆ = µ+ (n+ 1)/2 < 0.
(3.50)
Case 1. τ ′  0 or 0 τ ′  c, c > 0. Proposition 3.2 gives:∣∣∂Kξ ∂mτ ′f (τ ′, ξ)∣∣ |ξ |µ−|K | ∫
ρ′>0
〈τ ′ − ρ′〉ν−m〈ρ′〉µ+(n+1)/2ρ′(n−3)/2 dρ′
and we deduce, ∣∣∂Kξ ∂mτ ′f (τ ′, ξ)∣∣ |ξ |µ−|K |〈τ ′〉ν−m, (3.51)
exactly as for the estimate of (3.43).
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Case 2. τ ′  c, with c > 0. We consider the cut-off function ψ0(ρ′/τ ′) defined in (3.44),
and we set:
∂mτ ′f (τ
′, ξ) = J1(τ ′, ξ)+ J2(τ ′, ξ), (3.52)
where J1 (respectively J2) is the integral J (τ ′, ξ) defined by (3.49), (3.50), with ψ = 1
replaced by ψ = 1 −ψ0 (respectively ψ = ψ0).
We obtain: ∣∣∂Kξ J1(τ ′, ξ)∣∣ |ξ |µ−|K |〈τ ′〉ν−m, (3.53)
exactly as Case 1. For estimating ∂Kξ J2(τ ′, ξ), we need integrations by parts with respect
to ρ′. We have the following lemma:
Lemma 3.6. Set J be of the form (3.49), case (a). Then J is a finite sum of integrals J˜
of the same form, where ψ, . . . , j,Φ,A,B,∆ are replaced by ψ˜, . . . , j˜ , Φ˜, A˜, B˜, ∆˜ such
that: supp ψ˜ ⊂ suppψ0, α˜ = 0, A˜ −A and B˜ − B ∈ N, A˜+ B˜ = A+ B + α, ∆˜∆ (see
Proposition 3.2).
The proof will be given later. Let us apply this lemma to the integral J = J2 defined
in (3.52). Since ∆˜∆ = µ+ (n+ 1)/2 < 0, we can apply Proposition 3.2 to each integral
J˜2 of the decomposition of J2 given by the Lemma 3.6. Since A = 0, B = −n + 1 and
ρ′ ≈ τ ′ in suppψ0(ρ′/τ ′), we get:
∣∣∂Kξ J˜2(τ ′, ξ)∣∣ |ξ |µ−|K |−A˜τ ′µ−B˜ ∫ 〈τ ′ − ρ′〉ν−m dρ′  |ξ |µ−|K |τ ′µ−A˜−B˜
because A˜ 0, thus ∣∣∂Kξ J2(τ ′, ξ)∣∣ |ξ |µ−|K |〈τ ′〉(µ+n−1)−m
which, with (3.51)–(3.53), achieves the proof of the estimate (3.40).
Proof of Lemma 3.6. The result is trivial if α = 0. If α  1, we can write:
gα,β,γ (τ ′ − ρ′, η0, θ0) = M1 +M2 +M3, (3.54)
where
M1 = − ∂
∂ρ′
[
gα−1,β,γ (τ ′ − ρ′, η0, θ0)
]
,
M2 = ∂ηgα−1,β,γ (τ ′ − ρ′, η0, θ0) · ∂η0
∂ρ′
,
M3 = ∂θgα−1,β,γ (τ ′ − ρ′, η0, θ0) · ∂θ0
∂ρ′
.
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We study the 3 corresponding terms in (3.49). By (3.47), the contribution of M2 in
(3.49) gives integrals like J with the new parameters:
(1) h, p − 1/2, q − 1/2, r + 1, α − 1, β˜ with |β˜| = |β| + 1, γ , k, l, j + 1/2,
Φ(t, ξ, w˜)(2 − t)1/2w′(ξ, w˜),
(2) h, p, q , r , α − 1, β˜ with |β˜| = |β| + 1, γ , k, l, j , Φ(t, ξ, w˜)(1 − t)ξ/|ξ |.
Thus
(α,A,B,∆) becomes (α − 1,A,B + 1,∆− 1/2 or ∆− 1). (3.55)
The same conclusion works for the contribution of M3. For the contribution of M1 in










2|ξ | + ρ′)q(|ξ | + ρ′)rσ k+σ l−]gα−1,β,γ (τ ′ − ρ′, η0, θ0)tjΦ(t, ξ, w˜).
Leibniz rule shows easily that we obtain a finite sum of integrals like J , with parameters
such that
(α,A,B,∆) is changed into (α − 1,A,B + 1,∆ or ∆− 1)
or into (α − 1,A+ 1,B,∆). (3.56)
Thus (3.55), (3.56) give the proof of Lemma 3.2 by induction on α.
3.2. Study of vˆ(τ, ξ) when τ M|ξ |
Using the notations introduced in Proposition 3.1, we assume:
τ M|ξ |, with M >C1. (3.57)
We will prove that vˆ ∈ Sµ+ν for τ M|ξ |, that is∣∣∂avˆ(τ, ξ)∣∣ τµ+ν−|a| if τ M|ξ |, τ  1, a ∈ Nn+1. (3.58)
Expression (3.33) of vˆ gives, for K ∈ Nn,






τ − |η| − |ξ − η|, η, ξ − η)]dη.
The following lemma is immediate.





τ − |η| − |ξ − η|, η, ξ − η)hm,γ (ξ − η), (3.59)
where hm,γ is C∞ and homogeneous of order m+ |γ | − |K| outside 0.
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If a = (m0,K) ∈ N × Nm, Lemma 3.7 shows that ∂avˆ(τ, ξ) is a finite sum of integrals
(with respect to η) of terms of the form (3.59), with hm,γ homogeneous of order m+|γ |−a
and C∞ outside 0. Since ∂γθ g(λ, η, θ)hm,γ (θ) ∈ Sν,µ,µ+m−|a| (recall that g(λ,η, θ) = 0
when |θ | 1), we obtain, using the Foschi–Klainerman method like for (3.36):










∂mλ g˜(τ − ρ,η0, θ0)σ+σ−(1 − s2)(n−3)/2 ds dw′, (3.60)
where g˜(λ, η, θ) ∈ Sν,µ,µ+m−|α|, σ± = ρ ± s|ξ |.
Before estimating (3.60), we have to perform again integration by parts with respect to ρ.
Note that, from (3.37) and (3.57), ρ  τ/C1 M/C1|ξ |, with M/C1 > 1. Thus the bound














Therefore, for fixed m, we introduce more general expressions than (3.60):




ρ − |ξ |)p(ρ + |ξ |)q dρ ∫
−1<s<1
w′∈Sn−2(ξ)
g˜α,β,γ (τ − ρ,η0, θ0)
× σk+σ l−
(
1 − s2)jΦ(s, ξ,w′)ds dw′, (3.61)
where g˜ ∈ Sν,µ,µ+m−|a|, j > −1, Φ ∈ C∞ homogeneous of degree 0 with respect of ξ .
Using again (3.37) and (3.57), we get ρ − |ξ | τ (1/C1 − 1/M), thus ρ − |ξ | ≈ ρ + |ξ | ≈
σ± ≈ τ , then (3.61) gives immediately:∣∣I (τ, ξ)∣∣ τ 2µ+m−|a|−A, with A = −p − q − k − l + |β| + |γ |. (3.62)
Integration by parts with respect to ρ and induction on α allow to state the following
lemma. Its proof is similar (and simpler) to the proof of Lemma 3.6.
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Lemma 3.8. Let I (τ, ξ) be of the form (3.61). Then I (τ, ξ) is a finite sum of integrate
˜ ˜ ˜I(τ, ξ) of the same form, with parameters p˜, q˜, . . . , Φ˜,A such that α˜ = 0, j  j ,
A˜ = A+ α.
In the case of I (τ, ξ) = Im(τ, ξ) defined by (3.60), we have α = m, β = γ = 0,
p = q = (n− 3)/2, k = l = 1, Φ = 1, j = (n− 3)/2 > −1, A = −n+ 1. Lemma 3.8 and
(3.62) give |Im(τ, ξ)| τ 2µ+n−1−|a|, thus thanks to Proposition 3.3 we obtain the estimate
(3.58), which, with (3.40), achieves the proof of Proposition 3.1.
4. Multiplicative property:A− + case
This section is devoted to the proof of the following result:
Proposition 4.1. Let u1 ∈ Jµ,νC− ∩ E ′, u2 ∈ Jµ,νC+ ∩ E ′, with uˆ1 and uˆ2 supported in
W = {(τ, ξ) ∈ R×Rn | |τ |C0|ξ |}, with C0 > 1. Then u1u2 ∈ Jµ,νC+ +Jµ,νC− if µ+n−1
ν < −1.




when Z = (τ, ξ), θ = (σ, η).
To get the proof of the proposition, we separate the study into two zones.
4.1. Study of vˆ(τ, ξ) when |τ |M|ξ |, M > 0










τ − |η| + |ξ − η| − σ ′, ξ − η)f2(σ ′, η)dσ ′ dη,
with f1(σ, η) = uˆ1(σ − |η|, η), f2(σ, η) = uˆ2(σ + |η|, η) and fj ∈ Sµ,ν , for j = 1,2.
Taking again advantage of the stability by convolution of Sν(R) when ν < −1,





τ − |η| + |ξ − η|, η, ξ − η)dη, (4.63)
where g = g(λ,η, θ) is a product type symbol in Sν,µ,µ, as in (3.34).
We transform (4.63) following D. Foschi and S. Klainerman [4].
For a given ξ ∈ Rn\{O}, we set ψ(η) = |η| − |ξ − η|, and we consider now the family
of hyperboloid Hρ = {η ∈ Rn | ψ(η) = ρ}, |ρ| |ξ |.
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A similar calculus, as that is developed to get (3.36) gives now:vˆ(τ, ξ) 
∫
|ρ|<|ξ |






g(τ − ρ,η0, θ0)
(
s2|ξ |2 − ρ2)(s2 − 1)(n−3)/2 ds dw′ (4.64)
with
η0 = 12
[(|ξ |2 − ρ2)1/2(s2 − 1)1/2w′ + (sρ + |ξ |) ξ|ξ |
]
,
θ0 = ξ − η0 = −12
[(|ξ |2 − ρ2)1/2(s2 − 1)1/2w′ + (sρ − |ξ |) ξ|ξ |
]
,
|η0| = ρ + s|ξ |2 , |θ0| =
s|ξ | − ρ
2
, Sn−2(ξ) = Sn−1 ∩ ξ⊥.
Let X1 ∈ C∞0 (R), even, supp(X1) ⊂ [−1/2,1/2], X1 ≡ 1 on [−1/4,1/4], X2 ≡ (1 −
X1)H (where H is the Heaviside function), X3(x) ≡ X2(−x). We write vˆ(τ, ξ) ∑3













g(τ − ρ,η0, θ0)σ ′+σ ′−
(
s2 − 1)(n−3)/2 ds dw′,













g(τ − ρ,η0, θ0)σ ′+σ ′−t(n−3)/2(2 + t)(n−3)/2D(ξ, w˜)ds dw˜
(4.65)




(|ξ |2 − ρ2)1/2t1/2(2 + t)1/2w′(ξ, w˜)+ [(t + 1)ρ + |ξ |] ξ|ξ | ,
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2θ0 = −
[(|ξ |2 − ρ2)1/2t1/2(2 + t)1/2w′(ξ, w˜)+ [(t + 1)ρ − |ξ |] ξ|ξ |
]
= 2ξ − 2η0,
2|η0| = σ ′+ = (t + 1)|ξ | + ρ, 2|θ0| = σ ′− = (t + 1)|ξ | − ρ.
We first show:
Proposition 4.2. With the notation (4.65), W1 ∈ Sµ+(µ+n−1).
We want to prove that ∣∣∂Kξ ∂mτ W1(τ, ξ)∣∣ |ξ |2µ+n−1−m−|K |. (4.66)
We first estimate W1(τ, ξ). Since |ρ| |ξ |/2 in suppX1, we get:
|ξ |2 − ρ2 ≈ |ξ |2, σ ′+ ≈ σ ′− ≈ (t + 1)|ξ |,
and so, from (4.65):
∣∣W1(τ, ξ)∣∣ ∫ |ξ |n−3 dρ ∫
t>0
〈τ − ρ〉ν |ξ |2µ+2(t + 1)2µ+2t(n−3)/2(2 + t)(n−3)/2 dt .
Since 2µ+ 2 + n− 3 = 2µ+ n− 1 < −1, the integral with respect to t is convergent,
and ∣∣W1(τ, ξ)∣∣ |ξ |2µ+n−1 ∫ 〈τ − ρ〉ν dρ  |ξ |2µ+n−1
since ν < −1.
We now get an estimate for the derivatives of W1. Setting:
gα,β,γ (λ, η, θ) = ∂αλ ∂βη ∂γθ g(λ, η, θ),
we get, from (4.65):











gm,0,0(τ − ρ,η0, θ0)σ ′+σ ′−t(n−3)/2(2 + t)(n−3)/2D(ξ, w˜)dt dw˜.
(4.67)
As in the ++ case, we will perform integrations by parts with respect to ρ, using (3.54),
because the estimate |gm,0,0(τ − ρ,η0, θ0)| 〈τ − ρ〉ν−m|η0|µ|θ0|µ is not sufficient.
We have:





∂ρ= [−(|ξ | − ρ)−1/2(|ξ | + ρ)1/2 + (|ξ | − ρ)1/2(|ξ | + ρ)−1/2]t1/2
× (2 + t)1/2w′(ξ, w˜)+ (t + 1) ξ|ξ | , ∂ρσ
′± = ±1. (4.68)










|ξ |d(|ξ | − ρ)p(|ξ | + ρ)q
× gα,β,γ (τ − ρ,η0, θ0)σ ′k+ σ ′l−Mj(t)φ(ξ, w˜)dρ dt dw˜,
with ψ ∈ C∞0 (R), suppψ ⊂ [−1/2,1/2], Mj ∈C0
([0,+∞[),




when t → +∞, φ ∈ C∞, (4.69)
homogeneous of zero degree relatively to ξ .
We will give an estimate of ∂Kξ J0(τ, ξ) and need several lemmas.
Lemma 4.1. Let J0(τ, ξ) as in (4.69). Let ∆0 = 2µ− |β| − |γ | + k + l + j , and suppose
that ∆0 < −1. Let A0 = −(d + p + q + k + l − |β| − |γ |). Then,∣∣∂Kξ J0(τ, ξ)∣∣ |ξ |2µ−A0−K.
Proof. We proceed by simple derivation under the integral sign, using the estimates:
(a) ∂Kξ












]= O(|ξ |k−|K |Mk(t)) for k = 0 or k = 1,
(e) ∣∣∂Kξ (gα,β,γ (τ − ρ,η0, θ0))∣∣ 〈τ − ρ〉ν−|α||ξ |2µ−|β|−|γ |−|K |M2µ−|β|−|γ |(t).
Thus, the K-derivatives with respect to ξ of the integrand of J0 can be estimated by a
finite linear combination of terms like:
|ξ |−|K1|+d+p+q−|K2|〈τ − ρ〉ν−|α||ξ |2µ−|β|−|γ |−|K3|M2µ−|β|−|γ |(t)|ξ |k+l−|K4|
×Mk+l (t)Mj (t),
with
∑ |Kj | = |K|.
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Each term can be estimated by:C|ξ |2µ−A0−|K |〈τ − ρ〉ν−αM∆0(t),
with C ∈ R+. Since ∆0 < −1, ν < −1, the integrals with respect to (t, ρ) are convergent,
and so we have proved Lemma 4.1. 
The integration by parts with respect to ρ lead us to prove:
Lemma 4.2. Let J0(τ, ξ) as in (4.69). Then J0(τ, ξ) is a finite sum of integrals J˜0(τ, ξ) of
the same form with the new parameters α˜ = 0, ∆˜0 ∆0, A˜0 = A0 + α, where ∆0, A0 are
defined in Lemma 4.1.
The proof is similar to Lemma 3.6 or Lemma 3.8:
We proceed by induction on α and integration by parts with respect to ρ, using (3.54).
With the notations of (3.54), the contribution of M1, M2, M3 gives integrals like J0 with
new parameters so that we have respectively (∆˜0 = ∆0 − 1, A˜0 = A0 + 1), (∆˜0 = ∆0,
A˜0 = A0 + 1), (∆˜0 = ∆0, A˜0 = A0 + 1).
We deduce easily the proof of Lemma 4.2. Notice that ∂mτ W1(τ, ξ) in (4.67) is the
integral J0 defined in (4.69) in the case:
α = m, β = γ = 0, ψ = X1 d = 0, p = q = n− 32 ,
k = l = 1, j = n− 3, ∆0 = µ+ n− 1 < −1, A0 = −n+ 1.
Using Lemma 4.2 and Lemma 4.1 for each integral J˜0 obtained by Lemma 4.2, we
get an estimate of each integral |∂Kξ J˜0(τ, ξ)| by |ξ |2µ−A˜0−|K |, with A˜0 = A0 + α =−n+ 1 +m. So we get (4.66) and finish the proof of Proposition 4.2.
Proposition 4.3. With the notation (4.65), we have:
W2 ∈ Sµ,νC+ , W3 ∈ Sµ,νC− if µ+ n− 1 ν < −1.
Proof. Since
X3 = Xˇ2, θ0
(
ξ, ρ, s, w˜
)= η0(ξ,−ρ, s,−w˜ ),
the change of variable (ρ, w˜) → (−ρ,−w˜) gives: W3(τ, ξ) = W˜2(−τ, ξ), where W˜2 is
defined by (4.65) with g replaced by g˜(λ, η, θ) = g(−λ, θ, η) (notice that g˜ is always in
Sν,µ,µ).
So, to get Proposition 4.3, it is sufficient to prove:
W2 ∈ Sµ,νC+ . (4.70)
Letting τ ′ = |ξ | − τ , ρ′ = |ξ | − ρ, we get, from (4.65)
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|ξ | − ρ′
|ξ | ρ





g∗(τ ′ − ρ′, η0, θ0)σ ′+σ ′−t(n−3)/2(t + 2)(n−3)/2D(ξ, w˜)dt dw˜,
(4.71)
where g∗(λ, η, θ) = g(−λ,η, θ).
In the following, we will again note g instead of g∗.






















g(τ ′ − ρ′, η0, θ0)σ ′+σ ′−t(n−3)/2(t + 2)(n−3)/2D(ξ, w˜)dt dw˜
and f2 is defined in the same way, with the integral with respect to t along [1,+∞[ .
We begin with the study of f1. We will show that f1 ∈ Sµ,ν . The study is an analogous









2|ξ | − ρ′)1/2t1/2(2 + t)1/2w′ + (t|ξ | − (t + 1)ρ′) ξ|ξ |
]
= 2ξ − 2η0,
σ ′+ = 2|η0| = (2 + t)|ξ | − ρ′, σ ′− = 2|θ0| = t|ξ | + ρ′.
We consider, for the proof, integral like those defined in (3.49), where we replace
(2|ξ |+ρ′) by (2|ξ |−ρ′), (|ξ |+ρ′) by (|ξ |−ρ′), σ± by σ ′± and introduce the new cut-off
function X((|ξ | − ρ′)/|ξ |)|ξ |d , with X ∈ C∞0 (R), suppX ⊂ suppX2.
Since 0 ρ′  3|ξ |/4 (see (4.72)), we get again:
2|ξ | − ρ′ ≈ |ξ |, |ξ | − ρ′ ≈ |ξ |, σ ′+ ≈ |ξ |.
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Notice also that∂ρ′X
( |ξ | − ρ′
|ξ |
)
= − 1|ξ |X
′











Finally, we get f1 ∈ Sµ,ν if µ+n− 1 ν. We now study f2, defined in (4.73). We will
show that f2 ∈ Sµ,ν , that is:∣∣∂Kξ ∂mτ ′f2(τ ′, ξ)∣∣ |ξ |µ−|K |〈τ ′〉ν−m. (4.74)
We have now:
(1 + t)|ξ | σ ′+  (2 + t)|ξ |, t|ξ | σ ′−  (1 + t)|ξ |,
and since t  1, σ ′± ≈ t|ξ |.
The calculus are analogous to these developed for W1 and f1.
We introduce the integrals:















2|ξ | − ρ′)q(|ξ | − ρ′)r
× gα,β,γ (τ ′ − ρ′, η0, θ0)σ ′k+ σ ′l−Mj(t)φd(ξ, w˜)dρ dt dw˜, (4.75)
where ψ ∈ C∞(R), bounded as all its derivatives, suppX ⊂ suppX2, φ ∈ C∞, homoge-
neous of degree d with respect to ξ , Mj ∈ C0([0,+∞[), Mj(t) = O(tj ) if t → +∞,
k, l ∈ {0,1}.
The estimates (c), (d), (e) in the proof of Lemma 4.1 (with τ − ρ replaced by τ ′ − ρ′
for (e)) are again valid and we get easily:
Lemma 4.3.
∣∣∂Kξ J ∗(τ ′, ξ)∣∣ |ξ |2µ−A∗−|K ||τ ′|h ∫
0<ρ′<|ξ |
∣∣∣∣ψ(ρ′τ ′
)∣∣∣∣〈τ ′ − ρ′〉ν−αρ′p dρ′
if ∆∗ ≡ 2µ+ k + l + j − |β| − |γ | < 1, with A∗ = −(d + p + r + k + l)+ |β| + |γ |.
Using (4.73), we see that ∂m
τ ′f2 is an integral of the form J
∗
, defined in (4.75) with
X = X2, ψ = 1, h= 0, p = q = (n− 3)/2, r = 0, α = m, β = γ = 0, k = l = 1, j = n−3,
d = 0, ∆∗ = 2µ+ n− 1 < −1, A∗ = −((n+ 1)/2).
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Since µ−A∗ = µ+ (n+ 1)/2 < 0, we get: |ξ |µ−A∗  〈ρ′〉µ+(n+1)/2, then Lemma 4.3
implies:
∣∣∂Kξ ∂mτ ′f2(τ ′, ξ)∣∣ |ξ |µ−|K | ∫
ρ′>0
〈τ ′ − ρ′〉ν−m〈ρ′〉µ+(n+1)/2ρ′ (n−3)/2 dρ′. (4.76)
As in the ++ case (study of (3.51), (3.52)), we separate the study of (4.76) in two cases:
Case 1. τ ′  0 or 0 τ ′  C, C > 0.
Since 〈τ ′ − ρ′〉ν−m  〈τ ′〉ν−m and ∫ρ′>0〈ρ′〉µ+(n+1)/2ρ′ (n−3)/2 dρ′ < +∞, we get
(4.74).
Case 2. τ ′  C. We introduce the cut-off function ψ0 defined in (3.44) and decompose
∂m
τ ′f2 as in (3.52):
∂mτ ′f2 = J ∗1 + J ∗2 .
The study of J ∗1 is analogous to Case 1. For J ∗2 , we proceed by integration by parts with
respect to ρ′, and as in Lemma 3.6, we get:
Lemma 4.4. Let J ∗(τ ′, ξ ′) as in (4.75), with τ ′ > 0, ψ = ψ0 (defined in (3.44)). Then,
J ∗(τ ′, ξ) is a finite sum of integral J˜ ∗(τ ′, ξ) of the same form, where (X,ψ, . . . , d) are
replaced by X˜, ψ˜, . . . , d˜ such that supp X˜ ⊂ suppX, supp ψ˜ ⊂ suppψ , α˜ = 0, ∆˜∗ ∆∗,
A˜∗ −A∗ and h˜+ p˜ − (h+ p) ∈ N, A˜∗ + h˜+ p˜ = A∗ + h+ p + α.
We apply Lemma 4.4 to decompose the integral J ∗2 , and Lemma 4.3 to each integral J˜ ∗2
obtained by this decomposition.
Since ρ′ ≈ τ ′, we get:
∣∣∂Kξ J˜ ∗2 (τ ′, ξ)∣∣ |ξ |2µ−A˜∗−|K |τ ′ h˜+p˜ ∫ 〈τ ′ − ρ′〉ν dρ′
 |ξ |2µ−A∗τ ′ h˜+p˜  |ξ |2µ+(n+1)/2−|K |τ ′ (n−3)/2−m
 |ξ |µ−|K |τ ′ (µ+n−1)−m,
thus:
∣∣∂Kξ ∂mτ , f2(τ ′, ξ)∣∣ |ξ |µ−|K |τ ′ (µ+n−1)−m,
which proves (4.74) since (µ+ n− 1) ν.
Propositions 4.2 and 4.3 give the complete study of vˆ(τ, ξ) when |τ |M|ξ |.
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4.2. Study of vˆ(τ, ξ) when |τ |M|ξ |, M >C0 > 1 (where C0 is defined in
Proposition 4.1)
We will prove: ∣∣∂ατ,ξ vˆ(τ, ξ)∣∣ 〈τ 〉µ+ν−|α| when |τ |M|ξ |. (4.77)
Obviously we can restrict to the case τ M|ξ |. Our method will be different from the one
used in the ++ case, due to the changes in the definition of ρ and in the hypothesis on
suppuˆj , which prevent to obtain estimates analogous to (3.37).
We begin with the proof of (4.77) when α = 0. In view of the use of this proof in the
case α = 0, it is useful to consider the more general situation u1 ∈ Sµ,νC− , u2 ∈ Sµ¯,ν¯C+ (the
hypothesis on supp uˆj being unchanged).




Consider a cut-off function X1 ∈ C∞0 (R) such that X1(t) = 0 if |t|  3/4, X1(t) = 1 if|t| 1/2, and let X2 = 1 −X1. Then










ρ = |η|−|ξ−η|, σ ′ = σ −|η|. Note that τ M|ξ |C0|ξ |, thus the hypothesis for supp uˆj
stated in Proposition 4.1 gives:
|z− θ | ≈ τ + |θ | ≈ τ + |η|, |z| ≈ τ, |θ | ≈ |η|. (4.79)
Moreover, since ρ = |η| − |ξ − η|, we get: |ρ|  |ξ | M/τ with M > 1, so τ − ρ 
τ (1 − 1/M) and
|τ − ρ| ≈ τ. (4.80)
From (4.78), (4.79), and definition of Sµ,ν
C± , we get:∣∣vj (τ, ξ)∣∣ 〈τ 〉µ ∫
σ ′
τ−ρ ∈suppXj
〈τ − ρ − σ ′〉ν 〈σ ′〉ν¯ 〈η〉µ¯ dσ ′ dη.
For v1, we have 〈τ − ρ − σ ′〉ν ≈ 〈τ − ρ〉ν ≈ 〈τ 〉ν (see (4.80)), thus
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|v1(τ, ξ)| 〈τ 〉µ+ν
∫
〈σ ′〉ν¯〈η〉µ¯ dσ ′ dη 〈τ 〉µ+ν (4.81)if ν¯ < −1, µ¯ < −n.
For v2, we have |σ ′| |τ − ρ| τ (see (4.80)), thus
∣∣v2(τ, ξ)∣∣ 〈τ 〉µ+ν¯ ∫ 〈τ − ρ − σ ′〉ν 〈η〉µ¯ dσ ′ dη 〈τ 〉µ+ν¯ (4.82)
when ν < −1, µ¯ < −n.
Taking µ¯ = µ< −n, ν¯ = ν < −1, we have established (4.77) when α = 0.




where ∂αuˆ1 ∈ Sµ,ν−|α|C− , uˆ2 ∈ Sµ¯,ν¯C+ .
Using again the cut off function X1, we write like for (4.78)










The estimate (4.81) with uˆ1 replaced by ∂αu1 gives directly |V1(τ, ξ)|  〈τ 〉µ+ν−|α|. The
estimate (4.82) is not directly applicable to V2. But integrations by parts with respect to θ











with β + γ = α.
For the study of ∂γθ (X2(σ ′/(τ − ρ))), recall that θ = (σ, η), σ ′ = σ − |η|, ρ =|η| − |ξ − η|. The hypothesis on supp uˆj , suppX2 and (4.80) give:
|σ ′| τ, |σ | |η|
and so
|σ ′| = ∣∣σ − |η|∣∣ |η|
thus
|η| |σ ′| τ. (4.85)
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From (4.79) and the hypothesis on supp uˆ1 we get:|ξ − η| τ. (4.86)














2 (λ)(τ − ρ)−k
]
. (4.87)
We study ∂aη (λ).
Lemma 4.5. ∂aη (λ) is a finite sum of terms of the form: (τ − ρ)−jH−p′(η)H−p′′(ξ − η)λl ,
with j +p′ + p′′ = |a|, l ∈ {0,1}, H−p is an homogeneous function of degree (−p).
The proof follows from the identity (τ − ρ)λ = σ − |η| by Leibniz formula and induction
on |a|.
From Lemma 4.5, (4.80), (4.85), and (4.86), we get:
Lemma 4.6. |∂aη (λ)| |τ |−|a|, if λ ∈ suppX2.
We deduce, using Lemma 3.2:
Lemma 4.7. |∂aη (X(k)2 (λ))| |τ |−|a|.
We have:
Lemma 4.8. ∂aη [(τ − ρ)−k] τ−k−|a|.





∂aiη (τ − ρ), with
∑
|ai| = a. (4.88)
With the notations of Lemma 4.5, we get:
∂aiη (τ − ρ) = ∂aiη
(
τ − |η| + |ξ − η|)= H1−|ai |(η)+H1−|ai |(ξ − η).
Using (4.85) and (4.86), we deduce:∣∣∂aiη (τ − ρ)∣∣ τ 1−|ai |. (4.89)
From (4.89) and (4.80), each term of (4.88) is estimated by τ−k−r τ r−
∑ |ai | = τ−k−|a|,
thus Lemma 4.8 is proved. 
Now, from Lemma 4.8 and (4.87), we get immediately:











Returning to (4.84), Lemma 4.9 implies:




The same argument as the ones used for the proof of (4.82), with uˆ2 replaced by
∂βuˆ2 ∈ Sµ¯,ν¯−|β|C+ show that the last integral is less or equal to const.〈τ 〉µ+ν¯−|β|, hence∣∣Tβ,γ (z)∣∣ 〈τ 〉µ+ν¯−|β|−|γ | = 〈τ 〉µ+ν¯−|α|.
Taking ν¯ = ν, this completes the proof of (4.77), so Proposition 4.1 is established.
5. End of the multiplicative property study





C− are multiplicative algebras when µ+ n− 1 ν < −1.
Proof. Let u,v ∈ Jµ,ν
C+ ∩ E ′, with µ + n − 1  ν < −1. We can write u = u1 + u2,
v = v1 + v2, where uˆ1 and vˆ1 belong to Sµ,νC+ and are supported by:{∣∣τ − |ξ |∣∣K|ξ |}, 0 <K < 1, (5.90)
uˆ2 and vˆ2 belong to Sµ+ν . We have û2v2 ∈ Sµ+ν because µ + ν < −(n + 1), and
Proposition 3.1 gives u1v1 ∈ Jµ,νC+ . Thus we have only to prove the following lemma:
Lemma 5.1. If u1 and v2 satisfy (5.90), then u1v2 ∈ Jµ,νC+ if µ+ n− 1 ν < −1.
Proof. Let K ′ such that K <K ′ < 1. Firstly, we will prove:
û1v2 ∈ Sµ+ν in
{∣∣τ − |ξ |∣∣K ′|ξ |}. (5.91)
In fact, we have:
û1v2(τ, ξ) =
∫
vˆ2(τ − σ, ξ − η)uˆ1(σ, η)dσ dη,
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when |τ − |ξ ||K ′|ξ | and |σ − |η||K|η|, we get |(τ, ξ) − (σ, η)| |(τ, ξ)| + |(σ, η)|,
therefore∣∣û1v2(τ, ξ)∣∣ ∫ 〈∣∣(τ, ξ)∣∣+ ∣∣(σ, ξ)∣∣〉µ+ν ∣∣uˆ1(σ, η)∣∣dσ dη 〈∣∣(τ, ξ)∣∣〉µ+ν .
The derivatives of û1v2 are estimated in the same way, and (5.91) follows.
We now prove:
û1v2 ∈ Sµ,νC+ in
{∣∣τ − |ξ |∣∣K ′|ξ |}. (5.92)
In fact, if vˆ2(σ, η) is supported by a cone of the form |σ |  C0|η|, (5.92) can be
deduced from Proposition 4.1: Since ν  0, we have Sµ+ν ⊂ Sµ,ν
C− , v2 ∈ Jµ,νC− , and by
Proposition 4.1, u1v2 ∈ Jµ,νC , which gives (5.92). Therefore we can assume that vˆ2(σ, η) is
supported by {|σ | C0|η|}, with C0 is large as we want. We have:
û1v2(τ, ξ) =
∫
uˆ1(τ − σ, ξ − η)vˆ2(σ, η)dσ dη. (5.93)





τ − |η| − |ξ − η| − σ ′, ξ − η)f2(σ ′, η)dσ ′ dη,
where f1 ∈ Sµ,ν , f2(σ ′, η) = vˆ2(σ ′ + |η|, η).
Since uˆ2 ∈ Sµ+ν , we have also f2 ∈ Sµ+ν in {|η|  1}, and thus f2(σ ′, η) ∈ Sµ,ν in
{|η| 1} because ν  0. Thus the result of Section 3 will prove that the integral (5.93) for
|η| 1 belong to Sµ,ν
C+ in {|τ −|ξ ||K ′|ξ |} if the conditions (3.38) are satisfied (recall that
ρ = |η|+ |ξ − τ |). For checking that these conditions are satisfied, note that the hypothesis
on the supports of uˆ1 and vˆ2 in (5.93) give:
(1 −K)|ξ − η| τ − σ  (1 +K)|ξ − η|, |σ | C0|η|.
When σ  C0|η|, we deduce:
τ  (1 −K)|ξ − η| +C0|η| ρ  |ξ |,
therefore (3.38) is satisfied.
When σ −C0|η|, we get:
(1 −K ′)|ξ | τ  (1 +K)|ξ − η| −C0|η|,
thus
(1 −K ′)|ξ | (1 +K)(|ξ | + |η|)−C0|η|,
(C0 − 1 −K)|η| (K +K ′)|ξ |.
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Choosing C0 such that C0 > 1 +K , we get |η| |ξ |, thus |ξ | ρ = |η|+ |ξ − η| |ξ |,
which gives again (3.38).
For finishing the proof of (5.92), we have just to establish that v(τ, ξ) ∈ Sµ,ν




uˆ1(τ − σ, ξ − η)vˆ2(σ, η)dσ dη.
We set τ − |ξ | = τ ′, v(τ, ξ) = f (τ ′, ξ). Then




′ + |ξ | − |ξ − η| − σ, ξ − η)vˆ2(σ, η)dσ dη.
Since vˆ2 ∈ Sµ+ν ⊂ Sµ,ν , integration with respect to σ gives:





τ ′ + |ξ | − |ξ − η|, ξ − η,η)dη
when g ∈ Sν,µ,µ (see (2.9)).
We have |ξ − η| ≈ |ξ | for large |ξ |, ||ξ | − |ξ − η||  |η|  1, therefore |f (τ ′, ξ)| 





′, ξ)|  |ξ |µ−|α|〈τ ′〉ν−k are obtained similarly (see also the
proof of (2.17) using (2.18) in the case |η′|  |ξ |/2). This achieves the proof of (5.92),
of Lemma 5.1 and of Proposition 5.1.
For concluding the proof of Theorem 2.1, let u± ∈ Jµ,ν
C± ∩E ′, with µ+ n− 1 ν < −1.
We can write u± = u±1 + u±2 , where û±1 ∈ Sµ,νC± is supported by a (small) conical neighbor-
hood of C±, and û±2 ∈ Sµ+ν . Proposition 4.1 gives u+1 u−1 ∈ Jµ,νC , and Lemma 5.1 implies
that u+1 u
−
2 ∈ Jµ,νC+ , u−1 u+2 ∈ Jµ,νC− . Thus uv ∈ Jµ,νC and, thanks to Proposition 5.1, the proof
of Theorem 2.1 is now complete.
As we said before, the value of the index s0 in Theorem 1.1 results directly from the
condition µ + n− 1 ν required for the validity of Theorem 2.1. We will prove that this
condition is optimal. Consider
uj (t, τ ) =
∫
ρi(t |ξ |+x·ξ)aj (t, x; ξ)dξ, j = 1,2, (5.94)
with aj ∈ Sµ, µ< −n, aj (t, x; ξ)= 0 when (t, x) is outside a compact of Rn+1.
We know that uj ∈ Jµ,−∞C+ (see Proposition 2.2(1)). Remark that u1 and u2 are(particular) solution of the Cauchy problem (1.1), (1.2) in the linear case.
We will prove:
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Proposition 5.2. Let u1, u2 defined in (5.94), and v = u1u2. Then vˆ(τ, ξ) ∈ S2µ+n−1 in
2µ+n−1{τ > |ξ |}, and its principal symbol in S is in general different from O (see the
formula (5.99)).
Since the hypothesis v ∈ Jµ,νC implies vˆ ∈ Sµ+ν in {τ > ξ}, Proposition 5.2 shows that the
condition µ+ n− 1 ν in Theorem 2.1 is optimal.
Proof of Proposition 5.2. We have:
vˆ(τ, ξ) =
∫
ei(−tτ−x·ξ+x(η+η′)+t (|η|+|η′|)a1(t, x;η)a2(t, x;η′)dη dη′ dt dx.
We set |(τ, ξ)| = λ, and we study the behavior of vˆ(τ, ξ) where λ → +∞. Putting
(τ, ξ) = λ(τ˜ , ξ˜ ), η = λη˜, η′ = λη˜′, we get:
vˆ(τ, ξ) = λ2(n−1)
∫
eiλ(−t τ˜−x·ξ˜+x(η˜+η˜′)+t (|η˜|+|η˜′|))a1(t, x;λη˜)a2(t, x;λη′)dη˜dη˜′ dt dx.




V (w; τ, ξ)dw, (5.95)
where
V (w; τ, ξ) = λ2(n−1)
∫
eiλφb dr dθ dt dx, (5.96)
φ(t, x, τ˜ , ξ˜ , r,w, θ) = −t τ˜ − x · ξ˜ + x · (rw + θ)+ t(r + |θ |),
b(t, x, λ, r,w, θ)= a1(t, x;λrw)a2(t, x;λθ)rn−1.
We will use the stationary phase theorem for fixed w ∈ Sn−1. The phase function is
stationary when
(a) ∂tφ ≡ −τ˜ + r + |θ | = 0,
(b) ∂xφ ≡ −ξ˜ + rw + θ = 0,
(c) ∂rφ ≡ x · w + t = 0,
(d) ∂θφ ≡ x + t θ|θ | = 0,
condition (d) gives x = −tθ/|θ | and then condition (c) means,
(c′) t
(
1 − θ ·w|θ |
)
= 0,
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conditions (a) and (b) give:|θ | − θ · w = τ˜ − r + (−ξ˜ + rw) ·w = τ˜ − ξ˜ ·w  τ˜ − |ξ˜ |.
Up to now we assume τ˜ − |ξ˜ | > 0, that is τ − |ξ | > 0. Then |θ | − θ · w > 0, (c′) means
t = 0, (d) means x = 0, and (a), (b) read:
θ = ξ˜ − rw, |θ | = τ˜ − r.
Thus r must satisfy: ∣∣ξ˜ − rw∣∣= τ˜ − r, with r > 0. (5.97)
Taking the square of the two members, we get:
2r
(
τ˜ − ξ˜ ·w)= τ˜ 2 − ∣∣ξ˜ ∣∣2,
which give, since τ˜ > |ξ˜ |:
r = 1
2
τ˜ 2 − |ξ |2
τ˜ − ξ˜ ·w > 0.
An easy computation gives:
τ˜ − r = τ˜
2 − |ξ˜ |2 − 2τ (ξ˜ · w)
2(τ˜ − ξ˜ ·w) 
(τ˜ − |ξ˜ |)2
2(τ˜ − ξ˜ · w).
Thus τ˜ − r > 0, and (5.97) is satisfied.
We have obtained for (5.96) a unique stationary point, given by:
t = 0, x = 0, r = 1
2
(τ˜ 2 − |ξ˜ |)2
τ˜ − ξ˜ ·w , θ = ξ˜ − rw.
Note that
|θ | = τ˜ − r  (τ˜
2 − |ξ˜ |)2




τ˜ − |ξ˜ |)
and that
r  τ˜
2 − |ξ˜ |2




τ˜ − |ξ˜ |).
It is not hard to show that this stationary point is nondegenerate, that the determinant of
the Hessian of φ is (1 − θ ·w/|θ |)2, and that its signature is 0.
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The stationary phase theorem give, thenV (w, τ, ξ) ∼ (2π)n+1λn−1
(
1 − θ ·w|θ |
)−1
a1(0,0;λrw)a2(0,0;λθ)rn−1
with λ = |(τ, ξ)|, (τ˜ , ξ˜ ) = (τ, ξ)/λ ∈ Sn,
r = 1
2
τ˜ 2 − |ξ˜ |2




τ˜ − |ξ˜ |) r  1
2
(
τ˜ + |ξ˜ |), 1
2
(
τ˜ − |ξ˜ |) |θ | 1
2
(
τ˜ + |ξ˜ |). (5.98)
Therefore, by (5.95) we obtain:
vˆ(τ, ξ) ∈ S2µ+n−1 in {τ > |ξ |},
with




1 − θ ·w|θ |
)−1
a1(0,0;λrw)a2(0,0;λθ)rn−1 dw, (5.99)
where λ = |(τ, ξ)|, r = r(τ, ξ,w) and θ = θ(τ, ξ,w) are defined in (5.98).
It is clear that the principal symbol of vˆ(τ, ξ) defined by (5.99) is in general different
from 0, thus Proposition 5.2 is proved. 
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