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Contenidos
Muchas leyes de la Naturaleza, en qu´ımica, f´ısica, biolog´ıa o astronomı´a,
encuentran su expresio´n natural en el lenguaje de las ecuaciones diferenciales.
Son asimismo importantes sus aplicaciones en la propia matema´tica, espe-
cialmente en geometr´ıa, y tambie´n en ingenier´ıa, economı´a y otros muchos
campos de las ciencias aplicadas.
Durante las pro´ximas sesiones vamos a ver co´mo extraer informacio´n so-
bre el comportamiento cualitativo de las soluciones de ecuaciones diferencia-
les: proximidad a equilibrios, comportamientos oscilatorios, propagacio´n de
ondas... Los temas a tratar seguira´n la distribucio´n siguiente:
1. Planos de fase.
2. Sistemas conservativos y disipativos.
3. Trayectorias heterocl´ınicas: Frentes en sistemas de reaccio´n-difusio´n.
4. Bifurcacio´n nodo-silla: Anclaje y propagacio´n de frentes.
5. Trayectorias homocl´ınicas: Pulsos en sistemas excitables.
6. Bifurcaciones de tipo transcr´ıtico y pitchfork: Nucleacio´n de defectos
en cristales.
7. Ciclos l´ımite y bifurcaciones de Hopf.
8. Sincronizacio´n.
2
1. Planos de fase
Cuando el modelo toma la forma de un sistema auto´nomo, es decir, aque-
llos en que no aparece la variable independiente t, se puede obtener informa-
cio´n sobre su comportamiento cualitativo representando el plano de las fases.
Consideraremos u´nicamente sistemas 2× 2, que tienen la forma general
x′(t) = f(x(t), y(t)), y′(t) = g(x(t), y(t)), t > 0.
Se trata entonces de representar todas las soluciones posibles que parten de
datos iniciales (x(0), y(0)) = (x0, y0) en el plano (x, y). Es lo que se llama
el plano de fases. Obse´rvese que las soluciones del sistema (x(t), y(t)) (curva
en forma parame´trica) se pueden expresar como y(x) (curva expl´ıcita) o
h(x, y) = c (curva impl´ıcita) resolviendo
dy
dx
=
g(x, y)
f(x, y)
, y(x0) = y0.
Normalmente, hay soluciones especiales como puntos de equilibrio o solu-
ciones perio´dicas, en torno a las cuales se organizan las dema´s segu´n su
estabilidad.
Un punto de equilibrio satisface x′(t) = y′(t) = 0, ∀t > 0, es decir,
x(t) = xe, y(t) = ye, ∀t > 0, con f(xe, ye) = g(xe, ye) = 0.
Un punto de equilibrio (xe, ye) es estable si ‖(x(t), y(t)) − (xe, ye)‖ ≤
ε, ∀t > 0, para cualquier solucio´n cuyo dato inicial satisface ‖(x0, y0) −
(xe, ye)‖ ≤ δ(ε).
Un punto de equilibrio (xe, ye) es asinto´ticamente estable si ‖(x(t), y(t))−
(xe, ye)‖ → 0 cuando t→∞ para cualquier solucio´n cuyo dato inicial satis-
face ‖(x0, y0)− (xe, ye)‖ ≤ δ.
Un punto de equilibrio (xe, ye) es exponencialmente estable si ‖(x(t), y(t))−
(xe, ye)‖ ≤ Cεe−εt, ∀t > 0, para cualquier solucio´n cuyo dato inicial satisface
‖(x0, y0)− (xe, ye)‖ ≤ δ.
Una trayectoria perio´dica es una solucio´n que cumple x(t + T ) = x(t),
y(t+ T ) = y(t), para algu´n periodo T > 0.
Los conceptos de trayectoria perio´dica estable, asinto´ticamente estable,
exponencialmente estable, se definen de forma ana´loga.
Vamos a ver co´mo extraer informacio´n cualitativa del comportamiento de
las soluciones del sistema a tiempos largos segu´n los datos iniciales usando
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el plano de fases en algunos casos pra´cticos.
Ejercicio 1: Sistema depredador-presa con competicio´n. Conside-
remos el siguiente modelo depredador-presa con competicio´n:
y′1 = y1 − y21 − by1y2, y′2 = y2 − y22 + cy1y2.
Para c = 2 y c = −2, determinar los puntos de equilibrio y su estabilidad.
Dibujar la estructura del plano de fases.
En primer lugar calculamos los puntos de equilibrio:
y1(1− y1 − by2) = 0, y2(1− y2 + cy1) = 0,
y los ubicamos en el plano (y1, y2). No´tese que y1, y2 > 0 al ser poblaciones.
Para c = 2 y b = 0,1, por ejemplo, tenemos (0, 0), (0, 1), (1, 0), (0,75, 2,5).
Tomamos una regio´n del plano (x, y) que los contiene y vemos co´mo se dis-
tribuyen las trayectorias en ella barriendo distintas zonas de puntos iniciales.
El programa principal es:
clf, clear all
b=0.1;c=2;
global b c
[y1,y2]=meshgrid(-0.1:0.1:1.5,-0.1:0.1:3.5);
Dy1Dt=y1-y1.^2-b*y1.*y2;Dy2Dt=y2-y2.^2+c*y1.*y2;
quiver(y1,y2,Dy1Dt,Dy2Dt); hold on
plot(0,0,’r+’);plot(1,0,’ro’);
plot(0,1,’r*’);plot(0.75,2.5,’rs’)
axis([-0.1 1.5 -0.1 3.5])
pause y01=[0:0.1:1.5];
tspan=0:0.1:10;
n=length(y01);
for i=1:n
[t,y]=ode45(’dpresac’,tspan,[y01(i) 0]);
plot(y(:,1),y(:,2),’c-’)
drawnow;
hold on
pause
end
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y01=[0.1:0.1:3];
tspan=0:0.1:10;
n=length(y01);
for i=1:n
[t,y]=ode45(’dpresac’,tspan,[y01(i) 0.1]);
plot(y(:,1),y(:,2),’g-’)
drawnow;
hold on
pause
end
y01=[0.1:0.1:1.5];
n=length(y01);
for i=1:n
[t,y]=ode45(’dpresac’,tspan,[y01(i) 3]);
plot(y(:,1),y(:,2),’m-’)
drawnow;
hold on
pause
end
y02=[0.1:0.1:3];
n=length(y02);
for i=1:n
[t,y]=ode45(’dpresac’,tspan,[0.1 y02(i)]);
plot(y(:,1),y(:,2),’r-’)
drawnow;
hold on
pause
end
y02=[0.1:0.1:3];
n=length(y02);
for i=1:n
[t,y]=ode45(’dpresac’,tspan,[0 y02(i)]);
plot(y(:,1),y(:,2),’y-’)
drawnow;
hold on
pause
end
pause
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plot(tspan,y(:,1),’-b’,tspan,y(:,2),’-r’)
hold off
y la funcio´n que define el sistema:
function dy=dpresac(t,y)
global b c
dy=zeros(2,1);
dy(1)=y(1)-y(1)^2-b*y(1)*y(2);
dy(2)=y(2)-y(2)^2+c*y(1)*y(2);
Ejercicio 2: Sistema depredador-presa. Consideramos el modelo depre-
dador-presa siguiente:
y′1 = ay1 − by1y2, y′2 = cy1y2 − dy2.
Este modelo se puede integrar directamente, eliminando t y separando varia-
bles:
a log(y2)− by2 = cy1 − d log(y1) + constante.
Dibujar el plano de fases y comprobar que las trayectorias son cerradas. Esto
implica que la evolucio´n de las poblaciones de depredadores y presas descrita
por este modelo es c´ıclica, tras un tiempo vuelven a su estado inicial.
Ejercicio 3: Competencia de especies. Supongamos que dos especies
distintas ocupan el mismo ecosistema como competidores en el uso de los
mismos recursos, como alimentos o espacio vital. La razo´n de crecimiento
demogra´fico de cada especie aislada es x′ = ax, y′ = cy. Cuando las especies
coexisten y compiten, el crecimiento de cada especie se ve mermado por la
existencia de la otra y tenemos el modelo
x′ = ax− by, y′ = cy − dx, a, b, c, d > 0.
El sistema tiene matriz A = (a − b, −d c). Puede tener autovalores
λ1, λ2 reales distintos o autovalores complejos Re(λ)±ıIm(λ) con autovectores
(v1, v2)
t, (w1, w2)
t, o autovalores reales dobles.
Sean s = (a + c) > 0 y p = ac − db. El polinomio caracter´ıstico es
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x2 − sx+ p = 0. La solucio´n general sera´ de la forma:
c1
(
v1
v2
)
eλ1t + c2
(
w1
w2
)
eλ2t, s2 − 4p > 0,
c1
(
v1
v2
)
eλt + c2
(
w1
w2
)
teλt, s2 − 4p = 0,
c1
(
v1 + w1
v2 + w2
)
cos(Im(λ)t)eRe(λ)t
+c2
(
v1 − w1
v2 − w2
)
sin(Im(λ)t)eRe(λ)t, s2 − 4p < 0.
Esto es un estudio de estabilidad lineal. Si los autovalores tienen parte real
positiva, ambas poblaciones crecen indefinidamente con el tiempo. Si tienen
parte real negativa, decaer´ıan a un equilibrio estable exponencialmente. Si
fueran imaginarios puros, tendr´ıamos soluciones perio´dicas en torno a posi-
bles equilibrios estables.
Modelos ma´s realistas incluyen una correccio´n no lineal: los te´rminos que
reflejan el impacto de la otra poblacio´n son proporcionales al producto de las
poblaciones.
x′ = ax− bxy, y′ = cy − dxy.
Este problema no puede resolverse en general de forma expl´ıcita. Hemos de
recurrir a los me´todos de aproximacio´n nume´rica. Calcular los puntos de
equilibrio y estudiar la estructura del plano de fases cuando a = 2, c = 1,
b = 0′3, d = 0′3.
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2. Sistemas conservativos y disipativos
Un tipo de sistemas importante con estructura auto´noma son los modelos
conservativos unidimensionales de la Meca´nica cla´sica: y′′ + V ′(y) = 0. Esta
ecuacio´n describe la segunda ley de Newton aplicada al movimiento de una
part´ıcula sujeta a una fuerza−V ′(y), donde V representa su energ´ıa potencial
(ele´ctrica, gravitatoria...) [2].
Estos modelos se pueden escribir en forma de sistema auto´nomo poniendo
y1 = y y y2 = y
′:
y′1(t) = y2(t), y
′
2(t) = −V ′(y1).
Tambie´n se pueden reducir a una ecuacio´n separable de primer orden multi-
plicando por y′ e integrando:
1
2
y′2(t) + V (y(t)) = E,
E es una constante que se interpreta como la energ´ıa total del sistema. Inte-
grando esta ecuacio´n obtenemos
t− t0 =
∫ y(t)
y(t0)
dy√
2(E − V (y))
. (1)
Esta expresio´n nos permite calcular el tiempo que tarda una trayectoria en
ir de una posicio´n a otra. Para ciertas funciones V (y) esta fo´rmula produce
integrando una expresio´n expl´ıcita para y(t). En general, esto no es posible,
pero se puede extraer mucha informacio´n sobre las trayectorias (y(t), y′(t))
a partir de la conservacio´n de la energ´ıa: existencia de puntos de equilibrio,
trayectorias perio´dicas ... y construir el plano de fases. En esta pra´ctica va-
mos a utilizar Matlab para dibujar los planos de fases de distintos modelos.
Ejercicio 1: El pe´ndulo no lineal. Consideremos la ecuacio´n del pe´ndu-
lo no lineal:
y′′ + sen (y) = 0 ⇐⇒ y′1 = y2, y′2 = −sen (y1).
En primer lugar, se programa la funcio´n que define el segundo miembro del
sistema:
function dy=pend(t,y)
dy=[y(2);-sin(y(1))];
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A continuacio´n de define el intervalo de tiempo en el que se quieren cal-
cular las soluciones y se fijan los datos iniciales.
tspan=[0 10];yazero=[1;1];ybzero=[-5;2];yczero=[5;-2];
[ta,ya]=ode45(’pend’,tspan,yazero);
[tb,yb]=ode45(’pend’,tspan,ybzero);
[tc,yc]=ode45(’pend’,tspan,yczero);
[y1,y2]=meshgrid(-5:0.5:5,-3:0.5:3);
Dy1Dt=y2;Dy2Dt=-sin(y1);
quiver(y1,y2,Dy1Dt,Dy2Dt);hold on
plot(ya(:,1),ya(:,2),yb(:,1),yb(:,2),yc(:,1),yc(:,2))
axis equal, axis([-5 5 -3 3])
xlabel y 1(t), ylabel y 2(t), hold off
Si incluimos en el modelo efectos de friccio´n el sistema deja de ser con-
servativo y tenemos:
y′′ + y′ + sen (y) = 0 ⇐⇒ y′1 = y2, y′2 = −sen (y1)− y2
Definimos el segundo miembro:
function dy=pendf(t,y)
dy=[y(2);-sin(y(1))-y(2)];
y el programa principal
tspan=0:0.2:10;y0=-10:0.2:10;n=length(y0);
for i=1:n [t,y]=ode45(’pendf’,tspan,[y0(i);0]);
plot(t,y); hold on; drawnow; end
Como vemos, es fa´cil hacerse una idea sobre co´mo se organizan las tra-
yectorias una vez ubicados en el plano de fases los puntos de equilibrio, las
separatrices y los ciclos l´ımite.
Ejercicio 2. Estudiar la estabilidad lineal de los puntos de equilibrio en
el modelo del pe´ndulo no lineal con y sin friccio´n.
Los puntos de equilibrio son de la forma (kpi, 0), k entero. Linealizamos
sin(y) en torno a ellos:
sin(y) ∼ sin(kpi) + cos(kpi)(y − kpi) + o(y − kpi)2.
9
Escribiendo y1 = y˜1+kpi, y2 = y˜2+0, el sistema conservativo queda de forma
aproximada (despreciando los te´rminos cuadra´ticos):
y˜′1 = y˜2, y˜
′
2 = − cos(kpi)y˜1.
Cuando k es par cos(kpi) = 1. Cuando k es impar cos(kpi) = −1. La matriz
del sistema es (
0 1
−1 0
)
o
(
0 1
1 0
)
.
En el primer caso, con k par, tenemos autovalores ±ı, imaginarios puros. Los
puntos de equilibrio son centros estables rodeados de trayectorias perio´dicas
cerradas. La solucio´n general es:
c1
(
cos(t)
− sin(t)
)
+ c2
(
sin(t)
cos(t)
)
.
En el segundo caso, con k impar, tenemos autovalores ±1. Los puntos
de equilibrio son puntos silla de los que salen trayectorias en la direccio´n
del autovector asociado a 1 y en los que entran trayectorias en la direccio´n
del autovector asociado a −1. Son las separatrices, que separan regiones con
trayectorias que se acercan temporalmente al equilibrio, pero luego se alejan.
La solucio´n general es:
c1
(
1
1
)
et + c2
(
1
−1
)
e−t.
Co´mo queda la estabilidad lineal de ambos tipos de puntos en presencia
de friccio´n?
Ejercicio 3. Multiplicando la ecuacio´n del pe´ndulo por y′ e integrando
tenemos para t > 0:
1
2
(y′(t))2 + (1− cos(y(t))) = E0 = 1
2
(y′(0))2 + (1− cos(y(0))) ≥ 0.
Dibuja la funcio´n V (y) = 1− cos(y). Segu´n la variacio´n de los cortes de esta
funcio´n con E0 al subir E0 y la restriccio´n
1
2
(y′(t))2 + (1 − cos(y(t))) ≥ 0
puedes obtener conclusiones sobre las regiones donde el movimiento es posi-
ble?
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Ejercicio 4. Consideramos el potencial
V (w) =
1
4
w4 − (1 + a)
3
w3 +
a
2
w2 ≥ 0
con 2 mı´nimos en 0, 1 y un ma´ximo en a ∈ (0, 1), ve´ase la figura 1. La funcio´n
es positiva. Su derivada es
V ′(w) = −w(1− w)(w − a).
Consideramos la dina´mica
u′′ + V ′(u) = 0⇒ 1
2
(u′)2 + V (u) = E.
Variando el nivel E ≥ 0 tenemos:
Para valores de E < V (a), hay trayectorias cerradas en torno a los
mı´nimos, que son equilibrios estables.
Para E = V (a), aparecen trayectorias que entran y salen del ma´ximo,
que es un equilibrio inestable. Estas trayectorias que tardan un tiempo
infinito (1) en salir de un equilibrio inestable y volver al mismo se
llaman homocl´ınicas.
Dibujar el potencial y dibujar el plano de fases. Co´mo son las trayectorias si
E > V (a)?
Ejercicio 5. Consideramos el potencial
V (w) = −1
4
w4 +
(1 + a)
3
w3 − a
2
w2
con 2 ma´ximos en 0, 1 y un mı´nimo en a ∈ (0, 1), ve´ase la figura 2. Su
derivada es
V ′(w) = w(1− w)(w − a).
Consideramos la dina´mica
u′′ + V ′(u) = 0⇒ 1
2
(u′)2 + V (u) = E.
Sea m el ma´ximo correspondiente a V (m) menor. Variando el nivel E ≥ 0
tenemos:
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Para valores de E < V (m), hay trayectorias cerradas en torno al mı´ni-
mo, que es un equilibrio estable.
Para E = V (m), tenemos dos casos
• Caso sime´trico a = 0′5: aparecen trayectorias que unen los dos
equilibrios inestables, los dos ma´ximos, que esta´n a la misma al-
tura. Estas trayectorias que tardan un tiempo infinito (1) en ir de
un equilibrio inestable a otro distinto se llaman heterocl´ınicas (ya
aparec´ıan en el pe´ndulo no lineal).
• Caso asime´trico a 6= 0′5: los dos ma´ximos esta´n a distinta altura,
sea am que corresponde a V (m) menor. Va a haber trayectorias
homocl´ınicas que unen ese equilibrio inestable consigo mismo en
un tiempo infinito (1) (ya aparecen en el ejercicio 4).
Dibujar el potencial en el caso sime´trico a = 0,5 y asime´trico a 6= 0,5. Dibujar
los planos de fases. Co´mo son las trayectorias para E > V (m)?
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(a) (b)
(c) (d)
Figura 1: Potencial de doble pozo. Caso sime´trico a = 0′5: (a) Aspecto del
potencial y (b) Plano de fases con trayectoria cerrada en torno a un equi-
librio estable (azul), homocl´ınica que entra y sale del equilibrio inestable
(roja) haciendo de separatriz, trayectoria cerrada entorno a todos los equili-
brios (verde). Caso asime´trico a = 0,4: (a) Aspecto del potencial y (b) Plano
de fases con trayectoria cerrada en torno a un equilibrio estable (azul), ho-
mocl´ınica que entra y sale del equilibrio inestable (roja) en torno a uno de
los equilibrios estables, trayectoria cerrada entorno a todos los equilibrios
(verde). La u´nica diferencia es la asimetr´ıa de los pozos y las trayectorias.
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(a) (b)
(c) (d)
Figura 2: Potencial de doble pozo invertido. Caso sime´trico a = 0′5: (a) As-
pecto del potencial y (b) Plano de fases con trayectoria cerrada en torno al
equilibrio estable (azul), heterocl´ıinca que une los dos equilibrios inestables
haciendo de separatriz. Existe otra sime´trica. Fuera de la regio´n determina-
da por ellas las trayectorias no esta´n acotadas. Caso asime´trico a = 0,4: (a)
Aspecto del potencial y (b) Plano de fases con trayectoria cerrada en torno
al equilibrio estable (azul), homocl´ınica que entra y sale de equilibrio ines-
table con menos energ´ıa (roja). Fuera de esa regio´n las trayectorias no esta´n
acotadas.
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3. Trayectorias heterocl´ınicas y frentes
En el estudio del plano de fases para el pe´ndulo no lineal hemos observado
la presencia de trayectorias que salen de −pi y llegan a pi. Tales trayectorias
que unen dos equilibrios inestables distintos en un tiempo infinito se llaman
heterocl´ınicas y cobran gran importancia en el estudio de la dina´mica de
sistemas ma´s complejos. Un ejemplo los proporcionan los sistemas de reac-
cio´n-difusio´n, cuyas soluciones suelen evolucionar a ondas viajeras que se
propagan a una cierta velocidad con un perfil fijo [3]. Cuando este perfil to-
ma la forma de curva que une dos constantes recibe el nombre de frente de
onda.
Consideramos el problema de difusio´n:
ut − uxx = u(u− a)(1− u), x ∈ (−∞,∞), t > 0,
u(−∞, t) = 0, u(∞, t) = 1, t > 0,
con a ∈ (0, 1). Buscamos una solucio´n de tipo frente viajero u(x, t) = w(x−
ct) que se propaga a velocidad c con perfil w(z). El perfil satisface:
−cwz − wzz = w(w − a)(1− w), z ∈ (−∞,∞), (2)
w(−∞) = 0, w(∞) = 1.
El segundo miembro tiene una primitiva V (w) = −1
4
w4 + (1+a)
3
w3 − a
2
w2.
3.1. Frentes estacionarios
Cuando a = 0,5, c = 0 (se ve integrando la ecuacio´n del perfil (2) res-
pecto a z, la integral de la fuente es cero por simetr´ıa). Tenemos un frente
estacionario, caso de que el perfil buscado exista. Multiplicando (2) por wz e
integrando:
1
2
w2z + V (w(z)) = E ≥ 0, z ∈ (−∞,∞).
La funcio´n V (w) es un doble pozo invertido con ma´ximos en 0 y 1, mı´nimo
en a. Mirando la evolucio´n de las regiones de movimiento a medida que E
crece desde 0, vemos trayectorias cerradas en torno al centro a = 0′5. Cuando
llegamos a E = V (0′5), tenemos separatrices o heterocl´ınicas que unen ambos
equilibrios inestables.
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El perfil buscado existe. Co´mo calcularlo? En el plano de fases es una
curva inestable, en el sentido de que cualquier punto pro´xido pero no situado
exactamente en e´l, da lugar a trayectorias que se alejan por giro o escape al
infinito.
Obse´rvese que w recorre todos los valores de 0 a 1. En algu´n punto,
valdra´ 0′5. Por simetr´ıa podemos tomar w(0) = 0′5 y ambas ramas, a iz-
quierda y derecha de esa valor sera´n sime´tricas. Una estrategia nume´rica
consiste en combinar truncatura a dominio finito y me´todo de tiro:
truncar a un dominio finito ∈ [−L,L], L grande.
fijar w(0) = 0′5 y encontrar la pendiente α tal que wz(0) = α conduce
a w(L) = 1 y w(−L) = 0.
Para aproximar el valor de α recurrimos a un me´todo de biseccio´n:
Encontramos a0 y b0 tales que la solucio´n de w(0) = 0
′5, wzz = w(w −
a)(w − 1), con wz(0) = a0 en L se mantiene por debajo de 1, pero
supera 1 si wz(0) = b0.
Tomamos el punto medio a0+b0
2
y vemos si usa´ndolo como pendiente
quedamos por encima o debajo de 1.
Redefinimos los nuevos valores a1 y b1 usando el punto medio de modo
que a un corresponda una curva por encima de 1 y a otro por debajo.
Iteramos hasta calcular α con varios d´ıgitos correctos.
Este proceso se implementa en los co´digos siguientes:
global a
a=0.5;
L=10;
nit=100;
a0=0.15; % cae
[t,u]=ode45(’rhsheteroclinica’,[0 L],[a;a0]);
plot(t,u(:,1),’r’);
hold on
b0=0.18; % se va a infinito
[t,u]=ode45(’rhsheteroclinica’,[0 L],[a;b0]);
plot(t,u(:,1),’b’);
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hold off
for it=1:nit
b1=(a0+b0)/2;
[t,u]=ode45(’rhsheteroclinica’,[0 L],[a;b1]);
plot(t,u(:,1),’g’);
drawnow
lt=length(t);
disp(u(lt,1))
if u(lt,1)>1
b0=b1;
else
a0=b1;
end
disp([a0 b0])
pause
if abs(a0-b0)<1e-4 break; end
end
complementado por la funcio´n:
function dy=rshheteroclinica(t,y)
global a;
dy=zeros(2,1);
dy(1)=y(2);
dy(2)=y(1)*(y(1)-1)*(y(1)-a);
3.2. Frentes viajeros
El perfil de un frente viajero satisface:
−cwz − wzz = w(w − a)(1− w), z ∈ (−∞,∞),
w(−∞) = 0, w(∞) = 1.
Tenemos una variable ma´s, la velocidad c, que depende de a. Integrando,
tenemos que:
c = −
∫ ∞
−∞
w(z)(w(z)− a)(1− w(z))dz.
Planteando el problema de tiro, necesitamos encontrar una pendiente α de
modo que:
wz = v, vz = −cv − w(w − a)(1− w),
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w(0) = 0,5, v(0) = wz(0) = α,
w(−L) = 0, w(L) = 1,
Ejercicio. Programar un me´todo de tiro doble alternado para calcular el
perfil y la velocidad:
Fijado c = 0, ajustamos α por el me´todo de tiro en [0, L] para que
w(L) = 1.
Fijado α, ajustamos c por el me´todo de tiro en [−L, 0] para que w(−L) =
0.
Iteramos el proceso ajustando sucesivamente α con el nuevo valor de c
y c con el nuevo valor de α hasta llegar a un equilibrio.
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4. Bifurcacio´n nodo-silla: Anclaje de frentes
El comportamiento de las soluciones de los modelos considerados puede
variar con los para´metros presentes en los mismos. Para determinados valores
cr´ıticos, el comportamiento cualitativo puede variar completamente. Tales
valores cr´ıticos de los para´metros de control se llaman bifurcaciones.
Hay varios tipos de bifurcaciones que aparecen recurrentemente. Nos cen-
tramos aqu´ı en la bifurcacio´n de tipo nodo-silla. Proporciona el mecanismo
ba´sico por el cual puntos de equilibrio se crean y se destruyen.
El prototipo de bifurcacio´n nodo-silla lo define la ecuacio´n:
x′ = F + x2, (3)
donde F es un para´mero real que puede ser:
positivo: no hay equilibrios (la para´bola no tiene ceros),
nulo: hay un equilibrio (la para´bola tiene un cero),
negativo: hay dos equilibrios (la para´bola tiene dos ceros, uno es un
equilibrio estable, otro inestable).
La ecuacio´n diferencial pasa de una situacio´n en la que tiene un equilibrio
que atrae y otro que no, a una situacio´n sin equilibrios, con trayectorias que
se van a infinito, ve´ase la Figura 3. Este ocurre para el para´metro de control
r = 0, donde tiene lugar la bifurcacio´n nodo-silla.
El diagrama de bifurcacio´n representa la evolucio´n de las ramas de solu-
cio´n estable e inestable en r = 0, ve´ase la Figura 4.
Ejemplo: Anclaje y propagacio´n de frentes [4, 5]. Consideramos el
problema:
un,t − d(un+1 − 2un + un−1) = un(2− un)(un − a)− w, n ∈ IN, t > 0,
u−∞(t) = 0, u∞(t) = 2, t > 0,
con a ∈ (0, 2) y n entero. Para el problema de reaccio´n-difusio´n continuo
ut − uxx = u(2− u)(u− a)− w, x ∈ (−∞,∞), t > 0,
u(−∞, t) = 0, u(∞, t) = 2, t > 0.
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Figura 3: Evolucio´n del segundo miembro con el para´metro r en sistemas que
muestran una bifurcacio´n nodo-silla: (a) r < 0, (b) r = 0, (c) r > 0.
Figura 4: Diagrama de bifurcacio´n para una bifurcacio´n nodo-silla.
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sabemos por la seccio´n 3 que si w = 0 y a = 1 existe un frente estacionario
con velocidad c = 0. En otro caso, se rompe la simetr´ıa de la fuente y existen
soluciones de tipo frente viajero con velocidad c 6= 0. Sin embargo, para el
problema de difusio´n discreto se observa un feno´meno de anclaje. Fijemos
a = 1 de forma que el te´rmino no lineal sea sime´trico:
Cuando wl(d) ≤ w ≤ wr(d) hay soluciones de tipo frente estacionario
un que crecen de 0 a 1.
Cuando w > wr(d) o w < wl(d) hay soluciones de tipo frente viajero
un(t) = w(n − ct) con perfiles w que crecen de 0 en −∞ a 1 en ∞ y
c 6= 0.
Que´ ocurre en los puntos cr´ıticos wr(d) y wl(d)? Para entenderlo considera-
mos un caso en el que d es pequen˜o, por ejemplo, d = 0′1, de modo que el
frente se puede aproximar ba´sicamente por dos colas constantes z1(w), z3(w),
y un punto de unio´n intermedio u0. Hay soluciones estacionarias siempre que
la ecuacio´n aproximada para la evolucio´n de ese punto de unio´n:
u′0 − d(z3(w)− 2u0 + z1(w)) = u0(2− u0)(u0 − 1)− w ⇒
u′0 = −2du0 + u0(2− u0)(u0 − 1)− w + d(z3(w) + z1(w))
tenga solucio´n estacionaria u0 ∈ (z1(w), z3(w)), siendo z1(w) y z3(w) el pri-
mer y tercer ceros de la fuente f(u) = u(2− u)(u− 1)− w.
Consideramos la fuente
g(u0) = −2du0 + u0(2− u0)(u0 − 1)− w + d(z3(w) + z1(w)).
Para valores bajos de w tiene 3 ceros y u0 se queda cerca del intermedio.
A medida que w crece, los dos ceros inferiores, uno estable y otro inestable,
comisionan y desaparecen. Por tanto u0 ha de moverse hacia el tercer cero,
el superior. Tenemos pues una bifurcacio´n de tipo nodo-silla en el compor-
tamiento de e´ste sistema reducido, que se extiende al global y caracteriza la
transicio´n de soluciones estacionarias ancladas a ondas viajeras.
Vamos a visualizar esta situacio´n.
Ejercicio 1. Dibujar la funcio´n g(u) = −2du + u(2 − u)(u − 1) − w +
d(z3(w) + z1(w)) para valores crecientes de w dentro del rango en el que la
funcio´n f(u) = u(2− u)(u− 1)− w tiene tres ceros. Tomar d = 0′1.
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Figura 5: Evolucio´n del frente estacionario a medida que el para´metro de
control se acerca al valor cr´ıtico. Imagen tomada de [4].
Observar co´mo a medida que crece w, dos ramas de ceros de g colisio-
nan y desaparecen.
Que´ relaciones caracterizan el valor wc en el que ocurre esta colisio´n,
y por tanto, la bifurcacio´n.
Pintar el diagrama de bifurcacio´n correspondiente.
Derivar la forma normal de la bifurcacio´n para el problema de evolu-
cio´n (4) escribiendo u0 = u0(wc) + v0 y obteniendo una ecuacio´n para
v0 despreciando las potencias de orden superior, para valores de w li-
geramente por encima de wc. Comprobar que se obtiene una ecuacio´n
de la forma:
v′0 = α(w − wc) + βv20.
Ejercicio 2. Usando como referencia el valor wc obtenido en el ejercicio
anterior, comprobar que el sistema
un,t − 0′1(un+1 − 2un + un−1) = un(2− un)(un − 1)− w, −L ≤ n ≤ L,
u−L(t) = 0, uL(t) = 2,
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tiene soluciones estacionarias si w < wc pero viajeras si w > wc. Para ello,
simular la evolucio´n del sistema partiendo de un estado inicial de la forma
un(0) = z1(w) si n ≤ 0 y un(0) = z2(w) si n > 0. Observar si la solucio´n se
queda ’anclada’ (Figura 5) o va avanzando en una direccio´n.
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5. Trayectorias homocl´ınicas y pulsos en sis-
temas excitables
Al margen de frentes, un sistema de reaccio´n-difusio´n puede tener solucio-
nes viajeras con un perfil que toma la forma de curva que une dos constantes
y recibe el nombre de pulso. Los frentes se observan en situaciones de biestabi-
lidad: el sistema de reaccio´n-difusio´n tiene dos equilibrios constantes estables
y el frente evoluciona de uno a otro. Los pulsos se observan en situaciones
de excitabilidad, en las que el sistema tiene un u´nico equilibrio estable. El
pulso abandona temporalmente este estado y vuelve a e´l. Tal es el caso en
sistemas de la forma:
∂u
∂t
=
∂2u
∂x2
+ f(u, v), (4)
∂v
∂t
= εg(u, v), (5)
en los que la fuente f(u, v) es una funcio´n cu´bica respecto a u con tres ceros
z1(v) < z2(v) < z3(v), el primero y tercero de los cuales son estables para
la dina´mica (4) con v fijo. Una eleccio´n cla´sica corresponde al sistema de
FitzHugh-Nagumo
f(u, v) = u(2− u)(u− a)− v, g(u, v) = u− bv,
con a ∈ (0, 1), b > 0, de modo que el u´nico equilibrio del sistema es (0, 0). El
modelo de FitzHugh-Nagumo es un modelo simplificado utilizado para com-
prender feno´nemos de propagacio´n de impulsos nerviosos [7], ve´ase Figura 6.
Modelos de estructura similar describen la contraccio´n de fibras musculares
[10]. u representa el impulso nervioso o muscular, w la variable de recupera-
cio´n de la fibra tras la excitacio´n.
El para´mero ε se toma suficientemente pequen˜o para que las variables
excitable v y de relajacio´n w actu´en en escalas de tiempo separadas. El perfil
del pulso en la variable excitable u se forma por unio´n de dos frentes, uno
ascendente y otro descendente. En tales frentes, v se mantiene casi constante,
y ambos son por tanto solucio´n tipo frente (como las estudiadas en la seccio´n
3) de la ecuacio´n (4). Fuera de ellos, u var´ıa subordinado a la evolucio´n de v
y con la restriccio´n de que el te´rmino fuente en (4) es ba´sicamente nulo.
Los perfiles de un pulso viajero que se propaga con velocidad c y es
solucio´n de (4)-(5) cumplen u(x, t) = u(x− ct), v(x, t) = v(x− ct) con
−cuz(z) = uzz(z) + f(u(z), v(z)), z = x− ct,
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Figura 6: Esquema de un pulso nervioso
−cvz(z) = εg(u(z), v(z)).
Se debe ajustar la velocidad c de forma que el sistema tenga de ecuaciones
diferenciales ordinarias tenga una trayectoria homocl´ınica. Para construir la
solucio´n podemos recurrir a me´todos de tiro como en el caso de los frentes, o
considerar un problema de autovalores, con autovalor c. Otra opcio´n consiste
en resolver el sistema de reaccio´n-difusio´n original, con condiciones iniciales
y de contorno adecuadas, y ver co´mo la solucio´n adopta la forma de un pulso
viajero, a partir de lo cual se pueden inferir perfiles y velocidades. No´tese
que para una solucio´n viajera
u(x+ 1, t) = u(x+ 1− ct) = u(x− c(t− 1/c)) = u(x, t− 1/c).
La velocidad c es positiva si el perfil se mueve a la derecha, negativa si se
mueve a la izquierda. En mo´dulo, es el rec´ıproco del tiempo que tarda un
punto x+1 en alcanzar el mismo estado que el punto x. Estimada la velocidad
c, el perfil de la onda viajera se obtiene a partir de la trayectoria u(x, t) del
punto x como
u(z) = u(x− ct) = u(x, (x− z)/c)
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usando z = x− ct, es decir, t = (x− z)/c.
Vamos a simular nume´ricamente la evolucio´n usando una versio´n discre-
tizada de (4)-(5):
∂un
∂t
= d(un+1 + 2un + un−1) + un(2− un)(un − a)− vn, (6)
∂vn
∂t
= ε(un − bvn). (7)
Esta ecuacio´n se puede considerar una discretizacio´n del problema continuo,
suyas soluciones aproximan la solucio´n del continuo para d grande (d = 1
h2
,
siendo h2 el paso de discretizacio´n). Tambie´n es un modelo de propagacio´n
de impulsos nerviosos o musculares en s´ı mismo, que toma en cuenta la va-
riacio´n espacial de las fibras nerviosas humanas o los mu´sculos, ignorada en
el modelo continuo [8, 10].
Ejercicio. Calculamos los valores de un(t) y vn(t) en una red de puntos
tj = jk, j = 0, ...,M, con k =
T
M
. Para ello usamos una discretizacio´n
expl´ıcita en tiempo: vn,j+1−vn,j
k
= vn,t(tj) +O(k), lo que nos proporciona:
un,j+1 − un,j
k
= d(un+1,j − 2un,j + un−1,j) + un,j(2− un,j)(un,j − a)− vn,j,
vn,j+1 − vn,j
k
= ε(un,j − bvn,j),
con n = 0, . . . , N. Para resolver la recurrencia, se despeja sucesivamente el
nivel j+ 1 a partir del nivel j, partiendo del nivel cero un,0 = 0, vn,0 = 0, que
es conocido. Se precisa una condicio´n de contorno. Tomamos v0,j = 2χ[0,τ ](tj)
(se excita el extremo de la fibra durante un tiempo τ). χ[0,τ ] denota la funcio´n
caracter´ıstica del intervalo [0, τ ], que vale uno si t ≤ τ y cero si t > τ.
Para garantizar la estabilidad del esquema, hara´ falta una restriccio´n adi-
cional sobre k y d: k < 0,5
d
. Para´metros sugeridos: a = 0,8, b = 0,3, ε = 0,005,
T = 2000, τ = 10, M = 200000, N = 500. Para relacionar con el proble-
ma continuo podemos tomar d = 1
h2
, h = L
N
, L = 100. De esta forma,
un(tj) ∼ u(xn, tj), vn(tj) ∼ v(xn, tj), xn = nh, n = 0, ..., N .
Cua´l es la velocidad de propagacio´n del pulso? Cua´l es su perfil?
Que´ ocurre si no se cumple la condicio´n k < 0,5h2? Que´ ocurre si usamos
como condicio´n de contorno v(0, t) = αχ[0,τ ] con α cada vez menor? Que´ ocu-
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rre si aumentamos o disminuimos el valor de ε? Que´ ocurre si aumentamos
o disminuimos el valor de τ?
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6. Bifurcaciones de tipo transcr´ıtico y pitch-
fork
La bifurcacio´n transcr´ıtica proprociona un mecanismo para el cambio de
estabilidad de un punto de equilibrio que persiste al variar los para´metros
pero puede cambiar de estable a inestable. La forma normal para una bifur-
cacio´n transcr´ıtica es:
x′ = rx− x2, (8)
donde r, x pueden ser positivos o negativos:
Si r < 0, hay un equilibrio estable en xe = 0 y otro inestable en xe = r.
Si r = 0, los dos equilibrios comisionan en xe = 0, que es marginalmente
estable, es decir, estable o inestable segu´n por do´nde nos acerquemos.
Si r > 0, hay un equilibrio inestable en xe = 0 y otro estable en xe = r.
A diferencia de lo que ocurre en la bifurcacio´n nodo-silla, no se pierden pun-
tos de equilibrio, simplemente se intercambia la estabilidad, ve´ase la Figura
7. El diagrama de bifurcacio´n para la bifurcacio´n transcr´ıtica se representa
en la Figura 8.
El tercer tipo de bifurcacio´n es la bifurcacio´n pitchfork, comu´n en los pro-
blemas con simetr´ıa, en los que puntos de equilibrio aparecen o desaparecen
en parejas sime´tricas. Hay dos tipos: supercr´ıtica y subcr´ıtica.
La bifurcacio´n pitchfork supercr´ıtica tiene forma normal
x′ = rx− x3, (9)
y es invariante reemplazando x por −x:
Si r < 0, hay un equilibrio exponencialmente estable en xe = 0.
Si r = 0, xe = 0 sigue siendo un equilibrio estable, pero ma´s de´bil. El
decaimiento a xe = 0 desde el entorno pasa a ser algebraico en lugar
de exponencial.
Si r > 0, xe = 0 se hace inestable y aparecen dos equilibrios estables
sime´tricos en xe = ±√r.
28
Figura 7: Evolucio´n del segundo miembro con el para´metro r en sistemas
que muestran una bifurcacio´n pitchfork supercr´ıtica: (a) r < 0, (b) r = 0, (c)
r > 0.
Figura 8: Diagrama de bifurcacio´n para una bifurcacio´n pitchfork supercr´ıti-
ca.
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Figura 9: Evolucio´n del segundo miembro con el para´metro r en sistemas
que muestran una bifurcacio´n pitchfork supercr´ıtica: (a) r < 0, (b) r = 0, (c)
r > 0.
La Figura 9 esquematiza esta evolucio´n. El diagrama de bifurcacio´n para la
bifurcacio´n pitchfork supercr´ıtica se representa en la Figura 10.
La bifurcacio´n pitchfork subcr´ıtica tiene forma normal
x′ = rx+ x3, (10)
y es invariante reemplazando x por −x:
Si r > 0, hay un equilibrio inestable en xe = 0.
Si r = 0, xe = 0 es un equilibrio marginalmente estable, estable o
inestable segu´n desde do´nde nos aproximemos. La inestabilidad para
r > 0 puede dar lugar a explosiones en tiempo finito.
Si r < 0, xe = 0 se hace estable y aparecen dos equilibrios inestables
sime´tricos en xe = ±
√−r.
El diagrama de bifurcacio´n para la bifurcacio´n pitchfork subcr´ıtica se repre-
senta en la Figura 11(a).
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Figura 10: Diagrama de bifurcacio´n para una bifurcacio´n pitchfork supercr´ıti-
ca.
En los sistemas f´ısicos reales la inestabilidad para r > 0 viene balanceada
por otros te´rminos, por ejemplo:
x′ = rx+ x3 − x5.
Debido a la presencia de x5, las ramas inestables se dan la vuelta y hacen
estables en algu´n valor rs < 0. En el rango rs < r < 0, coexisten dos solucio-
nes estables y el sistema puede evolucionar a cualquiera de ellas, ocasionando
situaciones de irreversibilidad. Este feno´meno se denomina histe´resis. El dia-
grama de bifurcacio´n correspondiente se representa en la Figura 11(b).
Ejemplo: Nucleacio´n de defectos en cristales ato´micos [?]. Con-
sideramos una red cu´bica bidimensional (i, j), 1 ≤ i, j ≤ N . Cada punto se
identifica con un a´tomo de un cristal cu´bico en su posicio´n de equilibrio. Su
movimiento esta´ gobernado por el sistema de ecuaciones
m
d2ui,j
dt2
+α
dui,j
dt
=ui+1,j−2ui,j+ui−1,j+A[ga(ui,j+1−ui,j)+ga(ui,j−1−ui,j)],
con
ga(x) =
2a
pi
sin(
pix
2a
), −a ≤ x ≤ a,
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(a) (b)
Figura 11: (a) Diagrama de bifurcacio´n para una bifurcacio´n pitchfork
subcr´ıtica. (b) Diagrama de bifurcacio´n para una bifurcacio´n pitchfork
subcr´ıtica regularizada, con retorno e histe´resis.
ga(x) =
2a
pi
sin(
pi(x− 1/2)
2a− 1 ), a ≤ x ≤ 1− a.
Consideramos a = 0,2, A = 0,3, N = 10, m = 0, α = 1. Imponemos
condiciones de contorno ui,j = F [j−(N+1)/2] para j = 1,j = N ,i = 1, i = N
para cerrar el sistema. Tomamos F = F (t) =
Ff
tr
tH(tr − t) + FfH(t − tr),
Ff = 0,22, siendo H la funcio´n de Heaviside, que vale 1 para argumentos
positivos, y se anula caso contrario.
Programar un co´digo que simule la evolucio´n del sistema cuando tr = 84
y cuando tr = 1000. Dibujar a intervalos de tiempo tr el aspecto del ret´ıculo
(i+ui,j, j). Que´ diferencias observas en la evolucio´n? Que´ relacio´n crees que
guarda lo que ves con el diagrama de bifurcacio´n representado en la Figura
12? Que´ tipo de bifurcacio´n es?
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(a)
(b)
Figura 12: (a) Diagrama de bifurcacio´n. (b) Ramas estables que coexisten,
BR1 y BR2. Ima´genes tomadas de [9].
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7. Ciclos l´ımite y bifurcaciones de Hopf
Las bifurcaciones en torno a puntos de equilibrio estudiadas hasta ahora
persisten en sistemas dina´micos de dimensio´n mayor. Las variaciones de in-
tere´s se concentran en un espacio unidimensional, mientras que el resto de
las componentes contribuyen atraccio´n o repulsio´n a ese subespacio.
En sistemas dina´micos bidimensionales (o de dimensiones mayores), apar-
te de puntos de equilibrio podemos tener trayectorias cerradas. En el caso
del pe´ndulo no lineal, por ejemplo, tenemos un continuo de trayectorias ce-
rradas. Para el pe´ndulo no lineal con friccio´n, tenemos trayectorias cerradas
aisladas: ciclos l´ımite. Los ciclos l´ımite pueden ser:
Estables: Atraen las trayectorias situadas fuera y dentro.
Inestables: Repelen las trayectorias situadas fuera y dentro.
Marginalmente estables: atraen las trayectorias de un lado (externo o
interno) pero no de otro.
Son un feno´meno no lineal, no se encuentran en sistemas lineales.
Algunos criterios permiten excluir la existencia de ciclos l´ımite:
Los sistemas gradiente, de la forma x′ = −∇V (x), no tienen o´rbitas
cerradas.
Un sistema x′ = f(x) que posee un equilibrio x∗ y una funcio´n de
Liapunov V (V (x) > 0 si x 6= x∗, V (x∗) = 0, V ′ < 0 para x 6= x∗, no
tiene ciclos l´ımite. Todos los estados van hacia el equilibrio globalmente
asinto´ticamente estable.
Otros criterios, como el de Poincare´-Bendixon, proporcionan criterios pa-
ra la existencia de tales o´rbitas cerradas. Si
R es un conjunto cerrado, acotado del plano,
x′ = f(x) es un campo vectorial continuamente diferenciable definido
en un abierto que contiene R,
R no contiene equilibrios,
Existe una trayectoria C contenida en R,
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(a) (b)
Figura 13: Bifurcacio´n de Hopf supercr´ıtica: (a) mu < 0, (b) µ > 0. El
equilibrio estable pierde estabilidad dando paso a un ciclo l´ımite estable.
entonces o C es una o´rbita cerrada o se aproxima en espiral a una o´rbita
cerrada. En cualquier caso, R contiene una o´rbita cerrada.
Las bifurcaciones de Hofp proporcionan un mecanismo por el que se crea
un ciclo l´ımite a partir de un estado estacionario. Pueden ser subcr´ıticas o
supercr´ıticas.
En una bifurcacio´n de Hopf supercr´ıtica, podemos tener sistemas f´ısicos
que evolucionan a un equilibrio de forma oscilatoria, con decaimiento en am-
plitud que depende de un para´mero µ. Si el decaimiento se hace ma´s y ma´s
pequen˜o al acercarnos a un valor cr´ıtico, y pasa a crecer tras e´l, el equilibrio
pierde estabilidad y a menudo acaba evolucionando a un ciclo l´ımite.
Ejemplo 1. Consideramos en coordenadas polares el sistema:
r′ = µr − r3, θ′ = ω + br2.
Aparecen 3 para´metros: µ controla la estabilidad del punto de equilibrio en
el origen, ω proporciona la frecuencia de las oscilaciones, y b determina la
dependencia de la frecuencia respecto a la amplitud.
Dibujar el plano de fases. Comprobar que si µ < 0 tenemos un punto de
equilibrio en (0, 0) en el cual se enroscan las dema´s trayectorias de forma
exponencialmente estable. Si µ = 0, el punto (0, 0) es un equilibrio ma´s de´bil,
con espirales que decaen algebraicamente. Si µ > 0, tenemos un ciclo l´ımite
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(a) (b)
Figura 14: Bifurcacio´n de Hopf supercr´ıtica: (a) mu < 0, (b) µ > 0. Un ciclo
l´ımite inestable absorbe un equilibrio estable, hacie´ndolo inestable y forzando
la evolucio´n a otro ciclo l´ımite estable.
en torno al cual se enroscan espirales desde dentro y desde fuera.
Para ver la evolucio´n de la estabilidad lineal del punto de equilibrio,
cambiamos a coordenadas cartesianas x = r cos(θ), y = r sin(θ):
x′ = r′ cos(θ)− rθ′ sin(θ) = µx− ωy + cubic terms,
y′ = ωx+ µy + cubic terms.
La matriz del sistema
A =
(
µ −ω
ω µ
)
tiene autovalores λ = µ ± ıω. Como espera´bamos, la parte real de los auto-
valores cambia de signo en cero.
En la bifurcacio´n de Hofp subcr´ıtica, las trayectorias han de saltar del
ciclo que se desvanece a otro equilibrio estable: un punto de equilibrio, otro
ciclo l´ımite, o, en dimensiones mayores o iguales que 3, un atractor cao´tico.
Desde un punto f´ısico, este tipo de bifurcaciones pueden ser muy destructivas.
Ejemplo 2. Consideramos en coordenadas polares el sistema:
r′ = µr + r3 − r5, θ′ = ω + br2.
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Dibujar el plano de fases. Comprobar que si µ < 0 tenemos dos atracto-
res: un ciclo l´ımite estable y un punto fijo estable en el origen. Entre ambos
hay una o´rbita cerrada inestable Ver que a medida que µ crece hacia cero,
este ciclo inestable se va aproximando al origen. En µ = 0 este ciclo absorbe
el origen, hacie´ndolo inestable. Si µ > 0, queda solo un ciclo l´ımite como
solucio´n estable. Las trayectorias que para valores de µ negativos quedaban
cerca del origen, ahora han de precipitarse hacia el ciclo estable. Este sis-
tema muestra histe´resis: una vez las oscilaciones comienzan, no se pueden
desconectar ni bajando µ a cero, persisten hasta µ = −1/4, valor para el que
el ciclo estable y el intestable colisionan.
La bifurcacio´n de Hopf degenerada ya nos ha aparecido. Se observa en
el pe´ndulo no lineal x′′ + µx′ + sin(x) = 0. Cuando µ cambia de positivo a
negativo, el origen cambia de ser una espiral estable a una espiral inestable.
Sin embargo, en µ = 0 no tenemos una verdadera birfucacio´n de Hopf porque
no hay ciclos l´ımite ni para µ > 0, ni para µ < 0. Sin embargo, cuando µ = 0
tenemos un continuo de o´rbitas cerradas, que no ciclos l´ımite alrededor del
origen.
Ejemplo 3. Consideramos el sistema x′ = µx−y+xy2, y′ = x+µy+y3.
Estudia el tipo de bifurcacio´n que aparece a medida que µ var´ıa. Es subcr´ıtica,
supercr´ıtica o degenerada?
Comenzar estudiando el problema linealizado en el origen. Los autova-
lores sugieren un cambio de espiral estable a inestable en µ = 0, lo que
sugiere algu´n tipo de bifurcacio´n.
Transformando el sistema a polares
r′ = µr + ry2 ≥ µr.
Por tanto, r crece al menos como r0e
µt para µ > 0. No hay o´rbitas
cerradas si µ > 0. La espiral inestable no puede estar rodeada por un
ciclo cerrada, y la bifurcacio´n no es supercr´ıtica.
Para ser degenerada, el origen debiera ser un centro si µ = 0, pero r′
sigue siendo positivo fuera del eje x, luego es imposible.
Conjeturamos por eliminacio´n que sera´ subcr´ıtica. Pintar el plano de
fases para µ = −0,2 y comprobar que un ciclo inestable rodea el punto
fijo estable.
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8. Sincronizacio´n
Los sistemas de reaccio´n-difusio´n
∂u
∂t
= d
∂2u
∂x2
+ f(u, v), d > 0 (11)
∂v
∂t
= εg(u, v), (12)
pueden mostrar un comportamiento excitable o auto-oscilatorio, segu´n el
u´nico equilibrio (u0, v0) sea estable o inestable. Caso de existir, los ciclos
l´ımite del sistema:
∂u
∂t
= f(u, v),
∂v
∂t
= εg(u, v), (13)
inducen sincronizacio´n.
Comparemos el comportamiento de los sistemas de reaccio´n-difusio´n de
tipo FitzHigh-Nagumo para impulsos nerviosos, en los que:
f(u, v) = u(2− u)(u− a)− v, g(u, v) = u− bv, (14)
con los sistemas de tipo Morris-Lecar para fibras musculares:
f(u, v) = 2v(u+0,7)+0,5(u+0,5)+0,5
[
1 + tanh(
u+0,01
0,15
)
]
(u−1)−2I (15)
g(u, v) = cosh(
u+0,01
0,29
)
[
1+tanh(
u+0,01
0,145
)−2v
]
.
El comportamiento cualitativo de las soluciones depende en gran medi-
da de los equilibrios y su estabilidad. La figura ?? representa algunos casos
posibles. Para el sistema FitzHugh-Nagumo, si fijamos a, vemos que confor-
me b crece pasamos de una situacio´n en la que tenemos un equilibrio estable
(dina´mica excitable, pulsos) a una situacio´n en lo que tenemos dos equilibrios
estables, ma´s uno inestable (dina´mica biestable, frentes). Para el sistema de
Morris-Lecar, vemos que conforme I crece pasamos de una situacio´n en la
que tenemos un equilibrio estable en la primera rama de la cu´bica (dina´mica
excitable, pulsos) a una situacio´n en lo que tenemos un equilibrio inestable
en la rama intermedia (dina´mica oscilatoria, sincronizacio´n).
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Ejercicio 1. Dibujar el plano de fases para el sistema (13) con fuen-
tes (15) cuando I = 0,375, ε = 0,01. Identificar el ciclo l´ımite estable
(U(t), V (t)) y el equilibrio inestable (u0, v0).
Ejercicio 2. Consideramos el sistema de reaccio´n-difusio´n (4)-(5) fuentes
(15) cuando I = 0,375, ε = 0,01, d = 0,5, with zero Neumann boundary
conditions. Discretizamos el sistema en espacio con paso h = 1. Comparar
el comportamiento a medida que el tiempo crece:
Tomando datos iniciales un(0) = U(n/2), vn(0) = V (n/2), donde
(U(t), V (t)) definen el perfil del ciclo l´ımite. Se generan trenes de onda
de periodo T/2 y velocidad 2, como en la Figura 15(b).
Tomando datos iniciales u2n(0) = U(τ), v2n(0) = V (τ), y u2n+1(0) =
U(τ + 1), v2n+1(0) = V (τ + 1), pares e impares en la misma posicio´n.
Para tiempos muy largos (∼ 6000) todas las trayectorias de todos los
puntos han confluido en el perfil del ciclo l´ımite, ve´ase la Figura 15(a).
Persiste este comportamiento si cambiamos los valores iniciales por
otros dos pares de constantes?
En dimensiones mayores, por ejemplo, sistemas bidimensionales como ho-
jas de grafeno, se pueden formar dominios espaciales que evolucionan de for-
ma coordinada [11].
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(a)
(b)
Figura 15: (a) Sincronizacio´n de trayectorias. (b) Trenes de onda. Ima´genes
tomadas de [10].
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