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Nomenclature
This nomenclature provides a list of important symbols used in this thesis. Symbols used
in this work that do not appear here are explained as they appear in the text.
Latin symbols
da Infinitesimal area element in the current configuration
da Vector element of an infinitesimally small area in the current configuration
a Unit vector indicating the fiber direction in the current configuration
a0 Unit vector indicating the fiber direction in the reference configuration
ai Covariant base system on Ωt
ai Contravariant base system on Ωt
dA Infinitesimal area element in the reference configuration
dA Vector element of an infinitesimally small area in the reference configuration
A Assembly matrix
AG Global assembly matrix
AL Local assembly matrix
Ai Covariant base system on Ω0
Ai Contravariant base system on Ω0
A˜ Global-local assembly matrix
b Left Cauchy-Green tensor
b0 External body force
B Matrix containing interpolation functions for independent field v˜
B Continuum body
∂B Boundary of continuum body
B0 Continuum body in the reference configuration
∂B0 Boundary of continuum body in the reference configuration
Bt Continuum body in the current configuration
∂Bt Boundary of continuum body in the current configuration
CGij Components of CG
CFij Components of CF
C Right Cauchy-Green tensor
CF Elasticity matrix related to ti
CG Elasticity matrix related to tˆi
Cm Submatrix of CG
Cs Submatrix of CG
V
VI Nomenclature
C Elasticity tensor
d Director vector in the current configuration
D Director vector in the reference configuration
D¯ Material tangent matrix
D˜ Global-local material tangent matrix
DG Global material tangent matrix
DL Local material tangent matrix
DGL Global-local material tangent matrix
e0 Internal mechanical energy
ei Base system of Cartesian coordinate system
E Efficiency
EFij Components of the Green-Lagrange strain tensor related to ti
EGij Components of the Green-Lagrange strain tensor related to tˆi
E Green-Lagrange strain tensor
E¯ Vector of Green-Lagrange strains
E¯G Vector of global Green-Lagrange strains
E¯L Vector of local Green-Lagrange strains
Eˆ Surface-related Green-Lagrange strain tensor
E Internal energy
f Force vector
df Infinitesimal force vector
f0 Resultant force due to external sources
F Deformation gradient
Fˆ Deformation gradient at the reference surface of the shell
gij Covariant metric coefficients in the current configuration
gij Contravariant metric coefficients in the current configuration
gi Covariant base system in the reference configuration
gi Contravariant base system in the reference configuration
Gij Covariant metric coefficients in the current configuration
Gij Contravariant metric coefficients in the current configuration
Gi Covariant base system in the reference configuration
Gi Contravariant base system in the reference configuration
h Thickness of the shell
h− Bottom coordinate of the shell
h+ Top coordinate of the shell
Hj Linear shape functions
H Displacement gradient
Hu Vector containing linear shape functions in ξ1-direction
Hv Vector containing linear shape functions in ξ2-direction
Hw Vector containing linear shape functions in ξ3-direction
Ii Hierarchic quadratic shape functions
Iu Vector containing hierarchic quadratic shape functions in ξ1-direction
Iv Vector containing hierarchic quadratic shape functions in ξ2-direction
Iw Vector containing hierarchic quadratic shape functions in ξ3-direction
j Mid-surface Jacobian
J Jacobian determinant
VII
Ji Hierarchic cubic shape functions
J Angular momentum
Ju Vector containing hierarchic cubic shape functions in ξ1-direction
Jv Vector containing hierarchic cubic shape functions in ξ2-direction
Jw Vector containing hierarchic cubic shape functions in ξ3-direction
K Kinetic energy
L Linear momentum
m Mass
m˜αβ Effective stress couple resultants
m Vector containing displacements through the thickness
mG Vector containing global displacements and rotations
mL Vector containing local displacements
m0 Resultant moment due to external sources
mu Vector containing displacements in ξ1-direction
mv Vector containing displacements in ξ2-direction
mw Vector containing displacements in ξ3-direction
mα Shell stress couple resultant
m˜α Shell director stress couple resultant
M Matrix containing shape functions
Mu Vector containing shape functions in ξ1-direction
Mv Vector containing shape functions in ξ2-direction
Mw Vector containing shape functions in ξ3-direction
n Number of layers in the laminate
n˜αβ Effective membrane stress resultants
n Normal unit vector on the cutting plane in the current configuration
n0 Normal unit vector on the cutting plane in the reference configuration
nα Shell stress resultant
Nk Ansatz functions
NεG Matrix containing interpolation functions for independent field εG
NεL Matrix containing interpolation functions for independent field εL
Nσ Matrix containing interpolation functions for independent field σG
p Number of processors
p¯ Surface loads acting on Ω0
P First Piola-Kirchhoff stress tensor
Pext External mechanical power
Pint Stress power
q˜α Effective shear stress resultants
q0 Cauchy heat flux
q Shell across-the-thickness stress resultant
Q Orthogonal tensor describing arbitrary rigid body motion
Q Thermal power
Q˜ Rate of entropy input
r0 Heat source
R Rotation tensor
s0 Entropy per unit volume
ds Line increment of the shell boundary
S Speedup
VIII Nomenclature
S Second Piola-Kirchhoff stress tensor
Sˆ Surface-related second Piola-Kirchhoff stress tensor
S¯ Vector of second Piola-Kirchhoff stresses
S Entropy
t Time
ti Thickness of layer i
t Cauchy traction vector
t0 External traction vector
t¯0 Prescribed external traction vector
t¯ Boundary loads acting on Γσ0
ti Local base system of the composite shell
tˆi Global fixed base system of the composite shell
t−i Bottom coordinate of layer i
t+i Top coordinate of layer i
Tp Runtime of the simulation with p processors
Ts Runtime of the simulation with one processor
T Cauchy stress tensor
T¯ Transformation matrix
Tˆ Transformation matrix
u Displacement in ξ1-direction
u Displacement vector
u˜ Displacement vector in the extended product ansatz
uG Global displacement vector
uL Local displacement vector
u¯ Prescribed displacement vector
U Right stretch tensor
v Displacement in ξ2-direction
dv Infinitesimal volume element in the current configuration
v Left stretch tensor
v˜ Field of displacements and rotational parameters
v0 Velocity in the reference configuration
dV Infinitesimal volume element in the reference configuration
w Displacement in ξ3-direction
δw Variation of the axial vector associated with δRRT
δWint Internal virtual mechanical work
δWext External virtual mechanical work
W Skew symmetric tensor associated with d
x Position vector in the current configuration
dx Infinitesimal line element in the current configuration
x0 Position vector of a reference point
X Position vector in the reference configuration
dX Infinitesimal line element in the reference configuration
Z Shifter tensor in the reference configuration
Z¯ Shifter tensor in the current configuration
IX
Greek symbols
α˜u Vector of parameters added to the shape functions, ξ1-direction
α˜v Vector of parameters added to the shape functions, ξ2-direction
βi Rotational parameters associated with ai
β Vector of rotational parameters associated with ai
β˜u Vector of parameters added to the shape functions, ξ1-direction
β˜v Vector of parameters added to the shape functions, ξ2-direction
γα Shell shear strains
γ˜u Vector of parameters added to the shape functions, ξ1-direction
γ˜v Vector of parameters added to the shape functions, ξ2-direction
Γ Total production of entropy
Γ0 Boundary of the reference surface of the shell in the reference configuration
Γt Boundary of the reference surface of the shell in the current configuration
δij Kronecker symbol
δ˜u Vector of parameters added to the shape functions, ξ1-direction
δ˜v Vector of parameters added to the shape functions, ξ2-direction
ε Scalar parameter
εαβ Shell membrane strains
ε Vector of shell strains
εg Vector of geometric shell strains
εG Vector of global shell strains
εL Vector of local displacements and their derivatives
ε˜ Vector containing εG and εL
ζi Normalized thickness coordinate of layer i
η Test function
Θ Absolute temperature
θ Vector containing the three fields v˜, ε and σ
καβ Shell curvatures
λ0 Stretch
µ¯ Determinant of the shifter tensor
ν Normal vector on the shell boundary
ξi Convective coordinates
ξ3si Distance of the middle of the layer i to the reference surface
Π Total potential energy
Πext External potential energy
Πint Internal potential energy
ρ Mass density in the current configuration
ρ0 Mass density in the reference configuration
ραβ Second order shell curvatures
σ Vector of effective shell stress resultants
σG Vector of global effective shell stress resultants
σL Vector of local higher-order shell stress resultants
τ Kirchhoff stress tensor
ϕˆ Bijective transformation
ϕ Fiber angle in the composite shell
X Nomenclature
ϕx Warping function
ϕy Warping function
φ Position vector of a point in the deformed shell space
Φ Position vector of a point in the undeformed shell space
Ψ Helmholtz free-energy function or strain-energy function
Ψˆ Strain-energy function in terms of the shell strains
ω Length of pseudo-rotation vector
ωi Rotational parameters
ω Pseudo-rotation vector
Ω0 Reference surface of the shell in the reference configuration
Ωt Reference surface of the shell in the current configuration
Ω Skew-symmetric tensor associated with ω
Kurzfassung
Dünnwandige Strukturen aus Faserverbundwerkstoffen sind in verschiedenen Ingenieurdis-
ziplinen sehr gefragt. Diese Arbeit leistet einen Beitrag zur theoretischen und numerischen
Modellierung dieser Materialien. Das vorgestellte global-lokale finite Schalenelement entwi-
ckelt ein nichtlineares finites Schalenelement weiter, das aus einem gemischten Variations-
prinzip hervorgeht. Das zugrundeliegende Schalenmodell wird in dieser Arbeit das globale
Modell genannt, da die zugehörigen Feldgleichungen für die gesamte Struktur erfüllt sein
müssen. Das Variationsprinzip wird um eine lokale Feldgleichung erweitert, die in einem
bestimmten Punkt der Struktur erfüllt sein muss. Innerhalb der Finite-Elemente-Methode
bedeutet dies, dass die lokale Gleichung in einem Integrationspunkt erfüllt wird. Die
lokale Feldgleichung ist die Gleichgewichtsbedingung, mit deren Hilfe die interlaminaren
Spannungen ermittelt werden. Dieser Teil des Modells wird in dieser Arbeit das lokale
Modell genannt. Die Schnittstelle zwischen dem globalen und lokalen Modell ist klar
definiert. Der Verlauf der interlaminaren Spannungen wird als Teil der variationellen
Formulierung berechnet. Der globale und lokale Teil des Modells sind nicht unabhängig
voneinander. Die Einführung des lokalen Modells führt daher zu veränderten Ergebnissen
der effektiven Schnittgrößen. Um dies zu umgehen wird eine Orthogonalitätsbedingung
eingeführt, die verlangt, dass der Beitrag des lokalen Schalenmodells nicht zu zusätzlichen
Normalkräften und Momenten führt. Für Simulationen mit der Finite-Elemente-Methode
werden die unabhängigen Felder innerhalb des linearisierten global-lokalen Variations-
prinzips mit geeigneten Interpolationsfunktionen approximiert. Das global-lokale finite
Schalenelement hat fünf oder sechs Freiheitsgrade, drei Verschiebungen und zwei oder drei
Rotationsparameter, da alle weiteren unabhängigen Felder durch numerische Verfahren
auf Elementebene eliminiert werden. Zusätzlich wird in dieser Arbeit eine alternative
Möglichkeit vorgeschlagen, um die interlaminaren Schubspannungen zu ermitteln, die
in Plattenelementen oder Schalenelementen in einem Post-Processing Verfahren ange-
wandt werden kann. Die Wirkungsweisen des global-lokalen Schalenelements und des
Post-Processing Verfahrens werden mit Hilfe einiger numerischer Beispiele illustriert. Die
Einführung des lokalen Modells führt durch die auf Elementebene eingebrachten zusätzli-
chen Unbekannten zu einer wesentlichen Erhöhung der Rechenzeit. Aus diesem Grund wird
die bei der Implementierung des Schalenelements verwendete Finite-Elemente-Software an
moderne Rechnerarchitekturen mit mehreren Prozessoren und einem gemeinsamen Speicher
angepasst, indem der implementierte Code parallelisiert wird. Mehrere auf einem modernen
Desktop-Computer durchgeführte Beispiele werden dargestellt, um die Effektivität der
Parallelisierung zu veranschaulichen.
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Abstract
Thin-walled structures made of fiber-reinforced composites possess properties which are
in high demand in various engineering fields. In this thesis, a contribution is made to
the theoretical and numerical modeling of such materials. The global-local finite shell
element presented further develops a nonlinear finite shell element emanating from a mixed
variational principle. The underlying shell model is called the global model in this work,
since the associated field equations have to be fulfilled for the structure as a whole. The
variational principle is extended with a local field equation, which is to be fulfilled at
a specific point in the structure. In the context of the finite element formulation this
means that the local equation is fulfilled in an integration point. The local field equation
is the local equilibrium equation, by which the local displacements and the interlaminar
stresses are derived. This part of the model is called the local part. A clearly defined
interface between the global and the local part of the model is provided. The path of the
interlaminar stresses is computed as part of the variational formulation. The global and
local part of the model are not independent of each other. Thus, through the addition
of the local model the results of the effective stress resultants are manipulated. In order
to circumvent this, an orthogonality condition is introduced, which requires that the
addition of the local model to the effective membrane stress resultants and the effective
stress couple resultants vanishes. For simulations with the finite element method, the
independent fields in the linearized global-local variational principle are approximated with
suitable interpolation functions. The global-local finite shell element has five or six global
degrees of freedom, three displacements and two or three rotational parameters, since all
other fields are eliminated by numeric procedures on the element level. Additionally, an
alternative possibility to derive the interlaminar shear stresses is proposed, which can be
applied in shell and plate elements and is a post-processing procedure. The capabilities of
the global-local finite shell element and the post-processing procedure are illustrated with
the help of numerical examples. The addition of the local part of the model leads to a
significant increase in computation time, due to the unknowns introduced on the element
level. For this reason, the finite element software used in the implementation of the finite
shell element is adapted to modern computer architectures with multiple cores and shared
memory by parallelizing the implemented code. A number of examples carried out on a
modern desktop computer are presented to illustrate the effectiveness of the implemented
parallelized code.
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Chapter 1
Introduction
Materials with properties such as low weight together with high stiffness and strength
are in high demand in different engineering fields. Thin-walled structures made of fiber-
reinforced composites possess these properties together with reduced noise and vibration
characteristics and good corrosion resistance. Such materials increasingly replace metal
parts in automotive and aerospace engineering. In civil engineering, they are applied in
bridge constructions and increase the load capacity of old structures by means of retrofitting.
Figure 1.1 shows two examples of practical application, an Airbus 350 (figure 1.1a) and a
fiber-reinforced composite box beam (figure 1.1b). The box beam was constructed in the
framework of a joint scientific study investigating highly loaded fiber-reinforced composite
beams1.
Because of their anisotropic material properties, the interaction between loads and defor-
mation states in fiber-reinforced composites is more complicated than in isotropic materials,
such as steel. Thus, more sophisticated design concepts must be developed to predict the
behavior of a structure made of this material. This thesis deals with theoretical modeling
of fiber-reinforced composites. An overview of manufacturing and fabrication processes
involved with such materials is given in [10, 52, 107].
1.1 Current state of the research and objectives
The shell model has proven to be an auspicious mathematical concept for thin-walled
structures, including fiber-reinforced composites, given that it is adapted to their charac-
teristics. It has therefore found wide acceptance in different engineering fields. Using it to
represent a structure when solving a boundary value problem constitutes a simplification
of reality, which necessitates a number of assumptions. The partial differential equations
1 This research project with the title “Große, hochbelastbare Biegeträger aus Faser-Kunststoff-Verbunden”
was funded by the German Research Foundation (DFG). The project partners are three research groups
at TU Darmstadt, “Fachgebiet Festkörpermechanik” (Professor Dr.-Ing. Gruttmann), “Fachgebiet
Konstruktiver Leichtbau und Bauweisen” (Professor Dr.-Ing. Schürmann), and “Fachgebiet Struk-
turmechanik” (Professor Dr.-Ing. Becker). The work done in this research project contributed to the
development of the global-local finite shell element and the results presented in this thesis.
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2 1. Introduction
(a) Airbus A350 – c© Airbus SAS 2013 (b) Box beam with test setup – c© Fachgebiet
KLUB, TU Darmstadt
Figure 1.1: Examples of thin-walled structures made of fiber-reinforced composites
that emerge when using the shell model to predict the behavior of thin-walled structures
can often only be solved by numerical techniques such as the finite element method.
In order to achieve good results, suitable finite shell elements must be developed. It is
possible to discretize the complete structure with three-dimensional elements, but even with
computing power still growing exponentially, this leads to unacceptably large computation
times, especially for geometrically and physically non-linear problems, where the systems
of equations have to be solved a large number of times.
Thin-walled structures are often very sensitive to a loss of stability. The stability behavior
of these constructions is therefore crucial. When designing a thin-walled structure made
of a fiber-reinforced composite, the finite element method can be used to perform stability
analysis. So as to be able to perform a comprehensive stability analysis it is desirable that
the model of the structure is based on a geometrically nonlinear theory.
In order to be able to simulate failure modes such as cracking, the finite shell element
developed must be able to model physically nonlinear behavior. The finite element method
can also be used to investigate delamination. Delamination occurs due to the jumps of the
elastic constants in adjacent layers of a laminate, which leads to high interlaminar stresses.
If such a failure mode is the subject of investigation using the finite element method, an
interface to three-dimensional non-linear material models must be provided. This requires
knowledge of the complete three-dimensional stress state, because interlaminar stresses
are the driving forces behind delamination. Numerical simulations in this field often lead
to numerical difficulties. The finite element models developed thus have to be as accurate
and robust as possible.
Although many underlying concepts remain the same, there is a vast array of different
variations in different shell theories and derived finite shell elements due to the fact that
there is a large variety of different applications. If the theory is to be as generalized for as
many physical problems as possible, accuracy and efficiency may suffer. On the other hand,
some assumptions may increase accuracy and efficiency but only have a small number
of applications. The large variety of shell models makes it difficult to classify them, as
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there are many similarities and intersections. A complete overview and a classification of
different shell theories is not the subject of this work2. Nevertheless, a short review of
some different shell models will be presented, in order to be able to classify the global-local
finite shell element that was developed in this project.
To develop shell models suitable for computational formulations a number of assumptions
have to be made. Two important theoretical approaches are the Kirchhoff-Love theory and
the Reissner-Mindlin theory. In the Kirchhoff-Love theory, the assumptions are made that
cross sections remain normal to the mid-surface, inextensible and straight. The transverse
shear strains are set to zero, so that only membrane and bending effects can be considered
with the help of this model. When developing finite shell elements based on this theory,
C1 continuity requirements need to be met. The Reissner-Mindlin theory, which is a first
order shear deformation theory (FSDT), in contrast, eliminates the requirement that cross
sections remain normal to the mid-surface. The transverse shear strains are no longer set to
zero. The Reissner-Mindlin theory leads to constant transverse shear strains and, for this
reason, also constant transverse shear stresses through the thickness. These assumptions
demand a modification of the constitutive law to a two-dimensional form through plane
stress or plane strain conditions.
Giving up the assumption that the cross section is inextensible in thickness direction leads
to formulations with seven parameters or more. Such so-called 3d-shell models are derived
from a three-dimensional continuum. As finite shell elements with seven parameters
are to model the three-dimensional behavior of the shell structure, three-dimensional
constitutive equations are used. Two different paths can be taken in developing shell
models with seven parameters or more. The first necessitates a quadratic distribution
of the displacements through the thickness, in order to meet the requirement that the
normal strain in thickness direction be represented at least linearly. The consequences for
the finite element formulation are at least two additional parameters at the nodes, namely
two through-the-thickness stretching parameters [21, 98]. In the second procedure the
thickness strains are enhanced by applying the enhanced assumed strain (EAS) method,
leading to displacement-like parameters at the nodes and a strain-like variable describing
the thickness, which are eliminated on the element level [15, 18, 19]. A drawback of
extensibility in thickness direction is that it leads to problems at shell intersections. This
follows from the continuity of the extensible director vector or thickness strain at the
intersection node, leading to wrong results [71]. Research in finite shell elements that
account for strains in the direction perpendicular to the shell surface is discussed, for
example, in [55], where an update of the thickness change at the end of each equilibrium
iteration is used to enforce the zero normal stress condition in thickness direction. Another
model to enforce the stress condition is suggested in [32]. A further approach involves a
quadratically convergent iteration at each integration point [34, 68].
The assumption of cross sections remaining straight is given up in multi-layer or multi-
director theories, thus allowing warping. These models yield good results for the paths of
the transverse shear stresses, and when allowing thickness strains also for the interlam-
inar normal stresses [39, 75]. They are based on a multiplicative decomposition of the
displacement field, so that the number of unknowns depends on the number of layers in
2 A comprehensive overview of past and recent developments in the shell concept and an attempt at a
classification are, for example, given in [65, 134, 135].
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the composite shell.
A popular approach in computational shell analysis is the degenerated solid approach [1].
In this model, finite shell elements can be directly derived from fundamental equations of
continuum mechanics, but they have the disadvantage of being computationally expensive
[135]. Surveys of this approach are provided in [12, 54]. A comparison between the
degenerated approach and more conventional shell theory is given in [23].
In stress resultant-based formulations, the shell is treated as a surface with oriented
directors, which is an approach developed in [36] following the concept of a Cosserat
continuum [30]. A geometrically exact shell model formulated in stress resultants is
presented in [109–114, 117]. Further examples are expounded in [73, 86].
Additionally, solid shells elements have been developed, for example in [67], where the
structure is discretized with a three-dimensional mesh and assumptions pertaining to the
shell theory are introduced. The solid shell element only has displacement degrees of
freedom and does not have rotational degrees of freedom.
To date, 4-node shell elements with bilinear shape functions are mostly used when solving
problems involving shell structures [66]. Such elements without modifications usually suffer
from the phenomena of locking, meaning that the calculated behavior is too stiff. Two
types of locking that occur in shell elements with low-order interpolations are transverse
shear locking, where nearly all the energy is stored in transverse shear terms and membrane
locking, where the energy is stored in membrane terms.
A remedy to avoid locking is reduced integration [57, 137], which has the drawback that it
causes a rank deficiency of the element stiffness matrix and therefore leads to zero energy
modes for certain boundary conditions. This in turn, has motivated the development of
stabilization techniques [17, 77, 127]. Some of these elements have been sensitive to the
ad hoc hourglass control parameters. This has been overcome by a three-field Hu-Washizu
formulation in [16]. A procedure to specifically avoid shear locking is the implementation
of an assumed shear strain field, that was first suggested in [78] and further developed
in [14, 33, 58, 79]. Additional information regarding assumed strain methods is given in
[13, 20, 115].
Low-order finite shell elements based on the first-order shear deformation theory yield
satisfactory results for a wide class of structural problems and constitute a good com-
promise between the quality of the results and computational costs. However, due to
the underlying assumptions, they are often not able to predict the correct paths of inter-
laminar stresses, which can lead to interlaminar failure modes, such as delamination, in
fiber-reinforced composites. A large number of different procedures have been proposed
to derive the interlaminar stresses. A general survey on the computation of interlaminar
stress concentrations is given in [84].
Procedures to compute interlaminar stresses can be based on the use of brick elements or
solid shell elements, such as the ones proposed in [69, 70, 82]. The disadvantage of such
methods is that each layer must be discretized with several elements in thickness direction,
leading to large computation times.
The formulation of layer-wise theories is a different approach to compute the interlaminar
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stresses, for example the procedure proposed in [93], where the displacement field is
represented separately in each layer. Piecewise polynomial distributions of the membrane
displacements in thickness direction are developed in so-called zig-zag theories by means
of introducing additional variables for each layer. An overview of zig-zag theories for
shells with multiple layers is given in [25] and two such theories are presented in [22, 24].
Procedures based on the multi-director theory are presented in [42–44, 48]. Because in
these procedures additional unknowns are introduced, they also lead to large computation
times.
Another possibility is the development of higher-order shear deformation theories (HSDT).
A parabolic distribution for the transverse shear strains through the thickness of the
plate is introduced in [92]. A second-order theory is developed in [35]. Many other finite
elements are based on higher-order shear deformation theories. The shape functions in
these elements often need to meet the C1-continuity requirement, which has numerical
disadvantages.
Other procedures employ post-processing approaches to derive the interlaminar stresses.
A predictor corrector approach is taken in [87]. A different approach is to exploit the
equilibrium equations [88]. Because the second derivatives of the in-plane stresses are
needed in the procedure, often higher-order shape functions need to be used, for example
in [81]. In order to use bilinear shape functions, further assumptions need to be made.
For example, the equilibrium equations are exploited assuming cylindrical bending and
neglecting membrane forces in [96]. In [7], a 4-node element based on a mixed-enhanced
approach is presented. The results for the in-plane deformation are improved by means of
enhanced incompatible modes and by means of bubble functions for the rotational degrees
of freedom.
This thesis contributes to further developing a finite shell element well-suited for nonlinear
analysis of composite structures, based on a three-field Hu-Washizu variational principle
[45–47, 71, 131]. The element allows large load steps, which is important for nonlinear
simulations as large systems of equations have to be solved a high number of times. The
three independent fields are the field of displacements and rotational parameters, the stress
resultant field and the strain field. The global number of degrees of freedom is not enlarged
by the interpolation of the strain and stress fields because they are eliminated on the
element level by means of static condensation. However, this procedure leads to increased
memory capacity requirements due to the additional unknowns. An effective method
is employed in order to avoid numerically expensive matrix inversions. An interface to
nonlinear three-dimensional constitutive laws is provided. A number of techniques are
applied to avoid the phenomena of locking.
The shell element has five or six global degrees of freedom, which makes it possible to
consider shell structures with intersections. If rotations about the normal to the shell
surface are excluded, this leads to a model with five degrees of freedom, three displacements
and two local rotations. This requires the construction of special coordinate systems for the
rotational parameters. The inclusion of the additional rotational degree of freedom leads
to a finite element discretization with six nodal parameters. The advantage of this is that
a global coordinate frame is associated with the displacement and rotational parameters,
while the disadvantage lies in the larger system of equations that has to be solved. The
drilling degree of freedom is fixed in every node that is not located on an intersection,
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while all nodes that lie on an intersection have three global displacement components and
three global rotations.
The finite shell element yields good results in the nonlinear analysis of composite structures,
for example for the displacements and stress resultants. However, the assumptions made
in the first-order shear deformation theory are detrimental to the computation of the
interlaminar stresses. By forbidding warping of the cross section, the computed interlaminar
shear strains are constant through the thickness of the composite and the interlaminar
shear stresses are constant in each layer and only correct on an average. The assumption
of inextensibility of the cross section leads to vanishing thickness strains and thus also
vanishing interlaminar normal stresses. In this thesis, the capabilities of the finite shell
element are extended by the following features.
(i) Supplementary to the field equations, that can be derived from the three-field
variational principle and that yield good results for a wide class of structural
problems, an additional field equation is included in the variational formulation.
The preexisting field equations are formulated for the structure as a whole, and
thus are said to belong to the global part of the shell model. The additional field
equation requires that an equilibrium equation is to be fulfilled at a specific point in
the structure, and therefore belongs to the local part of the model. In the context of
the finite element formulation, this means that the local equation must be fulfilled
in an integration point. The composite finite shell element is therefore based on a
global-local mixed variational principle.
(ii) Additional unknowns, the number of which depends on the number of layers, are
introduced through the local part of the model. These unknowns are the local
displacements across the thickness of the shell and their derivatives, with the goal of
making it possible to compute warping of the cross section and thickness changes.
They are introduced into the model by means of a multiplicative decomposition of the
displacement field. A clearly defined interface between the global and the local part
of the model is provided. The path of the interlaminar stresses is therefore computed
as part of the variational formulation. The quadratic path of the interlaminar shear
stresses is displayed. In particular, the interlaminar shear stresses equal zero at the
top and the bottom of the shell, in the absence of boundary conditions that require
otherwise, and the continuity at the layer boundaries is given. The local part of
the model is introduced in a geometrically linear way, which is permissible for the
classes of problems investigated. It can be extended to a nonlinear model. In the
finite element formulation, two different procedures for the interpolation of the local
quantities in the domain are proposed. The additional unknowns are eliminated
on the element level by means of static condensation, so that the global number of
unknowns remains unchanged.
(iii) Due to the coupling of the global and the local model, the stress resultants are
altered through the addition of the local model. Since the global model already yields
satisfactory results for the stress resultants, different orthogonalization procedures
for the local model are introduced.
(iv) As an alternative to the global-local model, a procedure is proposed for the compu-
tation of interlaminar shear stresses. It is based on an enhanced FSDT model, which
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can be applied in plate and shell elements. Two warping functions are introduced.
Furthermore, the equilibrium equations are exploited in a post-processing procedure
to set up a coupled system of ordinary differential equations. In the procedure,
the derivatives of the membrane strains and the curvatures are needed. In 4-node
elements, they can be determined by means of a regularized minimum problem,
while in 9-node elements, they can be computed from the field of displacements and
rotations. Assumptions such as cylindrical bending and neglect of membrane forces
are not made.
(v) By means of the local model, a large number of unknowns in the finite element
computation is introduced on the element level, thus leading to an increase in compu-
tation time. Therefore, the available computation power needs to be used efficiently.
For this purpose, the finite element software used in the implementation of the finite
shell element was adapted to modern computer architectures by parallelizing the
implemented code. Since the software is to run on modern desktop computers with
multiple cores, the parallelization was carried out for shared memory processing sys-
tems. The implemented parallelization leads to a significant decrease in computation
time.
1.2 Outline of this work
In chapter 2, some basics of continuum mechanics, that have a bearing on the work
done in this thesis, are presented. The kinematics of a continuum body is expounded.
Further, some tensors to describe the deformation of a continuum body and to measure the
strain are defined. In order to describe the internal forces, that result from a deformation
process, some traction vectors and stress tensors are introduced. After naming some
axiomatic balance laws that are valid for all kinds of materials, it is explained how the
relation between the stresses and the strains can be established by constitutive laws for
specific materials. Numerical solution techniques such as the finite element method are
usually applied to variational principles. The principle of virtual work is introduced as
a single-field variational principle, where the single field is the displacement field. A
generalization of the principle of virtual work is provided by a Hu-Washizu variational
principle with independent field of displacements and rotational parameters, stress resultant
field and strain field. As variational principles are usually nonlinear functions the concept
of linearization is exemplified with the principle of virtual work.
The definitions of continuum mechanics are applied to a nonlinear shell model for fiber-
reinforced composites in chapter 3, called the global model. The kinematics of the
shell continuum body is explicated and so-called shell strains are defined and related
to the Green-Lagrange strain tensor, a primary strain measure in continuum mechanics.
Work-conjugate to the shell strains, effective stress resultants are introduced with the
components of the second Piola-Kirchhoff stress tensor. The principle of virtual work
is used to derive the equilibrium equations and boundary conditions of the shell and
a three-dimensional transversely isotropic constitutive law for small strains is specified.
The Hu-Washizu variational principle with independent displacements and rotational
parameters, stress resultants and strains for the shell is specified. Its linearization, needed
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when conducting nonlinear simulations with the finite element method, is derived.
The local addition to the shell model is defined in chapter 4 by means of a multiplicative
decomposition of the displacement field. A clearly defined interface between the global and
the local part of the shell model is derived and the coupling between the two parts is shown.
Different orthogonalization procedures needed in the local model are proposed. The mixed
variational principle is extended with the local model, introducing the local displacements
and their derivatives. It is shown that the additional field equation introduced by the
local model is the local equilibrium equation. The linearization of the coupled global-local
variational principle is specified.
In chapter 5, the finite element implementation of the global-local variational formulation
is discussed. The interpolations of the independent fields in the variational formulation,
the field of displacements and rotational parameters, the stress resultant field and the field
of strains and local quantities are interpolated by appropriate functions. Two different
procedures to interpolate the local displacements and their derivatives are suggested. After
inserting the interpolated fields into the linearized variational formulation, it is shown how
the independent field of local quantities, the strain field and the stress resultant field can
be eliminated on the element level using static condensation. Thus, a global-local finite
shell element with five or six global degrees of freedom is derived.
The alternative procedure based on an enhanced FSDT model to compute interlaminar
shear stresses is introduced in chapter 6. It is a post-processing procedure and can be
applied in plate or shell elements. After making some basic definitions including the
definition of two warping functions, it is shown how the derivatives of the membrane
strains and curvatures needed in the procedure can be derived in a 4-node element and a
9-node element. A solution for the system of ordinary differential equations is derived, in
order to compute the interlaminar shear stresses.
It was already mentioned that the addition of the local model introduces a large number
of unknowns on the element level, leading to a significant increase in computation time,
especially if the finite element software is executed sequentially. In chapter 7, the
procedure of adapting the finite element software to modern computer architectures
by parallelizing the code is described. An overview of parallel computing, computer
architectures and programming techniques to implement parallelization is provided. Some
performance characteristics are defined, by means of which the effectiveness of a parallelized
code can be evaluated. The development environment and the finite element software used
are described and the software is analyzed for portions of the code, which lend themselves
well to parallelization. Subsequently, a suitable parallel programming technique is chosen
and the parallel implementation is explicated.
In chapter 8, the performance of the global-local finite shell element and the capability of
the procedure based on an enhanced FSDT model to compute interlaminar shear stresses
are illustrated by means of numerical examples. A simulation of a simply supported plate
subjected to a constant area load is conducted for a number of different stacking sequences.
The results for the displacements, stress resultants and stresses are given. The contribution
of the local part of the model is shown through the specification of the altered results for
warping of the cross section and interlaminar stresses. The results of some geometrically
nonlinear simulations of box beams and double-T girders are shown. The effectiveness of
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the implemented parallelization of the finite element software is illustrated by comparing
the computation times of some simulations executed sequentially and in parallel with
different compiler options turned on or off.
The results of this thesis are summarized in chapter 9. Areas are specified where additional
research is needed and an outlook is given.
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Chapter 2
Continuum mechanics - basic equations
In this work, the behavior of the materials under investigation, thin-walled composites
made up of fibers and a matrix material, is modeled as a continuum with equations
formulated on a global and a local level. The global equations are valid for the structure
as a whole, while the local equations are to be satisfied at a specific point in the structure.
In the approach of continuum mechanics, physical phenomena are modeled not on a
microscopic level, but by treating the object as a continuous medium characterized by
certain field quantities that are averages over dimensions [53]. This is less accurate, but
more computationally feasible and sufficiently accurate for most engineering problems.
When modeling an object in this way, the model is considered a macroscopic system,
having dimensions much larger than the dimensions on the microscopic scale and possessing
certain macroscopic quantities.
Some basics of continuum mechanics are summarized in this chapter. The goal of this
summary is not to present a comprehensive overview of continuum mechanics. For this
purpose the reader is referred to fundamental works such as [3, 53, 83, 120, 124]. Rather,
some pertinent definitions are made to facilitate the development of a finite shell element
based on a global-local variational principle, which can be used to model the behavior
of thin-walled structures. After expounding the kinematics of a continuum body and
defining the notion of stress, some balance laws independent of a specific material are
introduced. Thereafter, some constitutive equations within a phenomenological approach
are presented. The chapter concludes with the explanation of some variational principles
which are well-suited to serve as a starting point for a discretization technique such as
the finite element method. Since the variational principles are usually nonlinear functions,
their linearizations are specified, so that they can be used in numerical solution techniques.
2.1 Configuration and motion
In continuum mechanics, the aforementioned macroscopic system is made up of a continuous
system of material points, which is called a continuum body and denoted by B with
boundary ∂B. The continuum body is parametrized in Euclidean space throughout a
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Figure 2.1: Continuum body in the reference configuration and the current configuration
certain time period t > 0. By defining the origin of a base system as a reference frame,
every material point can be clearly identified by means of a position vector at every point
in time.
To describe the change or deformation process of the continuum body through time, a
reference configuration is defined at time t = t0, at which the continuum body and its
boundary are denoted by B0 and ∂B0, as illustrated on the left in figure 2.1. A material
point of the body in the reference configuration can be described by position vector X
relative to the fixed origin of the base system ei with i = 1, 2, 3. In the following, repeated
Latin indices in equations underlie the sum convention. The so-called current configuration
at subsequent time t > 0 is the configuration of the body in its changed or deformed state,
where the continuum body and its boundary are denoted by Bt and ∂Bt, as illustrated in
figure 2.1 on the right. The material point in the current configuration is described by
position vector x relative to the fixed origin of the base system. The base system of the
reference and current configurations do not have to be identical, but are assumed to be so
in this work.
In order to be able to uniquely map the state of the continuum body in the reference
configuration to the state in the current configuration, a bijective transformation
ϕˆ (X, t) : B0 → Bt (2.1)
as a function of the position vector in the reference configuration X and the time t is
introduced, which maps material points in the reference configuration to the current
configuration. The vector field ϕˆ (X, t) is often referred to as the motion of the continuum
body. The bijective transformation is uniquely invertible, so that points in the current
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configuration can be mapped to the reference configuration by means of
ϕˆ−1 (x, t) : Bt → B0 . (2.2)
For simplicity, ϕˆ (X, t) and ϕˆ−1 (x, t) are often abbreviated as ϕˆt(X) and ϕˆ−1t (x). In con-
tinuum mechanics, it is assumed that the transformation possesses continuous derivatives
with respect to its variables. In the following, quantities in the reference configuration
are denoted by uppercase letters or a subscript index (•)0 and quantities in the current
configuration are denoted by lowercase letters.
In some cases, for example in shell theory, it can be advantageous to introduce curved
convective coordinates denoted by ξi to parametrize the continuum body. The convective
coordinate lines are deformed along with the continuum body. The tangential vectors at
the coordinate lines form a covariant base system defined by
Gi =
∂X
∂ξi
and gi =
∂x
∂ξi
(2.3)
in the reference and current configurations, respectively. The corresponding reciprocal
vectors form contravariant base systems and can be derived from the orthogonality
conditions
Gi ·Gj = δij and gi · gj = δij , (2.4)
where δij denotes the Kronecker symbol. The covariant metric coefficients Gij and gij and
contravariant metric coefficients Gij and gij can be derived from the scalar products of
the corresponding base vectors.
The displacement of a material point from the reference to the current configuration is
described by the vector u = x−X, as illustrated in figure 2.1. The displacement field u
is the primary quantity in solid mechanics used to describe the behavior of a continuum
body.
Having defined two different configurations to study the behavior of a continuum body,
they can now be used to define other quantities that help to describe the deformation
process of the continuum body. If a quantity is related to the reference configuration
the so-called material or Lagrangian description is used, whereas if a quantity is related
to the current configuration the so-called spatial or Eulerian description is used. Even
though both descriptions are viable, in this work the quantities will be defined mainly in
the material description, which is more common in solid mechanics.
2.2 Deformation and strain
The definitions made in the preceding section are used to describe the deformation process
of a continuum body with the help of the material deformation gradient, specified by
F = Grad x , (2.5)
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where the material gradient operator has been introduced, which is defined by
Grad (•) = ∂(•)
∂X
. (2.6)
By means of the displacement gradient H = Grad u, an equivalent representation to (2.5)
can be introduced by
F = H + 1 , (2.7)
where 1 is the second-order identity tensor. When using convective coordinates to
parametrize the continuum body, another useful representation of the deformation gradient
can be specified in terms of the covariant and contravariant base vectors with
F = gi ⊗Gi . (2.8)
The deformation gradient F transforms an undeformed line element dX attached to a
position vector X of a typical point in the reference configuration to the deformed line
element dx attached to a position vector x of the related typical point in the reference
configuration,
dx = F dX . (2.9)
The deformation gradient is a two-point tensor field because it involves both the refer-
ence and current configurations and it is a primary measure of deformation. Since the
transformation between the reference and current configurations is assumed to be uniquely
invertible, the inverse F−1 of the deformation gradient that transforms an infinitesimal
spatial line element to an infinitesimal material line element exists. Because of this, and
to avoid self-penetration of the continuum body during the deformation process,
J = det F > 0 (2.10)
holds. The determinant of the deformation gradient J is called the Jacobian determinant
or volume ratio. It is a measure for the change in the volume during the deformation
process. By means of the Jacobian determinant, an infinitesimal material volume element
dV is mapped to an infinitesimal spatial volume element dv, so that
dv = J dV . (2.11)
The relation that maps a vector element dA = dAn0 of an infinitesimally small area in
the reference configuration to a vector element da = dan of an infinitesimally small area
in the current configuration can be derived to be
da = JF−T dA . (2.12)
The unit vectors n0 and n are normal to an infinitesimal area element in the reference
configuration and the current configuration, respectively. In (2.12) and in the following,
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the abbreviation (•)−T := [(•)−1]T is used. The deformation gradient F can be separated
into a proper orthogonal tensor R called the rotation tensor and either the right stretch
tensor U or the left stretch tensor v, so that
F = RU = vR . (2.13)
The multiplicative decomposition (2.13) is unique and is often referred to as the right
polar decomposition or the left polar decomposition respectively. Thus, the deformation of
the line element dX to the line element dx can be interpreted as a sequence of a rotation
and a stretching or vice versa.
Since the deformation gradient includes the rigid body motion, it is unsuitable as a strain
measure. Two deformation tensors that are important strain measures are referred to as
the right Cauchy-Green tensor C and the left Cauchy-Green tensor b, which are defined
by
C = FTF = U2 and b = FFT = v2 (2.14)
respectively. A further strain measure is the Green-Lagrange strain tensor E defined by
E =
1
2
(
FTF− 1) = 1
2
(C− 1) , (2.15)
which results from the difference of the squares of the infinitesimal spatial and material line
elements. The Green-Lagrange strain tensor is symmetric and invariant towards rigid body
motions. With the help of the displacement gradient introduced in (2.7), an alternative
representation to (2.15) can be specified to be
E =
1
2
(
HT + H + HTH
)
. (2.16)
The alternative representation (2.16) can easily be separated into a linear and nonlinear
part. This can be advantageous in the case of small strains, where the nonlinear part can
be neglected. When using convective coordinates, the Green-Lagrange strain tensor can
be specified by
E =
1
2
(gij −Gij) Gi ⊗Gj . (2.17)
The Green-Lagrange strain tensor is symmetric. If the continuum body undergoes a
rigid-body motion, the Green-Lagrange strain tensor vanishes, meaning that the size and
shape of the body do not change.
2.3 Traction vectors and stress tensors
When the continuum body undergoes a deformation process, this leads to inner reaction
forces and stresses. The internal forces can be made accessible by imagining a cut through
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the continuum body along a plane surface. A normal unit vector n pointing outward is
located on the cut surface at a particular point x. The Cauchy traction vector t is defined
by
t =
df
da
, (2.18)
and thus acts across the infinitesimal surface element da associated with x on the cut
surface with normal n. In (2.18), df is the infinitesimal force vector that acts on the
infinitesimal surface element da.
The traction vector depends on the orientation of the cutting surface and therefore on
the normal unit vector n. By means of Cauchy’s stress theorem, there exists a relation
between the surface traction and a stress tensor, so that
t = Tn , (2.19)
where T denotes the Cauchy stress tensor. The principle of balance of angular momentum
introduced in chapter 2.4.2 can be used to prove that the Cauchy stress tensor is symmetric.
The Cauchy stress tensor is defined in the current configuration and thus represents the
true stresses. On the other hand, the nominal stresses are represented by the first Piola-
Kirchhoff stress tensor P, which is defined in the reference configuration. It can be written
in terms of the Cauchy stress tensor as
P = JTF−T . (2.20)
Another useful stress tensor defined in the current configuration is the Kirchhoff stress
tensor τ specified by
τ = JT . (2.21)
A definition of a stress tensor in the reference configuration that is practical for compu-
tational mechanics and will be extensively referred to later is the second Piola-Kirchhoff
stress tensor S, given with
S = JF−1TF−T . (2.22)
When using convective coordinates the second Piola-Kirchhoff stress tensor can be expressed
by means of
S = SijGi ⊗Gj . (2.23)
The second Piola-Kirchhoff stress tensor S does not have a physical interpretation, but
unlike the first Piola-Kirchhoff stress tensor, it is symmetric and it forms a work conform
stress power with the time derivative E˙ of the Green-Lagrange strain tensor (see chapter
2.4.3). A large number of other definitions of stress tensors exist.
Besides the internal forces, which act on an imaginary surface within the continuum body,
external forces act on the whole or parts of the boundary surface of the body. Additionally,
volume forces or body forces, that are usually defined per unit volume, such as gravitation
forces that act on a particle in the continuum body, must be regarded. External forces
drive the deformation process.
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2.4 Balance laws
In the field of continuum mechanics, a number of axiomatic balance laws that are valid for
all materials exist. They will be briefly named and explained in this section. The emphasis
will be placed on balance laws formulated with regards to the reference configuration,
which is more practical in solid mechanics, with the exception of the conservation of
mass, since this principle relates the mass of the reference configuration to the current
configuration.
2.4.1 Conservation of mass
Every continuum body possesses a mass, which is a measure for the amount of material
contained in the continuum body and is continuously distributed. The principle of
conservation of mass in the global form,
m =
∫
B0
ρ0(X) dV =
∫
Bt
ρ(x, t) dv = const > 0 , (2.24)
postulates that the mass of each particle in the continuum body and therefore also the
total mass stays the same during a motion or a deformation process of the body. In (2.24),
ρ0(X) is the reference mass density related to dV and ρ(x, t) is the spatial mass density
related to dv. If the density does not depend on the position vectors X or x the continuum
body is considered homogeneous.
Considering (2.11), the continuity of mass equation can be specified by
J =
ρ0
ρ
. (2.25)
Apart from being a measure for the change in volume, the Jacobian determinant J thus is
also a measure for the change of density from the reference configuration to the current
configuration.
2.4.2 Balance of linear and angular momentum
The global form of the balance of linear momentum in the material description,
L˙ = f0 or
d
dt
∫
B0
ρ0v0 dV =
∫
B0
b0 dV +
∫
∂B0
t0 dA , (2.26)
postulates that the time derivative L˙ of the linear momentum is equal to the resultant
force due to external sources f0. In (2.26), v0 is the velocity, b0 is an external body force
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such as a gravitational force, and t0 is an external traction vector that acts on the surface
of the body. In the static case, time derivatives vanish and (2.26) is reduced to∫
B0
b0 dV +
∫
∂B0
t0 dA = 0 . (2.27)
Using Cauchy’s stress theorem and applying the divergence theorem, Cauchy’s first equation
of motion in the global form for the static case can be derived relating to the reference
configuration and written as ∫
B0
(Div P + b0) dV = 0 . (2.28)
Since the volume is arbitrary, a local form of (2.28) can be derived, so that
Div P + b0 = 0 . (2.29)
The global form of the balance of angular momentum in the material description,
J˙ = m0 or
d
dt
∫
B0
r× ρ0v0 dV =
∫
B0
r× b0 dV +
∫
∂B0
r× t0 dA , (2.30)
postulates that the time derivative of the angular momentum J˙ is equal to the resultant
moment due to external sources m0. The vector r in (2.30) denotes a position vector
defined by r = x − x0, where x0 denotes the position vector of a reference point. The
balance of angular momentum can be used to prove the symmetry of the Cauchy stress
tensor T and therefore also the second Piola-Kirchhoff stress tensor S.
2.4.3 Balance of energy
The balance of energy is introduced considering solely mechanical and thermal energy. It
is also referred to as the first law of thermodynamics and can be specified by
K˙ + E˙ = Pext +Q . (2.31)
The first law of thermodynamics states that the rate of change of the total energy of the
system, which is separated into the kinetic energy K and the internal energy E in (2.31),
equals the total external power, which is separated into the external mechanical power
Pext due to surface tractions and body forces and the thermal power Q. Inserting the
explicit forms of these quantities, (2.31) becomes
d
dt
∫
B0
(
1
2
ρ0v
2
0 + e0
)
dV =
∫
B0
(b0 · v0 + r0) dV +
∫
∂B0
(t0 · v0 − q0 · n0) dA , (2.32)
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where e0 denotes the internal mechanical energy defined per unit reference volume, r0
denotes a heat source, q0 denotes the Cauchy heat flux, and n0 denotes the normal unit
vector on the cutting surface in the reference configuration.
If thermal power is neglected by setting Q to zero in (2.31), the terms in (2.32) that
emanate from the heat flux and the heat source can be neglected. In this case, the rate
of the internal energy E equals the stress power Pint, which corresponds to the rate of
internal mechanical work W˙ ,
W˙ = Pint = E˙ = d
dt
∫
B0
e0 dV =
∫
B0
P : F˙ dV =
∫
B0
S : E˙ dV . (2.33)
The rate of internal mechanical work W˙ describes the response of the continuum body
to the stress field at a particular time. The stress power can be expressed with the help
of a number of different work conjugate pairs, two of which are specified in (2.33) for
the reference configuration. By means of the double contractions in (2.33), the rate of
internal mechanical work per unit reference volume is described. Work conjugate pairs are
important when constructing constitutive equations, which interrelate state variables. The
external mechanical power expended by the forces b0 and t0 can be expressed by
Pext =
∫
B0
b0 · v0 dV +
∫
∂B0
t0 · v0 dA . (2.34)
In this context, it makes sense to introduce the external potential energy Πext and the
internal potential energy Πint of a continuum body. The total potential energy Π results
from the sum of the external and internal potential energy,
Π = Πint + Πext . (2.35)
The internal and external potential will be further defined in chapter 2.6. The external
mechanical power Pext and internal mechanical power Pint can be expressed as the time
derivative of the external and internal potential energy, so that
Pext = −dΠext
dt
and Pint = dΠint
dt
, (2.36)
if the system is conservative, which means that the total potential energy Π and the
kinetic energy K are conserved when the body undergoes a deformation process. In many
mechanical problems, such as plasticity problems, energy dissipates and, in such cases, the
continuum bodies therefore cannot be viewed as conservative systems.
2.4.4 Entropy inequality
The entropy inequality is also referred to as the second law of thermodynamics and is
responsible for the direction of an energy transfer process [53]. A continuum body possesses
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an entropy denoted by S and defined by
S =
∫
B0
s0 dV , (2.37)
where s is the entropy per unit volume. The second law of thermodynamics can be specified
by
Γ = S˙ − Q˜ ≥ 0 . (2.38)
It states that the total production of entropy denoted by Γ cannot be negative. The total
production of entropy consists of the difference between the rate of change of the entropy
S and the rate of entropy input denoted by Q˜, which is made up the entropy that is
transferred across its boundary surface and the entropy that is produced inside the body.
The second law of thermodynamics determines the direction of the energy transfer. For
example, heat will always flow from a warmer region to a colder region in the continuum
body. If Γ = 0, the process is reversible, whereas if Γ > 0, energy has dissipated and the
process is said to be irreversible.
A number of other representations of the second law of thermodynamics can be derived.
One example is a form of the Clausius-Planck inequality given by
P : F˙− Ψ˙− s0Θ˙ ≥ 0 , (2.39)
where Θ denotes the absolute temperature and Ψ is called the Helmholtz free-energy
function. Ignoring thermal effects leads to a purely mechanical theory and (2.39) becomes
P : F˙− Ψ˙ ≥ 0 , (2.40)
where Ψ corresponds to the internal energy e0 (2.32). From (2.40) it can be concluded,
that for reversible processes, the stress power per unit reference volume (2.33) is equal to
the rate Ψ˙ of the Helmholtz free-energy function.
2.5 Constitutive law
In order to solve boundary problems in continuum mechanics, it is indispensable to establish
the connection between stresses and strains by means of appropriate constitutive laws,
because the previously considered equations are not sufficient to determine the material
response of deformable bodies. Constitutive laws approximate the observed physical
behavior of a real material [53]. The development of constitutive laws is a very important
and extensive research field. Considerable information on the development of nonlinear
constitutive equations is for example provided in [124]. The purpose of this section merely
is to provide a basis for a constitutive law suitable for using in the development of the
finite element for fiber-reinforced composite materials, the subject of this research work.
When developing constitutive laws, a number of important principles must be considered.
They are listed in the following without going into further detail: principle of causality,
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principle of determinism, principle of equipresence, principle of material frame-indifference,
principle of material symmetry, principle of local effect, principle of declining memory and
principle of admissibility.
For the scope of this work, a phenomenological approach is taken, meaning that the
macroscopic nature of a material is described. This is reasonable since the macroscopic
properties of the composite material to be investigated are known. The macroscopic model
employs a continuum approach to describe the behavior of the material.
In the context of hyperelastic materials the existence of a Helmholtz free-energy function Ψ
introduced in (2.39) in connection with the second law of thermodynamics is assumed.
The second law of thermodynamics can be helpful when developing constitutive laws for
hyperelastic materials, where the deformation process is reversible and the dissipation is
equal to zero. There also exist hyperelastic material models that are physically motivated.
In general, the Helmholtz free-energy Ψ can be established as a function of the deformation
gradient F or some other strain tensor. For hyperelastic materials, it is often defined as a
function of the right Cauchy-Green tensor C or the left Cauchy-Green tensor b. In this
context, the Helmholtz free-energy function is commonly referred to as the strain-energy
function. The strain-energy function must meet a number of requirements, which are
briefly described here. Further comprehensive descriptions can be found in the cited
references.
One requirement is that the so-called growth conditions need to be met [28, 53]. These
imply that in order for the structure under investigation to be infinitely expanded or
infinitely compressed, an infinite amount of strain-energy is needed (Ψ → +∞ when
J → +∞ and J → +0 with (2.10)).
Also, the stress in the undeformed state, the so-called residual stress, has to vanish, so that
Ψ(F) = 0 when F = 1 . (2.41)
On the other hand, following from the fact that the strain-energy must increase with
deformation,
Ψ(F) ≥ 0 (2.42)
holds. Additionally, the strain-energy function should be polyconvex, which is a central
concept in the theory of existence of solutions [8, 9, 28, 83]. The advantage of such
functions is that they guarantee the existence of minimizers for simulations of boundary
value problems using numerical solution techniques.
An important distinction that plays a large role in the development of strain-energy func-
tions for different material types is their classification into homogeneous or heterogeneous
materials. The strain-energy function takes the form
Ψ = Ψ(F) or Ψ = Ψ(X,F) (2.43)
for homogeneous or heterogeneous materials respectively. When modeling homogeneous
materials, such as materials that show the same behavior in any direction, it makes sense
to assume that the strain-energy function depends solely on the deformation gradient or a
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strain tensor. On the other hand, for heterogeneous materials, such as the composites made
up of fibers and a matrix material with arbitrary stacking sequences under investigation
in this work, the strain-energy function depends on the deformation gradient or a strain
tensor and the position in the structure under consideration.
In order to fulfill the principle of material frame indifference (also referred to as the principle
of material objectivity), the constitutive equations must be invariant when subjected to
a rigid body motion. Accordingly, the same holds true for the strain-energy, so that the
restrictions
Ψ(F) = Ψ(QF) and Ψ(X,F) = Ψ(X,QF) (2.44)
apply, where Q is an orthogonal tensor, which describes an arbitrary rigid body motion.
In order to meet this requirement, the strain-energy must be independent of the rotational
part of the polar decomposition F = RU, so that
Ψ(F) = Ψ(U) and Ψ(X,F) = Ψ(X,U) (2.45)
hold. Since the right Cauchy-Green tensor C (2.14) and the Green-Lagrange strain tensor
E (2.15) can be expressed with the help of the material stretch tensor,
Ψ(F) = Ψ(C) = Ψ(E) and Ψ(X,F) = Ψ(X,C) = Ψ(X,E) (2.46)
hold. Materials can further be classified into isotropic and anisotropic materials. If the
reference configuration is subjected to a rigid body motion superimposed on a deformation
process and the strain-energy function does not change, a material is said to be isotropic.
Such a material has the same properties in every direction. On the other hand, if the
strain-energy function changes, the material is said to be anisotropic.
The response of the material to the deformation process can be given in terms of the first
Piola-Kirchhoff stress tensor P (2.20) by
P(F) =
∂Ψ(F)
∂F
and P(X,F) =
∂Ψ(X,F)
∂F
, (2.47)
so that in homogeneous materials, P is a function of the deformation gradient or a strain
tensor, whereas in heterogeneous materials it is a function of the deformation gradient
or a strain tensor and the position of interest. Materials whose stress field depends only
on the state of deformation (2.47) and not on the deformation history are referred to as
Cauchy-elastic.
For homogeneous materials, where the strain-energy does not depend on the position
of interest, other stress tensors can be expressed with the strain-energy as a function of
several strain tensors by means of standard algebra and defined stress relations. The first
Piola-Kirchhoff stress tensor P (2.20) and the second Piola-Kirchhoff stress tensor S (2.22)
can be derived from the strain-energy function by
P =
∂Ψ(F)
∂F
= 2 F
∂Ψ(C)
∂C
and S = 2
∂Ψ(C)
∂C
=
∂Ψ(E)
∂E
, (2.48)
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respectively, while the Cauchy stress tensor T (2.19) can be derived from
T = J−1 F
(
∂Ψ(F)
∂F
)T
= 2 J−1 F
(
∂Ψ(C)
∂C
)
FT (2.49)
and the Kirchhoff stress tensor τ (2.21) from
τ = 2 F
(
∂Ψ(C)
∂C
)
FT . (2.50)
It is now assumed that the strain-energy function is expressed in terms of the right Cauchy-
Green tensor. When modeling isotropic materials, the strain-energy function needs to
meet the requirement for an isotropic tensor function,
Ψ(C) = Ψ
(
QCQT
)
. (2.51)
Based on the representation theorem for invariants [49, 95, 124] the strain-energy function
for isotropic materials can be expressed in terms of the independent strain invariants of
the right Cauchy-Green tensor C, so that
Ψ = Ψ [I1(C), I2(C), I3(C)] , (2.52)
where I1, I2 and I3 are the three invariants of C,
I1 = tr C , I2 =
1
2
[
(tr C)2 − tr (C2)] and I3 = det C . (2.53)
When modeling the behavior of an isotropic material, the three invariants of C thus
are sufficient to meet requirement (2.51). In order to derive the material response to
a deformation in the form of the second Piola-Kirchhoff stress tensor in terms of the
invariants the constitutive equation defined in (2.48 b) can be exploited. Applying the
chain rule, the derivative of the strain-energy function Ψ = Ψ(C) with respect to C,
∂Ψ(C)
∂C
=
∂Ψ
∂I1
∂I1
∂C
+
∂Ψ
∂I2
∂I2
∂C
+
∂Ψ
∂I3
∂I3
∂C
, (2.54)
can be specified and after some algebra, the constitutive law that yields the response of an
isotropic material, in the form of the second Piola-Kirchhoff stress tensor, can be derived
to be
S = 2
[(
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
1− ∂Ψ
∂I2
C + I3
∂Ψ
∂I3
C−1
]
. (2.55)
Defining the strain-energy as a function of the three invariants of the right Cauchy-Green
tensor C is a suitable strategy when modeling isotropic materials. However, this form of
the strain-energy function is not applicable to anisotropic materials such as composites
made up of fibers and a matrix material. As already pointed out, in such a material the
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strain-energy function must depend not only on the deformation gradient F or a strain
tensor but additionally on the point of interest X.
However, the special properties of composites made up of fibers that have a preferred
direction and are enclosed by a matrix material can be used to construct a strain-energy
function that complies with the principle of material objectivity. Such a material is called
transversely isotropic, which is the simplest case of an anisotropic material. In this model,
it is assumed that the presence of the fibers is the sole reason for the anisotropic behavior
of the structure and that the material behaves isotropically along directions orthogonal to
the preferred direction.
When modeling the behavior of transversely isotropic materials, the strain-energy can be
constructed as a function depending on the deformation gradient F or a strain tensor and
on the fiber direction at a particular point. Accordingly, the unit vector field a0(X) is
introduced, which determines the direction of the fiber at a certain point of interest in
the reference configuration. The direction of the same fiber in the current configuration
is determined by the unit vector field a. Introducing the stretch λ0 of the fiber along
its direction a0, the relation λ0a = Fa0 holds. The square of the stretch λ0 can thus be
determined to be
λ20 = a0 · FTFa0 = a0 ·Ca0 . (2.56)
The strain-energy for a transversely isotropic material can therefore be established as a
function of C and the fiber direction a0,
Ψ = Ψ (C, a0 ⊗ a0) . (2.57)
The principle of material objectivity is met by (2.57) because C and a0 ⊗ a0 are defined
with respect to the reference configuration and are therefore unaffected by transformations
of the current configuration. Analogous to (2.51), for isotropic materials a requirement,
Ψ(C, a0 ⊗ a0) = Ψ
(
QCQT ,Qa0 ⊗ a0QT
)
, (2.58)
can be set up that transversely isotropic materials need to meet. In order to meet
requirement (2.58), two additional invariants to the three strain invariants of C defined in
(2.53) specified by
I4 = a0 ·Ca0 and I5 = a0 ·C2a0 (2.59)
have to be introduced. They are called the pseudo-invariants of C and a0 [119].
Similarly to (2.52) for isotropic materials, the strain-energy function for anisotropic
materials can be expressed in terms of the three independent invariants of the right
Cauchy-Green tensor C and the two pseudo-invariants, so that
Ψ = Ψ [I1(C), I2(C), I3(C), I4(C, a0), I5(C, a0)] . (2.60)
For the phenomenological description of anisotropic elasticity at large strains, some
anisotropic polyconvex [8] free-energy functions are proposed in [101, 102]. A discussion
of polyconvex strain-energy functions particularly for shell structures is conducted in [11].
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Analogous to (2.54) and (2.55) for isotropic materials, in order to derive the second
Piola-Kirchhoff stress tensor in terms of the invariants the chain rule is utilized to de-
termine the derivative of the strain-energy function for transversely isotropic materials
Ψ = Ψ(C, a0 ⊗ a0) with respect to C,
∂Ψ(C, a0 ⊗ a0)
∂C
=
5∑
n=1
∂Ψ(C, a0 ⊗ a0)
∂In
∂In
∂C
. (2.61)
The constitutive law that yields the second Piola-Kirchhoff stress tensor for transversely
isotropic materials can be specified by
S = 2
[(
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
1− ∂Ψ
∂I2
C + I3
∂Ψ
∂I3
C−1
+
∂Ψ
∂I4
a0 ⊗ a0 + ∂Ψ
∂I5
(a0 ⊗Ca0 + a0C⊗ a0)
]
.
(2.62)
With (2.55) and (2.62) constitutive laws in terms of invariants have been established for
isotropic and transversely isotropic materials, if suitable strain-energy functions can be
constructed.
When solving nonlinear problems with numerical procedures such as the finite element
method, iterative solution techniques of Newton’s type are applied to solve a series of
linearized equations. In this context, the linearized constitutive equation needs to be
derived, which yields for hyperelasticity the so-called elasticity tensor C, which can be
derived from the second derivative of the strain-energy function and thus can be specified
by
C = 4
∂2Ψ
∂C∂C
= 2
∂S
∂C
, (2.63)
where the strain-energy function and second Piola-Kirchhoff stress tensor are given by
(2.52) and (2.55) for isotropic materials and by (2.60) and (2.62) for transversely isotropic
materials. The elasticity tensor C is a tensor of rank four and because it possesses
the so-called minor and major symmetries, it cannot have more than 21 independent
components.
2.6 Variational principles and their linearizations
A starting point for a discretization technique such as the finite element method that
yields good approximations is often a variational principle based on the weak form of field
equations and derived from the stationary condition of a functional. Variational principles
can be based on one or more field quantities. In the following, a variational principle based
on one field, the displacement vector u, will be derived.
The starting point is the static, local form of Cauchy’s first equation of motion specified
with regard to the reference configuration in (2.29). Multiplying (2.29) with an arbitrary
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vector-valued test function denoted by η and integrating over the volume of the body
leads to the weak form of the equation of motion,
g (u,η) =
∫
B0
(Div P + b0) · η dV = 0 . (2.64)
The weak form (2.64) is equivalent to the static form of the equation of motion (2.29),
as the latter can be derived out of the former by means of the fundamental lemma of
variational calculus. An equation derived out of a weak form is often referred to as
an Euler-Lagrange equation. The test function η must meet the kinematic boundary
conditions on the boundary surface and η = 0 holds on the boundary surface denoted
by ∂B0u. The boundary surface ∂B0u is distinct from the boundary surface ∂B0σ and
together they make up the total boundary surface ∂B0 illustrated in figure 2.1. Applying
the product rule and the divergence theorem, (2.64) can be rewritten as
g (u,η) =
∫
B0
(P : Gradη − b0 · η) dV −
∫
∂B0σ
t¯0 · η dA = 0 . (2.65)
Since it is required that η fulfills the kinematic boundary conditions u = u¯, with u¯ being
a prescribed displacement field, no integration over ∂B0u is needed. The stress boundary
conditions t0 = PN = t¯0, with t¯0 being a prescribed traction vector, however, are part of
the weak form in (2.65).
As a test function, a virtual displacement field δu can be chosen, which is independent of
the displacement field u and represents an infinitesimal, imaginary change of the continuum
body as opposed to du, which represents an infinitesimal, actual change of the body. The
so-called variational operator δ(•) is a linear operator for which the usual properties of
differentiation apply. With relation δF = Grad δu, the weak form (2.65) can then be
rewritten as
g (u, δu) =
∫
B0
(P : δF− b0 · δu) dV −
∫
∂B0σ
t¯0 · δu dA = 0 , (2.66)
which is referred to as the principle of virtual work. The terms in (2.66) can be separated
into a part called the internal virtual work δWint,
δWint =
∫
B0
P : δF dV =
∫
B0
S : δE dV , (2.67)
and a part called the external virtual work δWext,
δWext =
∫
B0
b0 · δu dV +
∫
∂B0σ
t¯0 · δu dA . (2.68)
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The internal virtual work equals the external virtual work in the static case, so that
g (u, δu) = δWint − δWext = 0 . (2.69)
In many continuum mechanics problems, it can be assumed that the direction of the loads
in (2.68) stays parallel and their values do not change during the deformation process.
Loads that behave in this way are referred to as conservative loads.
The principle of virtual work applies to all materials, since it does not require the existence
of a potential Π, which was introduced in chapter 2.4.3 as the sum of the internal
and external potential energy (2.35). However, if the system is conservative, an energy
functional describing the potential energy exists, from which the principle of virtual work
can be derived. Assuming that a potential energy exists has benefits when developing
numerical methods to find a solution of the variational formulation.
The internal potential energy Πint and external potential energy Πext are defined by
Πint =
∫
B0
Ψ dV and Πext = −
∫
B0
b0 · u dV −
∫
∂B0σ
t¯0 · u dA , (2.70)
where Ψ is the strain-energy as a function of the deformation gradient F or a strain tensor
discussed in the previous section. If the sum of internal and external potential (2.35)
is stationary, an equilibrium state has been reached. It can be derived by invoking the
directional derivative of Π with respect to the displacements u, so that
δΠ (u, δu) = D [Π (u)] · δu = d
dε
Π (u + εδu) |ε=0 = 0 , (2.71)
where ε is a scalar parameter. The variational principle in (2.71) is called the principle of
stationary potential energy and requires that the directional derivative with respect to u
vanishes in all directions δu. In (2.71), D[•] is a directional derivation operator known as
the Gâteaux operator. Applying the directional derivative to (2.35) with (2.70) leads to
the principle of virtual work (2.66), so that
δΠ (u, δu) = δΠint + δΠext = δWint − δWext = 0 . (2.72)
Thus, if (2.66) is satisfied, the total potential energy Π is stationary for arbitrary variations
δu.
The principle of virtual work (2.66) is usually nonlinear in u. Analytical solutions are often
difficult or impossible to derive. Thus, numerical techniques based on the finite element
method, such as the iterative solution techniques of Newton’s type, need to be employed
to achieve an approximate solution. In this technique, the nonlinear problem is separated
into a number of successive linear problems, requiring a consistent linearization of the
quantities in the nonlinear problem. A further discussion on a consistent linearization is
carried out in [56]. Thus, the function g (u, δu) (3.85) is linearized based on a first-order
Taylor expansion specified by
L [g (u, δu) ,∆u] = g (u, δu) +D [g (u, δu)] ·∆u , (2.73)
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where D[•] is the Gâteaux operator mentioned earlier in this section and L[•] is a lin-
earization operator. The operator ∆(•) is similar to the operator δ(•) in that it also is
a linear operator for which the usual properties of differentiation apply. Similar to δu,
the incremental displacement field ∆u also represents an infinitesimal, imaginary change
of the continuum body. The second term in (2.73) is the directional derivative of the
principle of virtual work and can be derived by evaluating
D [g (u, δu)] ·∆u = d
dε
[g (u + ε∆u, δu)] |ε=0 . (2.74)
If the loads in (2.66) are considered dead loads, the linearization of the external virtual
work vanishes so that
D [δWext (u, δu)] ·∆u = 0 . (2.75)
Thus, in this case, only the linearization of the internal virtual work needs to be considered.
Formulated in terms of the second Piola-Kirchhoff stress tensor S and the Green-Lagrange
strain tensor E it can be derived as
D [g (u, δu)] ·∆u = D [δWint (u, δu)] ·∆u =
∫
B0
[S : ∆δE + δE : C : ∆E] dV , (2.76)
where S is a function of E and E is a function of u. In (2.76), C denotes the elasticity
tensor introduced in (2.63). Other forms of (2.76) can be derived. By means of the
linearized principle of virtual work, a starting point for the implementation of the finite
element method has been provided. In such a procedure, the term g (u, δu) in (2.73)
constitutes the residuum and the incremental displacements ∆u are calculated in every
iteration, so that L [g (u, δu) ,∆u] = 0 is fulfilled. The displacements are then updated
and the procedure is repeated until the residuum vanishes, meaning that a solution for u
has been found.
A variational principle based on only one field, usually the displacement field u, such
as the principle of virtual work just described, does not always perform well when used
as a basis for numerical simulations with the finite element method. In certain physical
problems so-called locking phenomena occur, where the discretized system behaves too
stiff and the results become highly inaccurate. This is especially the case for low-order
finite elements. An example for a physical problem that leads to locking in finite element
simulations are bending dominated problems, in which plate and shell elements are used.
One possible remedy for locking is using a variational principle that depends on multiple
fields, often called a mixed variational principle. An example for a two-field variational
principle that is often used in nonlinear theories of plates is the Hellinger-Reissner varia-
tional principle [51, 94], where besides the displacements the stresses are an independent
field variable. A disadvantage of this principle is that the inverse form of the constitutive
equation needs to be derived, which is numerically costly or in some cases impossible.
A three-field variational principle that often performs well when using it in numerical
simulations is the Hu-Washizu variational principle, where the displacements, stresses and
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strains are independent field variables. One general form of a Hu-Washizu principle [53] is
Π(u,F,P) =
∫
B0
(Ψ(F)−P : F− b0 · u−Div P · u) dV
+
∫
∂B0σ
u · (t0 − t¯0) dA−
∫
∂B0u
t0 · (u− u¯) dA .
(2.77)
The Hu-Washizu variational principle can be viewed as a generalization of the principle of
virtual work. By invoking the stationary of (2.77) with respect to the three independent
fields the Euler-Lagrange equations and the boundary conditions of Π,
Div P + b0 = 0
P =
∂Ψ(F)
F
F = Gradu
 in B0 and
u = u¯ on ∂B0u
t0 = Pn0 = t¯0 on ∂B0σ
(2.78)
respectively, can be derived. The three Euler-Lagrange equations are the static equilibrium
equation, a field equation that contains the strain-energy function and the geometric field
equation. In a similar way, a modified version of the Hu-Washizu variational principle
is used in the shell formulation developed in this work, which will be discussed in the
following chapters.
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Chapter 3
Nonlinear composite shell theory - the
global model
In this chapter, the equations of a nonlinear shell model for fiber-reinforced composites,
which is the basis for a nonlinear mixed finite shell element, will be presented. The model
discussed here is based on the work of Gruttmann et al. [45–47, 71, 131]. It is called the
global model in this work to differentiate it from the local addition to the model, which is
the main subject of this thesis and will be discussed in chapter 4.
When using the shell model, the three-dimensional continuum is approximated by a
two-dimensional reference surface and a director vector. A common assumption in shell
theory is that the deformation in thickness direction is much smaller than the other strain
measures and therefore can be neglected. It is further often assumed that originally plane
cross sections remain plane during the deformation process. These assumptions are also
made in the global shell model presented in this chapter, but they are given up to some
extent in the local model introduced in chapter 4.
In this chapter, the term shell model applies to the global shell formulation presented. In
the following sections, some of the definitions of continuum mechanics discussed in the
preceding chapter will be adapted to the shell model. At first, the kinematics of the shell
model is presented. Accounting for the special geometry of shell structures, the continuum
mechanical assumptions described in chapter 2 are transformed into shell kinematics,
leading to so-called shell strains. Thereafter, the stresses in the body are used to define
shell stress resultants. The equilibrium equations of the shell are derived with the help
of the principle of virtual work and a constitutive law for small strains is introduced. As
mentioned in the preceding chapter, numerical simulations with the finite element method
based on a three-field variational principle often yield excellent results. This chapter
thus concludes by introducing such a mixed variational principle based on a Hu-Washizu
principle adapted for shells.
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3.1 Kinematics of the shell
In order to describe the kinematics of the shell some definitions regarding its geometry
have to be made. Subsequently, the shell strains can be derived.
3.1.1 Geometry of the shell
The shell model is based on the choice of an arbitrary reference surface in the plane
of the shell and a director vector that is perpendicular to the plane of the shell in the
reference configuration, as illustrated in figure 3.1. To elucidate the notation used, a
three-dimensional Euclidean space denoted by B0 and occupied by the shell in the reference
configuration is introduced. The reference surface is denoted by Ω0, while the boundary of
the shell reference surface is denoted by Γ0. The deformed shell space, its boundary and
its reference surface are denoted by Bt, Γt and Ωt, respectively. Similar to the notation in
the preceding chapter, in the following uppercase letters denote quantities in the reference
configuration, while lowercase letters reside in the current configuration. It is assumed
that the thickness of the shell is much smaller than the smallest curvature radius.
The Euclidean space is defined using a Cartesian coordinate system, where the base system
is denoted by ei and the convected coordinate system of the body by ξi, the index i
running from 1 to 3. In the following, Latin indices run from 1 to 3, while Greek indices
run from 1 to 2. Repeated indices underlie the sum convention. Although this does not
generally have to be the case, the global Cartesian coordinate system is the same for the
reference and the current configuration.
The position vector Φ of an arbitrary point in the undeformed shell space B0 can be
expressed by a combination of a position vector X of a point on the reference surface of
the shell and a director vector D, as illustrated in figure 3.1. Both vectors depend solely
on the in-plane coordinates ξ1 and ξ2, so that
Φ(ξ1, ξ2, ξ3) = Φi ei = X(ξ
1, ξ2) + ξ3 D(ξ1, ξ2) . (3.1)
In an analogous manner, the position vector φ of any point on the deformed shell space
Bt can be expressed by
φ(ξ1, ξ2, ξ3) = φi ei = x(ξ
1, ξ2) + ξ3 d(ξ1, ξ2) . (3.2)
The vector u is introduced by
u(ξ1, ξ2) = x(ξ1, ξ2)−X(ξ1, ξ2) , (3.3)
which describes the displacement of a point on the shell reference surface from the
reference configuration to the current configuration and is illustrated in figure 3.2. With
the displacement vector u three translational degrees of freedom are permitted for the
shell, namely the three translations along the ξ1-, ξ2- and ξ3-axis.
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Figure 3.1: Model of the shell in the reference configuration and the current configuration
In (3.1), the symbol D(ξ1, ξ2) with |D(ξ1, ξ2)| = 1 has been introduced to denote the
aforementioned director vector in the reference configuration. By postulating |d(ξ1, ξ2)| = 1
in (3.2) for the director vector in the current configuration, a change in the length of
the director vector from the reference configuration to the current configuration is not
permitted, representing inextensibility in thickness direction.
The director vector d(ξ1, ξ2) in the current configuration does not have to remain normal
to the reference plane in the current configuration (d · x,α 6= 0), so that the model allows
for transverse shear strains, corresponding to a Reissner-Mindlin kinematic. For the finite
element formulation, this means that the difficulties caused by C1 requirements of the
classical Kirchhoff theory are avoided [123, 136]. Here and in the following, the symbol
(•),i denotes a partial derivative with respect to the coordinate ξi.
Before it is shown how the vector d can be derived, some further definitions have to be
made. The coordinate systems Gi and gi were already introduced as tangential vectors at
coordinate lines that form a covariant base system in (2.3) for the continuum body. Here
they represent covariant base systems, whose reference points lie in a certain material
point of the shell. The covariant base vectors for the reference configuration can be derived
from the partial derivatives of the position vectors Φ, so that
Gα =
∂Φ
∂ξα
= X,α +ξ
3 D,α and G3 =
∂Φ
∂ξ3
= D . (3.4)
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Figure 3.2: Shell reference surfaces and displacement vector u
The covariant base vectors for the current configuration can be derived from the partial
derivatives of the position vectors φ, leading to
gα =
∂φ
∂ξα
= x,α +ξ
3 d,α and g3 =
∂φ
∂ξ3
= d . (3.5)
The contravariant base vectors can be derived from (2.4). Additionally, the volume element
can be specified by
dV =
√
G dξ1 dξ2 dξ3 with
√
G = (G1 ×G2) ·G3 . (3.6)
The vectors Aα and aα are introduced to provide a space tangent to the shell reference
surface, so that Aα = Gα (ξβ, ξ3 = 0) and aα = gα (ξβ, ξ3 = 0). The contravariant base
vectors are given with Aα ·Aβ = δβα in the reference configuration and analogously in the
current configuration. The area element is defined by
dA = j dξ1 dξ2 with j =
√
A = |A1 ×A2| , (3.7)
where j denotes the mid-surface Jacobian. Perpendicular to the base vectors Aα located
in the shell reference surface, the director vector D = A3 is defined as a unit vector. With
the help of the shifter tensor Z = Gi ⊗Ai and Z¯ = gi ⊗ ai, the relationship between the
base vectors Gi in the shell space and the base vectors Ai on the reference surface can be
specified by
Gi = ZAi and gi = Z¯ai . (3.8)
The determinant µ¯ =
√
G/A of the shifter tensor is important for subsequent integrations
over the volume, because
dV
dA
=
√
G dξ1 dξ2 dξ3√
A dξ1 dξ2
= µ¯ dξ3 . (3.9)
In the context of the finite element formulation, numerical tests have shown that µ¯ = 1
can be set for the whole finite shell element and convergence against the correct solution
is given [47].
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Figure 3.3: Shell model with intersection and rotational parameters
Having introduced the base vectors of the shell, the vector d can be obtained from D by
means of an orthogonal transformation specified by
d = RD = (ai ⊗Ai)D . (3.10)
In the same way the base vectors aα in the deformed state of the shell can be identified
by a transformation of the base vectors Aα in the undeformed state with the help of the
transformation tensor R. Different forms of the orthogonal tensor R in (3.10) can be
given, for example by parametrizations with Euler angles, Cardan angles or quaternions.
An overview is given in [23]. Here the Euler-Rodrigues formula, for example discussed in
[5],
R = ai ⊗Ai = 1 + sinω
ω
Ω +
1− cosω
ω2
Ω2 , (3.11)
is used for the representation of the rotation tensor. A pseudo-rotation vector ω with
ω = |ω| containing the independent rotational parameters and a corresponding skew-
symmetric tensor Ω with ω × h = Ωh are introduced. The vector h can be any vector
h ∈ R3. The vector ω is defined as a vector describing a rotation about a unit axis
multiplied with the angle of the rotation. Both ω and Ω contain rotational parameters
and are specified by
ω =
 ω1ω2
ω3
 and Ω =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 (3.12)
in matrix notation. The parameters ω1, ω2 and ω3 in (3.12) are the rotational parameters
with respect to the global coordinate system ei, so that
ω = ωi ei . (3.13)
With the pseudo-rotation vector ω, three additional rotational degrees of freedom are
permitted for the shell, namely three rotations around the ξ1-, ξ2-, and ξ3-axis. With the
three translational degrees of freedom introduced by the displacement vector in (3.3), the
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shell has six degrees of freedom. This is advantageous when thin-walled structures with
intersections, illustrated in figure 3.3, are to be investigated. When the finite element
method is applied, the three rotational degrees of freedom need to be available for nodes
on shell intersections. Examples for such structures are box girders and double T-girders
such as the ones examined in chapter 8.1.3. On the other hand, when the shell surface is
smooth the local drilling degree of freedom perpendicular to the shell surface can be set
to zero in the finite element formulation via boundary conditions. This will be further
explained in chapter 3.3.1.
The chosen procedure is singularity-free for ω < 2pi, and a combination with multiplicative
update procedures is possible, making it well-suited to be used in the transformation of
the director vector.
3.1.2 Green-Lagrange strains and shell strains
When the shell is moved from B0 to Bt (figure 3.1), it undergoes a deformation process. To
capture this process, some deformation magnitudes, analogous to chapter 2, are introduced.
It was already shown in (2.8), how the deformation gradient F can be expressed by means
of covariant base vectors, such as the ones introduced in (3.4) and (3.5) for the shell, and
their contravariant counterparts. Using (3.8), the deformation gradient can be expressed
with the shifter tensor, so that
gi = FGi =
(
Z¯FˆZ−1
)
Gi and F = Z¯FˆZ−1 , (3.14)
where Fˆ = F(ξ3 = 0), and therefore Fˆ = ai ⊗Ai and ai = FˆAi.
Using the definition of the Green-Lagrange strain tensor for convective coordinates (2.17)
the derivatives of the position vectors (3.4) can be used to derive the Green-Lagrange
strain tensor for the shell, resulting in
E = EijG
i ⊗Gj with Eij = 1
2
(φ,i ·φ,j −Φ,i ·Φ,j ) . (3.15)
The Green-Lagrange strains are thus derived from the difference between the squares of
line elements in the deformed and the undeformed state. It is expedient to express the
Green-Lagrange strains in terms of the base vectors Ai of the shell with the help of the
shifter tensor by means of
E = Z−T EˆZ−1 . (3.16)
Here, the surface-related Green-Lagrange strain tensor Eˆ is defined by
Eˆ = EˆijA
i ⊗Aj = (E0 + ξ3E1 + (ξ3)2E2) , (3.17)
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where E0, E1 and E2 are defined as
E0 = E0ijA
i ⊗Aj = εαβAα ⊗Aβ + 1
2
γα
(
Aα ⊗A3 + A3 ⊗Aα) ,
E1 = E1ijA
i ⊗Aj = καβAα ⊗Aβ ,
E2 = E2ijA
i ⊗Aj = ραβAα ⊗Aβ .
(3.18)
In (3.18), the shell membrane strains εαβ, curvatures καβ, shear strains γα, and second
order curvatures ραβ have been introduced with
εαβ =
1
2
(x,α ·x,β −X,α ·X,β ) ,
καβ =
1
2
(x,α ·d,β +x,β ·d,α−X,α ·D,β −X,β ·D,α ) ,
γα = x,α ·d−X,α ·D ,
ραβ =
1
2
(d,α ·d,β −D,α ·D,β ) .
(3.19)
Because of the inextensibility condition |D| = |d| = 1, the terms D,α ·D, d,α ·d and
(d ·d−D ·D) vanish. The second order curvatures ραβ can be neglected for thin shells. It
is pointed out that with the transverse shear strains emanating from the Reissner-Mindlin
theory, standard patch tests are not passed in the context of a finite element formulation
[45]. For this reason, the shear strains are approximated with independent interpolation
functions as described in chapter 5.1.1.
For a simpler notation, the components of the Green-Lagrange strains are collected in a
vector denoted E¯,
E¯ = [E11, E22, E33, 2E12, 2E13, 2E23]
T , (3.20)
and the components of the shell strains in a vector denoted ε,
ε = [ε11, ε22, 2ε12, κ11, κ22, 2κ12, γ1, γ2]
T . (3.21)
The relation between the Green-Lagrange strains and the shell strains is given with the
help of the assembly matrix A by means of
E¯ = Aε or

E11
E22
E33
2E12
2E13
2E23

=

1 0 0 ξ3 0 0 0 0
0 1 0 0 ξ3 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 ξ3 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


ε11
ε22
2ε12
κ11
κ22
2κ12
γ1
γ2

. (3.22)
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It is important to point out that due to the assumptions in shell theory, the normal
strain E33 equals zero, which is why the third row in A contains only zeros. Nevertheless,
it has been included because an interface to a three-dimensional material law is to be
provided by the shell formulation. A procedure of how to incorporate nonlinear three-
dimensional constitutive equations without modifying (3.22) by including independent
thickness strains is proposed in [71]. A different procedure will be discussed in chapter 4
with the introduction of the local part of the shell model. It is pointed out that the
definition of the assembly matrix A can be adapted if E33 is not to be considered, for
example if the constitutive law is based on the assumption of plane stress, as it is done
in [47].
3.2 Second Piola-Kirchhoff stresses, stress resultants
The work conjugated tensor to the Green-Lagrange strain tensor E, the second Piola-
Kirchhoff stress tensor S introduced in (2.22), can be expressed in terms of the covariant
base vectors of the shell (3.4) by means of (2.23). Similar to the Green-Lagrange strain
tensor in (3.16) and (3.17), the second Piola-Kirchhoff stress tensor can be expressed with
help of the shifter tensor and the surface-related tensor Sˆ, so that
S = ZSˆZT with Sˆ = SijAi ⊗Aj . (3.23)
Based on the work presented in [110], the stress resultant nα and the stress couple resultant
mα are defined by
nα =
h+∫
h−
Tgαµ¯ dξ3 and mα = d× m˜α = d×
h+∫
h−
Tgαξ3µ¯ dξ3 , (3.24)
where here and in the following, the bottom and the top of the shell, as illustrated in figure
3.6, are denoted by h− and h+, T denotes the Cauchy stress tensor defined in (2.19) and
m˜α denotes the director stress couple resultant. Further, the across-the-thickness stress
resultant q is defined by
q =
h+∫
h−
Tg3µ¯ dξ3 . (3.25)
Dividing the stress resultant nα and the director stress couple resultant m˜α into components
along x,α and d yields3
nα = nβαx,β +q
αd and m˜α = m˜βαx,β . (3.26)
3 In [110], the component of mα along d denoted m˜3α is included in the definition of the director stress
couple resultant. However, it does not enter the subsequent formulations explicitly and in the same
publication, a suggestion is made how it can be eliminated. A separation of q into components along
x,α and d is likewise carried out in [110].
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In (3.26), the components m˜βα are the effective stress couple resultants. They are part
of the work conjugate vector to the vector of shell strains ε (3.21), which is the effective
stress resultant vector denoted σ (3.32). It also contains the effective membrane stress
resultants n˜βα and the effective shear stress resultants q˜α, which can be established with
the help of the stress power defined in (2.33), and thus
W˙ = Pint =
∫
B0
tr
(
E˙ST
)
dV . (3.27)
The shifted quantities in terms of the reference surface defined in (3.17) and (3.23) can be
used to express (3.27) and therefore with (3.9),
W˙ = Pint =
∫
B0
tr
[(
E˙0 + ξ3E˙1
)
Sˆ
]
µ¯ dξ3 dA (3.28)
holds. Inserting (3.23) leads to the definition of the stress resultant tensors
N˜ =
h+∫
h−
Sαβµ¯ dξ3Aα ⊗Aβ = n˜αβAα ⊗Aβ ,
Q˜ =
h+∫
h−
Sα3µ¯ dξ3Aα = q˜
αAα ,
M˜ =
h+∫
h−
Sαβξ3µ¯ dξ3Aα ⊗Aβ = m˜αβAα ⊗Aβ .
(3.29)
The stress resultant nα can be expressed with the effective membrane stress resultants
n˜βα and the effective shear stress resultants q˜α as components of the vectors x,α, d and
d,α by means of
nα = n˜βαx,β +q˜
αd + m˜βαd,β . (3.30)
The components of the stress resultant nα in (3.26 a) can be expressed with the help of
the effective stress resultants. To accomplish this, the vectors d,α must be represented as
linear combinations of the vectors x,α and d considering ai · aj = δij , aα = x,α and a3 = d
and introducing bjα = d,α ·aj, and thus,
nβα = n˜βα + m˜αγbβγ and q
α = q˜α + m˜αγb3γ (3.31)
hold. It is noted that n˜12 = n˜21, but n12 6= n21.
To simplify the notation, the components of the second Piola-Kirchhoff stresses are collected
in a vector denoted S¯,
S¯ =
[
S11, S22, S33, S12, S13, S23
]T
, (3.32)
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and the components of the effective shell stress resultants in a vector denoted σ,
σ =
[
n˜11, n˜22, n˜12, m˜11, m˜22, m˜12, q˜1, q˜2
]T
. (3.33)
The relation between the vector of the second Piola-Kirchhoff stresses S¯ and the effective
shell stress resultants σ can be given in matrix notation with the help of the assembly
matrix A (3.22) by means of
σ =
∂Ψˆ(ε)
∂ε
=
h+∫
h−
AT S¯µ¯ dξ3 , (3.34)
where Ψˆ(ε) has been introduced as an arbitrary strain-energy function of the shell strains,
which is further defined in (3.78).
It is important to note that since the effective stress resultants are integrals of the
components of the second Piola-Kirchhoff stress tensor S, they have no physical meaning.
Analogous to the explanation given at the end of chapter 3.1.2, the interlaminar normal
stress S33 has been included allowing the employment of three-dimensional material laws,
which will be discussed in chapter 4.
3.3 Equilibrium equations
In this section, the resultant form of the equilibrium equations is derived from the principle
of virtual work. In order to do so, the variation of the shell strains δε and the variation of
the orthogonal transformation need to be determined.
3.3.1 Variation of the shell strains
The variation of the shell strains δε can be derived by applying the directional derivative
in a standard way, so that
δεαβ =
1
2
(δx,α ·x,β +δx,β ·x,α ) ,
δκαβ =
1
2
(δx,α ·d,β +δx,β ·d,α +δd,α ·x,β +δd,β ·x,α ) ,
δγα = δx,α ·d + δd · x,α ,
(3.35)
with the variation of the membrane strains δεαβ, the variation of the curvatures δκαβ
and the variation of the transverse shear strains δγα. The variations of the shell strains
are collected in a vector denoted δε analogous to (3.21). Because, as already pointed
out, the shear strains are approximated with independent interpolation functions in the
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finite element formulation, the variation of the assumed strain interpolation needs to be
determined, which will be done in chapter 5.
The variation of the director vector δd and the variation of the axial vector δw, which is
associated with the skew symmetric tensor δRRT , are derived to be
δd = δRD = δRRTd = δw × d and δw = Hδω , (3.36)
respectively. Hereby, (3.10), (3.11) and (3.12), as well as the definitions
H = 1 + c1Ω + c2Ω
2 , c1 =
1− cosω
ω2
and c2 =
ω − sinω
ω3
(3.37)
are used. For scalar products of the form h · δd, where h can be any vector h ∈ R3, which
occur in (3.35),
h · δd = (d× h) · δw (3.38)
holds. An alternative notation for the variation of the director vector δd (3.36) for later
reference when discussing the finite element approximation is introduced by defining
δd = δw × d = WT δw with W = skew d . (3.39)
As was already mentioned, if the shell surface is smooth, the local drilling degree of freedom
can be set to zero (see figure 3.3). For this purpose, the variation of the pseudo-rotation
vector is expressed with the help of the base vectors ai. The variations of the rotational
parameters corresponding to the bases system ai are denoted with δβi. Thus, if the shell
is smooth, the pseudo-rotation vector can also be expressed by
ω = δβiai = δβαaα . (3.40)
If the shell surface is smooth, the shell therefore has five degrees of freedom, three
translations and two rotations.
The variation of the rotational parameters collected in δω related to the global coordinate
system can thus be derived by means of
δω = T¯δβ , (3.41)
where the transformation matrix denoted by T¯ is defined by
T¯ =
13 for positions on shell intersections[a1, a2](3x2) for all other positions , (3.42)
with 13 denoting the 3x3 unit-matrix. Additionally, the vector δβ is defined as
δβ =
[δω1, δω2, δω3] for positions on shell intersections[δβ1, δβ2] for all other positions , (3.43)
42 3. Nonlinear composite shell theory - the global model
in which the variation of the rotational parameters are collected. By means of (3.36),
(3.37) and (3.41), relation (3.39) can thus be rewritten as
δd = WTHT¯δβ . (3.44)
The variation of the base vectors aα in the deformed state of the shell can be performed
in the same way.
3.3.2 Principle of virtual work
In this section, the principle of virtual work (2.69) introduced in chapter 2.6 will be adapted
to the shell model, which yields the resultant form of the equilibrium equations for the shell.
To derive the internal virtual work, a strain-energy function Ψ (C), introduced in (2.57),
for a transversely isotropic material is employed. The second argument of Ψ, a0 ⊗ a0, is
dropped in this chapter and the following chapters to simplify the notation. Considering
(2.70) with (2.72) the internal virtual work of the shell is defined as the integration over
the shell body of the variation of the strain-energy function, so that
δWint =
∫
B0
δΨ (C) dV . (3.45)
From (2.15), δC = 2δE is obvious and with (2.48 b), the variation of Ψ yields
δΨ (C) = 2δE :
∂Ψ (C)
∂C
= δE : S , (3.46)
so that, corresponding to (2.67), the internal virtual work in terms of the Green-Lagrange
strains E and the second Piola-Kirchhoff stresses S can be given by
δWint =
∫
B0
δE : S dV . (3.47)
Similar to (3.28), the shifted quantities in terms of the reference surface can be used to
express (3.47) with (3.7) and (3.9) , so that
δWint =
∫
Ω0
h+∫
h−
tr
[(
δE0 + ξ3δE1
)
Sˆ
]
µ¯ dξ3 dA
=
∫
Ω0
(
n˜αβδεαβ + m˜
αβδκαβ + q˜
αδγα
)
dA .
(3.48)
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Figure 3.4: Boundary conditions and normal vector ν
In matrix notation, (3.47) can be expressed by
δWint =
∫
B0
δE¯T S¯ dV =
∫
Ω0
δεT
h+∫
h−
AT S¯µ¯ dξ3 dA . (3.49)
Thus, the internal virtual work can be expressed in terms of the effective stress resultants
σ, so that
δWint =
∫
Ω0
δεTσ dA =
∫
Ω0
δεT
∂Ψˆ(ε)
∂ε
dA (3.50)
holds. With (3.35) and the use of some mathematical relations, the internal virtual work
can be expressed in terms of the stress resultant nα and the stress couple resultant mα
(3.24) with
δWint =
∫
Ω0
(nα · δx,α +q˜αx,α ·δd + m˜α · δd,α ) dA . (3.51)
Similar to the approach described in chapter 2.6 for the continuum body, the boundary of
the shell Γ0 is separated into the boundary Γu0 and the boundary surface Γσ0. Admissible
variations must meet the kinematic boundary conditions and fulfill the requirements
δx = δu = 0 and δd = 0 on Γu0. By means of integration by parts and (3.24) the internal
virtual work can be expressed by
δWint =−
∫
Ω0
[
1
j
(jnα) ,α ·δu +
(
1
j
(jmα) ,α +x,α×nα
)
· δw
]
dA
+
∫
Γσ0
[
(jnανα) · δu + (jmανα) · δw
]
ds ,
(3.52)
where the vector ν = [ν1, ν2]
T denotes the normal vector on the shell boundary (see figure
3.4) and ds denotes the line increment of the shell boundary.
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The external virtual work4 δWext performed by the surface loads p¯ acting on the shell
reference surface Ω0 and the boundary loads t¯ acting on the shell boundary Γσ0 can be
expressed by
δWext =
∫
Ω0
p¯ · δu dA+
∫
Γσ0
t¯ · δu ds . (3.53)
The kinematic boundary conditions u = u¯ on Γu0 with the prescribed displacements u¯ are
fulfilled as constraints through the choice of the variational field δu. The static boundary
condition t = t¯ must be fulfilled on Γσ0 and is part of the variational formulation. Based
on (2.69), the principle of virtual work for the shell in the static case becomes
g (v˜, δv˜) = δWint − δWext = 0 , (3.54)
with v˜ = [u,ω]T . Inserting (3.52) and (3.53) into (3.54),
g (v˜, δv˜) =
∫
Ω0
[(
1
j
(jnα) ,α +p¯
)
· δu +
(
1
j
(jmα) ,α +x,α×nα
)
· δw
]
dA
+
∫
Γσ0
[
(jnανα − t¯) · δu + (jmανα) · δw
]
ds
(3.55)
holds. Applying the fundamental lemma of variational calculus to (3.55) yields the static
equilibrium equations, which in this case are the resultant form of the balance of linear
and angular momentum, and the static boundary equations, specified by
1
j
(jnα) ,α +p¯ = 0
1
j
(jmα) ,α +x,α×nα = 0
 in Ω0 and
j (nανα)− t¯ = 0
j (mανα) = 0
}
on Γσ0 , (3.56)
respectively5. As already mentioned, requiring admissible variations to meet the kinematic
boundary conditions on Γu0 leads to their implicit fulfillment and they therefore do not
appear in the weak form.
3.4 Linear elastic constitutive law for fiber-reinforced
composites
In chapter 2.5, it was shown how constitutive laws that establish the connection between
stresses and strains can be constructed based on the second law of thermodynamics and
4 In this work the contribution to the external virtual work is restricted to surface loads acting on the
shell surface and prescribed forces acting on the shell boundary, while external couples acting on the
shell surface and prescribed torques acting on the shell boundary are excluded.
5 Alternatively, the balance equations can be derived from the three-dimensional integral balance laws.
A concise discussion is given in [110] and a review in the context of Cosserat surfaces in [86].
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the concept of the strain-energy function Ψ. Hence, a phenomenological approach is
taken to describe the material’s macroscopic behavior. For fiber-reinforced composites,
the phenomenological approach to fit mathematical equations to experimental data has
proven to be efficient in modeling the material behavior, but it is incapable of describing
the microscopic structure and therefore fails to accurately represent the mechanism of
deformation. An alternative approach is to consider microscopic properties of the material
and to describe the interaction of fiber and matrix. These considerations are then used to
derive material constants by means of a homogenization procedure [39]6.
In the following the assumption is made that even though the rotations can be large,
the body undergoes only small strains7. This leads to a linear elastic constitutive law,
where the strain-energy is a quadratic function of the strains. In connection with isotropic
material behavior, this material model is often called the Saint-Venant Kirchhoff material
law [124]. The simplest definition of such a strain-energy function is
Ψ =
1
2
ET : C : E . (3.57)
In (2.60), the strain-energy function for anisotropic materials was introduced as a function
of five invariants based on the representation theorem for invariants. A definition of the
strain-energy function that depends on the Green-Lagrange strain tensor E (2.46) and is
valid for transversely isotropic materials and small strains is introduced as a function of
the five invariants of E and a0 by means of
Ψ (E) =
1
2
λ (trE)2 + µT tr
(
E2
)
+ α (a0 · Ea0) trE
+ 2 (µL − µT )
(
a0 · E2a0
)
+
1
2
β (a0 · Ea0)2 ,
(3.58)
where λ, µT , µL, α and β are elasticity constants. The strain-energy function (3.58) is
based on an extension of the small strain theory to the case of finite deformations and
is not constructed as a polyconvex strain-energy function [102]. It is valid for strains of
up to about five percent [39]. Considering (2.48), the constitutive law that furnishes the
relation between the Green-Lagrange strains and the second Piola-Kirchhoff stresses is
derived from the strain-energy function (3.58), and thus
S =
∂Ψ (E)
∂E
=λtrE1 + 2µTE + α [trE (a0 ⊗ a0) + (a0 · Ea0) 1]
+ 2 (µL − µT ) (a0 ⊗ Ea0 + Ea0 ⊗ a0)
+ β (a0 · Ea0) (a0 ⊗ a0) .
(3.59)
The linearized constitutive equation needs to be derived when employing iterative solution
techniques of Newton’s type. For linear elasticity, this yields the elasticity tensor C, and,
6 More information regarding the homogenization procedure is given in [2, 31, 74, 125].
7 Further information on constitutive laws considering small elastic strains for transversely isotropic
materials is provided in [31, 52, 61, 125].
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analogous to (2.63), it can be specified by
C =
∂2Ψ (E)
∂E∂E
=λ1⊗ 1 + 2µT I + α [1⊗ (a0 ⊗ a0) + (a0 ⊗ a0)⊗ 1]
+ 2 (µL − µT )
(
a0 ⊗ I(2)a0
)
+
(
I(2)a0 ⊗ a0
)
+ β (a0 ⊗ a0)⊗ (a0 ⊗ a0) .
(3.60)
In (3.60), I is the rank four unit tensor with I = 1
2
(δikδjl + δilδjk) ei ⊗ ej ⊗ ek ⊗ el and
I(2)a0 is a tensor of rank three with I(2)a0 = 12 (δikδjl + δilδjk) aj (ei ⊗ ek ⊗ el).
In the following it is assumed that the fiber direction coincides with the first vector of
the shell’s base system. In order to simplify the notation, a matrix-vector representation
is introduced. The vector of Green-Lagrange strains E¯ defined in (3.20) is linked to the
vector of the second Piola-Kirchhoff stresses S¯ defined in (3.32) by means of
S¯ = CF E¯ , (3.61)
where CF denotes the matrix containing the elasticity constants,
CF =

λ+ 2α + 4µL − 2µT + β λ+ α λ+ α 0 0 0
λ+ α λ+ 2µT λ 0 0 0
λ+ α λ λ+ 2µT 0 0 0
0 0 0 µL 0 0
0 0 0 0 µL 0
0 0 0 0 0 µT

. (3.62)
The strain-energy function corresponding to the transversely isotropic constitutive law for
small strains in matrix vector notation (3.61) is
Ψ(E¯) =
1
2
E¯TCF E¯ . (3.63)
Using the elasticity constants E1, E2, ν12, ν23 and G12 that are more common in the linear
theory the matrix of elasticity constants can also be written as
CF =

E∗1 (1− ν223) E∗2ν12 (1 + ν23) E∗2ν12 (1 + ν23) 0 0 0
E∗2ν12 (1 + ν23) E
∗
2 (1− ν12ν21) E∗2 (ν23 + ν12ν21) 0 0 0
E∗2ν12 (1 + ν23) E
∗
2 (ν23 + ν12ν21) E
∗
2 (1− ν12ν21) 0 0 0
0 0 0 G12 0 0
0 0 0 0 G12 0
0 0 0 0 0 G23

, (3.64)
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Figure 3.5: Global and fiber-oriented base systems
where the constants E∗1 , E∗2 , G23 and ν21 are defined by
E∗1 =
E1
(1 + ν23) (1− ν23 − 2ν12ν21) , G23 =
E2
2 (1 + ν23)
,
E∗2 =
E1
(1 + ν23) (1− ν23 − 2ν12ν21) , ν21 = E2
ν12
E1
.
(3.65)
In order for the constitutive model to be physically sound the elasticity constants must
meet a number of requirements. Because of requirement (2.42) for the strain-energy
function the matrix of elasticity constants CF must be positive definite and therefore have
only positive eigenvalues. The requirements E1 > 0, E2 > 0, G12 > 0 and G23 > 0 hold.
Additionally, (1− ν12ν21) > 0, (1− ν223) > 0, and (1− ν23 − 2ν12ν21) > 0 apply.
Fiber-reinforced composites usually consist of a number of different layers with arbitrary
stacking sequences. Thus, in the general case, the fiber direction does not coincide with the
first vector or the base system of the shell tˆi called the global base system in the following.
In order to transform the constitutive law (3.61) from the fiber-oriented base system to
the global base system, an additional base system ti, called the fiber-oriented base system,
is therefore introduced. In it, the fiber direction coincides with the first vector. The base
systems are illustrated in figure 3.5. The planar rotation between tˆi and ti can be carried
out by means of
ti = T¯tˆi , (3.66)
where T¯ denotes a transformation tensor that describes the planar rotation between tˆi
and ti. Since the rotation is planar an angle denoted ϕ between the base vectors in the
plane tˆ1 and t1, and, correspondingly, between tˆ2 and t2, can be used to describe it. The
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components of the transformation tensor T¯ij are specified by
T¯ij = tˆi · tj and
[
T¯ij
]
=
 cosϕ −sinϕ 0sinϕ cosϕ 0
0 0 1
 . (3.67)
The Green-Lagrange strain tensor can be expressed in terms of the global and the fiber-
oriented base systems by means of
E = EFij ti ⊗ tj = EGij tˆi ⊗ tˆj . (3.68)
The superscripts F and G in (3.68) are introduced to indicate that the components EFij
and EGij are associated with the local fiber-oriented base system ti and the fixed global
base system tˆi. They will be used in the following as superscripts or subscripts to denote
quantities expressed in terms of the respective base systems. The global components can
be transformed to the local components by means of
EFij = ti · Etj = T¯ikEGklT¯jl . (3.69)
Reverting to matrix notation, the transformation of the Green-Lagrange strains associated
with the global reference base system to the fiber-oriented fiber-oriented base system can
be derived by exploiting (3.69), so that
E¯F = TˆE¯G with Tˆ =

c2 s2 0 sc 0 0
s2 c2 0 −sc 0 0
0 0 1 0 0 0
−2sc 2sc 0 c2 − s2 0 0
0 0 0 0 c s
0 0 0 0 −s c

, (3.70)
where Tˆ denotes a transformation matrix and the definitions c = cosϕ and s = sinϕ have
been made. Considering the principle of material objectivity, the strain-energy function
for small strains defined in (3.57) must be invariant towards the change in the reference
system from tˆi to ti, so that
Ψ =
1
2
E¯TFCF E¯F =
1
2
(
TˆiE¯G
)T
CF Tˆ
iE¯G =
1
2
E¯TGC
i
GE¯G , (3.71)
where the superscript i has been inserted to make it clear that the respective matrix
is associated with a particular layer i in an arbitrary stacking sequence of n layers, as
illustrated in figure 3.6. It is pointed out that in (3.71) and (3.72) there is no summation
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over i. The elasticity matrix CiG of a particular layer in terms of the reference base system
can thus be determined from the local elasticity matrix CF by means of
CiG =
(
Tˆi
)T
CF Tˆ
i . (3.72)
Dropping the layer index for convenience, the components CGij of CG can be analytically
determined [39] and are specified by
CG11 = c
4CF11 + 2c
2s2
(
CF12 + 2C
F
44
)
+ s4CF22 ,
CG12 = c
2s2
(
CF11 + C
F
22 − 4CF44
)
+
(
c4 + s4
)
CF12 ,
CG13 = c
2CF13 + s
2CF23 ,
CG14 = c
3s
(
CF11 − CF12 − 2CF44
)
+ cs3
(
CF12 − CF22 + 2CF44
)
,
CG22 = s
4CF11 + 2c
2s2
(
CF12 + 2C
F
44
)
+ c4CF22 ,
CG23 = s
2CF13 + c
2CF23 ,
CG24 = cs
3
(
CF11 − CF12 − 2CF44
)
+ c3s
(
CF12 − CF22 + 2CF44
)
,
CG33 = C
F
33 ,
CG34 = cs
(
CF31 − CF32
)
,
CG44 = c
2s2
(
CF11 + C
F
22 − 2CF12 − 2CF44
)
+
(
c4 + s4
)
CF44 ,
CG55 = c
2CF55 + s
2CF66 ,
CG56 = cs
(
CF55 − CF66
)
,
CG66 = s
2CF55 + c
2CF66 .
(3.73)
The matrix must be symmetrically completed and all other missing components are
zero. Therefore, analogous to (3.61), when allowing alternating fiber orientations in the
composite shell model, the vector of Green-Lagrange strains E¯ is linked to the vector of
the second Piola-Kirchhoff stresses S¯ by means of the global elasticity matrix CG, and
thus
S¯ = CGE¯ . (3.74)
The vectors S¯ and E¯ in (3.74) contain the components related to the global, fixed base
system, but the superscript G is omitted for both vectors to simplify the notation, which
is also done in the following without being explicitly mentioned. For later considerations,
two subparts of CG are defined by
Cm =
 C
G
11 C
G
12 C
G
14
CG21 C
G
22 C
G
24
CG41 C
G
42 C
G
44
 and Cs = [ CG55 CG56
CG65 C
G
66
]
. (3.75)
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Figure 3.6: Layer numbering and some specifications for the composite shell
The submatrix Cm is associated with the in-plane stresses of the shell, and the submatrix
Cs is associated with the interlaminar shear stresses. It is noted that for all angles ϕ 6= 0◦
and ϕ 6= 90◦ the matrices Cm and Cs are dense, while otherwise the components CG14,
CG24, CG41, and CG42 in Cm and the components CG56 and CG65 in Cs are zero. The common
reduction of the constitutive laws to a two-dimensional form is foregone here, as the shell
model is to accommodate for three-dimensional constitutive laws by the addition of a local
part. It was already mentioned that a procedure of how to incorporate three-dimensional
constitutive equations into the global shell model is proposed in [71].
Considering (3.34), it is possible to define the strain-energy Ψˆ(ε) as a function of the shell
strains and thereby to introduce a constitutive law in terms of the effective shell stress
resultants with (3.74) and (3.22), so that
σ =
∂Ψˆ(ε)
∂ε
=
h+∫
h−
ATCGAµ¯ dξ
3 ε . (3.76)
Thus the vector of shell strains defined in (3.21) is linked to the vector of effective shell
stress resultants defined in (3.33) by means of
σ = D¯ε with D¯ =
h+∫
h−
ATCGAµ¯ dξ
3 , (3.77)
where D¯ is the material tangent matrix. The corresponding strain-energy function in
terms of the shell strains for transversely isotropic materials with small strains is
Ψˆ(ε) =
1
2
εT D¯ε . (3.78)
The integration over the thickness of the shell in (3.77) can be carried out analytically,
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since CG is constant in each layer, and thus, (3.77) can be rewritten as n˜m˜
q˜
 =
 Dm Dmb 0DTmb Db 0
0 0 Ds
 ε¯κ¯
γ¯
 , (3.79)
where the effective shell stress resultants are collected in the vectors
n˜ =
 n˜11n˜22
n˜12
 , m˜ =
 m˜11m˜22
m˜12
 , q˜ = [ q˜1
q˜2
]
, (3.80)
and the shell membrane strains, curvatures, and transverse shear strains are collected in
the vectors
ε¯ =
 ε11ε22
ε12
 , κ¯ =
 κ11κ22
κ12
 , γ¯ = [ γ1
γ2
]
. (3.81)
The submatrices in (3.79) contain the evaluated analytical integrations and are defined by
Dm =
n∑
i=1
Cimti , Db =
n∑
i=1
Cim
[
(ti)
3
12
+ ti(ξ
3
si)
2
]
,
Dmb =
n∑
i=1
Cimtiξ
3
si , Ds =
n∑
i=1
Cisti ,
(3.82)
where i denotes the layer number and runs from one to the number of layers n. The
thickness of the layer i is denoted by ti and the distance of the middle of the layer i to the
reference surface is denoted by ξ3si, both of which are illustrated in figure 3.6 along with
the thickness of the shell h, the coordinates of the bottom and the top of the composite
shell, h− and h+, and the coordinates of the bottom and the top of layer i, t−i and t
+
i . It
is noted that from (3.79), it is obvious that for general inhomogeneous behavior there is a
coupling of the membrane and bending terms.
3.5 Mixed variational principle
As was pointed out in chapter 2.6, using a mixed variational principle as the basis for a
finite element formulation avoids numerical difficulties such as locking phenomena, which
are problematic when using shell formulations with low-order finite elements based on a
single-field variational principle. In this work a modified Hu-Washizu formulation is used
as a variational basis. The advantages of using such a three-field variational principle were
described in chapter 2.6.
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The three-field Hu-Washizu functional is given in the form8
Π(v˜,σ, ε) =
∫
Ω0
[Ψˆ(ε) + σT (εg(v˜)− ε)] dA−
∫
Ω0
uT p¯ dA−
∫
Γσ0
uT t¯ ds , (3.83)
the independent field v˜ = [u,ω]T containing the displacement vector u and the vector ω
of rotational parameters of the shell middle surface, the independent strain field ε, and
the independent stress resultant field σ. The subscript g in εg indicates that these are
geometric strains as a function of the field of displacements and rotational parameters v˜.
To derive the stationary condition of (3.83), the directional derivative is invoked following
(2.71) with respect to the three independent fields v˜, ε, and σ, so that
δΠ = g(θ, δθ) =
∫
Ω0
[
δεT
(
∂Ψˆ(ε)
∂ε
− σ
)
+ δσT (εg − ε) + δεTg σ
]
dA
−
∫
Ω0
δuT p¯ dA−
∫
Γσ0
δuT t¯ ds = 0 ,
(3.84)
with θ = [v˜,σ, ε]T and δθ = [δv˜, δσ, δε]T . The entries in the vector δεg in (3.84) can
be gathered from (3.35). The vectors δε and δσ are the variation of the independent
shell strains and independent effective shell stress resultants. The strain-energy Ψˆ(ε)
in (3.84) is a function of the independent shell strains, while in (3.34) it is a function
of the strains derived from the field of displacements and rotational parameters. The
three-field variational formulation (3.84) is the basis of the finite element implementation.
The geometric boundary conditions u = u¯ are fulfilled as constraints through the choice
of the variational field δu.
The term in (3.84) that contains the variation of the geometric strains δεTg corresponds to
the internal virtual work (3.50 a) and can thus be brought into the form (3.52) by means
of integration by parts, and thus, (3.84) can be rewritten as
g (θ, δθ) =
∫
Ω0
[
δεT
(
∂Ψˆ(ε)
∂ε
− σ
)
+ δσT (εg − ε)
]
dA
−
∫
Ω0
[(
1
j
(jnα) ,α +p¯
)
· δu +
(
1
j
(jmα) ,α +x,α×nα
)
· δw
]
dA
+
∫
Γσ0
[
(jnανα − t¯) · δu + (jmανα) · δw
]
ds .
(3.85)
8 In the form it is specified here, the mixed variational formulation is implemented with a two-dimensional
constitutive law assuming the plane stress condition in [47]. In this thesis, it constitutes the global part
of the coupled global-local shell model outlined in the next section with an interface to three-dimensional
constitutive equations.
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From (3.85) the static field equations can be derived. When comparing (3.85) to (3.55)
and applying the fundamental lemma of variational calculus, it becomes evident that
additionally to the resultant form of the balance of linear and angular momentum and the
boundary conditions (3.56), two further Euler-Lagrange equations can be derived,
∂Ψˆ(ε)
∂ε
− σ = 0
εg − ε = 0
 in Ω0 . (3.86)
These are a field equation that contains the strain-energy function (3.86 a) and can thus
be used to implement a constitutive law, and the geometric field equation (3.86 b).
3.6 Linearization of the mixed variational principle
The variational formulation (3.84) is a nonlinear function in θ. In chapter 2.6 it was
explained that to apply solution techniques of Newton’s type a consistent linearization of
the quantities in the nonlinear problem must be performed and the linearization procedure
of a variational principle was demonstrated. Thus, analogous to (2.73), the function
g (θ, δθ) is linearized based on a first-order Taylor expansion specified by
L [g(θ, δθ),∆θ] = g(θ, δθ) +D [g(θ, δθ)] ·∆θ , (3.87)
where the operators L[•], D[•] and ∆(•) were introduced in chapter 2.6 and ∆θ =
[∆v˜,∆σ,∆ε]T . Analogous to (2.74), the second term in (3.87) is the directional derivative
of the principle of virtual work and can be derived by evaluating
D [g(θ, δθ)] ·∆θ = d
dε
[g (θ + ε∆θ, δθ)]|ε=0 . (3.88)
With conservative external loads p¯ and t¯, the linearization of terms in (3.84) containing
them vanish, and the directional derivative of the variational formulation becomes
D [g(θ, δθ)] ·∆θ =
∫
Ω0
[
δεT
(
∂2Ψˆ(ε)
∂ε∂ε
∆ε−∆σ
)
+ δσT (∆εg −∆ε)
+ δεTg ∆σ + ∆δε
T
g σ
]
dA .
(3.89)
In (3.89), the material tangent matrix defined in (3.77) enters as the second derivative of
the strain-energy function, so that
D¯ =
∂σ
∂ε
=
∂2Ψˆ(ε)
∂ε∂ε
. (3.90)
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Analogous to the determination of the variation of the shell strains (3.35), applying the
directional derivative leads to the linearized shell strains
∆εαβ =
1
2
(∆x,α ·x,β +∆x,β ·x,α ) ,
∆καβ =
1
2
(∆x,α ·d,β +∆x,β ·d,α +∆d,α ·x,β +∆d,β ·x,α ) ,
∆γα = ∆x,α ·d + ∆d · x,α ,
(3.91)
with the linearized membrane strains ∆εαβ, the linearized curvatures ∆καβ, and the
linearized transverse shear strains ∆γα.
Applying the directional derivative to the variation of the strains yields the linearized
virtual shell strains
∆δεαβ =
1
2
(∆x,α ·δx,β +∆x,β ·δx,α ) ,
∆δκαβ =
1
2
(δx,α ·∆d,β +δx,β ·∆d,α +δd,α ·∆x,β
+ δd,β ·∆x,α +x,α ·∆δd,β +x,β ·∆δd,α ) ,
∆δγα = δx,α ·∆d + δd ·∆x,α +x,α ·∆δd ,
(3.92)
with the linearized variation of the membrane strains ∆δεαβ, the linearized variation of
the curvatures ∆δκαβ, and the linearized variation of the transverse shear strains ∆δγα.
The linearization of the variation of the director vector ∆δd can be determined after
extensive algebraic manipulations [40, 47] and is summarized here. For scalar products of
the form h ·∆δd, where h can be any vector h ∈ R3, that occur in (3.92),
h ·∆δd = h ·∆ (δw × d) = δw ·M∆w (3.93)
holds, where, analogous to (3.37), ∆w = H∆ω and
M =
1
2
(d⊗ h + h⊗ d) + 1
2
(t⊗ ω + ω ⊗ t) + c11 . (3.94)
In (3.94), the vector t is defined by
t = −c2 (d× h) + c3 [(d× h) · ω]ω , (3.95)
and the constant c1 has been introduced with
c1 =
sinω − ω
2ω (cosω − 1) [(d× h) · ω]− (d · h) , (3.96)
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where further constants c2 and c3 are specified by
c2 =
ω sinω + 2 cosω − 2
ω2 (cosω − 1) and c3 =
4 (cosω − 1) + ω2 + ω sinω
2ω4 (cosω − 1) . (3.97)
The pseudo-rotation vector ω and ω = |ω| were introduced in chapter 3.1.1, while the
axial vector w and the tensor H were defined in chapter 3.3.1. The linearization of the
rotational parameters collected in ∆ω related to the global coordinate system can be
derived by evaluating
∆ω = T¯∆β , (3.98)
where T¯ is defined in (3.42) and ∆β is defined by
∆β =
[∆ω1,∆ω2,∆ω3] for positions on shell intersections[∆β1,∆β2] for all other positions . (3.99)
Because the shear strains are approximated with independent interpolation functions in
the finite element formulation, the variation of the assumed strain interpolation needs to
be determined separately (see chapter 5).
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Chapter 4
Extension of the global shell theory -
the coupled global-local model
The nonlinear shell model presented in chapter 3 is well-suited for the nonlinear analysis
of thin structures, if one is interested in the displacements of the structure and its stress
resultants. It is not able, however, to compute the exact paths of the interlaminar stresses.
In the context of the Reissner-Mindlin kinematic, the interlaminar shear stresses are
only correct on an average, while peaks in the stresses cannot be computed. As already
pointed out, the interlaminar stresses are the driving force behind failure modes such as
delamination. In this work, the nonlinear shell model of chapter 3 is referred to as the
global model. In this section an addition to the global model called the local model is
introduced. The equations of the global model are formulated for the structure as a whole,
while the local model introduces equations that have to be fulfilled at a specific point in
the structure. In the implementation of the finite element formulation, this means that the
local equations must be fulfilled in an integration point. With the local model, warping
of the cross section can be determined, thus supplying local displacements through the
thickness of the shell. Thus, the assumption made in the global model that plane cross
sections remain plane during a deformation process is not valid in the local model.
The addition of the local model to the global nonlinear shell model is implemented based
on a geometrically linear theory. This is permissible for the simulations performed in
this work, allowing large displacements and rotations, but small strains. It is noted,
however, that the interface to the global model is derived in a way that makes it possible
to implement the local model based on a geometrically nonlinear theory without further
modifications of the global model. As a starting point to derive the local model and
the interface between the global and the local model the conventional kinematics of the
shell is extended. The procedure will be discussed in the following section. Then, an
orthogonalization procedure will be introduced, so as to avoid falsifying the original results
of the global shell model. Subsequently, the local model will be introduced into the mixed
variational formulation and the linearized form will be derived.
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4.1 Extended kinematics of the shell
In order to derive the extended kinematics of the shell, an extended product ansatz is
made for the displacements of the shell. Subsequently, the associated strain field and the
stress resultants are derived.
4.1.1 Generalized displacement field
An integral part of the coupled global-local model is a multiplicative decomposition of
the displacement field. Interpolations are made for the distribution of the displacements
with respect to the thickness coordinate ξ3. The local model introduces unknowns into
the shell model, the number of which depends on the number of layers of the composite
shell. The additional unknowns are eliminated on the element level by means of static
condensation in the context of the finite element formulation. Similar work is carried out
for a beam model in [128, 129].
The way the interpolation functions in the thickness direction are chosen is facilitated by
the finite element method for one-dimensional elements with linear ansatz functions. In
this case, the appendant quantities are the displacements at virtual nodes at the layer
boundaries and hierarchic quadratic and cubic functions where the appendant quantities
are the relative displacements of the additional virtual nodes displayed in figures 4.2, 4.3
and 4.4. Thus the same interpolation functions are chosen for the displacements u, v
and w in the ξ1-, ξ2- and ξ3-direction respectively. The coordinates ξ1 and ξ2 are the
in-plane coordinates of the shell and ξ3 is the coordinate perpendicular to the shell plane,
as introduced in figure 3.1. A profile of the composite shell with n layers is shown in
figure 4.1. Consistent with the preceding chapter, the bottom and the top of the shell are
denoted by h− and h+, while the bottom and the top of layer i are denoted by t− and
t+, the thickness of the composite shell is denoted by h and the thickness of layer i by ti.
The multiplicative decomposition of the displacements for layer i of the composite shell is
given with
ui(ξ
1, ξ2, ξ3) =
4∑
k=1
Nk(ξ
3) u¯k(ξ
1, ξ2) ,
vi(ξ
1, ξ2, ξ3) =
4∑
k=1
Nk(ξ
3) v¯k(ξ
1, ξ2) ,
wi(ξ
1, ξ2, ξ3) =
4∑
k=1
Nk(ξ
3) w¯k(ξ
1, ξ2) ,
(4.1)
where the ansatz functions Nk are defined by
N1 =
1
2
(1− ζi) , N2 = 1
2
(1 + ζi) ,
N3 = 1− ζ2i , N4 =
8
3
ζi
(
1− ζ2i
)
.
(4.2)
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Figure 4.1: Layers in the composite shell
The index variable i runs from 1 to the number of layers n. The normalized thickness
coordinate ζi of layer i in (4.2) is denoted by −1 ≤ ζi ≤ 1 and illustrated in figure 4.1.
The extended product ansatz of the complete composite shell with an arbitrary number of
layers n is thus defined by9
u˜(ξ1, ξ2, ξ3) = M(ξ3) m(ξ1, ξ2) , (4.3)
so that in the global-local shell model, the displacements u˜ are expressed as the product of
a matrix M and a vector m. The matrix M contains the shape functions that depend on
the coordinate perpendicular to the shell ξ3, and the vector m contains the displacements
at virtual nodes described earlier through the thickness of the shell, which depend on the
coordinates in the plane of the shell ξ1 and ξ2. The matrix M and vector m are specified
by
u˜ =
 u˜(ξ
1, ξ2, ξ3)
v˜(ξ1, ξ2, ξ3)
w˜(ξ1, ξ2, ξ3)
 =
 Mu(ξ
3) 0 0
0 Mv(ξ
3) 0
0 0 Mw(ξ
3)

 mu(ξ
1, ξ2)
mv(ξ
1, ξ2)
mw(ξ
1, ξ2)
 , (4.4)
where the vectors Mu, Mv, and Mw are defined by
Mu = [Hu, Iu, Ju]
Mv = [Hv, Iv, Jv]
Mw = [Hw, Iw, Jw] .
(4.5)
9 Instead of expressing the extended product ansatz with the matrix and vector in (4.3) a notation with
a summation over all layers could be used.
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Figure 4.2: Linear shape functions Hj
The vectors Hu, Hv, and Hw in (4.5) contain one-dimensional linear shape functions, so
that
Hu =
[
Hu(1), Hu(j), . . . Hu(n+1)
]
,
Hv =
[
Hv(1), Hv(j), . . . Hv(n+1)
]
,
Hw =
[
Hw(1), Hw(j), . . . Hw(n+1)
]
,
(4.6)
where the index variable j runs from 1 to n+ 1, n being the number of layers. The entries
of the vector Hu in (4.6) are defined by
Hu(j) =

1
2
(1− ζ1) if j = 1[
1
2
(1 + ζj−1)
∣∣∣∣ 12(1− ζj)
]
if j > 1 and j < (n+ 1)
1
2
(1 + ζn) if j = (n+ 1)
(4.7)
and are illustrated in figure 4.2. The entries in the vectors Hv and Hw are identical. The
vectors Iu, Iv, and Iw contain quadratic hierarchic shape functions, so that
Iu =
[
Iu(1), Iu(i), . . . Iu(n)
]
,
Iv =
[
Iv(1), Iv(i), . . . Iv(n)
]
,
Iw =
[
Iw(1), Iw(i), . . . Iw(n)
]
.
(4.8)
The entries of the vector Iu in (4.8) are defined by
Iu(i) = 1− ζ2i (4.9)
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Figure 4.3: Hierarchic quadratic shape functions Ii
and are illustrated in figure 4.3. The entries in the vectors Iv and Iw are identical. The
vectors Ju, Jv, and Jw contain cubic hierarchic shape functions, and thus
Ju =
[
Ju(1), Ju(i), . . . Ju(n)
]
,
Jv =
[
Jv(1), Jv(i), . . . Jv(n)
]
,
Jw =
[
Jw(1), Jw(i), . . . Jw(n)
]
.
(4.10)
The entries of the vector Ju in (4.10) are defined by
Ju(i) =
8
3
ζi
(
1− ζ2i
)
(4.11)
and are illustrated in figure 4.4. The entries in the vectors Jv and Jw are identical.
For the sake of clarity, the dependent variables have sometimes been dropped in the
following equations. It is pointed out that even though the shape functions are identical
for all three coordinates, due to an orthogonalization procedure defined later they are
altered and then can differ. Therefore, and for the sake of clarity, they are labeled with a
sub-index corresponding to the associated displacement.
For later reference, considering dζi = 2/ti dξ3, the derivatives of the linear shape functions
defined in (4.7) are specified by
Hu(j),3 =

− 1
t1
if j = 1[
1
tj−1
∣∣∣∣ − 1tj
]
if j > 1 and j < (n+ 1)
1
tn
if j = (n+ 1) ,
(4.12)
62 4. Extension of the global shell theory - the coupled global-local model
1
n
J1 J2
2
i
n− 1
Ji Jn−1 Jn
1
2
i
n
n− 1
Figure 4.4: Hierarchic cubic shape functions Ji
and the hierarchic quadratic and cubic shape functions defined in (4.9) and (4.11) can be
given with
Iu(i),3 = − 4
ti
ζi and Ju(i),3 =
16
3ti
(
1− 3ζ2i
)
. (4.13)
In order to derive the interface to the conventional shell formulation with its standard
degrees of freedom the extended product ansatz (4.3) is redefined and resorted, so that
u˜(ξ1, ξ2, ξ3) = uG(ξ
1, ξ2, ξ3) + uL(ξ
1, ξ2, ξ3)
= MG(ξ
3) mG(ξ
1, ξ2) + ML(ξ
3) mL(ξ
1, ξ2) ,
(4.14)
where the matrices MG and ML and the vectors mG and mL in (4.14) are specified by
 u˜v˜
w˜
 =
 1 0 0 ξ
3 0
0 1 0 0 ξ3
0 0 1 0 0


u¯
v¯
w¯
β¯1
β¯2

+

M˜u 0 0
0 M˜v 0
0 0 M˜w

 m˜um˜v
m˜w
 . (4.15)
Through the changes to the extended product ansatz (4.3) performed in (4.14) and specified
in (4.15), a transition is made from a generic product ansatz to an ansatz with an additive
split consisting of two parts. The first part belongs to the global model and is denoted
with a subscript G. This global part of the model is able to reproduce the kinematics of
the standard shell formulation. The second part is called the local model and its purpose
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Figure 4.5: Modified shape functions
is to describe local warping and thickness changes. It is denoted with a subscript L. It
will be shown later how the complete three-dimensional strain state can be derived from
these modifications.
In (4.15), the three displacements u¯, v¯, and w¯ associated with the ξ1-, ξ2-, and ξ3-directions
and two rotations β¯1 and β¯2 around the ξ1- and ξ2-axis, that are common in conventional
shell theory, are summarized in the vector mG, which thus corresponds to the vector v˜ as
used in chapter 3. The equations of the shell formulation derived in chapter 3 therefore
apply to the global part of the model. The derivation of the interface between the global
and local model is presented for smooth shell surfaces with two drilling degrees of freedom.
The transfer to the case of three drilling degrees of freedom for shells with intersections is
straightforward. The entries in mG are global quantities that describe displacements and
rotations of the shell reference surface.
The global part of the model can be derived from the generic product ansatz by applying
the following procedure and comparing (4.4) and (4.15). As illustrated in figure 4.5, the
linear shape functions in the extended product ansatz defined in (4.7) are combined to
obtain the terms 1 and ξ3 through the thickness of the shell. For every additional term
introduced a corresponding number of entries in M and appendant variables in m need to
be eliminated from the extended product ansatz. This means that two entries have to be
removed from Mu to obtain M˜u, two entries have to be removed from Mv to obtain M˜v
and one entry has to be removed from Mw to obtain M˜w. The entries in question, which
are removed from Hu, Hv and Hw, are evident from the definitions of the reduced vectors,
provided by
M˜u =
[
H˜u, Iu, Ju
]
, H˜u =
[
Hu2, Hu(j), . . . Hu(n)
]
,
M˜v =
[
H˜v, Iv, Jv
]
, H˜v =
[
Hv2, Hv(j), . . . Hv(n)
]
,
M˜w =
[
H˜w, Iw, Jw
]
, H˜w =
[
Hw2, Hw(j), . . . Hw(n+1)
]
.
(4.16)
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Figure 4.6: Boundary conditions of the local model
The other vectors in (4.16) remain unchanged. The local part of the model can effectively
be interpreted as an interpolation of the local displacements with some boundary conditions
as depicted in figure 4.6. It is noted that this does not mean that the values of the warping
functions are zero at the top and the bottom of the composite and the value of the
displacement in thickness direction is set to zero at the top of the composite. Through the
local model a number of unknowns is introduced into the model. The exact number is
derived in chapter 5 in the context of the finite element formulation.
By means of the described procedure, which separates the extended product ansatz
(4.3) into two parts (4.14), a clearly defined interface has therefore been derived for the
kinematics of the shell model presented in chapter 3 called the global model to the local
model derived in this chapter.
4.1.2 Derived strain field
At this point, the Green-Lagrange strains of the coupled global-local model are derived.
Similar to the additive split of the ansatz for the displacements, the Green-Lagrange
strains are separated into a global and a local part, so that
E˜ = E¯G + E¯L . (4.17)
The vector of global Green-Lagrange strains EG was introduced in (3.20) and related to
the vector of shell strains εG (3.21) by means of assembly matrix AG (3.22)10, so that
E¯G = AGεG . (4.18)
As further motivation for the proposed procedure, the strains resulting from the global
model are derived in a linear way, which is applicable for small strains and was published
in [105]. It is noted that the following procedure does not replace the procedure to derive
10 It was already mentioned that the nonlinear shell model of chapter 3 is referred to as the global model
in this work. Here and in the following, quantities derived in chapter 3 associated with this model are
marked with a subscript G without being explicitly mentioned.
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the Green-Lagrange strains introduced in chapter (3.1.2). The linearized Green-Lagrange
strains are specified by
ElinG =
1
2
(
HTG + HG
)
= GradsuG . (4.19)
They are collected in a vector denoted E¯linG and can be derived from the derivatives of the
global displacements, so that
E¯linG =

EG11
EG22
EG33
2EG12
2EG13
2EG23

=

u,1
v,2
w,3
u,2 +v,1
u,3 +w,1
v,3 +w,2

, (4.20)
Applying (4.20) to the product ansatz for the global displacements (4.14) leads to

EG11
EG22
EG33
2EG12
2EG13
2EG23

=

0 0 1 0 0 ξ3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 ξ3
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 ξ3 1 0 0 ξ3 0
1 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0


β¯1
β¯2
u¯,1
v¯,1
w¯,1
β¯1,1
β¯2,1
u¯,2
v¯,2
w¯,2
β¯1,2
β¯2,2

. (4.21)
When examining the assembly matrix in (4.21), it becomes apparent that a number of
columns are linearly dependent. In order to eliminate the linear dependencies, a number
of definitions are made,
γ¯1 := β¯1 + w¯,1 , γ¯2 := β¯2 + w¯,2 ,
2 ε¯12 := v¯,1 +u¯,2 , 2 κ¯12 := β¯2,1 +β¯1,2 .
(4.22)
In (4.22), additionally to the assumptions some definitions are made which correspond to
the common notation in conventional shell theory and were introduced with the vector ε
in (3.21). The remaining components in ε are obtained by making some further definitions
given by
ε¯1 := u¯,1 , ε¯2 := v¯,2 ,
κ¯11 := β¯1,1 , κ¯22 := β¯2,2 .
(4.23)
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Applying the assumptions and definitions and resorting (4.21) leads to

EG11
EG22
EG33
2EG12
2EG13
2EG23

=

1 0 0 ξ3 0 0 0 0
0 1 0 0 ξ3 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 ξ3 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


ε11
ε22
2ε12
κ11
κ22
2κ12
γ1
γ2

, (4.24)
which corresponds to (4.18) and (3.22). Even though the assembly matrix AG is the same
in (3.22) and (4.24), in chapter 3, the shell strains were derived in a geometrically nonlinear
framework, whereas in this procedure they result from a linear theory. Nevertheless, this
procedure serves as motivation for the separation of the extended product ansatz into a
global and a local part.
The global part of the model corresponds to the Reissner-Mindlin kinematic, which leads
to constant or linear paths of the shell strains through the thickness. For composite
laminates, it can only predict jumps in the paths of the shell stresses, but not in the paths
of the shell strains. In composite laminates with arbitrary stacking sequences that are
transversely isotropic, though, there are jumps in the interlaminar strains. By means of
the local part of the model, these jumps in the shell strains can be computed, leading to
continuous interlaminar stresses.
At this point, the Green-Lagrange strains that emanate from the local part of the model
(4.17) need to be derived from the local part of the extended product ansatz for the
displacements (4.14). In principle, the local Green-Lagrange strains could be derived in a
nonlinear way, just as the global Green-Lagrange strains were derived. However, because
the problems to be investigated are subject to small strains, as a first approach, they are
derived in a linear theory in this work. Thus, the linearized local Green-Lagrange strains
are defined by
EL =
1
2
(
HTL + HL
)
= GradsuL . (4.25)
Similar to (4.21) for the global Green-Lagrange strains, for the local Green-Lagrange
strains this leads to

EL11
EL22
EL33
2EL12
2EL13
2EL23

=

0 0 0 M˜u 0 0 0 0 0
0 0 0 0 0 0 0 M˜v 0
0 0 M˜w,3 0 0 0 0 0 0
0 0 0 0 M˜v 0 M˜u 0 0
M˜u,3 0 0 0 0 M˜w 0 0 0
0 M˜v,3 0 0 0 0 0 0 M˜w


m˜u
m˜v
m˜w
m˜u,1
m˜v,1
m˜w,1
m˜u,2
m˜v,2
m˜w,2

. (4.26)
4.1. Extended kinematics of the shell 67
Thereby the matrix and vector on the right-hand side of the equation are denoted with
symbols that conform to the global part of the concept, so that
E¯L = ALεL . (4.27)
The linear dependencies in the fourth line of AL between M˜v and M˜u are eliminated
through the interpolations in the domain for εL in the context of the finite element method.
It is noted that even though the symbol εL is employed in order to use a notation that
conforms to the global model, this vector contains the local displacements and their
derivatives.
Inserting (4.18) and (4.27) into (4.17) and combining the assembly matrices AG and AL
and the vectors εG and εL the Green-Lagrange strains of the global-local model can thus
be expressed by
E˜ = A˜ε˜ with ε˜ =
[
εG
εL
]
and A˜ = [AG,AL] . (4.28)
The assembly matrix and the vector of global shell strains and local displacements associated
with the global-local shell model are denoted by A˜ and ε˜ respectively.
By means of the introduced procedure, the kinematics of the shell model presented in
chapter 3 is expanded with a local model. A clearly defined interface is provided in order
to separate the global and the local part.
4.1.3 Stress resultants
In order to form a work-conjugated pair with ε˜ the vector σ˜ containing the stress resultants
of the global-local model is introduced and defined by
σ˜ =
[
σG
σL
]
, (4.29)
where σG is the vector of effective shell stress resultants defined in (3.33) and σL denotes
the vector of higher-order stress resultants, which is set to zero in the variational formulation
described later in this chapter. The length of σL corresponds to the length of εL.
The addition of the local model influences the internal virtual work done by the composite
shell. In chapter 3.3.2, the internal virtual work was introduced as the integration over
the body of the variation of the strain-energy function (3.45). The relation between
the strain-energy function Ψ in terms of the right Cauchy-Green tensor (3.45) and the
strain-energy Ψˆ as a function of the global shell strains and the local quantities ε˜, similar
to (3.34), can be specified by
δWint =
∫
B0
δΨ (C) dV =
∫
Ω0
δε˜T
∂Ψˆ(ε˜)
∂ε˜
dA , (4.30)
68 4. Extension of the global shell theory - the coupled global-local model
for the global-local model. The contribution of the local model can be incorporated
into the mixed variational formulation via the strain-energy function. Thus, arbitrary
three-dimensional constitutive laws can be incorporated without further modifications.
This is essential, in order to compute the interlaminar stresses in laminated composites. In
a similar way, a procedure of how to incorporate nonlinear three-dimensional constitutive
equations by including independent thickness strains is proposed in [71].
The transversely isotropic constitutive law for small strains in terms of the shell stress
resultants for the global-local model is defined analogously to (3.76) and (3.77), so that
σ˜ =
∂Ψˆ(ε˜)
∂ε˜
=
h+∫
h−
A˜T C¯GA˜µ¯ dξ
3ε˜ = D˜ε˜ , (4.31)
and, analogous to (3.78), the corresponding strain-energy function can be specified by
Ψˆ(ε˜) =
1
2
ε˜T D˜ε˜ . (4.32)
The contribution of the local part to the strain-energy function can be clarified by analyzing
the material tangent matrix D˜ for the global-local model, which can be written as
D˜ =
h+∫
h−
[
ATG
ATL
]
C¯G [AG, AL] µ¯ dξ
3 =
[
DG DGL
DTGL DL
]
. (4.33)
The submatrices of the material tangent matrix D˜ in (4.33) are thus defined by
DG =
h+∫
h−
ATGC¯GAGµ¯ dξ
3 , DL =
h+∫
h−
ATLC¯GALµ¯ dξ
3 ,
DGL =
h+∫
h−
ATGC¯GALµ¯ dξ
3 , DTGL =
h+∫
h−
ATLC¯GAGµ¯ dξ
3 = DLG .
(4.34)
On examining (4.32) to (4.34), it becomes evident that in the strain-energy function the
global and the local part of the model are not independent of each other. This makes this
concept different from the concept derived in [71]. To elucidate this, the strain-energy
function Ψˆ(ε˜) is divided into four terms with
Ψˆ(ε˜) =
1
2
εTGDGεG +
1
2
εTGDGLεL +
1
2
εTLD
T
GLεG +
1
2
εTLDLεL . (4.35)
With (4.29) and (4.31) the vector of effective shell stress resultants σG and higher-order
stress resultants σL can be derived from the strain-energy function by means of
[
σG
σL
]
=
∂Ψˆ(ε˜)
∂ε˜
=

∂Ψˆ
∂εG
∂Ψˆ
∂εL
 =
h+∫
h−
[
ATG
ATL
]
S¯ µ¯ dξ3 . (4.36)
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Considering (4.35) the vector of effective stress resultants σG can thus be written as
σG =
∂Ψˆ
∂εG
= DGεG + DGLεL , (4.37)
and the vector of higher-order stress resultants σL can be expressed by means of
σL =
∂Ψˆ
∂εL
= DTGLεG + DLεL = 0 . (4.38)
As already mentioned, the higher-order stress resultants are set to zero in the variational
formulation. When examining (4.37) it becomes obvious that the additional quantities
pertaining to the local part of the concept introduce additional terms to the effective stress
resultants of the shell model, leading to changed results. This is not desirable, since it
has been established that the effective stress resultants derived from the global model
accurately describe the real distribution of the effective shell stress resultants. In the
following section, a remedy will be presented in the form of an orthogonalization procedure
for the local part of the model.
4.2 Orthogonalization procedure
The additional effective stress resultants introduced through the local concept are a result
of the coupling of the global and the local model. The local model is to be able to compute
the correct path of the interlaminar stresses. Yet, because of the second coupling term
in (4.37), all stress resultants are manipulated. Therefore, an orthogonality condition is
introduced, which requires that the local part of the model does not modify the effective
membrane stress resultants n˜11, n˜22 and n˜12 and effective stress couple resultants m˜11,
m˜22 and m˜12. On the other hand, numerical studies have revealed that small changes of
the effective shear stress resultants q˜1 and q˜2 have to be permitted. In the following, the
orthogonality condition will be considered separately for the local in-plane displacements
represented by u and v. In order to impose the aforementioned conditions, the requirement
σGLm =
h+∫
h−
ATGmS¯Lmµ¯ dξ
3 =
h+∫
h−
ATGmCmALmµ¯ dξ
3εLm = 0 (4.39)
necessitates fulfillment. In (4.39), Cm was defined in (3.75), σGLm is defined by σGLm =
[n˜11GL, n˜
22
GL, n˜
12
GL, m˜
11
GL, m˜
22
GL, m˜
12
GL]
T , S¯Lm is defined by S¯Lm = [S11Lm, S22Lm, S12Lm]
T , εLm is
defined by εLm = [m˜u,1 , m˜v,1 , m˜u,2 , m˜v,2 ]
T and AGm and, with (4.16), ALm are defined
by
AGm =
 1 0 0 ξ
3 0 0
0 1 0 0 ξ3 0
0 0 1 0 0 ξ3
 and ALm =
 M˜u 0 0 00 0 0 M˜v
0 M˜v M˜u 0
 . (4.40)
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Requirement (4.39) enforces that the local model does not introduce additional effective
membrane stress resultants or effective stress couple resultants by setting the appropriate
part of the second coupling term in (4.37) to zero. The orthogonality condition (4.39) is
trivially met if
h+∫
h−
ATGmCmALmµ¯ dξ
3 = 0 (4.41)
holds. Exploiting (4.41) leads to the following condition that needs to be fulfilled,
h+∫
h−

C11M˜u C14M˜u C12M˜v C14M˜v
C21M˜u C24M˜u C22M˜v C24M˜v
C41M˜u C44M˜u C42M˜v C44M˜v
ξ3C11M˜u ξ
3C14M˜u ξ
3C12M˜v ξ
3C14M˜v
ξ3C21M˜u ξ
3C24M˜u ξ
3C22M˜v ξ
3C24M˜v
ξ3C41M˜u ξ
3C44M˜u ξ
3C42M˜v ξ
3C44M˜v

µ¯ dξ3 = 0 . (4.42)
The two columns on the left side of the matrix in (4.42) need to be fulfilled for the
ξ1-direction, while the two columns on the right side need to be fulfilled for the ξ2-direction.
In laminated shells made up of arbitrary stacking sequences the stiffness parameters vary
through the thickness with each different layer, so that in (4.42), aside from the matrices
M˜u and M˜v, the stiffness parameters Cij depend on ξ3. Alternatively to (4.42), the
orthogonality condition can be expressed by a sum of integrations in sections for each
layer, so that
n∑
i=1
t+i∫
t−i

Ci11M˜u C
i
14M˜u C
i
12M˜v C
i
14M˜v
Ci21M˜u C
i
24M˜u C
i
22M˜v C
i
24M˜v
Ci41M˜u C
i
44M˜u C
i
42M˜v C
i
44M˜v
ξ3Ci11M˜u ξ
3Ci14M˜u ξ
3Ci12M˜v ξ
3Ci14M˜v
ξ3Ci21M˜u ξ
3Ci24M˜u ξ
3Ci22M˜v ξ
3Ci24M˜v
ξ3Ci41M˜u ξ
3Ci44M˜u ξ
3Ci42M˜v ξ
3Ci44M˜v

µ¯ dξ3 = 0 . (4.43)
Since there are a total of 24 entries in the matrices in (4.42) and considering (4.16),
there are 24 (3n− 1) equations that need to be fulfilled, 12 (3n− 1) associated with the
ξ1-direction and the same number associated with the ξ2-direction. It is obvious that in
general, condition (4.42) is not met. Each shape function is present a total of twelve times,
so that without further considerations, each shape function would need to be modified
by introducing twelve parameters, so that the requirement is met. A number of different
schemes are presented in the following sections, where the number of parameters is reduced
by some considerations.
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4.2.1 Homogeneous setup in thickness direction
If the material under consideration has a homogeneous setup in thickness direction, the
stiffness parameters in (4.42) are constant through the thickness. This is the case, for
example, in an isotropic material or when the composite consists of only one unidirectional
layer with the same fiber angle ϕ. Many of the entries in the matrix then are linearly
dependent and the requirement (4.42) can therefore be reduced to
h+∫
h−
[
M˜u
ξ3M˜u
]
µ¯ dξ3 = 0 and
h+∫
h−
[
M˜v
ξ3M˜v
]
µ¯ dξ3 = 0 , (4.44)
where the requirement has been separated into one part for the ξ1-direction and one part
for the ξ2-direction. Requirement (4.44) could also be expressed as the sum of integrations
over the thickness of the layers in the sequence, similar to (4.43). The number of equations
that need to be fulfilled in (4.44) is 4(3n − 1). In (4.44), each shape function appears
twice, so that a corresponding number of parameters must be introduced for each shape
function in order to meet requirement (4.44). The shape functions Hu(j), Iu(i), and Ju(i)
defined in (4.7), (4.9), and (4.11) are thus modified to become Hˆu(j), Iˆu(i), and Jˆu(i) for
the ξ1-direction, defined by
Hˆu(j) =

1
2
(1− ζ1) + αHu1 + βHu1ξ3 if j = 1
1
2
(1 + ζj−1) + αHu(j−1) + β
H
u(j−1)ξ
3
∣∣∣∣12(1− ζj) + αHuj + βHujξ3
 if j > 1 and j < (n+ 1)
1
2
(1 + ζn) + α
H
un + β
H
unξ
3 if j = (n+ 1) ,
Iˆu(i) = 1− ζ2i + αIui + βIuiξ3 ,
Jˆu(i) =
8
3
ζi
(
1− ζ2i
)
+ αJui + β
J
uiξ
3 .
(4.45)
The definitions are analogous for the ξ2-direction. The notation ˆ(•) has been introduced
to denote that two parameters have been added to the shape functions. It is pointed out
that even though the shape functions associated with the ξ1-direction and the ξ2-direction
are identical, the parameters introduced can differ.
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The derivatives of the modified shape functions defined in (4.45) are specified by
Hˆu(j),3 =

− 1
t1
+ βHu1 if j = 1[
1
tj−1
+ βHu(j−1)
∣∣∣∣ − 1tj + βHuj
]
if j > 1 and j < (n+ 1)
1
tn
+ βHun if j = (n+ 1) ,
Iˆu(i),3 = − 4
ti
ζi + β
I
ui ,
Jˆu(i),3 =
16
3ti
(
1− 3ζ2i
)
+ βJui .
(4.46)
It is noted that the shape functions Hˆu1 and Hˆu(n+1) in (4.45) and their respective
derivatives in (4.46) are specified for the sake of completeness, even though they are
eliminated when modifying the extended product ansatz to accommodate for the global
model.
A system of equations is now set up to derive the unknown parameters added to the
shape functions. Inserting the modified shape functions (4.45) with the added parameters,
requirement (4.44) is rewritten as
h+∫
h−
[
Mˆu
ξ3Mˆu
]
µ¯ dξ3 = 0 and
h+∫
h−
[
Mˆv
ξ3Mˆv
]
µ¯ dξ3 = 0 , (4.47)
where the matrices Mˆu and Mˆv contain the modified shape functions and are defined by
Mˆu = M˜u + α˜u + ξ
3β˜u and Mˆv = M˜v + α˜v + ξ
3β˜v . (4.48)
In analogy to (4.16), in (4.48) the vectors α˜u, β˜u, α˜v, and β˜v are introduced with
α˜u =
[
α˜Hu ,α
I
u,α
J
u
]
, β˜u =
[
β˜
H
u ,β
I
u,β
J
u
]
,
α˜v =
[
α˜Hv ,α
I
v,α
J
u
]
, β˜v =
[
β˜
H
v ,β
I
v,β
J
u
]
,
(4.49)
which contain the parameters added to the shape functions, so that
α˜Hu =
[
αHu2, α
H
uj, . . . α
H
un
]
, αIu =
[
αIu1, α
I
ui, . . . α
I
un
]
,
β˜
H
u =
[
βHu2, β
H
uj, . . . β
H
un
]
, βIu =
[
βIu1, β
I
ui, . . . β
I
un
]
,
α˜Hv =
[
αHv2, α
H
vj, . . . α
H
vn
]
, αIv =
[
αIv1, α
I
vi, . . . α
I
vn
]
,
β˜
H
v =
[
βHv2, β
H
vj, . . . β
H
vn
]
, βIv =
[
βIv1, β
I
vi, . . . β
I
vn
]
,
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αJu =
[
αJu1, α
J
ui, . . . α
J
un
]
,
βJu =
[
βJu1, β
J
ui, . . . β
J
un
]
,
αJv =
[
αJv1, α
J
vi, . . . α
J
vn
]
,
βJv =
[
βJv1, β
J
vi, . . . β
J
vn
]
.
(4.50)
Considering (4.50), 2 (n− 1) unknown parameters are introduced in (4.47) with α˜Hu and
β˜
H
u , and 4n parameters are introduced with αIu, β
I
u, αJu , and β
J
u . This leads to 2 (3n− 1)
parameters associated with the ξ1-direction. The same number of parameters is introduced
for the ξ2-direction and thus the total number of parameters is 4 (3n− 1), corresponding
to the number of equations that need to be fulfilled in (4.44).
Considering (4.48), the system of equations (4.47) can be rearranged and rewritten as
[
s0 s1
s1 s2
][
α˜u
β˜u
]
=
h+∫
h−
[
M˜u
ξ3M˜u
]
µ¯ dξ3 (4.51)
for the ξ1-direction and
[
s0 s1
s1 s2
][
α˜v
β˜v
]
=
h+∫
h−
[
M˜v
ξ3M˜v
]
µ¯ dξ3 (4.52)
for the ξ2-direction, where in (4.51) and (4.52) the results of integrations over the thickness
with s0, s1, and s2 are defined, so that
s0 =
h+∫
h−
1µ¯ dξ3 =
n∑
i=1
ti ,
s1 =
h+∫
h−
ξ3µ¯ dξ3 =
n∑
i=1
tiξ
3i
s ,
s2 =
h+∫
h−
(ξ3)2µ¯ dξ3 =
n∑
i=1
(
(ti)
3
12
+ ti(ξ
3
si)
2
)
,
(4.53)
where ti denotes the thickness of layer i and ξ3si denotes the distance of the middle of the
layer i to the reference surface, as they were introduced in figure 3.6. The orthogonalization
procedure for a material with a homogeneous setup in thickness direction thus leads to
the same system of equations for the ξ1- and the ξ2-direction and thus also to the same
parameters that are added to the shape functions. With (4.51), a total of 2(3n − 1)
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equations have been established to derive the 2(3n− 1) parameters collected in the vectors
α˜u and β˜u. In the same way, with (4.52) a total of 2(3n − 1) equations have been
established to derive the 2(3n− 1) parameters collected in the vectors α˜v and β˜v.
If the reference plane is in the middle of the shell, the orthogonalization procedure can be
simplified. In this case the components s1 in (4.51) and in (4.52) are zero and the systems
of equations are decoupled, so that (4.51) reduces to
α˜u =
1
s0
h+∫
h−
M˜uµ¯ dξ
3 and β˜u =
1
s2
h+∫
h−
ξ3M˜uµ¯ dξ
3 , (4.54)
and in an analogous way, (4.52) reduces to
α˜v =
1
s0
h+∫
h−
M˜vµ¯ dξ
3 and β˜v =
1
s2
h+∫
h−
ξ3M˜vµ¯ dξ
3 . (4.55)
The systems of equations thus are reduced to simple equations by which the required
parameters can be easily derived.
It is important to note that for a specific geometry of the laminate equations (4.51) and
(4.52), or, if the reference surface lies in the middle of the shell, (4.54) and (4.55), have
to be solved only once before the commencement of the finite element simulation. Thus,
in this case the orthogonalization procedure does not lead to a significant increase in
computation time.
The proposed orthogonalization procedure leads to good results for a composite shell with
a homogeneous setup in thickness direction, as will be shown for a simply-supported plate
in chapter 8.1.1. It can also be applied to inhomogeneous composite shells with multiple
layers and arbitrary stacking sequences. Since requirement (4.42) is not met then, it only
yields results that are correct on an average. It does constitute an improvement over
the global model, though, as the path of the interlaminar shear stresses is approximated
with a quadratic parable, rather than with piecewise constant results. In this way, the
boundary conditions at the top and the bottom of the composite are met and the values
are continuous at layer boundaries. The higher the number of layers in the composite
shell is, the better the results can be approximated by a quadratic parable, as can be seen
from the example with 15 layers in chapter 8.1.1. Thus, in this case, the orthogonalization
procedure is capable to yield satisfactory predictions of peaks in the interlaminar shear
stresses. In the next section, different orthogonalization procedures for composite shells
with an inhomogeneous setup in thickness direction are derived.
4.2.2 Inhomogeneous setup in thickness direction
In this section, two orthogonalization procedures for composite shells with arbitrary
stacking sequences are derived, for which requirement (4.42) must be met, since using an
orthogonalization procedure as derived in the preceding section leads to results that are
only correct on an average.
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Summation procedure
In the first procedure, the twelve equations in the first two columns in the orthogonalization
requirement (4.42) for the ξ1-direction and the twelve equations in the other two columns
for the ξ2-direction are united to two equations respectively by a summation of several
equations. In composite shells with multiple layers and arbitrary stacking sequences the
values of the stiffness parameters jump at the layer boundaries, thus depending on the
thickness coordinate ξ3. The orthogonalization requirement is expressed as a summation
over integration over the thickness of each layer similar to (4.43), so that it becomes
n∑
i=1
t+i∫
t−i
[
CiuM˜u
Ciuξ
3M˜u
]
µ¯ dξ3 = 0 and
n∑
i=1
t+i∫
t−i
[
CivM˜v
Civξ
3M˜v
]
µ¯ dξ3 = 0 , (4.56)
where Ciu and Civ are defined as summations over the stiffness parameters in layer i, so
that
Ciu = C
i
11 + C
i
21 + C
i
41 + C
i
14 + C
i
24 + C
i
44 ,
Civ = C
i
12 + C
i
22 + C
i
42 + C
i
14 + C
i
24 + C
i
44 .
(4.57)
Analogous to the orthogonalization procedure in the preceding section two parameters
are introduced for every shape function and a system of equations is set up to derive the
unknown parameters by rewriting (4.56) as
n∑
i=1
t+i∫
t−i
[
CiuMˆu
Ciuξ
3Mˆu
]
µ¯ dξ3 = 0 and
n∑
i=1
t+i∫
t−i
[
CivMˆv
Civξ
3Mˆv
]
µ¯ dξ3 = 0 , (4.58)
where Mˆu and Mˆv are defined in (4.48), and thus, rearranging (4.58), the system of
equations can be rewritten as
[
su0 su1
su1 su2
][
α˜u
β˜u
]
=
n∑
i=1
t+i∫
t−i
[
CiuM˜u
Ciuξ
3M˜u
]
µ¯ dξ3 (4.59)
for the ξ1-direction and
[
sv0 sv1
sv1 sv2
][
α˜v
β˜v
]
=
n∑
i=1
t+i∫
t−i
[
CivM˜v
Civξ
3M˜v
]
µ¯ dξ3 (4.60)
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for the ξ2-direction. In (4.59) and (4.60), the results of integrations over the thickness
with sCu0, sCu1, sCu2, sCv0, sCv1 and sCv2 are defined, so that
su0 =
n∑
i=1
t+i∫
t−i
Ciuµ¯ dξ
3 =
n∑
i=1
Ciuti ,
su1 =
n∑
i=1
t+i∫
t−i
Ciuξ
3µ¯ dξ3 =
n∑
i=1
Ciutiξ
3i
s ,
su2 =
n∑
i=1
t+i∫
t−i
Ciu(ξ
3)2µ¯ dξ3 =
n∑
i=1
Ciu
(
(ti)
3
12
+ ti(ξ
3
si)
2
)
,
(4.61)
and the factors sv can be derived in an analogous way by replacing the u in (4.61) with
v. Similar to the preceding section, with (4.59) and (4.60) a total of 4 (3n− 1) equations
have been established to derive the 4(3n− 1) parameters collected in the vectors α˜u, β˜u,
α˜v and β˜v. Unlike the orthogonalization procedure for homogeneous composite shells, in
this procedure the derived parameters in α˜u and α˜v and the parameters in β˜u and βv
differ, because of the varying stiffness parameters.
If the reference plane is in the middle of the shell and the stacking sequence is symmetric,
then the orthogonalization procedure can be simplified. In this case the components su1
in (4.59) and sv1 in (4.60) are zero and the systems of equations are decoupled, so that
(4.59) reduces to
α˜u =
1
su0
n∑
i=1
t+i∫
t−i
CiuM˜uµ¯ dξ
3 and β˜u =
1
su2
n∑
i=1
t+i∫
t−i
ξ3CiuM˜uµ¯ dξ
3 , (4.62)
after some rearrangement. In an analogous way, (4.60) reduces to
α˜v =
1
sv0
n∑
i=1
t+i∫
t−i
CivM˜vµ¯ dξ
3 and β˜v =
1
sv2
n∑
i=1
t+i∫
t−i
ξ3CivM˜vµ¯ dξ
3 . (4.63)
The systems of equations thus reduce to simple equations by which the required parameters
can be easily derived. The proposed summation procedure seeks to approximate the path
of the interlaminar shear stresses, but is incapable of computing the exact path, since
the equations in the orthogonality requirement are not fulfilled exactly, but only on an
average.
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Method of least squares
In the second procedure, the method of least squares is used to derive an approximate
solution of the overdetermined system of equations in (4.42). Introducing two parameters
for every shape function and setting up a system of equations to derive the unknown
parameters the orthogonalization requirement expressed as a summation over integration
over the thickness of each layer in (4.43) is rewritten as
n∑
i=1
t+i∫
t−i

Ci11Mˆu C
i
14Mˆu C
i
12Mˆv C
i
14Mˆv
Ci21Mˆu C
i
24Mˆu C
i
22Mˆv C
i
24Mˆv
Ci41Mˆu C
i
44Mˆu C
i
42Mˆv C
i
44Mˆv
ξ3Ci11Mˆu ξ
3Ci14Mˆu ξ
3Ci12Mˆv ξ
3Ci14Mˆv
ξ3Ci21Mˆu ξ
3Ci24Mˆu ξ
3Ci22Mˆv ξ
3Ci24Mˆv
ξ3Ci41Mˆu ξ
3Ci44Mˆu ξ
3Ci42Mˆv ξ
3Ci44Mˆv

µ¯ dξ3 = 0 , (4.64)
where Mˆu and Mˆv are defined in (4.48). The first two columns of the matrix in (4.64)
need to be fulfilled for the ξ1-direction, while the other two columns need to be fulfilled
for the ξ2-direction. Rearranging (4.64) and separating for the two directions, the system
of equations can be rewritten as
[
su0 su1
su1 su2
][
α˜u
β˜u
]
=
n∑
i=1
t+i∫
t−i
[
M˜Cu
ξ3M˜Cu
]
µ¯ dξ3 (4.65)
for the ξ1-direction and
[
sv0 sv1
sv1 sv2
][
α˜v
β˜v
]
=
n∑
i=1
t+i∫
t−i
[
M˜Cv
ξ3M˜Cv
]
µ¯ dξ3 (4.66)
for the ξ2-direction. In (4.65), the definitions
su0 =

sC110
sC210
sC410
sC140
sC240
sC440

, su1 =

sC111
sC211
sC411
sC141
sC241
sC441

, su2 =

sC112
sC212
sC412
sC142
sC242
sC442

, M˜Cu =

Ci11M˜u
Ci21M˜u
Ci41M˜u
Ci14M˜u
Ci24M˜u
Ci44M˜u

, (4.67)
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have been made for the ξ1-direction and in (4.66), the definitions
sv0 =

sC120
sC220
sC420
sC140
sC240
sC440

, sv1 =

sC121
sC221
sC421
sC141
sC241
sC441

, sv2 =

sC122
sC222
sC422
sC142
sC242
sC442

, M˜Cv =

Ci12M˜v
Ci22M˜v
Ci42M˜v
Ci14M˜v
Ci24M˜v
Ci44M˜v

, (4.68)
have been made for the ξ2-direction. In (4.67) and (4.68), the results of integrations over
the thickness with sCab0 , s
Cab
1 and s
Cab
2 are defined, so that
sCab0 =
n∑
i=1
t+i∫
t−i
Ciabµ¯ dξ
3 =
n∑
i=1
Ciabti ,
sCab1 =
n∑
i=1
t+i∫
t−i
Ciabξ
3µ¯ dξ3 =
n∑
i=1
Ciabtiξ
3
si ,
sCab2 =
n∑
i=1
t+i∫
t−i
Ciab(ξ
3)2µ¯ dξ3 =
n∑
i=1
Ciab
(
(ti)
3
12
+ ti(ξ
3
si)
2
)
.
(4.69)
Applying the method of linear least squares to the overdetermined systems of equations
(4.65) and (4.66), the orthogonalization parameters can be determined by evaluating
[
sTu0 s
T
u1
sTu1 s
T
u2
][
su0 su1
su1 su2
][
α˜u
β˜u
]
=
[
sTu0 s
T
u1
sTu1 s
T
u2
]
n∑
i=1
t+i∫
t−i
[
M˜Cu
ξ3M˜Cu
]
µ¯ dξ3 (4.70)
for the ξ1-direction and
[
sTv0 s
T
v1
sTv1 s
T
v2
][
sv0 sv1
sv1 sv2
][
α˜v
β˜v
]
=
[
sTv0 s
T
v1
sTv1 s
T
v2
]
n∑
i=1
t+i∫
t−i
[
M˜Cv
ξ3M˜Cv
]
µ¯ dξ3 (4.71)
for the ξ2-direction. Thus by applying the method of least squares, with (4.70) and (4.71)
a total of 4 (3n− 1) equations have been established to derive the 4(3n− 1) parameters
collected in the vectors αu, βu, αv, and βv.
Analogous to the summation procedure, when the reference plane is in the middle of the
shell and the stacking sequence is symmetric, then the orthogonalization procedure can
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be simplified. In this case, the components summarized in vector su1 in (4.67) and sv1 in
(4.68) are zero and the systems of equations are decoupled, so that (4.70) reduces to
sTu0 su0 α˜u = s
T
u0
n∑
i=1
t+i∫
t−i
CiuM˜uµ¯ dξ
3 and sTu2 su2 β˜u = s
T
u2
n∑
i=1
t+i∫
t−i
ξ3CiuM˜uµ¯ dξ
3 (4.72)
for the ξ1-direction and (4.71) reduces to
sTv0 sv0 α˜v = s
T
v0
n∑
i=1
t+i∫
t−i
CivM˜vµ¯ dξ
3 and sTv2 sv2 β˜v = s
T
v2
n∑
i=1
t+i∫
t−i
ξ3CivM˜vµ¯ dξ
3 (4.73)
for the ξ2-direction. The systems of equations thus reduce to decoupled equations, where
the orthogonalization parameters can be more readily determined. The observations
regarding the accuracy of the summation procedure presented in the preceding section
also apply to the method of least squares.
Procedure for some special stacking sequences
In the following, the unique characteristics of some special stacking sequences often used in
real structures are used to adapt the proposed procedure. The first example is a cross-ply
laminate, which consists of an arbitrary number of layers with alternating orientations of
ϕ = 0◦ and ϕ = 90◦. In the orthogonalization condition (4.42) only the components of the
matrix Cm defined in (3.75) appear. It was already noted in chapter 3.4 that for the fiber
orientations of ϕ = 0◦ and ϕ = 90◦ the components CG14, CG24, CG41, and CG42 in Cm are zero.
The other components of the matrix C0m for a fiber orientation of ϕ = 0◦ and the matrix
C90m for a fiber orientation of ϕ = 90◦ can be computed with the help of (3.73), so that
C0m =
 C
F
11 C
F
12 0
CF21 C
F
22 0
0 0 CF44
 and C90m =
 C
F
22 C
F
12 0
CF21 C
F
11 0
0 0 CF44
 . (4.74)
Since, for a fiber orientation of ϕ = 0◦, the fiber-oriented base system and the fixed base
system are identical, applying (3.73) leads to CGij = CFij , whereas for C90m the components
CF11 and CF22 are exchanged.
Taking (4.74) into account while examining the orthogonality condition (4.42) manifests
that many of the equations either do not provide a contribution or are linearly dependent.
Neglecting the equations with components of C0m and C90m , which are zero, the twelve
equations for the ξ1-direction and the ξ2-direction respectively reduce to six equations
respectively. Additionally, the components CL12, CL21 and CL44 remain unchanged through the
thickness of a cross-ply laminate, so that their contribution to the orthogonality conditions
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are linearly dependent. Thus, for a cross-ply laminate the orthogonality condition expressed
as a summation over integration over the thickness of each layer (4.43) reduces to
n∑
i=1
t+i∫
t−i

Ci11M˜u
Ci44M˜u
ξ3Ci11M˜u
ξ3Ci44M˜u
 µ¯ dξ3 = 0 and
n∑
i=1
t+i∫
t−i

Ci22M˜v
Ci44M˜v
ξ3Ci22M˜v
ξ3Ci44M˜v
 µ¯ dξ3 = 0 , (4.75)
where Ci44 could be interchanged with Ci12 for the ξ1-direction and Ci44 could be interchanged
with Ci21 for the ξ2-direction. The number of equations that need to be fulfilled is thus
reduced from 12 (3n− 1) in (4.43) for the ξ1-direction and the ξ2-direction respectively to
4 (3n− 1) in (4.75). It was already established that if two parameters are added to the
shape functions (4.48), this introduces 2 (3n− 1) parameters in both directions. To derive
an approximate solution, the summation procedure or the method of least squares applied
to (4.43) in the preceding sections could be adopted for (4.75).
An alternative is the addition of four parameters to the shape functions. Thus, four
parameters are added to the shape functions Hu(j), Iu(i), and Ju(i) defined in (4.7), (4.9),
and (4.11), so that two additional parameters are added to the modified shape functions
specified in (4.45). The additional parameters for the ξ1-direction are denoted with γHuj , δHuj ,
γIui, δIui, γJui, and δJui and the additional parameters for the ξ2-direction are denoted with γHvj,
δHvj, γIvi, δIvi, γJvi, and δJvi and are multiplied with Chebyshev polynomials ξCH2 (ξ3) = 2(ξ3)2−1
and ξCH3 (ξ3) = 4(ξ3)3− 3ξ3 in order to ensure that the polynomials are orthogonal to each
other.
With these additions, a system of equations can now be set up to derive the unknown
parameters added to the shape functions. Inserting the modified shape functions with four
additional parameters each, requirement (4.75) is rewritten as
n∑
i=1
t+i∫
t−i

Ci11Mˆu
Ci44Mˆu
ξ3Ci11Mˆu
ξ3Ci44Mˆu
 µ¯ dξ3 = 0 and
n∑
i=1
t+i∫
t−i

Ci22Mˆv
Ci44Mˆv
ξ3Ci22Mˆv
ξ3Ci44Mˆv
 µ¯ dξ3 = 0 , (4.76)
where the matrices Mˆu and Mˆv contain the modified shape functions and are defined by
Mˆu = M˜u + α˜u + ξ
3β˜u + ξ
CH
2 γ˜u + ξ
CH
3 δ˜u ,
Mˆv = M˜v + α˜v + ξ
3β˜v + ξ
CH
2 γ˜v + ξ
CH
3 δ˜v .
(4.77)
By adding the additional terms to the ansatz functions, zero-eigenvalues are introduced,
which necessitates that a corresponding number of degrees of freedom needs to be removed
from the model. By doing so, the number of equations that have to be fulfilled in the
orthogonality condition is reduced from 4 (3n− 1) in (4.75) to 12 (n− 1) in (4.76) for both
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the ξ1- and the ξ2-direction. Thus, the matrices M˜u and M˜v are defined by
M˜u =
[
H˜u, I˜u, J˜u
]
,
M˜v =
[
H˜v, I˜v, J˜v
]
,
(4.78)
where H˜u and H˜v correspond to the definitions made in (4.16) and further definitions
I˜u =
[
Iu1, Iu(i), . . . Iu(n−1)
]
J˜u =
[
Ju1, Ju(i), . . . Ju(n−1)
]
I˜v =
[
Iv1, Iv(i), . . . Iv(n−1)
]
J˜v =
[
Jv1, Jv(i), . . . Jv(n−1)
]
I˜w =
[
Iw1, Iw(i), . . . Iw(n−1)
]
J˜w =
[
Jw1, Jw(i), . . . Jw(n−1)
] (4.79)
are made. Furthermore, in (4.76), the vectors α˜u, β˜u, α˜v, and β˜v are introduced with
α˜u =
[
α˜Hu , α˜
I
u, α˜
J
u
]
, β˜u =
[
β˜
H
u , β˜
I
u, β˜
J
u
]
,
α˜v =
[
α˜Hv , α˜
I
v, α˜
J
u
]
, β˜v =
[
β˜
H
v , β˜
I
v, β˜
J
u
]
,
(4.80)
where the definitions of the vectors α˜Hu , β˜
H
u , α˜
H
v , and β˜
H
v correspond to the definitions
made in (4.50) and further definitions
α˜Iu =
[
αIu1, α
I
ui, . . . α
I
u(n−1)
]
, α˜Ju =
[
αJu1, α
J
ui, . . . α
J
u(n−1)
]
,
β˜
I
u =
[
βIu1, β
I
ui, . . . β
I
u(n−1)
]
, β˜
J
u =
[
βJu1, β
J
ui, . . . β
J
u(n−1)
]
,
α˜Iv =
[
αIv1, α
I
vi, . . . α
I
v(n−1)
]
, α˜Jv =
[
αJv1, α
J
vi, . . . α
J
v(n−1)
]
,
β˜
I
v =
[
βIv1, β
I
vi, . . . β
I
v(n−1)
]
, β˜
J
v =
[
βJv1, β
J
vi, . . . β
J
v(n−1)
]
,
(4.81)
are made. Considering (4.50 a) and (4.81), 6 (n− 1) unknown parameters are introduced
in (4.77) with α˜Hu , β˜
H
u , α˜
I
u, β˜
I
u, α˜
J
u, and β˜
J
u for the ξ1-direction and the same number of
parameters is introduced for the ξ2-direction. Also, the vectors γ˜u, δ˜u, γ˜v, and δ˜v are
introduced in (4.77) with
γ˜u =
[
γ˜Hu , γ˜
I
u, γ˜
J
u
]
, δ˜u =
[
δ˜
H
u , δ˜
I
u, δ˜
J
u
]
,
γ˜v =
[
γ˜Hv , γ˜
I
v, γ˜
J
u
]
, δ˜v =
[
δ˜
H
v , δ˜
I
v, δ˜
J
u
]
,
(4.82)
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which contain the additional parameters added to the shape functions, so that
γ˜Hu =
[
γHu2, γ
H
uj, . . . γ
H
un
]
, γ˜Iu =
[
γIu1, γ
I
ui, . . . γ
I
u(n−1)
]
,
δ˜
H
u =
[
δHu2, δ
H
uj, . . . δ
H
un
]
, δ˜
I
u =
[
δIu1, δ
I
ui, . . . δ
I
u(n−1)
]
,
γ˜Hv =
[
γHv2, γ
H
vj, . . . γ
H
vn
]
, γ˜Iv =
[
γIv1, γ
I
vi, . . . γ
I
v(n−1)
]
,
δ˜
H
v =
[
δHv2, δ
H
vj, . . . δ
H
vn
]
, δ˜
I
v =
[
δIv1, δ
I
vi, . . . δ
I
v(n−1)
]
,
γ˜Ju =
[
γJu1, γ
J
ui, . . . γ
J
u(n−1)
]
,
δ˜
J
u =
[
δJu1, δ
J
ui, . . . δ
J
u(n−1)
]
,
γ˜Jv =
[
γJv1, γ
J
vi, . . . γ
J
v(n−1)
]
,
δ˜
J
v =
[
δJv1, δ
J
vi, . . . δ
J
v(n−1)
]
.
(4.83)
A total of 6 (n− 1) unknown parameters are therefore introduced in (4.77) with γ˜Hu , δ˜
H
u ,
γ˜Iu, δ˜
I
u, γ˜
J
u , and δ˜
J
u for the ξ1-direction and the same number of parameters is introduced
for the ξ2-direction. The total number of parameters introduced thus is 24 (n− 1).
Rearranging (4.76) and considering (4.77) leads to

sC110 s
C11
1 t
C11
2 t
C11
3a
sC440 s
C44
1 t
C44
2 t
C44
3a
sC111 s
C11
2 t
C11
3b t
C11
4
sC441 s
C44
2 t
C44
3b t
C44
4


α˜u
β˜u
γ˜u
δ˜u
 =
n∑
i=1
t+i∫
t−i

Ci11Mˆu
Ci44Mˆu
ξ3Ci11Mˆu
ξ3Ci44Mˆu
 µ¯ dξ3 (4.84)
for the ξ1-direction and

sC220 s
C22
1 t
C22
2 t
C22
3a
sC440 s
C44
1 t
C44
2 t
C44
3a
sC221 s
C22
2 t
C22
3b t
C22
4
sC441 s
C44
2 t
C44
3b t
C44
4


α˜v
β˜v
γ˜v
δ˜v
 =
n∑
i=1
t+i∫
t−i

Ci22Mˆv
Ci44Mˆv
ξ3Ci22Mˆv
ξ3Ci44Mˆv
 µ¯ dξ3 (4.85)
for the ξ2-direction, where sCab0 , s
Cab
1 , and s
Cab
2 are defined in (4.69) and the factors t
Cab
2 ,
tCab3a , t
Cab
3b , and t
Cab
4 denote integrations over the Chebyshev polynomials, which can be
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specified with
tCab2 =
n∑
i=1
t+i∫
t−i
Ciabξ
CH
2 µ¯ dξ
3 =
n∑
i=1
Ciab
(
(ti)
3
6
+ ti
[
2(ξ3si)
2 − 1]) ,
tCab3a =
n∑
i=1
t+i∫
t−i
Ciabξ
CH
3 µ¯ dξ
3 =
n∑
i=1
Ciab
(
(ti)
3ξ3si + ti(ξ
3
si)
[
4(ξ3si)
2 − 3]) ,
tCab3b =
n∑
i=1
t+i∫
t−i
Ciabξ
3ξCH2 µ¯ dξ
3 =
n∑
i=1
Ciab
(
(ti)
3
2
ξ3si + ti(ξ
3
si)
[
2(ξ3si)
2 − 1]) ,
tCab4 =
n∑
i=1
t+i∫
t−i
Ciabξ
3ξCH3 µ¯ dξ
3
=
n∑
i=1
Ciab
(
(ti)
5
20
+ (ti)
3
[
2(ξ3si)
2 − 1
4
]
+ ti(ξ
3
si)
2
[
4(ξ3si)
2 − 3]) .
(4.86)
With (4.84), a total of 12 (n− 1) equations have been established to derive the 12 (n− 1)
parameters collected in the vectors α˜u, β˜u, γ˜u, and δ˜u. In the same way, with (4.85) a
total of 12 (n − 1) equations have been established to derive the 12 (n − 1) parameters
collected in the vectors α˜v, β˜v, γ˜v, and δ˜v.
Analogous to the preceding orthogonalization procedures, when the reference plane is in
the middle of the shell and the stacking sequence is symmetric, then the orthogonalization
procedure can be simplified. In this case the components sCab1 , t
Cab
3a , and t
Cab
3b in (4.84) and
(4.85) are zero and the systems of equations can be decoupled into two smaller systems of
equations for both directions.
In order to apply the procedure outlined in this section, two quadratic parables of the
form (α− β(ξ3)2) have to be introduced for the two entries of 1 in the fifth and sixth lines
of AG (4.24). The parameters have to be determined for a particular stacking sequence
and geometry of the composite shell. A generalization of how to determine the parameters
cannot be specified and is a subject for further research.
The equations presented in this section hold for cross-ply laminates. Similar considerations
yield similar equations for an angle-ply laminate with fiber angles of ±ϕ = 45◦. Assembling
the matrices C45m and C−45m with the help of (3.73) and sin(45◦) = cos(45◦) = cos(−45◦) =
−(sin(−45◦)) leads to an orthogonality condition for this angle-ply laminate, which can
be written as
n∑
i=1
t+i∫
t−i

Ci11M˜u
Ci41M˜u
ξ3Ci11M˜u
ξ3Ci41M˜u
 µ¯ dξ3 = 0 and
n∑
i=1
t+i∫
t−i

Ci22M˜v
Ci42M˜v
ξ3Ci22M˜v
ξ3Ci42M˜v
 µ¯ dξ3 = 0 (4.87)
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for the ξ1- and the ξ2-direction, respectively, which is similar to the orthogonality condition
for the cross-ply laminate (4.75), but differs in the stiffness parameters. It is noted that
unlike C0m and C90m the matrices C45m and C−45m are dense. Analogous to the procedure
presented for cross-ply laminates, all other equations from the orthogonality requirement
(4.42) vanish due to linear dependencies. Thus, in (4.87) the coefficient Ci11 can be replaced
with Ci21 or Ci44 and the coefficient Ci41 can be replaced with Ci14 or Ci24 for the ξ1-direction,
and Ci22 can be replaced with Ci12 or Ci44 and Ci42 can be replaced with Ci14 or Ci24 for
the ξ2-direction, without changing the results for the parameters when applying the
orthogonalization procedure. The orthogonalization parameters for an angle-ply laminate
with fiber orientations of ϕ = ±45◦ can thus be derived by the procedure that was presented
for cross-ply laminates.
Similar to the orthogonalization procedure for composites with a homogeneous setup in
thickness direction, in all the orthogonalization procedures introduced for composites with
an inhomogeneous setup in thickness direction, the established orthogonality conditions
have to be solved only once before the commencement of the finite element simulation for
a specific geometry, thus not leading to a significant increase in computation time.
4.3 Global-local mixed variational principle
In this section the mixed variational formulation of the global model introduced in chapter
3.5 is modified to incorporate the local model. The three-field Hu-Washizu functional for
the global-local shell model is given in the form
Π(v˜, σ˜, ε˜) =
∫
Ω0
[Ψˆ(ε˜) + σTG(εg(v˜)− εG)] dA−
∫
Ω0
uT p¯ dA−
∫
Γσ0
uT t¯ ds , (4.88)
with the independent displacement field v˜ = [u,ω]T made up of the displacement vector
u and the vector of rotational parameters of the shell middle surface ω, the independent
field ε˜ containing the global shell strains and local displacements and their derivatives,
and the independent field σ˜, which contains the global effective stress resultants σG and
the higher-order stress resultants σL.
Similar to (3.84), the stationary condition of (4.88) can then be given by invoking the
directional derivative (2.71) with respect to the three independent fields v˜, ε˜, and σ˜, so
that
δΠ = g(θ˜, δθ˜) =
∫
Ω0
[
δε˜T
∂Ψˆ
∂ε˜
− δεTGσG + δσTG (εg − εG) + δεTg σG
]
dA
−
∫
Ω0
δuTGp¯ dA−
∫
Γσ0
δuTG t¯ ds = 0 ,
(4.89)
with θ˜ = [v˜, σ˜, ε˜]T and δθ˜ = [δv˜, δσ˜, δε˜]T . In (4.89), the variation of ε˜ and the variation
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of σ˜ have been introduced by
δε˜ = [δεG, δεL]
T and δσ˜ = [δσG,0]
T . (4.90)
The entries in the vector δεg in (4.90) can be gathered from (3.35), while δεG and δεL
represent the variation of the independent shell strains and the independent local quantities.
The variation of the independent effective shell stress resultants is represented by δσG. As
already mentioned, the higher-order stress resultants σL are set to zero in the variational
formulation (δσL = 0). All aforementioned quantities are approximated by interpolation
functions in the scope of the finite element formulation introduced in the following chapter.
When comparing (4.90) with (3.84), it becomes evident that the local part of the model is
introduced via the strain-energy function Ψ(ε˜). Separating the strain-energy function into
the global and the local part, the first term in (4.89) can be rewritten as
δε˜T
∂Ψˆ
∂ε˜
= δεG
T ∂Ψˆ
∂εG
+ δεTL
∂Ψˆ
∂εL
. (4.91)
Thus, the contributions of the global model and the local model are identified, and with
(4.91), the stationary condition (4.89) can be rewritten as
g(θ˜, δθ˜) =
∫
Ω0
[
δεG
T
(
∂Ψˆ
∂εG
− σG
)
+ δεTL
∂Ψˆ
∂εL
+ δσTG (εg − εG) + δεTg σG
]
dA
−
∫
Ω0
δuTGp¯ dA−
∫
Γσ0
δuTG t¯ ds = 0 ,
(4.92)
which is different from (3.84) only in the contribution of the local model in the form of
the strain-energy function. It is noted that in (4.92), the subscript g in εg indicates that
these are geometric strains as a function of the displacement field while the subscript G
in εG refers to the independent global shell strains as part of the variational formulation.
The geometric boundary conditions u = u¯ are fulfilled as constraints. The variational
formulation (4.92) is the basis of the finite element formulation of the global-local shell
model, which will be discussed in the next chapter.
The static field equation associated with the contribution of the local model in (4.92) can
be derived by means of integrations by parts, so that
∫
Ω0
δεTL
∂Ψˆ
∂εL
dA =
∫
Ω0
h+∫
h−
S : GradsδuL dξ
3 dA = −
∫
Ω0
h+∫
h−
Div S · δuL dξ3 dA , (4.93)
where the boundary conditions have been set to zero and are therefore neglected. The local
term in (4.92) thus requires that the local equilibrium equations are fulfilled (Div S = 0).
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Similar to (3.85), the stationary condition can thus be rewritten as
g(θ˜, δθ˜) =
∫
Ω0
[
δεG
T
(
∂Ψˆ
∂εG
− σG
)
−Div S · δuL + δσTG (εg − εG)
]
dA
−
∫
Ω0
[(
1
j
(jnα) ,α +p¯
)
· δuG +
(
1
j
(jmα) ,α +x,α×nα
)
· δwG
]
dA
−
∫
Γσ0
[
(jnανα − t¯) · δuG + (jmανα) · δwG
]
ds .
(4.94)
By applying the fundamental lemma of variational calculus, the Euler-Lagrange equations
can be derived from (4.94) and are summarized at this point for the global-local model.
Exploiting the second and third line in (4.94), the resultant form of the balance of linear
and angular momentum and the static boundary conditions can be derived analogous to
(3.56), yielding
1
j
(jnα) ,α +p¯ = 0
1
j
(jmα) ,α +x,α×nα = 0
 in Ω0 and
jnανα − t¯ = 0
jmανα = 0
}
on Γσ0 . (4.95)
Exploiting the first line in (4.94) analogous to (3.86), a field equation that contains the
strain-energy function, a local equilibrium equation and a geometric field equation can be
derived. They are specified by
∂Ψˆ
∂εG
− σG = 0
εg − εG = 0
 in Ω0 and Div S = 0 in B0 . (4.96)
With (4.95) and (4.96) the field equations for the global-local shell model developed in
this work are summarized.
4.4 Linearization of the global-local mixed variational
principle
As the variational formulation (4.92) is a nonlinear function in θ˜, a consistent linearization
of the quantities in the nonlinear problem must be derived in order to utilize solution
techniques of Newton’s type. The linearization of the global-local variational formulation
largely corresponds to the linearization of the global variational formulation (3.87), so that
L [g(θ˜, δθ˜),∆θ˜] = g(θ˜, δθ˜) +D [g(θ˜, δθ˜)] ·∆θ˜ , (4.97)
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and analogous to (3.89), with conservative loads p¯ and t¯, the directional derivative of the
variational formulation is
D [g(θ˜, δθ˜)] ·∆θ˜ =
∫
Ω0
[
δε˜T
∂2Ψˆ
∂ε˜∂ε˜
∆ε˜− δεTG∆σG + δσTG (∆εg −∆εG)
+ δεTg ∆σG + ∆δε
T
g σG
]
dA ,
(4.98)
which is needed in the finite element formulation of the global-local shell model discussed
in the next chapter. In (4.98), the material tangent matrix D˜ defined in (4.31) enters as
the second derivative of the strain-energy function, so that
∂2Ψˆ(ε˜)
∂ε˜∂ε˜
=
∂σ˜
∂ε˜
= D˜ . (4.99)
In (4.98), the linearization of ε˜ and the linearization of σ˜ have been introduced with
∆ε˜ = [∆εG,∆εL]
T and ∆σ˜ = [∆σG,0]
T . (4.100)
The vectors ∆εG and ∆εL represent the linearization of the independent shell strains and
the independent local quantities. The linearization of the independent effective shell stress
resultants is represented by ∆σG. All of the aforementioned quantities are approximated
by interpolation functions in the scope of the finite element formulation introduced later.
The entries in the vectors ∆εg and ∆δεg are defined in (3.91) and (3.92), respectively.
In order to derive the contribution of the local part of the model, the first term in
the linearized variational formulation (4.98) is separated and, with (4.37) and (4.38), is
rewritten as
δε˜T D˜ ∆ε˜ = δεG
T (DG∆εG + DGL∆εL) + δε
T
L
(
DTGL∆εG + DL∆εL
)
. (4.101)
Examining (4.101), the coupling between the global and the local part of the model stands
out. In the next chapter, the implementation of an appropriate finite element formulation
will be discussed.
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Chapter 5
Finite element formulation
The global-local variational formulation g(θ˜, δθ˜) given in (4.92) is the basis of the finite
shell element implementation. The Newton-Raphson method is used to find a solution
for this nonlinear function. Thus, the linearization of (4.92) based on a first-order Taylor
expansion is the starting point for nonlinear numerical simulations. Analogous to (4.97),
it can be specified by
L [g(θ˜
h
, δθ˜
h
),∆θ˜
h
] = g(θ˜
h
, δθ˜
h
) +D [g(θ˜
h
, δθ˜
h
] ·∆θ˜h , (5.1)
where the term g(θ˜
h
, δθ˜
h
) is the residuum and the incremental values ∆θ˜
h
are calculated
in every iteration, so that L [g(θ˜
h
, δθ˜
h
),∆θ˜
h
] = 0 is fulfilled. The values are then updated
and the procedure is repeated until the residuum vanishes, meaning that a solution for θ˜
h
has been found. The superscript h indicates that the respective quantity is approximated
in the scope of the finite element formulation and that the independent fields in both
terms in (5.1) are approximated with appropriate interpolation functions. Considering
(4.92), the first term can thus be written with the approximated fields, and thus
g(θ˜
h
, δθ˜
h
) =
∫
Ω0
[
δεhTG
(
∂Ψ
∂εhG
− σhG
)
+ δεhTL
∂Ψˆ
∂εhL
+ δσhTG
(
εhg − εhG
)
+ δεhTg σ
h
G
]
dA
−
∫
Ω0
δuhT p¯ dA−
∫
Γσ0
δuhT t¯ ds = 0 .
(5.2)
Considering (4.98), the second term in (5.1) can be specified with the approximated fields
by means of
D [g] ·∆θh =
∫
Ω0
[
δε˜hT D˜ ∆ε˜h − δεhTG ∆σhG + δσhTG
(
∆εhg −∆εhG
)
+ δεhTg ∆σ
h
G + ∆δε
hT
g σ
h
G
]
dA .
(5.3)
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The interpolation functions of the independent fields that appear in (5.2) and (5.3) are
now introduced.
5.1 Interpolation of the independent fields
As the global-local finite shell element is based on a three-field variational formulation,
interpolation functions need to be established for the field v˜ containing the displacement
vector u and the vector of rotational parameters ω, for the independent effective stress
resultant field σG, and for the independent field ε˜, containing the global shell strains and
local quantities, and their respective variations and linearizations. The interpolation of v˜
corresponds to the procedure presented in [131], while the interpolation of σG is based
on [46, 111]. The interpolation of εG is discussed in [47]. As the interpolation functions
for εL need to be incorporated into the existing model, the complete global-local finite
element shell implementation is discussed in this chapter.
5.1.1 Initial and current reference surfaces
The interpolation functions for v˜ can be derived from the interpolations of the initial and
current reference surfaces. As was already pointed out, for reasons of numerical robustness
4-node elements are chosen for the interpolation of the displacement field. The element
has five degrees of freedom at each node that does not lie on an intersection in the shell
structure and six degrees of freedom on each node that does. The isoparametric concept is
employed for quadrilaterals when defining the 4-node elements. The local numbering of
the nodes is illustrated in figure 5.1. The initial geometry is approximated by the same
bilinear interpolation functions for the position vector X and the director vector D on the
reference surface of the element, so that
Xh =
4∑
I=1
NI XI and Dh =
4∑
I=1
NI DI . (5.4)
The index I in (5.4) represents the number of the node, so that I runs from one to four in
each element. The shape functions are defined by
NI =
1
4
(1 + ξIξ)(1 + ηIη) , (5.5)
with ξI ∈ {−1, 1, 1,−1} and ηI ∈ {−1,−1, 1, 1}. By means of the bilinear shape
functions (5.5) a map is applied of the coordinates {ξ, η} ∈ [−1, 1] from the unit square
to the reference surface in the reference configuration [131].
During the finite element simulation, when the nodal position vectors XI are set up the
local base vectors denoted AαI and the director vector DI = A3I are also set up in every
node of the finite element mesh.
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Figure 5.1: 4-node shell element
For computational reasons, an additional orthogonal base system is set up with the help
of the position vectors XI at the center of each element. It is illustrated in figure 5.1 and
defined by
t1 =
(
d̂1 + d̂2
)
∣∣∣d̂1 + d̂2∣∣∣ , t2 =
(
d̂1 − d̂2
)
∣∣∣d̂1 − d̂2∣∣∣ and t3 = t1 × t2 , (5.6)
where the vectors d̂1 and d̂2 are specified with
d̂1 =
d¯1∣∣d¯1∣∣ and d̂2 = d¯2∣∣d¯2∣∣ . (5.7)
In (5.7), further vectors d¯1 and d¯2 are defined by
d¯1 = X3 −X1 and d¯2 = X2 −X4 . (5.8)
An alternative to the base system in (5.6) is given in [54]. The in-plane base vectors t1
and t2 span a tangent plane at the center of the element. The coordinates associated with
the in-plane base vectors t1 and t2 are denoted by ξ1 and ξ2, and should not be confused
with the coordinates ξ and η that are associated with the bilinear shape functions (5.5).
Since the derivatives of the interpolated position vector Xh,α and the interpolated director
vector Dh,α to the coordinates ξ1 and ξ2 are needed and both vectors are approximated by
the shape functions, the derivatives of the shape functions (5.5) to the coordinates ξ1 and
ξ2 need to be specified. They can be written as[
NI ,1
NI ,2
]
= J−1
[
NI ,ξ
NI ,η
]
, (5.9)
where J−1 denotes the inverse of the Jacobian matrix J, which is defined by
J =

∂ξ1
∂ξ
∂ξ2
∂ξ
∂ξ1
∂η
∂ξ2
∂η
 =
 X
h,ξ ·t1 Xh,ξ ·t2
Xh,η ·t1 Xh,η ·t2
 , (5.10)
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and (•) ,α denotes derivatives to the coordinates ξα. The derivatives of the interpolated
position vectors Xh,ξ and Xh,η can be determined with the help of the shape functions, so
that
Xh,ξ = G
0
ξ + ηG
1 and Xh,η = G0η + ξG
1 (5.11)
hold, with the definitions
G0ξ =
1
4
4∑
I=1
ξI XI , G
0
η =
1
4
4∑
I=1
ηI XI , G
1 =
1
4
4∑
I=1
ξI ηI XI . (5.12)
Thus, the inverse of the Jacobian matrix can be written as
J−1 =
1
det J
[
J22 −J12
−J12 J11
]
. (5.13)
The derivatives of the interpolated position vector Xh,α and the interpolated director vector
Dh,α with respect to the coordinates ξα can thus be determined with the help of (5.9), so
that
Xh,α =
4∑
I=1
NI ,α XI and Dh,α =
4∑
I=1
NI ,α DI . (5.14)
The position vector x and the director vector d on the reference surface of the element
in the current configuration are interpolated with the same shape functions (5.5) as the
corresponding vectors in reference configuration (5.4), so that
xh =
4∑
I=1
NI xI and dh =
4∑
I=1
NI dI . (5.15)
In (5.15), xI is the current nodal position vector xI = XI + uI (3.3). The nodal director
vector in the current configuration dI = RIDI (3.10) is updated with the help of the
Euler-Rodrigues formula introduced in (3.11). As was already mentioned in chapter 3.1.1,
the procedure using the Euler-Rodrigues representation is singularity-free for ω < 2pi. For
larger angles a multiplicative update of the total rotation tensor after a certain number of
load steps must be applied.
Analogous to (5.14), the derivatives of the interpolated position vector xh,α and the
interpolated director vector dh,α to the coordinates ξα can be derived with the help of
(5.9), and thus
xh,α =
4∑
I=1
NI ,α xI and dh,α =
4∑
I=1
NI ,α dI . (5.16)
A finite element approximation of the shell membrane strains εhαβ, curvatures κhαβ, and
shear strains γhα can now be specified with the help of (5.4), (5.14), (5.15), and (5.16).
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However, a finite shell element which implements the approximation of the transverse
shear strains emanating from the Reissner-Mindlin kinematics does not pass the bending
patch test introduced in [121] due to shear locking effects [45]. One remedy for this is
reduced integration. The quality of the results of the reduced integration procedure,
however, is highly problem-dependent and is usually more suitable for beam elements.
For shell elements, often rank deficient stiffness matrices are obtained. A more suitable
scheme is the application of an assumed shear strain interpolation presented in [33]. In this
procedure the edge midpoints denoted by A, B, C and D as illustrated in figure 5.1 are the
evaluation points, so that the transverse shear strains related to the element coordinates ξ
and η can be specified with[
γhξ
γhη
]
=
[
1
2
[
(1− η) γBξ + (1 + η) γDξ
]
1
2
[
(1− ξ) γAη + (1 + ξ) γCη
] ] . (5.17)
The interpolated transverse shear strains at the midpoints can be derived by evaluating
γMξ = [x,ξ ·d−X,ξ ·D]M with M = B,D ,
γLη = [x,η ·d−X,η ·D]L with L = A,C ,
(5.18)
where the director vectors are specified by
dA =
1
2
(d4 + d1) , d
B =
1
2
(d1 + d2) ,
dC =
1
2
(d2 + d3) , d
D =
1
2
(d3 + d4) ,
DA =
1
2
(D4 + D1) , D
B =
1
2
(D1 + D2) ,
DC =
1
2
(D2 + D3) , D
D =
1
2
(D3 + D4) ,
(5.19)
and the derivatives of the interpolated position vectors in (5.18) are written as
xA,η =
1
2
(x4 − x1) , xB,ξ = 1
2
(x2 − x1) ,
xC,η =
1
2
(x3 − x2) , xD,ξ = 1
2
(x3 − x4) ,
XA,η =
1
2
(X4 −X1) , XB,ξ = 1
2
(X2 −X1) ,
XC,η =
1
2
(X3 −X2) , XD,ξ = 1
2
(X3 −X4) .
(5.20)
The interpolated transverse shear strains γh1 and γh2 can then be derived with the help of
(5.13) by evaluating [
γh1
γh2
]
= J−1
[
γhξ
γhη
]
. (5.21)
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It is pointed out that even though the aforementioned procedure to derive the transverse
shear strains in the finite element equation is not compatible with the variational formu-
lation, it circumvents the problem of shear locking and is preferable to the method of
reduced integration.
With the help of (3.19), the interpolated shell strains can be collected in a vector denoted
εhg (5.22), similar to (3.20), where the subscript g indicates that these are geometric strains
as a function of the displacement field in the variational formulation.
εhg =

εh11
εh22
2εh12
κh11
κh22
2κh12
γh1
γh2

=

1
2
(xh,1 ·xh,1−Xh,1 ·Xh,1 )
1
2
(xh,2 ·xh,2−Xh,2 ·Xh,2 )
xh,1 ·xh,2−Xh,1 ·Xh,2
xh,1 ·dh,1−Xh,1 ·Dh,1
xh,2 ·dh,2−Xh,2 ·Dh,2
xh,1 ·dh,2 +xh,2 ·dh,1−Xh,1 ·Dh,2−Xh,2 ·Dh,1
J−1
{
1
2
[
(1− η) γBξ + (1 + η) γDξ
]
1
2
[
(1− ξ) γAη + (1 + ξ) γCη
] }

. (5.22)
In the same way the variations of the shell strains were derived in (3.35), the variations of
the interpolated shell strains can be derived. Analogous to (5.22) they are collected in a
vector denoted δεhG and specified by
δεhg =

δεh11
δεh22
2δεh12
δκh11
δκh22
2δκh12
δγh1
δγh2

=

δxh,1 ·xh,1
δxh,2 ·xh,2
δxh,1 ·xh,2 +δxh,2 ·xh,1
δxh,1 ·dh,1 +δdh,1 ·xh,1
δxh,2 ·dh,2 +δdh,2 ·xh,2
δxh,1 ·dh,2 +δxh,2 ·dh,1 +δdh,1 ·xh,2 +δdh,2 ·xh,1
J−1
{
1
2
[(1− η) δγBξ + (1 + η) δγDξ
1
2
[(1− ξ) δγAη + (1 + ξ) δγCη ]
}

. (5.23)
The variations of the interpolated transverse shear strains in (5.23) are evaluated at the
edge midpoints with the help of (5.18), (5.19), and (5.20), so that
δγMξ = [δx,ξ ·d + x,ξ ·δd]M with M = B,D ,
δγLη = [δx,η ·d + x,η ·δd]L with L = A,C ,
(5.24)
where δxh,α and δdh,α are vectors containing interpolations of variations with the help of
the shape functions and, with δxI = δuI , are specified with
δxh,α =
4∑
I=1
NI ,α δuI and δdh,α =
4∑
I=1
NI ,α δdI . (5.25)
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The variation of the nodal director vector dI can be derived by means of the procedure
discussed in chapter 3.3.1. Thus, with (3.44),
δdI = W
T
I HIT¯IδβI (5.26)
holds. Consequently, accounting for (5.25) and (5.26), the vector containing the variations
of the shell strains δεhG defined in (5.23) can be expressed by means of the derivatives of
the shape functions, so that
δεhg =
4∑
I=1

NI ,1 x
T,1 0
NI ,2 x
T,2 0
NI ,1 x
T,2 +NI ,2 x
T,1 0
NI ,1 d
T,1 NI ,1 b
T
I1
NI ,2 d
T,2 NI ,2 b
T
I2
NI ,1 d
T,2 +NI ,2 d
T,1 NI ,1 b
T
I2 +NI ,2 b
T
I1
J−1
{
NI ,ξ d
T
M
NI ,η d
T
L
}
J−1
{
NI ,ξ ξI b
T
M
NI ,η ηI b
T
L
}

[
δuI
δβI
]
. (5.27)
The index h is omitted in the matrix in (5.27) for clarity. Further definitions
bIα = K
T
I x,α , bM = K
T
I x
M,ξ and bL = KTI x
L,η (5.28)
are made with KI = WTI HIT¯I , where the allocation of the midside nodes to the corner
nodes is given by
(I,M,L) ∈ {(1, B,A); (2, B, C); (3, D,C); (4, D,A)} . (5.29)
The matrix in (5.27) is denoted by BI and the vector is denoted by δv˜I , so that
δεhg =
4∑
I=1
BI δv˜I = B δv˜ . (5.30)
With (5.30), the interpolation functions for the vector δεhg in (5.3), that holds the variations
of the shell strains emanating from the field v˜, have been established.
The linearization vector ∆εhg in (5.3) can be approximated in an analogous way to the
approximation of the vector δεhg . With the derivatives of the approximated linearized
vectors ∆xh,α and ∆dh,α, given with
∆xh,α =
4∑
I=1
NI ,α ∆uI and ∆dh,α =
4∑
I=1
NI ,α ∆dI , (5.31)
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the linearization vector ∆εhg can be specified by replacing δ in (5.30) with ∆, so that
∆εhg =
4∑
I=1
BI ∆v˜I = B ∆v˜ . (5.32)
In the same way the linearized variations of the shell strains were derived in (3.92), the
linearized variations of the interpolated shell strains can be derived. Analogous to (5.22)
they are collected in a vector denoted by ∆δεhG and defined by
∆δεhG=

∆δεh11
∆δεh22
2∆δεh12
∆δκh11
∆δκh22
2∆δκh12
∆δγh1
∆δγh2

=

δxh,1 ·∆xh,1
δxh,2 ·∆xh,2
δxh,1 ·∆xh,2 +δxh,2 ·∆xh,1
δxh,1 ·∆dh,1 +δdh,1 ·∆xh,1 +xh,1 ·∆δdh,1
δxh,2 ·∆dh,2 +δdh,2 ·∆xh,2 +xh,2 ·∆δdh,2
δxh,1 ·∆dh,2 +δxh,2 ·∆dh,1 +δdh,1 ·∆xh,2 +δdh,2 ·∆xh,1
+xh,1 ·∆δdh,2 +xh,2 ·∆δdh,1
J−1
{
1
2
[(1− η) ∆δγBξ + (1 + η) ∆δγDξ
1
2
[(1− ξ) ∆δγAη + (1 + ξ) ∆δγCη ]
}

. (5.33)
The variations of the interpolated transverse shear strains in (5.33) are evaluated at the
edge midpoints with the help of (5.18), (5.19), and (5.20), yielding
∆δγMξ = [δx,ξ ·∆d + ∆x,ξ ·δd + x,ξ ·∆δd]M with M = B,D ,
∆δγLη = [δx,η ·∆d + ∆x,η ·δd + x,η ·∆δd]L with L = A,C .
(5.34)
The derivative of the approximated linearized variational vector ∆δdh,α in (5.33) is written
as
∆δdh,α =
4∑
I=1
NI ,α ∆δdI . (5.35)
In (5.33), there are terms that are dot products of vectors xh,α and ∆δdh,α. Because these
vectors are approximated with interpolation functions defined in (5.25) and (5.35) the
nodal vectors xI are multiplied with the linearized variation of the nodal director vector
∆δdI . Hence, the procedure discussed in chapter 3.6 can be employed to derive these
terms. With (3.93),
hI ·∆δdI = hI ·∆ (δwI × dI) = δwI ·MI∆wI (5.36)
holds, where the vector hI can be any vector hI ∈ R3, such as an arbitrary nodal vector
xI . Thus, with the help of (5.25), (5.26), (5.31), (5.35), and (5.36) the term ∆δεhTg σhG in
(5.3) can be derived by evaluating
∆δεhTg σ
h
G =
4∑
I=1
4∑
K=1
δv˜TI kσIK ∆v˜K , (5.37)
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where the matrix kσIK can be derived after some algebra and is defined in [131]. The
vector σhG in (5.37) and therefore also the matrix kσIK contain interpolation functions for
the effective shell stress resultants defined in (3.33), which will be discussed in the next
section.
With (5.30), (5.32), and (5.37) the interpolations of δεhTg , ∆εhTg and ∆δεhTg have been
specified. Thus, the finite element approximations of vectors containing geometric strains as
a function of the displacement field can be inserted in (5.3) on the basis of the interpolations
of the initial and current reference surfaces. Next, the interpolation of the independent
stress resultant field will be derived.
5.1.2 Stress resultant field
For the interpolation of the independent stress resultant field σG a procedure is chosen
which allows the element to pass standard patch tests, for example the tests defined
in [80]. A discussion of the patch test in connection with the bending part is given in
[45] and a discussion of the complete approximation in [131]. As already mentioned the
chosen interpolation is based on [111]. The original procedure for plane stress problems is
presented in [90].
The independent stress resultant field σhG is interpolated by
σhG = Nσ σˆG , (5.38)
where Nσ is defined by
Nσ =
 13 0 0 N
m
σ 0 0
0 13 0 0 N
b
σ 0
0 0 12 0 0 N
s
σ
 , (5.39)
and the components Nmσ , Nbσ and Nsσ are matrices defined by
Nmσ = N
b
σ = T
0
σ
 η − η¯ 00 ξ − ξ¯
0 0
 and Nsσ = T˜0σ
[
η − η¯ 0
0 ξ − ξ¯
]
. (5.40)
The matrices T0σ and T˜0σ describe a transformation of covariant tensor components to the
local Cartesian element coordinate system at the element center. They are defined by
T0σ =
 J
0
11J
0
11 J
0
21J
0
21 2J
0
11J
0
21
J012J
0
12 J
0
22J
0
22 2J
0
12J
0
22
J011J
0
12 J
0
21J
0
22 J
0
11J
0
22 + J
0
12J
0
21
 and T˜0σ =
[
J011 J
0
21
J012 J
0
22
]
. (5.41)
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In (5.41), the coefficients J0αβ are the components of the Jacobian matrix J (5.10) evaluated
at the element center and the constants in (5.40) ξ¯ and η¯ are defined by
ξ¯ =
1
Ae
∫
Ωel
ξ dA and η¯ =
1
Ae
∫
Ωel
η dA with Ae =
∫
Ωel
dA . (5.42)
The interpolation of the independent stress resultant field in (5.38) thus consists of a
constant and a varying part. The vector σhG holds a total of 14 parameters, three constant
parameters for the membrane and the bending part, respectively, two constant parameters
for the shear part, and two parameters for the membrane, bending and shear part,
respectively. The constants ξ¯ and η¯ are introduced in order to derive partly decoupled
matrices, since the linear functions are orthogonal to the constant functions. The variation
and linearization of σhG are specified by
δσhG = Nσ δσˆG and ∆σ
h
G = Nσ ∆σˆG . (5.43)
The interpolation of σhG (5.38) is used to derive the matrix kσIK in (5.37). With (5.43)
the interpolated variation and linearization of σhG have been specified and can be inserted
into (5.3). In the next section, the interpolation of the independent field containing the
shell strains and local quantities will be derived.
5.1.3 Field of global shell strains and local quantities
The interpolation of the independent field containing the shell strains and local quantities
ε˜h (5.44) consists of two parts. The first part approximates the global shell strains εhG and
the second part approximates the local displacements and their derivatives εhL, so that
ε˜h =
[
εhG
εhL
]
=
[
NεG 0
0 NεL
][
εˆG
εˆL
]
. (5.44)
A similar separation is realized in [71]. However, the second part in [71] concerns only
the interlaminar normal strains and only global functions over the whole thickness of the
laminate are utilized. Additionally, the local warping of the cross section is not accounted
for and therefore the path of the transverse shear strains cannot be accurately predicted.
The interpolation of the global part largely corresponds to the procedure presented in [71].
The global part is divided into two further parts for transversely isotropic materials, and
thus
εhG = NεGεˆG =
[
N1εG, N
2
εG
] [ εˆ1G
εˆ2G
]
. (5.45)
The first part is analogous to the interpolation of the independent shell stresses, whereas
the second part corresponds to the enhanced strain interpolation in [116]. The reason for
this is that for isotropic materials it is sufficient to use the same interpolation functions
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for the stresses and the strains. On the other hand, for shells of materials that exhibit
transversely isotropic behavior, introducing additional interpolation functions increases
the performance of the shell element, as this leads to better convergence behavior for
laminated shells with coupled membrane and bending stiffnesses [47]. This is the case
for laminated shells with certain stacking sequences. Similar work has been carried out
in [63, 64, 91]. In order to avoid conflicts, the functions of the second part are chosen
orthogonal to the stress interpolation.
The first part of the global strains is interpolated in the same way the independent stress
resultant field σG (5.38) is interpolated in chapter 5.1.2, so that N1εG is defined by
N1εG =
 13 0 0 N
m1
ε 0 0
0 13 0 0 N
b1
ε 0
0 0 12 0 0 N
s1
ε
 , (5.46)
and the components Nm1ε , Nb1ε and Ns1ε are matrices defined by
Nm1ε = N
b1
ε = T
0
ε
 η − η¯ 00 ξ − ξ¯
0 0
 and Ns1ε = Nsσ , (5.47)
with matrix T0ε, which describes a transformation of covariant tensor components to the
local Cartesian coordinate system at the element center, and is defined by
T0ε =
 J
0
11J
0
11 J
0
21J
0
21 J
0
11J
0
21
J012J
0
12 J
0
22J
0
22 J
0
12J
0
22
2J011J
0
12 2J
0
21J
0
22 J
0
11J
0
22 + J
0
12J
0
21
 . (5.48)
It is noted that the matrix T0ε in (5.48) is slightly different than the matrix T0σ in (5.41).
Analogous to the interpolation of the independent effective stress resultants in the preceding
section the vector εˆ1G in (5.45) holds 14 parameters.
For the second part of the interpolated global strains the matrix N2εG in (5.45) can be
specified by
N2εG =

Nm2ε 0
0 Nb2ε
0 0
 , (5.49)
where the components Nm2ε and Nb2ε are matrices defined by
Nm2ε = N
b2
ε =
j0
j
(T0σ)
−T Mα , with α = 2, 4 (5.50)
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and j0 = j (ξ = 0, η = 0). Depending on the choice of the matrix Mα in (5.50) the
membrane and bending strains can be interpolated with two or four parameters, with M2
and M4 defined by
M2 =
 ξ 00 η
0 0
 and M4 =
 ξ 0 ξη 00 η 0 ξη
0 0 0 0
 . (5.51)
Because the membrane and the bending part in (5.49) lead to interpolations with two or
four parameters, respectively, the vector εˆ2G in (5.45) holds four, six, or eight parameters.
The approximation of the local field εhL introduced in (4.26) containing the local displace-
ments and their derivatives takes the form
εhL = NεLεˆL , (5.52)
so that the matrix NεL and vector of unknowns εˆL need to be derived. Two different
procedures will be presented.
In the first procedure, the local displacements mL introduced in (4.14) are interpolated by
mhL =
4∑
I=1
NI n
L
I , (5.53)
where the same bilinear shape functions NI are used as for the interpolation of the position
and director vectors in (5.5). Thus the vector εhL is approximated by
εhL =

mhL
mhL,1
mhL,2
 = 4∑
I=1

NI
NI ,1
NI ,2
nLI . (5.54)
In order to conform to the notation in (5.44) and (5.52) the matrix NεL is defined by
NεL =
 N1 N2 N3 N4N1,1 N2,1 N3,1 N4,1
N1,2 N2,2 N3,2 N4,2
 , (5.55)
where the components of NεL are matrices that contain the shape functions or their
derivatives on the diagonal and all other entries are zero. The vector of unknowns therefore
becomes
εˆL =

nL1
nL2
nL3
nL4
 . (5.56)
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Thus, through this procedure 4(3n − 1) unknowns have been introduced for both the
ξ1-direction and the ξ2-direction, while 12n unknowns have been introduced for the ξ3-
direction. A total of 4(9n − 2) unknowns are therefore introduced by the local model
and are contained in the vector εˆL (5.56). Each matrix Ni in (5.56) has dimensions
of (9n − 2) × (9n − 2) and each vector nLi has 9n − 2 entries. This of course leads to
high computational costs. In the second procedure, however, the number of unknowns is
significantly reduced.
For the second procedure, it is considered that the derivatives to the two coordinates in
the plane ξ1 and ξ2 are zero and the matrix AL and vector εL can be downsized and
written as

EL11
EL22
EL33
2EL12
2EL13
2EL23

=

0 0 0
0 0 0
0 0 M˜w,3
0 0 0
M˜u,3 0 0
0 M˜v,3 0

 m˜um˜v
m˜w
 . (5.57)
The reduced form given in (5.57) leads to elementwise constant values. Thus, no inter-
polation functions in the domain that depend on the in-plane coordinates ξ1 and ξ2 are
introduced and the quantities in each element are simply interpolated by means of
εhL = 1 εˆL with εˆL =
 mˆumˆv
mˆw
 , (5.58)
where 1 is a unit matrix, the length of which corresponds to the length of εˆL and εhL.
Thus, in this procedure, 3n− 1 unknowns are introduced for both the ξ1-direction and
the ξ2-direction and 3n unknowns are introduced for the ξ3-direction, leading to a total of
9n− 2 unknowns.
For the sake of completeness, the variation and linearization of the global field εh are
specified with
δεhG = NεGδεˆG and ∆ε
h
G = NεG∆εˆG , (5.59)
while the variation and linearization of the local field εh are given by
δεhL = NεLδεˆL and ∆ε
h
L = NεL∆εˆL . (5.60)
Thus, the interpolation functions for all the independent fields that appear in (5.3) have
been defined.
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5.2 Interpolation of the linearized global-local mixed
variational principle
With the interpolations of the independent fields established, they can be inserted into
the linearized weak form, (5.1). The first term in (5.1) is approximated by inserting the
interpolations (5.30), (5.38), (5.43 a), (5.45), (5.59 a), and (5.60 a) into (5.2), so that
g(θ˜
h
, δθ˜
h
) =
numel∑
el=1
[
δεˆTG f
e
G + δεˆ
T
L f
e
L + δσˆ
T
G f
s + δv˜T
(
f i − fa)]
el
, (5.61)
where the summation index runs from 1 to the number of elements used to discretize the
problem. In (5.61), the definitions
f eG =
∫
Ω0
NTεG
∂Ψ
∂εhG
dA+ FˆσˆG , f
e
L =
∫
Ω0
NTεL
∂Ψ
∂εhL
dA ,
f s =
∫
Ω0
NTσε
h
g dA+ Fˆ
T εˆG , f
i =
∫
Ω0
GT σˆG dA ,
(5.62)
have been made and fa is the external load vector that corresponds to the standard
displacement formulation. Further, the definitions
Fˆ = −
∫
Ω0
NTεGNσ dA and G =
∫
Ω0
NTσB dA (5.63)
have been made. The matrix Fˆ can be integrated analytically, since only polynomials of
the coordinates ξ and η are involved [131]. With the area element of the shell reference
surface denoted by Ae defined in (5.42), a decoupled matrix is thus obtained for Fˆ and is
specified by
Fˆ =
[
Ae 18 0
0 f (6×6)
]
with f (6×6) =
 f
m 0 0
0 f b 0
0 0 f s
 . (5.64)
The components of the submatrices fm, f b and f s are defined in [131].
The second term in (5.1) is approximated by inserting the interpolations (5.30), (5.32),
(5.37), (5.43), (5.59), and (5.60) into (5.3), and thus
D[g] ·∆θh =
numel∑
el=1
[
δεˆTG HG ∆εˆG + δεˆ
T
G H
T
LG ∆εˆL + δεˆ
T
L HLG ∆εˆG + δεˆ
T
L HL ∆εˆL
+δεˆTG Fˆ ∆σˆG + δσˆ
T
G G ∆v˜ + δσˆ
T
G Fˆ
T ∆εˆG + δv˜
T GT ∆σˆG
+δv˜T Kg ∆v˜
]
el
,
(5.65)
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where the definitions
HG =
∫
Ω0
NTεGDGNεG dA , HLG =
∫
Ω0
NTεLDLGNεG dA ,
HL =
∫
Ω0
NTεLDLNεL dA , Kg =
∫
Ω0
kσ dA ,
(5.66)
are made and kσ can be derived from (5.37). Inserting (5.61) and (5.65) into (5.1) yields
L
[
g(θ˜
h
, δθ˜
h
),∆θ˜
h
]
=
numel∑
el=1

δv˜
δσˆG
δεˆG
δεˆL

T
el


Kg G
T 0 0
G 0 FˆT 0
0 Fˆ HG H
T
LG
0 0 HLG HL


∆v˜
∆σˆG
∆εˆG
∆εˆL
+

f i − fa
f s
f eG
f eL


el
.
(5.67)
Considering δθ˜
h 6= 0 in (5.67) leads to a set of equations for each element, specified by
Kg∆v˜ + G
T∆σˆG + f
i − fa = r ,
G∆v˜ + FˆT∆εˆG + f
s = 0 ,
Fˆ∆σˆG + HG∆εˆG + H
T
LG∆εˆL + f
e
G = 0 ,
HLG∆εˆG + HL∆εˆL + f
e
L = 0 .
(5.68)
The symbol r denotes the vector of element nodal forces. The local field ∆εˆL is eliminated
out of the last two equations in (5.68) by means of a Gauss elimination procedure called
static condensation [29]. Thus, (5.68 d) is solved for ∆εˆL,
∆εˆL = H
−1
L (−f eL −HLG∆εˆG) , (5.69)
and inserted into (5.68 c), so that the four equations in (5.68) for each element reduce to
three,
Kg∆v˜ + G
T∆σˆG + f
i − fa = r ,
G∆v˜ + FˆT∆εˆG + f
s = 0 ,
Fˆ∆σˆG + H¯G∆εˆG + f¯
e
G = 0 ,
(5.70)
where the definitions
H¯G = HG −HTLGH−1L HLG and f¯ eG = f eG −HTLGH−1L f eL (5.71)
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have been made. The parameters ∆σˆG and ∆εˆG in (5.70) can be eliminated on the element
level, because the stresses and strains are interpolated discontinuously across the element
boundaries. Solving (5.70 b) for the incremental strain parameters yields
∆εˆG = Fˆ
−T (−G∆v˜ − f s) . (5.72)
Solving (5.70 c) for the incremental stress parameters and inserting (5.72) yields
∆σˆG = Fˆ
−1
(
−H¯GFˆ−T (−G∆v˜ − f s)− f¯ eG
)
. (5.73)
Inserting (5.73) into (5.70 a) yields
KT∆v˜ + fˆ = r , (5.74)
where, with (5.62), definitions
KT = GT HˆG + Kg fˆ = GT
(
σˆG − Hˆf s − Fˆ−1f¯ eG
)
− fa , (5.75)
have been made, with further definition
Hˆ = Fˆ−1H¯GFˆ−T . (5.76)
The three equations in (5.70) for each element thus reduce to one. The system of equations
in (5.67) therefore reduces to
L
[
g(θ˜
h
, δθ˜
h
),∆θ˜
h
]
=
numel∑
el=1
δv˜T
(
KT∆v˜ + fˆ
)
= 0 . (5.77)
Standard assembly procedures are employed to derive the global matrices. Solving
the system of equations yields the increment ∆v˜, which is used to update the nodal
displacements and rotational parameters on a global level. The strain and stress parameters
are updated on the element level with the help of the strain increments ∆εˆG and the stress
increments ∆σˆG by evaluating relations (5.72) and (5.73). The local quantities can then
be updated by means of the increments ∆εˆL derived from (5.69).
Chapter 6
Calculation of interlaminar shear
stresses - an enhanced FSDT model
In this chapter, a procedure based on an enhanced first-order shear deformation theory
(FSDT) for the computation of the interlaminar shear stresses in layered composite plates
is presented. It should be viewed separately from the global-local shell model discussed
in the preceding chapters, in that it is a post-processing procedure that introduces some
warping functions and exploits the equilibrium equations to determine the interlaminar
shear stresses. The procedure can be applied to finite plate and shell elements11. Two
different models based on two different two-dimensional finite elements have been developed
with this approach. Model 1 is based on a 4-node element, while model 2 is based on a
9-node element. In both models, the derivatives of curvatures and strains of the reference
surface with respect to the in-plane coordinates have to be obtained. Before the different
models are described in detail, the basic equations valid for both models are presented.
6.1 Basic equations
For the basic equations some definitions have to be made. Because a finite shell element
is the subject of this work, the definitions will be made on the basis of a shell model, as
illustrated in figure 6.1. A reference surface with coordinates x, y in the plane of the plate
and z perpendicular to the plate is defined. The reference surface can be but does not
have to be in the middle of the plate. As shown in figure 6.2, the plate is comprised of
n layers and the layer index i runs from 1 to n. In each layer, a normalized coordinate
is defined as 0 ≤ ζ ≤ 1. The thickness of the plate is denoted by h. If the middle of the
plate is chosen as the reference surface, the top and the bottom of the plate, denoted by
h+ and h−, can be specified by h+ = h/2 and h− = −h/2.
The kinematics is based on the Reissner-Mindlin theory, so that the layer strains can be
expressed by means of
ε¯ = ε+ z κ . (6.1)
11 A paper on this procedure is published in [106].
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z
x
y
Ω0
Figure 6.1: Shell with coordinate system
The vector of membrane strains ε and the vector of curvatures κ are defined by
ε =
 εxεy
εxy
 =
 ux,xuy,y
ux,y +uy,x
 and κ =
 κxκy
κxy
 =
 βx,xβy,y
βx,y +βy,x
 . (6.2)
Here, εx, εy and εxy are the membrane strains, whereas κx, κy and κxy are the curvatures
of the shell. The displacements are denoted by ux and uy, while βx and βy describe the
slopes of deformed cross sections. The transverse shear stresses γ¯xz and γ¯yz are defined as
derivatives of the aforementioned warping functions ϕx(z) and ϕy(z), so that
γ¯xz = ϕx,z(z) and γ¯yz = ϕy,z(z) (6.3)
hold. For the calculation of the transverse shear stresses the equilibrium equations specified
by
σx,x + τxy,y + τxz,z = 0 and σy,y + τxy,x + τyz,z = 0 (6.4)
in the x- and y-direction neglecting the body forces are exploited. In order to do so,
a constitutive law assuming transversely isotropic material behavior and reduced to a
two-dimensional theory in a standard way is introduced, so that
σ = C ε¯ and τ = Cs γ¯ , (6.5)
where the vectors and matrices are defined by σxσy
τxy
 =
 C11 C12 C13C21 C22 C23
C31 C32 C33

 ε¯xε¯y
ε¯xy
 and [ τxz
τyz
]
=
[
C44 C45
C54 C55
][
γ¯xz
γ¯yz
]
. (6.6)
The equilibrium equations (6.4) are now rewritten as
τ ,z +b = 0 ,
[
τxz,z
τyz,z
]
+
[
bx
by
]
=
[
0
0
]
,
[
bx
by
]
=
[
σx,x + τxy,y
σy,y + τxy,x
]
. (6.7)
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Figure 6.2: Layered composite shell
Inserting the constitutive equations (6.5) into (6.7) yields
b = B x , (6.8)
where the matrix B and the vector x are defined by
B =
[
C1 C3 zC1 zC3
C3 C2 zC3 zC2
]
, x =

ε,x
ε,y
κ,x
κ,y
 , (6.9)
C1 = [C11, C12, C13] , C2 = [C21, C22, C23] , C3 = [C31, C32, C33] . (6.10)
Because the fiber orientation varies in each subsequent layer, the material constants
Ckl = Clk vary as well. The index i is omitted in order to simplify the notation. It is
noted that the number of unknowns contained in x depends on the number of layers.
6.2 Derivatives of membrane strains and curvatures
In the following, two different procedures, called Model 1 and Model 2, will be described
to determine the unknowns contained in the vector x in (6.9).
6.2.1 Model 1 - 4-node element
The procedure denoted Model 1 uses 4-node elements with bilinear shape functions.
Since the second derivatives of the displacement field cannot be computed in this case, a
procedure to obtain them is explained in the following.
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Regularized minimum problem
In order to obtain the derivatives of the membrane strains and curvatures a system of
four equations is set up. The first two conditions describe the boundary conditions of the
transverse shear stresses τxz(z = h+) and τyz(z = h+) at the upper surface of the laminate,
while the other two describe the definitions of the shear forces qx and qy.
The boundary conditions at the top of the composite are determined by integrating (6.4)
with respect to z and incorporating (6.7), so that
[
τxz(z = h
+)
τyz(z = h
+)
]
=
[
τxz(z = h
−)
τyz(z = h
−)
]
−
h+∫
h−
[
bx
by
]
dz =
[
0
0
]
(6.11)
holds, which, inserting (6.8), can be rewritten as
τ (z = h+) = τ (z = h−)−
h+∫
h−
B dz x = 0 . (6.12)
Although the boundary condition τ (z = h−) = 0 at the lower surface is not fulfilled in the
same way, this is done by the displacement method that is described later.
The other two conditions require that integrating the transverse shear stresses through
the thickness equals the shear forces qx and qy, and thus
h+∫
h−
[
τxz
τyz
]
dz =
[
qx
qy
]
. (6.13)
Considering (6.7) leads to
h+∫
h−
[
τxz
τyz
]
dz =
h+∫
h−
[
τxz + z(σx,x + τxy,y + τxz,z)
τyz + z(σy,y + τxy,x + τyz,z)
]
dz
=
[
z τxz
z τyz
]h+
h−︸ ︷︷ ︸
0
+
h+∫
h−
[
bx
by
]
z dz ,
(6.14)
which, with (6.8), can be rewritten as
h+∫
h−
τ dz =
h+∫
h−
B z dz x = q . (6.15)
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The system of equations to determine the derivatives of strains and curvatures can be
written as
A x = q˜ , (6.16)
where the matrix A and vector q˜ are defined by
A :=
h+∫
h−
 B
zB
 dz and q˜ = [ 0
q
]
. (6.17)
As this system of equations is underdetermined, it is solved by a regularized minimum
problem given with
1
2
rT r +
α
2
xTx → min . (6.18)
Here, r = A x − q˜ denotes the residual vector and α > 0 is a regularization parameter.
Minimization yields
(ATA + α 1) x = AT q˜ , (6.19)
where 1 is a twelfth order unit matrix. The matrix ATA has 4 non-zero eigenvalues and
is therefore rank deficient, necessitating the regularization. The parameter α = Z α∗ is
normalized by a factor Z = [H2
∑n
i=1 0.5 (C44 + C55)h
i]2, which is motivated by (6.5),
(6.9), (6.17), and (6.19). With a sufficiently large α using floating point arithmetic, the
system of equations (6.19) is regular and can be solved for x. As to the choice of the
normalized parameter α∗, an investigation of the sensitivity of this parameter is conducted
in [106].
6.2.2 A special solution for symmetric laminates
Symmetric laminates possess some special characteristics that can be taken advantage
of in proposing a special solution for the calculation of the transverse shear stresses. In
such symmetric laminates, membrane and bending behavior are decoupled. For transverse
loading, the in-plane stresses vanish identically, thus ε ≡ 0. The derivatives of ε
ε,x = 0 and ε,y = 0 (6.20)
vanish also. A transformation matrix denoted by T is introduced that rotates the coordinate
system around an angle ϕ, so that, using the abbreviations s = sinϕ and c = cosϕ,
xˆ = T x or
[
xˆ
yˆ
]
=
[
c s
−s c
] [
x
y
]
, (6.21)
holds. Analogous to [41] for membrane strains, the curvatures can be transformed with
the help of a transformation matrix Tˆ, defined by
κˆ = Tˆ κ or
 κˆxκˆy
κˆxy
 =
 c
2 s2 sc
s2 c2 −sc
−2sc 2sc c2 − s2

 κxκy
κxy
 . (6.22)
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The transformation of the stiffness matrices and shear forces,
Dˆ = Tˆ−T D Tˆ−1 , Cˆ = Tˆ−T C Tˆ−1 =
 Cˆ1Cˆ2
Cˆ3
 and qˆ = T q , (6.23)
where D and qˆ are defined by
D =
∫ h+
h−
z2 C dz and qˆ = [qˆx, qˆy]T , (6.24)
is straightforward. The angle ϕ is determined to be
ϕ =
1
2
arctan
(
κxy
κx − κy
)
, (6.25)
using the condition
κˆxy = βˆx,yˆ +βˆy,xˆ = −2 s c (κx − κy) + (c2 − s2)κxy ≡ 0 . (6.26)
If the denominator in (6.25) is zero, a small perturbation is introduced. Each term in
(6.26) must vanish, so that
βˆx,yˆ≡ 0 and βˆy,xˆ≡ 0 , (6.27)
because βˆx and βˆy are independent functions of xˆ and yˆ and in general βˆx,yˆ 6= −βˆy,xˆ holds.
In this case also the derivatives of κˆxy in (6.26) and βˆx,yˆ and βˆy,xˆ in (6.27) with respect to
the coordinates xˆ and yˆ vanish, and thus
κˆxy,xˆ = 0 , κˆx,yˆ = βˆx,yˆxˆ = 0 ,
κˆxy,yˆ = 0 , κˆy,xˆ = βˆy,xˆyˆ = 0 .
(6.28)
Considering (6.20) and (6.28) the derivatives of the curvatures remain as the parameters
that need to be determined, so that
xˆ = [0, 0, 0, 0, 0, 0, κˆx,xˆ, 0, 0, 0, κˆy,yˆ, 0]
T , (6.29)
and the system of equations (6.16) reduces to a coupled system of two equations[
Dˆ11 Dˆ23
Dˆ13 Dˆ22
] [
κˆx,xˆ
κˆy,yˆ
]
=
[
qˆx
qˆy
]
. (6.30)
In this way it is possible to compute the vector b by means of
b = T bˆ , bˆ = Bˆ xˆ , Bˆ =
[
Cˆ1 Cˆ3 z Cˆ1 z Cˆ3
Cˆ3 Cˆ2 z Cˆ3 z Cˆ2
]
, (6.31)
and the transverse shear stresses can be calculated as described in section 6.3. In the
exceptional case of βˆx,yˆ = −βˆy,xˆ at singular points this model cannot be applied.
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6.2.3 Model 2 - 9-node element
When using a 9-node element the derivatives of strains and curvatures can be computed
as the second derivatives of the displacement field. The required first derivatives of the
biquadratic shape functions NI(ξ, η) for 9-node elements, where the index I runs from one
to nine, can be derived from[
x,ξ y,ξ
x,η y,η
] [
NI ,x
NI ,y
]
=
[
NI ,ξ
NI ,η
]
, (6.32)
with the help of the Jacobi matrix, which can be written as[
x,ξ y,ξ
x,η y,η
]
=
[
J11 J12
J21 J22
]
=
9∑
I=1
[
NI ,ξ xI NI ,ξ yI
NI ,η xI NI ,η yI
]
. (6.33)
By applying the product rule and the chain rule of differentiation the second derivatives
can be determined from (6.32) using (6.33), so that J11J11 J12J12 2J11J12J21J21 J22J22 2J21J22
J11J21 J12J22 J11J22 + J12J21

 NI ,xxNI ,yy
NI ,xy
=
 NI ,ξξ −J11,ξNI ,x−J12,ξNI ,yNI ,ηη−J21,ηNI ,x−J22,ηNI ,y
NI ,ξη−J11,ηNI ,x−J22,ξNI ,y
 (6.34)
holds. The derivatives of Jαβ with respect to ξ and η can be directly computed from
(6.33).
6.3 Calculation of the transverse shear stresses
Having obtained the derivatives of the strains and curvatures, the vector b in (6.7) can
be computed, and it is now possible to compute the warping functions introduced in
(6.3). Accounting for (6.5 b) leads to a coupled system of linear inhomogeneous ordinary
differential equations given with[
C44 C45
C54 C55
][
ϕx,zz
ϕy,zz
]
= −
[
bx
by
]
. (6.35)
The following equations are specified for a specific layer i. Nevertheless, the index is
omitted so as to simplify the notation. With the normalized coordinate ζ running from
0 to 1 in each layer the thickness coordinate z is parameterized by z = z1 + ζt. Here, z1
denotes the coordinate at the bottom of the respective layer and t denotes the thickness
of the same layer. The right-hand side in (6.35) is now reformulated in terms of the
normalized coordinate ζ, so that
b = (B0 + ζ B1) x or
[
bx
by
]
=
[
b0x
b0y
]
+ ζ
[
b1x
b1y
]
, (6.36)
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where the definitions
B0 =
[
C1 C3 z1 C1 z1 C3
C3 C2 z1 C3 z1 C2
]
and B1 =
[
0 0 hC1 hC3
0 0 hC3 hC2
]
(6.37)
were made. The system of differential equations (6.35) can be solved with a homogeneous
and a particular part, so that
ϕx = ϕ
h
x + ϕ
p
x , ϕ
h
x = cx1 + cx2ζ , ϕ
p
x = cx3ζ
2 + cx4ζ
3 ,
ϕy = ϕ
h
y + ϕ
p
y , ϕ
h
y = cy1 + cy2ζ , ϕ
p
y = cy3ζ
2 + cy4ζ
3 ,
(6.38)
with coefficients cx1 to cx4 and cy1 to cy4. By inserting the particular solution into the
system of differential equations (6.35), the coefficients cx3 and cx4 are determined to be[
C44 C45
C54 C55
][
cx3
cy3
]
= −
[
b0x
b0y
]
h2
2
, (6.39)
and the coefficients cy3 and cy4 can be specified by[
C44 C45
C54 C55
][
cx4
cy4
]
= −
[
b1x
b1y
]
h3
6
. (6.40)
The solution for the coefficients can be given with
cx3 = −(b0xC55 − b0yC45)
h2
2D
, cy3 = −(b0yC44 − b0xC54)
h2
2D
,
cx4 = −(b1xC55 − b1yC45)
h3
6D
, cy4 = −(b1yC44 − b1xC54)
h3
6D
,
(6.41)
where D = C44C55 − C45C54. The remaining coefficients cx1, cx2, cy1 and cy2 of the
homogeneous solution are expressed with the discrete values of ϕx and ϕy at the layer
boundaries, so that
ϕx1 = ϕx(0)
ϕx2 = ϕx(1)
ϕy1 = ϕy(0)
ϕy2 = ϕy(1)
→
cx1 = ϕx1
cx2 = ϕx2 − ϕx1 − cx3 − cx4
cy1 = ϕy1
cy2 = ϕy2 − ϕy1 − cy3 − cy4 .
(6.42)
Having all the coefficients at hand, the quadratic shape of the transverse shear stresses
can be expressed as derivatives of the warping functions incorporating the constitutive
equation (6.5 b), so that
τxz = C44 ϕx,z +C45 ϕy,z
=
C44
t
(cx2 + 2cx3ζ + 3cx4ζ
2) +
C45
t
(cy2 + 2cy3ζ + 3cy4ζ
2) ,
τyz = C45 ϕx,z +C55 ϕy,z
=
C45
t
(cx2 + 2cx3ζ + 3cx4ζ
2) +
C55
t
(cy2 + 2cy3ζ + 3cy4ζ
2) .
(6.43)
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In order to establish a system of equations for each layer, (6.43) is evaluated at the layer
boundaries and, considering the definitions in figure 6.3, the values of the transverse shear
stresses at the top and the bottom of a layer can be given with
τx1 = −τxz(0) = −C44
t
cx2 − C45
h
cy2
=
C44
t
(ϕx1 − ϕx2 + cx3 + cx4) + C45
t
(ϕy1 − ϕy2 + cy3 + cy4) ,
τx2 = τxz(1) =
C44
t
(cx2 + 2cx3 + 3cx4) +
C45
t
(cy2 + 2cy3 + 3cy4)
=
C44
t
(ϕx2 − ϕx1 + cx3 + 2cx4) + C45
t
(ϕy2 − ϕy1 + cy3 + 2cy4) ,
τy1 = −τyz(0) = −C54
t
cx2 − C55
h
cy2
=
C54
t
(ϕx1 − ϕx2 + cx3 + cx4) + C55
t
(ϕy1 − ϕy2 + cy3 + cy4) ,
τy2 = τyz(1) =
C54
t
(cx2 + 2cx3 + 3cx4) +
C55
t
(cy2 + 2cy3 + 3cy4)
=
C54
t
(ϕx2 − ϕx1 + cx3 + 2cx4) + C55
t
(ϕy2 − ϕy1 + cy3 + cy4) .
(6.44)
For the sake of clarity, the layer index i is no longer omitted and a system of equations
can be set up for the four unknown transverse shear stresses, and thus
τ i = ki vi − fi , (6.45)
where the vectors τ i, vi and fi and the matrix ki are given with
τx1
τy1
τx2
τy2
 = 1h

C44 C45 −C44 −C45
C54 C55 −C54 −C55
−C44 −C45 C44 C45
−C54 −C55 C54 C55


ϕx1
ϕy1
ϕx2
ϕy2
− 6h

3 b0x + b
1
x
3 b0y + b
1
y
3 b0x + 2b
1
x
3 b0y + 2b
1
y
 . (6.46)
The matrix ki is an element stiffness matrix, the vector vi contains the values of the
warping functions at the top and the bottom of the layer corresponding to the respective
transverse shear stresses and the vector fi is written in terms of the constants defined in
(6.36). An alternative notation for the vector fi is
fi = −1
h

−C44(cx3 + cx4) −C45(cy3 + cy4)
−C54(cx3 + cx4) −C55(cy3 + cy4)
−C44(cx3 + 2 cx4) −C45(cy3 + 2cy4)
−C54(cx3 + 2 cx4) −C55(cy3 + 2cy4)
 . (6.47)
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Figure 6.3: Definition of shear stresses at layer boundaries
When assembling the system of equations for each layer to a system of equations for the
whole laminate, the continuity of the transverse shear stresses at the layer boundaries can
be required by
∑n
i=1 Ti = 0, where Ti contains the transverse shear stresses at all layer
boundaries. It follows that
n∑
i=1
Ti =
n∑
i=1
aTi τ i =
n∑
i=1
aTi kiaiV −
n∑
i=1
aTi fi = 0 , (6.48)
leading to a linear system of equations written as
KV = F . (6.49)
The stiffness matrix K =
∑n
i=1 a
T
i kiai and the load vector F =
∑n
i=1 a
T
i fi for the whole
laminate are assembled with the help of the assembly matrix ai, for which vi = aiV holds.
For an arbitrary fixed stacking sequence in a laminate, the sparse stiffness matrix K has
to be set up and factorized only once. Only a back substitution is required to compute
the solution of (6.49) and thereby to obtain the discrete warping ordinates at the nodes.
As rigid body motions are not permissible, boundary conditions for the warping functions
have to be imposed. The choice of the boundary conditions leads to different constants for
these functions, but it does not affect the transverse shear stresses. Here, ϕx(z = h+) = 0
and ϕy(z = h+) = 0 are chosen.
Alternatively to the proposed procedure, since B is a linear function of ζ, (6.7) could be
integrated for each layer with respect to the thickness coordinate z. The drawback of this
procedure is that it requires knowledge of the shear stresses of the adjacent lower layer. On
the other hand, with the procedure proposed in this chapter, the transverse shear stresses
in an arbitrary layer can be calculated without knowing the value of the subjacent layer.
Chapter 7
Parallel programming in a finite
element software
Modeling the behavior of physical phenomena with differential equations and then solving
them with numerical methods, such as the finite element method, leads to large systems
of equations. This is also the case when modeling the behavior of thin-walled structures
by discretizing them with the global-local finite shell element that was presented in this
work. Specifically through the addition of the local model discussed in chapter 4 a large
number of unknowns is introduced on the element level, leading to a considerable increase
in computation time when setting up the stiffness matrix. To solve such large systems
of equations in a reasonable amount of computation time, high performance computers
with ample memory need to be used. On the other hand, it must also be ensured that
the software is implemented in a way so as to optimize performance. Thus, for the
operations involving multiplications of large matrices and vectors optimized routines
should be employed.
Additionally, the software needs to be adapted to modern parallel computer architectures.
The solution of such systems of equations with large numbers of unknowns in a sequential
way leads to unreasonably long computation times. Taking into account modern computer
architectures a parallelization of the computation process should be carried out, in order
to efficiently use the resources available.
In this chapter it is shown how the finite element software used in this work was adapted
to account for modern computer architectures by parallelizing the implemented code. The
modifications carried out thus increase the performance not only of the global-local finite
shell element, but also of all the other finite elements implemented in the finite element
software. In order to efficiently implement the parallelization of the software, knowledge of
the hardware is essential. This includes understanding at least basic concepts of processor
technology, computer memory and the way the components of computers or computer
systems communicate with each other. A short introduction to the subject of parallel
computing including some performance characteristics of parallel systems will be given in
the next section, before the implementation of the finite element analysis software used
will be discussed.
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7.1 Parallel computing
Simulations using the finite element method such as the ones presented in chapter 8 lend
themselves well for parallel computing. For this purpose, the problem is separated into
a number of smaller problems, which are solved concurrently. In order to describe the
steps that were taken to parallelize the algorithms in the developed finite shell element,
some definitions with respect to parallel computing and the present situation of computer
architectures are briefly discussed.
7.1.1 Overview
As a basis for a computer architecture often the proposal of Von Neumann is used [126].
The Von Neumann computer consists of a processing unit with an arithmetic logic unit
and processor registers, a control unit with an instruction register and a program counter,
main memory and input and output mechanisms. The control unit executes instructions
sequentially and controls the processing unit. Encoded instructions are fetched from the
main memory, decoded and executed. The components are connected via a bus. The
behavior of a Von Neumann computer is deterministic, meaning that out of one input
data stream one result data stream is produced as output.
A common classification of computer architectures is Flynn’s taxonomy [37], which defines
four different categories that are specified in table 7.1. Of course, computers can be hybrids
of these categories and most if not all newly developed computers have to be classified in
the MIMD category, but Flynn’s taxonomy is easy to understand and gives a good first
approximation [89].
Single Instruction Multiple Instruction
Single Data SISD MISD
Multiple Data SIMD MIMD
Table 7.1: Classification of computer architectures according to Flynn
A computer classified as SISD executes instructions sequentially. There is no parallelism
in either the instruction or the data streams. An example for such a computer is a
uniprocessor machine such as a traditional PC before multiple processors were introduced.
SISD computers are hardly produced anymore.
An SIMD computer possesses multiple processors that execute a single instruction on
multiple data, essentially meaning that the same operation is repeatedly carried out over a
large data set. An example for such a system are modern graphic processing units (GPUs),
which are highly effective when processing of large blocks of data needs to be done in
parallel.
The MISD architecture is an uncommon architecture, in which the same data stream is
manipulated by multiple operations. Computational resources are usually not effectively
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used with this scheme. It is however used for fault tolerance as for example in the Space
Shuttle flight computers.
Most modern computers belong to the MIMD category, where multiple processors operate
independently and execute different instructions on multiple data streams. In order to use
the resources of computers that are in the MIMD category, parallelized software programs
need to be written. In high-performance computing, parallel concepts have long been
used for example in so-called supercomputers, which contain multiple processors that are
connected by a local high-speed computer bus. The first supercomputers contained only a
few processors, while more recent supercomputers contain tens of thousands of processors.
An alternative to supercomputers are computer clusters, which consist of a number of
computers that are more loosely connected to each other, for example through local area
networks. The computers in the clusters work together, so that in many respects they
can be viewed as a single system. If the pool of computers is even more heterogeneous,
in that the computers are even more loosely connected, for example because they are
geographically dispersed, it is referred to as a grid computing system [62]. The components
in a grid computing environment are similar to the processors in a supercomputer. In
order to be able to work together the computers must be connected to a network. Most
recently the term cloud computing was coined, where computing resources are provided as
a service and can be accessed over a web browser. It is therefore similar to the concept
of grid computing. In the past, increasing the clock frequency was the primary method
of improving processor performance [6]. Due to physical constraints however, the clock
frequency of processors has nearly stagnated in the last few years. In order to still
increase their performance, producers have resorted to increasing parallelism by assembling
off-the-shelf desktop PCs with multi-core processors for several years.
Parallel computers can be further differentiated into categories by how the hardware
supports parallelism. At present, three different relevant categories can be specified [108].
Parallel computers significantly differ in the way they use and access memory. In so-called
shared memory processing (SMP) systems, the first category, such as multi-core computers,
the processing elements are contained within the same machine and they use a common
memory. A schematic example of an SMP system is given in figure 7.1a. The bottleneck
in SMP systems is the computer bus, which transports data between the components of
the system.
A second category of parallel computers are parallel systems with distributed memory.
Such a system consists of a number of different autonomous computers, that each possesses
its own private memory. As is shown in the schematic example in figure 7.1b, a parallel
computer that belongs to the SMP category can be part of such a system with distributed
memory. The different computers in such a system are usually referred to as nodes. Since
the nodes are autonomous they do not share a common memory. To transfer data they
need to communicate with one another via a network by exchanging messages. They are
therefore often called message passing systems. Since communication with the help of a
network is much slower than via a computer bus, how the nodes of the parallel system
are connected, the so-called network topology, has a large bearing on the efficiency of the
system.
A third category that needs to be mentioned is parallel computers with intrinsic par-
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Figure 7.1: Examples for parallel systems with different memory concepts
allelization in accelerator cards, such as GPUs, which were already mentioned. Even
though their development was advanced through the computer game industry, they are
increasingly used in scientific computer simulations because they provide a high degree of
parallelization and are particularly suitable in certain problems, where a large amount of
data has to manipulated in parallel.
The increase in parallelism in computing necessitates the development of adequate par-
allelized software that is able to use the resources at its disposal. For this reason the
development of suitable programming models was promoted, some of which will be briefly
introduced in the following section.
7.1.2 Programming techniques
In order to program parallel computers a number of different programming techniques
have been developed. Different programming techniques have been designed while having
different types of parallel computers and especially their underlying memory architecture
in mind. They are often divided into classes on that basis.
Data parallelism is a suitable programming technique in parallel systems with multi-core
processors. It is based on a sequential control flow and parallel operations on global data
structures. The application flow of the distributed operations on the different processors
is managed by a single program. The distribution of the workload is carried out by the
compiler, which also controls the exchange of messages. Compiler directives are used by
the programmer to organize the distribution of the operations. High Performance Fortran
(HPF) is a prominent example of a parallel programming technique that employs data
parallelism [72]. It has, however, not become widely accepted.
The most popular programming technique on parallel computers using only one physical
memory is the shared memory programming model. This technique has been in use for
over two decades. In this model, the different parallel threads that execute different tasks
can access and manipulate a common memory. Thus, the communication of data is not
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necessary, but rather the common address space must be coordinated.
...
Thread 0
Thread 1
Thread 2
Master Thread Master Thread
Figure 7.2: Activity diagram of an application flow with a parallel region
A very common shared memory Application Programming Interface (API) in scientific
high-performance computing is OpenMP [27]. It is a standardized interface that is managed
by a review board and supported by a group of major computer hardware and software
vendors. OpenMP is supported for the programming languages FORTRAN, C and C++. It
is independent of the hardware and nearly independent of the operating systems. The
OpenMP API is made up of a set of compiler directives, library routines and environment
variables.
In the OpenMP concept a serial task often referred to as the Master Thread running in a
program starts a team of threads, which perform their tasks concurrently. During this
time, the Master Thread is idle and only when the threads of the team join does the
Master Thread continue to execute. Figure 7.2 shows an activity diagram of how a parallel
region is implemented in software by means of the OpenMP model.
The beginning and the end of a parallel region are illustrated by a black bar. At the
beginning of the parallel region, a team of threads is created in the serial application flow.
Ideally, in a parallel system with p processors a number of p different threads are created,
that each perform a task on a different processor. The aim is that the runtime environment
allocates the different threads to different processors that are then executed on that
processor by means of so-called gang scheduling. In practice this can only approximately
be achieved, since where the threads are deployed depends on the processor load. Therefore,
some of the threads may be chosen before others or executed consecutively on the same
processor.
A major advantage of the OpenMP concept is that it can be conveniently implemented
into a serial program. It offers a unified address space for all of the available data, so that
data distribution does not need to be considered. When using the OpenMP concept the
portion of the serial code that is to be parallelized can be conveyed to the compiler with
the help of directives. Data layout and decomposition is thus automatically handled by
the compiler, which conducts the parallelization. The directives are treated as comments
when the compiler is instructed to compile sequentially.
On the other hand, errors can be inadvertently introduced due to the fact that OpenMP
is based on the concept of threads [76]. For instance, it must be avoided that a variable
is repeatedly manipulated in parallel, which can lead to unpredictable errors due to race
conditions when multiple threads try to manipulate memory at the same time. Thus,
protection mechanisms, such as locks, are introduced. On the other hand, locks can lead
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to so-called deadlock situations, when two or more threads wait for each other to finish
and the program stops executing. Also, debug synchronization can be difficult when trying
to find and correct bugs. Care must thus be taken when implementing parallelism with
the help of the OpenMP model.
Parallel systems with distributed memory consist of different computer nodes that are
connected via a network. Such parallel systems with distributed memory need to use a
message-passing system in order to communicate and exchange data. In this programming
model different processes that run in parallel communicate with each other by means
of messages in order to solve a problem. The messages passed include signals to steer
the application flow and data that are exchanged between processors. Not being able
to use high-speed computer buses but rather using a network connection means that
higher communication times are to be expected, which decreases the efficiency of the
implementation. On the other hand, an advantage of this programming technique is that,
since data distribution must be considered, race conditions that lead to unpredictable
errors are avoided.
The most popular Application Programming Interface in this area is the Message Passing
Interface (MPI), which was designed by a group of researchers from academia and industry
[38] and is a language-independent communications protocol. It standardizes message
passing by defining the syntax and semantics of a core of library routines, thus making
different products that use MPI compatible and the software portable. It therefore provides
a virtual topology of the machines that are part of the parallel system. MPI programs aim
to synchronize different processes, and typically, for maximum performance, each process
runs on a different processor in the parallel system. Programs that use the MPI interface
usually are written in C or C++, but implementations in a number of other programming
languages are available.
In the scientific field, a number of applications have been developed on other models that
involve network communication. Some are based, for example, on the client-server concept,
where suitable parameters are sent from a client to a server requesting some form of service.
In others, the concept of mobile code is employed in peer-to-peer models, so that a node
in the parallel system can dynamically request code which is then automatically executed.
The concept of mobile code is taken a step further in the development of autonomously
moving code components called mobile agents [85, 97, 103, 104]. Client-server based
concepts are widely in use in the non-scientific field, while the concepts of mobile code and
mobile agents have not been able to establish themselves [26]. In scientific applications,
SMP in combination with OpenMP on shared memory systems and message passing
systems with MPI on systems with distributed memory are the most popular.
More recently, APIs have also been developed for programming GPUs. With the intro-
duction of the Compute Unified Device Architecture (CUDA), the use of GPUs became
popular in scientific applications. It was originally developed by Nvidia for graphics
processing and is therefore limited to Nvidia hardware. With the help of CUDA, software
developers can access the virtual instruction set and memory of the elements in GPUs that
support CUDA. An API for GPUs that works on more heterogeneous platforms and is not
restricted to one particular vendor is OpenCL, which is an open standard maintained by
the non-profit technology consortium Khronos Group. Similar to CUDA specifically for
Nvidia GPUs, OpenCL gives the software developer access to the GPUs that support the
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interface. The key feature of OpenCL is its portability, while CUDA is more optimized,
because it runs on a specific hardware.
7.1.3 Performance characteristics
In order to evaluate the performance of parallel systems some performance characteristics
need to be defined. On the basis of the performance characteristics a conclusion can be
drawn of how much time is gained by performing the computations in parallel and not
sequentially. In this work, the cost of implementing the parallelism, the so-called overhead,
is included in the assessment. The achieved performance can differ from the theoretical or
expected performance dramatically. Reasons for this can be the cost of communication, a
small bandwidth of the memory or a small cache.
An obvious performance characteristic is the speedup, denoted by S and defined by
S =
Ts
Tp
. (7.1)
It allows an assertion of how much time is gained by solving a problem with a number of
processors p opposed to only one processor. In (7.1), Ts is the runtime of the simulation
carried out with one processor, while Tp is the runtime with p processors. For Ts, the
runtime of the fastest sequential algorithm should be used, but as it is unknown in many
cases, the runtime with one processor is often used. The value of the speedup lies in the
interval 1 ≤ S ≤ p.
A second performance characteristic is the efficiency, denoted by E and defined by
E =
S
p
, (7.2)
which relates the Speedup to the number of processors. The efficiency provides information
about how well the processors involved in the computation were utilized. It thus allows an
assertion of how much time was lost in communication and synchronization. The value of
the efficiency lies in the interval 1
p
≤ E ≤ 1. It is noted that in a complete analysis of the
efficiency of a parallel system, the workload of each processor involved in the computation
should be analyzed.
A number of laws have been developed to predict the speedup of a parallel system, but
this goes beyond the scope of this thesis12. The performance characteristics will be used
to evaluate the parallelization of the implemented code, which will be discussed in the
next section.
7.2 Implementation in FEAP
The mixed finite shell element introduced was implemented into an extended version of
the finite element software FEAP [122], which is a multi-purpose finite element analysis
12 Such laws are for instance specified in [4, 50].
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program for the solution of static and dynamic linear and nonlinear problems.
The develop environment used for the implementation of the global-local finite shell element
is Microsoft Visual Studio with Intel Fortran Compiler as part of Intel Fortran Composer
XE. In the implementation, many operations involving multiplications of large sparse
matrices and vectors are performed on the element level. To date, a large number of libraries
exist that offer optimized math routines for such operations. In the implementation of the
global-local finite shell element, the routines for multiplications of large sparse matrices
and vectors provided by the Math Kernel Library (MKL), which is part of Intel Fortran
Composer XE product, are used. In this way, it is assured that the math operations are
carried out in an optimized way, reducing computation time. In order to use the routines
provided, the matrices and vectors need to be stored in sparse matrix and vector storage
formats, which can then be passed to the interfaces to routines provided by the MKL
library. The storage formats will not be discussed in this work but are shown in the
available documentation of the MKL library.
The software FEAP was originally written for serial computation. A serial stream of
instructions was executed one instruction at a time on a central processing unit in one
computer in order to solve a problem. Running software in this way on a modern desktop
computer with multiple processors is no longer up to date, since only one processor is
used, thus leading to very large computation times and a waste of resources. In order to
efficiently use the capacity of parallel computers by using several processors simultaneously,
computationally expensive parts of the simulation have to be identified, separated into
several independent parts and concurrently worked on. A suitable programming technique
needs to be chosen to implement the parallelization. In order to do so, the application flow
of the software needs to be well-known. For this reason, a short summary of a nonlinear
finite element simulation is given at this point.
Figure 7.3 shows an activity diagram of significant activities in a computation with FEAP
that are typically carried out in a nonlinear analysis after data relevant to the simulation
has been read in from an input file and some operations have been performed in preparation
of the simulation. In highly nonlinear problems the load is applied incrementally, so that
at first, the load increment must be set and the total number of load steps denoted by lmax
in figure 7.3 must be determined. A control variable that runs from zero to the number
of load steps lmax is denoted by l. If the control variable l has not reached the number
of load steps lmax a loop is entered, where for each applied load an equilibrium state is
sought to be reached by solving a system of equations resulting from the finite element
implementation. The initial value of the vector of unknowns for the first load step is
arbitrary, while the initial value for each following iteration is the displacement vector of
the last load step. In order to avoid an infinite loop if the convergence criteria is not met,
a maximum number of iterations kmax is decided on. A control variable denoted by k runs
from zero to the maximum number of iterations kmax.
After incrementing the load, the tangential global stiffness matrix and load vector are set
up by means of a loop through all finite elements. A control variable that runs from zero
to n with n being the number of elements is denoted by i and is set to zero before the loop
through all finite elements begins. When the global stiffness matrix and load vector are set
up the system of equations can be solved to derive the increment of the vector of unknowns.
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Figure 7.3: Activity diagram of a sequential nonlinear finite element analysis with FEAP
Next, the vector of unknowns is updated by adding the increment of unknowns. At this
point, a convergence criterion is evaluated. If it is not met, it is checked if the maximum
number of iterations kmax has been reached. If this is the case, the simulation is terminated
without having reached a solution. Alternatively, a procedure could be implemented, in
which the size of the load step is decreased and the procedure is started over. If kmax has
not been reached, the control variable k is incremented and the global stiffness matrix and
load vector have to be set up again with the updated vector of unknowns as the initial
value. If the convergence criteria is met, the control variable l is incremented and the
simulation either continues with the next load step or, if the maximum number of load
steps is reached, terminates after performing some post-processing operations.
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With the help of the activity diagram in figure 7.3, the application flow is analyzed, in
order to identify the computationally expensive parts of the simulation. The part with the
highest computational cost is usually deriving the solution of the system of equations with
a numerical solving technique. Also the process of assembling the global stiffness matrix
and load vector can inflate the total computation time considerably. This is the case for
the global-local finite shell element developed in this work, because a large number of
unknowns is introduced on the element level. The solution of the system of equations
and the assembling of the global stiffness matrix and load vector are therefore operations
that should be carried out concurrently when carrying out nonlinear simulations using
computers with parallel architectures.
Figure 7.4 shows an activity diagram where these operations are carried out in parallel.
As in figure 7.2, the beginning and the end of the two parallel regions are indicated by
black bars. In one parallel region depicted in figure 7.4 the system of equations is solved
concurrently. In FEAP, the parallelization is implemented by providing an interface to
an external highly efficient parallel solver named PARDISO [99, 100]. The PARDISO
package is a software for solving large sparse symmetric and unsymmetric linear systems of
equations on shared memory multiprocessors. PARDISO thus is used in computationally
intensive simulations to solve the large systems of equations that occur when solving a
problem by means of the finite element method.
In the second parallel region the assembling of the global tangential stiffness matrix
and the load vector is performed concurrently. To realize the parallelization, a suitable
programming technique needs to be chosen and implemented. Since the software is to run
on desktop computers with multiple processors and shared memory, using the OpenMP
API is an obvious choice to implement the parallelization.
On a parallel system with p processors the work load is separated into p parts. Thus,
bearing the OpenMP concept in mind, p threads are created at the beginning of the
parallel region. Since the computing time is roughly the same for each cycle of the loop
through all the elements the obvious way to implement the parallelization is to split the
loop with n cycles into p loops with n/p cycles each. If the division n/p does not yield
a whole number, the next best distribution should be chosen. In figure 7.4, this case
is not considered, it is assumed that n/p yields a whole number. Each of the threads
handles one loop, thus concurrently computing tangential element stiffness matrices and
load vectors and inserting them into the global tangential stiffness matrix and global
load vector. Ideally, each of the threads executes on a different processor, thus efficiently
using the capacity of all the available resources. For the reason mentioned in the previous
section, this is only approximately achievable. At the end of the parallel region, the team
of threads is joined and the Master Thread continues executing.
When parallelizing the loop, it must be decided which of the variables and fields in the
loop must be private to each thread and which variables and fields must be public, so
that all of the threads can access them. For example, the fields containing the tangential
element stiffness matrix and load vector need to be private to each thread, while the
fields containing the global tangential stiffness matrix and global load vector need to be
public. Some of the code in the described loop in FEAP had to be altered to ensure that
private variables remain private to the thread during the whole loop. While the private
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Figure 7.4: Activity diagram of a parallel nonlinear finite element analysis with FEAP
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variables and fields are otherwise unproblematic, problems can occur if multiple threads
try to access the same address space in public variables and fields, leading to the race
conditions already described and therefore to unpredictable errors in the program. This
can be circumvented by identifying parts of the code that are vulnerable to race conditions
and using compiler directives to ensure that the address space is not manipulated by two
or more threads at the same time.
Using the MKL library for sparse matrix-vector operations and using the OpenMP API
for the parallelization of the implemented code warrants that the hardware resources are
efficiently used, leading to acceptable computation times for nonlinear simulations. In
chapter 8.2, the performance gain by means of the parallelization of the code is discussed
with the help of performance characteristics such as speedup and efficiency.
Chapter 8
Examples
In this chapter the performance of the implemented finite shell element and the effectiveness
of the parallelization are illustrated by some examples. All examples are the result of
computations with the finite element software FEAP.
8.1 Numerical examples
To begin with, the capabilities of the global-local finite shell element and the enhanced
FSDT model are demonstrated with the example of a simply supported plate. Examples
with a different number of layers and different stacking sequences are computed. Next,
the results of some simulations with a cylindrical shell are presented. Finally, some
geometrically nonlinear examples of box beams and double T-girders are given.
8.1.1 Simply supported plate
The first example, a simply supported square plate subjected to an area load of p =
1 N/mm2, is illustrated in figure 8.1. The length of the square plate amounts to b = 50 mm,
while the thickness is h = 1 mm. A coordinate system is introduced, the origin of which
lies in the middle of the plate. The in-plane axes are denoted by ξ1 and ξ2 while the
axis perpendicular to the plane is denoted by ξ3. The reference plane is denoted by Ω0
and separates the plate into two halves with the same thickness, so that the top and the
bottom of the plate can be specified by h+ = h/2 and h− = −h/2 respectively.
The material parameters for the transversely isotropic constitutive law (3.64) introduced
in chapter 3.4 for a carbon-fiber-reinforced plastic (T300/LY556) are specified by
E1 = 125000 N/mm
2 , G12 = 4800 N/mm
2 ,
E2 = 7400 N/mm
2 , ν12 = 0.34 ,
ν23 = 0.37 .
(8.1)
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Figure 8.1: Simply supported square plate
In the following, the example is computed with a number of different stacking sequences
using different finite elements. For the sake of simplicity, some abbreviations are introduced
in table 8.1 for the different finite elements used.
Abbreviation Model
QB Brick element with quadratic shape functions
G Global shell, independent thickness strains
GL1 Global-local shell, elementwise constant
GL2 Global-local shell, full interpolation
PP1 Enhanced FSDT, model 1
PP2 Enhanced FSDT, model 2
Table 8.1: Abbreviations of the different theoretical models
As a reference solution, the results of simulations conducted using brick elements with
quadratic ansatz functions are presented. Additionally shown are the results of simulations
carried out using the global shell element discussed in chapter 3, including independent
thickness strains as proposed in [71], the global-local shell element introduced in chapters
4 and 5 and the enhanced FSDT model presented in chapter 6, which is a post-processing
procedure. The two different versions of the global-local shell element and the enhanced
FSDT model in table 8.1 were outlined in the respective chapters. The orthogonalization
procedure used for the global-local shell element is specified along with the example.
The enhanced FSDT model was implemented in a shell element based on a single-field
variational principle.
The results of the simulations of the layered composite plate with the different stacking
sequences are shown in the following sequence. First, plots are shown of the results for the
out-of-plane displacement w, the effective stress couple resultants m˜11, m˜22 and m˜12 and
the effective shear stress resultants q˜1 and q˜2 using the global-local finite shell element with
elementwise constant values. These results correspond to the results using the global finite
shell element, showing that the original results for the displacements and effective stress
8.1. Numerical examples 129
ξ2
ξ1
1©
3©
5©
4©
2©
Figure 8.2: Evaluation points for the stresses
resultants are not falsified by the addition of the local part of the model. Thereafter the
results of the different finite elements for the stresses Sij are shown through the thickness
of the layered composite plate at certain evaluation points. The evaluation points are
specified in figure 8.2. For the global-local shell element the results for the warping of
the cross section are shown at the evaluation points. Figure 8.2 shows the discretization
with two-dimensional elements, so that in this case, the evaluation point is at the element
center. For the brick element with quadratic shape functions, the evaluation point is
chosen to lie in a node of the mesh. The coordinates of the evaluation points in figure 8.2
are specified in table 8.2.
Point 1© 2© 3© 4© 5©
Coordinate ξ1 23.21 1.79 16.07 8.93 12.50
Coordinate ξ2 1.79 23.21 8.93 16.07 12.50
Table 8.2: Coordinates of evaluation points
The discretizations with two-dimensional and three-dimensional finite elements and quali-
tative representations of the deformed plate are shown in figure 8.3. In simulations with
brick elements the plate is discretized with 28x28x12 elements, as illustrated in figure
8.3a. In simulations with shell elements the plate is discretized with 42x42 elements, as
illustrated in figure 8.3b. As a large number of brick elements has to be used through the
thickness of the plate to receive acceptably accurate results, especially for the stresses, the
computation with brick elements takes significantly longer. A qualitative representation
of the deformed state of the plate is given in figure 8.3c for the discretization with brick
elements and in figure 8.3d for the discretization with shell elements. The maximum
displacement in ξ3-direction is located in the middle of the plate.
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(a) Discretization with brick elements (b) Discretization with shell elements
(c) Deformed plate with brick elements (d) Deformed plate with shell elements
Figure 8.3: Discretizations of the plate and qualitative representation of the deformed plate
Homogeneous example
As a first example, the simply supported square plate has only one unidirectional layer
with a fiber angle of ϕ = 0◦. This simple example is given to show the improvements
in the results of the out-of-plane stresses achieved by means of the global-local shell
and the enhanced FSDT model towards the global model. It is mentioned that for
reasons of symmetry the simulation can be performed in a quarter of the plate with
appropriate boundary conditions. The orthogonalization procedure with two parameters
for homogeneous materials is used in the global-local model. The results for the maximum
displacement in ξ3-direction in the middle of the plate of the different models are specified
in table 8.3 using the abbreviations defined in table 8.1.
Model QB G PP1 PP2 GL1 GL2
wmax [mm] 7.61 7.58 7.60 7.61 7.60 7.60
Table 8.3: Maximum displacement wmax
The results for the displacements using the different finite elements are in good agreement,
with the largest discrepancy being less than 0.4 %. The displacements in ξ3-direction for
the plate are shown in figure 8.4a for model GL1. Additionally, the effective stress couple
resultants m˜11, m˜22 and m˜12, and the effective shear stress resultants q˜1 and q˜2 are shown
in figures 8.4b to 8.4f for the same model. The three effective membrane stress resultants
n˜11, n˜22 and n˜12 are zero in this problem.
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(a) w [mm] (b) m˜11 [Nmm/mm]
(c) m˜22 [Nmm/mm] (d) m˜12 [Nmm/mm]
(e) q˜1 [Nmm/mm] (f) q˜2 [Nmm/mm]
Figure 8.4: Out-of-plane displacement and effective stress resultants
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Figure 8.5: Stresses through the thickness at evaluation point 1©
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Figure 8.6: Strains through the thickness at evaluation point 1©
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Figure 8.7: Displacements and transverse shear stresses (PP1 and PP2) at evaluation point 1©
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(a) q˜G1 [N/mm] (b) q˜L1 [N/mm]
(c) q˜G2 [N/mm] (d) q˜L2 [N/mm]
Figure 8.8: Separation of shear stress resultants into a global and local part
The results of the effective stress resultants using the coupled global-local model correspond
to the results for the global model, which are already sufficiently accurate. For the stress
couple resultants and the membrane stress resultants this is a result of the orthogonalization
procedure. On the other hand, through the addition of the local model an alteration of
the shear stress resultants is permitted. The effective shear stress resultants are separated
into a global and a local part. The separated results of the global and the local model
are shown in figure 8.8. Adding the results for the global shear stress resultant q˜G1 shown
in figure 8.8a and the results for the local shear stress resultants q˜L1 shown in figure 8.8b
yields the shear stress resultant q˜1 shown in figure 8.4e. It is analogous for q˜2.
The stresses through the thickness of the plate are shown in figure 8.5 at evaluation point
1©. It is apparent that the results for the in-plane stresses S11, S22 and S12 for the global
model and global-local model are in good agreement with the reference solution.
When examining the transverse shear stress S13 by means of figure 8.5e at evaluation
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point 1©, where the shear stress resultant q˜1 is relatively large, as shown in figure 8.4e, it
becomes evident that the result derived by means of the global-local model is in good
agreement with the reference solution, whereas the result of the global model yields a
constant result through the thickness. This model is only capable of producing a result
that is correct on an average. Since the global model only supplies constant paths of the
transverse shear strains through the thickness (3.22), the results obtained for the transverse
shear stresses by means of the material law are also constant. With the global-local model,
the quadratic path of the transverse shear stress S13 is accurately reproduced and the
results equal zero at the top and bottom of the composite, which needs to be the case
considering boundary conditions. Because the other effective shear stress resultant q˜2 is
relatively small, as shown in figure 8.4f, the transverse shear stress S23 at evaluation point
1© is also small, but it follows a quadratic path. In homogeneous examples with only one
unidirectional layer the transverse shear stresses follow a quadratic path without kinks or
jumps at every point of the plate. The normal stress S33 depicted in figure 8.10c is zero
through the thickness of the plate in this example.
In figures 8.7a to 8.7d, plots are shown of the global and local in-plane displacements
introduced in (4.14). The global displacements are several orders of magnitude larger than
the local in-plane displacements, which describe warping of the cross section. The global
in-plane displacements follow a linear path, which is why the global model with its linear
strains specified in (4.24) yields good results for the displacements and the stress resultants.
It is not able, however, to reproduce the correct path of the out-of-plane stresses. With
the introduction of the local model the warping of the cross section and hence also the
transverse shear stresses can be derived as part of the variational formulation. The results
for the local displacements follow a cubic path through the thickness of the plate, because
the highest order terms in the ansatz functions are cubic. The local displacement uL
shown in figure 8.7b corresponds to the transverse shear stress S13 depicted in figure
8.5e, while the local displacement vL shown in figure 8.7d corresponds to the transverse
shear stress S23 depicted in figure 8.5f. As the local displacement uL is several orders of
magnitude larger than the local displacement vL, the transverse shear stress S13 is larger
than the transverse shear stress S23. The results for the transverse shear stresses derived
with the enhanced FSDT model discussed in chapter 6 are shown in figures 8.7e and 8.7f.
The results correspond largely to the results obtained using the brick element and the
global-local shell element.
Inhomogeneous examples
In this section, a number of inhomogeneous examples with different stacking sequences
are provided. The first example is a cross-ply laminate with three layers and a stacking
sequence of [0◦/90◦/0◦]. For reasons of symmetry the simulation can be performed in
a quarter of the plate with appropriate boundary conditions. When implementing the
orthogonalization of the global-local finite shell element the method of least squares is
used considering the special characteristics of cross-ply laminates as discussed in chapter
4.2.2. The summation procedure and the procedure for special stacking sequences applied
to cross-ply laminates, with the parameters α = 1.5 and β = 10, outlined in the same
chapter, yield very similar results.
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(a) w [mm] (b) m˜11 [Nmm/mm]
(c) m˜22 [Nmm/mm] (d) m˜12 [Nmm/mm]
(e) q˜1 [N/mm] (f) q˜2 [N/mm]
Figure 8.9: Out-of-plane displacement and effective stress resultants
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Figure 8.10: Stresses through the thickness at evaluation point 1©
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Figure 8.11: Strains through the thickness at evaluation point 1©
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Figure 8.12: Displacements and interlaminar shear stresses (PP1 and PP2) at point 1©
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(a) q˜G1 [N/mm] (b) q˜L1 [N/mm]
(c) q˜G2 [N/mm] (d) q˜L2 [N/mm]
Figure 8.13: Separation of shear stress resultants into a global and local part
The results for the maximum displacement of the different models are specified in table
8.4 using the abbreviations defined in table 8.1. The largest discrepancy of the maximum
displacement in the middle of the plate is less than 0.65 %. The displacements in ξ3-
direction for the plate are shown in figure 8.9a when using model GL1. Additionally,
the effective stress couple resultants m˜11, m˜22 and m˜12, and the effective shear stress
resultants q˜1 and q˜2 are shown in figures 8.9b to 8.9f for the same model. The three
effective membrane stress resultants n˜11, n˜22 and n˜12 are zero.
Model QB G PP1 PP2 GL1 GL2
wmax [mm] 7.74 7.69 7.71 7.73 7.74 7.74
Table 8.4: Maximum displacement wmax
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Analogous to the preceding example, the results for the effective stress resultants using the
coupled global-local model correspond to the results for the global model alone, with the
shear stress resultants separated into a global and a local part. The separated results of
the global and the local model are shown in figure 8.13. Adding the results for the global
shear stress resultant q˜G1 shown in figure 8.13a and the results for the local shear stress
resultants q˜L1 shown in figure 8.13b yields the effective shear stress resultant q˜1 shown in
figure 8.9e. It is analogous for q˜2.
The results for the stresses, strains and displacements through the thickness of the plate
are presented for two different evaluation points. Figures 8.10 to 8.12 show the results for
evaluation point 1©, while figures 8.14 to 8.16 show the results for evaluation point 2©. At
evaluation point 1©, the effective shear stress resultant q˜1 shown in figure 8.9e is relatively
large and the effective shear stress resultant q˜2 shown in figure 8.9f is relatively small. It
is the other way around at evaluation point 2©.
The stresses are shown for evaluation point 1© in figure 8.10 and for evaluation point 2©
in figure 8.14, while the strains are shown in figure 8.11 for evaluation point 1© and in
figure 8.15 for evaluation point 2©. Unlike the previous, homogeneous example, there are
jumps in the in-plane stresses S11 and S22. On the other hand, the in-plane strains E11
and E22 are continuous throughout the thickness of the laminate. The in-plane stress S12
and the in-plane strain 2E12 both are continuous for cross-ply laminates. The reason for
this is that the entries CG14, CG24, CG41, and CG42 are zero and CG44 stays the same through the
thickness in cross-ply laminates.
The interlaminar shear stresses S13 and S23 follow a piecewise quadratic path and are
continuous with kinks at the layer boundaries, where the properties of the stiffness matrix
change, but there are no jumps. On the other hand, the interlaminar shear strains 2E13
and 2E23 exhibit jumps at the layer boundaries. This behavior is characteristic of laminates
consisting of transversely isotropic layers. Examining the interlaminar shear stress S13 by
means of figure 8.10e at evaluation point 1©, where the shear stress resultant q˜1 is relatively
large, and the interlaminar shear stress S23 by means of figure 8.14f at evaluation point 2©,
where the shear stress resultant q˜2 is relatively large, manifests that the results derived
by means of the global-local model are in good agreement with the reference solution,
whereas the results of the global model yield piecewise constant results with jumps at the
layer boundaries. Again, the global model is only capable to reproduce the average result
through the thickness.
It is pointed out that with the global-local model, the piecewise quadratic paths of the
interlaminar shear stresses S13 at evaluation point 1© and S23 at evaluation point 2© are
accurately reproduced and the results equal zero at the top and bottom of the composite,
which needs to be the case considering boundary conditions. The continuity at the layer
boundaries is met. Because the other effective shear stress resultants q˜2 at evaluation point
1© and q˜1 at evaluation point 2© are relatively small the interlaminar shear stresses S23 at
evaluation point 1© and S13 at evaluation point 2© are also small, but follow a piecewise
quadratic path. The qualitative path of the interlaminar shear stress S13 depicted in figure
8.10e, with a smaller inclination in the top and bottom layers and a larger inclination
in the middle layer, is characteristic of the interlaminar shear stress S13 for the stacking
sequence in this example.
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Figure 8.14: Stresses at evaluation point 2©
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Figure 8.15: Strains at evaluation point 2©
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Figure 8.16: Displacements and interlaminar shear stresses (PP1 and PP2) at point 2©
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Similarly, the qualitative path of the interlaminar shear stress S23 depicted in figure 8.10f
is characteristic of the interlaminar shear stress S23 for the stacking sequence in this
example. This is the case because the paths of the interlaminar shear stresses are strongly
influenced by jumps in the stiffnesses. Cross-ply laminates, which consist of layers that
only have fiber orientations of 0◦ and 90◦, display the largest jump in the stiffnesses at
the layer boundaries of CG11 and CG22. These stiffnesses strongly influence the paths of the
interlaminar shear stresses in cross-ply laminates.
Because in the simulation with brick elements the area load acts upon the middle of the
plate, there is a jump in the path of the interlaminar normal stress S33 at this point. When
using the global-local shell element with its piecewise functions through the thickness, the
results for the interlaminar normal stresses S33 depicted in figure 8.10c and figure 8.14c are
zero through the thickness of the plate. When using the global shell element the results
are only approximately zero, for numerical reasons.
In figures 8.12a to 8.12d and figures 8.16a to 8.16d, plots are shown of the global and local
in-plane displacements introduced in (4.14). Similar to the homogeneous example, the
global displacements are several orders of magnitude larger than the local displacements.
The global in-plane displacements follow a linear path, which is why the global model
with its linear strains specified in (4.24) yields good results for the displacements and the
stress resultants. It is not able, however, to reproduce the correct path of the interlaminar
stresses. With the introduction of the local model the warping of the cross section and
hence also the interlaminar shear stresses can be derived.
The results for the local displacements follow a piecewise cubic path through the thickness
of the plate with kinks at the layer boundaries, because the highest order terms in the
ansatz functions are cubic. The condition of continuity at the layer boundaries is fulfilled.
For evaluation point 1©, the local displacement uL shown in figure 8.12b corresponds to
the interlaminar shear stress S13 depicted in figure 8.10e, while the local displacement vL
shown in figure 8.12d corresponds to the interlaminar shear stress S23 depicted in figure
8.10f. As the local displacement uL at evaluation point 1© is several orders of magnitude
larger than the local displacement vL, the interlaminar shear stress S13 is larger than
the interlaminar shear stress S23. In the same way, for evaluation point 2©, the local
displacement uL shown in figure 8.16b corresponds to the interlaminar shear stress S13
depicted in figure 8.14e, while the local displacement vL shown in figure 8.16d corresponds
to the interlaminar shear stress S23 depicted in figure 8.14f. At evaluation point 2© the
local displacement vL is several orders of magnitude larger than the local displacement
uL, and, correspondingly, the interlaminar shear stress S23 is larger than the interlaminar
shear stress S13.
The results for the interlaminar shear stresses derived with the enhanced FSDT model
discussed in chapter 6 are shown in figures 8.12e, 8.12f, 8.16e and 8.16f. The results
correspond largely to the results obtained with the quadratic brick element and the
global-local shell element.
The second inhomogeneous example is a cross-ply laminate with 15 layers, beginning and
ending with a layer that has a fiber orientation of 0◦.
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(a) w [mm] (b) m˜11 [Nmm/mm]
(c) m˜22 [Nmm/mm] (d) m˜12 [Nmm/mm]
(e) q˜1 [N/mm] (f) q˜2 [N/mm]
Figure 8.17: Out-of-plane displacement and effective stress resultants
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Figure 8.18: Stresses at evaluation point 1©
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Figure 8.19: Displacements at evaluation point 1©
Also in this example, for reasons of symmetry the simulation can be performed in a
quarter of the plate with appropriate boundary conditions. When implementing the
orthogonalization of the global-local finite shell element the method of least squares is
used considering the special characteristics of cross-ply laminates as discussed in chapter
4.2.2. A simulation with quadratic brick elements was not performed, as the large amount
of elements in thickness direction needed to derive satisfactory results exceeds the capacity
of a standard desktop computer. The results of model GL2 are omitted, as they largely
correspond to the results of model GL1.
Model G PP1 PP2 GL1
wmax [mm] 7.87 7.88 7.90 7.89
Table 8.5: Maximum displacement wmax
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The results for the maximum displacement of the different models are specified in table
8.5 using the abbreviations defined in table 8.1. The largest discrepancy of the maximum
displacement derived by means of the different models is less than 0.3 %. The displacements
in ξ3-direction for the plate are shown in figure 8.17a for model GL1. Additionally, the
effective stress couples m˜11, m˜22 and m˜12, and the effective shear stress resultants q˜1 and
q˜2 are shown in figures 8.17b to 8.17f for the same model. Again, the three effective
membrane stress resultants n˜11, n˜22 and n˜12 are zero. The results for the effective stress
resultants in this example using the coupled global-local model correspond to the results
for the global model alone, with the shear stress resultants separated into a global and a
local part. The portrayal of the separated global and local effective shear stress resultants
is foregone for this example, as is the portrayal of the strains.
The results for the stresses and displacements through the thickness of the plate are
presented for the same two evaluation points as the preceding example. Figures 8.18
and 8.19 show the results for evaluation point 1©, while figures 8.20 and 8.21 show the
results for evaluation point 2©. Similar to the preceding example, at evaluation point 1©
the effective stress resultant q˜1 shown in figure 8.17e is relatively large and the effective
stress resultant q˜2 shown in figure 8.17f is relatively small. It is the other way around at
evaluation point 2©.
The stresses are shown for evaluation point 1© in figure 8.18 and for evaluation point
2© in figure 8.20. Similar to the preceding example, for the specified stacking sequence
there are jumps in the in-plane stresses S11 and S22 at the layer boundaries. On the other
hand, the in-plane strains E11 and E22, which are not shown, are continuous throughout
the thickness of the laminate. The in-plane stress S12 and the in-plane strain 2E12 are
continuous again, for the reason explained in the preceding example.
The interlaminar shear stresses S13 and S23 follow a piecewise quadratic path and are
continuous with kinks at the layer boundaries, where the properties of the stiffness matrix
change, but there are no jumps. The paths of the interlaminar shear strains 2E13 and 2E23
exhibit jumps at the layer boundaries, much like the preceding example. The results of the
simulations using the global-local shell element for the interlaminar shear stresses S13 at
evaluation point 1©, shown in figure 8.18e, where the shear stress resultant q˜1 is relatively
large, and the interlaminar shear stress S23 at evaluation point 2©, shown in figure 8.20f,
where the shear stress resultant q˜2 is relatively large, are in good agreement with the
reference solution, whereas the result of the global model yields piecewise constant results
with jumps at the layer boundaries. The global model is only capable of reproducing the
average result through the thickness.
The piecewise quadratic paths of the interlaminar shear stresses S13 at evaluation point
1© and S23 at evaluation point 2© are accurately reproduced and the results equal zero at
the top and bottom of the composite, which needs to be the case considering boundary
conditions. The continuity at the layer boundaries is met. The effective shear stress
resultants q˜2 at evaluation point 1© and q˜1 at evaluation point 2© are relatively small and,
correspondingly, the interlaminar shear stresses S23 at evaluation point 1© and S13 at
evaluation point 2© are also small, but follow a piecewise quadratic path.
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Figure 8.20: Stresses at evaluation point 2©
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Figure 8.21: Displacements at evaluation point 2©
Since in this example also a cross-ply laminate is considered, the qualitative paths of the
interlaminar shear stresses S13 and S23 are mostly influenced by the large jumps in the
stiffnesses at the layer boundaries of CG11 and CG22. The paths of the two interlaminar shear
stresses shown in figures 8.18e and 8.20f are characteristic of the paths of the interlaminar
shear stresses in the domain of the plate, even though the quantitative values change.
The inclination of the path of the interlaminar shear stress S13 is smaller in layers with a
fiber orientation of 0◦ than in layers with a fiber orientation of 90◦. On the other hand,
the inclination of the path of the other interlaminar shear stress S23 is larger in layers
with a fiber orientation of 0◦ than in layers with a fiber orientation of 90◦. This example
shows that the more layers are present in the composite shell, the better the paths of
the interlaminar shear stresses can be approximated by quadratic parables. Thus, the
orthogonalization procedure with two parameters for a homogeneous shell introduced in
chapter 4.2.1 is capable to yield satisfactory predictions of peaks in the interlaminar shear
stresses.
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The remarks regarding the interlaminar normal stress S33 in connection with the previous
example also hold for this example. When using the global-local shell element with its
piecewise functions through the thickness, the results for the interlaminar normal stress
S33 depicted in figures 8.18c and 8.20c are zero through the thickness of the plate. When
using the global shell element, the results are approximately zero for numerical reasons.
In figures 8.19 and 8.21, plots are shown of the global and local in-plane displacements
introduced in (4.14). Similar to the preceding examples, the global displacements are
several orders of magnitude larger than the local displacements. The global in-plane
displacements follow a linear path. The addition of the local model is needed in order to
derive warping of the cross section and hence also the interlaminar shear stresses.
The results for the local displacements follow a piecewise cubic path through the thickness
of the plate with kinks at the layer boundaries, because the highest order terms in the
ansatz functions are cubic. The paths of the local in-plane displacements thus take a
zig-zag form. The condition of continuity at the layer boundaries is fulfilled. For evaluation
point 1©, the local displacement uL shown in figure 8.19b corresponds to the interlaminar
shear stress S13 depicted in figure 8.18e, while the local displacement vL shown in figure
8.19d corresponds to the interlaminar shear stress S23 depicted in figure 8.18f. As the local
displacement uL at evaluation point 1© is several orders of magnitude larger than the local
displacement vL, the interlaminar shear stress S13 is larger than the interlaminar shear
stress S23. In the same way, for evaluation point 2©, the local displacement uL shown
in figure 8.21b corresponds to the interlaminar shear stress S13 depicted in figure 8.20e,
while the local displacement vL shown in figure 8.21d corresponds to the interlaminar
shear stress S23 depicted in figure 8.20f. At evaluation point 2© the local displacement vL
is several orders of magnitude larger than the local displacement uL, and therefore the
interlaminar shear stress S23 is larger than the interlaminar shear stress S13.
The third inhomogeneous example is an angle-ply laminate with three layers and a stacking
sequence of [45◦/− 45◦/45◦]. Unlike the preceding examples, the simulation of this example
cannot be performed in a quarter of the plate. The results for the maximum displacement
of the different models are specified in table 8.6 using the abbreviations defined in table
8.1. The largest discrepancy of the maximum displacement is less than 1.6 %.
Model QB G PP1 PP2 GL1
wmax [mm] 7.25 7.14 7.19 7.23 7.20
Table 8.6: Maximum displacement wmax
The procedure for special stacking sequences applied to angle-ply laminates as discussed
in chapter 4.2.2 with the parameters α = 1.5 and β = 10 is used in the orthogonalization
of the global-local finite shell element. This orthogonalization procedure yields the best
results, as the two other procedures, the method of least squares and the summation
procedure, both using the special properties of angle-ply laminates, are not able to capture
the varying qualitative path of the interlaminar shear stresses.
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(a) w [mm] (b) m˜11 [Nmm/mm]
(c) m˜22 [Nmm/mm] (d) m˜12 [Nmm/mm]
(e) q˜1 [N/mm] (f) q˜2 [N/mm]
Figure 8.22: Out-of-plane displacement and effective stress resultants
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Figure 8.23: Stresses at evaluation point 5©
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Figure 8.24: Displacements at evaluation point 5©
Rather, these procedures yield results that are correct on an average and the qualitative
path of the results for the interlaminar shear stresses resembles the qualitative path of the
results for evaluation point 5© in figures 8.23e and 8.23f.
The displacements in the ξ3-direction for the plate are shown in figure 8.22a for model
GL1. Additionally, the effective stress couples m˜11, m˜22 and m˜12, and the effective shear
stress resultants q˜1 and q˜2 are shown in figures 8.22b to 8.22f for the same model. Again,
the three effective membrane stress resultants n˜11, n˜22 and n˜12 are zero.
The results for the effective stress resultants using the coupled global-local model correspond
to the results of the global model, with the shear stress resultants separated into a global
and a local part. The illustration of the separated global and local effective shear stress
resultants is foregone for this example, as is the illustration of the strains.
The results for the stresses through the thickness of the plate are shown for three different
evaluation points, while the results for the in-plane displacements are only shown for one
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evaluation point. Figures 8.23 and 8.24 show the results of the stresses and displacements
for evaluation point 5©, while figures 8.25 and 8.26 show the results for the stresses at
evaluation points 3© and 4©. Evaluation point 5© lies on the diagonal between the top
right and bottom left corners of the plate, while evaluation points 3© and 4© lie in the
same distance to evaluation point 5© on a line perpendicular to the diagonal.
The paths of the in-plane stresses S11, S22, and S12 at all three evaluation points have
jumps at the layer boundaries, as shown in figures 8.23, 8.25, and 8.26. On the other hand,
the in-plane strains E11, E22, and 2E12, which are not shown, are continuous throughout
the thickness of the laminate. It is noted, that in the previous examples of cross-ply
laminates there are no jumps in the in-plane shear stress S12. The reason for the jumps in
this example is, that, unlike the previous example, the values of CG14, CG24, CG41, and CG42
are not zero and change from one layer to the next.
The out-of-plane shear stresses S13 and S23 follow a piecewise quadratic path and are
continuous with kinks at the layer boundaries, while the interlaminar shear strains 2E13
and 2E23 exhibit jumps at the layer boundaries, much like the preceding examples. The
interlaminar shear stress S13 depicted in figures 8.23e, 8.25e, and 8.26e and the interlaminar
shear stress S23 depicted in figures 8.23f, 8.25f, and 8.26f at the specified evaluation points
derived by means of the global-local model are in good agreement with the reference
solution, whereas the results of the global model yield piecewise constant results with
jumps at the layer boundaries. As in the previous examples, the global model is merely
capable of reproducing the average result through the thickness. In the global-local model,
the piecewise quadratic paths of the interlaminar shear stresses are accurately reproduced
and the results equal zero at the top and bottom of the composite due to boundary
conditions. The continuity at the layer boundaries is met.
Unlike the previous examples of cross-ply laminates, no characteristic qualitative path of
the interlaminar shear stresses can be specified. In this example, the qualitative path of
the interlaminar shear stresses strongly varies within the domain. The diagonal on which
evaluation point 5© lies can be seen as a symmetry axis for the results of the interlaminar
shear stresses at evaluation points 3© and 4©. The paths of the interlaminar shear stresses
S13 depicted in figure 8.23e and S23 depicted in figure 8.23f at evaluation point 5© are
exactly the same. On the other hand, the interlaminar shear stress S13 at evaluation point
3© shown in figure 8.25e has the same values as S23 at evaluation point 4© shown in figure
8.26f, and the interlaminar shear stress S23 at evaluation point 3© shown in figure 8.25f
has the same values as S13 at evaluation point 4© shown in figure 8.26e.
The comments regarding the interlaminar normal stress S33 made in the previous examples
also hold for this example. The results with the global-local shell element depicted in
figures 8.23c, 8.25c, and 8.26c are zero through the thickness of the plate. Just like in the
preceding example, this result is achieved exactly by the global-model and its piecewise
functions through the thickness, while it is only approximately achieved with the global
model.
In figure 8.24 plots are shown of the global and local in-plane displacements introduced in
(4.14) for evaluation point 5© on the diagonal. The illustrations of the displacements at
evaluation points 3© and 4© is foregone here.
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Figure 8.25: Stresses at evaluation point 3©
8.1. Numerical examples 159
ξ3
[m
m
]
h
6
h
2
−h
6
−h
2
h
3
−h
3
200−200
S11[N/mm
2
]
QB
G
PP1
GL1
(a) S11 [N/mm2]
ξ3
[m
m
]
h
6
h
2
−h
6
−h
2
h
3
−h
3
200 400−400 −200
QB
G
PP1
GL1
S22[N/mm
2
]
(b) S22 [N/mm2]
ξ3
[m
m
]
h
6
h
2
−h
6
−h
2
h
3
−h
3
20−40 −20
QB
G
PP1
GL1
S33[N/mm
2
]
40
(c) S33 [N/mm2]
ξ3
[m
m
]
h
6
h
2
−h
6
−h
2
h
3
−h
3
200−200
S12[N/mm
2
]
QB
G
PP1
GL1
(d) S12 [N/mm2]
ξ3
[m
m
]
h
6
h
2
−h
6
−h
2
h
3
−h
3
QB
G
PP1
GL1
84
S13[N/mm
2
]
(e) S13 [N/mm2]
ξ3
[m
m
]
h
6
h
2
−h
6
−h
2
h
3
−h
3
QB
G
PP1
GL1
105
15
S23[N/mm
2
]
(f) S23 [N/mm2]
Figure 8.26: Stresses at evaluation point 4©
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Similar to the preceding examples, the global displacements are several orders of magnitude
larger than the local displacements. The global in-plane displacements follow a linear
path, which is correctly computed with the help of the global model alone. The addition
of the local model however is needed in order to derive warping of the cross section and
hence also the interlaminar shear stresses. The results for the local displacements follow a
piecewise cubic path through the thickness of the plate with kinks at the layer boundaries.
The condition of continuity at the layer boundaries is fulfilled. The local displacement
uL shown in figure 8.24b corresponds to the interlaminar shear stress S13 depicted in
figure 8.23e, while the local displacement vL shown in figure 8.24d corresponds to the
interlaminar shear stress S23 depicted in figure 8.23f. As the local displacement uL at
evaluation point 5© follows exactly the same path as the local displacement vL the paths
of the interlaminar shear stresses S13 and S23 are exactly the same.
The presented examples demonstrate the contribution of the local shell model to derive
the complete three-dimensional stress state and the capabilities of the enhanced FSDT
model to compute the interlaminar shear stresses.
8.1.2 Cylindrical shell
As a further example, a cylindrical fiber-reinforced composite shell is introduced. For
symmetry reasons, the computation is conducted on one quarter of the shell, as depicted
in figure 8.27, which also shows the coordinate system, boundary conditions and loading.
The length of the cylindrical shell is l = 300 mm and its radius amounts to r = 100 mm.
Its thickness is h = 10 mm. The cylindrical shell is subjected to a concentrated load of
F = 10kN. The reference plane lies in the middle of the shell and separates it into two
halves with the same thickness. An evaluation point 1© is chosen to lie close to the point of
load application. The coordinates are x = 15.64, y = 10.00, and z = 98.75. The material
parameters correspond to those of the preceding example defined in (8.1).
x
y
z
l
r
F
sym
sym
clamped
1©
h
Figure 8.27: Cylindrical shell
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(a) Discretization with solid shell elements (b) Discretization with shell elements
(c) Deformed shell with solid shell elements (d) Deformed shell with 2-d shell elements
Figure 8.28: Discretizations of the shell and qualitative representation of the deformed shell
The composite shell consists of three layers and a stacking sequence of [0◦/90◦/0◦]. As a
reference solution a solid shell element is used [70]. The abbreviations defined in table
8.1 are still valid. Additionally, an abbreviation is introduced for the solid shell element
(SS). The reference solution is compared to the results of a simulation carried out using
the global shell element discussed in chapter 3, including independent thickness strains as
introduced in [71] and the elementwise constant global-local shell element as discussed in
chapters 4 and 5. As an orthogonalization procedure the method of least squares is used
considering the special characteristics of cross-ply laminates as discussed in chapter 4.2.2.
The discretizations with three-dimensional solid shell elements and two-dimensional ele-
ments are shown in figure 8.28. In simulations with three-dimensional elements the shell
is discretized with 30x30x12 elements, as illustrated in figure 8.28a. Figure 8.28b shows
the discretization of 45x45 with two-dimensional shell elements. The computation with
solid shell elements takes much longer, as a large number of elements has to be used in
thickness direction in order to receive acceptably accurate results. Evaluation point 1© lies
on a node of the mesh when the cylindrical shell is discretized with solid shell elements,
but it lies in the element center when it is discretized with two-dimensional shell elements.
A qualitative representation of the deformed state of the cylindrical shell is given for
the solid shell elements in figure 8.28c and for two-dimensional shell elements in 8.28d.
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Figure 8.29: Displacements and interlaminar shear stresses at evaluation point 1©
There is a visible lowering at the point of load application. The results for the maximum
displacement in z-direction, denoted by w, at the point of load application of the different
models are specified in table 8.7.
Model SS G GL1
wmax [mm] 3.51 3.40 3.47
Table 8.7: Maximum displacement wmax at point of load application
The results of the different element models show good agreement, with the largest discrep-
ancy being less than 3.3 %. Contour plots of the displacements w are shown in figure 8.29a
when using the solid shell element and in 8.29b when using the global-local shell element.
For evaluation point 1© defined in figure 8.27, the results of the interlaminar shear stresses
are depicted in figures 8.29c and 8.29d. The interlaminar shear stresses S13 and S23 follow
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a piecewise quadratic path and are continuous at the layer boundaries, where the properties
of the stiffness matrix changes. This is correctly computed by both the solid shell element
and the global-local shell element. The global model yields piecewise constant results
with jumps at the layer boundaries. It is able to produce the displacements and stress
resultants, but is not able to reproduce the correct path of the interlaminar shear stresses.
This example further illustrates the capabilities of the global-local shell model.
8.1.3 Thin-walled structures
In this section, the performance of the shell element is demonstrated by some geometrically
nonlinear examples. The simulations were conducted as part of the joint research project
dealing with load bearing analysis of thin-walled structures such as box beams and double
T-girders.
l
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(a) Test setup of 3 point bending test
b
h
t
(b) Box beam
b
h
t
(c) Double T-girder
Figure 8.30: Test setup and cross sections
In the research work a three-point bending system of a beam with a box or a double T
cross section was to be investigated. The test setup is illustrated in figure 8.30a, while
qualitative representations of the cross sections are given in figures 8.30b and 8.30c. Due to
their geometric characteristics, the cross sections of thin-walled structures can be distorted
and the structures themselves may buckle. Carrying out stability analysis is therefore
indispensable in a complete analysis of the behavior of a thin-walled structure. To carry
out the analysis, the box beams or double T-girders are discretized with shell elements
and geometrically nonlinear simulations are performed. Different thicknesses of the web
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and flange and different stacking sequences are studied. The simulations help to identify
critical loads and critical geometries that lead to buckling.
The material parameters are the same as in the preceding examples and are specified in (8.1).
The dimensions of the box beam and double T-girder were established in collaboration
with the partner projects. For the following simulations with the box beam, the length of
the beam is l = 2000 mm, and a force acts perpendicular to the beam at the middle of the
beam. The cross section is b = 100 mm wide and h = 200 mm high. Different alternatives
1a, 1b, 2a, 2b and 3 are specified in table 8.8. The alternatives differ in the thickness
denoted by t of the web and the flange and their stacking sequences.
Alt. Component Stacking sequence [ ◦ ] t[mm]
1a Web [45/− 45/45/− 45/45/− 45/45/− 45/45/− 45]s 5
Flange [45/− 45/45/− 45/45/− 45/45/− 45/45/− 45/0]s 10
1b Web [45/− 45/45/− 45/45/− 45/45/− 45/45/− 45]s 5
Flange [45/− 45/45/− 45/45/− 45/45/− 45/45/− 45/0]s 15
2a Web [45/− 45/45/− 45]s 5
Flange [45/− 45/45/− 45/0]s 10
2b Web [45/− 45/45/− 45]s 5
Flange [45/− 45/45/− 45/0]s 15
3 Web [45/− 45/45/− 45]s 5
Flange [45/− 45/45/− 45/− 45/45/− 45/45/0] 10
Table 8.8: Alternative thicknesses and stacking sequences of the components of the box beam
In the webs, whose function is to absorb the shear forces, layers with a fiber orientation
of [±45◦] are arranged. A layer with a fiber orientation of [0◦] is included in the flange
because in it, mainly tension and compressive forces are to be absorbed. In alternatives 1
and 2 this layer is located in the middle of the flange, while in alternative 3 it is placed at
the bottom of the flange.
When discretizing the box beam, the symmetry of the system is taken advantage of. The
discretization can be gleaned from the illustrations. In the simulation, the support is
located at the bottom of the box beam at the short edge of the bottom flange, while the
load is applied at the top of the box beam at the opposite short edge of the top flange.
Apart from the first example illustrated in figure 8.31, at the supports and at the point
of application of the load a stiffener is integrated. The arc-length method13 is used to
solve the systems of equations when conducting the simulations. It is especially suitable
to be used in geometrically nonlinear analysis to predict the load-displacement response,
because it performs better than ordinary solution techniques near limit and bifurcation
points and can handle snap-back and snap-through of the solution curve. A number of
different versions of the arc-length method are implemented in FEAP [118, 132]. For the
13 For theoretical background on the arc-length method, see for example [130, 133].
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Figure 8.31: Load deflection curve and deformation figure
examples shown in figures 8.31 and 8.32, a displacement controlled version based on a full
Newton solution is employed.
The load deflection curve and deformation figure for the box beam are shown in figure 8.31
for simulations without a stiffener. In the load deflection curve shown in figure 8.31a the
load is denoted by F and the deflection w is the displacement in the direction of the load.
At the beginning of the simulation, the load deflection curve follows a linear path, but
when the highest point is reached, it becomes strongly nonlinear. In the beginning larger
load steps can be computed, while in the nonlinear part of the simulation, small load steps
are required to find a solution and to reach a state of equilibrium. In the cases of the two
box beams with the thicker flanges (alternatives 1b and 2b) the ultimate load that can be
absorbed is higher than in the cases of the three box beam girders with thinner flanges
(alternatives 1a, 2a and 3). A so-called disturbance force is used to reach the sloping curve
paths.
The deformation figure with a contour plot of the displacements w in the direction of the
applied load in figure 8.31 for alternative 2a shows half of the box beam at the point of
highest load. The support is in the back and the point of the load’s application is in the
front. The black edges without contour show the original position of the box beam. The
warping of the cross section, with no stiffener present, can be clearly seen.
In figure 8.32 the load deflection curve and deformation figure for the box beam with
stiffeners are shown. The ultimate load reached is significantly higher when stiffeners are
present. When the simulations begin, the load deflection curve follows a linear path, but
when the ultimate load is reached it becomes strongly nonlinear. In the cases of the two
box beams with the thicker flanges (alternatives 1b and 2b), the ultimate load that can be
absorbed is higher than in the cases of the three box beam girders with thinner flanges
(alternatives 1a, 2a and 3). The deformation figure shown in figure 8.32 for alternative 2a
shows half of the box beam at the point of highest load, with the support being in the
back and the point of application of the load in the front. The black edges without contour
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Figure 8.32: Load deflection curve and deformation figure
show the original position of the box beam. The stiffener at the point of load application
is removed from the illustration for demonstrative reasons. By comparing figures 8.31b
and 8.32b the effect of the stiffener can be seen, because there no longer is any warping of
the cross section at the point of the load’s application.
For the simulation of the box beam in figure 8.33, a different version of the arc-length
method implemented in FEAP is used, which is load controlled and based on a normal
plane, full Newton solution. The material parameters and dimensions of the box beam
are the same as in the previous examples, while the stacking sequences for the flange and
web correspond to alternative 2a in table 8.8. When comparing the load deflection curves
in figure 8.32a and figure 8.33a, it becomes obvious that a different path is taken with
this solution technique. The load deflection curve of the latter example takes a rather
complicated path when the ultimate load is reached, in that it snaps back, leading to
smaller deflections in direction of the applied load, before they increase again. In this part
of the simulation, extremely small load steps have to be taken in order to reach a solution
of the system of equations. The phenomenon of many solution paths in close proximity
often appears in stability analysis such as this one.
Analogous to the preceding example, the deformation figure shown in figure 8.33b shows
half of the box beam at the point of highest load, with the support being in the back and
the point of application of the load being in the front. The black edges without contour
show the original position of the box beam. The stiffener at the point of load application is
again removed from the illustration for demonstrative reasons. The different paths of the
load deflection curves are reflected in the different deformation figures in figures 8.32b and
8.33b. While in the former at the point of application of the load in the middle of the box
beam the structure moves to the side leading to drop-off in stiffness of the system, there
is no significant buckling noticeable. On the other hand, in the latter case the structure
moves to the side and there is also buckling to be seen in the flange of the box beam,
which contributes to a further loss in stiffness of the system and thereby also to a lower
ultimate load.
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Figure 8.33: Load deflection curve and deformation figure
A 3-point bending test was also carried out for a double T-girder. The length of the beam
in this case is l = 800 mm, and a force acts perpendicular to the beam at the middle of
the beam. The cross section is b = 44 mm wide and h = 88 mm high. The intersections
between flange and web are not designed as straight edges, but round components with a
radius of 4 mm are placed there. The thicknesses and stacking sequences of the different
components of the double T-girder are specified in table 8.9. The subscript number in the
stacking sequence of the flange denotes the number of repetitions of layers with this fiber
orientation.
Component Stacking sequence [ ◦ ] t[mm]
Web [45/− 45/45/− 45/0]s 2.1
Flange [017] 4.3
Curve [45/− 45/45/− 45] 1.0
Table 8.9: Thicknesses and stacking sequences of the components of the double T-girder
In the simulation, the symmetry of the system is again taken advantage of. The dis-
cretization can be gleaned from the illustration of the deformation figure. Similar to the
simulation of the box beam, the support is located at the bottom of the double T-girder
at the short edge of the bottom flange, while the load is applied at the top of the double
T-girder at the opposite short edge of the top flange. At the supports and at the point
of application of the load a stiffener is integrated. In this example, the load controlled
version of the arc-length method is used.
The results of the simulation are shown in figure 8.34. The load deflection curve shown in
figure 8.34a follows a linear path at the beginning of the simulation, but when the ultimate
load is reached it becomes strongly nonlinear. Smaller load steps are required in this part
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Figure 8.34: Load deflection curve and deformation figure
of the simulation. The deformation figure with a contour plot of the displacements w in
the direction of the applied load shown in figure 8.34b shows half of the double T-girder at
the point of highest load, with the support being in the back and the point of application
of the load being in the front. The black edges without contour show the original position
of the double T-girder. The double T-girder exhibits a large deformation of the top flange
and a large buckle in the web. Because of the integrated stiffeners there is no warping of
the cross section at the support and at the point load application.
A further example investigates buckling in the web of the box beam. The test setup
corresponds to the test setup for the previous examples of the box beam in this section
with a stacking sequence corresponding to alternative 1a in table 8.8 with one exception.
The thickness of the web is reduced from t = 5 mm to t = 2 mm, which has the effect that
the web is more prone to show a buckling behavior.
In figure 8.35, the load deflection curve of the conducted simulation and the deformation
figures at five different points are shown. The load steps applied become obvious from
the load deflection curve in figure 8.35a, where the round symbol denotes a point where
a solution was found. Near point B lies the so-called bifurcation point, where the curve
branches into two separate paths. The linear path is called the primary path. The nonlinear
path is called the secondary path. Points on the linear path can easily be reached with
large load steps, while points on the nonlinear path can only be reached with the help of a
disturbance force and small load steps starting from close to the bifurcation point.
Figures 8.35b to 8.35f show contour plots of the displacements perpendicular to the length
of the beam denoted by v, in order to make buckling more visible. The original position
of the box beam is displayed by the black edges. The figures show half of the box beam.
The support is in the back and the point of application of the load is in the front. Point A
is reached before the bifurcation point is reached, so that a displacement in the direction
of load application in the middle of the box beam can be observed in figure 8.35b, but no
significant buckling is apparent.
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Figure 8.35: Buckling of the box beam
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Points B and D lie in close proximity, with point B being on the primary path and point C
being on the secondary path. At point B (figure 8.35c), the displacement in the direction
of load application has become larger and negative eigenvalues are observed. When passing
the bifurcation point the equilibrium is unstable. Continuing the linear computation, at
point C (figure 8.35d) the displacement in the direction of load application has become
even larger but no significant buckling can be observed. On the secondary path, at point D,
where the displacement in the direction of load application has a similar value as at point
B, already significant buckling can be observed (figure 8.35e). The buckling becomes more
pronounced as the nonlinear simulation continues and the displacement in the direction of
load application grows until point E is reached (figure 8.35f).
By means of the presented examples, the performance of the shell element is shown in the
geometrically nonlinear framework.
8.2 Parallel programming examples
In chapter 7, it was shown how the process of assembling of the tangential stiffness
matrix and the load vector in the finite element software FEAP was parallelized for
shared memory processing systems by means of the OpenMP API. This is especially
beneficial when performing nonlinear simulations with the global-local finite shell element,
where a large number of unknowns is introduced on the element level, leading to a
significant increase in computation time. In this section, the performance of the parallel
implementation is evaluated by means of the performance characteristics defined in chapter
7.1.3. It is shown how much time is saved in the computation in one iteration. It is noted
that a large number of iterations may be carried out in geometrically nonlinear simulations.
As was mentioned in chapter 7.2, for the implementation Microsoft Visual Studio with Intel
Fortran Compiler as part of Intel Fortran Composer XE is used. Part of the Intel Fortran
Compiler is a parallel optimizing feature called High Performance Parallel Optimizer
(HPO), whose function is to analyze, optimize and parallelize loop nests [59]. A number of
compiler options can be used to parallelize the software on a multi-processor system. It is
shown in the examples, however, that these compiler options do not necessarily lead to
faster computation times. Much more effective in this case is the parallelization of the
code with the help of the OpenMP API.
The compiler option \Qparallel causes the HPO to generate multithreaded code for loops
that can be safely executed in parallel [60]. This option works together with the options
\O2 or \O3. The goal of the options \O1, \O2 and \O3 is to optimize for code speed, while
\O3 is the most aggressive option and recommended for applications that have loops that
heavily use floating-point calculations and process large data sets. This option usually
leads to higher compilation times. A more extensive description is given in [60]. As was
also mentioned in chapter 7.2, the Math Kernel Library (MKL) is used for some math
operations, particularly those involving multiplications of large matrices and vectors or
the solution of large systems of equations. The Intel Math Kernel Library can be used
sequentially or in parallel, which needs to be considered when evaluating the parallel
performance.
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2 X 131.2 s 0.3 s
3 X X 181.7 s 0.3 s
4 X X 130.3 s 0.3 s
5 X 76.6 s 0.3 s
6 X X 53.7 s 0.3 s
7 X X X 54.0 s 0.3 s
8 X X X 54.6 s 0.3 s
Table 8.10: Computation time for different compiler options and eight virtual cores
As an example, a simulation is carried out of the simply supported square plate subjected
to an area load as illustrated in figure 8.1, using the global-local finite shell element
with the full interpolation in the domain (GL2). This model leads to a large amount of
computation time being spent on the element level, where the additional unknowns are
removed from the global computation by means of numerical procedures, as discussed
in chapter 5.2. The laminated plate is chosen to be made up of 15 layers, with the fiber
angles of the layers being arbitrary, since this does not significantly influence computation
time. In a conventional displacement-based finite element, solving the system of equations
usually takes much longer than setting up the global stiffness matrix and load vector. For
the developed finite shell element it is the other way around, since the large number of
unknowns on the element level lead to high computation times spent on the element level,
while the global system of equations is solved by a highly efficient parallel solver.
The simulation is carried out on a high-end performance desktop computer manufactured
by Intel with a Quad-core processor that is classified by the codename Lynnfield and based
on the so-called Nehalem architecture, which in turn is the codename for an Intel processor
microarchitecture. The exact model number is Core i7-870. The processor possesses four
physical processors, but because of the feature of Hyper-Threading technology (HTT),
which is Intel’s term for its simultaneous multithreading implementation, the operating
system is able to address two virtual cores for every physical core, so that in this case,
eight virtual cores can be present. The feature can be turned on and off in the BIOS, and
the simulation is carried out for both cases.
The simulations carried out with HTT turned on are illustrated first, so that in this case,
the processor possesses eight virtual cores. In table 8.10 the computation times of different
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(a) Point in time 1 (b) Point in time 2
Figure 8.36: Degree of capacity utilization at two different points in time for simulation 1
simulations using various compiler directives are specified. Whether the respective compiler
option is chosen or not is indicated with a checkmark. Each simulation is carried out a total
of five times and the average duration is specified in table 8.10. Since the compiler directives
do not influence the process of solving the system of equations on a global level by means
of an external solver, the total computation time for this part of the simulation always
stays the same. In simulations 1 to 4 the parallelization by means of the OpenMP API is
not used. The compiler option to optimize for code speed (simulation 2) strongly decreases
the computation time needed to assemble the global stiffness matrix, compared to the case
when none of the aforementioned compiler options are chosen (simulation 1). However,
additionally using the compiler option to use the parallel optimizing feature (simulation 3)
has a detrimental effect, increasing the computation time by almost 40%. Using the
parallelized MKL for the math operations (simulation 4) on the element level in addition
to the option to optimize for code speed does not significantly decrease computation time
compared to simulation 2. Since a large number of operations are performed in quick
succession, any gain in computation time is outweighed by overhead.
In figure 8.36, the current degrees of capacity utilization at two different points in time
during simulation 1 are shown in the top part of the diagrams. In the lower part the course
of the degree of capacity utilization of the different cores is shown, where each different
line signifies the degree of capacity utilization of a different core. Since no parallelization is
carried out, only a fraction of the available computational power is used. The instruction
stream is executed sequentially, and which core of the processor is used is decided by the
operating system. This could lead to only one virtual processor executing, while the other
seven are idle, or a number of different cores executing at the same time, but only using a
part of their capacity. At the first point in time illustrated in figure 8.36a, only Core 3
is running at full capacity while the others are idle, while at the second point in time
illustrated in figure 8.36b, two cores, Core 3 and Core 7, are sharing the main workload,
while the others are idle. All in all, roughly only one-eighth of the processor’s capacity is
used.
The OpenMP API is employed in simulations 5 to 8 specified in table 8.10. Using it leads
to a significant decrease in computation time (simulation 5), which is further reduced
by the compiler option to optimize for code speed (simulation 6). On the other hand,
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(a) During the simulation (b) After the simulation
Figure 8.37: Degree of capacity utilization during and after simulation 5
choosing the additional options does not have a positive effect (simulations 7 and 8). The
current degrees of capacity utilization are shown during simulation 5 in figure 8.37a and
after simulation 5 in figure 8.37b in the top part of the diagrams, while the courses of
the degree of capacity utilization of the different cores are shown in the lower part of the
diagrams. When comparing figures 8.36 and 8.37, it is obvious that using the OpenMP
API leads to a much more equally distributed workload for all eight virtual cores.
Comparing simulations one and five by means of table 8.10, it is obvious that, when
no other compiler options are specified, using OpenMP leads to a considerably lower
computation time. More precisely, the speedup defined as a performance characteristic in
chapter 7.1.3 can be derived to be
S =
Ts
Tp
=
306.8 s
76.6 s
= 4.0 . (8.2)
Since the runtime of the fastest sequential algorithm is not known, the runtime with one
processor is used for Ts. The second performance characteristic, the efficiency, is
E =
S
p
=
4.0
8
= 0.50 . (8.3)
Even though the workload of all the cores is high, the capacity of the processor cannot be
fully utilized. When evaluating the system’s efficiency by means of these two performance
characteristics, it must be considered that in this case, there are eight virtual cores, but
only four physical cores.
Comparing simulations two and six manifests that, when the compiler option to optimize
for code speed is used, additionally using OpenMP decreases computation time. The
speedup in this case is
S =
Ts
Tp
=
131.2 s
53.7 s
= 2.4 , (8.4)
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3 X X 143.2 s 0.3 s
4 X X 129.9 s 0.3 s
5 X 91.0 s 0.3 s
6 X X 53.5 s 0.3 s
7 X X X 53.9 s 0.3 s
8 X X X 53.5 s 0.3 s
Table 8.11: Computation time for different compiler options and four physical cores
so that the speedup is lower than when not using the compiler option to optimize for code
speed. The efficiency can be specified by
E =
S
p
=
2.4
8
= 0.30 . (8.5)
When considering these performance characteristics, it must be accounted for that the
parallel system possesses eight virtual cores, but only four physical cores are present.
In summary, it can be determined that the parallelization procedure with OpenMP leads
to considerably lower computation times. This is especially the case for geometrically
nonlinear simulations, where the stiffness matrix needs to be set up a large number of times.
As compiler options with a bearing on the efficiency of the implementation a combination
of optimizing for code speed and evaluating OpenMP directives can be recommended,
while using the parallel optimizing feature or the parallel version of the MKL does not
lead to the desired results in this case.
Next, the simulations are carried out with HTT turned off. In table 8.11, the computation
times of different simulations are specified. Analogous to the simulations carried out with
Hyper-Threading turned on, when parallelization by means of the OpenMP API is not used
(simulations 1 to 4), the compiler option to optimize for code speed (simulation 2) strongly
decreases the computation time needed to assemble the global stiffness matrix compared
to the case when no compiler options are chosen (simulation 1). In fact, the computation
times for simulations 1 and 2 in both cases are roughly the same, so that turning Hyper-
Threading on or off obviously does not significantly influence the performance of the
sequentially executed code. On the other hand, even though using the compiler option
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(a) Point in time 1 (b) Point in time 2
Figure 8.38: Degree of capacity utilization at two different points in time during the simulation
instructing the compiler to use the parallel optimizing feature (simulation 3) increases
computation time by almost 10%, this is significantly smaller than the increase of 40%
with Hyper-Threading turned on. In this case, the HTT feature thus has a negative effect.
Using the parallel MKL (simulation 4) with the HTT feature turned off does not lead to a
significant decrease of computation time compared with using the sequential MKL, thus
yielding a similar result as carrying out the simulations with HTT turned on.
Similar to figure 8.36 for eight virtual cores, figure 8.38 shows the current degree of
capacity utilization at two different points in time during simulation 1 in the top part
of the diagrams. In the lower part the course of the degree of capacity utilization of the
different cores is shown, where each different line signifies the degree of capacity utilization
of a different core. Since the instruction stream is carried out sequentially, a large portion
of the computational capacity of the processor is left unused. The instruction stream is
executed either by one physical processor (Core 2 in figure 8.38a) or is shared by two or
more physical cores (Cores 1, 2 and 3 in figure 8.38b), but only roughly one-fourth of the
total capacity of the processors is really used.
In simulations 5 to 8 specified in table 8.11 the OpenMP API is used. This leads to a
significant decrease in computation time (simulation 5), which is further reduced by the
compiler option to optimize for code speed (simulation 6). On the other hand, choosing
the additional options does not have a positive effect (simulations 7 and 8). In figure 8.39,
the current degrees of capacity utilization are shown during (figure 8.39a) and after
(figure 8.39b) simulation 5 in the top part of the diagrams, while the courses of the degree
of capacity utilization of the different cores are shown in the lower part of the diagrams.
Similar to the conclusion drawn for eight virtual cores, comparing simulation 1 by means
of figure 8.38 and simulation 5 by means of figure 8.39 makes it obvious that using the
OpenMP API leads to a much more equally distributed workload for all four physical
cores.
Comparing the computation times of simulations 1 and 5 by means of table 8.11, the
positive effect of using the OpenMP API is manifested, when no other compiler options
are chosen. In this case, though, using the Hyper-Threading feature has a more positive
effect on processor performance, since the computation time of simulation 5 in table 8.11
is higher than the computation time of simulation 5 in table 8.10. The speedup in this
case is
S =
Ts
Tp
=
307.2 s
91.0 s
= 3.4 . (8.6)
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Figure 8.39: Degree of capacity utilization during and after simulation 5
Similar to the preceding case, since the runtime of the fastest sequential algorithm is
not known, the runtime with one processor is used for Ts. The second performance
characteristic, the efficiency, is
E =
S
p
=
3.4
4
= 0.85 . (8.7)
Even though the speedup is lower when Hyper-Threading is turned off (8.6) than when it
is turned on (8.2), the efficiency in (8.7) is higher than in (8.3), because it is related to
the four physical cores that are actually present, rather than the eight virtual cores.
Comparing simulations 2 and 6 manifests that, when the compiler option to optimize for
code speed is used, additionally using OpenMP decreases computation time. The speedup
in this case is
S =
Ts
Tp
=
130.7 s
53.5 s
= 2.4, (8.8)
which is the same speedup that is achieved with the same compiler options and Hyper-
Threading turned on (8.4). The efficiency is
E =
S
p
=
2.4
4
= 0.60, (8.9)
which is double the efficiency achieved with Hyper-Threading turned on, because it is
related to the four physical cores actually present.
Summarizing, it can thus be stated that the implemented parallelization of the finite
element software has a significantly positive effect on the performance of shared memory
processing systems. For the described simulations and under the described conditions, the
fastest solution is to use the compiler option to optimize for code speed and to use the
OpenMP API. Using these options leads to a significant gain in time, which is especially
helpful in time-consuming geometrically nonlinear simulations, when the global stiffness
matrix needs to be set up a large number of times.
Chapter 9
Conclusion and outlook
This thesis contributes to the theoretical and numerical modeling of fiber-reinforced
composites. It further develops a nonlinear composite finite shell element emanating from
a variational principle. The underlying shell model is called the global model in this thesis,
since the associated field equations have to be fulfilled for the structure as a whole. The
variational principle is extended with a local field equation, to be fulfilled at a specific
point in the structure. The local field equation is the local equilibrium equation, by which
the interlaminar stresses are derived. This part of the model is called the local part. In
this global-local variational principle, the higher-order stress resultants are set to zero and
the local model enters into the variational principle via the strain-energy function.
A multiplicative decomposition of the displacement field is an essential part of the global-
local composite shell model. In the multiplicative decomposition, an ansatz is made for
the path of the displacements in the direction of the coordinate perpendicular to the plane
of the shell. The ansatz functions chosen are linear shape functions as well as hierarchic
and cubic shape functions. The appendant quantities are the displacements at virtual
nodes through the thickness of the shell. It is shown that by linearly combining the shape
functions, a clearly defined interface can be derived between the global and the local part
of the model. Through the local model, the assumptions that cross sections remain straight
and are inextensible in thickness direction are given up. Thus, the goal of the local model
is to compute warping and thickness changes of the cross sections, and from these results
to derive the interlaminar stresses. The local model is introduced based on a geometrically
linear theory, since this is admissible for the examples investigated, but it would also be
possible to base the local model on a geometrically nonlinear theory, which could be the
subject of future research.
The global and local parts of the model are not independent of each other. Rather, coupling
terms are introduced into the strain-energy function. Thus, through the addition of the
local model, the results of the effective stress resultants are manipulated. In order to
circumvent this, an orthogonality condition is introduced, which requires that the addition
of the local model to the effective membrane stress resultants and the effective stress
couples vanishes. Small changes to the effective shear stress resultants are permitted.
For homogeneous materials, the orthogonality conditions can be met by introducing two
parameters for every shape function associated with the in-plane displacements. A system of
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equations can be set up and solved once for a particular geometry to fulfill the orthogonality
condition, thus yielding good results for the in-plane stresses and the interlaminar shear
stresses. For inhomogeneous materials, such as fiber-reinforced composites with multiple
layers and varying fiber angles, the orthogonality condition cannot be met with two
parameters. A number of different orthogonalization procedures were proposed to derive
a good approximate solution. However, none of the orthogonalization procedures are
able to exactly fulfill the orthogonality condition, thus leading to results for the in-plane
displacements and interlaminar shear stresses that are correct on an average. They do lead
to an improvement compared to the results of the global shell model alone. An additional
orthogonalization procedure introducing four parameters is proposed for laminates with
some specific stacking sequences. However, for this procedure to work, the global model
has to be manipulated, which cannot be deduced from the theory. Therefore further
research in establishing a suitable orthogonalization procedure is needed. It is noted that
the higher the number of layers in the composite shell is, the better the results can be
approximated by a quadratic parable. Thus, in this case, the orthogonalization procedure
for a homogeneous composite with two parameters is capable of yielding satisfactory
predictions of peaks in the interlaminar shear stresses. The coupled global-local model
leads to vanishing interlaminar normal stresses in the plate example given, whereas in the
global model alone, they are approximately zero in inhomogeneous examples for numerical
reasons. Further research needs to be carried out to evaluate the performance of the
global-local finite shell element for the interlaminar normal stresses and to develop a
suitable orthogonalization procedure, if applicable.
As a basis for a nonlinear simulation with the finite element method, the linearization
of the three-field global-local variational principle is specified. Suitable interpolation
functions of the independent fields, namely the field of global displacements and rotational
parameters, the stress resultant field and the field of global shell strains and local quantities
are introduced. The interpolation functions are chosen in a way, so as to avoid locking
phenomena that frequently occur in shell elements. Two different procedures are proposed
for the interpolation of the local field of displacements and their derivatives. In the first
procedure, bilinear shape functions are used. In the second procedure, it is considered
that the derivatives to the two coordinates in the plane are zero, so that only the local
displacements remain. In this procedure, the number of unknowns introduced by the local
model is thus significantly reduced. The global-local finite shell element has five or six
global degrees of freedom. The local field is eliminated on the element level by means
of static condensation. Additionally, the stress resultant field and the strain field are
eliminated on the element level by mathematical relations. Standard assembly procedures
can be employed to derive the global stiffness matrix and load vector.
An alternative procedure to derive the interlaminar shear stresses based on an FSDT model
is proposed, which can be applied in shell and plate elements. In this post-processing
procedure, two warping functions are introduced and the equilibrium equations are exploited
to set up a system of ordinary differential equations. The method is implemented in a
four-node shell element, where the needed derivatives of the membrane strains and the
curvatures can be determined by means of a regularized minimum problem, and in a
nine-node shell element, where they can be computed from the displacement field.
The performance of the global-local composite finite shell element is illustrated with the
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example of a simply supported plate with multiple stacking sequences subjected to a
uniform area load. The results are specified with contour plots of the displacements in the
direction of the load, and the effective stress resultants. The results for the stresses through
the thickness of the plate are presented for a number of evaluation points. As a reference
solution, a simulation with quadratic brick elements is used. The results for the stresses of
the global-local finite shell element and the results for the interlaminar shear stresses with
the post-processing technique are compared with the results of the reference solution and
the global finite shell element. Additionally, the warping of the cross section computed
with the global-local model is shown at the evaluation points. The improvement due to the
addition of the local model is shown. Additionally, the performance of the shell element is
demonstrated by some geometrically nonlinear examples, which were conducted in research
work dealing with load-bearing analysis of highly-loaded, fiber-reinforced composite box
beams and double-T girders.
The addition of the local model leads to a large number of unknowns on the element
level and therefore to a significant increase in computation time. In order to decrease the
computation time, a parallelization of the finite element software used is undertaken. For
this purpose, the sequence of a nonlinear computation with the finite element method is
analyzed and tasks are identified that take up a lot of computation time and can be carried
out in parallel. Using the OpenMP API, which is suitable for shared memory processing
systems, the parallelization is realized for modern computer architectures with multiple
cores. A number of examples carried out on a modern desktop computer to illustrate the
effectiveness of the implemented parallelization are evaluated by means of the performance
characteristics speedup and efficiency. Additional available compiler options for automatic
parallelization are included in the analysis.
Some open points regarding the global-local finite shell element presented in this work
that require further research were already identified in this chapter. When these issues are
resolved the global-local finite shell element can be used in the investigation of interlaminar
failure modes such as delamination, because it provides an interface to three-dimensional
constitutive laws and is able to provide the peaks of interlaminar stresses. The local part
of the model is added by inserting the local equilibrium equation into the variational
principle. A similar path can be taken by determining the local stress state as the solution
of a boundary value problem in a RVE.
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