Abstract. In this paper we study the asymptotics of the Korteweg-de Vries (KdV) equation with steplike initial data, which leads to shock waves, in the middle region between the dispersive tail and the soliton region, as t → ∞. In our previous work we have dealt with this question, but failed to obtain uniform estimates in x and t because of the previously unknown singular behaviour of the matrix model solution. The main goal of this paper is to close this gap. We present an alternative approach to the usual argument involving a small norm Riemann-Hilbert (R-H) problem, which is based instead on Fredholm index theory for singular integral operators. In particular, we avoid the construction of a global model matrix solution, which would be singular for arbitrary large x and t, and utilize only the symmetric model vector solution, which always exists and is unique.
Introduction
The Korteweg de-Vries (KdV) equation is one of the most investigated nonlinear wave equations that admits a Lax pair representation and thus can be solved via scattering theory. The explicit asymptotic analysis can be performed by the nonlinear steepest descent method for Riemann-Hilbert (R-H) problems, pioneered by Deift and Zhou ([4] ). It involves contour deformations and the introduction of auxillary functions to obtain a R-H problem with jumps matrices that are either independent of the complex parameter k, or exponentially converging to the identity matrix for t → ∞. Ignoring the exponentially converging parts of the contour, one obtains a model problem which can be usually solved explicitly, with the help of special functions (in our case Jacobi theta functions), and from which one can extract the relevant asymptotics. The rigorous justification of this method is however highly nontrivial and usually leads to a local R-H problem which has to be solved around the oscillatory points (where the exponential convergence fails). The solution of this so-called 'parametrix problem' again involves the use of special functions (in our case Airy functions) and needs to converge to the model solution locally uniformly away from the oscillatory points.
The above steps for the KdV equation with steplike inital data (shock wave) in the region between the dispersive tail and the soliton region (also called 'elliptic wave region' after the form of the solutions) have been already performed in [6] and are summarized in the next section. The main goal of this paper is the final part of the analysis which differs from the usual argumentation that involves the construction of a model matrix solution (or equivalently two linearly independent vector solutions). A peculiar feature of this step is, that while the relevant asymptotics can be read off from just one model vector solution, the justification of the asymptotics requires the construction of a second linearly independent model vector solution ( [11] , [15] , [1] , [3] ). The reason for this is that inverting the model matrix solution, results eventually in a singular integral equation of the form (1) (I − C Σ u )φ = C Σ u ((1 1)) where C Σ u is a variation of the singular Cauchy operator dependent on u which is a matrix-valued L ∞ (Σ) function with u ∞ → 0, as t → ∞ (see [3] , Chapter 7). As C Σ u L 2 (Σ) = O( u ∞ ), for t large enough we can invert I − C Σ u by writing down the Neumann series. In particular, we know that equation (1) has a unique solution, which can be than used to write down the corresponding unique solution of the R-H problem. As the invertiblity of the singular integral operator I − C Σ u is obtained by the smallness of u ∞ , we will refer to this approach as the 'small norm R-H approach'.
The existence of a second solution fails in the case of interest for discrete but arbitrary large times, as we have recently shown in [8] . This results in a non-uniform error estimate between the actual KdV solution and the approximation obtained through the model solution, when using the small norm R-H approach. A natural question is whether this singular behaviour is an artifact of the method used, or is of a more fundamental nature. In this work, the first alternative is shown, by proving a uniform error estimate for t → ∞. Our approach avoids the construction of a model matrix solution and relies instead on Fredholm index theory to argue for invertibility of the relevant singular integral operators. We shall refer to our method as the 'Fredholm R-H approach'. This idea can be found in ( [19] , Proposition 4.4, see also [13] , [11] ). While we concentrate on the KdV case with steplike initial data, this paper can be regarded as an introduction to our alternative method which generalises to other problems solvable via the nonlinear steepest descent method.
The structure of the paper is as follows. Section 2 summarizes the necessary scattering theory to obtain the R-H formulation of the KdV equation. Section 3 contains a local change of variables which results in an explicitly solvable parametrix problem. The necessary theory of Fredholm integral operators with emphasis on the symmetries of our problem can be found in section 4. The next section contains the main idea of our new method: the construction of two auxillary R-H problems and an application of Fredholm theory from the previous section to prove uniform error estimates for the approximation of the KdV solution. The discussion contains some further comments and a short scheme for obtaining the full asymptotic expansion of the KdV solution. In the two appendices some proof technicalities left out in the main text and a general theorem which describes the method used in this paper can be found.
2. preliminaries 2.1. Initial data. We consider the Korteweg-de Vries (KdV) equation ([6] ), given by (2) q t (x, t) = 6q(x, t)q
It has been shown that the above Cauchy problem has a unique solution q(., t) ∈ C 3 (R) (cf. [7] , [9] ). Existence of classical solutions has been proven under more general assumptions in [17] , but we require the more restricitve condition (5) for analytic continuation in the frame work of the nonlinear steepest descent method. We focus on the asymptotic behaviour of solutions in the elliptic wave region given by −6c 2 t < x < 4c 2 t.
Scattering transform.
To solve the KdV equation via the scattering transform, we need to regard the solution q(x, t) as a potential of a self-adjoint Schrödinger operator:
Because of the behaviour of q(x, t) at ±∞, one can find unique Jost solutions φ(k, x, t), φ 1 (k, x, t) of the stationary Schrödinger equation
where
We endow [−ic, ic] with an orientation from top to bottom, hence + (−) denotes the limit from the right (left), e.g. k 1,+ = −k 1.− . The Jost solutions φ and φ 1 are holomorphic in the domain C U = {k : Im(k) > 0}, and C U c := C U \ (0, ic] respectively and continuous up to the boundary. Hence, we can evaluate φ and φ 1 on the real axis, which results in the scattering relations
where T (k, t) (T 1 (k, t)) and R(k, t) (R 1 (k, t)) are the transmission and reflection coefficients determined uniquely by the above equations. Moreover, T (k, t) and T 1 (k, t) are meromorphic in C U c , continuous up to the boundary and have simple poles at iκ 1 , ..., iκ N which correspond to the solitons, while R(k, t) and R 1 (k, t) have an analytic extension to the domain {k : 0 < Im(k) < C 0 } \ (0, ic], because of assumption (5) . We also introduce an auxillary function
and extend it to [−ic, ic] via
More properties of the above functions can be found in [6] , and shall be mentioned when needed.
The next step involves determining a minimal scattering data, from which the potential can be reconstructed. From Theorem 2.1 below, it follows that one possible choice is given by
Here, S(t) denotes the scattering data of the solution q(x, t) of the KdV equation, which evolves linearly from the scattering data S(0) of the initial data q(x) via
where the rest of the scattering data remains constant. This method effectively linearizes the KdV equation. The R-H approach is then used to perform the inverse scattering transform (S(t) → q(x, t)) and is outlined in the following theorem taken from [6] : 
(ii) the pole conditions
Here the phase Φ(k) = Φ(k, x, t) is given by
Note that the jump matrix v(k) also satisfies a symmetry condition
From here on we shall assume for simplicity that the discrete spectrum of L(t) is empty, i.e. N = 0, as we are not interested in the soliton region. We will however consider solitons at the end of the main section, where they have a constant contribution to the integral of q(x, t).
There are two methods to obtain q(
While the first formulas are more analytically demanding because of the differentiation, the second formula is more computation intesive as it involves calculating second order terms.
Conjugation steps.
For further analysis we introduce the following function 
. We modify the R-H problem from Theorem 2.1 by conjugating with the matrix e −(tΦ(k)/2−itg(k))σ3 , i.e.
The next step involves performing the usual factorization of the jump matrix on the real axis ( [6] ), and shall not be repeated here. To further simplify the jump matrices on Σ ac := Σ c \ Σ a , we introduce another function F (k) given by (29)
,
Its properties are given by (i).
That F (k) has these properties on the open intervals follows from Plemelj formulas.
The interval boundary points need a more careful analysis (see [14] , Chapter 4). Further comments regarding the possible singularities of F (k) near ia and ic can be found in [8] .
Again we conjugate our current R-H problem by the matrix F (k) −σ3 .
Next, let us introduce the matrices
is the analytic continuation of χ(k) in the vicinity of Σ c , such that
The functionφ 1 (k) is not the complex conjugate of the holomorphic function φ 1 (k), but rather the analytic continuation of the function φ 1 (k) restricted to the imaginary segment [0, ic], i.e.
which converges because of the decay properties of q(x, t). We conjugate with
and Ω L 1 depicted below, where all contours need to be confined to the strip {k : −C 0 < Im k < C 0 }. The resulting R-H problem takes the following form (we shall only write down the resulting jump matrix and the contour, where the notation v (2) (k) is adopted from [8] ) 
We write Σ for the union of all contours listed above. As all conjugation and deformation steps are invertible, we know from Theorem 2.1, that there exists a unique solution to the above R-H problem with the usual asymptotics at infinity, which shall be denoted by m (2) (k, x, t). For t → ∞ the jump matrices on Σ U , Σ L , Σ U 1 and Σ L 1 converge exponentially to the identity matrix. We shall refer to the above R-H problem as the 'model R-H problem with exponetial correction', and the one where we ignore the jump matrices converging to the identity matrix as the 'asymptotic model R-H problem' or just 'model R-H problem'. The former can be solved explicitly ( [8] ) and its solution is unique:
Theorem 2.2. The model R-H problem, given by the jump matrix
has a unique solution m mod (k) satisfying the symmetry and normalization conditions (18) , (19) .
3. Parametrix problem 3.1. Local change of variables. We now turn to the jump condition near the points ±ia (we will just consider +ia, analogous results hold for −ia). For k near ia we can write
where the roots in the last two lines have a branch cut along the positive imaginary axis and are chosen positive on the positive real axis. The upper (lower) sign is for the limit from the right (left), respectively.
Next we consider a local time-dependent holomorphic change of variables k − ia → w, such that
t where ς = e −3πi/4 and the branch cut is defined again on the positive imaginary axis. Note that as t goes to infinity, balls of fixed size around the origin in the w-domain would shrink to the point ia in the k-domain. Furthermore, if convenient we will abuse notation by writing f (w) for f (k(w)), if a f is a function of the variable k and vice versa.
We continue with the model R-H problem with exponential correction around the critical point ia. To make it independent of our new variable w, we perform a conjugation by the matrix e −itg(w)σ3 . This results in the 'parametrix R-H problem' with the following jump matrices around k = ia (w = 0): In the next step we conjugate around the origin in the w-domain by the matrix
where p(w) should be a holomorphic function with a possible jump on the imaginary axis. The jump matrices transform as follows
To simplify the problem, we require that
As the limit of F 2 /χ from the right (left) to ia is equal to −iĥ (iĥ −1 ) which are of modulus 1, we see that we can find locally a square root. We choose the normalization
The following boundary values can be computed explicitly.
(47)
The conjugated R-H problem, referred to as the 'Airy R-H problem', takes on the form:
Figure 3. The Airy R-H problem where we have used that
Matrix solutions without any normalization constraint at infinity correspond bijectively to holomorphic matrices in any fixed sector with an entire extension. This follows from the cyclic condition satisfied by the jump matrices ( [18] ):
i.e. the product of the jump matrices when going around the point w = 0 and taking into account the orientation of Σ i , i = 1, ...4, evaluates to the identity matrix. To obtain the correct asymptotic for w → ∞, we shall make an ansatz involving the Airy function ( 
which is a solution of the Airy differential equation and the standard branch cut is used. The notation ∞e ±iπ/3 means that we integrate over a contour which asymptotically is a straight ray with angle ±iπ/3. Here the error term is uniform in closed sectors exluding the negative real axis. Two other solutions are given by Ai(ρz) and Ai(ρ 2 z) with ρ := e 2iπ/3 . As the Airy equation is linear and of second order, there must be a linear relation between these three solutions, which is given by
As it will be needed later, let us aso write down the asymptotics of the first derivative of the Airy function
where the error is again uniform in closed sectors excluding the negative real axis. Let us define
With our prior definition of w 3/2 (branch cut on the positive imaginary axis) we can deduce from (52) the following asymptotics
with ς = e −3πi/4 and for the derivatives
Next, we need to check whether we can indeed get the right boundary behaviour from an ansatz involving y i (w). Because of the cyclic relation (50) and the fact that the Airy function is entire, it is sufficient to specifying the two vector components in one region, to automatically obtain a global vector solution to the Airy R-H problem. Assuming the form (58)
in Ω 1 we get the following solution
As all jump contours for the parametrix problem are constant, we know that ⇀ ai ′ (w) is another solution to the Airy R-H problem. Conjugating back with the matrices p(w) −σ3 and e itg(w)σ3 we can use these vector solutions to write down a local matrix solution A(k) of the model R-H problem with exponetial correction in the k-domain defined as follows: (60)
in some fixed disc D around ia with radius smaller than min(a − b, c − a) in the k-domain, such that k → w is a change of variables for k ∈ D.
Note that m (2) (k)A −1 (k) will have no jumps inside D. For our subsequent analysis we need an analogous condition for the model solution, i.e. we look for a matrix N (k) defined on D, such that m mod (k)N (k) has no jumps inside D. This translate to the following jump condition for N (k) (61) 3/2 ) cancels partially with exp(itg(k)) = exp(∓iB/2+iςw(k) 3/2 ) leaving only exp(±itB/2), which is contained in formula (62). In fact, choosing N (k) as above and using the normalization in (60) we obtain with some algebra the estimate
which follows from (52), (54) and the fact that O(t 1/6 w −7/4 ) = O(t −1/6 w −5/4 ) = O(t −1 ) on ∂D. As both the determinants of A(k) and N (k) are 1, we also have the estimate
Singular integral equations
Our goal is to show that the contributions coming from the vicinities of ±ia are small, such that they do not affect the leading asymptotics of the KdV equation. This can be achieved by reformulating our R-H problems as a singular integral equations and is a rigorous justification of Theorem 5.1 in [6] , or equivalently gives uniform error estimates of order O(t −1 ), improving the O(t −1+γ ), γ > 0 found in our previous work [8] . Again, the arguments follow a similar line to the ones given in [15] and [1] , except for the final analysis, which omits the construction of a model-matrix solution and the corresponding small norm R-H problem. Instead, we rely on Fredholm index theory for singular integral operators. Relevant literature on Cauchy operators and their connection with R-H problems can be found in [3] , [12] . We shall review the essential results here.
We write C Γ for the Cauchy operator defined on L 2 (Γ),
Here, we are assuming that Γ has an orientation and that the family of functions
where the limit is assumed to be non-tangential. Standard theory tells us that if Γ is a Carleson jump contour on the Riemann sphereĈ = C ∪ {∞}, the nontangential limit exists a.e. and C Γ ± will be a bounded operator from L 2 (Γ) to itself ( [12] , Proposition 3.11). Note that the contour Σ of the model problem can be extended to a Carleson jump contour Σ ∪ iR (the same is true forΣ defined in the next section). Hence, boundedness of C Σ∪iR implies boundedness of C Σ , which is all that is required in [19] for Fredholm theory to apply.
For a general 2 × 2 matrix-valued function u(k) with entries in L ∞ (Γ) we can define the following operator:
, where Γ is a jump contour satisfying certain symmetry properties. We assume that Γ is invariant with respect to the transformation k → −k and that sequences converging to the positive side, converge after this transformation still to the positive side. This is a different convention then the one we used in [8] or the one from Theorem 2.1, in order to simplify computations. The jump matrix v (and also u := v − I) must now satisfy
which is the same as (21) when taking into account the different orientation. 
, where C is the operator bound of C Γ − . Next, let us consider the following integral equation (69) (
, where we also require that the matrix entries of u are in L 2 (Γ) for the right-hand side to be well-defined. It turns out that there is a bijective correspondence between solutions of the above equation, and vector solutions of the R-H problem on the contour Γ with jump matrices v(k) = I + u(k) (in the L 2 -setting) given by
see [19] . The following result is of central importance for this paper: 
We write S Γ u for the restriction to the symmetric functions, and A Γ u for the restriction to the antisymmetric function satisfying
The space of antisymmetric functions is denoted by L 2 a (Γ). Let us define the operator
Note that L 2 s (Γ) is the eigenspace of H with eigenvalue 1, while L 2 a (Γ) is the one with eigenvalue −1. Next, let us assume that u(k) (or analogously v(k)) satisfies the symmetry condition
We can then compute that H is a symmetry of C Γ u , i.e. commutes with it 
Main result
Next, we define two new R-H problems for which we know their unique solutions. Similary as before denote by D U a disc around ia with radius smaller than min(a, c− a) such that k → w is a change of variables for
The two R-H problems satisfy by assumption the symmetry condition for the contour and for the jump matrices specified in the previous section. The same goes for the solutions, which are assumed to be symmetric. The solution has the form
Riemann-Hilbert problem I. Find a vector-valued function
where m mod (k) satisfies the model R-H problem and is taken from [6] where uniqueness is also proved. Furthermore, its uniqueness implies the uniqueness of the above R-H problem, as any model solution would give rise to a solution to the above problem via (87).
Riemann-Hilbert problem II. Find a vector-valued function m
(2) (k) holomorphic in C \ (Σ ∪ ∂U) such that it satisfies:
with A(k) defined by (60), (ii) the symmetry conditon The solution has the form
where again uniquness of m (2) (k) implies uniqueness of m (2) (k).
Let us remark once again that N (k) is choosen to cancel the jump matrix inside U, while the same is true for A −1 (k). Hence, while R-H problem I has only jumps on the imaginary segments [−ic, ic] \ U and ∂U, R-H problem II additionally has jump exponetially converging to the identity matrix away from the discs.
On the boundary of the discs we have
uniformly. Hence we can conclude that
where Σ := (Σ \ U) ∪ ∂U and we set v
We can now use the results from the previous sections, to prove that m (2) (k) and m mod (k) are asymptotically close together as t → ∞. To apply Fredholm theory, we need to take a closer look at the vector model solution m mod (k) which is defined via Jacobi theta functions ( [2] ). Its definition can be found on page 18 in [6] :
It is shown in [8] that m mod (k, x, t) = (0 0) is only possible for
For n odd, the zero is located at k = 0 and is simple as A ′ (0) = 0 and θ-functions have simple zeros. For n even the zeros are located at k = ±ia and are of order 
with + (−) for n even (odd). Notice that the above R-H problem has an additional symmetry:
where σ 1 is the first Pauli matrix. As 
we conclude that m s (−k) is again a solution. From uniqueness and both symmetry assumptions it now follows that we have
The crucial observation is that whenever one component of m s (k) becomes zero, automatically the second one becomes zero, which is related to possible nonexistence of the matrix model solution ( [8] ). Hence the condition m(k) = 0 0 , which is related to a possible nonexistence of the matrix model solution ( [8] ), becomes easier to satisfy, as essentially it correpsonds to finding a zero of just one holomorphic function, not two simultaneously.
As we have an explicit solutions of R-H problem I, we can use our uniqueness result and Fredholm theory to solve the equations
with u I := v I − I, by inverting I − S Σ u I . As u I is periodic in time, we can conclude that the continuous family of operators From now on we abbreviate the norm .
and (101)
As the set of bounded invertible operators is open in the operator norm topology, we conclude that for t large enough the operator S Σ u II must also be uniformly invertible. Denote by φ II (k) the unique solution of
The following computations shows that φ I (k) and φ II (k) are in fact also close together in L 2 ( Σ):
where we use the second resolvent formula. Furthermore, φ I,II (k) 2 are uniformly bounded by the uniform invertibility of the correpsonding singular integral operators, as well as the uniform boundedness of u I,II 2 . Now, developing 1/(s − k) into a truncated Neumann series
and taking into account the exponential decay of the matrices u I , u II at infinity one obtains for k → ∞ such that |1 − s/k| ≥ ε > 0: (105)
and (106)
Next we compute
and analogously
Hence we can conclude
We make use of the formula (23)
There is no need to trace back our deformation and conjugation steps, as we are only interested in the asymptotics of m(k) at infinity, and conjugation by e (tΦ(k)/2−itg(k))σ3 F (k) σ3 will not change the product m
2 (k). Hence we can conclude that
Note that the odd terms drop out because of the symmetry condition (18) . For the solution of q(x, t) of the KdV equation we obtain
In [8] it has been shown that q mod (x, t) has the form of a periodic Its-Matveev solution modulated by the parameter ξ. A general theorem associated to the above argumentation is given in appendix B. 
is not. Choosing x * and t * such that condition (92) is satisfied, we obtain
Conjugating both sides with
Λ(k) σ3 e (tΦ(k)/2−itg(k))σ3 F (k) σ3 (
here we have added the term Λ(k)
σ3 corresponding to the solitons, cf. [6] ) and using
which no longer involves the model solution. With the help of (114) we obtain
where the quantities z(ξ) and y(ξ) are taken from [6] and have the values
Note that the sum over −4κ j is expected, as each summand is equal to the integral of one of the solitons. While the asymptotic expression for the integral of q(x, t) can be computed explicitly for any x and t ( [6] ), the formula above could have been obtained without the knowledge of the explicit form of the vector model solution, but only using the additional symmetry.
discussion
Recently we have shown in ( [8] ) that an invertible matrix model solution does not exist for values x, t ∈ R such that (119) (2n + 1)π = tB(ξ)
As invertibility of the model matrix solution is an integral part of the small norm R-H approach, this causes problems when trying to compute uniform estimates for the difference between the KdV solution and the modulated elliptic wave. In that work we have shown that the small norm R-H approach, does not give us a uniform estimate of the error term for arbitrary large x and t. Furthermore, the special points x, t such that (2n + 1)π = tB(ξ) correspond to local minima of the modulated Its-Matveev solution q IM (x, t) given by
Hence, this observation raised the question whether the convergence rate to the modulated Its-Matveev solution might be in fact slower at the local minima. In this work we show that one can obtain uniform estimates, and hence the nonuniform estimates in [8] can be attributed to the dependence of the small norm R-H approach on the existence of an invertible matrix model solution ( [3] , [11] ). To obtain the invertibility of the associated singular integral operators, we instead rely on Fredholm index theory ( [19] ). Our Fredholm R-H approach can be used in other scenarios where an invertible model matrix solution fails to exist like in the KdV case of initial data which is decaying for x → +∞ and is asymptotically finite gap as x → −∞, with atleast one band of the finite band spectrum inside (−∞, 0) ( [8] ). For this purpose we have also included a general theorem in appendix B.
Another issue is computing a full asymptotic expansion of the R-H solution as it is done in [5] , in the case of orthogonal polynomials. This works analogously in our case, as we have an shifted Neumann series given by:
This in itself is not enough to write down an expansion of the solution to the singular integral equation (102) in powers of t −1 . We also need an expansion of (122)
which is equivalent to an expansion of
for l ∈ N on the rest of the contour. To this end we make use of the full expansion of the Airy functions [16] in powers of w −3/2 which translates to an expansion in t −1 . This results in
. Consequently one obtains a similar expansion of m(k, x, t) in terms of t −1 and k
where c ij (x, t) are periodic in t for fixed ξ. Hence we see that the existence of an asymptotic expansion of the R-H solution follows with our Fredholm approach from an asymptotic expansion of the jump matrices, just as with the traditional small norm approach.
Another future challenge would be characterising those R-H problems which admit a vector solution but no matrix solution, in which case the Fredholm approach would be necessary. In the previous section we have seen that in our case the nonexistence of the matrix solution is related to the appearence of an additional symmetry. Whether such 'singular R-H problems' would have a special place in the theory of integrable PDEs is an open question.
Appendix A. Uniformity of operator bounds
Observe that the contour Σ of the model RH problem with the exponentially converging matrices depends on the parameter ξ = x 12t , via the point a = a(ξ) ∈ (0, c). However, it is possible to make the contour Σ = (Σ \ U) ∪ ∂U at least locally in ξ independent of ξ. To see this, note that while we for simplicity always assumed ia to be the center of D U , this is not essential. Furthermore, we can always choose the rays emanating from ia to hit the boundary of the disc at the same points. This then allows us to choose the rest of the contour Σ independent of ξ as long as ia stays in the interior of D U .
ia(ξ 0 ) ia(ξ) Figure 4 . The inner rays in dependence of ξ.
This greatly simplifies the analysis, as we now have to deal with only one Hilbert space L 2 ( Σ). While we might not be able to choose U as large as possible because of the constraint that k → w should be bijective, we certainly can cover any compact interval contained in (0, ic) with finitely many discs. Hence all our estimates will be uniform, as long as ξ stays in some compact subinterval of (−c 2 /2, c 2 /3).
One issue neglected in the main text is the uniform boundedness of (126) (I − CΣ u I,II ) −1 .
Note that for two operators A and P where A is invertible and P is some perturbation of A we have the formulas 
for t large enough.
Appendix B. A General theorem
We now mention a theorem generalising the argumentation given in the proof of the main result (c.f [3] Corollary. 7.108; [19] Proposition. 4.4; [10] Chapter 3). Let Γ be an oriented contour, such that the associated Cauchy operators C Γ ± are bounded operators from L 2 (Γ) to itself. Explicit conditions on the contour for the above statement to hold can be found in [12] . Furthermore, let an n × n matrix-
, where as before this is shorthand for each component of v − I being in L 2 (Γ). We associate to v a factorization data u = (u
Note that the factorization data is non-unique, but always exists, as one can choose u − = 0 and u + = v − I, as it is done in the main text. For any factorization data we define a singular integral operator
Again, we are interested in solutions of the R-H problem on the contour Γ with jump matrix v. The normalization for the vector-valued solution m(k) is assumed to take the simple form 
