Abstract. Sliding mode is used in order to retain a dynamic system accurately at a given constraint and is the main operation mode in variable structure systems. Such mode is a motion on a discontinuity set of a dynamic system and features theoretically-infinite-frequency switching.
modes, which became the main operation modes in the VSS theory [26] . Their implementation is based on their insensitivity to external and internal disturbances.
The standard sliding mode usage is bounded by some restrictions. The constraint being given by an equality of an output variable σ to zero, the standard sliding mode may be implemented only if the relative degree is 1. In other words, control has to appear explicitly already in the first total derivative of σ. Also, high frequency control switching leads to the socalled chattering effect which is exhibited by high frequency vibration of the controlled plant and may be dangerous in applications .
Having generalized the sliding mode notion and its main features, higher order sliding modes (HOSM) remove the above restrictions. Generally speaking, any sliding mode is a mode of motions on the discontinuity set of a discontinuous dynamic system. Such motions are mostly understood in the Filippov sense [9] and are practically realized due to theoretically-infinite frequency of control switching. While successively differentiating σ along trajectories of a discontinuous system, a discontinuity will be encountered sooner or later in the general case.
Thus, sliding modes σ ≡ 0 may be classified by the number r of the first successive total derivative σ (r) which is not a continuous function of the state space variables or does not exist due to some reason like trajectory nonuniqueness. That number is called sliding order (the formal definitions [12, 14] are listed further for the reader's convenience). Hence, the rth-order sliding mode is determined by the equalities σ = σ = σ = ... = σ (r-1) = 0 which impose an r-dimensional condition on the state of the dynamic system. The sliding order characterizes the dynamics smoothness degree in some vicinity of the sliding mode.
The standard sliding mode on which most variable structure systems (VSS) are based is of the first order ( σ is discontinuous). While the standard modes feature finite time convergence, convergence to HOSM may be asymptotic as well. It is also known that in practice the standard sliding mode precision is proportional to the time interval between the measurements or to the measurement delay. At the same time r-sliding mode realization may provide for up to the rth order of sliding precision with respect to the measurement interval [14] .
Following are the main useful properties of higher order sliding mode:
• Properly used, HOSM removes the chattering effect.
• HOSM may provide for up to its order precision with respect to the measurement time step (that is observed only for HOSM with finite-time convergence).
• HOSM provides for precise constraint keeping under uncertainty conditions in cases when the relative degree exceeds 1.
The words "rth order sliding" are often shortened for brevity to "r-sliding".
Trivial cases of asymptotically stable HOSM are easily found in many classic VSSs. For example there is an asymptotically stable 2-sliding mode with respect to the constraint x = 0 at the origin x = ¡ = 0 (at one point only) of a 2-dimensional VSS keeping the constraint x + ¡ = 0 in a standard 1-sliding mode. Asymptotically stable or unstable HOSMs inevitably appear in VSSs with fast actuators [12] . Stable HOSM reveals itself in that case by spontaneous disappearance of the chattering effect. Thus, examples of asymptotically stable or unstable sliding modes of any order are well known [4 -7, 11] . 2-sliding modes in general uncertain MIMO systems are studied in [3] . Dynamic sliding modes [21, 22, 24] produce asymptotically stable higher-order sliding modes and are to be specially mentioned here. However, so far examples of r-sliding modes attracting in finite time were known for r = 1 (which is trivial), for r = 2 [1, 2, 3, 6 -8, 14, 15, 18] and for r = 3 [12] .
Another interesting family of sliding mode controllers featuring finite-time convergence is based on so-called "terminal sliding modes" [19, 27] . Having been independently developed, the first version of these controllers turns out to be identical to the so-called "2-sliding algorithm with a prescribed convergence law" [6, 14] . The latter version [27] is intended actually to provide for arbitrary-order finite-time convergence sliding mode. Unfortunately, the resulting closed-loop systems have unbounded right-hand sides, which prevents the very implementation of the Arbitrary-order sliding controllers with finite-time convergence were recently presented at conferences [17 ] . The present paper is the first regular publication of these results. Only the relative degree r of an uncertain SISO minimum-phase dynamic system needs to be known. The control is a discontinuous function of the output and its r-1 real-time-calculated successive derivatives and has a constant absolute value α. In particular, no mathematical model of the controlled process is actually needed. The controller parameters may be chosen in advance, so that only α is to be adjusted in order to control any system with a given relative degree. The value of α being determined by global bounds of two simple input-output differential expressions, the controller performance is insensitive to any system perturbation preserving these bounds and the relative degree.
Each controller provides for up to its order precision with respect to the measurement time step, which is the best precision possible with rth order sliding. This is the first time that sliding precision of an order higher than 3 is demonstrated. The system's relative degree being artificially increased, sliding control of arbitrary smoothness order can be achieved, completely removing the chattering effect.
Having been used for tracking purposes, these controllers provide actually for full realtime control of uncertain SISO dynamic systems with known relative degree. The unavailable higher-order real-time total derivatives of the output, which are needed for the implementation of the controllers, may be calculated in real time by means of robust exact finite-time-convergence differentiators [15] based on 2-sliding mode. The features of the proposed universal controllers are illustrated by computer simulation of kinematic car control.
Preliminaries: main notions
Let us remind first that according to the definition by Filippov [9] any discontinuous differential
, where x ∈ R n and v is a locally bounded measurable vector function, is replaced by an equivalent differential inclusion
In the simplest case, when v is continuous almost everywhere, V(x) is the convex closure of the set of all possible limits of v(y) as y → x, while {y} are continuity points of v. Any solution of the equation is defined as an absolutely continuous function x(t), satisfying the differential inclusion almost everywhere.
In the following Definitions and Propositions we follow [12, 14] .
Higher order sliding mode definitions
For simplicity we restrict ourselves to sliding modes with respect only to scalar constraint functions. Formal definitions of HOSM on manifold [12, 14] are not considered here either.
Let a constraint be given by an equation σ(x)=0, where σ: R n →R is a sufficiently smooth constraint function. It is also supposed that total time derivatives along the trajectories σ, σ , σ , ..., σ (r-1) exist and are single-valued functions of x, which is not trivial for discontinuous dynamic systems. In other words, discontinuity does not appear in the first r-1 total derivatives of the constraint function σ. Then the rth-order sliding set is determined by the equalities
forming an r-dimensional condition on the state of the dynamic system. 
Equality (2) together with the requirement for the corresponding derivatives of σ to be differentiable functions of x is referred to as r-sliding regularity condition. If regularity condition (2) holds, then the r-sliding set is a differentiable manifold and σ, σ , σ , ..., σ (r-1) may be supplemented up to new local coordinates. (Fig. 1) .
Proof. The intersection of the Filippov set of admissible velocities with the tangential space to the sliding manifold (1) induces a differential inclusion on this manifold. This inclusion satisfies all the conditions [9] for solution existence. Therefore manifold (1) is an integral one.
A sliding mode is called stable if the corresponding integral sliding set is stable.
Remarks.
To exclude trivial cases of an integral manifold in a smooth system we may, for example, call a sliding mode "not trivial" if the corresponding Filippov set of possible velocities V(x) consists of more than one vector.
The above definitions are easily extended to include non-autonomous differential equations by introduction of the fictitious equation
All the considerations are literally translated to the case of the closed-loop controlled
with discontinuous U and smooth f, σ.
Examples
Let σ, σ , σ , ..., σ (r-1) be the coordinates, the origin being the r-sliding set. It is assumed in this paper that the reader will properly choose understanding σ (j) as a variable or as a derivative from the context. As follows from Proposition 1, r-sliding modes appear in the most simple systems like σ (r) = sign σ as a formal Filippov solution σ ≡ 0. That solution being unstable, consider another example of r-sliding mode σ
where
In the case r = 1, P 0 = 1 achieve the standard 1-sliding mode. Let r > 1. The r-sliding mode exists here at the origin and is asymptotically stable. There is also a 1-sliding mode on the manifold P r-1 ( 
The regularity condition is not satisfied in the latter example. Corresponding controllers are listed in [14] .
Real sliding
Up to this moment only ideal sliding modes were considered which keep σ ≡ 0. In reality, however, switching imperfections being present, ideal sliding could not be attained. The simplest switching imperfection is discrete switching caused by discrete measurements. It was proved [14] that the best possible sliding accuracy attainable with discrete switching in σ (r) is given by the relation |σ| ~ τ r , where τ > 0 is the minimal switching time interval. Moreover, the relations
... r are satisfied at the same time (σ (0) = σ). Thus, in order to achieve the rth order of sliding precision in discrete realization, the sliding mode order in the continuous-time VSS has to be at least r. The standard sliding modes provide for first order real sliding only. The second order of real sliding was achieved by discrete switching modifications of the 2-sliding algorithms [1, 2, 6, 7, 8, 14, 18] and by a special discrete switching algorithm [25] . Real sliding of the third order is demonstrated in [12] .
In practice the final sliding accuracy is always achieved in finite time. When asymptotically stable modes are considered, however, it is not observable at any fixed moment, for the convergence time tends to infinity with the rise in accuracy. It is also reasonable to suppose that the above-mentioned maximal precision is obtained with finite-time-convergence sliding modes only.
The problem statement
Consider a dynamic system of the form
where x ∈ R n , u ∈ R a, b, σ are smooth unknown functions, the dimension n is also unavailable.
The relative degree r of the system is assumed to be constant and known. The task is to fulfill the constraint σ(t, x) = 0 in finite time and to keep it exactly by discontinuous feedback control.
The heavy uncertainty of the problem prevents immediate reduction of (3) to any standard form by means of standard approaches based on the knowledge of a, b and σ. In case r = 1
and the problem is easily solved by the standard relay controller u = -α sign σ, provided σ′ t + σ′ x a is globally bounded and σ′ x b is separated from zero and positive. The first order real sliding accuracy with respect to the sampling interval is ensured if σ′ x b is also bounded.
The equality of the relative degree [13] 
L b L a r-2 σ equal zero identically in a vicinity of a given point and L b L a r-1 σ is not zero at the point (a fictitious variable x n+1 = t,
is introduced to conform to the standard definition [13] ).
That means, in a simplified way, that u first appears explicitly only in the rth total derivative of σ.
In that case regularity condition (2) is satisfied and
at the given point [13] .
Proposition 2 [12] . Let system ( .
The r-sliding set is given by the equalities y 1 = y 2 =...= y r = 0 and
The intersection of the Filippov set of admissible velocities with the tangential space to the r-sliding manifold (1) defines a differential equation on this manifold derived by substitution of equivalent control [26] for u: u= -h(t,y)/g(t,y). The Proposition follows now from Proposition 1.
The trivial controller u = -K sign σ satisfies Proposition 2. Usually, however, such a mode is not stable. As follows from the proof above, the r-sliding mode movement is described by the equivalent control method [26] , on the other hand, this dynamics coincides with the zerodynamics [13] for corresponding systems.
. Obviously, h = L a r σ is the rth total time derivative of σ calculated with u = 0. In other words, functions h and g may be defined using only input-output relations.
The problem is to find a discontinuous feedback u = U(t, x) causing the appearance of an r-sliding mode in (3) attracting in finite time. That new controller has to generalize the standard 1-sliding relay controller u = -K sign σ. Hence, g(t,y) and h(t,y) in (4) are to be bounded, h > 0.
Thus, we require that for some
Building an arbitrary-order sliding controller
Let p be the least common multiple of 1, 2, ..., r. Denote
where β 1 ,..., β r-1 are positive numbers. Certainly, the number of choices of β i is infinite. Here are a few examples with β i tested for r ≤ 4. The first is the relay controller, the second is listed in [6, 14, 19] . Obviously, parameter α is to be taken negative with The idea of the controller is that a 1-sliding mode is established on the smooth parts of the discontinuity set Γ of (6) (Fig. 2) . That sliding mode is described by the differential equation . Set Γ with r = 3 is shown in Fig. 3 . . That information demand may be lowered. Let the measurements be carried out at times t i with constant step τ > 0. Consider the
Theorem 2.
Under conditions of Theorem 1 with discrete measurements both algorithms (6) and (7) provide in finite time for fulfillment of the inequalities
for some positive constants a 0 , a 1 , ..., a r-1 .
That is the best possible accuracy attainable with discontinuous σ (r) separated from zero [14] . Following are some remarks on the usage of the proposed controllers.
Convergence time may be reduced by changing coefficients β j . Another way is to substitute λ
, λ r α for α and λτ for τ in (6) and (7), λ > 0, causing convergence time to be diminished approximately by λ times. As a result the coefficients of N i, r will differ from 1. for u in (7), receive a local r-sliding controller to be used instead of the relay controller u = -sign σ and attain the rth-order sliding precision with respect to τ by means of an (r -2)-smooth control with Lipschitz (r-2)th time derivative. It has to be modified like in [14, 18] (t,x,u) > 0. It is easy to check that . There are two ways to use the presented controllers. In case system (3) is known and the full state is available, these derivatives may be directly calculated. In the real uncertainty case the derivatives are to be realtime evaluated in some other way. Thus, one would not theoretically need to know any model of the controlled process, only the relative degree and 3 constants were needed in order to adjust the controller. Unfortunately, the problem of successive real-time exact differentiation is usually considered as practically insoluble. Nevertheless, under some assumptions real-time exact robust differentiation is possible. Indeed, let input signal η(t) be a Lebesgue-measurable locally bounded function defined on [0, ∞), and let it consist of an unknown base signal η 0 (t) having a derivative with known Lipschitz's constant C > 0 and an unknown bounded Lebesgue-measurable noise N(t). Then the following system realizes a real-time differentiator [15] : .
Implementation of r-sliding controller when
σ (r+1) = Λ u r+1 σ + ∂ ∂¢ σ (r) £ , Λ u (⋅) = ∂ ∂¤ (⋅) + ∂ ∂¥ (⋅) f(t,x,u).ς = v. v = ζ 1 -λ |ζ -η(t)| 1/2 sign (ζ -η(t)), 1 ς = -µ sign (ζ -η(t)).
Hence, full local real-time robust control of output variables is possible under uncertainty conditions, using only output variable measurements and knowledge of the relative degree.
The author wants to stress here that he does not consider successive differentiation as an appropriate way to deal with a practical uncertainty problem. The best way, definitely, is to find some way for direct derivative measurements. When it is impossible, the proper way is, probably, to employ asymptotically optimal robust exact differentiators specially developed for each differentiation order [15, 16] . Such differentiators have so far been constructed for the first [15] and second order [16] only. In such a closed-loop system the resulting sliding accuracy will be proportional to the maximal error of σ measurements [16] . 
Simulation examples
During the first half-second the control is not applied in order to allow the convergence of the differentiators. Substituting v 1 and v 2 for σ and σ respectively, obtain the following 3-sliding controller: In case the steering angle dependence on time (Fig. 5d) is considered as unacceptable, the relative degree of the system may be once more artificially increased. Let 
Conclusions and discussion of the obtained results
A family of r-sliding controllers with finite time convergence for any natural number r is presented in this paper for the first time. The presented controllers provide for full real-time control of the output variable if the relative degree r of the dynamic system is known. In the general case when condition (5) is not true the controller is still locally applicable. Each controller produces a discontinuous infinite-frequency switching uniformly-bounded control providing for finite-time arbitrarily-fast transient process. A control derivative of some order being treated as a new control, the corresponding-order controller can be applied, providing for the prescribed control smoothness and removing the chattering. The parameters of the controller may be chosen in advance, so that only a single scalar parameter is to be adjusted in order to control any system with a given relative degree.
There are 2 types of each proposed r-sliding controller. One uses measurements of σ, σ , ..., σ (r-1) and keeps σ ≡ 0. The other corresponds to discrete measurements of σ, σ , ..., σ (r-1) and provides for the accuracy |σ
, j = 0, 1, ..., r, with measurement step τ. That accuracy is the best possible when σ (r) is discontinuous [14] . This is the first time that the real-sliding accuracy of an order higher than 3 is attained. Modification (7) of the controller preserves the same sliding accuracy, when only σ, σ , ..., σ (r-2) are available. Note that (7) is less robust than controller (6) in the presence of errors in evaluation of the derivatives. The solution is to use the above-described robust differentiator [15] for evaluation of σ (r-1) or to implement a variable measurement step feedback [17] .
Whereas 1-and 2-sliding modes were used mainly to keep auxiliary constraints, arbitraryorder sliding controllers may be considered as general-purpose controllers. In case the mathematical model of the system is known and the full state is available, the real-time derivatives of the output variable are directly calculated, and the controller implementation is straightforward and does not require reduction of the dynamic system to any specific form.
In the uncertainty case the mathematical model of the process is not really needed. It is actually sufficient to know only the relative degree of a minimum phase system. Necessary time derivatives of the output can be obtained by means of the recently published robust exact differentiator with finite-time convergence [15] , which allows real-time robust exact successive differentiation of any given order, provided higher derivatives are bounded. Thus, with σ , ..., σ
bounded, the only needed real-time information is the current value of σ. At the same time, in the presence of measurement noises the differentiation accuracy inevitably deteriorates rapidly with the growth of the differentiation order [15] , and direct observation of the derivatives is preferable.
The presented approach is comparable with back-stepping procedure [10] , being very The proposed controllers are easily developed for any relative degree, at the same time most of the practically important problems in output control are covered by the cases when relative degree equals 2, 3 and 4. Indeed, according to the Newton law, the relative degree of a spatial variable with respect to a force, being understood as a control, is 2. Taking into account some dynamic actuator, achieve relative degree 3. If the actuator input is required to be a continuous Lipschitz function, the relative degree may be artificially increased to 4. Recent results [3] seem to allow the implementation of the developed controllers for general MIMO systems.
Appendix: proof of the Theorems
The general idea of the proofs is presented in Section 4 and illustrated by Figs. 2, 3 .
Preliminary notions. The following notions are needed to understand the proof. They are based on results from [9] .
Differential inclusion ξ ∈ Ξ(ξ), ξ ∈ R m is called further Filippov inclusion if for any ξ 1. Ξ(ξ) is a closed non-empty convex set;
2. Ξ(ξ) ⊂ {v ∈ R m | ||v|| ≤ ρ(ξ)}, where ρ(ξ) is a continuous function;
3. the maximal distance of the points of Ξ(ξ′) from Ξ(ξ) tends to zero when ξ′ → ξ.
Remind that any solution of a differential inclusion is an absolutely continuous function satisfying the inclusion almost everywhere, and that any differential equation with a discontinuous right-hand side is understood as equivalent to some Filippov inclusion.
The graph of a differential inclusion ξ ∈ Ξ(ξ), ξ ∈ R m is the set
some region if any point of the graph of ξ ∈ Ξ′(ξ) is distanced by not more than ε from the graph of ξ ∈ Ξ(ξ). It is known [9] that within any compact region solutions of ξ ∈ Ξ′(ξ) tend to some solutions of ξ ∈ Ξ(ξ) uniformly on any finite time interval with ε → 0. In the special case
), ξ ∈ R, which is considered in the present paper, the graph may be Proof of Theorem 1. Consider the movement of a projection trajectory of (3), (6) in coordinates σ, σ , ..., σ (r-1) :
Taking into account (5) achieve a differential inclusion
which will be considered from now on instead of the real equality (8) . The operations on sets are naturally understood here as sets of operation results for all possible combinations of the operand set elements. Control u is given by (6) or (7).
A given point P is called here a discontinuity point of a given function, if for any point set 
Let Σ i be the closure of the discontinuity set of sign φ i,r , i = 0, ..., r-1, Γ = Σ r-1 , and Σ 0 = {0}⊂ R (Fig. 7) . Each set Σ i lies in the space σ, ¡ σ , ..., σ (i) and is, actually, a modification of the graph of 
Considering the division of the whole space σ, σ , ..., σ (i) in the sets |σ Proof. Considering a small vicinity of the origin, we found that the first inequality is true when the initial conditions belong to a set of the form N r-1,r = const. Thus, according to the homogeneity reasoning, it is true everywhere. Other inequalities are results of successive integration and the homogeneity reasoning with the same assumption N r-1,r = const with t = t 0 .
The following Lemma is a simple consequence of Lemma 4. It is illustrated by Fig. 2 . ) transfers (9), (7) into the same inclusion, but with the new measurement interval ντ. Thus, G ν D is an attracting set corresponding to that new value of the measurement interval. 
