Abstract. We introduce the subordinator, which we call "truncated 0-stable", whose Lévy measure has density 1 x restricted to the interval p0, 1q. This process emerges naturally in the study of marginally relevant disordered systems, such as pinning and directed polymer models. We show that the truncated 0-stable subordinator admits an explicit marginal density and we study renewal processes in its domain of attraction, for which we prove sharp local renewal theorems. As an application, we derive sharp estimates on the second moment of the partition functions of pinning and directed polymer models.
Introduction and main results
In this paper we introduce a subordinator, i.e. Lévy process with positive jumps, which we name the "truncated 0-stable subordinator". This subordinator, denoted by Y :" pY s q sě0 , is the increasing Lévy process which takes values on r0, 8q and has Lévy measure νpdtq :" 1 p0,1q ptq t dt .
(1.1)
Equivalently, this means that for all λ P R and s P r0, 8q, its Laplace transform is given by The name comes by analogy with the well known α-stable subordinators, for α P p0, 1q, which is the class of Lévy subordinators with Lévy measure 1 t 1`α 1 p0,8q ptq dt. Notice, however, the restriction of ν in (1.1) on the interval p0, 1q, which is necessary to ensure that ν is a legitimate Lévy measure, i.e. ş R pt 2^1 q νpdtq ă 8. This abrupt cut-off brings our Lévy subordinator outside the typically studied classes of Lévy processes, with a continuous decay at infinity (cf. the Gamma subordinator, where 1 p0,1q ptq is replaced by e´λ t ).
A remarkable feature of the truncated 0-stable subordinator is that it possesses an explicit transition probability density in the interval p0, 1q, complemented by a simple recursive expression elsewhere. This is the content of our first main result. where γ "´ş 8 0 log u e´u du » 0.577 is the Euler-Mascheroni constant. We point out that Lévy processes with an explicit density are rare. Using Kendall's identity for spectrally negative Lévy processes, [BKKK14] was able to construct some examples with explicitly computable density, but the truncated 0-stable subordinator appears to fall out of their scope. The key feature of our process Y , which makes its density computable, is a scale invariance property. Let Subordinators which exhibit explicit density are very useful for various applications, such as mathematical finance, combinatorial stochastic processes, coalescent processes, etc. We refer to [BKKK14] for an account and discussion on relevant applications.
Our motivation comes from disordered systems. We show in this paper that the truncated 0-stable subordinator emerges naturally in the description of the partition function of pinning and directed polymer models. We will discuss the details in Section 3, but let us give here the crux of the problem in an elementary way, which can naturally arise in various other settings. Given ̺, γ P p0, 8q, let us consider the weighted series of convolutions v N :" (1.7)
We are interested in the following question: for fixed γ P p0, 8q, can one choose ̺ " ̺ N in order for v N to converge to a non-zero and finite limit limit as N Ñ 8, i.e. v N Ñ v P p0, 8q? The answer naturally depends on the exponent γ.
If γ ă 1, we can, straightforwardly, use a Riemann sum approximation and by choosing ̺ " λN´1`γ, for fixed λ P p0, 8q, we have that v N will converge to v :" where the expression in terms of gamma functions is deduced from the normalization of the Dirichlet distribution.
If γ ě 1, then, as it is readily seen, the Riemann sum approach fails, as it leads to iterated integrals which are infinite. The idea now is to express the series (1.7) as a renewal function.
The case γ ą 1 is easy: we can take a small, but fixed ̺ ą 0: ̺ Pˆ0, 1 R˙, where R :" ÿ nPN 1 n γ P p0, 8q , and consider the renewal process τ " pτ k q kě0 with inter-arrival law Ppτ 1 " nq "
1 R 1 n γ for n P N. We can then write
v :" ̺R 1´̺R P p0, 8q .
The case γ " 1 is more interesting † . This case is subtle because the normalization R " ř nPN 1 n " 8. The way around this problem is to first normalize 1 n to a probability on t1, 2, . . . , N u. More precisely, we take
and consider the renewal process τ pN q " pτ pN q k q kě0 with inter-arrival law P`τ pN q 1
" n˘" 1 R N 1 n for n P t1, 2, . . . , N u .
(1.9)
It is evident that this renewal process is the discrete analogue or our truncated 0-stable Lévy subordinator. Choosing ̺ " λ{R N , with λ ă 1, we can see, via dominated convergence, that To answer these questions, one is naturally led to explore the domain of attraction of the truncated 0-stable subordinator -to which τ pN q belongs, as we show in a momentand to prove renewal theorems. Indeed, the left hand side of (1.10) for λ " 1 is the renewal measure of τ pN q . We will establish results of this type here.
We first show that renewal processes τ pN q like those in (1.9), suitably rescaled, converge in distribution towards the 0-stable subordinator Y . where the sequence prpnqq nPN is chosen as rpnq :" 1 n p1`op1qq as n Ñ 8 , (1.12) † It can be called marginal or critical, due to its relations to disordered systems, see [CSZ17b] for the relevant terminology and statistical mechanics background.
so that
Let τ pN q " pτ pN q k q kPN 0 denote the associated random walk (renewal process):
(1.14)
Then, the rescaled process˜τ
converges in distribution to the truncated 0-stable subordinator pY s q sě0 , as N Ñ 8.
We now define an exponentially weighted renewal density U N,λ pnq for τ pN q , which is a local version of the quantity which appears in (1.10):
We similarly define the corresponding quantity for the truncated 0-stable subordinator:
e pϑ´γqs s t s´1 Γps`1q ds , for t P p0, 1s , ϑ P R .
(1.16)
We are interested in the asymptotic behavior of U N,λ pnq for large N and n. This is expected to be of the order ErT pN q 1 s´1 " c p N log N q´1, by analogy with the classical renewal theorem (at least when λ " 1). In our second main result, we show that this is the case, identifying the sharp prefactor c as an explicit function of n N . Theorem 1.4 (Sharp renewal theorem). Fix any ϑ P R and let pλ N q N PN satisfy
For any fixed δ ą 0, the following relation holds as N Ñ 8:
Moreover, the following uniform bound holds, for a suitable C P p0, 8q:
We present an application of Theorem 1.4 to disordered systems in Section 3: for pinning and directed polymer models, we derive the sharp asymptotic behavior of the second moment of the partition function in the weak disorder regime (see Theorems 3.1 and 3.2). Theorem 1.4 extends the literature on renewal theorems in the case of infinite mean. Typically, the cases studied in the literature correspond to renewal processes of the form τ n " T 1`¨¨¨`Tn , where the i.i.d. increments pT i q iě1 have law
with φp¨q a slowly varying function. In case α P p0, 1s, limit theorems for the renewal density U pnq " ř kě1 Ppτ k " nq have been the subject of many works, e.g. [GL63] , [E70] , [D97] , just to mention a few of the most notable ones. The sharpest results in this direction have been recently established in [CD16+] when α P p0, 1q, and in [B17+] when α " 1.
In the case of (1.20) with α " 0, results of the sorts of Theorem 1.4 have been obtained in [NW08, N12, AB16] . However, a key difference between these references and our result is that we deal with a non-summable sequence 1{n, hence it is necessary to consider a family of renewal processes τ pN q whose law varies with N P N (triangular array) via a suitable cutoff. This brings our renewal process out of the scope of the cited references.
Let us give an overview of the proof of Theorem 1.4 (see Section 7 for more details). In order to prove the upper bound (1.19), a key tool is the following sharp estimate on the local probability Ppτ pN q k " nq. It suggests that the main contribution to tτ pN q k " nu comes from the strategy that a single increment T pN q i takes values close to n. Proposition 1.5 (Sharp local estimate). Let us set log`pxq :" plog xq`. There are constants C P p0, 8q and c P p0, 1q such that for all N, k, n P N, with n ď N , we have
(1.21)
We point out that (1.21) sharpens [AB16, eq. (1.11) in Theorem 1.1], thanks to the last term which decays super-exponentially in k. This will be essential for us, in order to counterbalance the exponential weight λ k in the renewal density U N,λ pnq, see (1.15).
In order to prove the local limit theorem (1.18), we use a strategy of independent interest: we are going to deduce it from the weak convergence in Proposition 1.3 exploiting recursive formulas for the renewal densities U N,λ and G ϑ , based on a decomposition according to the jump that spans a fixed site; see (7.13) and (7.14). These formulas provide integral representations of the renewal densities U N,λ and G ϑ which reduce a local limit behavior to an averaged one, thus allowing to strengthen weak convergence results to local ones.
Finally, we establish fine asymptotic properties of the continuum renewal density G ϑ . Proposition 1.6. For any fixed ϑ P R, the function G ϑ ptq is continuous (actually C 8 ) and strictly positive for t P p0, 1s. As t Ó 0 we have G ϑ ptq Ñ 8, more precisely
Organization of the paper. In Section 2 we present multi-dimensional extensions of our main results, where we enhance the subordinator and the renewal processes with a spatial component. This is also guided by applications.
In Section 3 we discuss the applications of our results to disordered systems and more specifically to pinning and directed polymer models. A result of independent interest is Proposition 3.2, where we prove sharp asymptotic results on the expected number of encounters at the origin of two independent simple random walks on Z; this also gives the expected number of encounters (anywhere) of two independent simple random walks on Z 2 .
The remaining sections are devoted to the proofs. Some additional results for disordered systems are proved in the Appendix.
Multidimensional extensions
We extend our subordinator Y by adding a spatial component, that for simplicity we assume to be Gaussian. More precisely, we fix a dimension d P N and we let W " pW t q tPr0,8q denote a standard Brownian motion on R d . Its density is given by Equivalently, for all λ P R 1`d and s P r0, 8q,
We can identify the probability density of Y c s for s P r0, 8q as follows. (2.4)
We now define a family of random walks in the domain of attraction of Y c . Recall that rpnq was defined in (1.12). We now consider a family of probability kernels ppn,¨q on Z d , indexed by n P N, which converge in law to ? c W 1 when rescaled diffusively. More precisely, we assume the following conditions:
n˘ˇ" op1q as n Ñ 8 .
(2.5)
Note that c P p0, 8q is the asymptotic variance of each component. Also note that, by (iii),
Then we define, for every N P N, the i.i.d. random variables pT
with rpnq, R N as in (1.12), (1.13). Let pτ pN q , S pNbe the associated random walk, i.e.
We have the following analogue of Proposition 1.3. We finally introduce the exponentially weighted renewal density
as well as its continuum version:
where the second equality follows by (1.16) and Theorem 2.1. The following result is an extension of Theorem 1.4.
Theorem 2.3 (Space-time renewal theorem). Fix any ϑ P R and let pλ N q N PN satisfy
(2.11)
(2.12)
Applications to disordered systems
In this section we discuss applications of our previous results to two marginally relevant disordered systems: the pinning model with tail exponent 1{2 and the p2`1q-dimensional directed polymer model [CSZ15, CSZ17a, CSZ17b] . For simplicity, we focus on the case when these models are built from the simple random walk on Z and on Z 2 , respectively.
Both models contain disorder, given by a family ω " pω i q iPT of i.i.d. random variables; T " N for the pinning model, T " NˆZ 2 for the directed polymer model. We assume that
An important role is played by
3.1. Pinning model. Let X " pX n q nPN 0 be the simple symmetric random walk on Z. We set upnq :" PpX 2n " 0q " 1 2 2nˆ2 n n˙"
Fix a sequence of i.i.d. random variables ω " pω n q nPN , independent of X, satisfying (3.1). The (constrained) partition function of the pinning model is defined as follows:
where we work with X 2n rather than X n to avoid periodicity issues. Writing Z N,β as a polynomial chaos expansion [CSZ17a] (we review the computation in Appendix A.1), we obtain the following expression for the second moment:
where σ 2 β is defined in (3.2). Let us define
and denote by pτ pN q k q kPN 0 the renewal process with increments law given by (1.11). Then, recalling (3.5) and (1.15), for every N P N and 1 ď n ď N we can write
(3.8)
As a direct corollary of Theorem 1.4, we have the following result.
Theorem 3.1 (Second moment asymptotics for pinning model). Let Z N,β be the partition function of the pinning model based on the simple symmetric random walk on Z, see (3.4). Define σ 2 β by (3.2) and R N by (3.7). Fix ϑ P R and rescale β " β N so that
Moreover, the following uniform bound holds, for suitable constants C, r C P p0, 8q:
In view of (3.7), it is tempting to replace R N by log N in (3.9). However, to do this properly, a sharper asymptotic estimate on R N as N Ñ 8 is needed. The following result, of independent interest, is proved in Appendix A.3. Proposition 3.2. As N Ñ 8
" log N`α`op1q , with α :" γ´π`4 log 2 , (3.12)
where γ "´ş 8 0 log u e´u du » 0.577 is the Euler-Mascheroni constant. Corollary 3.3. Relation (3.9) can be rewritten as follows:
We stress that identifying the constant α in (3.12) is subtle, because it is a non asymptotic quantity (changing any single term of the sequence in brackets modifies the value of α!). To accomplish the task, in Appendix A.3 we relate α to a truly asymptotic property, i.e. the tail behavior of the first return to zero of the simple symmetric random walk on Z 2 . 3.2. Directed polymer in random environment. Let S " pS n q nPN 0 be the simple symmetric random walk on Z 2 . We set q n pxq :" PpS n " xq , (3.14)
and note that, recalling the definition (3.3) of upnq, we can write ÿ
where the second equality holds because the projections of S along the two main diagonals are independent simple random walks on ? 2 Z. Note that CovrS As a consequence, S n { ? n converges in distribution to the Gaussian law on R 2 with density g 1 2 p¨q (recall (2.1)). The random walk S is periodic, because pn, S n q takes values in
Then the local central limit theorem gives that, as n Ñ 8,
where the factor 2 is due to periodicity, because the constraint pn, xq P Z 3 even restricts x in a sublattice of Z 2 whose cells have area equal to 2.
Fix now a sequence of i.i.d. random variables ω " pω n,x q pn,xqPNˆZ 2 satisfying (3.1), independent of S. The (constrained) partition function of the directed polymer in random environment is defined as follows:
n"1 pβω n,Sn´λ pβqq 1 tS N "xu
(3.17)
In analogy with (3.5) (see Appendix A.1), we have a representation for the second moment:
(3.18)
To apply the results in Section 2, we define for pn, xq P NˆZ 2 ppn, xq :" q n pxq 2 upnq 2 , where upnq :" 1 2 2nˆ2 n n˙.
Note that ppn,¨q is a probability kernel on Z 2 , by (3.15). Since g t pxq 2 " 1 4πt g t{2 pxq (see (2.1)), it follows by (3.16) and (3.3) that, uniformly for x P Z 2 , n ppn, xq " g 1
Thus ppn,¨q fulfills condition (iii) in (2.5) with c " 1 4 (the multiplicative factor 2 is a minor correction, due to periodicity). Conditions (i) and (ii) in (2.5) are also fulfilled.
Let pτ pN q , S pN" pτ pN q k , S pN q k q kě0 be the random walk with increment law given by (2.7), where rpnq and R N are the same as in (3.6)-(3.7). More explicitly:
Recalling (3.18) and (2.9), we can write
As a corollary of Theorem 2.3, taking into account periodicity, we have the following result.
Theorem 3.6 (Second moment asymptotics for directed polymer). Let Z N,β pxq be the partition function of the directed polymer in random environment based on the simple symmetric random walk on Z 2 , see (3.17). Define σ 2 β by (3.2) and R N by (3.7). Fix ϑ P R and rescale β " β N so that
For any fixed δ ą 0, the following relation holds as N Ñ 8: 
Proofs for the 0-stable truncated subordinator
In this section we prove our main results on the 0-stable truncated subordinator pY s q sě0 , that is Proposition 1.2, Theorem 1.1 and Proposition 1.6. We also prove Proposition 2.1 on the multi-dimensional extension pY c s q sě0 . Proof of Proposition 1.2. We use the standard representation of the Lévy process Y " pY s q sPr0,8q in terms of a Poisson Point Process (PPP), that we now recall.
Let Π denote a PPP on r0, 8qˆp0, 1q with intensity measure
We recall that Π is a random countable subset of r0, 8qˆp0, 1q, whose points we denote by ps i , t i q. Let us define
Then we can represent our Lévy process Y s in terms of Π as follows:
Let us identify Y s with Y p1q s . Note that ∆Y s " t ‰ 0 if and only if ps, tq P Π, see (1.5). On the event tM s ă tu " tΠ X pr0, ssˆrt, 1qq " Hu we have
s is a function of Π ps,tq , which is independent of Π X pr0, ssˆrt, 1qq, by definition of PPP. To prove our goal (1.6), it remains to show that
By (4.2), it suffices to prove the following property: if we denote by φ t : R 2 Ñ R 2 the map px, yq Þ Ñ px, 1 t yq, then the random set φ t pΠ ps,thas the same law as Π ps,1q . Note that Π ps,tq is a PPP with intensity measure µ ps,tq given by the original intensity measure µ restricted on r0, ssˆp0, tq (see (4.1)). We also observe that the random set φ t pΠ ps,tis a PPP with intensity measure given by µ ps,tq˝φ´1 t , i.e. the image law of µ ps,tq under φ t . The proof is completed by noting that φ t sends µ ps,tq to µ ps,1q , because the map y Þ Ñ y{t sends the measure 1 y 1 p0,tq pyq dy to the measure 1 y 1 p0,1q pyq dy. In the proof of Theorem 1.1 we will need the following estimate. This can be deduced from [RW02, Lemma 6], but we give a direct proof in our setting. 
The first term in the RHS of (4.7) is easily estimated: since N s " Poispλ s q with
we have
Also the third term in the RHS of (4.7) is under control: since pY ď s q sě0 is a Lévy process with Lévy measure
We choose α s " 1{s, so that both PpN s ě 2q and PpY ď s ą 1q are Ops 3{2 q. It remains to estimate the second term in the RHS of (4.7). On the event tN s " 1u, the random variable W :" Y ą s has density 1 log αs 1 x 1 p 1 αs ,1q pxq. Also note that Y ď s is independent of N s . If we fix ̺ s P p1, 2q, to be determined later, we can write
having used (4.8) and (4.9). Note that log αs αs is bounded, and actually vanishes as s Ñ 0, because we have fixed α s " 1{s. We now choose ̺ s " 1`?s to get
Proof of Theorem 1.1. We start proving the first line of (1.4), so we assume t P p0, 1q. Recall that M s was defined in (1.5). Plainly, we can write
We use the PPP representation of Y s that we introduced in the proof of Proposition 1.2. In particular, if Π denotes a PPP with intensity measure µ in (4.1), we can write PpM s ă tq " PpΠ X pr0, ssˆrt, 1qq " Hq " e´µ pr0,ssˆrt,1qq " e´s
For It remains to identify F s p1q. Since pY s q sě0 has stationary and independent increments, for any n P N, the density f s is the convolution of f s{n with itself n times. Then for any t P p0, 1q we can write, by (4.11),
where we recognized the density of the Dirichlet distribution (with parameters n and s n ) and, in the last step, we used the property Γp1`xq " x Γpxq. By (4.6)
Since F u p1q " 1´opuq as u Ñ 0, by Lemma 4.1, we have`F s n p1q˘n Ñ 1. This yields
which proves the first line of (1.4). It remains to prove the second line of (1.4). We exploit the PPP construction of Y s , see (4.1)-(4.3). By identifying the largest jump M s " u, see (1.5), we have for any t P p0, 8q
(4.12)
The second equality holds for the following reasons.
‚ Y s conditioned on tM s ă uu has the same law as uY s , by Proposition 1.2, hence x " u s is the probability that all other jumps are smaller than u, hence
Making the change of variable a :" t´u u , we can rewrite (4.12) as
(4.13)
For t P p0, 1q, the second integral equals 0, while f s ptq "
by the first line of (1.4), that we have already proved. This implies that the first integral must equal e´γ s
Γps`1q . This concludes the proof of the second line of (1.4).
Proof of Proposition 1.6. Note that PpY s ď 1q " e´γ s {Γps`1q, by the first line of (1.4). With the change of variable u " plog 1 t qs in (1.16), we can write
0 s e plog tqs e ϑs PpY s ď 1q ds
u PpY u{ logp1{tq ď 1q du .
Note that PpY u{ logp1{tq ď 1q " 1´Op 1 plogp1{tqq 2 q as t Ó 0, for any fixed u ą 0, by (4.5). Expanding the exponential, as t Ó 0, we obtain by dominated convergence
which coincides with (1.22).
Proof of Proposition 2. 
where we have applied (1.2). It remains to observe that, by explicit computation,
q g ct pxq dx , (4.14)
which gives (2.3).
Proof of Propositions 1.3 and 2.2
For both Propositions 1.3 and 2.2, we prove convergence in the sense of finite-dimensional distributions. It is not difficult to obtain convergence in the Skorokhod topology, but we omit it for brevity, since we do not need such results. for every fixed s P r0, 8q. This could be proved by checking the convergence of Laplace transforms. We give a more direct proof, which will be useful in the proof of Proposition 2.2.
Fix ε ą 0 and let Ξ pεq be a Poisson Point Process on rε, 1s with intensity measure s dt t . More explicitly, we can write
..,N pεq , where the number of points N pεq has a Poisson distribution: 
We define 
Note that, by (1.12)-(1.13), for some constant C P p0, 8q we can write . This proves (5.13).
Proof of Proposition 1.5
This section is devoted to the proof of Proposition 1.5. Let us rewrite relation (1.21):
The strategy, as in [AB16] , is to isolate the contribution of the largest increment T pN q i . Our analysis is complicated by the fact that our renewal processes τ pN q varies with N P N.
Before proving Proposition 1.5, we derive some useful consequences. We recall that the renewal process pτ pN q k q kě0 was defined in (1.14). Proposition 6.1. There are constants C P p0, 8q, c P p0, 1q and, for every ε ą 0, N ε P N such that for all N ě N ε , s P p0, 8q X Recalling that f s ptq is the density of Y s , see (1.4), it follows that for N P N large enough
Proof. Let us prove (6.3). Since Γps`1q " e splog s´1q`logp ? 2πsq p1`op1qq as s Ñ 8, by Stirling's formula, and since γ » 0.577 ă 1, it follows by (1.4) that there is c 1 ą 0 such that f s ptq ě c 1 s t t s e´s log`psq , @t P p0, 1s , @s P p0, 8q . (6.4)
Then, if we choose ε " 1´c in (6.2), we see that (6.3) follows (with C 1 " C{pcc 1 q).
In order to prove (6.2), let us derive some estimates. We denote by c 1 , c 2 , . . . generic absolute constants in p0, 8q. By (1.11)-(1.13),
At the same time
By (1.12), we can fix η ą 0 small enough so that
for all r, N P N with r ď N . Plugging this into (6.6), we obtain a bound that will be useful later:
We can sharpen this bound. For every ε ą 0, let us show that there is N ε ă 8 such that
We first consider the range r ď N ϑ , where ϑ :" e´1{c 1 . Then, by (6.5),
Next we take r ě N ϑ . Then
logpN {rq log N for N large enough, by (1.12), which plugged into (6.6) completes the proof of (6.8). We point out that the bounds (6.7), (6.8) are poor for small r, but they provide a simple and unified expression, valid for all r " 1, . . . , N .
We can finally show that (6.2) follows by (6.1) (from Proposition 1.5) where we plug k " s log N and n " tN , for s P p0, 8q X ‚ by (6.8) we have P`T pN q 1 ď n˘k´1 ď t p1´εqs t´1 log N ď t p1´εqs p 1 N q´1 log N " e t p1´εqs , because t ě 1 N , hence (6.2) is deduced. Before starting with the proof of Proposition 1.5, we derive some large deviation estimates. We start by giving an upper bound on the upper tail Ppτ pmq k ě nq for arbitrary m, k, n P N. This is a Fuk-Nagaev type inequality, see [N79, Theorem 1.1].
Lemma 6.2. There exists a constant C P p1, 8q such that for all m P N and s, t P r0, 8q
(6.9)
Proof. We are going to prove that for all m, n, k P N
which is just a rewriting of (6.9). For some c 1 ă 8 we have Erτ ď m, we can estimate
This yields, by Markov inequality, for all λ ě 0,
(6.11)
We now choose λ such that
If m k n plog m`1q ą 1 relation (6.10) holds trivially, so we assume m k n plog m`1q ď 1, so that λ ě 0. This choice of λ, when plugged into (6.11), gives (6.10) with C " e c 1`1 . We complement Lemma 6.2 with a bound on the lower tail Ppτ pmq k ď nq.
Lemma 6.4. There exists a constant c P p0, 1q such that for all m P N and s, t P r0, 8q
(6.12)
Proof. We are going to prove that for all m, n, k P N P`τ pmq k ď n˘ďˆn plog m`1q c k m^1˙c
which is just a rewriting of (6.12). For λ ě 0 we have
Next we evaluate, by (1.12)-(1.13),
for some c 1 P p0, 1q. Since the function x Þ Ñ 1´e´x x is decreasing for x ě 0, we can bound
We are going to fix 1 m ď λ ď 1. Restricting the integration on the inerval 1 ď x ď λm and bounding 1´e´x ě p1´e´1q we obtain, for c 2 :" p1´e´1qc 1 ,
Looking back at (6.14), we obtain
We can conclude as follows. Let us set
If λm ă 1, then the right hand side of (6.13) equals 1; if λ ą 1, then k ą n and the left hand side of (6.13) vanishes. In both cases, relation (6.13) holds. We may then assume that 1 m ď λ ď 1. This allows to plug λ into (6.15), which yields (6.13) with c :" mintc 2 , e´1 {c 2 u.
Proof of Proposition 6.1. We have to prove relation (6.1) for all N, k, n P N with n ď N .
Let us set
, and note that tτ " nq show that (6.1) is implied by
(6.17)
Note that there is no longer dependence on N .
It remains to prove (6.17). We may assume that k ď n, since otherwise the left hand side of (6.17) vanishes. We may also assume that n is large enough, because for any fixed n ă 8 relation (6.17) clearly holds for n ďn (and k ď n), for a suitable C.
We start by estimating, for any m P p1, ns (possibly not an integer, for later convenience) , we get, by (1.11)-(1.13),
(6.19)
We bound PpT
log n ď e p m n q ηk log n , by (6.7). Choosing m " e´ℓn in (6.19) and summing over 0 ď ℓ ď log n, we obtain the key bound
(6.20)
To complete the proof of (6.17), we show that, for suitable C P p0, 8q and c P p0, 1q,
Let c P p0, 1q be the constant in Lemma 6.4. We recall that we may take n large enough. We fix c 1 P p0, 1q with c 1 ą c, and we choosen so that, by (6.8) with N " n and r " e´ℓn, 
We first consider the regime of k P N such that
We use Lemma 6.4 to bound the probability in (6.22). More precisely, we apply relation (6.12) with m " e´ℓn, s " k´1 logpe´ℓnq`1 , t " e ℓ and with log`replaced by log, to get an upper bound. Since e´ℓn ď n, we get by monotonicity
)`e c pk´1q log n˘ℓ .
(6.24)
Since k´1 ě k 2 for k ě 2, if we redefine c{2 as c, we see that the term in brackets in (6.24) matches with the right hand side of (6.22) (where we can replace log`by log, by (6.23) and 2 c 1´c ą c). The other term in (6.24), when inserted in the left hand side of (6.22), gives a contribution to the sum which is uniformly bounded, by (6.23): This completes the proof of (6.22) under the assumption (6.23).
Next we consider the complementary regime of (6.23), that is k ď A log n`B , (6.25)
for suitably fixed constants A, B. In this case the right hand side of (6.22) is uniformly bounded from below by a positive constant. Therefore it suffices to show that
where, in order to lighten notation, we removed from (6.21) the term ℓ " 0 (which contributes at most one) and then bounded p1´e´ℓqn ě n 2 for ℓ ě 1. We apply Lemma 6.2 (with the constant C renamed D, to avoid confusion with (6.26)). Relation (6.9) with m " e´ℓn, s " For ℓ such that x ℓ ă 1 2De 2 the right hand side of (6.27) is at most e´e ℓ . We claim that
for all ℓ ěl, wherel :" tlog`4pA`BqDe 2 qu`1 . (6.29)
This completes the proof of (6.26), because the sum is at most řl ℓ"1 e ℓ`ř 8 ℓ"l`1 e ℓ e´e ℓ ă 8. It remains to prove that relation (6.29) holds in regime (6.25). We recall that we may assume that n is large enough. Consider first the range 1 2 log n ď ℓ ď tlog nu: then
hence we have x ℓ ă 1 2De 2 for n large enough. Consider finally the range ℓ ă 1 2 log n: then
by the definition (6.29) ofl. This completes the proof.
We conclude this section by extending Proposition 6.1 to the multidimensional setting. We recall that pτ pN q k , S pN q k q is defined in (2.8). Proposition 6.5. There are constants C P p0, 8q, c P p0, 1q and, for every ε ą 0, N ε P N such that for all N ě N ε , s P p0, 8q X 
It follows that for N P N large enough
Proof. We follow closely the proof of Proposition 6.1. Relation (6.31) follows from (6.30) with ε " 1´c, thanks to the bound (6.4), so we focus on (6.30).
We will prove an analog of relation (6.1): for all N, k, n P N with n ď N and for all z P Z d
Note that the only difference with respect to (6.1) is the term n d 2 in the denominator. In the proof of Proposition 6.1 we showed that (6.2) follows from (6.1). In exactly the same way, relation (6.30) follows from (6.32), by choosing k " s log N , n " N t, z " x ? N .
It remains to prove (6.32). Arguing as in (6.16), we remove the dependence on N and it suffices to prove the following analog of (6.17): for all n, k P N with k ď n and for all z P Z d
(6.33)
To this purpose, we claim that we can modify (6.19) as follows:
This is because, arguing as in (6.18), we can write
and it follows by (2.7), (2.6) and (1.12)-(1.13) that
We can now plug m " e´ℓn into (6.34) and sum over ℓ " 0, 1, . . . , tlog nu, as in (6.20). This leads to our goal (6.33), provided we prove the following analog of (6.21):
The only difference with respect to (6.21) is the term e p1`d 2 qℓ instead of e ℓ in the sum. It is straightforward to adapt the lines following (6.21) and complete the proof.
Proof of Theorem 1.4
We prove separately the uniform upper bound (1.19) and the local limit theorem (1.18). For later use, we state an immediate corollary of Lemma 6.4 (with t " 1).
Lemma 7.1. There is a constant c P p0, 1q such that for all N P N, s P r0, 8q P`τ pN q ts log N u ď N˘ď e s´c s log s . 
We now choose λ " λ N as in (1.17). By (1.13), we see that for some A P p0, 8q we have
The bracket is a Riemann sum, which converges as N Ñ 8 to the corresponding integral. It follows that for every N P N we can write, recalling (1.16),
for some constant C 1 . (The fact that C 1 is uniform over 1 ď n ď N is proved below.) To complete the proof of (1.19), we can replace G A c ϑ`n N˘b y G ϑ`n N˘, possibly enlarging the constant C 1 , because the function t Þ Ñ G ϑ ptq is strictly positive, continuous and its asymptotic behavior as t Ñ 0 for different values of ϑ is comparable, by Proposition 1.6.
We finally prove the following claim: we can bound the Riemann sum in (7.3) by a multiple of the coresponding integral in (7.4), uniformly over 1 ď n ď N . By (1.4) we can write e sAϑ f cs ptq " 1 t exp`plog t`A ϑ´γqcs´log Γpcsq˘.
Since log Γp¨q is smooth and strictly convex, given any t P p0, 8q, the function s Þ Ñ e sAϑ f cs ptq is increasing for s ďs and decreasing for s ěs, wheres "spt, A ϑ, cq is characterized by plog Γq 1 pcsq " log t`A ϑ´γ . (7.6) Henceforth we fix t " n N , with 1 ď n ď N . Let us now define s k :" k log N and write
If we setk :" maxtk ě 0 : s k ďsu, so that sk ďs ă sk`1, we note that each term in the sum (7.7) with k ďk´1 (resp. with k ěk`2) can be bounded from above by the corresponding integral on the interval rs k , s k`1 q (resp. on the interval rs k´1 , s k q), by monotonicity of the function s Þ Ñ e sAϑ f cs ptq. For the two remaining terms, corresponding to k "k and k "k`1, we replace s k bys where the maximum is achieved. This yields
Aϑ f cs`n N˘.
(7.8)
It remains to deal with the last term. Recall that s Þ Ñ e sAϑ f cs p n N q is maximized for s "s. We will show that shiftings by 1 log N decreases the maximum by a multiplicative constant:
Since s Þ Ñ e sAϑ f cs p n N q is decreasing for s ěs, we can bound the last term in (7.8) as follows:
which completes the proof of the claim. It remains to prove (7.9). By the representation (7.5), the ratio in (7.9) equals
by 1 ď n ď N and by convexity of log Γp¨q. It follows by (7.6) thats is uniformly bounded from above (indeeds ď Aϑ´γ, because t " n N ď 1 and plog Γq 1 p¨q is increasing). Then plog Γq 1 pcs`c log N q ď plog Γq 1 pcpAϑ´γq`c log N q is also uniformly bounded from above.
7.2. Proof of (1.18). We organize the proof in three steps.
Step 1. We first prove an "integrated version" of (1.18). Let us define a finite measure G pN q λ on r0, 1s as follows:
10) where δ t p¨q is the Dirac mass at t, and U N,λ p¨q is defined in (1.15). Recall also (1.16).
Lemma 7.2. Fix ϑ P R and choose λ " λ N as in (1.17). As N Ñ 8, the measure G pN q λ N converges weakly towards G ϑ ptq dt, i.e. for every bounded and continuous φ :
Proof. Recalling the definition (1.15) of U N,λ pnq, we can write 
Interchanging limit and integral, which we justify in a moment, we obtain from (7.12)
If we write E " φ`Y s˘1tY sď1u ‰ " ş 1 0 φptq f s ptq dt, we have proved (7.11) (recall (1.16)). Let us finally justify that we can bring the limit inside the integral in (7.12). Since pλ N q ts log N u ď e Cs for some constant C, by (1.17), and since the function φ is bounded, we can apply dominated convergence on any bounded interval s P r0, M s. It remains to show that the integral restricted to s P rM, 8q is small for large M , uniformly in N P N. To this purpose, we use Lemma 7.1: the bound (7.1) yields
spC`1´c log sq ds .
If we take M large, so that c log M ě C`2, the integral is at most ş 8 M e´s ds " e´M .
Step 2. We now derive convenient representation formulas for U N,λ pnq and G ϑ ptq:
" m´lq U N,λ pn´mq , (7.13)
Relation (7.13) is obtained through a renewal decomposition: if we sum over the unique index i P t1, . . . , ku such that τ pN q i´1 ă n 2 while τ pN q i ě n 2 , we can write
Plugging this into the definition (1.15) of U N,λ pnq, we obtain (7.13).
The proof of (7.14) is similar: given s, t P p0, 8q, we fix n P N and sum over the unique
(7.15) By (1.4) we can write, for fixed u, v P p0, 1s with u ă v,
We also have the uniform upper bound f s n pv´uq ď C s n 1 v´u . Then a Riemann sum approximation in (7.15) gives, for t P p0, 1s,
Plugging this expression in the definition (1.16) of G ϑ ptq, we obtain (7.14).
Step 3. The final step in the proof of (1.18) consists in combining formulas (7.13)-(7.14) with Lemma 7.2. First of all we note that in order to prove (1.18) uniformly for δN ď n ď N , it suffices to consider an arbitrary but fixed sequence n " n N such that
t P p0, 1s , (7.16) and prove that
This implies (1.18), as one can prove by contradiction. Let us prove (7.17). Recalling (7.10), we first rewrite the double sum in (7.13) as a double integral, setting u :" l{N and v :" m{N , as follows (we recall that t N " 
Since λ N Ñ 1, see (1.17), by (7.19) and (7.20) it is natural to expect that the right hand side of (7.18) converges to the right hand side of (7.14). This is indeed the case, as we now show, which would complete the proof of (7.17), hence of Theorem 1.4.
We are left with justifying the convergence of the right hand side of (7.18). The delicate point is that φpu, vq in (7.19) diverges as v´u Ó 0. Fix ε ą 0 and consider the domain
The convergence in (7.19) holds uniformly over pu, vq P D ε , and the limiting function 1 v´u is bounded and continuous on D ε . Then, by (7.20), the integral in the right hand side of (7.18) restricted on D ε converges to the integral in the right hand side of (7.14) restricted on D ε .
To complete the proof, it remains to show that the integral in the right hand side of (7.18) restricted on D c ε " tv´u ď ε tu is small for ε ą 0 small, uniformly in (large) N P N.
By the definition (7.10) of G pN q λ p¨q, as well as (1.11)-(1.13), this contribution is bounded by
where C 1 , C 2 , . . . are generic constants. By the upper bound (1.19), this is at most
Since t N Ñ t, see (7.16), we can bound this Riemann sum by the corresponding integral:
Finally, if we let ε Ó 0, this integral vanishes by dominated convergence (recall (7.14)).
Proof of Theorem 2.3
We are going to reduce the proof of Theorem 2.3 to that of Theorem 1.4, given in Section 7. We prove separately the upper bound (2.12) and the local limit theorem (2.11). 
The bracket is the same as in (7.2). We showed in Subsection 7.1 that, if λ " λ N is chosen as in (1.17), the bracket is at most a constant times G ϑ p n N q. This proves (2.12).
8.2. Proof of (2.11). We proceed in three steps.
Step 1. We first prove an "integrated version" of (2.11). We define a finite measure G pN q λ on r0, 1sˆR 2 by setting
where we recall that U N,λ p¨q is defined in (2.9). Recall also the definition (2.10) of G ϑ pt, xq. 
φpt, xq f s pt, xq dt dx˙ds , which coincides with the right hand side of (8.2) (recall (2.10)).
Step 2. Next we give representation formulas for U N,λ pn, zq and G ϑ pt, xq:
These relations are proved in the same way as (7.13) and (7.14).
Step 3. We finally prove (2.11) by combining formulas (8.3)-(8.4) with Lemma 8.1. It suffices to fix arbitrary sequences n " n N P t1, . . . , N u and x " x N P Z 2 such that 5) and prove that
To prove (8.6), we rewrite the sums in (8.3) as integrals, recalling (8.1):
where we set, for 0 ď u ă v ď 1 and y, z P R 2 , φ pN q pu, v; y, zq :" N 1`d{2 log N P`T 
Since λ N Ñ 1 (see (1.17)), we expect by (8.8) and (8.9) that the right hand side of (8.7) converges to the right hand side of (8.4) as N Ñ 8, proving our goal (8.6).
The difficulty is that the function φ pN q pu, v; y, zq converges to a function φpu, v; y, zq which is singular as v´u Ñ 0, see (8.8). This can be controlled as in the proof of Theorem 1.4, see the paragraphs following (7.20).
‚ First we fix ε ą 0 and restrict the integral in (8.7) to the domain D ε " tv´u ě ε tu.
Here we can apply the weak convergence (8.9), because φpu, v; y, zq is bounded and the convergence φ pN q pu, v; y, zq Ñ φpu, v; y, zq is uniform.
‚ Then we consider the contribution to the integral in (8.7) from D c ε " tv´u ă ε t N u. Recalling (8.1), this contribution can be written as follows:
(8.10) We need to show that this is small for ε ą 0 small, uniformly in large N P N.
By (2.12) we can bound, uniformly in z P
and note that t N´v ě t N 2´ε . Next, by definition of φ pN q and by (1.11)-(1.13),
Finally we observe that, by (1.15), (2.9) and (1.19),
These bounds show that (8.10) is bounded by a constant times
for N large, and if we take ε ă t 6 we see that the prefactor p t N 2´ε q´d {2 ď p t 6 q´d {2 is bounded (recall that t is fixed). The sum in (8.11) is the same as that in (7.22), which we had shown to be small for ε ą 0 small, uniformly in large N P N. This completes the proof.
Appendix A. Additional results for disordered systems
In this appendix we prove some results for disordered systems, stated in Section 3.
A.1. Proof of relations (3.5) and (3.18). We recall the polynomial chaos expansion used in [CSZ17a, CSZ17b] .1) ). Recall the definition (3.4) of Z N,β and note that we can write
We now write the exponential in (3.4) as a product and perform an expansion, exploiting (A.2). Recalling the definition (3.3) of upnq, we obtain:
This formula expresses Z N,β as a multilinear polynomial of the random variables. Since the monomials for different k are orthogonal in L 2 pPq, we get (3.5). The proof of (3.18) is similar, because we can represent Z N,β pxq in (3.17) as follows: with Gp¨q defined in (A.6). Moreover, the following bound holds, for suitable C, r C P p0, 8q: Proof. Arguing as in §A.1, one can write a decomposition for Z f n,β similar to (A.3). As a consequence, the second moment of Z f n,β is given by an expression similar to (3.5), namely where γ is the Euler-Mascheroni constant. Let now S, S 1 denote two independent simple symmetric random walks on Z 2 starting from the origin. Then
PpS n " xq 2 " ÿ xPZ 2
PpS n " xqPpS n "´xq " PpS 2n " 0q .
Recalling (3.15), (3.6) and (3.7), we can write
PpS 2n " 0q " ErL N s "
where L N :" ř N n"1 1 tS 2n "0u " maxtk P N 0 : X 1`. . .`X k ď N u. Then (A.14)
The estimates in (A.12) yield By a Riemann sum approximation, the last sum converges to ş 8 A x e´x dx " p1`Aqe´A as N Ñ 8. In particular, for every fixed A P p0, 8q, we have shown that We fix ε P p0, As a consequence, we can rewrite (3.9) or (3.22) as follows: Similarly, we can rewrite (3.13) as
3´1 2´7 12 κ 4´γ`π´4 log 2q π 2 plog N q 2`1`o p1q˘.
