Abstract In this paper we consider the long time behavior of the weakly damped, forced Korteweg-de Vries equation in the Sololev spaces of the negative indices in the periodic case. We prove that the solutions are uniformly bounded inḢ s (T) for
Introduction
In this paper we study the long time behavior of the weakly damped, forced Korteweg-de Vries (KdV) equations
u(x, 0) = u 0 (x) ∈Ḣ s (T), (
H s (T). Furthermore, we note that it lacks the conservation law in H s (T) when s < 0 for the KdV equation, so it is not sufficient to use the energy equation method to show the asymptotic compactness in H s (T). To overcome this problem, we pursue the asymptotic smoothing effect of the flow-map at first, and then prove the asymptotic compactness by using the asymptotic smoothing effect. More precisely, we split the solution into two parts, and prove that one part is decay to zero and the other is regular (bounded in H s+3 (T)), which is shown in Section 4. As we know, we need some infinitesimals (we denote them by ǫ(N) below, see Section 4 for the details), which indicate that the energies from nonlinearities can be controlled to ensure the decay of one part and uniformly bounded in a higher regular space of the other. However, it is not easy to give these ǫ(N) in this situation when the solutions are distributions. To cope with the difficulties, some decomposition tricks to treat the nonlinearities and special multilinear estimates included some commutators will be used throughout the article. Furthermore, some arguments in [13] and [18] are employed in this section. By employing this asymptotic smoothing effect, one may prove directly that the solution map is asymptotic compact in H l (T) for any l < s + 3. At last, we further show the compactness of the global attractor in H s+3 (T).
We leave the existence of the global attractor in critical spaceḢ Notations. We use A B or B A to denote the statement that A ≤ CB for some large constant C which may vary from line to line, and may depend on the data such as γ, f, u 0 and the index s unless otherwise mentioned. When it is necessary, we will write the constants by C 1 , C 2 , · · · , or K 1 , K 2 , · · · to see the dependency relationship. We use A ≪ B Moreover, we denote F x to be the Fourier transform corresponding to the variable x.
Further we define the Fourier spectral projector P N , Q N , P ≪N respectively as
We state our main result, as the end of this section. 
Functional Spaces and Preliminary Estimates
We first introduce some notations and definitions. We define (dξ) T to be the normalized counting measure on T such that a(ξ) (dξ) T = 1 2π ξ∈Z a(ξ).
At the following, we always adopt the notation * a(ξ, ξ 1 , ξ 2 , τ, τ 1 , τ 2 ) = ξξ 1 ξ 2 =0,ξ 1 +ξ 2 =ξ,
Define the Fourier transform of a function f on T bŷ
and thus the Fourier inversion formula
For s, b ∈ R, we define the Bourgain space X s,b to be the completion of the Schwartz class under the norm
For an interval Ω, we define X Ω s,b to be the restriction of X s,b on T × Ω with the norm
When Ω = [−δ, δ], we write X 
and the companion spaces Z s :
.
Then it is easy to see that
Let s < 0 and N ≫ 1 be fixed, the Fourier multiplier operator I N,s is defined as It is obvious that the operator I N,s maps H s (T) into L 2 (T) with equivalent norms for any s < 0. More precisely, there exists some positive constant C such that
Next, we give some estimates which will be used in the following sections.
, then
for any s ∈ R, then Now we give a general result about it.
Lemma 2.5 For any s ∈ R, if the functions u, v are zero x−mean for all t, then 18) where s 1 , s 2 , s 3 satisfy
for any a, b, c ≥ 0 and a + b − 2c ≤ 1 − s.
Proof. By duality and Plancherel's identity, it suffices to show * ξ ξ
First, if |ξ| ∼ |ξ 2 |, then |ξ 1 | |ξ|. The same proof as Lemma 2.4, the left-hand side is
It encounters (2.14) when
Thus we have the claimed result.
Second, if |ξ| ≪ |ξ 2 | ∼ |ξ 1 |, then the left-hand side is reduced to * |ξ|
It encounters (2.14) again when
It also meets (2.14) when
We set that 
Proof. We choose a = 1 + s, b = c = 0 in (2.17), and use (2.7) to get the result.
At the end of this section, we give a special bilinear estimate as follows, which might be not sharp but enough to use in the article. A similar one has been presented in [18] .
, a ∈ H s (T) such that u, a are zero x−mean, then
Proof. According to the two contributions to the Z s -norm, we need to show
For (2.25), we only need to show * ξ ξ
xt , where we denote h δ (x, t) = ψ(t/δ)h(x). Moreover, we may
Note that
we may split the integral (2.27) into three parts:
(a) : |τ − ξ 3 | |ξ||ξ 1 ||ξ 2 |, we split the integral again into two parts: Part 1: |ξ| |ξ 1 |;
Part 1: |ξ| |ξ 1 |. The left-hand side of (2.27) restricted in this part is controlled by *
, by Sobolev's inequality, we have,
where we note that for any 1 ≤ p ≤ ∞,
Then (2.27) restricted in this part follows by (2.6) and (2.9).
Part 2: |ξ 1 | ≪ |ξ| ∼ |ξ 2 |. The left-hand side of (2.27) restricted in this part is bounded
, and h δ L 4
h L 2 . Then (2.27) restricted in this part follows by (2.6) and (2.9) again. Part 2: |ξ 1 | ≪ |ξ| ∼ |ξ 2 |. The left-hand side of (2.27) restricted in this part is controlled by *
where the operator Γ defined by Γg(ξ,
. Then (2.27) follows by (2.6), (2.28) and (2.9).
(c) :
by (2.6) and the fact D
Thus we prove the result (2.27).
But it can be shown as (2.25) above. Therefore, we only consider
Moreover, in the event that 
which can be shown by the same argument used in Part (a) above. The event that
is similar. Therefore, we only need to consider the case that
Let the set
then similar to Lemma 7.6 in [4], we have
which leads to
Indeed, it can be easily proved by the dyadic decomposition to the integration.
Using (2.30) and Hölder's inequality, the left-hand side of (2.26) is controlled by
Again (2.26) follows from the same argument used in Part (a).
Remark. By (2.7) and the proof above, we actually have
− (R) and u, v as Lemma 2.7. As a consequence, we have
3 Well-posedness and Bounded Absorbing Sets
In this section, we first give the local well-posedness, then we apply the I-method and the multilinear correction technique to prove the global well-posedness, finally we obtain bounded absorbing sets.
The Local Well-posedness
Compared to the KdV equation, the equation (1.1) lacks the solution of scale invariance, so we have to dig some additional factors of δ from the estimates, which is of importance for us. The first one is a refined local result which is a contrast to Proposition 4 in [4] .
By employing the bilinear estimates (2.8) (which replace (7.33) in [4] ), we give the following local result (which instead of Proposition 4 in [4] ).
2) are locally well-posed for the initial data u 0 satisfies Iu 0 ∈L 2 (T), with the lifetime δ satisfying
Further, the solution satisfies the estimate
Remark. The improvement in this local result is to give a refined estimates on lifetime 
if we take "t 0 " for the initial time.
The Global Well-posedness
Now we are further to consider the global well-posedness and the existence of bounded absorbing sets. The argument here is mainly the I-method in [4] . However, some estimates and the iteration process used in [4] should be rebuilt. We show that, due to the presence of the weak damping, the energy will not increase unlimitedly.
First we define the symmetrization of a k−multipler m :
where S n is the group of all permutations on n objects. We say m is symmetric if
Define the k−multiplier
We write Λ k (m) = Λ k (m; u, · · · , u) for short. Then by a direct computation, we have
where the multiplier m is symmetric and
Note that the fourth term of (3.4) may be symmetrized.
, denote the modified energy as
then by (3.4) and note that α 2 (ξ 1 , ξ 2 ) = 0 when ξ 1 + ξ 2 = 0, we have
where
Define a new modified energy E 3 I (t) by
Then one has
Define another new modified energy E 4 I (t) again by
with
Therefore,
First, by (3.3), we have
for some small c, large C > 0.
Now we give some multilinear estimates on Λ k . The first one is an improvement of the results in Lemma 6.1 in [4] , which is of importance in this situation.
Proof. For (3.9), since ξ 1 + ξ 2 + ξ 3 = 0, by symmetry we may assume |ξ 1 | ∼ |ξ 2 | ≥ |ξ 3 |.
Note that σ 3 vanishes when |ξ j | ≤ N for j = 1, 2, 3, so we may assume further that
, then (3.9) follows if we show
thus, noting that s ≥ − 3 4 , we have
Therefore, by Hölder and Sobolev's inequalities, we have
Now we turn to (3.10), and set△
, then (3.10) suffices if we show Therefore, we control |Λ 4 (△; u 1 , u 2 , u 3 , u 4 )| by
by Sobolev's inequality.
Proof. We only give the modification of the proof in [4] here. By the modified bilinear estimate (2. 
, where w j (x, t) are T-periodic, and zero x−mean for any t. Based on that, we lead to the result claimed.
Now we consider a priori estimates of the solutions, and from now on we set δ ∼ N 3s− by (3.1) (the large number N will be chosen later). Back to (3.7), we apply (3.9)-(3.11)
to yield a bound of
By (2.5) and recalling that δ ∼ N 3s− , we have 
for some constant C independent on N, u and f . Then by (2.5) again, we control (3.14)
and finally get
Combining with (3.7), (3.8), (3.13), (3.15), and choosing ǫ small enough, we have
The last term of (3.16) is negative if
Now we consider it by iteration. When t = 0, by (2.5) and noting that δ ∼ N 3s− , (3.17) is satisfied when s > − 1 2 . We just check the last term of (3.17) here, which is sufficient to show
that is exactly, s > − 1 2 . Therefore, (3.16) yields
By using (3.5), (3.6), (3.18) and Lemma 3.2 again, we get
for any t ∈ [0, δ]. Note that
then by (3.19), it is easy to see that for t ∈ [0, δ], 
Split of the Solution
For the existence of the global attractor, we need to show the asymptotic compactness of the solution map in H s (T). Since the KdV equation possesses no conservation law for in H s (T) for s < 0 and lacks sufficient regularity of the solutions, we apply the asymptotic smoothing effect via a suitable decomposition of the solution map to obtain it.
For this purpose, we fix a large number N (which will be chosen later and may be different from the one in Section 3) and split the solution u into two parts as
The local well-posedness of the systems (4.2)-(4.3) can be proved by employing the bilinear estimates (2.8) and the standard process of the fixed point argument. Especially, taking the initial time "t 0 " (under the assumption of existence), we have the estimate
with the lifetime δ ∈ (0, 1) depending on γ, w(t 0 ) H s and f H s but independent of N.
Further, by (4.4), we have
For v, by (3.2) (for N = 1) and (4.4), we have
Noting that w = Q N w, we rewrite (4.2) into 8) and drive the energy equation of (4.8) in H s (R) to find
where we have omitted the variable t ′ − δ + t of the functions inside the time integral for short. Since for each f ∈ X
[t,t+δ] s, 1 2 , there exists anf ∈ X s,
, we may replace u, w byũ,w in the following procedure. But we remove the tilde˜again for simplicity.
First, by (4.5) we have
For the second term in (4.9), We write
We rewrite J 2 again by
where 0 < ǫ ≪ 1, N ≫ 1, and the commutator [A, B] = AB − BA. First, Lemma 4.1 For any s ≥ − 1 2 , the functions z 0 , z are zero x−mean for all t, and z 0 ∈ X δ 0,
Proof. By duality and (2.12), the left-hand side of (4.11) is controlled by
. Then the result follows by noting z = Q N z.
By this lemma, (3.2) (for N = 1) and (4.4), we have
Lemma 4.2 For any s ∈ R, the functions z 0 , z are zero x−mean for all t, and z 0 ∈ X
and z ∈ X δ s, 1 2
Proof. It follows easily by duality and (2.17), where we set ϕ = χ [0,δ] e −γ(δ−t ′ ) .
By this lemma, (3.2) and (4.4), we have
On the other hand, by the duality, (2.12), (3.2) and (4.5), we have
Similar to J 23 , we have
Summing up (4.12), (4.14)-(4.16), we have
for some ǫ(N) = o(N), where we have used (3.21).
Inserting (4.10), (4.17) into (4.9), we have
Note that w(0) H s = Q N u 0 H s ≤ u 0 H s , therefore, we observe that the last term in (4.18) is negative when t = 0 by choosing N, dependent only on γ, δ, u 0 H s , large enough. Hence, for t ∈ [0, δ],
By iteration, we conclude that (4.19) holds for any t > 0. 
for some constant C independent of T .
Proof. We only need to show (4.20), which follows from (4.4), (4.19 ) and the estimate [12] for the proof in the real-line case).
Regularity of v
We obtain the global well-posedness of v, by the global well-posedness of u and w. Therefore, we only focus on the regularity of Q N v. Note that the method used in [7] is seemly not suitable for this situation, since we hardly give enough estimates on y t in the low regularity case. For this purpose, we employ the one used in [13] and [18] . First, we introduce the functionsĝ
then g is the solution of
Now we turn to prove that z is uniformly bounded in H s+3 (T) when f ∈ H s (T). For this, some lemmas are needed.
Proof. The first term follows from the definition (4.24). On the other hand,
Then the second term follows from the result of the first term. Moreover,
for some constant K 1 independent of N.
Proof. It follows easily from (2.8), (4.6), (3.21), (4.22 ) and the standard fixed point argument.
Next we prove the regurality of z. 
To prove this proposition, we need the following results.
Lemma 4.7 For any r ≥ 0, and h ∈ H r (T), the following bilinear estimate holds,
Proof. By replacing Z s by X s,− 1 2 + , then it is indeed a consequence of Lemma 2.5 in [18] , although it is given in the real-line case.
Proof of Proposition 4.6. Rewrite the nonlinearity as
then for some µ > 0, We drive the energy equation of z in H s+3 (T) to find
where we have omitted the variable t ′ − δ + t of the functions inside the time integral. In the following, we will prove that Since v = y + z + g N , combining it with (4.23), (4.27), we have 
Proof. We only need to see (4.36), which follows from (4.23), (4.27), (4.29) and (4.21). 
Based on Corollary 3.5, we need to show the asymptotically compact of the solution map S(t) in H s (T) to prove the existence of global attractor. Let {u 0n } n be a bounded sequence of initial data inḢ s (T) and the time sequence {t n } n tending to infinity. Let u n (t) = S(t)u 0n be the corresponding solution of (1.1) (1.2) and write u n (t) = v n (t)+w n (t), where v n (t), w n (t) are the solutions of (4.1)-(4.3) corresponding to the initial condition u 0n . The plan now is to show that u n (t n ) is precompact in H s (T), with w n (t n ) decay to zero and v n (t n ) bounded in H s+3 (T) and precompact in H s (T).
By Proposition 4.9, we first get that for any T > 0,
We recall that, a sequence {f n (t)} n , for t ∈ Ω, is uniformly equicontinuous in a Banach space X, if for any ǫ > 0, there exist an η > 0, such that, for any n ∈ N, t, t ′ ∈ Ω,
Proof. For any t, η ∈ R, we have
On the other hand, and there exists a subsequence of {n} (we also denote it by {n}) such that for any t ∈ R, v n (t n + t) ⇀ū(t) weakly in H s+3 (T), →ū(t) strongly in H l (T) for any l < s + 3. (5.4)
Moreover, by (4.19), we have for any t ∈ R, t n → +∞, w n (t n + t) → 0 strongly in H s (T). (5.5) Therefore, u n (t n + t) ⇀ū(t) strongly in H s (T).
Hence, we establish the following result. possesses a global attractor A inḢ s (T), which is bounded in H s+3 (T) and compact in H l (T) for any l < s + 3.
Compactness of the Global Attractor in H s+3
(T)
In this subsection, we prove that the attractor is in fact compact in H s+3 (T). For this purpose, we just restrict the flow on the global attractor and assume that the sequence of the initial data {u 0n } n belongs to A . Since S(t)A = A for any t ≥ 0, it is easy to see that the corresponding trajectories u n (t) are uniformly bounded in H s+3 (T).
We consider u Therefore,
by combining (5.6). This implies u n (t n ) →ū(0), in H s+3 (T).
So we give the claim result in this subsection and thus finish the proof of Theorem 1.1.
