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COUNTING ARITHMETICAL STRUCTURES ON PATHS AND CYCLES
BENJAMIN BRAUN, HUGO CORRALES, SCOTT CORRY, LUIS DAVID GARCI´A PUENTE, DARREN
GLASS, NATHAN KAPLAN, JEREMY L. MARTIN, GREGG MUSIKER, AND CARLOS E. VALENCIA
Abstract. Let G be a finite, connected graph. An arithmetical structure on G is a pair of positive
integer vectors d, r such that (diag(d) − A)r = 0, where A is the adjacency matrix of G. We
investigate the combinatorics of arithmetical structures on path and cycle graphs, as well as the
associated critical groups (the torsion part of the cokernels of the matrices (diag(d)−A)). For paths,
we prove that arithmetical structures are enumerated by the Catalan numbers, and we obtain refined
enumeration results related to ballot sequences. For cycles, we prove that arithmetical structures are
enumerated by the binomial coefficients
(
2n−1
n−1
)
, and we obtain refined enumeration results related
to multisets. In addition, we determine the critical groups for all arithmetical structures on paths
and cycles.
1. Introduction
This paper is about the combinatorics of arithmetical structures on path and cycle graphs. We
begin by recalling some basic facts about graphs, Laplacians, and critical groups.
Let G be a finite, connected graph with n ≥ 2 vertices, let A be its adjacency matrix, and let D
be the diagonal matrix of vertex degrees. The Laplacian matrix L = D − A has rank n − 1, with
nullspace spanned by the all-ones vector 1. If we regard L as a Z-linear transformation Zn → Zn,
the cokernel Zn/ imL has the form Z ⊕ K(G); here K(G), the critical group is finite abelian,
with cardinality equal to the number of spanning trees of G, by the Matrix-Tree Theorem. The
critical group is also known as the sandpile group or the Jacobian. The elements of the critical
group represent long-term behaviors of the well-studied abelian sandpile model on G; see, e.g.,
[BTW88, Dha90, LP10].
More generally, an arithmetical structure on G is a pair (d, r) of positive integer vectors such that
r is primitive (the gcd of its coefficients is 1) and
(diag(d)−A)r = 0.
This definition generalizes the Laplacian arithmetical structure just described, where d is the vector
of vertex degrees and r = 1. Note that each of d and r determines the other uniquely, so we may
regard any of d, r, or the pair (d, r) as an arithmetical structure on G. Where appropriate, we
will use the terms arithmetical d-structure and arithmetical r-structure to avoid ambiguity. The
set of all arithmetical structures on G is denoted Arith(G), and the data G,d, r together determine
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an arithmetical graph. As in the classical case, the matrix L(G,d) = diag(d) − A has rank n − 1
[Lor89, Proposition 1.1]. The torsion part of cokerL is the critical group of the arithmetical graph.
Arithmetical graphs were introduced by Lorenzini in [Lor89] to model degenerations of curves.
Specifically, the vertices of G represent components of a degeneration of a given curve, edges
represent intersections of components, and the entries of d are self-intersection numbers. The
critical group is then the group of components of the Ne´ron model of the Jacobian of the generic
curve (an observation attributed by Lorenzini to Raynaud). In this paper, we will not consider the
geometric motivation, but instead study arithmetical graphs from a purely combinatorial point of
view.
It is known [Lor89, Lemma 1.6] that Arith(G) is finite for all connected graphs G. The proof of
this fact is non-constructive (by reduction to Dickson’s lemma), raising the question of enumerating
arithmetical structures for a particular graph or family of graphs. We will see that when G is a
path or a cycle, the enumeration of arithmetical structures on G is controlled by the combinatorics
of Catalan numbers. In brief, the path Pn and the cycle Cn on n vertices satisfy
|Arith(Pn)| = Cn−1 =
1
n
(
2n− 2
n− 1
)
, |Arith(Cn)| =
(
2n− 1
n− 1
)
= (2n − 1)Cn−1
(Theorems 3 and 30, respectively). These results were announced in [CV18].
We will refine these results, and show for example that the number of d-structures on Pn with one
prescribed di entry are given by the ballot numbers, a well-known combinatorial refinement of the
Catalan numbers first investigated by Carlitz [Car72]. For cycles, we get a similar result where
the ballot numbers are replaced by binomial coefficients. The critical group of an arithmetical
structure on a path is always trivial, while for a cycle it is always cyclic of order equal to the
number of occurrences of 1 in the associated arithmetical r-structure. Our approaches for these
two families are similar: ballot sequences yield information about arithmetical structures for paths,
while multisets produce information in the case of cycles. Our main results for paths and cycles
mirror each other, as do the proof techniques we use.
Two graph operations that play a central role in our work are subdivision (or blowup) and smoothing.
On the level of graphs, subdividing an edge inserts a new degree-2 vertex between its endpoints,
while smoothing a vertex of degree 2 removes the vertex and replaces its two incident edges with a
single edge between the adjacent vertices. These operations extend to arithmetical structures and
preserve the critical group, as shown by Corrales and Valencia [CV18, Thms. 5.1, 5.3, 6.5], following
Lorenzini [Lor89, pp.484–485]. These operations turn out to be key in enumerating arithmetical
structures. Note that paths and cycles are special because they are precisely the connected graphs
of maximum degree 2, hence can be obtained from very small graphs by repeated subdivision.
Looking ahead, many open questions remain about arithmetical graphs. It is natural to ask to
what extent the arithmetical critical group K(G,d, r) behaves like the standard critical group. The
matrix L(G,d) is an M-matrix in the sense of numerical analysis (see, e.g., Plemmons [Ple77]), so
it admits a generalized version of chip-firing as described by Guzma´n and Klivans [GK15]. One
could also look for an analogue of the matrix-tree theorem, asserting that the cardinality of the
critical group enumerates some tree-like structures on the corresponding arithmetical graphs, or for
a version of Dhar’s burning algorithm [Dha90] that gives a bijection between those structures and
objects like parking functions.
Enumerating arithmetical structures for graphs other than paths and cycles appears to be more
difficult. For example, the arithmetical d-structures on the star Kn,1 can be shown to be the
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positive integer solutions to the equation
d0 =
n∑
i=1
1
di
.
A solution to this Diophantine equation is often called an Egyptian fraction representation of d0.
The numbers of solutions for n ≤ 8 are given by sequence A280517 in [Slo18]. A related problem,
with the additional constraints d0 = 1 and d1 ≤ · · · ≤ dn, was studied by Sa´ndor [Sa´n03], who gave
upper and lower bounds for the number of solutions; the upper bound was subsequently improved
by Browning and Elsholtz [BE11]. The lower and upper bounds are far apart, and it is unclear
even what asymptotic growth to expect.
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2. Paths
We have two main goals in this section. First, we show in Theorem 9 that using r-structures one
can partition the arithmetical structures on a fixed path into sets with cardinality given by ballot
numbers, generalizing Theorem 3 which states that the total number of arithmetical structures is
given by a Catalan number. Second, we show in Theorem 17 that using d-structures one can produce
additional partitions of the arithmetical structures of a fixed path that again has distribution given
by ballot numbers. We begin with some basic results about arithmetical structures on paths.
Lemma 1. If r = (r1, . . . , rn) is an arithmetical r-structure on the path Pn with n ≥ 2 vertices,
then
r1 = rn = 1.
Moreover, if rj = 1 for some 1 < j < n, then (r1, . . . , rj) is an arithmetical r-structure on Pj and
(rj , . . . , rn) is an arithmetical r-structure on Pn−(j−1).
This result follows from [CV18, Theorem 4.2], but for the sake of illustrating typical methods, we
include a short self-contained proof.
Proof. First, note that (d, r) is an arithmetical structure on Pn if and only if the following equalities
hold:
(1)
r1d1 = r2;
ridi = ri−1 + ri+1 for 1 < i < n; and
rndn = rn−1.
Starting with the first equation and moving down, we obtain the sequence of divisibilities:
r1|r2 =⇒ r1|r3 =⇒ · · · =⇒ r1|rn.
Since r is a primitive vector, we conclude that r1 = 1. The same argument starting with the last
equation and moving up yields rn = 1.
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On the other hand, if rj = 1 for some 1 < j < n, then the following slight modification of the first
j equations defining (d, r) shows that (r1, . . . , rj) is an arithmetical structure on Pj :
d1 = r2 (since r1 = 1 by part (1)),
ridi = ri−1 + ri+1 for 1 < i < j; and
d˜j := rj−1.
A similar argument, using the final n − (j − 1) equations defining the pair (d, r), shows that
(rj , . . . , rn) is an arithmetical structure on Pn−(j−1). 
Corollary 2. Let r = (r1, . . . , rn) be a primitive positive integer vector. Then r is an arithmetical
r-structure on Pn if and only if
(a) r1 = rn = 1, and
(b) ri|(ri−1 + ri+1) for all i ∈ [2, n − 1].
Proof. Condition (a) is part of Lemma 1, and the necessity of condition (b) follows from (1). On the
other hand, if r satisfies these two conditions then the corresponding d-structure can be recovered
from the equations given in (1). 
For an arithmetical r-structure r, let
r(1) = #{i | ri = 1}.
Theorem 3. The number of arithmetical structures on Pn is the Catalan number Cn−1 =
1
n
(2n−2
n−1
)
.
Moreover, the number of arithmetical r-structures with r(1) = 2 is the Catalan number Cn−2.
Proof. For the second assertion, the description in Corollary 2 is a known interpretation of the
Catalan numbers; see [AS99] or [Sta15, p. 34, Problem 92]. The first assertion then follows from
the standard Catalan recurrence Cn−1 =
∑n−2
i=0 CiCn−2−i, since by Lemma 1 the same recurrence
holds for arithmetical structures. 
As a consequence of Theorem 3, the path P2 has only one arithmetical structure, namely (d, r) =
(1,1), and it is the only path with a unique arithmetical structure. In the rest of this section, we
study a finer enumeration of arithmetical structures on paths in terms of their r-vectors (Theorem 9)
and d-vectors (Theorem 17). The arithmetical structure on Pn that comes from the Laplacian of
Pn has r = (1, . . . , 1) and d = (1, 2, 2, . . . , 2, 1). We call this pair (d, r) the Laplacian arithmetical
structure.
We recall the following result of Corrales and Valencia.
Proposition 4 ([CV18, Thm. 6.1]). There is exactly one arithmetical structure (d, r) on Pn such
that di ≥ 2 for all 1 < i < n, namely the Laplacian arithmetical structure.
Given a graph G, the subdivision of an edge e = uv with endpoints u and v yields a graph containing
one new vertex w, and with a pair of edges uw and vw replacing e. The reverse operation, known
as smoothing a 2-valent vertex w incident to edges e1 = uw and e2 = wv, removes both edges e1, e2
and adds a new edge connecting u and v.
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One of our starting points is the following result relating the arithmetical structures on Pn with the
arithmetical structures on Pn+1, regarding the latter graph as an edge subdivision of the former.
The construction is a particular case of the blow-up operation described in [Lor89, pp. 484–485]
as well as of the clique-star transformation [CV18, Theorem 5.1]. The recursive structure of the
r-vector was also described in [AS99, Lemma 2]. We include a unified proof of these facts.
Proposition 5. (a) Let n ≥ 2 and let (d′, r′) ∈ Arith(Pn). Given i with 2 ≤ i ≤ n, define integer
vectors d and r of length n+ 1 as follows:
(2) dj =


d′j if j < i− 1,
d′i−1 + 1 if j = i− 1,
1 if j = i,
d′i + 1 if j = i+ 1,
d′j−1 if j > i+ 1,
rj =


r′j if j < i,
r′i−1 + r
′
i if j = i,
r′j−1 if j > i,
for 1 ≤ j ≤ n + 1. Then (d, r) is an arithmetical structure on Pn+1. Moreover, the cokernels of
L(Pn,d
′) and L(Pn+1,d) are isomorphic.
(b) Let n ≥ 3 and let (d, r) ∈ Arith(Pn) such that di = 1 for some 1 < i < n. For j ∈ [n − 1],
define
(3) d′j =


dj if j < i− 1,
di−1 − 1 if j = i− 1,
di+1 − 1 if j = i,
dj+1 if i < j ≤ n− 1,
r′j =
{
rj if j < i,
rj+1 if j ≥ i.
Then (d′, r′) is an arithmetical structure on Pn−1. Again, the cokernels of L(Pn,d) and L(Pn−1,d
′)
are isomorphic.
In case (a), we say that (d, r) is the subdivision of (d′, r′) at position i. In case (b), we say that
(d′, r′) is the smoothing of (d, r) at position i.
Proof. Given a graph G and a clique C in G, the clique-star transformation removes every edge in
C and adds a new vertex w together with all the edges between w and every vertex in C. Clearly,
given an edge e in Pn, the clique-star transformation at e is precisely the subdivision of e. It follows
as a special case of [CV18, Theorem 5.1] that equation (2) gives an arithmetical structure on Pn+1.
On the other hand, it is clear that if (d′, r′) is the smoothing of (d, r) at position i then (d, r) is the
subdivision of (d′, r′) at position i. Hence equation (3) gives an arithmetical structure on Pn−1.
It remains to show that smoothing is well-defined, that is, if di = 1 for some 1 < i < n, then
di−1 ≥ 2 and di+1 ≥ 2. In other words, we need to show that if (d, r) is an arithmetical structure
on Pn with n ≥ 3, then there are no consecutive 1’s in d. This follows immediately from Lemma 6
below, which applies to arithmetical structures on arbitrary graphs.
Finally, the fact that the corresponding cokernels are isomorphic follows directly from [Lor89,
§1.8]. Explicitly, let (d, r) be the subdivision of (d′, r′) at position i, let M ′ = L(Pn,d
′), and let
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M = L(Pn+1,d). Then M is Z-equivalent to the matrix
MQ =
(
M ′ +QtQ −Qt
−Q 1
)
,
where Q is the vector of length n with 1’s in the two positions i − 1 and i, and 0’s elsewhere.
(Here “Z-equivalent” means M = AMQB where A and B are invertible over Z.) Moreover, MQ is
Z-equivalent to the matrix
(
M ′ 0
0 1
)
. Therefore, the cokernel of M is isomorphic to the cokernel
of M ′. 
Lemma 6. Let G be a connected graph on the vertex set {v1, v2, . . . , vn} with n ≥ 3 and adjacency
matrix A = (aij). In addition, suppose that v1 and v2 are neighbors (that is, a12 > 0). If d is an
arithmetical d-structure on G with d1 = 1, then d2 > 1.
Proof. Let r = (r1, r2, . . . , rn) denote the r-structure corresponding to the d-structure d. By the
definition of arithmetical structure, we have
d1r1 =
n∑
i=1
a1iri and d2r2 =
n∑
j=1
a2jrj.
Now suppose, contrary to the claim, that d1 = d2 = 1. Since n ≥ 3, at least one of the vertices
v1, v2 has another neighbor; without loss of generality, suppose that v2 and v3 are connected by an
edge of G, so that a23 > 0. Then
r1r2 = d1r1d2r2
=
(
n∑
i=1
a1iri
) n∑
j=1
a2jrj


= a212r1r2 + a12a23r2r3 +
n∑
i,j=1
(i,j)6=(2,1),(2,3)
a1ia2jrirj .
Subtracting r1r2 yields the equation
0 = (a212 − 1)r1r2 + a12a23r2r3 +
n∑
i,j=1
(i,j)6=(2,1),(2,3)
a1ia2jrirj .
But this is impossible, since for all k, ℓ ∈ [n], the quantities akℓ ≥ 0, rk ≥ 1, and a12, a23 > 0 by
assumption. 
Theorem 7. Let (d, r) ∈ Arith(Pn) be an arithmetical structure on the path. Then the associated
critical group K(Pn,d, r) is trivial. Moreover,
(4) r(1) = 3n− 2−
n∑
j=1
dj .
Proof. We proceed by induction on n. It is easy to check that the theorem holds for the base case
n = 2, where the only arithmetical structure is the Laplacian arithmetical structure (d, r) = (1,1).
For any n ≥ 3, if d = (1, 2, 2, . . . , 2, 1) and r = 1, then 3n − 2 −
∑n
i=1 di = n = r(1). In this case
L is the Laplacian, and K(Pn,d,1) is the standard critical group of Pn, which is trivial (since Pn
has only one spanning tree, namely itself).
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Now suppose that n ≥ 3 and d 6= (1, 2, 2, . . . , 2, 1). By Proposition 4, di = 1 for some 1 < i < n.
Proposition 5 implies that (d, r) can be obtained from subdividing some (d′, r′) ∈ Arith(Pn−1) at
position i, and K(Pn,d, r) = K(Pn−1,d
′, r′). By induction, these groups are trivial. Moreover, we
note that diri = ri−1 + ri+1 ≥ 2, which implies that ri > 1. We therefore have
r(1) = r′(1) = 3(n− 1)− 2−
n−1∑
j=1
d′j (by induction)
= 3(n − 1)− 2−

 n∑
j=1
dj − (2 + di)


= 3n− 2−
n∑
j=1
dj (because di = 1). 
We next consider a finer enumeration of arithmetical r-structures on paths, based on the value
of r(1).
A lattice path is a walk from (0, 0) to (p, q) ∈ N2 consisting of p east steps and q north steps. It is
a standard fact that the number of such paths is
(
p+q
p
)
, and that the number of paths from (0, 0)
to (k, k) that do not cross above the line y = x is the Catalan number Ck. More generally, let
B(k, ℓ) denote the number of lattice paths from (0, 0) to (k, ℓ) that do not cross above the line
y = x. The numbers B(k, ℓ) are a generalization of the Catalan numbers known as ballot numbers,
sequence A009766 in the On-Line Encyclopedia of Integer Sequences [Slo18]. Ballot numbers were
first observed by Bertrand in 1887 [Ber87] and studied in detail by Carlitz [Car72]. Our B(k, ℓ)
corresponds to f(k + 1, ℓ + 1) in Carlitz’s notation. A formula is given by B(k, ℓ) = k−ℓ+1
k+1
(
k+ℓ
k
)
[Car72, eqn. 2.12].
Remark 8. According to Pak’s historical survey in the appendix to [Sta15], the first appearance
of the Catalan numbers Ck in the literature was as the number of triangulations of a (k+2)-gon, as
shown by Segner [Seg59] and Euler [Eul59]. In this context, the ballot number B(k, ℓ) counts the
number of triangulations of a (k + 3)-gon with a distinguished vertex that has k − ℓ+ 1 triangles
incident to it.
Theorem 9. Let n ≥ 2 and 1 ≤ k ≤ n, and let A(n, k) be the number of arithmetical structures
(d, r) on Pn such that r(1) = k. Then
(5) A(n, k) = B(n− 2, n− k) =
k − 1
n− 1
(
2n− 2− k
n− 2
)
.
Combining Theorems 7 and 9 immediately yields the following result.
Corollary 10. For n ≥ 2 and any k, we have
#

(d, r) ∈ Arith(Pn) |
n∑
j=1
dj = k

 = B(n− 2, k − 2n + 2).
In particular, there are no arithmetical structures with
∑n
j=1 dj = k unless 2n− 2 ≤ k ≤ 3n− 4.
We give two proofs of Theorem 9. The first is bijective and involves identifying lattice paths
with ballot sequences and interpreting arithmetical structures on Pn in terms of sequences of edge
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subdivisions of arithmetical structures on shorter paths. The second proof is phrased in terms of
recurrences for certain classes of lattice paths.
To set up the first proof, we describe how to obtain an arithmetical structure on Pn starting from
an arithmetical structure on a path Pm with m < n and repeatedly subdividing edges in an order
specified by an integer sequence b = (b1, . . . , bn−m). We first note the following result, which can
be found in [CV18, Thm. 6.1], but also follows as an immediate consequence of Propositions 4 and
5.
Proposition 11. Any arithmetical structure (d, r) on Pn not equal to the Laplacian arithmetical
structure can be obtained from an arithmetical structure on Pn−1 by subdividing an edge.
This result implies that every arithmetical structure on Pn comes from taking the Laplacian arith-
metical structure on Pm for some m satisfying 2 ≤ m ≤ n and subdividing n−m edges. Consider
the standard ordering on the m − 1 edges of Pm. Let b = (b1, . . . , bn−m) be a sequence of n −m
positive integers satisfying 1 ≤ bi ≤ (m− 1) + (i− 1) = m+ i− 2. We inductively define an arith-
metical structure An(b) on Pn from this sequence b. Let (d0, r0) be the Laplacian arithmetical
structure on Pm. Let (di, ri) be the arithmetical structure on Pm+i obtained from the arithmetical
structure (di−1, ri−1) by subdividing the edge bi of the path Pm+i−1; equivalently, the position of
the vector specified by the index i in part (a) of Proposition 5 is given by bi + 1. Proposition 5
gives explicit formulas for the entries of (di, ri). Note that if n = m, then b is the empty sequence
and An(b) is the Laplacian arithmetical structure on Pn. Proposition 5 implies that the value of
r(1) is preserved under edge subdivision, so if b = (b1, . . . , bn−m) then An(b) is an arithmetical
structure on Pn with r(1) = m.
Example 12. Let n = 5 and m = 2, with b = (1, 2, 2). Then our subdivision process on arith-
metical d-structures yields
(1, 1) 7→ (2, 1, 2) 7→ (2, 2, 1, 3) 7→ (2, 3, 1, 2, 3) ,
and thus A5(1, 2, 2) = (2, 3, 1, 2, 3). The corresponding arithmetical r-structure transformation is
(1, 1) 7→ (1, 2, 1) 7→ (1, 2, 3, 1) 7→ (1, 2, 5, 3, 1) .
Two different sequences can produce the same arithmetical structure on Pn, but it is straightforward
to characterize when this occurs.
Lemma 13. Let n ≥ m ≥ 2 and b = (b1, b2, . . . , bn−m) be a sequence of positive integers satisfying
1 ≤ bi ≤ i+m− 2. Suppose i is a positive integer satisfying 1 ≤ i < n −m with bi > bi+1. Then,
An(b) = An(b
′), where b′ = (b′1, . . . , b
′
n−m) is defined by
b′j =


bi+1 if j = i,
bi + 1 if j = i+ 1,
bj otherwise.
Proof. By the definition of (di, ri) and Proposition 5 we see that if bi > bi+1, then starting with
the arithmetical structure (di−1, ri−1), subdividing Pm+i−1 at edge bi and then subdividing Pm+i
at edge bi+1, gives the same arithmetical structure on Pm+i+1 as subdividing Pm+i−1 at edge bi+1
and then subdividing Pm+i at edge bi + 1. 
Repeatedly applying this lemma gives a bijection between arithmetical structures on Pn and se-
quences of a certain type.
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Proposition 14. Every arithmetical structure on Pn is equal to An(b) for a unique sequence
b = (b1, . . . , bn−m) satisfying 1 ≤ bi ≤ i+m− 2 and bi ≤ bi+1 for all i.
Proof. Lemma 13 shows that every arithmetical structure on Pn is equal toAn(b) for some sequence
b of this type. Proposition 5 implies that the arithmetical structures arising from such sequences
are distinct. 
In order to complete our first proof of Theorem 9 we need only count the number of sequences
described in the statement of Proposition 14.
Lemma 15. Let n and m be integers satisfying 2 ≤ m ≤ n. The number of sequences b =
(b1, . . . , bn−m) satisfying 1 ≤ bi ≤ i+m− 2 and bi ≤ bi+1 for all i is equal to B(n− 2, n −m).
Appending an initial string of m−2 entries equal to 1 we see that the sequences of Lemma 15 are in
bijection with sequences (b1, . . . , bn−2) = (1, . . . , 1, bm−1, . . . , bn−2) satisfying bi ≤ i and bi ≤ bi+1.
A sequence (b1, . . . , bk) of positive integers satisfying bi ≤ i and bi ≤ bi+1 is called a ballot sequence
of length k. We need only count the number of ballot sequences of length n− 2 that begin with at
least m− 2 entries equal to 1. The following lemma is equivalent to Lemma 15.
Lemma 16. The number of sequences (b1, . . . , bn−2) of positive integers satisfying bi ≤ i and
bi ≤ bi+1 that begin with an initial string of at least m−2 entries equal to 1 is given by B(n−2, n−m).
Proof. Recall that B(n− 2, n − 2) counts the number of lattice paths from (0, 0) to (n − 2, n − 2)
that do not cross above the line y = x. It is trivial to note that this also counts the number of
lattice paths from (1, 1) to (n− 1, n− 1) that do not cross above the line y = x. Every such lattice
path L can be identified uniquely with a ballot sequence bL = (b1, . . . , bn−2) where (i, bi) is the
point along the path on the vertical line x = i with the largest y-coordinate.
We want to count the number of these ballot sequences that begin with at least m−2 entries equal
to 1, or equivalently, the number of lattice paths from (1, 1) to (n − 1, n − 1) that do not cross
above the line y = x and begin with at least m− 2 east steps. Reversing the order of such a path,
and then replacing each north step with an east step and each east step with a north step, gives a
bijection with the set of lattice paths from (1, 1) to (n − 1, n − 1) that do not cross above the line
y = x and end with at least m− 2 north steps. This set is clearly in bijection with the set of lattice
paths from (1, 1) to (n− 1, n−m+1) that do not cross above the line y = x, the number of which
is given by B(n− 2, n−m). 
First proof of Theorem 9. Lemma 15 together with the earlier observation that an arithmetical
structure of Pn has r(1) = m if and only if it is equal toAn(b) for some sequence b = (b1, . . . , bn−m)
satisfying 1 ≤ bi ≤ i+m− 2 and bi ≤ bi+1, completes the first proof of Theorem 9. 
We give a second proof based on recurrences satisfied by counts for certain classes of lattice paths.
Second proof of Theorem 9. We argue by induction on k = r(1). In the case k = 1, we have
B(n − 2, n − 1) = 0 and Lemma 1 implies that there are no arithmetical structures on Pn with
r(1) = 1, completing the proof in this case. In the case k = 2, Theorem 3 implies that A(n, 2) =
B(n− 2, n− 2) = Cn−2.
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Now, for fixed n, suppose that (5) holds for all j satisfying 2 ≤ j ≤ k < n. Suppose that
r = (r1, . . . , rn) ∈ Arith(Pn) with r(1) = k + 1. Let m = min{i > 1 | ri = 1}. Note that
2 ≤ m ≤ n− k + 1.
By Lemma 1, the truncated vector r′ = (r1, . . . , rm) is an arithmetical r-structure on Pm with
r′(1) = 2 and r′′ = (rm, . . . , rn) is an arithmetical r-structure on Pn−m+1 with r
′′(1) = k. Moreover,
every such pair r′, r′′ gives rise to an arithmetical r-structure r on Pn with r(1) = k+1. The number
of possible choices for such a pair is A(m, 2)A(n −m+ 1, k). Therefore, by induction,
A(n, k + 1) =
n−k+1∑
m=2
A(m, 2)A(n −m+ 1, k)
=
n−k+1∑
m=2
B(m− 2,m− 2)B(n−m− 1, n−m− k + 1)
= B(n− 2, n − k − 1)
where the last equality follows from [Car72, 4.9] after a change of variables. (Replace Carlitz’s j, n, k
with m−1, n−k−1, n−k respectively, and recall that Carlitz’s f(n, k) is our B(n−1, k−1).) 
Our next goal is to prove a refined counting result for arithmetical d-structures of Pn with a fixed
entry.
Theorem 17. For each i = 1, . . . , n and 0 ≤ k ≤ n − 2, the number of arithmetical d-structures
(d1, . . . , dn) on Pn with di = n− k − 1 is equal to B(n− 2, k).
We prove Theorem 17 in two parts. We first introduce the notation d0 = 3n − 3 −
∑n
j=1 dj and
note that by Corollary 10 the result extends to the special case i = 0. We then define a bijection
between triangulations of an (n+1)-gon and arithmetical d-structures on Pn. Under this bijection,
clockwise rotation of a triangulation induces a correspondence between the set of arithmetical d-
structures (d1, . . . , dn) on Pn with d0 = n− k− 1 (resp. di = n− k− 1) and the set of arithmetical
d-structures on Pn with d1 = n− k − 1 (resp. di+1 = n− k − 1).
Proof. First, by the above definition and by Theorem 7 we have d0 = r(1)− 1. By Theorem 9 the
number of arithmetical d-structures with d0 = n− k − 1 is B(n− 2, k).
For the main part of the proof, we fix a labeling of the vertices of an (n+1)-gon as 0, 1, 2, . . . , n, in
clockwise order. For each triangulation T of the (n+ 1)-gon, define D(T ) = (D0,D1, . . . ,Dn) by
Di = # {triangles incident to vertex i} .
The theorem then reduces to the following claim.
Claim 18. The sequence (d1, . . . , dn) = (D1, . . . ,Dn) is an arithmetical d-structure of Pn. More-
over, the map D is a bijection from the set of triangulations of the (n + 1)-gon to the set of
arithmetical d-structures on Pn.
Observe that each triangulation consists of n − 1 triangles and each triangle will be adjacent to
three vertices. In particular,
∑n
j=0Dj = 3n − 3 so that D0 = 3n − 3 −
∑n
j=1Dj . In particular,
D0 = d0, motivating the above notation.
10
Proof. We now prove Claim 18 by induction. If n = 2, then the unique and trivial triangulation
of a 3-gon corresponds to the unique arithmetical d-structure of P2, namely (d1, d2) = (1, 1). For
n = 2 and this arithmetical d-structure, we also have d0 = 3− 1− 1 = 1.
For n ≥ 3, a triangulation T of an (n + 1)-gon is obtained by gluing a triangle to the exterior
of a triangulation T ′ of an n-gon. After relabeling the vertices as described below, let D(T ′) =
(d′0, d
′
1, . . . , d
′
n−1), where d
′
j is the number of triangles incident to vertex j in the triangulation T
′,
so by our inductive hypothesis we have that (d′1, . . . , d
′
n−1) is an arithmetical d-structure of Pn−1.
We next follow a procedure related to Conway and Coxeter’s work [CC73, (23)] on frieze patterns
and triangulated polygons. See also [Tsc15, Theorem 2.1] for a more recent description of this
procedure. In this language, the tuple D(T ) is known as the quiddity sequence associated to the
triangulation T . For any 0 ≤ i ≤ n − 1 we consider the effect of gluing a triangle on the edge
between vertices i and i + 1 of T ′ and increasing the label on all vertices j > i by one (note that
in the case of i = n− 1 then we are gluing a triangle between vertices n− 1 and 0, and we do not
need to renumber any vertices). This will create a new triangulation T , and if we set dj to be the
number of triangles adjacent to vertex j in this new triangulation, we see that:
(6) dj =


d′j if 0 ≤ j < i− 1,
d′i−1 + 1 if j = i− 1,
1 if j = i,
d′i + 1 if j = i+ 1,
d′j−1 if i+ 1 < j ≤ n,
agreeing with (2) and showing thatD(T ) = (d0, d1, . . . , dn) where d = (d1, . . . , dn) is the subdivision
of d′ = (d′1, . . . , d
′
n−1) at position i. Hence, by Propositions 5 and 11, the resulting d is in fact
an arithmetical d-structure. We conclude this map is a bijection since the ways in which two
sequences of gluing triangles construct the same triangulation is dictated by the same relations
given in Lemma 13. This completes the proof of Claim 18. 
By Remark 8, there are in fact B(n−2, k) triangulations of an (n+1)-gon that have di = n−k−1
triangles incident to a given vertex i.
Alternatively, we observe that if T is a triangulation of an (n + 1)-gon and ρ(T ) is its clockwise
rotation, then D(T ) = (d0, d1, . . . , dn) and D(ρ(T )) = (dn, d0, d1, . . . , dn−1). Hence rotation induces
a bijection between arithmetical d-structures (d1, . . . , dn) on Pn with di = n−k−1 and arithmetical
d-structures on Pn with di+1 = n − k − 1 (for 0 ≤ i ≤ n − 1). Combining this bijection with the
i = 0 case completes the proof of Theorem 17. 
Example 19. We illustrate the above ideas with the following example, where T ′ is a triangulation
of a pentagon and T is the triangulation of a hexagon obtained by gluing a single triangle to T ′.
Recalling that for any triangulation T we have D(T ) = (d0, . . . dn) where di is the number of
triangles adjacent to vertex i, we see that D(T ′) = (1, 3, 1, 2, 2) and therefore T ′ corresponds to
the arithmetical d-structure (3, 1, 2, 2) on P4. After gluing on a triangle between vertices 2 and
3 and updating the vertex labels, we obtain the triangulation T and the corresponding D(T ) =
(1, 3, 2, 1, 3, 2), giving the arithmetical d-structure (3, 2, 1, 3, 2) on P5.
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34
(ii) T
Remark 20. Questions (17) and (18) of [CC73] suggest a relationship between the quiddity se-
quence, which corresponds to the second row of the associated frieze pattern, and the diagonals in
the same pattern. In fact, these diagonals correspond to the r-vectors of the arithmetical structures
with a given quiddity sequence as its d-vector.
In the proof of Theorem 17 we defined a bijection D from triangulations to arithmetical structures
on the path, and in Proposition 14 we gave a bijection A−1n from arithmetical d-structures on Pn
to ballot sequences. Composing these two bijections together, we get one mapping triangulations
to ballot sequences. Given this composite bijection, it is natural to consider the map fn from ballot
sequences to ballot sequences that corresponds to the action of rotating a given triangulation T of a
polygon. More explicitly, we are interested in the map fn so that fn(A
−1
n (D(T ))) = A
−1
n (D(ρ(T ))).
We now give a description of this map.
In particular, let B(n) denote the set of ballot sequences of length n, i.e., n-tuples b = (b1, . . . , bn)
consisting of n nonnegative integers, where bi ≤ bi+1, and bi ≤ i for all i. We inductively define
the bijection fn : B(n) → B(n). Let f1((1)) = (0), and f1((0)) = (1). Suppose we have defined
fn−1(b) for all sequences b ∈ B(n − 1). Given a sequence b = (b1, . . . , bn−1, bn) ∈ B(n), let
b′ = (b1, . . . , bn−1) ∈ B(n− 1).
Define
fn(b) :=
{
fn−1(b
′) with a bn + 1 appended to the end of it if bn < n,
fn−1(b
′) with a 0 appended to the beginning of it if bn = n.
Remark 21. It is possible to give an explicit description of fn(b). In particular, let b =
(b1, . . . , bn) ∈ B(n) and create a new sequence b + (1, 1, . . . , 1), where addition in the i
th coor-
dinate is taken modulo i + 1. Then fn(b) is the vector obtained by “right-justifying” the nonzero
entries in b+ (1, 1, . . . , 1). In particular, fn(b) begins with the same number of zeroes that are in
the string b+(1, 1, . . . , 1) and then contains the same numbers as the nonzero entries of this string
in the same order. It is straightforward to verify that this definition of fn agrees with the one given
above.
Example 22. If n = 3, then
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(1, 1, 1)
f3
7−→ (0, 2, 2), (0, 1, 1)
f3
7−→ (1, 2, 2), (0, 0, 1)
f3
7−→ (1, 1, 2),
(1, 1, 2)
f3
7−→ (0, 2, 3), (0, 1, 2)
f3
7−→ (1, 2, 3), (0, 0, 2)
f3
7−→ (1, 1, 3),
(1, 1, 3)
f3
7−→ (0, 0, 2), (0, 1, 3)
f3
7−→ (0, 1, 2), (0, 0, 3)
f3
7−→ (0, 1, 1),
(1, 2, 2)
f3
7−→ (0, 0, 3), (0, 2, 2)
f3
7−→ (0, 1, 3), (0, 0, 0)
f3
7−→ (1, 1, 1).
(1, 2, 3)
f3
7−→ (0, 0, 0), (0, 2, 3)
f3
7−→ (0, 0, 1),
We leave the fact that fn is a bijection and that it corresponds to rotation of a triangulation as
exercises for the reader. This approach leads to an alternative proof to Theorem 17.
It is natural to ask for analogues of Theorem 9 for arithmetical d-structures. That is, how many
arithmetical structures (d, r) on Pn have d(1) = k? Results of Aigner and Schulze [AS99] give a
partial answer.
Proposition 23. Let n be a positive integer. The number of arithmetical structures (d, r) on Pn+2
with r(1) = 2 and d(1) = k is given by(
n− 1
2k − 2
)
2n+1−2kCk−1.
Proof. Call a sequence of integers a1, a2, . . . , an admissible if all ai > 1 and ai divides ai−1 + ai+1
for i = 1, . . . , n, where we define a0 = an+1 = 1. An admissible sequence has a local maximum
in position i if and only if ai = ai−1 + ai+1. Aigner and Schulze show that the expression in the
proposition is the number of admissible sequences of length n with precisely k local maxima [AS99,
equation (1)].
Admissible sequences of length n are in bijection with arithmetical r-structures on Pn+2 that
have r(1) = 2. Let (d, r) be an arithmetical structure on Pn+2 with d = (d0, d1, . . . , dn+1) and
r = (r0, r1, . . . , rn+1). Then (r1, . . . , rn) is an admissible sequence of length n if and only if r(1) = 2.
For i satisfying 1 ≤ i ≤ n we see that di = 1 if and only if ri = ri−1 + ri+1, that is, when the
corresponding admissible sequence of length n has a local maximum in position i. We see that
d0 = 1 if and only if r0 = r1 = 1, and similarly dn+1 = 1 if and only if rn+1 = rn = 1. Neither of
these can happen when r(1) = 2 since n+ 1 > 1. 
It seems significantly more challenging to give formulas for the number of arithmetical structures
(d, r) on Pn for which r(1) = m and d(1) = k when m > 2.
When we restrict to arithmetical structures with r(1) = 2 we can derive similar results for other
properties considered in [AS99]. For example, equation (2) of that paper gives the number of
admissible sequences of length n with precisely k rises ai < ai+1, and equation (3) gives the
number of such sequences without monotone subsequences of length 3. We do not pursue these
directions here. We do note that equation (4) of [AS99] can be interpreted as counting the number
of arithmetical structures on Pn with r(1) = 2 and d1 = k, which is closely related to a special case
of Theorem 17.
3. Cycles
As in the case of paths, the arithmetical structures on the n-cycle Cn are controlled by Catalan
combinatorics. The main result of this section, Theorem 30, states that for each k ∈ [n], the number
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of arithmetical structures (d, r) on Cn with r(1) = k is((
n
n− k
))
=
(
2n− k − 1
n− k
)
(where the first symbol denotes the number of multisubsets of [n] of cardinality n− k), and conse-
quently
|Arith(Cn)| =
(
2n− 1
n− 1
)
.
As for Theorem 9, we give two separate proofs of this result. The first proof constructs an explicit
bijection between multisets and arithmetical structures, equivariant with respect to a natural Zn-
action on each. The second proof proceeds via enumeration of lattice paths.
In addition, we show that the critical group K(Cn,d, r) is always cyclic, with cardinality r(1) =
3n−
∑n
j=1 dj (Theorem 29).
We first state some basic results about arithmetical structures on cycles, some of which have been
proved elsewhere.
Proposition 24. The cycle C2 has three arithmetical structures, namely
(d, r) ∈ {((2, 2), (1, 1)), ((1, 4), (2, 1)), ((4, 1), (1, 2))}.
Proof. The adjacency matrix of C2 is A =
[
0 2
2 0
]
, so in order for L to be singular we must have
d1d2 = 4, leading to the three possibilities listed above. 
More generally, we note that for the cycle graph Cn, a vector r is in the nullspace of L(Cn,d) if
and only if ri−1 + ri+1 = ridi for each i, where the subscripts are taken mod n. In analogy to
Corollary 2 for paths, we therefore have:
Proposition 25. Let r = (r1, . . . , rn) be a primitive positive integer vector. Then r is an arith-
metical r-structure on Cn if and only if
ri|(ri−1 + ri+1) ∀i ∈ [n]
with the indices taken modulo n.
The next two results are analogous to Propositions 4 and 5 for paths.
Proposition 26 ([CV18, Thm. 6.5]). There is exactly one arithmetical structure (d, r) on Cn such
that di ≥ 2 for all i, namely d = 2 = (2, 2, . . . , 2) and r = 1 = (1, 1, . . . , 1).
Proposition 27 ([Lor89, pp. 484–485]; [CV18, Thm. 5.1]). (A) Let n ≥ 2 and let (d′, r′) ∈
Arith(Cn). For 1 ≤ i ≤ n, define integer vectors d and r of length n + 1 as in (2), with
the conventions d′0 = d
′
n and r
′
0 = r
′
n. Then (d, r) is an arithmetical structure on Cn+1.
Moreover, the cokernels of L(Cn+1,d) and L(Cn,d
′) are isomorphic.
(B) Let n ≥ 3 and let (d, r) ∈ Arith(Cn) such that di−1 > di = 1 < di+1 for some i ∈ [n].
Define integer vectors d′, r′ of length n − 1 as in (3), with the conventions d0 = dn and
r0 = rn. Then (d
′, r′) is an arithmetical structure on Cn−1, and the cokernels of L(Cn,d)
and L(Cn−1,d
′) are isomorphic.
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As in Proposition 5, we say that (d, r) is the subdivision of (d′, r′) at position i and (d′, r′) is the
smoothing of (d, r) at position i. Proposition 27 can be proved in the same way as Proposition 5,
because subdivision and smoothing are local operations that only concern vertices of degree 2.
Recall that r(1) denotes the number of occurrences of 1 in an arithmetical r-structure r.
Corollary 28. We have r(1) > 0 for all arithmetical r-structures on Cn.
Proof. For n = 2, the assertion follows immediately from Proposition 24. For n ≥ 3, the claim is
obvious if d = 2 and r = 1. If d 6= 2, then by Proposition 26 and Lemma 6 there exists i ∈ [n] such
that di−1 > di = 1 < di+1. But then (d, r) is the subdivision of an arithmetical structure (d
′, r′)
on Cn−1 as described in Proposition 27. Since r(1) = r
′(1), the result follows by induction. 
Theorem 29. Let (d, r) ∈ Arith(Cn) be an arithmetical structure of the cycle. Then
(7) r(1) = 3n −
n∑
j=1
dj
and
(8) K(Cn,d, r) = Zr(1).
Proof. We induct on n. First, in the base case n = 2, both claims can be checked by direct
computation for the three arithmetical structures listed in Proposition 24.
Second, if d = 2 and r = 1, then 3n −
∑n
i=1 di = n = r(1). In this case L is the Laplacian, and
K(Cn,2,1) = Zn, the standard critical group of Cn.
Third, suppose that n ≥ 3 and d 6= 2. Then by Proposition 27, (d, r) can be obtained from sub-
dividing some (d′, r′) ∈ Arith(Cn−1) at position i, and K(Cn,d, r) = K(Cn−1,d
′, r′). The recursive
description of r in (3) implies that r(1) = r′(1), establishing the isomorphism (8). Moreover,
r(1) = r′(1) = 3(n − 1)−
n−1∑
j=1
d′j (by induction)
= 3(n − 1)−

 n∑
j=1
dj − (2 + di)


= 3n−
n∑
j=1
dj (because di = 1).

We now come to the main theorem of this section, enumerating arithmetical r-structures on Cn by
the value of r(1). We first need to set up notation for multisets. A multiset is a list S = [a1, . . . , aℓ],
where order does not matter, and repeats are allowed. The number ℓ is the size or cardinality of S.
We will use square brackets to distinguish multisets from ordinary sets. For a set T , if ai ∈ T for all i
then we say that S is a multisubset of T . We write MSetℓ(T ) to denote the set of multisubsets of T of
size ℓ and let
((
n
ℓ
))
= |MSetℓ([n])| =
(
n+ℓ−1
ℓ
)
. Likewise, MSet≤ℓ(T ) denotes the set of multisubsets
of T of size at most ℓ. If T = [n], we abbreviate MSetℓ([n]) as MSetℓ(n) and MSet≤ℓ([n]) as
15
MSet≤ℓ(n). There is a bijection MSetn−1(n+1)→ MSet≤n−1(n) that erases all instances of n+1,
which implies that
∑n−1
ℓ=0
((
n
ℓ
))
=
((
n+1
n−1
))
.
Theorem 30. Let 1 ≤ k ≤ n and ℓ = n− k. Then
#{(d, r) ∈ Arith(Cn) | r(1) = k} =
((
n
n− k
))
=
(
2n− k − 1
n− k
)
.
In particular, the total number of arithmetical structures on Cn is
n∑
k=1
((
n
n− k
))
=
n−1∑
ℓ=0
((n
ℓ
))
=
((
n+ 1
n− 1
))
=
(
2n − 1
n− 1
)
.
Combining Theorems 29 and 30 immediately yields the following result.
Corollary 31. For n ≥ 2 and 2n ≤ k ≤ 3n − 1, we have
#

(d, r) ∈ Arith(Cn) | k =
n∑
j=1
dj

 =
((
n
k − 2n
))
=
(
k − n− 1
k − 2n
)
.
As we did with Theorem 9, we give two separate combinatorial proofs of Theorem 30. The first
is bijective and the second involves recurrences for lattice paths. Before giving the first proof, we
describe actions ρ and φ of the cyclic group Zn (written additively) on the sets Arith(Cn) and
MSetℓ(n). Specifically, c ∈ Zn acts on Arith(Cn) by rotating positions:
ρc(r1, . . . , rn) = (rc+1, . . . , rn, r1, . . . , rc),
and on multisets by rotating values:
φc([a1, . . . , aℓ]) = [a1 + c, . . . , aℓ + c],
with all elements taken modulo n. For example, the ρ-orbit of the arithmetical r-structure (3, 1, 2, 1, 2)
on C5 is {
(3, 1, 2, 1, 2), (1, 2, 1, 2, 3), (2, 1, 2, 3, 1), (1, 2, 3, 1, 2), (2, 3, 1, 2, 1)
}
and the φ-orbit of [1, 3, 3, 4] in MSet4(5) is{
[1, 3, 3, 4], [2, 4, 4, 5], [3, 5, 5, 1], [4, 1, 1, 2], [5, 2, 2, 3]
}
.
First proof of Theorem 30. We will construct an explicit bijection
Ω : MSet≤n−1(n)→ Arith(Cn),
which for each multiset constructs an arithmetical structure on the cycle. The method of doing so
is analogous to the first proof of Theorem 9, in which we constructed an arithmetical structure on
the path for each ballot sequence. We note that our bijection Ω will have the following properties:
(A) Ω(S) = (d, r) with r(1) = n− |S| for all S.
(B) Ω is equivariant with respect to the actions of Zn just described, i.e., Ω(φt(S)) = ρt(Ω(S)).
(C) Given a nonempty multiset S, let S˜ = φc(S) be the element of the φ-orbit of S that is first
in reverse-lex1 order. Then Ω(S˜) = r˜ is first in reverse-lex order in its ρ-orbit. In particular,
r˜n = 1.
1If A = [a1 ≤ · · · ≤ ak] and B = [b1 ≤ · · · ≤ bk] are k-multisets, then A precedes B in reverse-lex order if and only
if aj < bj , where j = max{i | ai 6= bi}.
We begin by setting Ω(∅) = (2,1). Given a nonempty multiset S, let S˜ be defined as in property
(C) above. Write S˜ as [s1, . . . , sℓ] where each si ≤ si+1. Because |S| = ℓ < n, some element of
its φ-orbit, hence S˜, contains no instance of n. This implies sℓ < n. Also, s1 = 1, since otherwise
subtracting 1 from each element produces an element of the φ-orbit earlier in reverse-lex order.
We now define an arithmetical r-structure r˜ = (r˜1, . . . , r˜n) (which we regard as labels on the
vertices of Cn) by the following algorithm, with the steps numbered for later reference. Much as
Proposition 11 constructed arithmetical structures on paths by describing a series of subdivisions
on the normal Laplacian arithmetical structure on a shorter path, this algorithm will start with
the Laplacian arithmetical structure on C1 and make a sequence of subdivisions based on the given
multiset.
Algorithm A
Input: A multiset S˜ = φc(S) = [s1, . . . , sℓ] as above.
(1) Initialize r˜0 = 1 and n0 = 1 on C1 (by convention, we set r˜0 = r˜n).
(2) For each integer i with 1 ≤ i ≤ ℓ, we construct an r-structure on the cycle graph Cni
(1 = n0 < n1 ≤ n2 ≤ n3 ≤ · · · ≤ nℓ ≤ n) as follows:
(a) If ni−1 < si add vertices with a label of r˜j = 1 until there are si vertices. Then add a
vertex with label r˜si = 2, and set ni = si + 1
(b) If ni−1 = si, add a vertex with label r˜si = r˜si−1 + 1, and set ni = si + 1
(c) If ni−1 > si, then insert a vertex with label r˜si + r˜si−1 into position si, which will have
the effect of moving all later labels forward one vertex. Set ni = ni−1 + 1
(3) If nℓ < n, add n− nℓ vertices with a label of 1.
(4) The resulting arithmetical r-structure is (r˜1, . . . , r˜n) = r˜ = Ω(S˜), recalling that r˜0 = r˜n.
Set r = Ω(S) = ρ−c(r˜).
We emphasize that exactly one of steps (2a), (2b) and (2c) is executed for each i. Moreover, we
claim that after each iteration of step (2) the labeled vertices form an arithmetical r-structure
on a smaller cycle Cni , and in particular the output r produced by this algorithm is indeed an
arithmetical r-structure on Cn for the following reasons:
i) Because we know that s1 = 1, after the first iteration of step (2) we have the vector (1, 2)
which is an arithmetical r-structure on C2 by Proposition 24.
ii) After each iteration of the procedure in step (2a), an arithmetical r-structure on Cni with
r˜0 = 1 now also ends with a sequence of 1’s followed by a 2. The divisibilities of Proposition
25 are thus preserved.
iii) The procedures in steps (2b) and (2c) amount to inserting a vertex that is labeled with the
sum of the labels of its neighbors, which is essentially the subdivision operation discussed
for paths. In particular, the divisibilities of Proposition 25 still hold.
iv) Step (3) will simply add a string of vertices labeled with a 1 where there was only one such
vertex before. Therefore, this also preserves the fact that the output is an arithmetical
r-structure.
v) Finally, applying a cyclic rotation as in step (4) does not break this property.
Before analyzing this algorithm further, we give two examples, with n = 6. Index the vertices of
C6 according to the following figure:
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v1 v2
v3
v4v5
v0
For S˜ = [1, 1, 3, 5], Algorithm A proceeds as in Figure 1. Each figure shows one iteration of the
procedure in step 2.
1
(i)
2
1
(ii)
3 2
1
(iii)
3 2
31
(iv)
3 2
3
12
1
(v)
Figure 1. Algorithm A, with n = 6 and S˜ = [1, 1, 3, 5].
(i) The leftmost figure is the result of the initialization (step 1).
(ii) When i = 1, we have si = 1 = ni−1. Step (2b) inserts a vertex with label 1 + 1 = 2 in
position 1 and sets n1 = 2. Note that we always have s1 = 1 = n0, so this will always be
the output of the first iteration.
(iii) When i = 2 we have si = 1 < ni−1. Step (2c) inserts a vertex with label 1 + 2 = 3 in
position 1 and moves the vertex labeled 2 into position 2. We then set n2 = 3.
(iv) When i = 3 we have si = 3 = n2. Step (2b) places a vertex with label rs2+1 = 3 in position
3, and sets n3 = 4.
(v) When i = 4 we have si = 5 > ni−1. Step (2a) places a vertex with a label of 1 in position 4,
and a vertex with label 2 in position 5. We now set n4 = 6 = n, so step (3) does not occur.
As a second example, if S˜ = [1, 1, 4, 4] then the algorithm proceeds as in Figure 2.
1
(i)
2
1
(ii)
3 2
1
(iii)
3 2
1
2
1
(iv)
3 2
1
32
1
(v)
Figure 2. Algorithm A, with n = 6 and S˜ = [1, 1, 4, 4].
We now show that the function Ω : MSet≤n−1(n) → Arith(Cn) defined by Algorithm A satisfies
the desired properties (A), (B), and (C), and is a bijection. First, each iteration of the procedure
in step (2) adds one new vertex with a label r˜i greater than 1. Thus, the number of 1’s in Ω(S),
which is unaffected by the cyclic rotation r = ρ−c(r˜) of Step (4), equals Ω(S)(1) = n− |S|, and we
can regard Ω as the union of maps
Ωℓ : MSetℓ(n)→ {arithmetical r-structures on Cn with r(1) = n− ℓ}.
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Second, to see that this map is equivariant, we let T = φt(S) for t ∈ Zn. Then one can check that
T˜ = S˜ = φ−t+c(T ). We then get that Ω(T ) = ρt−c(r˜) = ρt(Ω(S)), as desired.
Third, by starting with S˜ = [s1, s2, . . . , sℓ], which is the multiset in its φ-orbit that comes first in
reverse-lex order, the arithmetical r-structure r˜ = Ω(S˜) is constructed so that r˜j = 1 for sℓ < j ≤ n
and r˜sℓ > 1. The only way that r˜ can contain a longer string of 1’s earlier is if there exists a
choice of (i, i+1) so that the gap si+1− si− 1 is greater than the gap n− sℓ. However that would
contradict that fact that S˜ is first in reverse-lex order since otherwise adding n− si+1+1 (modulo
n) to all entries of S˜ produces a new maximal entry n− si+1+ si+1 which would be smaller than
sℓ.
We will now show that each Ωℓ is a bijection. This is clear for ℓ = 0, i.e., when S = ∅. When
ℓ = 1, we have S = [a1] and S˜ = [1] = φn−a1+1(S). The procedure in step (2) is executed
only once, and step (3) sets r˜ = (2, 1, . . . , 1), so the output of the algorithm via step (4) will be
ρ−n+a1−1(2, 1, . . . , 1) = (r1, . . . , rn) where rn−a1+2 = 2 and all other ri = 1. Again, we see that Ω1
is a bijection.
Suppose now that ℓ ≥ 2. After each iteration of the procedure in step (2), the label in position si is
a local maximum; that is r˜si−1 < r˜si , and either r˜si+1 < r˜si or there is not a vertex si+1, in which
case r˜0 = r˜n = 1 would be the next label on a vertex. We claim in addition that if m > si then
rm is not a local maximum. This is clear if step (2a) or (2b) was executed, for then si = ni − 1.
On the other hand, if step (2c) was just executed b times in a row, then each step inserted a label
that is greater than the label to its right, and each insertion occurred to the right of all previous
insertions (since the sequence (si) is in weakly increasing order), which proves the claim.
Therefore, we can recover S˜ from r by the following algorithm. First, let r˜ = ρc(r) be the element
of the ρ-orbit of r that is first in reverse-lex order (so in particular r˜n = 1). Label the vertices of
Cn with r˜, and perform the following steps.
Algorithm B
Input: An arithmetical r-structure r˜ = ρc(r) = (r˜1, . . . , r˜n) as above.
(1) Let S˜ be the empty multiset.
(2) Let j be the greatest integer 1 ≤ j ≤ n so that r˜j is a local maximum, and add j to the
multiset S˜.
(3) Delete r˜j from r˜. What remains is an arithmetical r-structure on the graph Cn−1.
(4) Repeat the previous two steps until we are left with the arithmetical r-structure 1 on the
graph Cn−ℓ. The multiset S˜ will now contain ℓ = n − r(1) elements, and will be first in
reverse-lex order in its φ-orbit.
Having recovered S˜, we set S = φ−c(S˜).
Steps (2) and (3) of Algorithm B will be executed exactly ℓ times, since each iteration removes
one entry greater than 1 from r˜. The fact that we have an arithmetical r-structure on Cn−1 after
step (3) follows from part (B) of Proposition 27. 
We now give a second proof of Theorem 30 using enumeration of lattice paths. This proof relies
on our refined count for arithmetical structures on paths given in Theorem 9. Before giving the
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proof we explain how an arithmetical r-structure on a cycle gives rise to arithmetical r-structures
on paths of vertices contained within that cycle.
Lemma 32. Let n ≥ 2.
(A) Suppose that r = (r1, . . . , rn) is an arithmetical r-structure on Cn with rj = 1 for some
1 ≤ j ≤ n. Then (rj , rj+1, . . . , rn, r1, . . . , rj) is an arithmetical r-structure on Pn+1.
(B) Suppose that r = (r1, . . . , rn) is an arithmetical r-structure on Cn with rα = 1 and rβ = 1
for some 1 ≤ α < β ≤ n. Then (rα, rα+1, . . . , rβ) is an arithmetical r-structure on Pβ−(α−1)
and (rβ, rβ+1, . . . , rn, r1, . . . , rα) is an arithmetical structure on Pn−(β−α)+1.
Proof. The proofs are similar to those in Lemma 1. For (A), note that r is an arithmetical r-
structure on Cn if and only if there exists a positive integral vector d such that the following
equations hold, where the indices are taken modulo n:
ridi = ri−1 + ri+1 1 ≤ i ≤ n.
Without loss of generality, assume that r1 = 1. Then we have the following set of equations,
showing that (r1, r2, . . . , rn, r1) is an arithmetical r-structure on Pn+1:
d˜1 := r2
diri = ri−1 + ri+1 1 < i ≤ n
d˜n+1 := rn.
Similarly for (B), if r1 = rβ = 1, then we have the equations:
d˜1 := r2
diri = ri−1 + ri+1 1 < i < β
d˜β := rβ−1,
showing that (r1, r2, . . . , rβ) is an arithmetical r-structure on Pβ. An identical argument shows
that (rβ, rβ+1, . . . , rn, r1) is an arithmetical r-structure on Pn−β+2. 
Second Proof of Theorem 30. First, consider the case k = 1. By Lemma 32, for each j ∈ [n], the
map
(r1, . . . , rn) 7→ (rj , rj+1, . . . , rn, r1, . . . , rj)
is a bijection between arithmetical r-structures (r1, . . . , rn) on Cn with a unique 1 in position j,
and arithmetical r-structures on Pn+1 with exactly two entries equal to 1. By Theorem 9,
#{r ∈ Arith(Cn) | r(1) = 1} = n ·#{r ∈ Arith(Pn+1) | r(1) = 2}
= n · A(n+ 1, 2)
= n · Cn−1 =
(
2n− 2
n− 2
)
=
((
n
n− 1
))
as claimed.
Now suppose that k > 1. There are
(2n−k−1
n−k
)
lattice paths from (0, 0) to (n − 1, n − k) consisting
of north and east steps. Since n− 1 > n− k, every such lattice path P touches the line x = y for
a last time at some point (z, z), where 0 ≤ z ≤ n− k. That is, P consists of a lattice path P1 from
(0, 0) to (z, z), followed by a step east to (z + 1, z), followed by a lattice path P2 from (z + 1, z) to
(n − 1, n − k) that does not cross (although it may touch) the diagonal line x = y + 1. There are(2z
z
)
= (z + 1)Cz choices for the subpath P1. The possibilities for the path P2 are in bijection with
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lattice paths from (0, 0) to (n− z− 2, n− z− k) that do not cross above the line x = y. This gives
B(n− z − 2, n − z − k) = A(n− z, k) possible paths P . Therefore
(9)
(
2n− k − 1
n− k
)
=
n−k∑
z=0
(z + 1)Cz ·A(n − z, k).
We show that this expression counts the arithmetical r-structures on Cn with r(1) = k.
It is now convenient to think of the vertices of Cn as v0, . . . , vn−1. Let r = (r0, . . . , rn−1) be an
arithmetical r-structure on Cn such that r(1) = k. Let
α = min{i | ri = 1}, β = max{i | ri = 1}.
Note that 0 ≤ α < β ≤ n− 1.
First, by part (B) of Lemma 32, r′ = (rα, rα+1, . . . , rβ−1, rβ) is an arithmetical r-structure on the
path Pβ−α+1 with r
′(1) = k. In particular, β−α+1 ≥ k. By Theorem 9, the number of possibilities
for r′ is A(β − α+ 1, k).
Second, observe that r′′ = (rβ, rβ+1, . . . , rn−1, r0, r1, . . . , rα) is an arithmetical r-structure on the
path Pn−(β−α)+1 with r
′′(1) = 2. Again by Theorem 9, the number of possibilities for r′′ is
A(n− β + α+ 1, 2), which is equal to the Catalan number Cn−(β−α)−1.
Let z = n − (β − α) − 1 and note that 0 ≤ z ≤ n − k. For fixed n, k, each choice of α and β
satisfying β−α+1 ≥ k gives exactly Cz ·A(n− z, k) possible arithmetical r-structures. Moreover,
each value of z arises from precisely z+1 pairs (α, β), namely (0, n−z−1), (1, n−z), . . . , (z, n−1).
Therefore, the number of possible arithmetical structures is
n−k∑
z=0
(z + 1)Cz ·A(n − z, k)
which, combined with (9), completes the proof. 
We do not know as much about the distribution of single digits in the arithmetical structures on the
cycle as we do for the path. Clearly each digit is distributed identically, since Cn is vertex-transitive,
but we do not have a full analogue of Theorem 17. However, we can observe the following pattern.
Proposition 33. Let n ≥ 3 and 1 ≤ i ≤ n. Then (1, r2, . . . , rn) is an arithmetical r-structure on
Cn if and only if (1, r2, . . . , rn, 1) is an arithmetical r-structure on Pn+1. In particular, the number
of arithmetical d-structures on Cn with di = 1 is the Catalan number Cn−1.
Proof. The equivalence follows immediately from the characterizations of arithmetical r-structures
on paths and cycles (respectively Corollary 2 and Proposition 25), and the enumeration then follows
from Theorem 17. 
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