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Abstract 
Activity recognition is an active field of research with many applications for both 
industrial and home use.  Industry might use it as part of a security surveillance system, 
while home uses could be in applications such as smart rooms and aids for the disabled. 
This thesis develops one component of a “smart system” that can recognize 
certain activities related to the subject’s intent, i.e. where subjects concentrate their 
attention.  A visual intent activity recognition system that operates in near real-time is 
created, based on multiple cameras.  To accomplish this, a combination of face detection, 
facial feature detection, and pose estimation is used to estimate each subject’s gaze 
direction.   
To allow for better detection of the subject’s facial features, and thus more robust 
pose estimation, a multiple camera system is used.  A wide-view camera is zoomed out 
and finds the subject, while a narrow-view camera zooms in to get more details on the 
face.  Neural networks are then used to locate the mouth and eyes.  A triangle template is 
matched to these features and used to estimate the subject’s pose in real-time.  This 
method is used to determine where the subjects are looking and detect the activity of 
looking intently at a given location.  
A four-camera system recognizes the activity as occurring when at least one of 
two subjects is looking at the other.  Testing showed that, on average, the pose estimate 
was accurate to within 5.08 degrees.  The visual intent activity recognition system was 
able to correctly determine when one subject was looking at the other over 95% of the 
time. 
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Glossary 
Artificial Neural Network:     An interconnected group of artificial neurons that uses a 
      model (e.g. mathematical or computational) for 
      information processing.  Generally it is an adaptive 
      system that changes its structure based on information fed 
      through the network during training. 
 
Camera View Correspondence System: A method for converting coordinates from one 
      camera’s view to the other camera’s view or reference 
      frame coordinates. 
 
False Negative:     A result that does not detect what is being tested even 
      though it is present. 
 
False Positive:     A result that detects what is being tested even though it is 
      not present. 
 
Feature Detection:     The locating of certain characteristics within an image or 
      signal.  Features may be anything, but here they refer to 
      the eyes and mouth. 
 
Feature-based:     An approach which uses features. 
 
Field of View:     The area captured by the camera at a given moment. 
 
Hidden Markov Model    A statistical model used to model a system with unknown 
      parameters.  The system is “a doubly stochastic process 
      with an underlying stochastic process that is not  
      observable.” [11] 
 
HMM      see Hidden Markov Models 
 
Noseline      The vertical line through the center of the nose 
 
Object View Camera:    A camera with narrow field of view used to capture more 
     detailed information about the subject detected by the 
     SVC. In this thesis it is used to locate the subject’s facial 
     features. 
 
Occlusion:      A hiding or partial covering of a feature or object.  
 
OVC:      see Object View Camera 
 
 
   xii
Pose Angle:      The angle the subject’s head pose in comparison to the 
      OVC line. 
 
PCA:       Principle Component Analysis (PCA) is a technique for 
      reducing the dimensionality of a dataset [29]. 
 
Primary subject     The subject that the SVC / OVC camera pair selects as  
      most prominent. 
 
Real-time:      The results from the calculations are required without    
      noticeable delay.  Delays could be disastrous or cause the 
      system to fail. 
 
ROI      The Region of interest in an image. 
 
Room Location:     The (x,z) coordinates where the subject is located in the 
      room.  (0,0) is a set point based on the location of the 
      server SVC. 
 
Scene View Camera:     The camera used to capture information about the entire 
      scene within its field of view.  In this thesis, it is used to 
      locate the face of the subject. 
 




Chapter 1:  Introduction 
In the past few years, activity recognition has become an important research topic 
in the area of computer vision.  Such research has numerous applications in home, 
corporate, and industrial environments.  Many of the home uses would be in applications 
that make our life easier or drastically help the disabled lead an independent life.  Being 
able to recognize when a person is looking intently at something and being able to 
respond appropriately to that is one of the first steps in building a “smart house.”  For 
example, if the room recognized a person looking intently at the lights, then it could turn 
them on or off.  This could be of enormous benefit to someone who has trouble walking 
or cannot walk at all.  The same technology could be applied to other appliances (stereo, 
heating/cooling system, television, washing machine, etc.) as well as to opening and 
closing doors. 
 The corporate and industrial worlds have many potential applications for such 
technology as well.  A primary use could be in security surveillance systems.  If a system 
could be trained to recognize suspicious behavior, such as placing a briefcase on the 
ground and then walking away from it, then the system could issue the necessary alerts.  
Working in conjunction with normal security staff, this could vastly improve security.  
Other uses could be in automatic video indexing, smart conferencing rooms, 
human/computer interfaces such as a “smart mouse” for the disabled, automatic taking of 
notes/meeting minutes, and so forth [1, 2, and 3]. 
The problem of object detection and activity recognition has been around for 
some time.  After years of continual visual input from our environment, humans can 
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easily recognize most activities from a variety of positions.  Occlusions and activities 
performed through a variety of different paths of motion also present little difficulty to 
humans.  However, these three items (viewing angle, potential occlusion, and path of 
motion) all present problems for computers.  An overview of these issues and potential 
solutions is provided in Chapter 2. 
The goal of this thesis was to create a system that could detect the activity of 
looking intently at another person.  To be practical for home, office, or industrial usage, 
the overall system should be able to operate in real-time or near real-time.  In the case of 
a break-in, having the surveillance system take two or three minutes to process what the 
video cameras saw may be too late.  For home use the time requirement doesn’t need to 
be as strict.  For example, in a smart house a small delay might be annoying, but if it 
makes life easier or grants a physically challenged person more freedom, then the benefit 
far outweighs the annoyance of a minor delay.  Chapter 3 goes into greater detail in 
describing this system. 
Real-time pose estimation is used to estimate where the gaze of the subject lies 
based exclusively on the direction of their head.  Performing pose estimation in real-time 
is much more complicated than its still frame counterpart, since the head is not restricted 
at all. Further discussion of this is presented in Chapter 4. 
Discussion of visual activity recognition is presented in Chapter 5.  In addition, 
the individual system components along with their integration are presented in this 
chapter.  Since many of the potential uses require real-time or near real-time results the 
executive speed of the algorithm is very important.  Comments on the final speed of the 
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system as well, as the accuracy of the results, are given in Chapter 6.  Concluding 
remarks, a discussion of the robustness of the system, as well some mention of potential 









































Chapter 2:  Background 
 
 In order to understand the activity recognition problem, looking at past research in 
this area is important.  By understanding and comparing the various methods that have 
been tried, a greater understanding of what will work and what will not work can be 
gained.  Not only must the history of activity recognition be understood, but a brief 
history of facial recognition should also be coved, as seen in Chapter 3. 
 
2.1 Activity Recognition Background 
 
Activity recognition has become an increasingly popular area of research in the 
past few years.  The desire for more intelligent systems that can provide better security or 
increase human freedom, coupled with rapidly increasing computing power, has helped 
fuel this area of research.  Specific uses of activity recognition can be as simple as doors 
opening when people approach them, or become as complicated as recognizing a 
sequence of gestures, such as sign language, which will tell the system to perform a 
certain task. 
While this is a trivial task for humans, training a computer to recognize even the 
simplest of activities is difficult.  Our brains have had years of continuous input of many 
different activities, which allows us to quickly and easily classify activities as we witness 
them.  Computers, however, don’t have this vast knowledge base of activities to draw 
upon.  Because of this, for most activities, computers must be trained to specifically 
recognize that activity, which can be a lengthy process. 
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Object detection is a common element to all activity recognition.  No matter what 
the activity, there must be a way to distinguish the background of the scene from the 
important objects that need to be tracked.  This can be solved in many ways. Reference 
[2] used simple background subtraction with thresholding of the probability density 
function of each pixel to obtain the region of interest (ROI).  This worked very well, 
under the restriction that there is only one moving person in the scene.  Background 
subtraction was also used in [1 and 4]. 
Another common approach is to use an object detector [4, 5, and 6].  An object 
detector is a system that is specifically trained to find one object.  For instance, in [5 and 
6] an object detector was used to find all faces in the scene.  Once the faces were found in 
[5], color models of those regions were built and used to help locate the hands.  Lastly, 
segmentation could be used as it was in [7].   
Each activity has its own obstacles to recognition, but there are some common 
difficulties to recognition of any activity.  One issue that must be overcome is that most 
activities have no well-defined structure or rigid motion that is always followed.  For 
example, there are many different ways a person could raise their hand.  It could go 
straight up along the side of their head, or their elbow may not bend, forcing the hand to 
come up in an arcing path.  Anything in-between the two is also possible.  In addition, the 
starting location of the hand may be different for each person.  The hand may start at the 
person’s side or in their lap.  The ending location is just as unpredictable.  It could be 
right next to the person’s head or a decent amount above their head.  To account for this, 
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generally the basic essence of the activity is tracked or analyzed.  If this essence is 
successfully tracked or found, then the activity has been recognized. 
One of the most common difficulties is that an activity can look vastly different 
from different angles.  For example, when a person walks towards a camera their body 
size appears to grow.  The majority of the motion captured would be in the leg region 
where one might be able to detect the rise and fall of the feet or capture a little of the 
swing of the legs.  Walking away from the camera results in a very similar motion.  
However, when a person walks parallel to the camera’s plane of view everything looks 
very different.  First, the subjects’ height remains relatively constant.  Second, and most 
importantly, the visible motion is completely different.  From a side view, the swing of 
the legs is much more visible and covers a much greater area of the image.  In addition, a 
swing of the arms will most likely show up.  Determining whether this is the subject’s 
arm or another person in the background is also difficult. 
This issue has provided two channels of research.  First, some approaches only 
deal with an activity from one view or a very small set of views close to one another, 
such that the basic image the cameras receive is very similar.  This is done in research 
such as [1, 4, 5, 6, 7, 8, and 9].  Depending on the activity and/or where the camera is 
located, this may be perfectly acceptable.  For example, buttoning a shirt is not 
recognizable from the back.  This activity is only recognizable from the front and partial 
sides.  Another example is a security camera placed at the end of a hall.  For the most part 
it will only see walking towards and away from it.  From its perspective these activities 
look very similar.  This is due to the fact most of the movement of body parts is in the 
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legs, which don’t appear to move much from a straight-on view.  There is just a little 
movement as a leg is raised and swung forward. 
A second approach trains the system to recognize the activity from multiple 
viewpoints.  When many views are used in training, this allows the system to recognize 
the activity from a much wider angle of view.  This is generally done so that the system 
can recognize the activity from any given viewpoint.  Note that this means 360 degrees 
around the activity on a horizontal plane level with the subject/activity or just above it.  
At the time of this writing, no work has been published on top-down or bottom-up views 
of activity recognition. 
Approaching the problem from multiple viewpoints was considered in [2], which 
used this method and trained their system to recognize four activities from eight different 
angles as shown in Figure 1.  This left 45 degrees between the different training angles, 
which was a small enough amount that they had correct identification 88.3% of the time.  
The work in [10] also used multiple views for better recognition. 
Some research has even been done on how to optimally place the camera(s) to 
best capture the intended activity.    Reference [8] is one such example.  Such approaches 
vary depending on specific factors of activity detection and the surrounding environment.  
For example, some research is on watching for a specific activity, while other research is 
on how to best watch for any activity.  Other research is done of the best placement for 
one-camera systems vs. multiple-camera systems or mobile vs. stationary cameras. 
The work in [8] dealt with online mobile camera positioning for active vision.  




Figure 1 – Eight Angles used to Train Activity Recognition System  
 
maximize the view of the subject in the image.  The complications in accomplishing this 
were the conflicting requirements.  In order to see as much of the activity path as 
possible, the camera had to be as far from the subject as possible.  In contrast, to 
maximize the view of the subject, the camera should be close to the subject.  To achieve 
the system's goal of finding the optimal camera position, a mobile camera was set up at a 
random position in the subject’s vicinity.  The camera recorded the activity (walking 
between two screens) a few times and passed along its data to Matlab, which then 
calculated the ideal camera location.  While the optimal solution was never obtained due 
to the accumulation of small errors in the path estimation and mobile camera positioning, 
very positive results were shown.  All tests run showed between a 25% and 61% increase 
in the observability of the motion sequences. 
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The major downside to this research, as well as activity recognition research in 
this thesis and in general, is that the activity must be known a priori.  In addition, test 
runs must be completed and analyzed beforehand to find the optimal position(s) for the 
camera(s).  This also implies that the system is not very flexible.  If either the 
environment or the activity changes significantly, the camera's locations must be 
recalibrated, which may or may not be feasible. 
Once the region of interest has been found and all the appropriate information has 
been captured, the activity must be identified.  This leads to another issue that is common 
to a lot of activity recognition research.  The problem is separating the desirable activity 
from false positives, which is generally a similar activity.  Continuing with the example 
of recognizing a person raising their hand, there are two similar actions that a person 
could take.  First, a person could bring their hand near head level to eat or drink.  Second, 
the subject could be going to scratch their head or face.  Both of these bring a hand near 
head level, which is what a lot of people do to raise their hand.  Distinguishing similar 
activities such as these is generally hard to do.  The most common way to avoid some of 
these situations is to more strictly define exactly what the activity entails. No matter the 
approach taken, the method can be classified as either a probabilistic or non-probabilistic 
approach.  Non-probabilistic systems generally have difficulties with new or 
unpredictable environments. [9] On the other hand, probabilistic systems such as Hidden 
Markov Models (HMM’s) [1, 2, and 6] or Bayesian networks [2, 3, 6, and 10], can handle 
more unpredictable environments and changes in the way activities are performed. 
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An HMM is a statistical model used to model a system with unknown parameters.  
The system is “a doubly stochastic process with an underlying stochastic process that is 
not observable.” [11] The system is assumed to be a Markov process and it has a finite set 
of states, each of which is associated with a probability distribution.  The goal of an 
HMM is to determine the values of the hidden parameters from any observable 
parameters.  These new parameters are then used to perform other analyses, such as 
activity recognition. 
There are many common methods to solve the activity recognition problem.  
These methods generally use either motion-based or shape-based features.  Motion-based 
methods include strategies such as using Hidden Markov Models, which are generally 
built from affine motion parameters or Infinite Impulse Response (IIR) filters.  Shape-
based models generally use edge detectors to find shapes and then use some type of shape 
matching algorithm to determine the activity taking place. 
 
2.2 Methods and Challenges 
 
There are many different methods that are used to recognize activities, and each 
has its own strengths and weaknesses.  In [2], after the ROI was found, optical flow was 
used to describe the motion, and principal component analysis (PCA) was used to capture 
the shape information.  This is unique because a lot of research has been done using only 
motion-based information or shape-based information.  Such research also includes 
reference [1].  Next, a set of HMM’s is used to represent each activity.  The recorded 
information was then compared to each set of HMM’s to see which activity it best fit.  
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Here, using shape or motion-based information separately resulted in an 81.8% 
recognition rate.  When combining the two, the correct identification rate jumped to 
88.3%.  The only big issue with this method was that running and walking still look very 
similar from the front, near-front, rear, and near-rear views.  This accounted for 75% of 
the misclassifications. 
References [5 and 7] used multiple levels of detail (zoom) to capture more 
information than most current systems.  In [5], first epipolar and spatial information was 
used to create consistent labeling across all zoom levels.  Next, a mean shift tracker was 
used to track the head and hands, while short-term color segmentation was used to 
identify whether there was an object in the hand(s).  Based on this information, the 
system was able to determine if there was an object in the hand, where it came from in 
the scene, and to what part of the head it went (ear, mouth, etc).  Based on these goals, 
there was 100% accuracy in the system.  
The goal of [1] was to show that using only motion-based information activity 
recognition could be successfully done.  Masoud and Papanikolopoulos believed that 2-D 
limb tracking and 3-D motion properties of the subject were not necessary.  Similar work 
has been done with HMM’s [3, 7, 8, and 10] and Motion-History Images (MHI’s) [12].  
A MHI is used to represent a single action.  In the MHI more recent motion is represented 
by brighter color-levels than older motion.  This idea is also known as recursive filtering.  
The three main issues with using MHI’s are as follows: first, the choice of appropriate 
duration parameter for the activity is critical.  This was overcome by trial and error in this 
research.  Second, the duration of the activities varies between people.  To compensate 
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for this, only 12 frames of each activity were used.  Lastly, the method needs to be robust 
enough to handle speed-ups and slow-downs in each activity sequence.  With an 
identification rate of over 92%, the results show this method was able to handle changes 
in speed well. 
Similar work has been done in [13].  Here two mathematical methods were 
proposed for creating a model to characterize non-rigid motion and its dynamics.  The 
work is based on the observation that every activity has an associated structure 
characterized by a non-rigid shape.  In one method the activity was modeled using the 
“polygonal shape formed by joining the locations of these point masses at any time.”  To 
accomplish this, Kendall’s statistical shape theory was utilized.  A nonlinear dynamic 
model was used to characterize the variations in the 2-D or 3-D shapes being observed.  
Modeling the trajectories of each moving object in 3-D space was the other proposed 
solution.  Here, 3-D basis shapes are created and used to model different activities.  The 
basis shapes, and the associated motion parameters, are extracted using multi-object non-
rigid structure estimation and the factorization theorem.  This data can then be used to 
classify the activity.  Deviation from the learned activities can be handled to some extent.  
This method, as opposed to the one in [13], is easy to extend to a system with multiple 
cameras. 
Some work has also been done on activity recognition when there is data in the 
video sequence that has been corrupted by noise, is occluded, or is missing.  León and 
Sucar [9] showed that high success rates could be achieved using Bayesian networks.  
They used simple global trajectory tracking of two simple activities (waving good-bye 
 
  13
and moving a hand to the right).  The data set was very small with only ten test sets and 
about half were in the training set.  This small set of data did allow for a 100% 
recognition rate in the activities.  However, when frames were removed from the ten 
video sequences, the system was still able to achieve 90% recognition. 
Reference [3] describes a study on tracking the focus of subjects in a meeting.  
This study used a single omni-directional camera to record the meeting and perform pose 
estimation.  The pose of each subject was used to estimate his or her gaze direction.  A 
few microphones were used to determine the speakers and their locations during the 
meeting.  Assuming that the subjects’ attention was focused on the speaker, the study 
shows 89% of the time the orientation of the head is enough to determine the subjects' 
focus. 
The work in [6] explains that many of the current feature extraction methods are 
not ideal and make the process of facial expression classification and/or other activity 
recognition much harder.  A lot of work is being done on improving feature extraction.  
However, using a Bayesian network and a binary classifier, the system in [6] was able to 
correctly detect the face and eyes nearly 99% of the time and had a negligible false 
detection rate. 
Reference [10] focused on recognizing an action through many frames, even if the 
tracking fails for a while.  The tracking failure can occur for many reasons such as 
occlusion, shadows, loss of features, crowded scenes, etc.  Dynamic Bayesian Networks 
were used to help with both the tracking as well as the recognition of the activity, 
specifically the refueling of a commercial airplane.  The smaller sequences of tracking 
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were merged together after determining the primary actor was the same as the one they 
were tracking.  This resulted in much longer sequences in which the action was tracked.  
The results show that overall this approach was successful, but that it currently does not 
scale well. 
In Reference [4], Aggarwal and Ali did research on recognizing multiple “action 
primitives,” such as walking, sitting down, standing up, squatting, rising, and bending 
forward, in a continuous video stream.  The action primitives could be of any length, 
could appear in any order, and may or may not even be present in a given sequence. 
Using a combination of background subtraction, thresholding, and morphological 
filters the subject was segmented in each frame of the video.  Once the subject was 
isolated they used feature detectors to locate and help determine the angle of inclination 
of the torso, upper component of the legs, and lower component of the legs.  These angles 
are used to build a skeleton image of the subject, which is then run through their first 
classifier.  This classifier is trained to detect the breakpoints between two different action 
primitives.  Each frame is marked as either a breakpoint frame or non-breakpoint frame.  
The breakpoint frames are used to measure the duration of each action in frames. 
Following, the segmentation of activities, each set of non-breakpoint frames are 
labeled as an action primitive.  This is accomplished by passing the set of frames through 
the nearest neighbor classifier developed.  The system was trained from a purely lateral 
view, but the system is able to handle between 25 and 40 degrees of variation from this.  
Seven action primitives were used in testing and all of them were recognized at least 71% 
of the time.  The range of success varied from 71.42% for rising and bending to 89.66% 
 
  15
for walking.  Overall, there was a 76.92% success rate in detecting and classifying the 
action primitives.  Aggarwal and Ali believe that with a better knee and hip detector, the 
results could be improved.  A similar method was used in [14] to tell if a person was 
walking or running. 
The method presented in this thesis uses a different approach where the head pose 
angle is used to detect the activity of looking intently at an object.  This system will 
recognize the activity as occurring when at least one of the two subjects looks at an 
object.  This activity will be recognized on a frame-by-frame basis.  The subject could 
potentially look at anything, which would require that the system be able to detect any 
type of object.  Since this is not possible, the activity will be restricted to when at least 
one of the two test subjects in the viewable area is looking at the other.  The duration of 
this activity could also potentially be measured.  This system would be easily expandable 
to recognizing other objects and when a person is gazing at them. 
 
 
2.3 Limitations of Current Algorithms 
 
Unfortunately, most activities change in many subtle ways at different instances 
or when performed by different persons.  For example, a person can raise their hand in 
many different ways (see Section 2.1).  Being able to recognize an activity despite minor 
changes has been one of the biggest limitations of past research.  Such changes can 
include path of activity, the speed at which it is performed [2, 9], occlusions blocking part 
of the trajectory of the activity, or noise distorting the data. 
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In order to compensate for these changes, the algorithm(s) used must be generic 
enough in nature to handle small variations from the training set.  They also must be able 
to recognize the desirable action without false positives.  Through a combination of 
Fourier Transforms and Bayesian networks reference [9] was able to effectively handle 
changes in speed, occlusions, and missing/distorted data.  Reference [1] uses motion 
features projected into lower dimensional space in order to be able to handle variations in 
the subject’s attributes and motion trajectory well.  However, even with their various 
methods, neither research has been able to handle all the ways in which an activity can 
change. 
Another limitation of most systems is that they cannot handle occlusions.  
Occlusions are any object, such as people, scarves, hats, glasses, hair, shadows, etc., that 
cover the subject and/or the activity that is trying to be detected.  Some work such as [9] 
(see Section 2.2) has examined this issue, but most systems have no means of handling 
occlusion. 
Time constraints are also a limitation to most implementations.  Most projected 
final uses of such technology, such as security systems or automatic note takers, need to 
run in real-time.  Any delay in the system could be disastrous or cause the system to fail.  
For example, a system designed to monitor a military base could see someone plant 
explosives.  If the system takes minutes to process the visual input, then it could be too 
late to prevent it from exploding.  Another less deadly, but just as time critical, system 
would be an automatic note taker.  If the system was too slow, it may catch only every 
third or fourth word.  This would render the system useless. 
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Other than the three above-mentioned common issues, most of the other 
limitations are activity or system specific.  For example, if researchers are trying to find a 
way to detect an activity from every angle, how many cameras should be used?  More 
cameras require more money and more computing power, to analyze the data.  Without 
the extra computational power, the analysis could slow down to below an application 
specific threshold, which could render the system useless. 
The success of any method also depends on how well it detects the features it 
needs.  If the features are not properly found, then the activity will not be recognized.  
This could lead to a lower identification rate, smaller time sequences of tracked actions, 
and other issues.  While activity recognition has improved over the past few years, there 
is still much research to be done.  
This thesis develops one component of a “smart system” that can recognize 
certain activities.  A visual intent recognition system, based on human pose estimation, is 
created which can detect activities in near real-time.  To accomplish this, a combination 
of face detection and pose estimation are used to estimate where the gaze of the subject 
was directed.  To allow for better detection of the subjects features, and thus the gaze, a 
multiple camera system is used.  The first camera is zoomed out and finds the subject, 
while the second camera zooms in to get more details.  When the gaze of one of the two 
subjects rested on the other, the duration of the gaze is measured.  To determine how well 
the multi-camera system works, the accuracy (in degrees) of the persons’ viewing 
direction is measured, as well as the error (in cm) of the subjects’ location in the room is 
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determined.  Success is measured by the percentage of correct frames the system 
identified. 
This system is novel in a few ways.  First, it requires no intrusive hardware to be 
worn by the user, which some systems, such as the one in [3] do.  The headgear is shown 
in Figure 2.  Instead, multiple cameras are used as described in the following section.  In 
addition, the system does not require new hardware to be added for each person in the 
system.  The system uses feature detection to provide an accurate pose estimation, which 
is something some other works, such as [3] do not use.  Lastly, the system locates the 
subjects in the room, so it can be used to tell what the person is looking at, not just the 
direction they are looking. 
 
 









Chapter 3: Multiple Camera System 
 
There are many ways in which a camera or multiple cameras can be used in order 
to achieve automated video understanding.   The two most common approaches are 
presented in [14].  Carnegie Mellon’s Video Surveillance and Monitoring team used a 
distributed network of active video sensors for their surveillance system.  In this approach 
many cameras are used together to identify and track objects (vehicles and humans) as 
they move between the fields of view of the different cameras.  Each of the cameras is 
connected to a processor and has the ability to detect and track objects on its own and is 
referred to as a sensor processing unit (SPU).  The SPU’s transfer any detected data back 
to the operator control unit (OCU), which communicates to the system user via a 
graphical user interface (GUI).  Giving each SPU a processor allows the detection and 
tracking to be done by the SPU and greatly reduces the amount of data that is required to 
be sent to the OCU. 
The other approach that [14] mentions is that of a sensor slaving system.  In this 
method, one camera and associated processing unit acts as the master and the other SPU’s 
act as slaves.  The master SPU has a wide-angle view of the area and is able to track all 
objects within that area.  The real world coordinates of the object(s) tracked by the master 
SPU is then passed to the slave(s), which zoom in to acquire more detailed images of the 
object(s). 
Reference [7] used a similar setup in which there was a stationary fixed field of 
view camera to capture general information and a computer controlled pan/tilt/zoom 
camera to capture the details for the activity recognition.  The work in [3] shows that one 
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unidirectional camera can be used for a similar task.  In this setup four people were set up 
at known locations around a table.  The camera, along with a set of microphones used to 
record the meeting, was used to estimate where the each subject was looking.  Since the 
subjects were at known locations and they were looking at the other subjects, only one 
camera was used.  When the subjects have more freedom in where they are and where 
they are looking, more cameras are needed to cover the larger are and still capture 
detailed information. 
The multi-camera system chosen for this thesis is discussed below in Section 3.1.  
The individual components of the system are discussed in Section 3.2.  Other setups, 




3.1 System Setup 
 
In order for the system developed for this thesis to accurately determine that one 
person is looking at another person, two cameras are used.  The setup is similar to the 
sensor slaving system used by CMU.  One camera, the scene view camera, acts as the 
master SPU and detects all people in the scene.  The other camera, the object view 
camera, is the slave SPU and determines where the primary subject is looking.  By 
adding more slave SPU’s, the viewable scene can be increased as well as the number of 
subjects, whose gaze you can estimate. 
In this thesis, two SVC/OVC camera pair systems work together.  The first finds 
and determines where one subject, subjectA, is looking.  The other system does the same 
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for another subject, subjectB.  Each system shares the room location of their subject over 
the Internet and then determines if their subject is looking at the other. 
The successful estimation of a person’s pose requires a sound method and 
accurate data.  In this case the subject’s features are used.  A controlled setup is needed to 
facilitate accurate collection of the facial features used to estimate the pose.  As shown in 
Figure 3, the system setup has four video cameras appropriately placed and allows for a 
maximum of two people in the room.  Two of the cameras are scene view cameras 
(SVC), which are responsible for determining if there are people and where the people 
are in the room.  This is accomplished through face detection.  The other two cameras are 
object view cameras (OVC).  They are responsible for taking more detailed pictures of  
 
 
 Figure 3 – Experimental Setup Showing Distances 
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the subjects, which are then analyzed for determining the pose of the subjects.  In this 
environment, the cameras are placed about five feet off the ground.  The cameras work in 
pairs (one SVC and one OVC).  The two indicated cameras would start as the scene view 
cameras and capture the scene.  Additionally, they allow for some detection of depth and 
room location. Each scene view camera will tell the corresponding object view cameras 
to zoom in on the face it found. 
 
 
Figure 4 – Experimental Setup 
 
Ideally, having the cameras able to switch functionality would remove most of the 
restrictions on where the people can be within the two diamond fields of view.  Both 
SVC's must be able to detect both people as well as have a rule-based method, which 
ensures that each camera picks a different person as its subject.  This could potentially 
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require a lot more network communication to ensure that they are each selecting a unique 
subject.  Another issue with having both subjects in the same field of view (FOV) is that 
in order for the system to function properly, one subject cannot occlude the other.  This 
reduces the range of the subject’s location.  Given the SVC's limited range on where it 
can detect faces before they become too small, two subjects in one FOV may not work 
and is not dealt with here. 
Some of these restrictions could be alleviated by having the cameras mounted on 
the walls near head level and building in zoom compensation for the SVC.  However, for 
proof of concept and a simple prototype, having a limited area where the subjects can be 
located is acceptable. 
To help limit the number of potential errors, the setup was kept relatively simple.  
First, nothing was present in the scene to occlude either face.  This allows the scene view 
cameras to detect the faces and get good measurements on the subjects’ location.  In 
addition, as long as the subjects are looking near their OVC, these cameras have a good 
view of the eyes and help provide the best estimate of the angle of each person’s pose.   
When a subject wears glasses, glare on the rim of the frame is often picked up as the eye.  
To prevent this, neither subject is allowed to wear glasses. 
 
3.2 System Components and System Flow 
 
As shown in Figure 5, there are five main phases the system runs through in order 
to determine if the subject is looking at the other subject.  The first one is the face 
detection algorithm, which takes the SVC’s image and identifies face locations.  This is 
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further discussed in Section 3.2.1.  Once the face or faces are found, the room position for 
the most prominent one is calculated, and the OVC is given the proper pan and tilt angles, 
as well as the new zoom level.  After the OVC is facing in the proper direction, the face 
detection algorithm is then run on the images the OVC captures.  The face region of 
interest is then passed to the feature extraction method, which scans the regions of high 
probability to locate the eyes and mouth of the subject.  This is further discussed in 
Section 3.2.2. 
Once the features are properly located, the pose estimation method is called.  This 
algorithm determines how many degrees left or right of the OVC the subject is looking.  
This is combined with the subject’s location to determine where they are looking.  The 
facial pose estimator is discussed further in Section 3.2.3. 
 
 
Figure 5 – Flow Diagram of the System 
 
Next, the subjects’ location is passed over the network to the system controlling 
the other SVC and OVC.  It also receives the room location about the other subject.  With 
these three pieces of information (both subject’s room location and where the primary 
subject is looking), the system determines if its subject is looking at the other subject with 
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some degree of confidence.  Figure 5 shows the flow of the system from the initial image 
capture to final decision on whether or not the activity recognized. 
In order for the system to estimate the pose of the person in the room, it must first 
be able to detect the person.  This crucial step is handled by face detection software, 
which segments out skin-tone regions from the image.  It then decides if these regions are 
faces.  This process is discussed in detail in the following section. 
 
3.2.1 Face Detection 
 
The purpose of this component of the system is to find the face or faces in the 
image captured by a camera.  First, the captured frame is sent through a skin segmentor.  
This subsystem is responsible for finding the locations of the skin-tone sections in the 
frame, marking these sections on the frame image, if desired, and classifying the sections 
as either face or not a face. 
The skin segmentor takes the image and converts it to the HSV (Hue, Saturation, 
Value) colorspace [15]. The hue is the actual color, such as red, blue, or yellow. It is 
defined from 0 to 360.  Saturation is defined from 0 to 100% and is the purity of the color 
present.  A color with low saturation would appear much grayer or lighter then one with a 
high saturation.  For example, a black with low saturation would be gray, while a red 
would appear to be pink.  Value defines the brightness of the color.  The brightness is a 
relative description of the amount of light coming from the color.  This value ranges from 
0 to 100%.  The transformation of an image from the RGB (Red, Green, and Blue) 
colorspace to the HSV colorspace is a nonlinear transformation [16]. 
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Converting the image to the HSV colorspace provides a nice benefit to 
segmenting the skin in the image.  Since the hue (color), saturation, and brightness are 
separated, it is easy to define exactly what color is to be segmented out.  The HSV image 
is then sent through a segmentation filter and a resulting image is returned.  The filtering 
is done via a lookup table and was provided by [17]. 
In order to create a more solid skin region, the resultant image is run through a 
couple of morphological filters.  First, an erosion filter is created and run over the HSV 
image.  This makes the resulting area smaller by removing the outer edges of the result.  
Any positive result returned that is smaller than the filter is removed.  Figure 6 shows a 
face from the frontal pose and one from about 45 degrees (taken a few seconds apart).  
The boxes around the faces are the results from the face detection software and its 
estimation of the location of the face.  The erosions of the images are shown in Figure 7.  
The result of this erosion filter is that any small regions that looks like skin, but are  
 
 
Figure 6 – Original Faces 
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smaller than the filter and hence are most likely not part of a face, are removed from the 
result image. 
While erosion is a binary operation and normally performed on black and white 
images, here it is performed on the HSV image returned from skin segmentor.  Instead of 
eroding based on the shape of only the white pixels, here it is eroding the shape or shapes 
that have non-black values. 
To restore the resultant region to its original size, a dilation filter of the same size 
as the erosion filter is used on the image.  This filter dilates, or extends, the boundaries of 
the region.  The overall effect of running these two filters over the result image is to 
remove small areas that may be skin-like in color, but are not part of the face, while 
leaving the size of the face relatively constant.  Figure 8 shows the above-eroded faces 
after the dilation. 
 
 




Once the dilation is complete, face classification is performed.  This method looks 
at each possible face region and uses a SVM (Support Vector Machine) to classify it.  
This SVM, which was trained with over 400 pictures of faces and nonfaces, assigns a 
quality value to any region it determines is a face.  The quality value is the result of the 
kernel function of the skin-tone region.  The SVM face classifier achieved 96% 
recognition for the training set [17].  
No real-time system testing was done to see how well the SVM classifies faces.  
However, from testing of other components and the system as a whole it was found that 
the SVM does a good job classifying faces as long as a few conditions are meet.  First, 
the SVM was mainly trained with Caucasian people, so it has trouble detecting the faces 
of some darker skinned people.  As long as the subject is Caucasian the system does a 
good job of detecting faces.  Some Asian people were used during various testing phases.  
For most of the Asians the system worked well as long as their skin wasn’t too dark.   
 
 





A second condition that must be met is that the subject cannot look too far away 
from the camera or the face will not be detected.  This is shown in the left image of 
Figure 6 where the face got marked with a narrow box.  The problem with the face 
detector at more extreme angles is it was trained primarily with faces that were directly 
facing the camera or close it facing it.  If the SVM was retrained with a better collection 
of faces, including more side poses, then it should be able to detect the faces from the 
side much more reliably.  The right image of Figure 6 shows how the system marks the 
best face. 
As long as these two conditions are met, the SVM classifies faces correctly most 
of the time.  However, there were two variations in the subject and their clothing that 
were found to affect this.  First, the system sometimes has issues with blond people.  If 
depends on how close their hair color is to their skin tone.  This would imply that bald 
people would also be an issue.  Secondly, the clothing the subject is wearing can have a 
negative effect on the performance of the system.  Through testing it was discovered that 
low-cut shirts and light tan or light gray shirts are problematic for the system.  These 
shirts provide, or provide the illusion of, more skin than the system is expecting.  Both of 
these scenarios result in the system detecting too much skin and classifying the whole 
region as not a face. 
  
3.2.2 Feature Detection 
 
Feature detection is used to locate the eyes and mouth of the subject seen by the 
OVC.  After the system locates the face in the frame from the Object View Camera, the 
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face image is skin segmented again to make sure the region of interest is as small as 
possible.  After segmentation, the image is sent through a trimming algorithm, which 
crops the image slightly more.  The goal of this portion is to remove any skin that is not 
important, such as the areas around the neck and ears.  This is accomplished by removing 
rows and columns from the outer edges of the image, which are too dark.  After this has 
finished, the image is checked to make sure the image wasn't cropped too heavily. This is 
accomplished by checking the ratio of head height to width.  If it is between 0.75 and 
1.75, then the head fits the approximate ratio of a human head. If it was cropped too 
heavily the changes are not saved [17 and 18]. 
Instead of just looking for the location of the features, the next step is to box the 
regions of the image where the features should be located.  This extra step cuts down the 
amount of area searched when looking for each feature and saves a lot of computation 
time overall.  To find the eyes region of interest, a black and white copy of the image is 
created by thresholding.  This image is searched down the columns for the largest valley, 
which correspond to the beginning and end of the eye sockets.  To reduce computation 
time the image is only searched from one-eighth to five-eighths of the way down from 
the top. 
Once the vertical high and low points for the eye ROI have been located, a 
horizontal search is performed in a similar fashion.  This search takes each row in the eye 
ROI and searches for a series of peaks and valleys, which corresponds to the eyes and 
nose.  The middle peak (of the three found) is the nose.  This is shown in Figure 9.  The 
noseline is found by averaging the two edges of the nose region.  If the nose region is 
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shifted to the left or the right of the image, then the noseline is shifted in the opposite 
direction within the nose region.  This is to compensate for the fact that, as the face 
rotates about the vertical axis, the center of the nose does not stay in the center of the 
nose region.  More of the side of the nose is seen on one side than on the other. 
This noseline is the divider used to separate the right eye ROI from the left eye 
ROI.  Figure 9 shows the peaks and valleys found while looking for the nose.  The left 
image is the system output, while the right image is a 2-D graph of the same data.  The 
nose region is the middle peak (white stripe) and the eyes are the two outer peaks.  The 
middle of the nose region is the noseline, which is shown by the thin black line in that 
middle white region and is labeled in the plot. 
After the eye regions of interest have been found, the mouth ROI needs to be 
located.  This region of interest begins at the lower of the following two rows in the 
image: 10 rows past the eyes ROI or halfway down the image.  The end is the row 1/16 of 
the height up from the bottom of the image.  The width is set to approximately the width 
of the two regions of interest. 
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Figure 9 – Locating the Nose 
After verifying that the regions are valid rectangles, the next step is to locate the 
features.  A separate grayscale image is created for each of the eye ROI's and the mouth 
ROI.  These images are contrast stretched to provide better detail and then scanned for 
the appropriate feature.  A neural network, provided by [15], is used to determine which 
pixels belong to the feature as well as give them a ranking as to how sure the neural 
network is about the match.  This is accomplished by taking each pixel in the feature ROI 
and creating a sub-region of interest around the pixel, in the size and shape of the desired 
feature.  This subROI is then simulated in the neural network and assigned a probability 
that it is the desired feature.  The resulting probability image is then smoothed via an 
averaging filter to remove any noise, while preserving the high groups. 
Starting with an upper threshold, the left eye image is searched for the five best 
points.  If less than five are found, the threshold is lowered and the search is repeated.  
These five points are then averaged to better estimate the exact center of the desired 
feature.  This process is repeated for the right eye and mouth.  There is one difference, 
however, in searching for the mouth.  Approximately half of the time, the horizontal 
location of the mouth is found somewhere other than below the nose, such as near the 
corner of the mouth.  This is problematic since it affects the pose estimator, as described 
in Sections 3.2.3 and 4.2.  Since this occurs so frequently, the horizontal location of the 
mouth is always changed to directly below the noseline.  As mentioned earlier in this 




After all the features have been found, an output image, such as the ones shown in 
Figure 10, is displayed and the feature points are passed onto the pose estimator.  In the 
images below, the boxes are the regions of interest searched, while the circles are the 
detected features.  If one or more of the features were not found the circles are not 
displayed, the pose estimation is skipped, and the system begins analyzing the next frame 
from the OVC. 
 
3.2.3 Pose Estimation 
 
Facial pose estimation is the process of determining where a person is facing.  
This has become an important research area in computer vision fields such as facial and 








A head can rotate out of the plane of the image, along any of the three axes, as 
shown in Figure 11.  A rotation about the x-axis changes the pitch of the head, or the 
amount the head is turned up or down.  Along the y-axis, as the head rotates left or right 
of the frontal position, the yaw angle is affected. The roll of the head is changed as the 
head is rotated about its center point.  This is a rotation along the z-axis. 
These rotations affect the relative positions of the features in relationship to each 
other, as seen by the cameras.  For example, the eyes appear to get closer together as the 
subjects turn their head left or right.  When the subject induces a degree of pitch in their 
head the apparent distance between the eyes and the mouth shrinks.  As a subject rolls 
their head, one eye becomes raised above the other and the mouth swings out to one side 
of the eyes.  All of these deformations can be used to help detect which axis or axes the 
subject’s head is rotating along and where the subject is looking. 
 
           
Figure 11 – Three Possible Head Rotations (Yaw, Pitch, and Roll) 
 
Being able to estimate any one of the three possible rotations, let alone all three of 
them, is challenging.  The yaw angle can provide one of the largest benefits of the three 
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in applications such as tracking.  Since the majority of people have their head facing the 
direction where they are looking or the direction they are walking, knowing the yaw of 
their face is very useful as it can tell a lot about the subjects’ intentions and/or 
destination.  If the environment that the subject is located in is known, then the focus of 
their attention can also be estimated from the angle of their pose.  Other information, 
such as sounds, or a person speaking, can be used in conjunction with this to better 
estimate the focus of the subjects’ attention.  Because of the previously mentioned 
reasons, the pose estimator used here focuses only on the yaw angle of the face.   
Many methods of facial pose estimation exist.  They range from simple geometric 
methods to using more complex methods such as Gabor filters and wavelet transforms 
[18]. A more detailed explanation of various methods is provided in Section 4.  The 
system presented here uses a feature-based, geometric template-matching algorithm, 
which requires the location of the two eyes and the mouth to be known. 
This method, described in detail in Section 4.1, largely works because of the 
symmetry of the face.  As the face rotates around the y-axis, the intraocular distance, or 
the distance between the two eyes, changes.  From a frontal view, the eyes are 
approximately equidistant from the noseline, or center of the nose.  As the intraocular 
distance changes, the ratio of the distances between the noseline and the eyes, also 
changes.  The eye that is turning away from the camera appears closer to the noseline 
than other eye. 
However, this change is not enough to determine the pose of the face.  This is due 
to the fact that the intraocular distance varies from person to person.  Any scaling 
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performed on the image would change the intraocular distance.  If the pose was estimated 
before and after the scaling, the yaw angle would be different, which shows that the 
intraocular distance is not enough for accurate yaw measurement.  The location of the 
mouth is used as a normalization factor that helps overcome the varying intraocular 
distance of subjects. 
The horizontal location of the mouth is very important as mentioned previously in 
Section 3.2.2.  It needs to be right below the center of the nose.  If it is skewed to one side 
or the other, then it changes the angles of the eye-eye-mouth triangle, which is used for 
the actual pose estimation, as described later on in Section 4.1.   
 
3.3 Cooperative Camera Strategies  
 
There are many ways the cameras could be laid out depending on the room and 
the needs of the users.  One such layout involves simply spreading out the pairs of 
cameras, as shown in Figure 12.  This would give the system the ability to determine if 
the subject was looking at a person that was farther away than the ~2.4 meters that the 
current setup can accommodate.  Another benefit would be that the SVC and OVC 
cameras could switch functionality if either camera could not detect a face.  However, a 
downside of this option is that the system could not detect if its subject was looking at the 
secondary subject if the secondary subject was close to the primary subject. 
If more cameras were available, they could be placed along the opposite side of 
the room and offset as shown in Figure 13.  This would provide a much fuller coverage of 
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the room and allow a subject’s pose to be estimated if they are facing the other side of the 
room.  This would require twice as many cameras and computing power to run smoothly. 
 
 








Given more than two cameras, the system setup could be designed to recognize 
faces wherever they are in the room.  Figure 14 is one such setup that uses six cameras.  
The cameras are situated in a way such that they provide good coverage of the whole 
room and can detect any faces pointed towards half of the room.  With some tweaking of 
the code, the system could be set up to work with more than four cameras.  For example, 
in the scenario depicted by Figure 14, the cameras could work in triplets.  They could all 
start out as scene view cameras.  If for example, SVC’s 2 and 3 could see personA, then 
they could both run the OVC code and try to determine the pose of the subject.  Since the 
pose estimates seem to be more reliable when the pose is at zero degrees, the camera with 
the reading closest to zero could remain as the OVC and the other could go back to being 
an SVC.  The SVC could then track the subject and provide a better estimate on where 
the OVC should pan and zoom.  If the OVC ever lost the subject, then it could become a 
SVC again.  In this case, when all three cameras are SVC's again, the process can start 
over with finding the best OVC. 
A similar program flow could happen for SVC’s 4 through 6.  All three would 
become OVC's and find a pose estimate.  Since they all can see personB's face, there are 
two options of how the code could be designed.  One option would be to have the OVC 
with the best reading stay the OVC and the other two cameras switch functionality.  This 
could provide a better estimate of the room location.  However, finding the location of the 
subject in the room is very accurate (see Section 6.1), so a better idea would be to have 
only the OVC with the worst reading become an SVC again.  This would provide two 





Figure 14 – Six Camera System Setup 
 
This setup could also be mirrored along the other side of the room.  This would 
provide complete coverage of the room and would allow for pose estimation no matter 
what direction the subject is facing.  However, with 12 video streams to process, this will 
require a lot more computing power to run smoothly. 
In the above scenarios the subjects can move as long as they stay within the area 
their half of the system is tracking.  For example, in the scenario depicted by Figure 14, if 
cameras one, two, and three are working together then the subject on the left must stay 
within the area visible by those cameras.  If functionality was built in so that the camera 
triplet could handle more than one subject in their field of view, then both subjects could 
move anywhere they desire.  
The following chapter describes how the pose angle of the subject is determined 




Chapter 4: Real-time Pose Estimation 
 
Pose estimation can be accomplished through many methods, which are generally 
divided into two categories: appearance-based or feature-based algorithms.  In 
appearance-based or view-based methods, the face as a whole determines the pose of the 
subject.  Typically this is done using filters to analyze the image.  Feature-based 
algorithms, however, rely on feature detectors to find the location of important features in 
the face.  These features are then used to estimate the pose angle. 
Appearance-based methods vary greatly in the complexity as well as how they 
estimate pose.  Color-based comparisons are among the simplest of these approaches.  
These approaches simply try to match the facial area in the image to images in a 
database.  More complex methods involve neural networks, eigenfaces [19], or Gabor 
wavelet filters [20 and 21] to analyze the image.  In general, appearance-based methods 
are less accurate, less robust, and have no way of dealing with occlusions.  This has lead 
to more research with feature-based approaches. 
Feature-based methods, also known as model-based methods, use specialized 
feature-detectors to scan the image and locate the desired features.  These features are 
then analyzed to determine the pose of the subject.  The analysis is based on a 
predetermined model of the head, which defines the ideal relative locations of the 
features relative to one another. 
For these methods, the detection of the feature’s locations is of the utmost 
importance.  Once the features have been found, estimating the pose from the head model 
generally is relatively strait forward math based on the geometry of the face model.  This 
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means that the results from the model are only going to be as good as the results from the 
feature detectors. In [4], Aggarwal and Ali believe that better feature detectors will 
improve their systems classification results as well as increase the range of angles that 
their system can classify from.  Since correct detection of the features location is so 
important, a lot of research has been done on creating the best feature detectors. One 
example of such research is reference [6].    
The choice of how many features to use and which features they should be is also 
important and a well debated topic.  In references [22, 23, and 24] the number of features 
used varies from five in reference [24] to as many as one can detect [22].  The number 
used per face in [22] varied from face to face as well.  That system worked with whatever 
it could find on each face.  The features most commonly used by these works were the 
eyes, eyebrows, mouth, and the nose.   Reference [23] used a variety of points spread 
around the eyes, nose, and mouth. 
In feature-based approaches, the eyes seem to be the single most widely used 
feature.  This is due to the fact that they are easy to detect, since they stand out very 
nicely, despite the subjects ethnicity.  This is because the eyes have a very distinctive 
shape and color with regards to the rest of the face. 
Other “features” that are sometimes used are the nose, mouth, and shape of the 
head.  The mouth is the most commonly used of these features.  Unfortunately, its 
detection is slightly more problematic than finding the eyes.  Depending on the person, 
the shape and the size of the mouth can vary greatly.  In addition, as a person's emotion 
changes, the shape of their mouth generally changes as well.  Lastly, finding the center of 
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the mouth is generally a difficult task.  Being off center by just a few pixels can cause 
problems depending on the method used.  This is explained in more detail in Sections 
3.2.3 and 4.2.  The shape and/or location of other features, such as the eyebrows, can also 
change depending on the emotion. 
This thesis uses a feature-based, geometric template-matching algorithm [18]. The 
eyes and the mouth are used to form a triangle and this template is used to estimate the 
pose.  References [25 and 26] also use a triangular template.  Cross and pyramid shapes 
have also been used.  References [24 and 27] respectively use these shapes.  Reference 
[27] also describes 3-D modeling of the head for pose estimation.  This often provides 
very accurate estimates on the pose, but requires a lot of information about the subject to 
be known, which is not always possible. 
 
4.1 Pose Estimation Algorithm 
 
Former RIT student James Schimmel designed the method used in this system 
[18, 28].  It is designed with two different algorithms depending on how large the yaw 
angle is and what features are available.  Both methods attempt to match a triangle to the 
subjects’ facial features.  The flow of this algorithm is shown below in Figure 15. 
 




The code was tested with only very controlled still frame images.  The head was 
placed on a platform that removed much of the roll and pitch of the head, as well as 
helped direct the subjects gaze to the exact location it was needed.  This helped remove a 
lot of sources of possible error.    A more detailed discussion of the pose estimator testing 
is given in Section 4.1.1. 
The first method, which is the only one currently used in the visual intent 
recognition system designed, is known as the frontal model and uses the two eyes and the 
mouth as the three necessary facial features for the template matching [28].  The features 
are found as described previously in Section 3.2.2. 
With the eyes and mouth located, the pose estimator has everything it needs to 
find the yaw of the face.  The algorithm estimates the subject pose as follows.  First, it 
finds the slopes between each pair of features using the standard slope formula, change in 
y divided by the change in x.  Equations (1) through (3) were then used to find the 





























where M1 is the slope between the eyes, M2 is the slope between the right eye and the 
mouth, and M3 is the slope between the left eye and the mouth.  Once the tangents to the 
features were found, the corresponding angles of the triangle were found using the 
inverse tangent.  Figure 16 is a visual representation of the three angles the pose estimator 
finds.   
 
 
Figure 16 - Angles Used to Estimate the Pose 
 
After the three angles have been found, the yaw of the face can be determined 
from Equation 4.  The first two angles, the angles formed at the eyes, are used to 
determine the pose of the subject.  This alone, however, does not account for facial 
variations.  Therefore, the third angle, the angle formed at the mouth, is used to normalize 
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The outer absolute value was taken to make sure the yaw was always returned 
positive.  The correct way to determine the sign of the yaw is by comparing the distances 
between each eye and the center of the face ROI.  If the left eye is closer to the center, 
then the subject’s face is pointed to the right of the OVC and the yaw angle is negated to 
show this.  This holds true as long as the OVC is to the left of the SVC when facing the 
front of both cameras.  If the cameras positions are switched, then the sign of the yaw 
angle is negative when the right eye is closer to the center of the ROI. 
This method works well as long the both eyes can be located.  Depending on the 
facial variations of the person, somewhere around 45 degrees the second eye becomes 
occluded by the nose and/or shadows.  This is where another “method,” henceforth 
referred to as the side model, becomes useful.  This algorithm is very similar to the first, 
except that it uses different features.  Here the tip of the nose is used to replace the 
occluded eye.  This is discussed further in section 7.3. 
 
4.1.1 Still Frame Testing 
During still frame testing of the system, preventative steps were taken to reduce 
the amount of human error in the pose estimation measurements [18]. A platform was 
constructed, which, during testing, formed a semicircle around the subjects head.  A mark 
was placed on the platform every five degrees, from -30 degrees to 30 degrees.  The 
subject was aligned with each of these marks one at a time.  After they were facing the 
right location and they had stoic expression on their face, a picture was taken.   
Table 1 shows the pose estimator, with still frame images and automatic feature 
detection, has an average error of 6.41 degrees.  This is 2.13 degrees higher than with 
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manual detection, but does not require human input, which is not only beneficial, but also 
allows the system to operate much faster.  Automatic detection is a necessity if the 
system is to be used in a real-time environment, since a person cannot accurately detect 
and label the features in real-time. The reason it performed worse than the manual 
detection can be attributed to errors in the locations of the detected features 
 
  Manual Detection  Automatic Detection  
Average Pose Error 4.28 6.41 
Table 1 -Manual vs. Automatic Feature Detection [18] 
 
If any of the detectors locate a feature just a few pixels away from where it should 
be, it can have a huge impact on the pose angle.  As Table 2 shows the error can be as 
much as 7.74 degrees off of the actual value with only a two-pixel error in the location of 
one of the features.  If more features are located incorrectly the error will generally get 
worse. 
 
Feature Pose (degrees) 
  ±0 ±5 ±10 ±15 ±20 ±25 ±30 
Eye Closest to Camera 7.00 5.78 5.47 5.13 4.81 4.46 4.12 
Eye Farthest from Camera 7.00 7.24 7.45 7.59 7.72 7.73 7.74 
Mouth 4.00 4.90 4.94 4.92 4.89 4.77 4.60 
Table 2 – Average Pose Error Due to One Feature Being Off by Two Pixels in Any 
Direction [18] 
 
4.1.2 Real-Time Pose Estimation Testing 
 
One of the issues with the facial pose estimator running in real time is that the 
face is totally unconstrained.  This means that the subjects have no help in preventing 
their head from rolling or pitching slightly. 
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The testing showed that pitching doesn't seem to be much of a problem.  
Intuitively, and from what has been seen with the test subjects used, pitching of the head 
is much easier for the subject to notice.  Most of the subjects tended to correct any pitch 
they might have had without being asked. 
On the other hand, rolling of the head is a large issue.  This seems to be a lot less 
obvious for the subject to notice, and thus has a greater impact when testing the system 
than the pitch does.  When a head is rolled, one eye is raised and the other is lowered.  In 
addition, the mouth swings closer, horizontally, to the raised eye.  Since the plane of the 
face, where the eyes and mouth are located, does not change with respect to the plane of 
the camera, the angles of the triangle template should not appear to change no matter 
what the roll of the face is.  Ideally, this is how the system would function as long as all 
the features were found and the eyes are both located above the mouth.  However, due to 
the detectors incorrectly locating the features, this is not the case.  The mouth is 
especially troublesome since its location is the least accurate of the three.  As discussed in 
the previous section, an error of just a pixel or two can make the pose estimate off by 
many degrees.  In an actual application, the subject’s head would not necessarily be 
aligned properly for the system, so nothing can or should be done about this.  During 
testing, the subjects are just told to act natural and to try to remember to keep their head 
straight. 
During the testing of the pose estimation software in the entire system, the camera 
setup was exactly as discussed in Section 3.1 (see Figure 3).  Subjects stood on a 
protractor taped to the ground located 1.1 meters from the scene view camera and 
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approximately 3cm offset from the center of the cameras view.  There were tape marks 
on the ground every five degrees from -15 degrees to 15 degrees (offset from the OVC).  
These marks were used to help the subjects align their body in the direction they needed 
to face.  The floor setup is shown in Figure 17. 
 
 
Figure 17 – Floor Setup Used During Testing of the Pose Estimator 
 
Markers were placed on the wall every five degrees from -15 degrees to 15 
degrees.  Once the subject was aligned with the floor markers, they were instructed to 
look at the corresponding wall marker, while approximately 30 estimates were made on 
their pose based on still frames taken by the OVC.  The choice of 30 pose estimates was 
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chosen to get an average reading for an individual.  Since the system can process about 
27 frames per second and a face is not always found in each frame, gathering 30 pose 
estimations takes only two or three seconds.  This is quick enough that the subject should 
not get bored and start to let their eyes wander around. 
Seven pose angle measurements were taken from -15 degrees to 15 degrees.  The 
subjects began at -15 degrees and turned 10 degrees between each set of readings.  Once 
they finished at the 15 degree mark, they turned back to the -10 degree mark and started 
again.  Doing it this way resulted in more accurate readings than just moving five degrees 
each time because the subjects were forced to move their head more and not just move 
their eyes. 
During initial testing, it was discovered that the lighting was not sufficient for 
illuminating the features.  In addition, the face was not detected nearly half of the time.  
This lead to many of the inaccurate readings gathered.  For these two reasons, a small, 
60-Watt desk lamp was placed between the four cameras.  As long as the camera was 
placed so it was facing the subject, the facial recognition went up to nearly 100%.  The 
subject’s features were also being detected about 95% of the time.   Unfortunately, the 
lamp could only point at one subject, so testing the system with two subjects was not 
feasible.  Moreover, the light was rather blinding and limited the range that the person 
could turn.  When the subject looked about 15 degrees or more to the right of the OVC, 
the light blinded them.  Around 15 degrees to the left of the OVC, the light provided too 
much shadow over their left eye and the accuracy of the feature detector and pose 
estimator dropped off sharply. 
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Although not ideal for testing, the above mentioned setup was useful.  During the 
testing it was revealed that most subjects had at least one set of readings with over 25% 
of the estimates off by at least seven degrees in either direction.  Taking a running 
average with the five most recent estimates reduced the number of poor readings in most 
cases.  Sometimes this reduction was around 50%, depending on how many outliers there 
were and how they were spaced.  Overall, this had little effect on the average.  Most of 
the time the average changed by less than 0.1 degrees due to taking a running average.  
Very infrequently did this change the average by more than 0.15 degrees.  With better 
lighting the features could be detected much more accurately and a running average 
should be able to remove most of the outliers while having less of an impact on the 
average reading. 
To improve the lighting in the testing environment, two five-foot floor lamps 
were used.  Each lamp had three 25-Watt bulbs, which provided much gentler light for 
the subjects.  In addition, the bulbs were each on the end of an “arm” that could be 
adjusted.  This allowed the light to be spread out even further and provides more even 
lighting over the subject’s entire face.  The first lamp was placed just to the left of SVC 1 
in Figure 3.  The other light was put to the left of SVC 2. 
With both lights in place, testing was conducted again.  This time the range of 
tested poses was increased to the range -25 degrees to 25 degrees.  Testing was conducted 
with 10 individuals, four of which were male and six of which were female.  The test 
setup was the same as for the previous tests.  In addition, the second test method, in 
which the subjects turn 10 degrees each time, was used since it provided better results. 
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The results from these tests were much better.  These tests revealed that currently 
the system can consistently gather data from -15 degrees to 15 degrees.  At the ±20 
degree marks it could gather data about half the time.  In this range the average error was 
5.08 degrees.  Further discussion of the results is presented in Sections 4.2 and 6.1. 
 
4.2 Real-Time Performance and Limitations 
 
For real-time testing, the range of tested poses was reduced a little because of the 
degradation of the features around the ±30 degree mark and the fact that the head is 
completely unconstrained.  Therefore, testing was performed from -25 degrees to 25 
degrees.  The first noticeable result was that the system had issues locating the face at the 
extreme poses, -25 and 25 degrees.  In 65% of the tests, one of the cameras could not 
locate the face, which prevents the system from progressing any further.  In another 15% 
of the tests the features could not be located.  Within the range of -20 degrees to 20 
degrees the results were promising.  In 85.5% of these tests, the face and features were 
found.  The average error was 5.08 degrees with the majority of the error occurring from 
±15 degrees and further out.  A complete discussion of the results is found in Section 6.1. 
There were a few factors that hindered the pose estimator software from 
performing to its full potential.  The first was the lighting.  While the floor lamps helped 
tremendously, an ideal source would be overhead lights that would provide equal lighting 
over the entire face without causing shadows over the eyes.  Natural sunlight, if not 
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blinding, would probably work best.  Another issue would be the roll and pitch of the 
subject’s head as described in Section 4.1.2. 
Accurate feature location was the biggest obstacle to perfect pose estimation.  
Improperly locating the eyes can easily happen and causes many issues.  If their vertical 
location within the image is not accurate, then all three angles in the matched triangle 
template change.  It seems like one eye has a larger angle than it should and the other eye 
has a smaller angle then it should.  Since the pose is based primarily on the difference 
between these angles, this can have a huge effect on the estimated pose.  Proper 
horizontal location of the eyes is slightly less important.  If one eye is located incorrectly 
it will affect that eye’s angle and the mouths angle, which will have an overall smaller 
effect on the pose. 
Proper mouth detection is also crucial.  If the horizontal location of the mouth is 
off, then it will change all three angles in the triangle template matched to the face.  The 
angle related to the eye above the mouth location will be inflated, and the other eye angle 
will be deflated.  As can be seen from Equation 4, this will affect the difference between 
α1 and α2, which is the primary factor for determining the pose angle.  The mouth angle, 
α3, may change, but not nearly enough to compensate for the greater numerator, thus the 
pose angle will be inaccurate.  Properly locating the mouth in the vertical direction is less 
vital.  As the mouth position moves vertically up or down, both eyes will have their 
corresponding angles change at the same rate.  This means that the differences between 
the eye angles will stay the same and only the normalization angle will change.  This will 
have some influence on the pose estimation, but a not significant amount.  Table 3 shows 
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how the vertical eye location and horizontal mouth location have more of an effect on the 
pose then the other two directions.  Table 2 (see section 4.1.1) shows the effect of 
incorrectly locating a feature by just two pixels can have on the estimated pose. 
 
RE LE MO YAW Difference Change 
28 25 26 53 59 39 18.5347 0.00 None 
28 25 26 53 60 39 20.0256 1.49 Vert. 
28 25 26 53 58 39 16.9115 1.62 Vert. 
28 25 26 53 59 38 21.0190 2.48 Horz. 
28 25 26 53 59 40 16.0051 2.53 Horz. 
28 25 27 53 59 39 15.6683 2.87 Vert. 
28 25 25 53 59 39 21.4101 2.88 Vert. 
28 25 26 52 59 39 19.3570 0.82 Horz. 
28 25 26 54 59 39 17.7221 0.81 Horz. 
Table 3 – Horizontal vs. vertical location affect on the pose 
 
There were four limitations placed on the pose estimation system when it was 
initially developed [18]. These limitations apply to the system as it is used here and affect 
how accurate the results are.  The first, and largest, limitation placed on the system is that 
it only detects the yaw angle of the head.  This was put into place to simplify the 
algorithm as well as to allow for a more detailed study of the head as it rotates about the 
vertical axis. 
As mentioned in Section 4.1.1, in the system setup while being tested with only 
still frames, the other two axes of rotation didn't come into play much.  However, in a 
real-time environment, such a nice testing setup is not feasible or realistic.  During real-
time testing the subject was told to act naturally and look at a specific location.  While 
doing this, their head is completely unconstrained, which is somewhat of a challenge for 
the system.  Some people have a natural slight roll to their head.  This raises one eye with 
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respect to the other and induces some error into the pose estimator subsystem.  Another 
issue arises when the subject is looking at a specific object.  If the object is not on a level 
plane with their gaze, then either the eyes or the head pitch a little to compensate.  
Depending on how extreme this pitch is, it may or may not introduce more error into the 
system. 
A second constraint imposed upon the pose estimator is that pose estimation is not 
attempted in the case of occlusions.  If any feature is occluded for a frame, the frame is 
ignored and the system grabs a new frame.  When the features are all visible again, the 
system picks up the subject and begins estimating the pose again. 
This system was designed without any support for facial emotion.  As discussed 
previously in Section 4, emotions can affect the shape and location of the features, 
especially the mouth and eyebrows.  The pose estimator was designed under the 
assumption that the subject has a stoic expression with their eyes open and their mouth 
closed. 
Real-time testing has shown that extreme emotions can sometimes negatively 
affect the estimation of the pose, but that the error is normally not more than two degrees.  
With the change of forcing the horizontal location of the mouth to fall on the noseline 
within the image, the system seems to be able to handle open mouths to some degree.  
The success of the mouth detector, at properly identifying open mouths, seems to depend 
on how much the mouth is open and how much the teeth are showing as can be seen in 
Figure 18.  If the mouth is open just a little bit the feature detector is pretty good at 
locating the mouth right between the lips.  However, when a lot of teeth are showing, the 
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vertical location of the mouth begins to vary a lot.  Much of this error comes from the 
fact that the mouth detector was trained with only closed mouths. This means that is 
doesn't recognize teeth as potentially being part of a mouth. 
 
 
Figure 18 -Mouth Detector Working With Open Mouths 
 
The last limitation placed upon the system was on how far the subject could rotate 
their head.  As the head is rotated, two things happen which degrade the quality of the 
pose estimation.  First, as discussed in Section 4.1, one of the eyes will eventually 
disappear from the cameras view.  This occurs somewhere around the ±45 degree line, 
depending on the person.  Without the second eye, the eye-eye-mouth triangle template 
matching fails.  Eventually the mouth, nose, and other eye will reach their vanishing 
points too, but this is outside the limit of the original system, which was why the testing 
range was set from -30 degrees to 30 degrees.  Within this range the mouth and both eyes 
will be visible and the eye-eye-mouth template matching will work. 
In addition to vanishing points, as the yaw angle becomes more extreme, the 
features tend to become distorted.  This makes it much more difficult for the automatic 
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feature detection method to correctly locate the features, thus, it introduces a lot of error 
into the system. This generally begins to occur somewhere around ±30 degree mark 























Chapter 5: Visual Activity Recognition System 
 
The work developed in this thesis was designed using OpenCV.  This library was 
chosen because it provides many advantages.  First, it is compatible with the frame 
grabbers used and makes getting the images from the cameras easy.  Secondly, it 
provides many useful image processing functions, such as thresholding and 
morphological filters. 
After all the system components were built and tested, they were integrated 
together for the final system testing.  In addition to the restrictions placed on the system 
during testing of the pose estimator, a few assumptions were used.  First, the pose is held 
at each position for a while, so the camera can get a few readings and return an average 
value.  In addition, when the subject does change pose, it is always done in small 
increments.  Since the system is computing a running average with the five most recent 
pose estimations, small changes prevent a string if inaccurate readings. 
Further assumptions are made on the subjects and the test area as follows.  First, 
there is at most one person in the field of view of each scene view camera.  Moreover, 
there is nothing that obstructs either cameras view of the person.  These two restrictions 
guarantee that both cameras will be able to find the faces and any features they may need.  
In addition, this guarantees the SVC will never switch test subjects.  The final assumption 
is that the subjects move at a slow walking pace.  This allows the cameras to always be 
able to following the subject.  If either subject walks to fast, by the time the OVC has 
turned and zoomed to the proper location, they will no longer be in that area. 
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 5.1 System Components and Integration 
This visual intent recognition system is comprised of three main subsystems.  
They are the face/feature detection system, the camera view correspondence system, and 
the pose estimation system.  The face/feature detection system and pose estimation 
system are described in Sections 3.2 and 4.1, respectively.  The camera view 
correspondence system is discussed below.  After the face detection system is run on the 
image captured by the SVC, the location of the face along with the size of the 
encompassing rectangular region of interest is passed onto the camera view 
correspondence system.  The first of many responsibilities for this system is to figure out 
where the subject that the SVC found is located.  Without calibration the only way to 
accomplish this is by measuring something.  The width of the head was chosen, along 
with right triangle trigonometry to calculate the subject’s room location. 
The width of the head was the best way to estimate the subjects’ room location 
because not much else is known or can be measured at this point.  The width and the 
height of the head can both be measured, but testing showed that the width of the head 
was measured more consistently between frames than the height of the head.  The height 
measurements varied a lot because the face detector would sometimes consider part or all 
of the neck as part of the face.  This inconsistency, along with the fact that the skin 
segmentation region varies a lot between individuals depending on hairstyle or clothing, 
made the width a much better choice for the calculation the subject’s room location. 
During system training, twelve subjects, located at exactly one meter from the 
scene view camera, had 100 photos of their face captured while they were facing the 
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OVC.  The width was measured in each image and the average was taken to be the 
standard head width at that distance.  This was done for two reasons.  First, the width of a 
person’s head varies among people.  Secondly, the skin segmentor has a resolution of 
four pixels, resulting in the region of interest with a width that is a factor of four.  The 
average of the 1200 readings was 39.43 pixels and should compensate for both issues. 
The camera view correspondence system takes the given head width, which is a 
running average of the past five frames, and uses that value to estimate the distance the 
subject is from the camera.  The offset of the subject’s region of interest in the SVC 
window is used to estimate the angle the SVC would need to pan in order to center the 
subject.  This angle along with the estimated distance is then used to determine the 
subject's physical location in the room. 
Once the subject's location is known, the camera view correspondence system can 
use that information along with the SVC's and OVC's physical location to tell the OVC 
where to point to be able to see the same face the SVC sees.  This requires finding the 
new pan and tilt angles along with the zoom level needed by the OVC.   
The images from the OVC are first processed through the face detection 
subsystem.  Once the face has been located, the region of interest containing the face is 
passed to the pose estimator, as described in Section 3.2.3. 
 Once the pose has been estimated, the system determines whether of not the 
subjects are looking at each other.  This begins with the camera view correspondence 
system being used to estimate where the cameras subject is looking based on right 
triangle trigonometry, as shown in Figure 19.  First, the angle between the subject and the 
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OVC is found using the subjects and OVC's room position.  This is the base angle in the 
final triangle used to estimate where they are looking. 
 
Figure 19 – Base Angle Used to Estimate Pose 
 
 Four endpoints are found along the z=0 plane, which correspond to the boundaries 
of the two cones of vision (COV) used.  The first is a 1.7 degree COV that represents the 
subject looking directly at a specified point.  The other COV is larger and includes the 8.1 
degree error found to cover 81.8% of the pose estimate errors during testing.  Figure 20 
shows this for the case where the subject is looking directly at the OVC. 
 A new angle is formed using the base angle, the pose estimation angle, and one of 
the four following angles: -4.9 (-4.05 – 0.85, half the 1.7 degree COV), -0.85, 0.85, or 
4.9.  The new angle along with the z-distance of the subject to the z = 0 plane, is used to 





Figure 20 – Four Endpoints Found to Determine Subjects COV 
 
 The next step in determining if the subjects are looking at each other is sharing 
room location information with the other camera pair, henceforth known as systemB. 
This other camera pair, SystemB, is the same in terms of operation as the first camera 
pair, SystemA, except it has its own cameras and is working with a different subject.  
Each visual intent system passes the room coordinates of its subject to the other system.  
Then each system uses this information, along with the previously found COV boundary 
 
  62
points, to determine if their subject is looking at the other subject.  Each system 
accomplishes this by checking three points at the other subject’s x-location.  The first 
point, ZlocB, is the z-location of the subject in systemB.  The other two points, HighZA 
and LowZA, are the high and low points of the 1.7 degree COV at the x-location of the 
subject in systemB.  These points are found using the equation of the line formed by this 
subject and the corresponding endpoint.  To determine if systemA’s subject is looking at 
systemB’s subject, the following equation is used to see if the z-location of systemB’s 
subject falls within the cone of view. 
 
isLooking = (HighZA > ZlocB) and (LowZA < ZlocB) (5) 
 
 Both systemA and systemB perform the same test on their respective subject.  If 
the result shows that the systems subject is not looking at the other systems subject, then 
the test is run again, this time using the 9.8 degree cone of vision.  Failure this time 
means that the systems subject is definitely not looking at the other systems subject.  The 
results from SystemB are shared over the network, so that systemA knows everything 
that is going on and can analyze the situation as necessary. 
 
5.2 Test Strategy 
 
 Each of the three main components, the face/feature detection system, the camera 
view correspondence system, and the pose estimation system, along with the final 
system, were tested independently to verify that they worked.  Since the face detection 
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subsystem was already built and was not being modified, only two tests were run on it to 
verify it functioned properly.  First, three subjects, one at a time, walked around its field 
of vision and made sure that it always found their faces.  The other test had them standing 
still and moving their head from left to right.  Since, for the most part, the test subject's 
faces were found except when they were facing over 20 degrees away from the camera, 
no more testing was done. 
 The camera view correspondence system had each of its components tested as 
they were needed by the system.  The first test run was on the accuracy of the room 
location.  The test subjects were told to stand at 10 different locations within the camera’s 
field of view and to look at the OVC.  At each position, approximately 10-12 frames were 
captured and their room location was calculated.  Some patterns, such as certain areas 
always falling short of the expected results, were noticed.  Scaling factors, such as the 
ones shown in Table 4 were then introduced and the tests were rerun. Ten test subjects 
were used to test this component of the system both before and after the scaling factors, 
with some overlap between the two groups. 
 
  Scaling Factor 
X-location Z-location X-direction Z-direction 
> 15 cm > 100 cm 1.490 1.148 
> 15 cm <= 100 cm 1.350 1.000 
Table 4 – Scaling Factors Used to Improve the Room Location Estimate 
 
 
 Once this section was tested and working, the camera view correspondence 
methods used to ensure the OVC looked at the same subject as the SVC were tested.  
This was done in a very similar manner as the testing of the face detection system.  A few 
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test subjects were told to walk around the SVC’s field of view one at a time.  The OVC 
turned towards them everywhere the subjects moved and for the most part centered the 
subject in the OVC window.  There were a few areas that the subject was only partially 
captured in the OVC window, so some adjustments were made to the camera view 
correspondence methods. 
The pose estimator subsystem was the next system tested.  During testing of the 
system, the setup was as shown in Figure 3 (See Section 3.1).  The subjects were 
instructed to stand on the on a protractor taped to the ground 1.1 meters from the scene 
view camera.  There were tape marks on the ground every five degrees from -25 degrees 
to 25 degrees (offset from the OVC).  These marks were used to help the subjects align 
their body in the direction they needed to face.  The floor setup is shown in Figure 17. 
There were also markers placed on the wall behind the cameras in a similar 
fashion.  The subjects were instructed to align their body and head with the floor markers 
and to look at the corresponding wall marker.  At each of the 11 angles, 30 images were 
captured by the OVC and the subject’s pose was estimated.  A more detailed explanation 
of the full pose estimator testing is given in Section 4.1.2. 
The last section of this visual intent system to be tested was the portion of the 
camera view correspondence system responsible for determining where the subject was 
looking and if they were looking at the other subject.  The floor setup from the previous 
tests was used.  Subjects were told to stand exactly 1.1 meters from the SVC and to look 
directly at the OVC.  Since the location where the subject was standing and the position 
of the two cameras was known, the angle they were looking at was easy to calculate 
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through trigonometry.  This value was used along with the estimated pose angle to 
estimate where they were looking.  As long as the estimated pose was accurate to within 
a few degrees, the point the subject was looking at was very close to where they were 
actually looking. 
Testing to see if subjects were looking at each other was accomplished in a very 
similar manor.  Each computer running the system found their subject and passed its 
room location to the other system.  They then checked if the person was within either 
cone of view formed by the boundary points and the initial subject.   
Three different tests were run on the system as a whole to see how well it 
performed.  The first test had the subjects looking either directly at the camera, five 
degrees to either side, or 15 degrees to either side.  This tested how accurately the system 
detected the subject looking directly at a fictitious person put at the OVC, just to the left 
or right of them, or away from them, respectively.  Between the -5 and 5 degree marks 
the system should always detect the subject looking at the OVC.  At the -15 and 15 
degree marks the system should always detect the subject not looking at the OVC.  -15 
and 15 were chosen since during the testing of the pose estimator, 100% of the subjects 
had their face and features detected at this angle, while only 45% had their face and 
features detected at -20 and 20 degrees.  The results showed that both had over a 90% 
correct detection rate.  Another portion of this test had one person looking at ±15 with a 
real person standing 10 degrees closer to the OVC.  This test showed how well the 
system detected one person looking 10 degrees away from another person.  The results 
show that the system faired adequately.  This is because according to the pose estimation 
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results 18% of the tests had an error of 8.1 degrees or more.  This error plus the standard 
1.7 degree cone of vision brings the possible error near 10 degrees, thus causing the 
witnessed error. 
The second set of tests was sweep tests.  They involved having a subject look 
from 15 degrees to -15 degrees in a series of steps to determine when the subject was 
looking at the OVC.  From the results, the cone of vision of the system can be inferred. 
The test was performed with the subjects turning 2.5 degrees each step.  2.5 
degrees was chosen as the step size, since it was the smallest value that could easily be 
marked out as well as still being large enough have the subjects be able to tell the 
difference between turning their head and just moving their eyes. 
The last test involved moving the cameras out so they were approximately four 
times father apart then the subjects were from the cameras.  This allows one subject to 
look the other and have their angle from the OVC be approximately 12 degrees or less, 
which is where the pose estimator system functioned well.  A detailed explanation of the 














Table 5 shows the results of the room location tests, while Figure 21 is a visual 
representation of the locations.  The table shows the average and maximum error for each 
individual used in the testing as well as the average for all the subjects.  Presenting the 
data in this fashion allows analysis between the subjects and at different points in the 
camera’s field of view.  As can be seen, the average errors were 5.069 and 8.267 cm in 
the x- and z-directions, respectively. 
 




Error (cm) Max X Error (cm) Max Z Error (cm) 
-25, 75 2.377 2.450 8.30 9.18 
0, 75 1.690 4.150 2.51 10.57 
25, 75 4.982 1.580 10.85 3.62 
0, 100 2.250 7.268 3.99 17.08 
-50, 125 6.168 11.189 12.59 22.47 
-25, 125 2.092 9.112 4.37 17.12 
0, 125 2.591 11.724 4.45 22.89 
25, 125 9.722 11.631 35.78 30.73 
50, 125 15.880 9.735 26.50 21.09 
0, 150 2.939 13.832 4.58 28.75 
------- ------- ------- ------- ------- 
Average 5.069 8.267 11.39 18.35 





Figure 21 – Positions Used for Room Location Tests 
 
The error in the x-direction was very small as the subjects moved straight away 
from the camera.  As the subjects move out to either direction the error gets much worse, 
as shown in Figures 22 and 23.  This is especially noticeable in the positive direction, 
when compared to the negative direction.  The positive error is twice to four and a half 
times worse.  This is due to the fact that the subjects were looking in the positive 
direction when tested, since that is the direction they would be looking in the system.  
This means that the SVC saw less of the subject’s face and more of their hair, thus it had 
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Figure 22 – X-Direction Error as Subject Moves Straight Back From Camera 
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In contrast to the x-direction error, the z-direction error consistently got worse the 
farther from the camera the subject got.  Overall, the results were very good.  The 
average error in both directions was less than 8.5 cm, which is an acceptable amount of 
error considering people sway a bit when they stand and it is really hard to get 10 
subjects to stand in the exact same spot.  The error was never more than 18.35 cm, which 
















































Figure 24 – The Average Error in the Room Location (Z-Direction) 
 
A portion of this error comes from the fact that the face ROI has a resolution of 
four pixels.  Averaging the five more recent widths helps to remove some of this error, 
but not all of it.  This means that the width is always slightly off, which introduces errors 
into the room location as well as the pan, tilt, and zoom of the OVC. 
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Table 6 shows the minimum, maximum, and average error in the estimated pose 
for each subject tested.  Since only two of the tested subjects had valid pose estimates at 
the -25 and 25 degree marks, the data in Table 6 is based only on the estimates gathered 
from -20 degrees to 20 degrees.  The minimum error results show that each subject had at 
least one reading that was very accurate.  This generally occurred either at the -5, 0, or 5 
degree reading.  As the pose angle increased the readings generally got worse.  This was 
due to the increasing shadowing of the eyes and the feature detector having trouble 
accurately locating the features.  This error was had two main sources.  First, a few of 
these subjects had a noticeable roll to their head.   In addition, the features were 
improperly located, adding further error. 
 
Subject Minimum Error (deg) Maximum Error (deg) Average Error (deg) 
1 0.42 8.20 3.30 
2 0.87 11.95 5.41 
3 0.63 24.03 6.47 
4 0.01 11.44 3.73 
5 0.37 6.27 3.56 
6 1.48 17.14 7.81 
7 0.01 10.38 5.11 
8 0.02 8.13 3.50 
9 0.56 12.35 5.04 
10 1.16 16.13 6.39 
------- ------- ------- ------- 
Average 0.55 12.60 5.08 
Table 6 – Average Real-Time Pose Estimation Error of the different subjects 
 
Table 7 shows the numbers of subjects with valid readings at each pose angle, as 
well as the average pose estimation and pose error at each angle.  A valid reading is one 
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in which both the face and features were found allowing for the pose to be estimated.  As 
shown, the system was able to capture the pose of almost all of the subjects within the -15 
to 15 degree range.  The reason that a few subjects didn't have their pose captured was 
because the feature detector had issues finding one or more of their features.  Beyond ±15 
degrees fewer and fewer readings were captured because either the features or the face 
could not be found by one of the cameras.  As shown in Figure 26, the pose estimation 
falls shallow of the actual value in most cases. 
 
 Subjects with Valid   
Ideal Pose Readings (10 Max) Avg, Pose Avg. Error
-25 1 -18.87 6.13 
-20 4 -9.01 13.93 
-15 8 -8.47 8.07 
-10 10 -6.66 5.37 
-5 10 -6.13 1.85 
0 10 -0.46 4.37 
5 10 5.81 2.86 
10 10 9.19 3.05 
15 9 10.78 5.01 
20 6 11.59 8.41 
25 1 20.08 4.92 
Table 7 – Average Real-Time Pose Estimate and Pose Estimation Error 
 
Overall the average pose error was 5.08 degrees, which is acceptable.  The 
majority of the error came from the measurements taken at ±20 degrees or greater, as can 
be seen in Figure 25.  This graph clearly shows the quality of the estimation generally 
drops as the magnitude of the angle increases.  At the ±25 degree marks, only one of the 
subjects had both their face and features detected, so the error at these points is not as 
accurate as the others. 
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Figure 25 – The Error at Each Pose Angle 
 
























Figure 26 – The Actual Pose vs. Estimated Pose 
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To see how well the system performed as a whole, three different tests were run 
on the system.  The first test had two parts.  In the first part the subjects were looking 
either directly at the camera, five degrees to either side, or 15 degrees to either side.  This 
tested how accurately the system detected the subject looking directly at a fictitious 
person put at the OVC, just to the left or right of them, or away from them, respectively.   
Table 8 shows that in the –5, 0, and 5 degree cases, the system performed very well.  In 
446 of 454 cases it detected that subject was looking at the simulated person placed at the 
OVC.  This is a success rate of over 98%.  Eight false negatives are acceptable in over 
450 tests, especially since they were spread out among the different test subjects as well 
as within a subject’s many readings.  Half of these false positives were from the ±5 
degree readings and half were from the 0 degree readings.  With an average pose error of 
5.08 degrees, the false positives at ±5 degree marks are understandable.  The error while 
looking directly at the OVC is due to pose estimation.  In one subject’s case, the system 
caught her blinking and the eyes were located poorly for two frames. 
The results show that when the subjects were looking 15 degrees away from the 
OVC, 124 of the 127 readings were accurate.  This is a good result, although the error 
was slightly higher then expected.  At the angle from the OVC, the error should never be 
large enough to suggest that the subject is looking at the OVC.  However, as shown in the 
pose estimator testing it could happen.  One of the test subjects had an average pose 
estimate of –2.9 degrees when facing –15 degrees from the OVC.  In this instance, 9 of 
the subject’s 26 readings were low enough to trigger this error.  In addition, Table 6 
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shows that 3 of the 10 test subjects had a maximum error of over 15 degrees.  So, while 
unlikely, it is possible to get this error. 
 
  System Results System Results 
  Look
Not 
Look Look Not Look 
Look 446 8 98.24% 1.76% 
Not Look (±15 deg) 3 124 2.36% 97.64% 
Not Look (10 deg*) 80 290 21.62% 78.38% 
Actual Not Look (10 deg**) 8 113 6.61% 93.39% 
* One subject at ±5 degrees, the other looking at corresponding ±15 degrees 
** One subject at ±5 degrees, the other looking at opposite ±5 degrees 
Table 8 – System Results (Test 1: No movement) 
 
 
Figure 27 – Illustration of the Difference Between Different Parts of Test 1 
 
Row 3 of Table 8 shows the results from the system when the subject was looking 
10 degrees away from the other person and they were both on the same side of the OVC.  
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The subject doing the looking was at 15 degrees while the other subject was at 5 degrees 
as depicted in the left part of Figure 27.  The test was also performed when both subjects 
were on the right side of the OVC.  More errors are expected in this part of the test than 
with the previous parts.  At the ±15 degree marks, the pose estimator had an average error 
between 5.01 degrees (+15 degree mark) and 8.07 degrees (-15 degree mark).  When 
combined with the standard 1.7 degree cone of vision, the cone of vision plus error is 
nearly 10 degrees.   Since the pose estimator testing showed 18% of the tests had an error 
of 8.1 degrees or more, an incorrect detection rate of around 18% is expected. 
A similar test was run when the subjects were on opposite sides of the OVC, but 
still 10 degrees apart as depicted by the right image in Figure 27.  At the ±5 degree 
marks, the pose estimator had an average error between 2.86 degrees (+5 degree mark) 
and 1.85 degrees (-5 degree mark).  These average errors are much lower, so the pose is 
more likely to be estimated correctly.  This leads to the 93% correct identification rate as 
opposed to the 78% correct identification rate when they were on the same side of the 
OVC. 
 The error in all four result sets comes from a combination of the many small 
errors in the system adding together.  There are three measurements with known errors.   
First, the room location of the system’s subject is slightly inaccurate.  Second, the 
estimated pose has some error, as shown in Table 6.  The last error is in the room location 
of the other subject. 
The second set of tests involved sweep tests.  They involved having a subject look 
from 15 degrees to -15 degrees in a series of 2.5 degree increments to determine when the 
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subject was looking at the OVC.  The difference between the first location the system 
thinks the subject is looking at the OVC and the last is the cone of view of the system.  
The system is using a 1.7 degree cone of vision to determine where the subject is looking, 
so ideally, this would be the expected result. 
Table 9 shows the result of this test run with 12 different subjects.  The “Start 
Looking” column marks the first location that the majority of the readings said the 
subject was looking at the OVC.  “Stop Looking” marks the last set of such readings. 
With an average error of 5.08 degrees in the pose estimator, ideally the system would 
detect the subjects looking at the OVC from 2.5 degrees to –2.5 degrees.  This would 










1 2.5° -5.0° 7.5° 
2 2.5° -7.5° 10.0° 
3 0.0° -10.0° 10.0° 
4 0.0° -5.0° 5.0° 
5 2.5° -5.0° 7.5° 
6 2.5° -7.5° 10.0° 
7 2.5° -7.5° 10.0° 
8 2.5° -5.0° 7.5° 
9 5.0° -5.0° 10.0° 
10 5.0° 0.0° 5.0° 
-------- ---------------- ---------------- ---------------
Avg 2.5° -5.8° 8.3° 
Table 9 – System Results (Test 2: Sweep) 
 
The table shows that on average, the system does begin to detect the subject 
looking at this OVC at this angle.  As shown, the ending angle is not nearly as accurate as 
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expected.  While surprising, this is expected to some degree if one considers the data in 
Table 7 and shown in Figure 25.  That data also shows that the error is greater in the 
negative direction.  One possible rationalization is that the direct light on the face caused 
false positives to appear during feature detection.  The average cone of view was 8.3 
degrees, which is not far from the average pose error plus the standard cone of view. 
The last test was to see if the system could detect a person looking at another 
person.  The setup used so far was too cramped, so the SVC - OVC camera pair needed to 
be spread out.  They were moved so that the cameras were four times father apart then the 
subjects were from the cameras.  SubjectA stood about 80cm from their SVC, while 
subjectB stood about 65cm their SVC.  By doing this subjectA could look about 12 
degrees away from the OVC and see subjectB.  This angle is small enough that the face 
detector can find subjectA’s face consistently and the pose estimator can relatively 
accurately determine their pose.  Table 10 shows the results from these tests. 
 
Looking All Subjects No Outliers Not Looking All Subjects No Outliers 
Correct Frames 149 148 Correct Frames176 144 
Total Frames  184 153 Total Frames 218 160 
% Correct 80.98% 96.73% % Correct 80.73% 90.00% 
Table 10 – System Results (Test 3: Subjects Looking at Each Other) 
 
When considering all ten test subjects used, the results for correctly detecting a 
person looking at the other were lower than expected.  Based of the data collected 
previously, correct detection near 90% was expected.  When the results were further 
analyzed, it was noticed that two of the subjects had bad readings in which the ROI’s 
were not found properly.  This lead to poor feature detection and pose estimation.  When 
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these results are not considered, the results are more as expected.  The correct detection 
rates went up to 96.7% when the subjects were looking at the other and 90% when they 
were not looking at the other.  This is very good and comparable to the success of other 
visual recognition systems.  
The results from the face detection, camera view correspondence, and pose 
estimation components along with visual intent recognition, were comparable to the 
results of other visual activity recognition systems such as [2, 4, and 6].  They had 
accurate results 89%, 77%, and 93% of the time, respectively.  The pose estimation tests 
showed that the face detection component can recognize faces from -20 degrees to 20 




Besides testing how accurately the system worked, the speed of the system was 
also tested.  This was done to show that the pose estimator works in real-time.  Overall, 
the system ran at a rate between 27 and 34 frames per second.  Except near the upper 
bound, the feature detector and pose estimator subsystem was able to handle frames as 
fast as the system was trying to pass them in.  Near 34 frames per second, some 
choppiness in the video stream was noticed.  The frequency of this was proportional to 
the speed of the moving subject.  If the subject moved slowly very little or no choppiness 
occurred, but as the subject speed up so did the amount of choppiness in the video stream.  
This also occurred more often when the system was trying to save the cropped faces to 
the network drive.  This implies that saving to the network also had a large impact on 
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this.  Without the saving the slowdown could be seen a lot less frequently.  This seems to 
indicate that the feature detector and pose estimator can process just over 30 images per 
second. 
 
6.3 Comparison to Other Work 
 
Table 11 shows the error of the pose estimator working within this system 
compared to its initial stand-alone testing with still-frame images.  As can be seen, this 
system appears to be doing better than the still-frame testing with automatic feature 
detection. 
 
Test Set Environment Feature Detection Pose Range Average Pose Error 
1 Still Frame Manual -30 to 30 degrees 4.28 degrees 
2 Still Frame Automatic -30 to 30 degrees 6.41 degrees 
3 Still Frame Manual -20 to 20 degrees 3.71 degrees 
4 Real-time Automatic -20 to 20 degrees 5.08 degrees 
Table 11 – Real-Time Results vs. Still-Frame Results [17] 
 
There are three reasons for this improvement.  First, instead of using the best 
point of each feature found, the best five points are averaged to get a better feel for where 
the feature is likely located.  The second reason is that the mouth location is modified so 
that the horizontal location is always below the center of the nose.  This significantly 
improved the pose estimation on many images where the mouth point was located closer 
to underneath one of the eyes.  The final contribution to a better pose estimate is that the 
range is 10 degrees smaller on each side.  This removes four pose angles where the error 
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would probably have been very high.  This can safely be assumed since Figure 25 shows 
that the average error increases with the larger pose angles.  Recall that the ±25 degree 
error estimates are not accurate since they are based on one set of readings and not eight 
or more like most of the other data sets are. 
 Another comparison can be drawn between the still-frame pose estimation error 
and the real-time error if the relative decrease in error is examined.  In the manual feature 
detection tests the average error was 4.28 degrees for the range -30 to 30 degrees.  For the 
same tests, in the range -20 to 20 degrees the error was only 3.71 degrees.  This is 
86.68% of the error in the larger range.  When a similar comparison is done between the 
still-frame testing with automatic feature detection in the -30 to 30 degree range and the 
real-time testing with automatic feature detection in the -20 to 20 degree range, it is 
noticed that the error is only 79.25% of the error in the larger range.  This is a larger drop 
in error compared to the manual detection case, which strongly implies that averaging the 
features and adjusting the mouth’s horizontal location helped improve the overall pose 
estimation. 
 In [3], Stiefelhagen performed research on tracking the focus of attention during 
meetings.  Information on the scene was captured using a single omni-directional camera 
placed in the center of the table.  The subject’s faces were found by searching for the 
skin-colored regions.  Neural networks were then used to estimate the pose of each 
subject.  Based on this information alone, 89% of the time Stiefelhagen was able to 
determine at whom the subject was looking. 
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The results from this thesis are slightly better.  Part of the reason for this is that 
more cameras were used.  This allowed for better viewing of the subjects face providing 
better pose estimation.  In addition, the subjects had some freedom of movement, while 





















Chapter 7: Conclusions 
 
Activity Recognition is an exciting and fascinating upcoming field with diverse 
challenges and fertile ground for new ideas.  It has many diverse uses such as part of a 
security surveillance system or being in applications that make our life easier or 
drastically help the disabled lead an independent life.  For example, in a “smart house” if 
the room recognized a person looking intently at the lights, then it could turn them on or 
off.  The same technology could be applied to other appliances such as stereos, 
heating/cooling systems, television, washing machines, as well as to opening and closing 
doors.  With this new technology come the challenges of reliable subject detection 
(person, stereo, television, etc) as well as reliable activity recognition.  In clear 
environments reliability is not much of an issue, but once occlusions are allowed the task 
becomes much more difficult.  Activities performed through a variety of different paths 
of motion also present difficulty to activity recognition systems, which must be able to 
process this data and respond accordingly. 
This thesis has shown through comprehensive testing that activity recognition can 
accomplish the task of detecting when one subject is looking at another.  A sensor slaving 
setup was used to show that while not perfect the system can correctly identify if one 
subject is looking at another over 90% of the time.  This thesis also provided some 








7.1 Summary of Accomplishments 
 
Besides the main accomplishment of creating a visual activity recognition system 
that can tell when one subject is looking at another, there were a few smaller 
accomplishments.  First, a system to determine where a person is located in the room was 
created.  The pose estimator was improved in two ways.  First, since only one triangle is 
matched to the face instead of 125, the pose estimator is slightly faster.  In addition, the 
estimated pose is slightly better.  This improvement has two sources.  First, the location 
of each feature is based on the average of the five best locations found for the feature.  
This gives a slightly better estimate to the actual features location.  Secondly, the 
horizontal location of the mouth is now accurate much more often, providing a better 
pose estimate. 
 
7.2 Limitations and Robustness of the System 
 
As mentioned in Section 6.1 the shirt the subject is wearing can play a large role 
in how well the system works.  Dark colored shirts provide a nice contrasting color with 
the face and help with the skin segmentation.  Light tan, light grey, or low-cut shirts have 
the opposite effect on the system.  They provide skin-toned regions that are too large and 
oddly shaped to be a face.  The system doesn't work very well with some blond subjects, 
depending on the color of the subject's hair and how close it matches their skin-tone.  The 
other limitations, such as facial expression and occlusions, are discussed in Section 4.2 in 
detail.  As long as the limitations are followed and the subject's hair and/or clothing are 
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not too close to their skin-tone the system is decently robust.  The last limitation placed 
on the system is the area in which the subjects are allowed to move.  Presently this is a 
rather small area. 
 
7.3 Discussion and Future Work 
 
Without designing an entirely new system setup, there is are some improvements 
that could be made to the system and above setup.  The current system determines the 
room location of the subject based on the width of their head and their location within the 
frame captured by the SVC.  If the face ROI could be changed so the resolution is less 
then four, then the room location as well as the pan, tilt, and zoom provided to the OVC 
would be more accurate.  This would allow the OVC to face the subject more head on 
and potentially provide a better pose. 
The room location is based on a distance measurement that works only if the SVC 
is zoomed out completely.  If compensation for different zoom levels could be worked 
into the system then the subjects would have a much larger area they could walk around 
in.  This would provide a much more realistic environment for testing. 
If the face detector could be trained to recognize faces from a greater number of 
angles then the system could be much more realistic.  The cameras could be spread out 
better and the subjects could turn more freely.  This would allow for pose detection on 
more extreme angles.  However, the present pose estimator probably won't be able to 
handle large pose angles.  Therefore, the side view method developed by James 
Schimmel would need to be used [18].  This method works in a very similar way to the 
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present one except that it uses the nose in place of the second eye which is occluded at 
extreme angles. 
The face trimming algorithm and nose detection algorithms could use a little 
improvement as well.  With some subjects the face was cropped up to the bottom lip 
instead of stopping at the chin.  At more extreme angles the noseline is sometimes 
miscalculated, leading to bad ROI's to find the eyes and mouth in.  These improvements 
combined with slightly better feature detection, could really decrease the error in the pose 
estimator.  A final improvement the system could use would be to make it more robust 
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