Considered in this short note is the design of output layer nodes of feedforward neural networks for solving multiple-class classification problems with r (r ≥ 3) classes of samples. The common and conventional setting of the output layer called ''one-to-one approach'' in this paper, is as follows: The output layer contains r output nodes corresponding to the r classes. And for an input sample of the i-th class (1 ≤ i ≤ r), the ideal output is 1 for the i-th output node, and 0 for all the other output nodes. We propose in this paper a new ''binary approach'': Suppose 2 q−1 < r ≤ 2 q with q ≥ 2, then we let the output layer contain q output nodes, and let the ideal outputs for the r classes be designed in a binary manner. This idea of binary output is also applied for other classifiers, such as support vector machines and associative pulsing neural networks. Numerical simulations are carried out on eight real-world data sets, showing that our binary approach performs as well as, but uses less output nodes and hidden-output weights than, the traditional one-to-one approach.
I. INTRODUCTION
Learning efficiency and structural simplicity are two important issues in the study and application of neural networks. The learning efficiency is mainly concerned with the choice of learning method so as to achieve good learning accuracy for the training samples and generalization (test) accuracy for the untrained samples [1] - [6] . The aim of structural simplicity is to use less numbers of nodes and connections (weights) without causing damage to the learning efficiency [7] - [13] .
This short note is devoted to the design of output layer nodes of feedforward neural networks (FNN) for solving multiple-class classification problems with r (r ≥ 3) classes of samples, and proposes a novel approach using less output nodes and hidden-output weights than the conventional setting.
The common and conventional approach [14] - [24] for the design of output layer nodes is as follows: The output layer contains r output nodes corresponding to the r classes. For an input sample of the i-th class (1 ≤ i ≤ r), the ideal output is 1 for the i-th output node, and 0 for all the other output nodes.
For example, for a classification problem with r = 4, there are four output nodes in the output layer, and the ideal outputs for the four classes are (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0) and (0, 0, 0, 1), respectively. This approach is called one-to-one approach in this paper.
We propose in this paper a new approach called binary approach: Let 2 q−1 < r ≤ 2 q with q ≥ 2. Then, we let the output layer contain q output nodes, and let the ideal outputs for the r classes be designed in a binary manner. For example, when r = 4 and q = 2, the output layer contains two output nodes, and the ideal outputs for the four classes are (0, 0), (0, 1), (1, 0) and (1, 1) , respectively. Therefore, our binary approach uses less output nodes and hidden-output weights than the conventional one-to-one approach.
Actually, the binary design of output layer for multipleclass classification problems can also be applied for other classifiers. As examples, we shall consider two popular classifiers: support vector machines (SVM) and associative pulsing neural networks (APNN).
Numerical experiments are carried out in this paper on seven UCI data sets and one MNIST data set for feedforward neural networks, support vector machines and associative pulsing neural networks. The numerical results show that, compared with the traditional one-to-one approach, our binary approach does equally good job, but uses less output nodes and hidden-output weights.
This paper is arranged as follows. In the next section, we describe the structure of FNN and the above mentioned two approaches of output layer settings. Then, in Section 3, we explain our ideas in terms of a few simple and instinctive examples. Numerical comparisons of the two approaches on eight real world data sets are carried out in Section 4 for FNN. In Section 5, we compare the two approaches for SVM and ASNN. Some conclusions are drawn in Section 6.
To end the introduction, we briefly review the related works on the one-to-one approach used for neural networks and the binary approach used for multiple linear perceptrons.
The one-to-one approach has been employed as the output layer setting by some authors when they try to improve some existing algorithms for multi-class classification problems [19] - [24] . For example, Li et al. [19] exploited a new criterion to extent the conventional trace ratio based LDA via maximizing the weighted harmonic mean of trace ratios. And Chang et al. [23] proposed a novel CRP algorithm for bilinear analysis to preserve the spatial correlations and decrease computation complexity.
Recently, the binary output has been applied to reduce the number of the output nodes for multiple linear perceptrons [25] , [26] . In particular, for a simple case when a multiple linear perceptron has only two or three hidden nodes, it is proved [26] that if a multi-classification problem can be solved by the one-to-one approach, then it can also be solved by the binary approach as well. This interesting result encourages us to apply the binary approach to general feedforward neural networks in this paper.
II. OUTPUT LAYER SETTINGS FOR FEEDFORWARD NEURAL NETWORKS A. FEEDFORWARD NEURAL NETWORKS
Let us begin with an introduction of a feedforward neural network with three layers. The neuron numbers of the input, hidden and output layers are n, m, and p, respectively (see Figure 1 ). are the biases, where b 1j is the bias of j-th hidden node, and b 2k is the bias of k-th output node, respectively. f : R → R denotes a given transfer function. In particular, we shall use the following sigmoidal function in our numerical simulation:
For an input x = (x 1 , . . . , x n ) T ∈ R n , the output vector y = (y 1 , . . . , y m ) T of the hidden layer is given by
and the final output vector o = (o 1 , . . . , o p ) T ∈ R p is given by
(3)
B. OUTPUT LAYER SETTINGS
In the traditional setting of the output layer for solving a multi-class classification problem with r classes of samples, if the input x belongs to the i-th class of samples, the ideal output z is
This setting of the output layer is called one-to-one approach in this paper. An input x ∈ R n is classified into the i-th class if its network output (3) satisfies
We say that the classification problem is successfully solved by the one-to-one approach if each input sample in the i-th class satisfies (5) for i = 1, 2, . . . , r. Due to our choice of the transfer function f in (1) , this implies that
Therefore, each sigmoidal function f of an output node works like a hyperplane that separates one class of samples from all the other classes. An example is shown in Figure 2 , where m = 2, and the hyperplane becomes a line l i , such that the class O i and all the other classes O j (j = i) are divided by the line l i . We propose in this paper another approach called binary approach. Assume 2 q−1 < r ≤ 2 q with q ≥ 2. Then, q output nodes are used in the output layer, and the ideal outputs for the r classes are designed in a binary manner: The ideal output vector for the i-th class of samples is
where
and (i−1) 2 denotes the binary number of i−1 with z j = 0 or 1 for each 1 ≤ j ≤ q. Similarly, we say that the classification problem is successfully solved by the binary approach if each input sample in the i-th class satisfies the following condition for i = 1, 2, . . . , r: 
The aim of a learning algorithm is to choose the weight matrices W and V so as to minimize the error function E(W, V). To this end, we shall use the usual gradient descent algorithm. Given arbitrary initial weight matrices W (0) ∈ R p×m and V (0) ∈ R m×n , we update iteratively the weight matrices
ji ] as follows:
And given arbitrary initial biases b
where l = 0, 1, 2, . . .; k = 1, 2, . . . , p; j = 1, 2, . . . , m; and i = 1, 2, . . . , n. Remark 1: We see from Subsection 2.2 that the binary approach uses less numbers of output nodes and hiddenoutput weights. On the other hand, we see from this subsection that the decrease of hidden-output weights results in the decrease of the computational time of the learning process.
D. COMPUTATIONAL COMPLEXITY
Assume that the network structure is n-m-p for the one-toone approach, and n-m-p (p = log 2 p , where · is the rounded up sign.) for the binary approach. The steps of the learning process are as follows:
(1) For learning sets, we compute the hidden and actual outputs. (2) Calculate the errors of actual and ideal outputs.
(3) Update the weights and biases. (4) Repeat first three steps until convergence.
First we take the running time complexity into consideration. For only one learning data and one iteration, the running time complexity of first three learning step is listed in Table 1 .
Numerical experiments in Section 4 and 5 demonstrate that the binary approach indeed spends less time than the one-toone approach.
Then we consider the space complexity. For only one learning data and one iteration, the space complexities are O(nm + mp + m + p) and O(nm + mp + m + p ) for these two approaches, respectively.
III. SOME SIMPLE AND INTUITIVE CASES
In this section, we try to explain our ideas by intuitive observations in some simple cases.
Case 1: First, let us consider the simple case r = 2. It is interesting that in this case everyone follows the binary approach: Only a single output node is used, and the two classes are labeled by the output values 1 and 0, respectively. No one uses the one-to-one approach which uses two output nodes and labels the two classes by outputs (1, 0) and (0, 1), respectively. Therefore, it seems that the binary approach, rather than the one-to-one approach, is a more natural extension for the output node setting from the case r = 2 to the general cases r > 2.
Case 2: We consider a general case. Suppose the oneto-one approach is successfully applied to a classification problem with r-classes. Then, we can solve the same problem equally well after dropping out at least one output node by the following procedure: Drop out the last output node; Keep the remaining r − 1 output nodes untouched; Keep the ideal output values untouched for the samples in the first r − 1 classes with respect to the first r − 1 output nodes; And let the ideal output value for the samples of the r-th class be z = (0, . . . , 0) ∈ R r−1 . This observation indicates that the one-to-one approach is not perfect in that one of its output node can be simply dropped out.
Case 3: Next, let us consider a four-class classification problem with n dimensional input samples. Now, we assume that the network structures are n-2-4 (the neuron numbers of the input, hidden and output layers) for the one-to-one approach and n-2-2 for the binary approach. In the following theorem, the binary approach is proved to be at least as good as one-to-one approach in this special case.
Theorem 1: Suppose that feedforward neural networks with two hidden nodes are used for solving a four-class classification problem. If the one-to-one approach can successfully solve the problem, then the binary approach can also solve the classification problem successfully.
Proof: By the assumption of the theorem, there exists a set of weights such that the corresponding network of the oneto-one approach gives the desired outputs for the given data set. We note that this network maps the input data set P I ⊂ R n into a set P H ⊂ R 2 , and then maps the set P H into a set P O ⊂ R 4 . And the four classes of input samples are mapped into four groups of points P H 1 , . . . , P H 4 as illustrated in Figure 3 , where P H = P H 1 P H 2 P H 3 P H 4 . (We remark that P H falls into the unit square of R 2 as shown in Figure 3 due to the choice of our transfer function f (t) in (1).) By recalling (4) and (6), we notice that the i-th (1 ≤ i ≤ 4) output node acts like a line l i which separates the point group P Hi from the other three point groups. Next, let us define two lines l 1 and l 2 as illustrated in Figure 3 . Obviously, these two lines divide the whole plane into four parts such that each part contains precisely a P Hi . As is well known, these two lines correspond to two output nodes which separate the four classes of samples from each other. This means that the corresponding binary approach can successfully classify the given data set as well. This completes the proof.
Case 4: Finally, let us give an example to show that the binary approach can handle more situations than the one-toone approach. Consider a four-class classification problem with two dimensional input samples, of which the distribution is shown in Figure 4 . Suppose that we are using two layer neural networks (without the hidden layer) to solve this classification problem. In this case, we can easily use the two lines l 1 and l 2 shown in Figure 4 to separate the four classes, i.e., we can use a binary approach with only two layers (an input layer with 2 nodes and an output layer with 2 nodes) to solve this classification problem. However, we cannot do the similar thing by using the one-to-one approach with two layers (an input layer with 2 nodes and an output layer with 4 nodes), since there exists no line that can separate a class I i from the other three classes. The binary approach can solve more problems than the one-to-one approach.
Remark 2: The above simple cases explain and support our idea that the binary approach can work at least well as the one-to-one approach. However, a theoretical and general proof of the advantage of the binary approach over the one-toone approach seems difficult or even impossible. In the next section, we shall turn to the numerical simulations to further support our idea.
IV. NUMERICAL SIMULATIONS FOR FNN
In this section, we compare our binary approach with oneto-one approach for FNN on eight real world classification problems from UCI and MNIST. First, we will use six small or medium sized data sets in Subsection 4.1. Then, we use two large sized data sets in Subsection 4.2. For each of the following experiment, the five-fold cross validation technique [27] - [29] will be applied: The data set is divided stochastically into five parts with equal (or nearly equal) number of samples. The network learning are carried out five times for the two approaches. At each time, one of the five parts are in turn chosen as the set of test samples, while the other four parts as the set of training samples. Then we restart the process with rearranged five parts of samples, and such process is repeated twenty times. Altogether, for each approach-data pair, one hundred classification results are obtained.
The ideal output value of an output node is either 1 or 0. When we evaluate the error between the ideal and real output values, we shall use the following Fahlman's ''40-20-40'' criterion [30] : The real output values between 0.00 and 0.40 of the output nodes are treated as 0, values between 0.60 and 1.00 are treated as 1, and values between 0.40 and 0.60 are treated as indeterminate and considered as incorrect.
A. SIX SMALL OR MEDIUM SIZED DATA SETS 1) A FOUR-CLASS CLASSIFICATION PROBLEM
Now, we consider the four-class classification problem where the data set is obtained from the first four classes of Sensor drive diagnosis. The task is to classify this data set into four categories. The related data set comprises 21276 input vectors, each with 48 components. The ideal outputs of the four classes for the two approaches are shown in Table 2 . In this example, 21276 samples are divided stochastically into five parts, and the numbers of samples in the five parts are 4255, 4255, 4255, 4255 and 4256, respectively. The network structures are 48-2-4 (input, hidden and output nodes) for the one-to-one approach and 48-2-2 for the binary approach. The learning rate η is 0.06 and the batch size is 10, respectively. The maximum number of training iterations is 100 and the training is considered to be successful whenever Fahlman's ''40-20-40'' criterion is satisfied.
The performances of the two approaches are presented in Table 3 and Figures 5-6. As we mentioned before, one hundred classification results are obtained for each of the two approaches. In the table and figures, for instance, the ''average training accuracy'' is over, and the ''highest training accuracy'' is among, the one hundred training accuracies obtained. From Table 3 it can be seen that the classification accuracies (average training accuracy, highest training accuracy, average test accuracy and highest test accuracy) of the binary approach are a little bit better than those of the oneto-one approach. As shown in Figures 5-6 , the values of the error function E(W , V ) for the binary approach are eventually lower than those for the one-to-one approach. Thus, in this example, the binary approach can do the job equally well as (actually a little bit better than), but use less output nodes than, the traditional one-to-one approach.
This experiment proves the correctness of the Theorem 3.1.
2) AN EIGHT-CLASS CLASSIFICATION PROBLEM
In this subsection, we consider the eight-class classification problem in which the data set is obtained from the first eight classes of Sensor drive diagnosis. The task is to classify sensor drive diagnosis in eight categories. The related data set comprises 42552 input vectors, each with 48 components. In this example, 42552 samples are divided stochastically into five parts, and the numbers of samples in the five parts are 8510, 8510, 8510, 8511 and 8511, respectively. The network structures are 48-3-8 for the one-to-one approach and 48-3-3 for the binary approach. For this classification problem, the learning rate η is 0.1 and the batch size is 30, respectively. The maximum number of training iterations is 500.
The performances of the two approaches are shown in Table 4 and Figures 7-8 . We observe that in this case, the classification accuracies of the one-to-one approach are a little bit better than those of the binary approach. Figures 5-6 show that the values of the error function for the one-toone approach are eventually lower than those for the binary approach. 
3) A TEN-CLASS CLASSIFICATION PROBLEM
Now, we consider the digit recognition problem [31] , of which the aim is to classify the digit into ten categories (from 0 to 9). The data set used here is Digit recognition, which comprises 70000 input-output samples, each with 784 components. In this example, 70000 samples are divided stochastically into five parts, and each part contains 14000 samples. The network structures are 784-4-10 for one-to-one approach and 784-4-4 for binary approach. The learning rate η is 0.08 and the batch size is 100, respectively. The maximum number of training iterations is 200.
The performances of the two approaches are shown in Table 5 and Figures 9-10 . It can be seen that the classification accuracies of the binary approach are better than those of the one-to-one approach. As shown in Figures 9-10 , the values of the error function for the binary approach are eventually lower than those for the one-to-one approach. Remark 3: In these three experiments above, we compare the errors of the one-to-one and binary approach. Figures 5-10 suggest that there are little difference between these two approaches. In the following experiments, we are proceeded to present the accuracies without the error functions.
4) A THREE-CLASS CLASSIFICATION PROBLEM
In this subsection, we consider the Iris problem [32] , of which the aim is to classify the Iris into three categories (setosa, versicolor and virginica). The data set used here is Iris, which comprises 150 input vectors, each with 4 components.
In this example, 150 samples are divided stochastically into five parts, and each part contains 50 samples. The network structures are 4-2-3 for one-to-one approach and 4-2-2 for binary approach. For this classification problem, the learning rate η is 0.1 and the batch size is 1, respectively. The maximum number of training iterations is 500. Table 6 presents the accuracies of the two approaches for the three-class classification problem. We can see that the classification accuracies of the binary approach are better than those of the one-to-one approach.
5) AN ELEVEN-CLASS CLASSIFICATION PROBLEM
In this subsection, we consider the eleven-class classification problem in which the data set is the whole Sensor drive diagnosis. The task is to classify Sensor drive diagnosis into eleven categories. The related data set comprises 58509 input vectors, each with 48 components.
In this example, 58509 samples are divided stochastically into five parts, and the numbers of samples in the five parts are 11701, 11702, 11702, 11702 and 11702, respectively. The network structures are 48-4-11 for one-to-one approach and 48-4-4 for binary approach. For this classification problem, the learning rate η is 0.1 and the batch size is 100, respectively. The maximum number of training iterations is 500. Table 7 presents the accuracies of the two approaches for the eleven-class classification problem. We can see that the classification accuracies of the binary approach are worse than those of the one-to-one approach.
6) A TWENTY-SIX-CLASS CLASSIFICATION PROBLEM
Now, we consider the letter recognition problem [33] , of which the aim is to classify the English letters into twentysix categories (from A to Z). The data set used here is Letter recognition, which comprises 20000 input-output samples, each with 16 components.
In this example, 20000 samples are divided stochastically into five parts, and each part contains 4000 samples. The network structures are 16-5-26 for one-to-one approach and 16-5-5 for binary approach. The learning rate η is 0.08 and the batch size is 10, respectively. The maximum number of training iterations is 500. Table 8 presents the accuracies of the two approaches for the twenty-six-class classification problem. We observe that in this case, the classification accuracies of the one-to-one approach are better than those of the binary approach. Table 9 presents the comparison of the computational times, demonstrating that binary approach has faster training speed than one-to-one approach. And more time is saved for more numbers of the classes. Table 10 gives the difference of the numbers of the hidden-output weights involved for the two approaches in the six numerical examples, which gives the reason why the binary approach has faster computational speed than the one-to-one approach. Table 11 presents the comparison results of the variances of the errors over the one hundred learning processes for each data-approach pair, which shows no significant difference between these two approaches. This indicates that the two approaches have roughly the same computational stability. 
7) COMPARISON OF COMPUTATIONAL TIME AND VARIANCES

B. TWO LARGE SIZED DATA SETS
The performance of the binary approach has also been tested on two large data sets: Forest cover type [34] and Census income [35] , [36] . The related parameters of these two applications are listed in Table 12 . Tables 13 and 14 present the accuracies of the two approaches for the two classification problems, respectively. We can see that, in these two examples, the classification accuracies of the binary approach are both better than those of the one-to-one approach. Table 15 presents the comparison of the computational times, demonstrating that the binary approach has faster training speed than the one-to-one approach. 
V. NUMERICAL SIMULATIONS FOR SVM AND APNN
The idea of binary output is also applicable for other classifiers. As examples, we consider in this section two popular classifiers: Support Vector Machines (SVM) [37] , [38] and Associative Pulsing Neural Networks (APNN) [39] . To save the space, the details of these two classifiers are omitted here. The comparison results of our binary approach with the one-to-one approach on the eight classification problems are shown in Tables 16 and 17.   TABLE 16 . Average test accuracies for our eight classification problems of SVM. We observe from these two table that, for SVM, our binary approach performs better or slightly better for four classification problems, while the traditional one-to-one approach works better for the other four classification problems. And for APNN, our binary approach performs better for five classification problems, while the one-to-one approach works better for the other three classification problems. Therefore, as far as the classification accuracy is concerned, the differences of these two approaches are not significant. But in respect of learning efficiency and structural simplicity, our binary approach uses less output nodes and hidden-output weights than the one-to-one approach.
VI. CONCLUSION
Considered in this short note is the design of output layer nodes of feedforward neural networks (FNN) for solving multi-class classification problem with r (r ≥ 3) classes of samples. In this respect, the traditional one-to-one approach uses r output nodes such that for an input sample of the ith class (1 ≤ i ≤ r), the ideal output is 1 for the i-th output node, and 0 for all the other output nodes. We propose a novel approach called binary approach: Let 2 q−1 < r ≤ 2 q with q ≥ 2. Then we let the output layer contain q output nodes, and let the ideal outputs for the r classes be designed in a binary manner.
Numerical experiments are carried out for solving eight real world classification problems. In respect of the classification accuracy, our binary approach performs better or slightly better for five classification problems, while the traditional one-to-one approach works better for the other three classification problems. The differences of the accuracies of these two approaches are not significant. But in respect of learning efficiency and structural simplicity, our binary approach uses less output nodes and hidden-output weights than the traditional one-to-one approach.
The idea of binary output is also applicable for other classifiers. As examples, we consider two popular classifiers: Support Vector Machines (SVM) and Associative Pulsing Neural Networks (APNN), and get similar results. Furthermore, we suppose that this idea can also be applied to more complex network structures such as the fine-grained labels to negative videos [40] , [41] etc..
