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WRONSKIAN TYPE DETERMINANTS OF ORTHOGONAL
POLYNOMIALS, SELBERG TYPE FORMULAS AND CONSTANT
TERM IDENTITIES
ANTONIO J. DURA´N
Abstract. Let (pn)n be a sequence of orthogonal polynomials with respect
to the measure µ. Let T be a linear operator acting in the linear space of poly-
nomials P and satisfying that deg(T (p)) = deg(p)−1, for all polynomial p. We
then construct a sequence of polynomials (sn)n, depending on T but not on µ,
such that the Wronskian type n×n determinant det
(
T i−1(pm+j−1(x))
)n
i,j=1
is equal to the m × m determinant det
(
qj−1
n+i−1
(x)
)m
i,j=1
, up to multiplica-
tive constants, where the polynomials qin, n, i ≥ 0, are defined by q
i
n(x) =∑n
j=0 µ
i
j
sn−j(x), and µij are certain generalized moments of the measure µ.
For T = d/dx we recover a Theorem by Leclerc which extends the well-known
Karlin and Szego˝ identities for Hankel determinants whose entries are ultra-
spherical, Laguerre and Hermite polynomials. For T = ∆, the first order
difference operator, we get some very elegant symmetries for Casorati deter-
minants of classical discrete orthogonal polynomials. We also show that for
certain operators T , the second determinant above can be rewritten in terms
of Selberg type integrals, and that for certain operators T and certain families
of orthogonal polynomials (pn)n, one (or both) of these determinants can also
be rewritten as the constant term of certain multivariate Laurent expansions.
1. Introduction and results
Determinants whose entries are orthogonal polynomials is a long studied subject.
One can mention Tura´n inequality for Legendre polynomials [23] and its generaliza-
tions, specially that of Karlin and Szego˝ on Hankel determinants whose entries are
ultraspherical, Laguerre, Hermite, Charlier, Meixner, Krawtchouk and other fam-
ilies of orthogonal polynomials ([11]). Karlin and Szego˝’s strategy was to express
these Hankel determinants in terms of the Wronskian of certain orthogonal poly-
nomials of another class. However the proofs of Karlin and Szego˝ did not clearly
show what in their formulas resulted from a general algebraic transformation, and
what in contrast was due to some particular properties of the orthogonal polyno-
mials under consideration. Leclerc ([15]) clarified this by stating that a Wronskian
of orthogonal polynomials is proportional to a Hankel determinant whose elements
form a new sequence of polynomials (not necessarily orthogonal). More precisely,
let (an)n be a sequence of numbers. With this sequence Leclerc associated two
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classes of polynomials, pn, qn, n ≥ 0, defined by
pn(x) =
∣∣∣∣∣∣∣∣∣∣∣
a0 a1 · · · an−1 1
a1 a2 · · · an x
...
...
...
...
an−1 an · · · a2n−2 x
n−1
an an+1 · · · a2n−1 x
n
∣∣∣∣∣∣∣∣∣∣∣
,(1.1)
qn(x) =
n∑
j=0
aj
(
n
j
)
(−x)n−j .(1.2)
It is well-known that if an, n ≥ 0, are the moments of a non-degenerate positive
measure µ, an =
∫
tndµ, the polynomials (pn)n are then orthogonal with respect
to µ.
Theorem 1.1. (Theorem 1 of [15]) The following identity holds for all integer
values of n and m, n,m ≥ 1,
(1.3) det
(
p
(i−1)
m+j−1(x)
)n
i,j=1
= Cn,m det (qn+i+j−2(x))
m
i,j=1 ,
where Cn,m is independent of x:
Cn,m = (−1)
nm
n−1∏
k=1
k! det (ai+j−2)
k+m
i,j=1 .
As usual, we take
∏m
j=n xj = 1 if m < n and det(C) = 1 if the size of C reduces
to 0× 0.
In [4], the author has conjectured some identities for Casorati determinants of
classical discrete orthogonal polynomials. These conjectures can be considered as
a discrete version of the Karlin and Szego˝’s identities for Hankel and Wronskian
determinants of ultraspherical, Laguerre and Hermite polynomials.
Here it is one of these conjectures. Let (cˆan)n, a 6= 0, be the monic Charlier
polynomials (see (5.14) below), then for n, k,m ≥ 0 and a ∈ R \ {0}, we have
(1.4)
det
(
cˆak+j−1(m+ i− 1)
)n
i,j=1
(−a)nk
(∏n−1
j=2 j!
) = det
(
cˆ−an+j−1(−k + i− 1)
)m
i,j=1
anm
(∏m−1
j=2 j!
) .
In fact, Karlin and Szego˝ considered in their paper [11] the determinant in the left
hand side of the previous formula (and the corresponding for Meixner, Krawtchouk
and Chebyshev), but they were more interested in studying the sign of this deter-
minant that in computing it explicitly.
The purpose of this paper is to show that Leclerc identities for Wronskian of or-
thogonal polynomials and author conjectures for Casorati determinants of classical
discrete orthogonal polynomials are particular cases of a quite more general result.
Indeed, consider a linear operator T acting in the linear space of polynomials P
and satisfying that deg(T (p)) = deg(p)− 1, for all polynomial p. We associate two
sequences of polynomials (rn)n and (sn)n to this operator T .
(1) The sequence (rn)n satisfies that
(a) r0 = 1 and the degree of rn is n, n ≥ 0,
(b) T (rn) = rn−1, n ≥ 1.
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It is easy to check that this sequence of polynomials always exists and it is
unique if we fix the values of rn, n ≥ 1, at a given number x0 (see Section
4 for more details).
(2) The sequence (sn)n is now defined recursively by s0 = 1 and
(1.5)
n∑
j=0
sj(x)rn−j(x) = 0.
We are now ready to establish the main result of this paper.
Theorem 1.2. Consider a linear operator T acting in the linear space of poly-
nomials P and satisfying that deg(T (p)) = deg(p) − 1, for all polynomial p. We
associate it the two sequences of polynomials (rn)n and (sn)n as above. Let µ be a
measure and consider a sequence (pn)n of orthogonal polynomials with respect to µ
(see Section 2 for more details). For a given sequence of polynomials (ψi)i, ψi of
degree i, we write µij, i, j ≥ 0, for the numbers µ
i
j =
∫
rjψ¯idµ. We now consider
the polynomials qin, i, n ≥ 0, defined by
(1.6) qin(x) =
n∑
j=0
µijsn−j(x).
We then have
(1.7) Ωm−1 det
(
T i−1(pm+j−1(x))
)n
i,j=1
= Cn,m det
(
qj−1n+i−1(x)
)m
i,j=1
,
where Ωm−1 and Cn,m are independent of x:
Ωm−1 = det(µ
j−1
m−i)
m
i,j=1, Cn,m = (−1)
mn+(m2 )
n−1∏
j=0
ξm+j
σm+j
and ξn and σn are the coefficients of x
n in the power expansion of pn and rn,
respectively.
Let us note that we have some degrees of freedom in the polynomials qin, n, i ≥ 0.
Indeed, for a given number x0, they depend on the numbers rn(x0), n ≥ 1, and on
the sequence of polynomials (ψi)i.
The content of this paper is as follows. In Section 4 we prove Theorem 1.2
(actually a further extension for orthogonal polynomials with respect to a bilinear
form defined in P × P). The proof is similar to that of Leclerc for Theorem 1.1
and it is based on some Turnbull determinantal identities (see Section 3). Section
5 is devoted to specialize Theorem 1.2 to some relevant operators (such as the
derivative, the first order difference operator ∆ and others). We show that for these
operators, the polynomials qin and the determinant in the right hand side of (1.7)
have a richer estructure and more properties. In particular, the specialization for
the first order difference operator ∆ will allow us to prove our conjectures in [4] for
symmetries of Casorati determinants of Charlier, Meixner, Krawtchouk and Hahn
orthogonal polynomials. We also prove some related symmetries for determinants
of dual Hahn, Racah and Wilson polynomials. For a convenient normalization of
these classical discrete families of orthogonal polynomials the symmetries look very
elegant. Here it is the particular case of Hahn polynomials.
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For α + c −N 6= −1,−2, · · · we write (hα,c,Nn )n for the sequence of Hahn poly-
nomials defined by
hα,c,Nn (x) =
1
n!
n∑
j=0
(1 −N + j)n−j(c+ j)n−j
(n+ α+ c−N + j)n−j
(
n
j
)(
x
j
)
j!,
and Hα,c,Nn,m,x, n,m ≥ 0, for the Casorati Hahn determinant
Hα,c,Nn,m,x = det
(
hα,c,Nm+j−1(x+ i− 1)
)n
i,j=1
Then, for n,m ≥ 0, we have
Hα,c−n−m,N+n+mn,m,x = (−1)
nmH−α,2−c,−Nm,n,−x .
In Section 6 we show that for certain operators T , the determinant in the right
hand side of the previous theorem can be rewritten in terms of Selberg type inte-
grals. Indeed, write Λ(x) for the Vandermonde determinant
(1.8) Λ(x) =
∏
1≤i<j≤m
(xi − xj),
where x stands for the multivariable x = (x1, · · · , xm). Given a measure µ, consider
the multiple integral
(1.9)
∫
· · ·
∫
s(x)Λ2γ(x)dµ(x),
where dµ(x) = dµ(x1) · · · dµ(xm) and s(x) is a symmetric polynomial in the vari-
ables x1, · · · , xm. It seems to be rather difficult to get explicit fomulae for the
integral (1.9) even for simple measures µ.
When µ is the Jacobi measure dµ = xα−1(1 − x)β−1dx, α, β > 0, and s(x) = 1,
the integral (1.9) is the celebrated Selberg integral ([21], see also [7]):
∫ 1
0
· · ·
∫ 1
0
Λ2γ(x)
m∏
j=1
xα−1j (1−xj)
β−1dx =
m−1∏
j=0
Γ(α+ jγ)Γ(β + jγ)Γ(1 + (j + 1)γ)
Γ(α+ β + (m+ j − 1)γ)Γ(1 + γ)
.
Other choices of s(x) give well-known extensions of the Selberg integral. For in-
stance, s(x) =
∏m
j=1(xj−u) is Aomoto’s integral [1], and s(x) = Jλ(x1, · · · , xm, 1/γ),
where γ ∈ N and Jλ is a Jack polynomial, is Kadell’s integral [9].
For s(x) = 1 and µ the Hermite measure dµ = e−x
2/2dx, the integral (1.9) is the
also celebrated Mehta integral.
Given a number u and a linear operator T as in Theorem 1.2, we associate it
the two sequences of polynomials (rn)n and (sn)n as above. In this case we take
rn(u) = 0, n ≥ 1 (these conditions define rn, n ≥ 0, uniquely). We write rn = rn,u
to stress the dependence of rn on u. We then have.
Theorem 1.3. Assume that there are numbers aj, j ≥ 1, with a1 = u and rn,u(x) =
σn
∏n
j=1(x−aj), n ≥ 1. Let (pˆn)n be the sequence of monic orthogonal polynomials
with respect to the measure µ, then
(1.10)
∫
· · ·
∫
Λ2(x)
m∏
j=1
rn,u(xj)dµ(x) = CT,n,m det
(
T i−1(pˆm+j−1(u))
)n
i,j=1
,
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where
CT,n,m = (−1)
mnm!σmn
m−1∏
j=0
‖pˆj‖
2
n−1∏
j=0
σj .
For n = 1, the identity (1.10) is known (see [22], (2.2.10)).
Theorem 1.3 applies to the relevant operators T = d/dx and T = ∆ since in each
case we can choose polynomials rn, n ≥ 0, with T (rn) = rn−1 and satisfying the
hypothesis in Theorem 1.3. We can then deduce some Selberg type integrals and
sums corresponding to γ = 1 in (1.9). For instance, for T = d/dx, n = 0, u = 0,
and µ the Jacobi weight, we recover the Selberg integral for γ = 1. The case n = 1
and again γ = 1 is Aomoto’s result for (1.9) when s(x) =
∏m
j=1(xj − u) ([1]). For
T = ∆, n = 0, u = 0 and µ the Meixner, Krawtchouk or Hahn weights Theorem 1.3
gives a deduction for Askey conjectures 5, 6 and 7, respectively, in [2] when γ = 1.
The case n = 1 and again γ = 1 can be considered a discrete version of Aomoto’s
integral.
In Section 7, we show that for certain operators T and certain families of orthog-
onal polynomials (pn)n, one (or both) of the determinants in (1.7) can be rewritten
as the constant term of certain multivariate Laurent expansions. This is not sur-
prising, because certain identities for constant term of Laurent polynomials are
closely related to Selberg integrals. The first of these constant term identities was
conjectured by Dyson [5] in 1962 in his study of the statistical theory of complex
systems:
C.T.|z=0
∏
1≤i<j≤n
(
1−
zi
zj
)k (
1−
zj
zi
)k
=
(kn)!
(k!)n
,
where we denote by C.T.|z=0F (z) the constant term of the Laurent expansion at
z = (z1, · · · , zn) = (0, · · · , 0) of F (z).
Macdonald [16] in 1982 related Dyson identity with the root system An−1 and
posed some other conjectures which generalize Dyson constant term identity to
all finite root systems. Morris [17] also proposed some constant term identities
related to root systems and Selberg integrals. The following one can be considered
a contour version of Selberg integral:
(1.11)
C.T.|z=0Λ
2k(z)
n∏
j=1
(
1−
zj
a
)x
z
m+k(n−1)
j
= (−1)k(
n
2)+mna−mn
n−1∏
j=0
(x+ kj)!(k(j + 1))!
(x−m+ kj)!(m+ kj)!k!
,
where x,m, k, n are nonnegative integers, m ≤ x and a 6= 0.
For T = ∆ and µ the Meixner measure
µ =
∞∑
x=0
axΓ(x + c)
x!
δx,
Theorem 1.2 gives a generalization of Morris identity (1.11) for k = 1. Indeed,
using the integral representation for the Meixner polynomials (ma,cn )n provided by
the generating function(
1−
z
a
)x
(1− z)−x−c =
∞∑
n=0
ma,cn (x)z
n,
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we prove the following constant term identity:
C.T.|z=0
n∏
j=1
(
1−
zj
a
)x
(1− zj)x+c+n−1z
m+n−1
j
∏
1≤i<j≤n
(zi − zj)
2
= (−1)(
m
2 )+(
n
2)+nmn!a(
m
2 ) det
(
ma,−c−n−i−j+3n+i−1 (−x+ j − 1)
)m
i,j=1
.
For c = −x− n+ 1, the determinant in the right hand side of this identity can be
easily computed, and we recover Morris identity (1.11) for k = 1. For m = 1, we
get
C.T.|z=0
n∏
j=1
(
1−
zj
a
)x
(1 − zj)x+c+n−1znj
∏
1≤i<j≤n
(zi − zj)
2 = (−1)(
n+1
2 )n!ma,−c−n+1n (−x).
which it can be considered a contour integral version of Aomoto’s integral [1].
We find other constant term identities using ultraspherical and Charlier polyno-
mials.
2. Preliminaries
Let 〈, 〉 be a bilinear form acting in the linear space of polynomials: 〈, 〉 : P ×
P → C. Let K be a positive integer or infinity. We say that the polynomials pn,
0 ≤ n ≤ K, are pseudo-orthogonal with respect to 〈, 〉 if 〈pn, pj〉 = 0, 0 ≤ j ≤ n− 1
and 1 ≤ n ≤ K. If, in addition, pn has degree n, 0 ≤ n ≤ K, we say that (pn)
K
n=0 is
a sequence of orthogonal polynomials with respect to 〈, 〉. It is clear that the n-th
orthogonal polynomial with respect to a bilinear form, if there exists, is unique up
to multiplicative constants.
Let (rn)
K
n=0 and (ψn)
K
n=0 be two sequences of polynomials satisfying that deg(rn) =
deg(ψn) = n. Write σn for the leading coefficient of rn. Write also µ
i
j = 〈rj , ψi〉,
0 ≤ i, j ≤ K. We can then construct pseudo orthogonal polynomials pn, n =
0, · · · ,K, with respect to 〈, 〉 using the formula
(2.1) pn(x) =
∣∣∣∣∣∣∣∣∣
µ0n µ
1
n · · · µ
n−1
n rn(x)
µ0n−1 µ
1
n−1 · · · µ
n−1
n−1 rn−1(x)
...
...
. . .
...
...
µ00 µ
1
0 · · · µ
n−1
0 1
∣∣∣∣∣∣∣∣∣
, 1 ≤ n ≤ K, p0 = 1.
Indeed, from the definition, we straightforwardly have that 〈pn, ψj〉 = 0, j =
0, · · · , n− 1. Since deg(rj) = j, we have that deg(pn) ≤ n, and since deg(ψj) = j
as well, we can write each pj as a linear combination of ψi, i = 0, · · · , j. As a
consequence we get 〈pn, pj〉 = 0, j = 0, · · · , n− 1.
Consider now the determinants Ωn, n ≥ 0, defined by
(2.2) Ωn =
∣∣∣∣∣∣∣
µ0n · · · µ
n
n
...
. . .
...
µ00 · · · µ
n
0
∣∣∣∣∣∣∣ .
It is clear from (2.1) that the coefficient of xn in the power expansion of pn is
(−1)nΩn−1σn.
Hence, the bilinear form 〈, 〉 has a sequence pn, n = 0, · · · ,K, of orthogonal
polynomials if and only if Ωn 6= 0, 0 ≤ n ≤ K. We can then construct a sequence
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of monic orthogonal polynomials (pˆn)
K
n=0, pˆn of degree n, using the formula
(2.3)
pˆn(x) =
(−1)n
Ωn−1σn
∣∣∣∣∣∣∣∣∣
µ0n µ
1
n · · · µ
n−1
n rn(x)
µ0n−1 µ
1
n−1 · · · µ
n−1
n−1 rn−1(x)
...
...
. . .
...
...
µ00 µ
1
0 · · · µ
n−1
0 1
∣∣∣∣∣∣∣∣∣
, 1 ≤ n ≤ K, p0 = 1.
The determinant Ωn can be computed in terms of the norm of the monic poly-
nomials. Indeed, write ‖pˆn‖
2 = 〈pˆn, pˆn〉. If we write υn for the leading coefficient
of ψn, we have ψn = υnpˆn +
∑n−1
j=0 αn,j pˆj . And hence 〈pˆn, ψn〉 = υ¯n‖pˆn‖
2. Using
(2.3), we also get 〈pˆn, ψn〉 = (−1)
nΩn/(Ωn−1σn). From where we get
(2.4) Ωn = (−1)
n(n+1)/2
n∏
j=0
σj υ¯j‖pˆj‖
2.
In this paper, we are mainly interested in bilinear form defined by a measure µ
supported in the real line: 〈p, q〉 =
∫
pqdµ.
A bilinear form can be represented by a measure supported in the real line if and
only if it is Hermitian (〈p, q〉 = 〈q, p〉, p, q ∈ P) and the operator of multiplication
by x is symmetric with respect to the bilinear form: 〈xp, q〉 = 〈p, xq〉, p, q ∈ P.
We need some combinatorial identities which we include in the following lemma.
Lemma 2.1. For x, u ∈ R and n, i, j, g ∈ N we have
(2.5)
(
x
i
)
=
i∑
l=0
(
j
i− l
)(
x− j
l
)
.
For i ≤ g ≤ n+ i, we have
(2.6)
(
g
i
)(
−x+ i
n+ i− g
)
=
min(n,g)∑
j=0
(
j
i+ j − g
)(
g
g − j
)(
−x
n− j
)
.
And for 0 ≤ g ≤ n, we have
(
g + i
i
)(
x+ u+ n+ i− 1
n− g
)
(x − i)n−g
(2.7)
=
n∑
j=0
(−1)j−g(u+ g + i)j−g(x)n−j
(
j
j − g
)(
g + i
j
)(
x+ u+ n− 1
r − j
)
.
Proof. The identities can be proved from the basic identity
(
u
v
)
=
(
u−1
v
)
+
(
u−1
v−1
)
using induction on x.

3. Leclerc version of Turnbull determinantal identities
In this section, we recall briefly Leclerc notation of [14] for minor identities (which
is a variant of Turnbull’s dot notation, [24], p. 27). Let M be a n× p matrix with
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p > n and a, b, c, · · · , d be n column vectors of M . The maximal minor of M taken
on these n columns is denoted by either a bracket or a one line tableau:
[ab · · · c] = a b · · · c .
A product of k minors of M is designated by a k × n tableau. For instance, for
k = 2:
[ab · · · c] · [de · · · f ] =
a b · · · c
d e · · · f
.
To denote alternating sums of products of minors, tableaux with boxes enclosing
certain vectors are used. Let T be a k×n tableau and A a subset of elements of T .
Given a permutation σ of the elements of A, denote by σ(T ) the tableau in which
the elements of A are permuted by σ. Now, boxing in T the elements of A, we
get a new tableau τ which will represent the alternating sum of all tableaux σ(T ),
taking into account the fact that a permutation of elements of the same row gives
a trivial action. More precisely τ is defined by
τ =
∑
σ
sign(σ)σ(T ),
where σ runs trough the cosets of the symmetric group Σ(A) modulo the subgroup
of the permutations which leave unchanged the rows of T . For example,
a b c
d e f
=
a b c
d e f
−
f b c
d e a
−
a f c
d e b
.
We can now state Turnbull’s identity (see [24], p. 48 and [14]).
Theorem 3.1. Let τ be a p×n tableau with set of enclosed elements A of cardinality
≤ n. Let R be one of the rows of T and denote by B the set of elements of R which
are not enclosed. Form a new tableau ν by (i) exchanging the elements of A which
do not belong to R with elements of B; (ii) removing the boxes of the elements of
A; (iii) boxing the elements of B; then τ = ν.
Take for instance
τ =
a α β γ δ ǫ
b c f g h i
d j k l m o
and choosing for R the first row, we have A = {a,b, c,d}, B = {α, β, γ, δ, ǫ} and
we obtain
τ =
a α β γ δ ǫ
b c f g h i
d j k l m o
=
a b c d δ ǫ
α β f g h i
γ j k l m o
= ν
Note that here τ represents a sum of 12 products of minors, whereas ν stands for
a sum of 30 products.
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4. Wronskian type determinants of orthogonal polynomials
We are now ready to establish and prove the main result of this paper.
Consider a linear operator T acting in the linear space of polynomials P and
satisfying that deg(T (p)) = deg(p) − 1, for all polynomial p. We associate two
sequences of polynomials (rn)n and (sn)n to this operator T . The sequence (rn)n
satisfies that
(4.1)
{
r0 = 1 and the degree of rn is n, n ≥ 0,
T (rn) = rn−1, n ≥ 0.
This sequence of polynomials always exists and it is unique if we fix the values
of rn, n ≥ 1, at a given number x0. Indeed, fix a sequence of numbers (ξn)n≥1
and assume that we have constructed the polynomials rj , j = 0, · · · , n, satisfying
rj(x0) = ξj and (4.1). Since T ((x − x0)
n+1) is a polynomial of degree n, we can
write T ((x− x0)
n+1) =
∑n
j=0 αjrj , with αn 6= 0. We then define
rn+1(x) =
(x − x0)
n+1 −
∑n−1
j=0 αj(rj+1(x)− ξj+1)
αn
+ ξn+1.
From where we easily get that rn+1 has degree n+1, T (rn+1) = rn and rn+1(x0) =
ξn+1.
The sequence (sn)n are now defined recursively by s0 = 1 and
(4.2)
n∑
j=0
sj(x)rn−j(x) = 0.
It is easy to see that if we write Ψr(x, t), Ψs(x, t) for the (formal) generating
functions of the sequences (rn)n, (sn)n, respectively,
(4.3) Ψr(x, t) =
∞∑
n=0
rn(x)t
n, Ψs(x, t) =
∞∑
n=0
sn(x)t
n,
we have Ψr(x, t)Ψs(x, t) = 1.
Theorem 4.1. Let T be a linear operator acting in the linear space of polynomials
satisfying deg(T (p)) = deg(p) − 1, for all polynomial p. We associate it the two
sequences of polynomials (rn)n and (sn)n defined as above (see (4.1) and (4.2)).
Let 〈, 〉 be a bilinear form acting in the linear space of polynomials. For a given
sequence of polynomials (ψi)i, ψi of degree i, we write µ
i
j = 〈rj , ψi〉, 0 ≤ i, j.
With the operator T and the bilinear form 〈, 〉 we associate the polynomials pn, q
i
n,
n, i ≥ 0. The polynomials pn, n ≥ 0, are the pseudo orthogonal polynomials with
respect to 〈, 〉 defined by p0 = 1 and for n ≥ 1
(4.4) pn(x) =
∣∣∣∣∣∣∣∣∣
µ0n µ
1
n · · · µ
n−1
n rn
µ0n−1 µ
1
n−1 · · · µ
n−1
n−1 rn−1
...
...
. . .
...
...
µ00 µ
1
0 · · · µ
n−1
0 1
∣∣∣∣∣∣∣∣∣
.
The polynomials qin, n, i ≥ 0, are defined by
(4.5) qin(x) =
n∑
j=0
µijsn−j(x).
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We then have
(4.6) det
(
T i−1(pm+j−1)
)n
i,j=1
= Cn,m det
(
qj−1n+m−i
)m
i,j=1
,
where Cn,m = (−1)
(n2)
∏n−2
j=0 Ωm+j is independent of x (and Ωn is defined by (2.2)).
Proof. The proof is similar to that of Leclerc for Theorem 1.1 in the Introduction
(see [15]).
Let us introduce the (m+ n)× (m+ 3n− 2) matrix

1 0 ··· 0 µ0m+n−1 µ
1
m+n−1 ··· µ
m+n−2
m+n−1
rm+n−1 T (rm+n−1) ··· T
n−1(rm+n−1)
0 1 ··· 0 µ0m+n−2 µ
1
m+n−2 ··· µ
m+n−2
m+n−2
rm+n−2 T (rm+n−2) ··· T
n−1(rm+n−2)
...
...
...
...
...
...
...
...
...
0 0 ··· 1 µ0m+1 µ
1
m+1 ··· µ
m+n−2
m+1
rm+1 T (rm+1) ··· T
n−1(rm+1)
0 0 ··· 0 µ0m µ
1
m ··· µ
m+n−2
m rm T (rm) ··· T
n−1(rm)
...
...
...
...
...
...
...
...
...
0 0 ··· 0 µ00 µ
1
0 ··· µ
m+n−2
0
1 0 ··· 0


.
The column vectors of this matrix will be denoted from left to right by:
1,2, · · · ,n− 1, µ0, µ1 · · · , µm+n−2, r,T(r), · · · ,Tn−1(r).
Using the notation of Section 3, the left-hand side of (4.6) is written as∣∣∣∣∣∣∣∣∣
[12 · · ·n− 1µ0 · · ·µm−1r] [12 · · ·n− 2µ0 · · ·µmr] · · · [µ0 · · ·µm+n−2r]
[12 · · ·n− 1µ0 · · ·µm−1T(r)] [12 · · ·n− 2µ0 · · ·µmT(r)] · · · [µ0 · · ·µm+n−2T(r)]
...
...
...
[1 · · ·n− 1µ0 · · ·µm−1Tn−1(r)] [1 · · ·n− 2µ0 · · ·µmTn−1(r)] · · · [µ0 · · ·µm+n−2Tn−1(r)]
∣∣∣∣∣∣∣∣∣
Now using the transformation of Theorem 3.1 with R being the last row, this
tableau is equal to
1 2 · · · n− 2 n− 1 µ0 µ1 · · · µm−1 µm
1 2 · · · n− 2 µ0 µ1 µ2 · · · µm µm+1
...
...
...
...
1 µ0 · · · · · · · · · · · · · · · · · · µm+n−3 µm+n−2
µ0 µ1 · · · · · · µm−1 r T(r) · · · Tn−2(r) Tn−1(r)
=
1 2 · · · n− 2 n− 1 µ0 µ1 · · · µm−1 µm
1 2 · · · n− 2 µ0 µ1 µ2 · · · µm µm+1
...
...
...
...
1 µ0 · · · · · · · · · · · · · · · · · · µm+n−3 µm+n−2
µ0 µ1 · · · · · · µm−1 r T(r) · · · Tn−2(r) Tn−1(r)
Note that all boxes have been deleted in the second tableau because all the other
permutations of the letters enclosed give rise to tableaux with two equal letters on
some row, which are therefore equal to zero in view of the skew-symmetry of the
determinant. Thus, we have rewritten the Wronskian type determinant of (4.6) as
a product of n determinants, where only the last one depends on the variable x.
Explicitly, we have obtained that the left-hand side of (4.6) is equal to
Ωm+n−2Ωm+n−3 · · ·ΩmΘ(x)
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where
Θ(x) =
∣∣∣∣∣∣∣∣∣∣∣
µ0m+n−1 µ
1
m+n−1 · · · µ
m−1
m+n−1 rm+n−1 T (rm+n−1) · · · T
n−1(rm+n−1)
µ0m+n−2 µ
1
m+n−2 · · · µ
m−1
m+n−2 rm+n−2 T (rm+n−2) · · · T
n−1(rm+n−2)
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
,
and Ωn is defined by (2.2). Taking into account that T (rn) = rn−1, we have
Θ(x) =
∣∣∣∣∣∣∣∣∣∣∣
µ0m+n−1 µ
1
m+n−1 · · · µ
m−1
m+n−1 rm+n−1 rm+n−2 · · · rm
µ0m+n−2 µ
1
m+n−2 · · · µ
m−1
m+n−2 rm+n−2 rm+n−3 · · · rm−1
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
.
We now add to the first row of this determinant the linear combination of the next
m+ n− 1 rows multiplying the j-th row by sj−1(x), j = 2, · · · ,m + n. (4.5) and
(4.2) then give
Θ(x) =
∣∣∣∣∣∣∣∣∣∣∣
q0m+n−1 q
1
m+n−1 · · · q
m−1
m+n−1 0 0 · · · 0
µ0m+n−2 µ
1
m+n−2 · · · µ
m−1
m+n−2 rm+n−2 rm+n−3 · · · rm−1
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
.
In a similar way, we add to the second row of this determinant the linear combina-
tion of the nextm+n−2 rows multiplying the j-th row by sj−2(x), j = 3, · · · ,m+n.
(4.5) and (4.2) then give
Θ(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
q0m+n−1 q
1
m+n−1 · · · q
m−1
m+n−1 0 0 · · · 0
q0m+n−2 q
1
m+n−2 · · · q
m−1
m+n−2 0 0 · · · 0
µ0m+n−3 µ
1
m+n−3 · · · µ
m−1
m+n−3 rm+n−3 rm+n−4 · · · rm−2
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
Proceeding in the same way m times we have
Θ(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
q0m+n−1 q
1
m+n−1 · · · q
m−1
m+n−1 0 0 · · · 0
...
...
...
...
...
...
q0n q
1
n · · · q
m−1
n 0 0 · · · 0
µ0n−1 µ
1
n−1 · · · µ
m−1
n−1 rn−1 rn−2 · · · 1
...
...
...
...
...
...
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
And hence
Θ(x) = (−1)(
n
2)
∣∣∣∣∣∣∣
q0m+n−1 q
1
m+n−1 · · · q
m−1
m+n−1
...
...
...
q0n q
1
n · · · q
m−1
n
∣∣∣∣∣∣∣ .
This finishes the proof of the Theorem. 
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Theorem 1.2 in the Introduction is an easy corollary of Theorem 4.1 just taking
into account the expression (2.3) for the monic orthogonal polynomials pˆn with
respect to a measure and that pn = ξnpˆn.
5. Specialization to some relevant operators
For some relevant operators the estructure of the determinant in the right hand
side of (1.7) is richer. Indeed, as we can see in Leclerc identity (1.3), for the
derivative the polynomials ψi, i ≥ 0, can be taken so that this determinant has
a Hankel structure. For the first order linear operator ∆ there are also choices of
the polynomials ψi, i ≥ 0, so that this determinant has almost a Hankel structure.
There also are other operators for which the polynomials ψi, i ≥ 0, can be taken
so that the determinant in the right hand side of (1.7) has a Toeplitz structure.
The operators defined by Tµ(pn) = pn−1, where (pn)n is a sequence of orthogonal
polynomials with respect to any given measure µ, are among these operators.
On the other hand, these relevant operators have associated distinguished se-
quences of orthogonal polynomials for which the polynomials ψi, i ≥ 0, can be
taken so that the polynomials qin, n, i ≥ 0, are again orthogonal. That is the case
of the classical families of Laguerre and Jacobi for the derivative and the classical
discrete families of Charlier, Meixner, Krawtchouk and Hahn for the first order
difference operator. For these examples, the polynomials qin belong, up to a change
of variable, to the same family (but with different parameters). This will allow
us to prove our conjectures in [4]. For certain measures µ (for instance, Laguerre,
ultraspherical, Charlier and Meixner measures) and the corresponding operator Tµ
(defined as above), the polynomials ψi, i ≥ 0, can also be taken so that the poly-
nomials qin, n, i ≥ 0, belong, up to a change of variable, to the same family (but
with different parameters).
5.1. The derivative. In the case of the derivative, T = d/dx, we can take
rn(x) =
(x − x0)
n
n!
,(5.1)
ψi(x) = (x − x0)
i,(5.2)
where x0 is a fixed number. A simple computation then shows that
(5.3) sn(x) =
(−x+ x0)
n
n!
,
(see (4.1) and (4.2) for the definition of the polynomials rn, sn, n ≥ 0.) If we write
µn =
∫
(x− x0)
ndµ for the generalized moments of the measure µ, we then have
(5.4) µij =
∫
ψirjdµ =
∫
(x− x0)
i+j
j!
dµ =
µi+j
j!
.
From where it easily follows that qi+1n − (x − x0)q
i
n = (n+ 1)q
i
n+1, and for x0 = 0
qn = n!q
0
n, where qn, q
i
n, n, i ≥ 0, are the polynomials defined by (1.2) and (1.6),
respectively. This shows that the determinant in the right hand side of (1.7) can be
reduced to the Hankel determinant in the right hand side of Leclerc identity (1.3).
We now check that for the classical families of Laguerre and Jacobi, the number
x0 and the sequence of polynomials (ψn)n can be chosen such that the polynomi-
als qin belong, up to a change of variable, to the same family (but with different
parameters).
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5.1.1. Jacobi polynomials. For α, β ∈ R, α + β 6= −1,−2, · · · , we use the standard
definition of the Jacobi polynomials (Pα,βn )n in terms of the hypergeometric function
(5.5) Pα,βn (x) =
(
n+ α
n
) n∑
j=0
2−j(n+ α+ β + 1)j
(α+ 1)j
(
n
j
)
(x− 1)j
(that and the next formulas can be found in [6], pp. 169-173).
For α, β, α + β 6= −1,−2, · · · , they are orthogonal with respect to a measure
µα,β = µα,β(x)dx, which we normalize by taking∫
µα,β(x)dx = 2
α+β+1Γ(α+ 1)Γ(β + 1)
Γ(α+ β + 2)
.
We write cα,β for the constant in the right hand side of this identity.
The measure µα,β is positive only when α, β > −1, and then
(5.6) µα,β(x) = (1 − x)
α(1 + x)β , −1 < x < 1.
We now show that by choosing x0 = 1, the polynomials q
i
n, n, i ≥ 0, are, up to
a change of variable, again Jacobi polynomials (but with different parameters).
Indeed, we have that
µ0n =
∫
(x− 1)nµα,β(x)dx = cα,β
(−2)n(α+ 1)n
(α+ β + 2)n
.
Taking into account the definition of the polynomials qin (1.6) and (5.4), we have
qin(x) = cα,β
n∑
j=0
(−2)i+j(α+ 1)i+j
(α+ β + 2)i+jj!
(1− x)n−j
(n− j)!
= cα,β
(−2)i(α+ 1)i
n!(α+ β + 2)i
n∑
j=0
(−2)j(α+ i+ 1)j
(α+ β + i+ 2)j
(
n
j
)
(1− x)n−j .(5.7)
The definition (5.5) for the Jacobi polynomials gives
(1− x)nPα+β+i+1,−n−β−1n
(
x+ 3
x− 1
)
=
(
n+ α+ β + i+ 1
n
)
×
n∑
j=0
(−2)j(α+ i+ 1)j
(α + β + i+ 2)j
(
n
j
)
(1− x)n−j .(5.8)
Comparing (5.7) and (5.8), we deduce that
qin(x) =
(−2)icα,β(α+ 1)i
(α+ β + 2)n+i
(1− x)nPα+β+i+1,−n−β−1n
(
x+ 3
x− 1
)
.
5.1.2. Laguerre polynomials. For α ∈ R, we use the standard definition of the
Laguerre polynomials (Lαn)n
(5.9) Lαn(x) =
n∑
j=0
(
n+ α
n− j
)
(−x)j
j!
(that and the next formulas can be found in [6], pp. 188-192).
For α 6= −1,−2, · · · , they are orthogonal with respect to a measure µα =
µα(x)dx, which we normalize by taking∫
µα(x)dx = Γ(α+ 1).
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The measure µα is positive only when α > −1, and then
(5.10) µα(x) = x
αe−x, 0 < x.
One can see that by choosing x0 = 0, the polynomials q
i
n, n, i ≥ 0, are, up to
a change of variable, again Laguerre polynomials (but with different parameters).
Indeed, proceeding as before for the Jacobi polynomials, we deduce that
qin(x) = (−1)
nΓ(α+ i+ 1)L−α−i−n−1n (−x).
5.2. The first order difference operator ∆. For the first order difference op-
erator, T = ∆, we take
(5.11) rn(x) =
(
x
n
)
, ψi(x) =
(
x
i
)
.
A simple computation then shows that
(5.12) sn(x) =
(
−x
n
)
.
Using (2.5), we get
µij =
∫
ψirjdµ =
∫ (
x
i
)(
x
j
)
dµ =
i∑
l=0
(
j
i− l
)∫ (
x− j
l
)(
x
j
)
dµ
=
i∑
l=0
(
j
i− l
)∫ (
j + l
l
)(
x
j + l
)
dµ =
i∑
l=0
(
j
i− l
)(
j + l
l
)
µ0j+l.
Using now (2.6), we find
qin(x) =
n∑
j=0
µij
(
−x
n− j
)
=
n∑
j=0
i∑
l=0
(
j
i− l
)(
j + l
l
)
µ0j+l
(
−x
n− j
)
=
n+i∑
g=i
µ0g
min(n,g)∑
j=0
(
j
i+ j − g
)(
g
g − j
)(
−x
n− j
)
=
n+i∑
g=i
µ0g
(
g
i
)(
−x+ i
n+ i− g
)
=
n∑
g=0
µ0g+i
(
g + i
i
)(
−x+ i
n− g
)
.(5.13)
This formula for qin allows us to show that the determinant in the right hand side
of (1.7) has almost a Hankel structure. Indeed, a simple computation using (5.13)
gives that
qi+1n (x) +
−x+ i+ 1
i+ 1
qin(x) =
n+ 1
i+ 1
qin+1(x− 1).
If we write qn = n!q
0
n, it is easy to see that the determinant in the right hand side
of (1.7) reduces to
1
n!m(1 + i)m(m−1)/2
det (qn+i+j−2(x− j + 1))
m
i,j=1 .
For the classical discrete families of Charlier, Meixner, Krawtchouk and Hahn,
the polynomials qin, n, i ≥ 0, are actually polynomials of the same family (but
with different parameters) in the variable −x + i. This will allow us to prove our
conjectures in [4] on Casorati determinants for Charlier, Meixner and Krawtchouk
orthogonal polynomials. Although we will consider real parameters, the identities
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(5.19), (5.25), (5.30), (5.35), (5.55), (5.56) and (5.57) hold also for complex param-
eters (since both size of these identities are analytic functions of the parameters).
5.2.1. Charlier polynomials. The monic Charlier polynomials are defined by
(5.14) cˆan(x) =
n∑
j=0
(−a)n−j
(
n
j
)(
x
j
)
j!, a 6= 0,
(that and the next formulas can be found in [3], pp. 170-1; see also [13], pp, 247-9
or [18], ch. 2). The Charlier polynomials (cˆan)n are orthogonal with respect to the
discrete measure
(5.15) ρa =
∑
x∈N
ax
x!
δx.
The norm of the monic Charlier polynomials is given by
(5.16) ‖cˆan‖
2 = ean!an.
We now show that the polynomials qin, n, i ≥ 0, are, up to a linear change of
variable, again Charlier polynomials (but with parameter −a). Indeed, a simple
computation gives µ0j =
∫ (
x
j
)
dρa = e
aaj/j!. Using (5.13) we get
qin(x) = e
a
n∑
g=0
ag+i
(g + i)!
(
g + i
i
)(
−x+ i
n− g
)
=
eaai
i!n!
n∑
g=0
ag
(
n
n− g
)(
−x+ i
n− g
)
(n− g)!
=
eaai
i!n!
cˆ−an (−x+ i).(5.17)
Consider now the following normalization of the Charlier polynomials
(5.18) can(x) =
cˆan(x)
n!
, n ≥ 0,
and the Casorati Charlier determinant
Can,m,x = det
(
cam+j−1(x + i− 1)
)n
i,j=1
Corollary 5.1. For n,m ≥ 0 and a 6= 0, we have
(5.19) Can,m,x = (−1)
nmC−am,n,−x.
Moreover, conjecture 1.1 in [4] (see (1.4)) holds for n, k,m ≥ 0 and a 6= 0.
Proof. The identity (5.19) follows straightforwardly from the identity (1.7) for the
first order difference operator ∆, (5.17) and the definition (5.18) of the polynomials
(can)n.
Using the duality
(−1)n
an
cˆan(m) =
(−1)m
am
cˆam(n), n,m ≥ 0,
we can easily rewrite Conjecture 1.1 in [4] (see (1.4)) as the particular case of
identity (5.19) when x is a positive integer. This proves Conjecture 1.1 in [4]. 
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5.2.2. Meixner polynomials. The monic Meixner polynomials are defined by
(5.20) mˆa,cn (x) =
(c)n
(1− 1/a)n
n∑
j=0
(1 − 1/a)j
(c)j
(
n
j
)(
x
j
)
j!, a 6= 0, 1
(we have taken a slightly different normalization from the one used in [3], pp. 175-7,
from where the next formulas can be easily derived; see also [13], pp, 234-7 or [18],
ch. 2). For a 6= 0, 1 and c 6= 0,−1,−2, · · · , they are always orthogonal with respect
to a (possibly signed) measure ρa,c, which we normalize by taking
∫
dρa,c = Γ(c).
For 0 < |a| < 1 and c 6= 0,−1,−2, · · · , we have
(5.21) ρa,c = (1− a)
c
∞∑
x=0
axΓ(x+ c)
x!
δx.
The moment functional ρa,c can be represented by a positive measure only when
0 < a < 1 and c > 0. The norm of the monic Meixner polynomials is given by
(5.22) ‖mˆa,cn ‖
2 =
an
(1− a)2n
n!Γ(c+ n).
A simple computation gives
µ0j =
ajΓ(c+ j)
(1− a)jj!
.
Proceeding as before for the Charlier polynomials, we can prove that the polyno-
mials qin, n, i ≥ 0, are, up to a linear change of variable, again Meixner polynomials
(but with different parameters):
(5.23) qin(x) =
aiΓ(c+ i)
i!n!(1− a)i
mˆa,−c−n−i+1n (−x+ i).
Consider now the following normalization of the Meixner polynomials
(5.24) ma,cn (x) =
mˆa,cn (x)
n!
, n ≥ 0,
and the Casorati Meixner determinant
Ma,cn,m,x = det
(
m
a,c
m+j−1(x + i− 1)
)n
i,j=1
.
Corollary 5.2. For n,m ≥ 0 and a 6= 0, 1, we have
(5.25) Ma,c−n−mn,m,x = (−1)
nmMa,2−cm,n,−x.
Moreover, Conjecture (3.7) in [4] holds for n, k,m ≥ 0 and a 6= 0, 1.
Proof. Assume first c−n−m 6= 0,−1,−2, · · · , so that the polynomials (ma,c−n−mn )n
are orthogonal with respect to a measure. The identity (5.25) then follows from the
identity (1.7) for the first order difference operator ∆, (5.23), the definition (5.24)
of the polynomials (ma,cn )n and the identities
m
a,c−1
n (x) = m
a,c
n (x) −
a
a− 1
m
a,c
n−1(x),
m
a,c+1
n (x) =
a
a− 1
m
a,c
n (x+ 1)−
1
a− 1
m
a,c
n (x).
Since both sides of the identity (5.25) are polynomials in c, this identity also holds
for c− n−m = 0,−1,−2, · · · .
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Using the duality
(a− 1)n
an(1 + c)n−1
mˆa,cn (m) =
(a− 1)m
am(1 + c)m−1
mˆa,cm (n), n,m ≥ 0,
we can easily rewrite Conjecture (3.7) in [4] as the particular case of identity (5.25)
when x is a positive integer. This proves Conjecture (3.7) in [4]. 
5.3. Krawtchouk polynomials. For a 6= 0,−1, we write (kˆa,Nn )n for the sequence
of monic Krawtchouk polynomials defined by
(5.26) kˆa,Nn (x) =
(−1)nan
(1 + a)n
n∑
j=0
(−1)j
(1 + a)j(N − n)n−j
aj
(
n
j
)(
x
j
)
.
For a 6= 0,−1 and N 6= 1, 2, · · · , they are always orthogonal with respect to a
(signed) measure ρa,N which we normalize by taking 〈ρa,N , 1〉 = 1. When N is a
positive integer and a > 0, the first N polynomials are orthogonal with respect to
the positive Krawtchouk measure
(5.27) ρa,N =
Γ(N)
(1 + a)N−1
N−1∑
x=0
ax
Γ(N − x)x!
δx.
A simple computation gives
µ0j =
(N − j)ja
j
(1 + a)jj!
.
Proceeding as before for the Charlier polynomials, we can prove that the polynomi-
als qin, n, i ≥ 0, are, up to a linear change of variable, again Krawtchouk polynomials
(but with different parameters):
(5.28) qin(x) =
ai(N − i)i
i!n!(1 + a)i
kˆa,−N+i+n+1n (−x+ i).
Consider now the following normalization of the Krawtchouk polynomials
(5.29) ka,Nn (x) =
kˆa,Nn (x)
n!
, n ≥ 0,
and the Casorati Krawtchouk determinant
Ka,Nn,m,x = det
(
ka,Nm+j−1(x+ i− 1)
)n
i,j=1
.
Corollary 5.3. For n,m ≥ 0 and a 6= 0,−1, we have
(5.30) Ka,N+n+mn,m,x = (−1)
nmKa,−Nm,n,−x.
Moreover, Conjecture (5.3) in [4] holds for n, k,m ≥ 0 and a 6= 0,−1.
Proof. We can proceed as in the proof of Corollary 5.2 but using now the identities
ka,N+1n (x) = k
a,N
n (x)−
a
1 + a
ka,Nn−1(x),
ka,N−1n (x) =
a
1 + a
ka,Nn (x + 1) +
1
1 + a
ka,Nn (x),
and the duality
n!(a+ 1)n
an(2 −N)n−1
ka,Nn (m) =
m!(a+ 1)m
am(2−N)m−1
ka,Nm (n), n,m ≥ 0.

18 ANTONIO J. DURA´N
5.3.1. Hahn polynomials. For α + c − N 6= −1,−2, · · · we write (hˆα,c,Nn )n for the
sequence of monic Hahn polynomials defined by
(5.31) hˆα,c,Nn (x) =
n∑
j=0
(1−N + j)n−j(c+ j)n−j
(n+ α+ c−N + j)n−j
(
n
j
)(
x
j
)
j!
(we have taken a slightly different normalization from the one used in [18], pp.
30-53, from where the next formulas can be easily derived; for more details see [13],
pp, 204-211).
Assume that α + c −N + 1, α−N + 1, α+ c, c 6= 0,−1,−2, · · · . If, in addition,
N is not a positive integer, then the Hahn polynomials are always orthogonal with
respect to a (possibly signed) measure ρα,c,N , which we normalize by taking∫
dρα,c,N =
Γ(α+ 1−N)Γ(c)Γ(α + c)
Γ(α+ c+ 1−N)
.
When N is a positive integer, the first N Hahn polynomials are orthogonal with
respect to the Hahn measure
(5.32) ρα,c,N = Γ(N)
N−1∑
x=0
Γ(α− x)Γ(x + c)
Γ(N − x)x!
δx
(which it is positive when α > N − 1 and c > 0). The norm of the monic Hahn
polynomials is given by
(5.33) ‖hˆα,c,Nn ‖
2 =
n!(N − n)nΓ(α−N + n+ 1)Γ(c+ n)Γ(c+ α+ n)
(α −N + c+ 2n)Γ(α−N + c+ n)(α−N + c+ n)2n
.
A computation gives
µ0j =
(N − j)jΓ(α−N + 1)Γ(c+ j)Γ(c+ α)
Γ(c+ α−N + j + 1)j!
.
Proceeding as before for the Charlier polynomials, we can prove that the polyno-
mials qin, n, i ≥ 0, are, up to a linear change of variable, again Hahn polynomials
(but with different parameters):
qin(x) =
µ0i
n!
hˆi−α,−c−n−i+1,n+1+i−Nn (−x+ i).
Consider now the following normalization of the Hahn polynomials
(5.34) hα,c,Nn (x) =
hˆα,c,Nn (x)
n!
, n ≥ 0,
and the Casorati Hahn determinant
Hα,c,Nn,m,x = det
(
hα,c,Nm+j−1(x+ i− 1)
)n
i,j=1
.
Proceeding in a similar way to the previous Sections, we can prove the following
result.
Corollary 5.4. For n,m ≥ 0 and α+ c−N 6= −1,−2, · · · , we have
(5.35) Hα,c−n−m,N+n+mn,m,x = (−1)
nmH−α,2−c,−Nm,n,−x .
We stress that this symmetry for the Casorati determinants of Hahn polynomials
is essentially different to the ones pose in the Conjectures 5.1 in [4].
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5.4. A composition of ∆ and a polynomial of second degree. In order to
prove the Conjectures 5.1 in [4], we need to modify Theorems 4.1 and 1.2 for a
composition of the first order difference operator ∆ and a second degree polynomial.
For a complex number u, write
(5.36) λ(x) = x(x+ u),
and consider the polynomials fj , rj and sj , j ≥ 0, defined by
fj(x) =
(−1)j
j!
j−1∏
i=0
(x− i(u+ i)),(5.37)
rj(x) =
(−x)j(x+ u)j
j!
,(5.38)
sj(x) = (x)j
(
x+ u+ n+m− 2
j
)
.(5.39)
Let us notice that fj , rj , j ≥ 0, are polynomials of degree j and 2j, respectively,
depending on j and u, whereas sj is a polynomial of degree 2j depending on j, u,m
and n. When we need to stress those dependencies we will write ruj , s
u,m,n
j or just
snj .
The following identities are simple exercises.
Lemma 5.5. For k, l ≥ 0, 0 ≤ l ≤ k,
rk(x) = fk(λ(x)),(5.40)
∆lruk (x) = (−1)
l
[l/2]∑
j=0
(−1)j
j!
(l + 1− 2j)2j(2x+ u+ l)l−2jr
u+l−j
k−l+j (x).(5.41)
For 0 ≤ l ≤ n and k ≥ 0
∇sn−l+1k+1 (x) = (2x+ u+m+ n− l − 2)s
n−l
k (x),(5.42)
where ∇ is the first order difference operator defined by ∇f = f(x)− f(x− 1). For
l ≥ 0, k ∈ Z and m ≥ max{0,−k + 1}, we have
m+k∑
j=0
sn+k−lj (x)r
u+n−1−l
m+k−j (x) = 0.(5.43)
We then have the following modified version of Theorems 4.1 and 1.2.
Theorem 5.6. For a complex number u, consider the polynomial λ(x) = x(x+ u)
and the first order difference operator ∆. Let 〈, 〉 be a bilinear form acting in the
linear space of polynomials. For a given sequence of polynomials (ψi)i, ψi of degree
i, we write µij = 〈fj , ψi〉, 0 ≤ i, j, where fj is the polynomial defined by (5.37).
Given two nonnegative integers n,m, with the operator ∆, the polynomial λ and
the bilinear form 〈, 〉 we associate the polynomials pk, q
i
k, k, i ≥ 0. The polynomials
pk, k ≥ 0, are the pseudo orthogonal polynomials with respect to 〈, 〉 defined by
p0 = 1 and for k ≥ 1
(5.44) pk(x) =
∣∣∣∣∣∣∣∣∣
µ0k µ
1
k · · · µ
k−1
k fk(x)
µ0k−1 µ
1
k−1 · · · µ
k−1
k−1 fk−1(x)
...
...
. . .
...
...
µ00 µ
1
0 · · · µ
k−1
0 1
∣∣∣∣∣∣∣∣∣
.
20 ANTONIO J. DURA´N
The polynomials qik, k, i ≥ 0, are defined by
(5.45) qik(x) =
k∑
j=0
µijs
u,m,n
k−j (x),
where su,m,nk are the polynomials defined by (5.39). We then have
(5.46) det
(
∆i−1(pm+j−1(λ(x))
)n
i,j=1
= Cn,m det
(
qj−1n+m−1(x− i+ 1)
)m
i,j=1
,
where
Cn,m =
(−1)(
m
2 )
∏n−1
j=1 (2x+ u+ j)j∏m−1
j=1 (2x+ u+ j + n−m)j
n−2∏
j=0
Ωm+j
(and Ωn is defined by (2.2)). Moreover, if µ is a measure, 〈p, q〉 =
∫
pqdµ and
(pn)n is a sequence of orthogonal polynomials with respect to µ (see Section 2 for
more details) then
(5.47)
Ωm−1 det
(
∆i−1(pm+j−1(λ(x)))
)n
i,j=1
= Dn,m det
(
qj−1n+m−1(x− i+ 1)
)m
i,j=1
,
where
Dn,m = m!ξm
(−1)(
m
2 )
∏n−1
j=1 (m+ j)!ξm+j(2x+ u+ j)j∏m−1
j=1 (2x+ u+ j + n−m)j
and ξn is the coefficient of x
n in the power expansion of pn.
Proof. Using (5.40), we get that
pk(λ(x)) =
∣∣∣∣∣∣∣∣∣
µ0k µ
1
k · · · µ
k−1
k rk(x)
µ0k−1 µ
1
k−1 · · · µ
k−1
k−1 rk−1(x)
...
...
. . .
...
...
µ00 µ
1
0 · · · µ
k−1
0 1
∣∣∣∣∣∣∣∣∣
.
Hence, proceeding as in the proof of Theorem 4.1, we get that the determinant in
the left hand side of (5.46) is equal to
Ωm+n−2Ωm+n−3 · · ·ΩmΘ(x)
where
Θ(x) =
∣∣∣∣∣∣∣∣∣∣∣
µ0m+n−1 µ
1
m+n−1 · · · µ
m−1
m+n−1 rm+n−1 ∆(rm+n−1) · · · ∆
n−1(rm+n−1)
µ0m+n−2 µ
1
m+n−2 · · · µ
m−1
m+n−2 rm+n−2 ∆(rm+n−2) · · · ∆
n−1(rm+n−2)
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r1 ∆(r1) · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
,
and Ωn is defined by (2.2).
Using (5.41), we get after combining the last n columns of this determinant that
(−1)(
n
2)Θ(x)∏n−1
j=1 (2x+ u+ j)j
=
∣∣∣∣∣∣∣∣∣∣∣
µ0m+n−1 µ
1
m+n−1 · · · µ
m−1
m+n−1 r
u
m+n−1 r
u+1
m+n−2 · · · r
u+n−1
m
µ0m+n−2 µ
1
m+n−2 · · · µ
m−1
m+n−2 r
u
m+n−2 r
u+1
m+n−3 · · · r
u+n−1
m−1
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r
u
1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
.
WRONSKIAN TYPE DETERMINANTS OF ORTHOGONAL POLYNOMIALS 21
We now consider the polynomials defined by
qi,lk (x) =
k∑
j=0
µijs
u,m,n−l
k−j (x).
Notice that qi,0k = q
i
k, where q
i
k are the polynomials defined by (5.45).
We then add to the first row of the previous determinant the linear combination
of the next m+n− 1 rows multiplying the j-th row by su,m,nj−1 (x), j = 2, · · · ,m+n.
Using (5.43) for k = l and l = 0, · · · , n− 1 we get
(−1)(
n
2)Θ(x)∏n−1
j=1 (2x+ u+ j)j
=
∣∣∣∣∣∣∣∣∣∣∣
q0,0m+n−1 q
1,0
m+n−1 · · · q
m−1,0
m+n−1 0 0 · · · 0
µ0m+n−2 µ
1
m+n−2 · · · µ
m−1
m+n−2 r
u
m+n−2 r
u+1
m+n−3 · · · r
u+n−1
m−1
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣
.
In a similar way, we add to the second row of this determinant the linear com-
bination of the next m + n − 2 rows multiplying the j-th row by su,m,n−1j−2 (x),
j = 3, · · · ,m+ n. Using (5.43) for k = l − 1 and l = 0, · · · , n− 1 we get
(−1)(
n
2)Θ(x)∏n−1
j=1 (2x+ u+ j)j
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
q0,0m+n−1 q
1,0
m+n−1 · · · q
m−1,0
m+n−1 0 0 · · · 0
q0,1m+n−2 q
1,1
m+n−2 · · · q
m−1,2
m+n−2 0 0 · · · 0
µ0m+n−3 µ
1
m+n−3 · · · µ
m−1
m+n−3 r
u
m+n−3 r
u+1
m+n−4 · · · r
u+n−1
m−2
...
...
...
...
...
...
µ01 µ
1
1 · · · µ
m−1
1 r
u
1 1 · · · 0
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Proceeding in the same way m times we have
(−1)(
n
2)Θ(x)∏n−1
j=1 (2x+ u+ j)j
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
q0,0m+n−1 q
1,0
m+n−1 · · · q
m−1,0
m+n−1 0 0 · · · 0
...
...
...
...
...
...
q0,m−1n q
1,m−1
n · · · q
m−1,m−1
n 0 0 · · · 0
µ0n−1 µ
1
n−1 · · · µ
m−1
n−1 rn−1 rn−2 · · · 1
...
...
...
...
...
...
µ00 µ
1
0 · · · µ
m−1
0 1 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
And hence
Θ(x) =
n−1∏
j=1
(2x+ u+ j)j
∣∣∣∣∣∣∣
q0,0m+n−1 q
1,0
m+n−1 · · · q
m−1,0
m+n−1
...
...
...
q0,m−1n q
1,m−1
n · · · q
m−1,m−1
n
∣∣∣∣∣∣∣ .
Using (5.42), we easily have that
qj,l−1k+1 (x) − q
j,l−1
k+1 (x− 1) = (2x+ u+m+ n− l − 2)q
j,l
k .
Taking into account that qi,0k = q
i
k, where q
i
k are the polynomials defined by (5.45),
by combining rows of the previous determinant we get
Θ(x) = En,m
∣∣∣∣∣∣∣
q0m+n−1(x) q
1
m+n−1(x) · · · q
m−1
m+n−1(x)
...
...
...
q0m+n−1(x−m+ 1) q
1
m+n−1(x−m+ 1) · · · q
m−1
m+n−1(x −m+ 1)
∣∣∣∣∣∣∣ ,
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where
En,m =
(−1)(
m
2 )
∏n−1
j=1 (2x+ u+ j)j∏m−1
j=1 (2x+ u+ j + n−m)j
.
This finishes the proof of the identity (5.46).
The identity (5.47) is an easy consequence of (5.46) just taking into account the
expression (2.3) for the monic orthogonal polynomials pˆn with respect to a measure
and that pn = ξnpˆn. 
Given a measure µ, if we take ψj(x) = fj(x) (see (5.37)), an expression of the
polynomials qin+m−1 in terms of the generalized moments µ
0
n =
∫
fn(x)dµ(x) of µ
can be given.
Indeed, consider the polynomials fk,m(x), k,m ≥ 0, defined by
fk,m(x) =
(−1)m
m!
k+m−1∏
i=k
(x− i(u+ i)).
Notice that fj = f0,j , j ≥ 0.
The following identities are simple exercises.
Lemma 5.7. For i, j, l ≥ 0, 0 ≤ l ≤ i,
fj,i−l(x)fj(x) =
(
j + i− l
j
)
fj+i−l(x),(5.48)
fi(x) =
min(i,j)∑
l=0
(−1)l
(
j
l
)
(u + i+ j − l)lfj,i−l(x).(5.49)
We then have
µij =
∫
ψifjdµ =
∫
fifjdµ
=
min(i,j)∑
l=0
(−1)l
(
j
l
)
(u + i+ j − l)l
∫
fifj,i−ldµ
=
min(i,j)∑
l=0
(−1)l
(
j
l
)(
j + i− l
j
)
(u + i+ j − l)l
∫
fi+j−ldµ
=
min(i,j)∑
l=0
(−1)l
(
j
l
)(
j + i− l
j
)
(u + i+ j − l)lµ
0
i+j−l.
This gives
qik(x) =
k∑
j=0
µijsk−j(x)
=
k∑
j=0
min(i,j)∑
l=0
(−1)l
(
j
l
)(
j + i− l
j
)
(u + i+ j − l)lµ
0
i+j−l(x)k−j
(
x+ u+ n+m− 2
k − j
)
=
k∑
g=0
µ0g+i
k∑
j=0
(−1)j−g
(
j
j − g
)(
g + i
j
)
(u+ g + i)j−g(x)k−j
(
x+ u+ n+m− 2
k − j
)
.
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Using (2.7), we finally find
qin+m−1(x) =
n+m−1∑
g=0
µ0g+i
(
g + i
i
)
(x− i)n+m−1−g
(x+ u+ g + i)n+m−1−g
(n+m− 1− g)!
.
5.4.1. Dual Hahn polynomials. For α, c,N ∈ R we write (hˆ∗,α,c,Nn )n for the sequence
of monic dual Hahn polynomials (see [13], pp, 208-213) defined by
(5.50) hˆ∗,α,c,Nn (x) =
n∑
j=0
(−n)j(1−N + j)n−j(c+ j)n−jfj(x),
where
fj(x) =
(−1)j
j!
j−1∏
i=0
(x− i(α+ c−N + i)),
(that is, the polynomials defined by (5.37) for u = α+ c−N).
With the family (h∗,α,c,Nn )n we associate the second degree polynomial λ(x) =
λα,c,N(x) = x(x + α+ c−N).
Assume that α,−c 6= 0, 1, 2, · · · . If, in addition, N is not a positive integer,
then the dual Hahn polynomials are always orthogonal with respect to a (possibly
signed) measure ρα,c,N , which we normalize by taking∫
dρα,c,N =
Γ(α+ 1−N)
Γ(α)
.
When N is a positive integer, the first N dual Hahn polynomials are orthogonal
with respect to the dual Hahn measure
(5.51) ρα,c,N =
N−1∑
x=0
(2x+ α+ c−N)(c)x(N − x)x
(x+ α+ c−N)N (α−N + 1)xx!
δλ(x)
(which it is positive when α > N−1 and c > 0). The norm of the monic dual Hahn
polynomials is given by
(5.52) ‖hˆ∗,α,c,Nn ‖
2 =
n!(c)nΓ(α −N + 1)Γ(N)
Γ(a− n)Γ(N − n)
.
A computation gives
µ0j = (−1)
j Γ(α−N + 1)Γ(N)(c)j
j!Γ(α)Γ(N − j)
.
Proceeding as before for the Charlier polynomials, we can prove that the polyno-
mials qin+m−1, 0 ≤ m − 1, are, up to a quadratic change of variable, again dual
Hahn polynomials:
(5.53) qin+m−1(x) =
µ0i
(n+m− 1)!
hˆ∗,−α+n+m,2−c−n−m−i,−N+n+m+in+m−1 (λ(−x + i)).
Consider now the following normalization of the dual Hahn polynomials
(5.54) h∗,α,c,Nn (x) =
hˆ∗,α,c,Nn (x)
n!
, n ≥ 0,
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and the (normalized) Casorati dual Hahn determinant
H∗,α,c,Nn,m,x =
det
(
h∗,α,c,Nm+j−1(λ
α,c,N (x+ i− 1))
)n
i,j=1∏n−1
l=1 (2x+ α+ c−N + l)l
.
We are now ready to prove the Conjecture (5.8) in [4].
Corollary 5.8. For n,m ≥ 0, we have
(5.55) H∗,α+n+m,c−n−m,N+n+mn,m,x = H
∗,−α,2−c,−N
m,n,−x .
Moreover, Conjecture (5.8) in [4] holds for n, k,m ≥ 0 and α+c−N 6= 0,−1,−2 · · · .
Proof. Assume first α,−c 6= 0, 1, 2, · · · , so that the polynomials (h∗,α,c,Nn )n are
orthogonal with respect to a measure. The identity (5.55) then follows from the
identity (5.47), (5.53), the definition (5.54) of the polynomials (h∗,α,c,Nn )n and the
identity
h∗,α,c,Nk (λ
α,c,N (x)) = h∗,α,c−1,N+1k (λ
α,c−1,N+1(x+ 1))
− (k − α)h∗,α,c,Nk−1 (λ
α,c,N (x)).
Since both sides of the identity (5.55) are rational functions in c and α, this identity
also holds for α,−c = 0, 1, 2, · · · .
Using the duality
1
(c)k(1−N)k
hˆ∗,α,c,Nk (n(n+ α+ c−N)) =
(n+ α+ c−N)n
(c)n(1−N)n
hˆα,c,Nn (k).
we can rewrite Conjecture (5.8) in [4] as the particular case of identity (5.55) when
x is a positive integer. This proves Conjecture (5.8) in [4]. 
5.4.2. Racah and Wilson polynomials. For the sake of completeness, we include
here without details some symmetries for determinants of Racah and Wilson poly-
nomials.
For α, β, γ, δ ∈ R, α + β 6= −2,−3, · · · , we write (rα,β,γ,δn )n for the sequence of
Racah polynomials defined by
rα,β,γ,δn (x) =
n∑
j=0
(α+ 1 + j)n−j(β + δ + 1 + j)n−j(γ + 1 + j)n−j
(−1)j(n− j)!(n+ α+ β + 1 + j)n−j
fj(x),
(we have taken a slightly different normalization from the one used in [13], pp,
190-196) where
fj(x) =
(−1)j
j!
j−1∏
i=0
(x− i(γ + δ + 1+ i)),
(that is, the polynomials defined by (5.37) for u = γ + δ + 1).
Consider now the following (normalized) Casorati Racah determinant
Rα,β,γ,δn,m,x =
det
(
rα,β,γ,δm+j−1(λ
γ,δ(x+ i− 1))
)n
i,j=1∏n−1
l=1 (2x+ γ + δ + 1 + l)l
,
where λγ,δ(x) = x(x + γ + δ + 1).
Corollary 5.9. For n,m ≥ 0, we have
(5.56) Rα−n−m,β−n−m,γ−n−m,δn,m,x = R
−α,−β,−γ,−δ
m,n,−x .
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For a, b, c, d ∈ R, a+b+c+d 6= 0,−1,−2, · · · , we write (wa,b,c,dn )n for the sequence
of Wilson polynomials defined by
wα,β,γ,δn (x) =
n∑
j=0
(a+ b+ j)n−j(a+ c+ j)n−j(a+ d+ j)n−j
(n− j)!(n+ a+ b+ c+ d− 1 + j)n−j
gj(x),
where
gj(x) =
(−1)j
j!
j−1∏
i=0
(x+ (a+ i)2)
(we have taken a slightly different normalization from the one used in [13], pp,
185-190).
Consider now the following (normalized) Casorati Wilson determinant
W a,b,c,dn,m,x =
det
(
wa,b,c,dm+j−1(−(x+ i− 1)
2)
)n
i,j=1∏n−1
l=1 (2x+ l)l
.
Corollary 5.10. For n,m ≥ 0, we have
(5.57) W
a−n
2
−m
2
,b−n
2
−m
2
,c−n
2
−m
2
,d−n
2
−m
2
n,m,x+a−n
2
−m
2
=W−d+1,−b+1,−a+1,−c+1m,n,−x−a+1 .
5.5. The operator Tµ(pn) = pn−1. Let (pn)n be a sequence of orthogonal poly-
nomials with respect to a positive measure µ, and consider the linear operator Tµ
defined by linearity from Tµ(pn) = pn−1. Notice that the determinant in the left
hand side of (1.7) has now a Toeplitz structure.
We take
rn(x) = pn(x), ψi(x) = pi(x).
Define finally the polynomials sn, n ≥ 0, by (4.2).
We then get
µij =
∫
ψirjdµ =
∫
pipjdµ =
{
‖pi‖
2, if j = i,
0, if j 6= i.
This gives
(5.58) qin =
n∑
j=0
µijsn−j = ‖pi‖
2sn−i.
Hence the determinant in the right hand side of (1.7) has the Toeplitz structure∣∣∣∣∣∣∣∣∣
sn(x) sn−1(x) sn−2(x) · · · sn−m+2(x) sn−m+1(x)
sn+1(x) sn(x) sn−1(x) · · · sn−m+3(x) sn−m+2(x)
...
...
...
...
...
sn+m−1(x) sn+m−2(x) sn+m−3(x) · · · sn+1(x) sn(x)
∣∣∣∣∣∣∣∣∣
.
For some families of orthogonal polynomials, the polynomials qin (5.58), n, i ≥ 0,
are, up to change of variable, actually polynomials of the same family (but with
different parameters). Among these families are Laguerre, ultraspherical, Charlier
and Meixner polynomials.
5.5.1. Charlier polynomials. Since ∆(cˆan(x)) = ncˆ
a
n−1(x), the determinants in (1.7)
for the operator Tµ are essentially the same that for the first order operator ∆ (see
Section 5.2.1).
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5.5.2. Laguerre polynomials. The generating function for the Laguerre polynomials
(5.9) is
∞∑
n=0
Lαn(x)t
n = (1− t)−α−1ext/(t−1).
Using (4.3) we get that sn(x) = L
−α−2
n (−x), and, hence, taking into account (5.58)
we deduce that also qin(x) = ‖L
α
i ‖
2L−α−2n−i (−x).
5.5.3. Ultraspherical polynomials. Consider the ultraspherical (o Gegenbauer) poly-
nomials (Cλn )n, λ 6= 0, defined by the generating function
(5.59) (1− 2xz + z2)−λ =
∞∑
n=0
Cλn(x)z
n.
If λ = −k, with k a positive integer, we have C−kn = 0, n ≥ 2k. It turns out that the
finite sequence of polynomials C−kn , n = 0, · · · , k, satisfies a three term recurrence
relation and hence they are orthogonal with respect to a (signed) measure.
For λ = 0, the ultraspherical polynomials reduce to the Chebyshev polynomials
of the first kind defined by the generating function
1− xz
1− 2xz + z2
=
∞∑
n=0
C0n(x)z
n.
The ultraspherical family (Cλn)n is the particular case of Jacobi polynomials for
α = β = λ− 1/2.
Using (4.3) we get that sn(x) = C
−λ
n (x), λ 6= 0 and, hence, taking into account
(5.58) we deduce that also qin = ‖C
λ
i ‖
2C−λn−i(x). In particular, for λ = k with k a
positive integer, we get sn = 0, n ≥ 2k + 1.
For the Chebyshev polynomials of the first kind, it is easy to see that s0 = 1,
s1(x) = −x and sn(x) = x
n−2(1− x2), n ≥ 2. And for the Chebyshev polynomials
of the second kind, we have s0 = 1, s1(x) = −2x, s2(x) = 1 and sn(x) = 0, n ≥ 3.
As a consequence det
(
qj−1n+i−1
)m
i,j=1
= 0 for n ≥ 3 and m ≥ 2. Theorem 1.2 then
implies that for (pn)n the Chebyshev polynomials of the first or second kind, also
det (pm+j−i(x)))
n
i,j=1 = 0 for n ≥ 3 and m ≥ 2 (where we take pn = 0 for n < 0).
This is, anyway, an easy consequence of the fact that Chebyshev polynomials of the
first and second kind have, essentially, constant recurrence coefficients.
5.5.4. Meixner polynomials. For a 6= 0, 1, consider the Meixner polynomials defined
by the generating function
∞∑
n=0
ma,cn (x)t
n =
(
1−
t
a
)x
(1− t)−x−c.
A straightforward computation shows that
ma,cn (x) =
(a− 1)n
ann!
mˆa,cn (x),
where mˆa,cn (x) is the n-th monic Meixner polynomial defined by (5.20).
Using (4.3) we get that sn(x) = m
a,−c
n (−x), and, hence, taking into account
(5.58) we deduce that also qin = ‖m
a,c
i ‖
2ma,−cn−i (−x).
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6. Selberg type integrals and sums
Write x for the multivariable x = (x1, · · · , xm) and Λ(x) for the Vandermonde
determinant:
(6.1) Λ(x) =
∏
1≤i<j≤m
(xi − xj).
Given a measure µ, consider the multiple integral
(6.2)
∫
· · ·
∫
s(x)Λ2γ(x)dµ(x),
where dµ(x) = dµ(x1) · · · dµ(xm) and s(x) is a symmetric polynomial in the variable
x1, · · · , xm.
When µ is the Jacobi measure dµ = xα−1(1 − x)β−1dx, α, β > 0, and s(x) = 1,
the integral (6.2) is the celebrated Selberg integral ([21], see also [7]):∫ 1
0
· · ·
∫ 1
0
Λ2γ(x)
m∏
j=1
xα−1j (1−xj)
β−1dx =
m−1∏
j=0
Γ(α+ jγ)Γ(β + jγ)Γ(1 + (j + 1)γ)
Γ(α+ β + (m+ j − 1)γ)Γ(1 + γ)
.
As we wrote in the Introduction, other choices of s(x) give well-known extensions
of the Selberg integral. For instance, s(x) =
∏m
j=1(xj − u) is Aomoto’s integral
[1], and s(x) = Jλ(x1, · · · , xm, 1/γ), where γ ∈ N and Jλ is a Jack polynomial, is
Kadell’s integral [10]. For s(x) = 1 and µ the Hermite measure dµ = e−x
2/2dx, the
integral (6.2) is the also celebrated Mehta integral.
In this Section, we prove Theorem 1.3 in the Introduction. That is, we show
that for certain operators T the determinant in the right hand side of (1.7) can be
rewritten as an integral of the form (6.2) for γ = 1 and s(x) =
∏m
j=1 rn(xj). Hence,
the determinant in the left hand side of (1.7) gives the value of this integral.
The main idea is to use a variant of the Heine’s integral formula ([8]) for a Hankel
matrix: If µ is a measure on the real line and we write µj =
∫
xjdµ, j ≥ 0, for its
moments, then
det((µi+j−2)
n
i,j=1) =
∫
· · ·
∫
Λ2(x)dµ(x).
We need the following lemma
Lemma 6.1. Let µ be a measure in the real line and consider a sequence of poly-
nomials (ψn)n with ψn of degree n and leading coefficient equal to υn. Then, for
any symmetric polynomial s(x) we have
(6.3)∫
· · ·
∫
s(x)Λ(x)
m∏
j=1
ψj−1(xj)dµ(x) =
(−1)(
m
2 )
∏m−1
j=0 υj
m!
∫
· · ·
∫
s(x)Λ2(x)dµ(x).
Proof. For each permutation σ of {1, · · · ,m}, we perform in the integral in the
left hand side of (6.3) the change of variable yi = xσ(i). Since s is a symmetric
polynomial and Λ(y) = (−1)ǫ(σ)Λ(x), where ǫ(σ) denotes the signature of the
permutation σ, we get∫
· · ·
∫
s(x)Λ(x)
m∏
j=1
ψj−1(xj)dµ(x) = (−1)
ǫ(σ)
∫
· · ·
∫
s(x)Λ(x)
m∏
j=1
ψj−1(xσ(j))dµ(x).
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Summing up over all permutations we find∫
· · ·
∫
s(x)Λ(x)
m∏
j=1
ψj−1(xj)dµ(x) =
1
m!
∫
· · ·
∫
s(x)Λ(x)
∑
σ
(−1)ǫ(σ)
m∏
j=1
ψj−1(xσ(j))dµ(x)
=
1
m!
∫
· · ·
∫
s(x)Λ(x) det((ψj−1(xi))
m
i,j=1)dµ(x).
The latter determinant can be easily transformed into a Vandermonde determinant
by elementary column operations (see [12], Prop. 1) to get det((ψj−1(xi))
m
i,j=1) =
(−1)(
m
2 )
(∏m−1
j=0 υj
)
Λ(x). The proof is now finished. 
Given a number u and an operator T , we associate to T the polynomials rn, sn,
n ≥ 0, as in (4.1), (4.2). In this case we take rn(u) = 0, n ≥ 1 (these conditions
define rn, n ≥ 0, uniquely). We write rn = rn,u to stress the dependence of rn on
u. As an easy consequence we have that also sn(u) = 0, n ≥ 1, (see (4.2)). This
gives that qin(u) = µ
i
n =
∫
ψ¯irndµ, where q
i
n are the polynomials given by (1.6).
Hence the determinant in the right hand side of (1.7) evaluated at x = u can be
rewritten as
det
(
qj−1n+i−1(u)
)m
i,j=1
= det
(∫
ψ¯j−1(xj)rn+i−1,u(xj)dµ(xj)
)m
i,j=1
=
∫
· · ·
∫  m∏
j=1
ψ¯j−1(xj)

 det (rn+i−1,u(xj))mi,j=1 dµ(x).(6.4)
We are now ready to prove Theorem 1.3 in the Introduction.
Proof. We first prove that
(6.5) det
(
qj−1n+i−1(u)
)m
i,j=1
=
∫
· · ·
∫
Λ2(x)
m!
m∏
j=1
υ¯j−1σn+j−1
σn
rn,u(xj)dµ(x),
where υn, σn are the leading coefficients of the polynomials ψn and rn, respectively.
Since rn,u(x) = σn
∏n
j=1(x− aj), we get
(6.6) det (rn+i−1(xj))
m
i,j=1 = det (hi−1(xj))
m
i,j=1
m∏
j=1
σn+j−1
σn
rn,u(xj)
where hi(x) =
∏n+i
j=n+1(x − aj). The determinant in the right hand side of (6.6)
can be easily transformed into a Vandermonde determinant by elementary column
operations (see [12], Prop. 1) to get det (hi−1(xj))
m
i,j=1 = (−1)
(m2 )Λ(x). Hence
(6.4) and (6.6) give
det
(
qj−1n+i−1(u)
)m
i,j=1
= (−1)(
m
2 )
∫
· · ·
∫  m∏
j=1
σn+j−1
σn
rn,u(xj)

Λ(x) m∏
j=1
ψ¯j−1(xj)dµ(x).
(6.5) now follows easily using Lemma 6.1. The proof of the Theorem can be finished
by using Theorem 1.2 and the formula (2.4) for Ωn in terms of the norm of the monic
orthogonal polynomials. 
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The relevant operators T = d/dx and T = ∆ satisfies the hypothesis of Theorem
1.3 with
rn,u(x) =
(x − u)n
n!
, and rn,u(x) =
(
x− u
n
)
,
respectively. Hence, we have
Corollary 6.2. Let µ be a measure and write (pˆn)n for the sequence of monic
orthogonal polynomials with respect to µ. Then∫
· · ·
∫
Λ2(x)
m∏
j=1
(xj − u)
ndµ(x) = Cn,m det
(
pˆ
(i−1)
m+j−1(u)
)n
i,j=1
,
∫
· · ·
∫
Λ2(x)
m∏
j=1
(xj − u− n+ 1)ndµ(x) = Cn,m det
(
∆i−1(pˆm+j−1(u))
)n
i,j=1
,
where
Cn,m =
(−1)mnm!
∏m−1
j=0 ‖pˆj‖
2∏n−1
j=0 j!
.
When µ is one of the the classical weights of Jacobi, Laguerre or Hermite, and
u = 0, the determinant in the right hand side of the first identity of the previous
Corollary can be easily computed using standard determinant techniques. In par-
ticular, for µ the Jacobi weight and u = 0, we recover the Selberg integral for γ = 1.
For µ the Jacobi weight and n = 1 we recover Aomoto’s result for (6.2) when γ = 1
([1]). In a similar way, for the classical discrete polynomials we get a deduction for
Askey conjectures 5, 6 and 7 in [2] when γ = 1.
Theorem 1.3 can be rewritten only in terms of the polynomials rn.
Corollary 6.3. Let (an)n, (σn)n be two sequences of numbers with σ0 = 1, σn 6= 0,
n ≥ 1. Write rn, n ≥ 0, for the polynomials of degree n defined by r0 = 1,
rn(x) = σn
∏n
j=1(x− aj), n ≥ 1. Consider a measure µ and its associated sequence
(pˆn)n of monic orthogonal polynomials. For each n ≥ 0, we can write pˆn(x) =∑n
j=0 θ
n
j rj(x). Then
(6.7)
∫
· · ·
∫
Λ2(x)
m∏
j=1
rn(xj)dµ(x) = CT,n,m det
(
θm+j−1i−1
)n
i,j=1
,
where
CT,n,m = (−1)
mnm!σmn
m−1∏
j=0
‖pˆj‖
2
n−1∏
j=0
σj .
Proof. Define the operator T by linearity from T (rn) = rn−1, n ≥ 1, and T (1) =
0. Then T i(pˆn)(x) =
∑n
j=0 θ
n
j rj−i(x), and since rn(a1) = 0, n ≥ 1, we get
T i(pn)(a1) = θ
n
i . It is enough now to apply Theorem 1.3. 
Here it is an illustrative example of how to use this Corollary to get a Selberg
type sum for Racah polynomials.
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6.1. Racah polynomials. Let N, β, γ, δ be real numbers satisfying that N is a
positive integer and δ, γ,−β + γ 6= −1, · · · ,−N , β + δ 6= −1, · · · ,−2N − 1. Define
the numbers σn and the polynomials τn, rn, 0 ≤ n ≤ N , by
σn =
(−1)n
(−N)n(β + δ + 1)n(γ + 1)nn!
,
τn(x) = (−1)
n
n−1∏
i=0
(x− i(γ + δ + 1 + i)),
rn(x) = σn(−1)
nτn(x).
Write λ(x) = x(x + γ + δ + 1) and for 0 ≤ n ≤ N consider the monic Racah
polynomials (see [13], pp. 190-196) defined by
(6.8)
RˆN,β,γ,δn (λ(x)) =
(−1)n
n!σn(β + n−N)n
4F3
(
−n n+ β −N − x x+ γ + δ + 1
−N β + γ + 1 γ + 1
; 1
)
.
The relationship of the polynomials (RˆN,β,γ,δn )n with the Racah polynomials
(rα,β,γ,δn )n defined in Section 5.4.2 is
RˆN,β,γ,δn (x) = n!r
N,β,γ,δ
n (x).
The polynomials (RˆN,β,γ,δn )n are orthogonal with respect to the discrete measure
N∑
x=0
(−N)x(β + δ + 1)x(γ + 1)x(γ + δ + 1)x((γ + δ + 3)/2)x
N + γ + δ + 2)x(−β + γ + 1)x((γ + δ + 1)/2)x(δ + 1)xx!
δλ(x).
The norm of the n-th monic Racah polynomial is
‖RˆN,β,γ,δn ‖
2 =
(−1)nM(β − γ −N)n(−δ −N)n(β + 1)n
σn(β −N + 1)2n(β −N + n)n
,
where M = (−β)N (γ+δ+2)N(−β+γ+1)N(δ+1)N .
A simple computation shows that τn(λ(x)) = (−x)n(x+γ+δ+1)n. Hence, (6.8)
can then be rewritten as
RˆN,β,γ,δn (λ(x)) =
(−1)n
n!σn(β + n−N)n
n∑
j=0
(−n)j(n+ β −N)jrj(x)
With the notation of Corollary 6.3, we have
θnj =
(−1)n(−n)j(n+ β −N)j
n!σn(β + n−N)n
.
Using standard determinant techniques we get
det
(
θm+j−1i−1
)n
i,j=1
= (−1)mn
n−1∏
j=0
j!
(m+ j)!σm+j(β +m+ j −N)m
.
Hence Corollary 6.3 gives the identity
N∑
x1,··· ,xm=n
Λ2(xλ)
m∏
j=1
(−N, β + δ + 1, γ + 1, γ + δ + 3)/2)xj(γ + δ + 1)xj+n
(N + γ + δ + 2,−β + γ + 1, (γ + δ + 1)/2, δ + 1)xj (xj − n)!
= (−1)mnMm
m−1∏
j=0
(j + 1)!(β − γ −N,−δ −N, β + 1)j(−N, β + δ + 1, γ + 1)n+j
(β −N + 1)2j(β −N + j)j(β −N +m+ j)n
,
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where xλ = (λ(x1), · · · , λ(xm)), and (u1, · · · , uk)j = (u1)j · · · (uk)j .
Similar versions can be get for the other Racah weights (see [13], pp. 190).
The above identity for Racah polynomials is a particular case of Theorem 3.1 of
[20] (which it is itself a special case of a sum that was originally conjectured by Ole
Warnaar [25] and subsequently proved by Hjalmar Rosengren [19]) which gives an
extension of Frenkel and Turaev’s 10V9 summation formula: it is the specialization
p→ 0, followed by d→∞, and then m 7→ N −n, a 7→ qn+(γ+δ+1)/2, b 7→ β+ δ+1,
c 7→ γ + 1, and finally q → 1.
7. Constant term identities
In this Section, we show that for certain operators T and certain families of
orthogonal polynomials (pn)n, one (or both) of the determinants in (1.7) can be
rewritten as the constant term of certain multivariate Laurent expansions. Some
of them are generalizations of Morris identity (1.11) for k = 1. We next consider
illustrative examples of this for Meixner, Charlier and ultraspherical polynomials.
7.1. Meixner polynomials. For a 6= 0, 1, consider as in Section 5.5.4 the Meixner
polynomials (ma,cn )n defined by the generating function
(7.1)
(
1−
z
a
)x
(1− z)−x−c =
∞∑
n=0
ma,cn (x)z
n.
Summing up rows we have
(7.2) det
(
∆i−1(ma,cm+j−1(x))
)n
i,j=1
= det
(
ma,cm+j−1(x + i− 1)
)n
i,j=1
.
Using Theorem 1.2 and taking into account the computations in Section 5.2.2 we
get
(7.3)
det
(
∆i−1(ma,cm+j−1(x))
)n
i,j=1
= Cn,m det
(
ma,−c−n−i−j+3n+i−1 (−x+ j − 1)
)m
i,j=1
,
where
Cn,m =
(−1)nm+(
m
2 )+(
n
2)(1− a)(
n
2)
a(
n
2)−(
m
2 )
.
The generating function (7.1) gives for the Meixner polynomials the integral repre-
sentation
(7.4) ma,cn (x) =
1
2πı
∫
C
(
1− za
)x
(1− z)−x−c
zn+1
dz,
where the function fx(z) =
(
1− za
)x
(1 − z)−x−c is taken so that it is analytic at
z = 0 and fx(0) = 1, and C is a circle with center at z = 0, positively oriented
and such that fx(z) is analytic in a neighborhood of C and in its interior. Using
this integral representation, we can rewrite the determinant in the left hand side of
(7.3) in terms of the constant term in the Laurent expansion of certain multivariate
analytic function.
Indeed, using (7.4) the determinant in the right hand side of (7.2) can be rewritten
as
1
(2πı)n
∫
C
· · ·
∫
C
det
((
1−
zj
a
)x+i−1
(1− zj)
−x−i−c+1
zm+jj
)n
i,j=1
dz,
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where dz = dz1 · · · dzn. This multiple integral can be computed as follows∫
C
· · ·
∫
C
det
((
1−
zj
a
)x+i−1
(1− zj)
−x−i−c+1
zm+jj
)n
i,j=1
dz
=
∫
C
· · ·
∫
C
n∏
j=1
(
1−
zj
a
)x
(1 − zj)
−x−c
zm+jj
det
((
1−
zj
a
)i−1
(1− zj)i−1
)n
i,j=1
dz
= (−1)(
n
2)
∫
C
· · ·
∫
C
n∏
j=1
(
1−
zj
a
)x
(1− zj)x+cz
m+j
j
∏
1≤i<j≤n
(1− a)(zi − zj)
a(1− zi)(1− zj)
dz
=
(a− 1)(
n
2)
n!a(
n
2)
∫
C
· · ·
∫
C
n∏
j=1
(
1−
zj
a
)x
(1 − zj)x+c+n−1z
m+n
j
∏
1≤i<j≤n
(zi − zj)
2dz,
where we have used the version of Lemma 6.1 for a contour integral.
The Residue Theorem then gives that the last integral is equal to
(2πı)nC.T.|z=0
n∏
j=1
(
1−
zj
a
)x
(1 − zj)x+c+n−1z
m+n−1
j
∏
1≤i<j≤n
(zi − zj)
2,
where if F (z) is a multivariate meromorphic function F (z) at z1 = · · · = zn = 0,
we denote by C.T.|z=0F (z) the constant term in the Laurent expansion at z1 =
· · · = zn = 0 of F (z).
Using (7.3), we finally get
C.T.|z=0
n∏
j=1
(
1−
zj
a
)x
(1− zj)x+c+n−1z
m+n−1
j
∏
1≤i<j≤n
(zi − zj)
2
= (−1)(
m
2 )+(
n
2)+nmn!a(
m
2 ) det
(
ma,−c−n−i−j+3n+i−1 (−x+ j − 1)
)m
i,j=1
.
7.2. Charlier polynomials. Consider the Charlier polynomials (can)n defined by
the generating function
(7.5) (1 + z)xe−az =
∞∑
n=0
can(x)z
n.
A straightforward computation shows that
can(x) = cˆ
a
n(x)/n!,
where cˆan(x) is the n-th monic Charlier polynomial defined by (5.14).
Proceeding as in the previous Section (using Theorem 1.2 and the computations
in Section 5.2.1), we get
(7.6) det
(
cam+j−1(x+ i− 1)
)n
i,j=1
= (−1)nm det
(
c−an+i−1(−x+ j − 1)
)m
i,j=1
.
The generating function (7.5) gives for the Charlier polynomials the integral repre-
sentation
(7.7) can(x) =
1
2πı
∫
C
(1 + z)xe−az
zn+1
dz,
where the function fx(z) = (1+ z)
xe−az is taken so that it is analytic at z = 0 and
fx(0) = 1, and C is a circle with center at z = 0, positively oriented and such that
fx(z) is analytic in a neighborhood of C and its interior.
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Using this integral representation and proceeding as in the previous Section, we
can rewrite the determinant in the left hand side of (7.6) in terms of the constant
term in the Laurent expansion of certain multivariate analytic function. In doing
that, we get
C.T.|z=0
n∏
j=1
e−azj
(1 + zj)
x
zm+n−1j
∏
1≤i<j≤n
(zi−zj)
2 = (−1)(
n
2)+nmn! det
(
c−an+i−1(−x+ j − 1)
)m
i,j=1
.
7.3. Ultraspherical polynomials I. Consider, as in Section 5.5.3, the ultras-
pherical (o Gegenbauer) polynomials (Cλn)n, λ 6= 0,−1,−2, · · · , defined by the
generating function
(7.8) (1− 2xz + z2)−λ =
∞∑
n=0
Cλn(x)z
n.
Consider the operator T (Cλn) = C
λ
n−1. Using Theorem 1.2 and the computations
in Section 5.5 and 5.5.3 we get
(7.9) det(Cλm+j−i(x))
n
i,j=1 = (−1)
nm det(C−λn+i−j(x))
m
i,j=1 .
The generating function (7.8) gives for the ultraspherical polynomials (λ 6= 0) the
integral representation
(7.10) Cλn(x) =
1
2πı
∫
C
(1− 2xz + z2)−λ
zn+1
dz,
where the function fx(z) = (1− xz + z
2)−λ is taken so that it is analytic at z = 0
and fx(0) = 1, and C is a circle with center at z = 0, positively oriented and such
that fx(z) is analytic in a neighborhood of C and in its interior. Notice that if we
write Cλn(x) = 0 for n < 0, the integral representation (7.10) also holds for n < 0.
Using this integral representation and proceeding as in the previous Section, we
can rewrite the determinant in the left hand side of (7.9) in terms of the constant
term in the Laurent expansion of certain multivariate analytic function. In doing
that, we get for λ 6= 0,−1,−2, · · ·
(7.11)
C.T.|z=0
n∏
j=1
(1− 2xzj + z
2
j )
−λ
zm+n−1j
∏
1≤i<j≤n
(zi−zj)
2 = (−1)(
n
2)+nmn! det(C−λn+j−1(x))
m
i,j=1.
Actually, this formula holds for λ 6= 0. Indeed, for λ = −k, with k a positive integer,
the formula (7.8) allows to define the polynomials C−kn , n ≥ 0. For n ≥ 2k we have
C−kn = 0. It is not difficult to see that for fixed n,m, the determinant in the right
hand side of (7.11) is a polynomial in λ vanishing at λ = 0. Since the left hand side
of (7.11) is a continuous function in λ and they are equal for λ 6= 0,−1,−2, · · · ,
they are actually equal for all values of λ 6= 0. For λ = 0, the left hand side of
(7.11) is then 0 (this happens because the Chebyshev polynomials of the first kind
C0n do not satisfy the generating function (7.8)).
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For x = 0, the determinant in the right hand side of (7.11) can be explicitly
computed. In doing that, one has
C.T.|z=0
n∏
j=1
(1 + z2j )
−λ
zm+n−1j
∏
1≤i<j≤n
(zi − zj)
2
= (−1)(
n
2)+nmn!


0, if nm is odd,
ω(n,m, λ), if nm is even and n ≤ m,
ω(m,n,−λ), if nm is even and m ≤ n,
where for n ≤ m we define
ω(n,m, λ) = (−1)n[
m+1
2 ]
n−1∏
j=0
[j/2]!
[m+j2 ]!
[m+1
2
]−1∏
j=0
(λ+j)min(n,m−2j)(λ−j−1)max(n−2j−2,0).
7.4. Ultraspherical polynomials II. If we consider the derivative instead of the
operator T considered in the previous Section, the integral representation (7.10)
leads to other interesting constant term identity.
For ultraspherical polynomials we have the formula
(Cλn)
′(x) = 2λCλ+1n−1(x).
This gives
(7.12) det
(
(Cλm+j−1(x))
(i−1)
)n
i,j=1
= 2(
n
2)
(
n∏
i=1
(λ)i−1
)
det
(
Cλ+i−1m+j−i(x)
)n
i,j=1
.
Using Theorem 1.2 and the computations in Section 5.1.1 we get for λ 6= −1/2,−1,−3/2,−2, · · · ,
(7.13)
det
(
(Cλm+j−1(x))
(i−1)
)n
i,j=1
= Cn,m det

 (1− x)n+i−1P 2λ+j−1,−n−i−λ+1/2n+i−1
(
x+3
x−1
)
(2λ+ 2j − 1)n+i−j


m
i,j=1
,
where
Cn,m = (−1)
nm+(m2 )2(
n+m
2 )
∏n+m−1
j=1 (λ)j∏m−1
j=1 (2λ)j
.
Using the integral representation (7.10), and proceeding as in the previous Section
we can write the determinant in the left hand side of (7.13) in terms of the constant
term in the Laurent expansion of certain multivariate analytic function. In doing
that, we get for λ 6= −1/2,−1,−3/2,−2, · · · ,
C.T.|z=0
n∏
j=1
(1− 2xzj + z
2
j )
−λ−n+1
zmj
∏
1≤i<j≤n
(zi − zj)
2
(
1−
1
zizj
)
= (−1)nm+(
m
2 )n!2nm+(
m
2 )

m−1∏
j=0
(λ)n+j
(2λ)j

det

 (1− x)n+i−1P 2λ+j−1,−n−i−λ+1/2n+i−1
(
x+3
x−1
)
(2λ+ 2j − 1)n+i−j


m
i,j=1
.
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For x = 1, the determinant in the right hand side of the above identity can be
explicitly computed to get
C.T.|z=0
n∏
j=1
(1− zj)
−2λ−2n+2
zmj
∏
1≤i<j≤n
(zi − zj)
2
(
1−
1
zizj
)
=
n!22nm+(
m
2 )
(∏m−1
j=1 (2λ+ 2j − 1)
m−j
)
(∏[m/2]
j=1 (2λ+ n+ 2j − 1)[m−1
2
]+[m+1
2
]
) m−1∏
j=0
j!(λ)n+j(λ+ j + 1/2)n
(n+ j)!(2λ)j(2λ+ 2j + 1)n
.
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