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Abstract
We describe high-precision computations of the Pearcey integral Pe(x, y) for real x and y by means of Hadamard
expansions. Numerical results for (x, y) situated in different regions of the x, y-plane are given to illustrate the
levels of precision that can be achieved. Particular emphasis is given to computation in the neighbourhood of the two
cusped curves associated with Pe(x, y) across which there is either a coalescence of saddles or a Stokes phenomenon.
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1. Introduction
The Pearcey integral is deﬁned1 by
Pe(x, y) =
∫ ∞
−∞
exp{i(t4 + xt2 + yt)} dt (1.1)
∗ Corresponding author. Tel.: +44 1382 308618; fax: +44 1382 308627.
E-mail address: r.paris@abertay.ac.uk (R.B. Paris).
1 The notation Pe(x, y) for the Pearcey integral is adopted here to avoid a notational clash with the normalised incomplete
gamma function P(a, x).
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for real x and y and belongs to the hierarchy of canonical diffraction integrals used in the treatment of
many short-wavelength problems, such as wave propagation and optical diffraction, and in the uniform
asymptotic expansion of special functions [4, Section 7.9; 13, Section 7.6]. Various numerical schemes
for the evaluation of Pe(x, y) and its derivatives have been proposed in [3]. The asymptotic expansion of
Pe(x, y) for large x and y, and the asymptotics of its zeros, was considered by the authors in [5,6,8]; see
also [11, Section 8.3] for additional references.
For large |x|, the integrand possesses three saddle points corresponding to the zeros of the derivative
of the phase function f (t) = t4 + xt2 + yt . From the symmetry of the integral it follows that Pe(x, y) =
Pe(x,−y) so that we need only consider y0. For values of x and y in the left-hand plane situated inside
the cusp (or caustic) C1, given by y2 +(23x)3 =0 (corresponding to the curve on which f ′(t)=f ′′(t)=0),
all three saddles contribute to the Poincaré asymptotics of Pe(x, y); outside C1, two of the saddles form
a complex conjugate pair. It has been shown in [14] that inside the second cusp2 (or Stokes set) C2 in
the right-hand plane, given by y2 − (23x)3(54 + 34
√
3) = 0, only the real saddle is active. In the domains
containing the y-axis between these two cusps, the real saddle and only one of the complex saddles
contribute to the basic asymptotics of Pe(x, y). The division of the x, y-plane by the cusps C1 and C2 is
shown in Fig. 1a.
By application of Jordan’s lemma and a simple change of variable (when x = 0) it follows that we
can write
Pe(±x, y) = x1/2
∫

eix
2(t) dt, x > 0, (1.2)
where
(t) = t4 ± t2 + t,  = y/x3/2
and  is a path linking −∞ ei/8 to ∞ ei/8. In the right-hand (resp. left-hand) half of the x, y-plane we
take the upper (resp. lower) sign in (t). The saddle points tsj (j = 1, 2, 3) are given by the roots of the
equation ′(t) = 0. The elementary theory of cubics then tells us that in the right-hand plane the saddles
are given by
ts1 = −
√
2
3 sinh , ts2, ts3 =
√
2
3 sinh( ± i/3), (1.3)
where sinh(3) = /∗, ∗ = (2/3)3/2, and in the left-hand plane
ts1, ts3 = −
√
2
3 sin( ± /3), ts2 =
√
2
3 sin , (1.4)
where sin(3)=/∗. Inside and on the caustic C1, we have ∗ and 0 < /6, so that all three saddles
are real and ordered such that ts1 < ts2 ts3. Outside C1, we have > ∗ and  becomes complex given
by  = /6 + i′, where cosh(3′) = /∗. In this case, the saddle ts1 remains on the negative real axis
with the other two saddles forming a complex conjugate pair in the right-hand plane. The topology of
the paths of steepest descent j (j = 1, 2, 3) and ascent through the saddles tsj in the different regions
of the x, y-plane is illustrated in Fig. 1b–d. Thus, when (x, y) is situated in the right-hand cusp the
integration path  can be taken to be = 1, in between the cusps = 1 ∪ 2 and in the left-hand cusp
 = 1 ∪ 2 ∪ 3.
2 The cusp C2 is incorrectly stated in [11, p. 390].
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Fig. 1. (a) The x, y-plane showing the left-hand and right-hand cusps C1 and C2. Paths of steepest descent j and ascent when
the point (x, y), with y0, is situated (b) inside the right-hand cusp C2, (c) in between the cusps and (d) inside the left-hand
cusp C1. The saddles tsj are represented by heavy dots and the asymptotic valleys (V) and hills (H) are indicated.
A hyperasymptotic expansion for complex variables—applied to the analytic continuation of (1.1)—has
been given by Berry and Howls [2] as an example of their treatment of very accurate asymptotics of
Laplace-type integrals with several saddles. The example chosen by these authors corresponds to a
situation when only one saddle contributes to the ﬁrst stage of the expansion process, although the other
saddles (adjacent saddles) are found to make a contribution in the higher levels of the expansion. In this
paper, we report on calculations of comparable accuracy obtained by means of Hadamard expansions
applied to (1.2). These expansions involve the normalised incomplete gamma function deﬁned by
P(a, x) = 1
(a)
∫ x
0
ta−1 e−t dt (Re(a)> 0)
= x
a e−x
(1 + a) 1F1(1; 1 + a; x) (1.5)
as a smoothing factor, which ensures that the Hadamard expansion procedure is absolutely convergent,
rather than asymptotic. In this theory it is similarly found that even when only a single saddle contributes
440 R.B. Paris, D. Kaminski / Journal of Computational and Applied Mathematics 190 (2006) 437–452
to the ﬁrst stage of the asymptotics of Pe(x, y), the other saddles make their presence felt in the higher
levels of the expansion. We present numerical results on the computation of Pe(x, y) in the three different
regions of the x, y-plane, including the neighbourhoods of the cusps C1 and C2, to indicate the level
of precision that can be achieved. For details of the theoretical treatment of the Hadamard expansion
procedure applied to the hyperasymptotic evaluation of Laplace-type integrals we refer the reader to a
full discussion given in [9,10].
2. The Hadamard expansion of Pe(x, y)
In the treatment of the Hadamard expansion procedure for Pe(x, y) away from the neighbourhood of
the cusps C1 and C2 it is sufﬁcient to present only the details of the contribution from one of the saddles,
as the details of the other contributions are similar. The modiﬁcation of the procedure required to deal
with the neighbourhood of the cusps will be presented in Section 4.
The contribution Ij to (1.2) that results from the steepest descent path j passing through the saddle
tsj can be written as
Ij = x1/2
∫
j
eix
2(t) dt = x1/2 eix2(tsj )
∫ ∞
0
e−x2u
(
dt+
du
− dt
−
du
)
du.
Here we have deﬁned the new variable
iu = (t) − (tsj ), (2.1)
which is real and non-negative on j . For each non-zero value of u, there are two values of t: t+(u) on the
‘upper’ half of the steepest descent path emanating from tsj , and t−(u) on the ‘lower’ half leading into
tsj . In the u-plane (the so-called Borel plane), the images of the saddles tsj are denoted by uj and these
points are situated on different Riemann sheets. On the sheet corresponding to uj , the path j maps into
the negatively orientated loop surrounding the positive real u-axis.
We now subdivide the positive real u-axis into a series of intervals of length 0, 1, 2, . . . with
left-hand endpoints at 0 = 0, 1, 2, . . . , where
n =
n−1∑
r=0
r (n1); (2.2)
see Fig. 2. The corresponding endpoints on j are denoted by t0, t±1 , t
±
2 , . . . which are obtained by
appropriate solution of
(t±n ) − (tsj ) = in (n1), (2.3)
where t0 ≡ tsj . Then, for arbitrary complex 	 and n0, we have
(t±n + 	) − (tsj ) = (t±n + 	) − (t±n ) + in = h±n (	) + in, (2.4)
where
h±n (	) = 	(	3 + 4t±n 	2 + 12′′(t±n )	 + ′(t±n ));
when n = 0 the superscripts are ignored.
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Fig. 2. (a) The subdivision of the steepest descent path j passing through the saddle point tsj and (b) the corresponding division
in the u-plane.
In the interval with n = 0 containing the saddle we have (since t0 = tsj and ′(t0) = 0)
(h0(	))
1/2 = ±(iu)1/2, h0(	) = 	2(	2 + 4t0	 + 12′′(t0)).
Upon inversion we ﬁnd on the upper and lower halves of the steepest descent path j
	±(u) =
∞∑
k=1
(±1)kak,0
(12k + 1)
(iu)k/2, (2.5)
valid in a disc centered at u = 0 whose radius is controlled by the nearest singularity at ur (r = j ). We
now choose 0 to be the radius of convergence of (2.5), viz.
0 = min{|(tsj ) − (tsr )|} (j = 1, 2, 3; r = j), (2.6)
where only those values of r that correspond to saddles adjacent3 to the saddle tsj are admissible. The
coefﬁcients ak,0 can be determined either by the Lagrange inversion theorem [12, p. 133] or, in speciﬁc
cases, by a numerical inversion procedure using Mathematica; we have a0,0 = (/2′′(t0))1/2. Then, with
the change of variable u = 0v, we obtain
dt+
dv
− dt
−
dv
=
∞∑
k=0
c
(j)
k,0
(k + 12 )
vk−1/2, c(j)k,0 = 2(i0)k+1/2a2k+1,0 (2.7)
valid in 0v < 1.
3 For example, in the case of Fig. 1d where the saddles tsj all lie on the real t-axis, the saddle ts1 is adjacent to ts2 and the
saddle ts3 is adjacent to ts2, while the saddle ts2 is adjacent to both ts1 and ts3.
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The contribution to Ij from the zeroth interval containing the saddle tsj can then be written in the form
x1/2 eix
2(tsj )
∫ 1
0
e−x2u
(
dt+
du
− dt
−
du
)
du
= x1/2 eix2(tsj )
∞∑
k=0
c
(j)
k,0
(k + 12 )
∫ 1
0
e−x20vvk−1/2 dv
= x1/2 eix2(tsj )
∞∑
k=0
c
(j)
k,0
(0x2)
k+1/2 P
(
k + 1
2
,0x
2
)
, (2.8)
where P(a, x) is the normalised incomplete gamma function deﬁned in (1.5).
The treatment of the contribution from the intervals with n1 on the upper and lower halves of j
follows in an analogous fashion. Considering the intervals on j between t±n and t±n+1, we ﬁnd from (2.1)
and (2.4) that
h±n (	) = i(u − n) (n1), (2.9)
which upon inversion yields
	±(u) =
∞∑
k=1
a±k,n
k! (u − n)
k (2.10)
valid in a disc centered at u =n whose radius is determined either by the nearest adjacent saddle or the
saddle tsj on j . We choose n to be this radius of convergence by setting
n = min{|(tn) − (tsr )|} (r = 1, 2, 3; n1), (2.11)
where, when r = j , only the adjacent saddles are considered. In terms of the variable v deﬁned by
u − n = nv, this leads to the result
dt+
dv
− dt
−
dv
=
∞∑
k=0
c
(j)
k,n
k! v
k, c
(j)
k,n = k+1n {a+k+1,n − a−k+1,n} (2.12)
valid in 0v < 1. Then the contribution to Ij from the interval nun+1 (n1) becomes
x1/2 eix
2(tsj )
∫ n+1
n
e−x2u
(
dt+
du
− dt
−
du
)
du
= x1/2 eix2(tsj )−nx2
∞∑
k=0
c
(j)
k,n
k!
∫ 1
0
e−x2nvvk dv
= x1/2 eix2(tsj )−nx2
∞∑
k=0
c
(j)
k,n
(nx2)
k+1 P(k + 1,nx2). (2.13)
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Collecting together the results in (2.8) and (2.13), we obtain the expansion for Ij in the form
Ij = x1/2 eix2(tsj )
∞∑
n=0
e−nx2S(j)n (x) (j = 1, 2, 3), (2.14)
where we have deﬁned the Hadamard series
S
(j)
n (x) =
∞∑
k=0
c
(j)
k,n
(nx2)
k+
n P (k + 
n,nx
2) (n0), (2.15)
with

n =
{ 1
2 (n = 0),
1 (n1).
The expansion (2.14) is an exact result. The different subdivisions of the steepest descent path j have
resulted in a sequence of increasingly subdominant exponential factors exp(−nx2), where the n form
a non-negative monotonically increasing sequence, each multiplied by its associated Hadamard series
S
(j)
n (x).
For large x, the terms in the Hadamard series S(j)n (x) are found to possess an initial decay like that
of an ordinary (Poincaré) asymptotic expansion, which, instead of starting to diverge past the optimal
truncation point, eventually go over into a slow algebraic decay [9]. A routine calculation on the lines
of that described in [7, Section 10.4] shows that the inversion coefﬁcients in (2.5) and (2.10) possess the
large-k growth a±k,n = O(k−3/2(
nk + 1)−
nkn ), and hence that
c
(j)
k,n = O(k−3/2(k + 
n + 1)) (k → ∞; n0).
From (1.5), we have the behaviour P(a, x) ∼ xa e−x/(a+1) as a → +∞, which shows that the decay
of the late terms in (2.15) is controlled by k−3/2, and hence that the Hadamard series S(j)n (x) converge
absolutely.
As described in [9], this slow decay can be transformed into a rapid decay comparable with the initial
asymptotic-like phase by writing
S
(j)
n (x) =
Mn−1∑
k=0
c
(j)
k,n
(nx2)
k+
n P (k + 
n,nx
2) + T (j)n (Mn; x), (2.16)
where the truncation indices Mn are free to be chosen. The tail T (j)n (Mn; x) can be rearranged by substi-
tution of the series expansion of the conﬂuent hypergeometric function in (1.5), followed by reversal of
the order of summation, to yield the modiﬁed tail
T
(j)
n (Mn; x) =
∞∑
k=Mn
c
(j)
k,n
(nx2)
k+
n P (k + 
n,nx
2) = e−nx2
∞∑
r=0

(j)
r,n
r
n, (2.17)
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where n = nx2/Mn. The coefﬁcients (j)r,n ≡ (j)r,n(Mn) are deﬁned by

(j)
r,n = Mrn
∞∑
k=Mn
c
(j)
k,n
(k + r + 
n)!
= Mrn
⎛
⎝ ∞∑
k=0
−
Mn−1∑
k=0
⎞
⎠ c(j)k,n
(k + r + 
n)!
=Mrn
⎧⎨
⎩ 1r!
(∫ t+n+1
t+n
+
∫ t−n
t−n+1
)
(1 − v)r dt −
Mn−1∑
k=0
c
(j)
k,n
(k + r + 
n)!
⎫⎬
⎭ , (2.18)
where the contribution from the integrals represents the sum over 0k <∞; see [9]. The variable v is
deﬁned by v = (u − n)/n with u related to t via (2.1). For the zeroth interval with n = 0 the two
integrals reduce to a single integral over [t−1 , t+1 ]. We remark that the coefﬁcients (j)r,n involve moments of
the phase function (t) appearing in the exponential term in (1.2) and, most importantly, have the same
basic form at each level n.
We note that the standard Poincaré asymptotic expansion for Ij is obtained by replacing the upper limit
of integration in both integrals in (2.8) by +∞. This corresponds to the leading Hadamard series with
n = 0 in (2.14) with the normalised incomplete gamma functions replaced by unity, viz.
Ij ∼ x1/2 eix2(tsj )
∞∑
k=0
c
(j)
k,0
(0x2)
k+1/2 (x → ∞).
3. Numerical results away from the cusps C1 and C2
We now demonstrate the accuracy that can be achieved from expansion (2.14) by considering the
evaluation of Pe(x, y) in different regions of the x, y-plane corresponding to one, two or three saddle-
point contributions, as discussed in Section 1. We illustrate the procedure by ﬁrst taking (x, y) situated
in the right-hand cusp C2 in Fig. 1a and choose x = 7, y = 1, so that the location of the saddles is given
by (1.3). The steepest descent path  then consists of the single path 1 passing through the saddle ts1 on
the real axis; see Fig. 1b.
We compute the intervals n from (2.6) and (2.11) and the associated endpoints n and t±n by (2.2) and
appropriate solution of (2.3). The coefﬁcients c(1)k,n are then determined either by Lagrange inversion or,
more easily in speciﬁc cases, by use of the inversion routine in Mathematica. The truncation indices Mn
are chosen so that the variable n in (2.17) satisﬁes n < 1, which ensures that the terms in the modiﬁed
tails T (1)n (Mn; x) decay rapidly. The tail is computed by truncating the sum over r in (2.17) after Nn
terms commensurate with the level of precision required. We remark that, in the integral appearing in the
coefﬁcients (1)r,n in (2.18), it is also possible to expand the term (1 − v)r as a polynomial in t and thence
carry out the integration explicitly. In Fig. 3 we display the magnitude of the terms (on a logarithmic
scale) in the different levels of the expansion I1 in (2.14) up to and including n=2 against ordinal number
for a given choice of truncation indices.
We employ the truncation indices (M0, N0) = (30, 35) and (M1, N1) = (30, 25), (M2, N2) = (30, 0)
(that is, no terms from the tails at level 2 are used) to compute our approximate value of Pe(7, 1) to
an accuracy of order 10−24. The results of these computations using Mathematica are presented in the
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Fig. 3. The behaviour of the absolute value of the terms in I1 (on a log10 scale) as a function of ordinal number k for the levels
0n2 of the Hadamard expansion (2.15) when x = 7, y = 1. The terms in the modiﬁed tails at levels n = 0, 1 are indicated
with truncation index Mn = 30.
ﬁrst entry of Table 1. The exact value of Pe(x, y) was computed from the series expansion in ascending
powers of y given by4
Pe(±x, y) = 2ei/8
∫ ∞
0
exp{−t4 ± xe−i/4t2} cos(ei/8yt) dt
= ei/8
∞∑
k=0
(−)k
(2k)!
(yei/8)2k
2k+1/2

(
k + 1
2
)
U
(
1
2
k + 1
4
,
1
2
,
1
4
i2
)
,  = e∓i/2x
upon expansion of the cosine term, where U(a, b, z) denotes the conﬂuent hypergeometric function
[1, p. 504].
The results of similar calculations for Pe(x, y) on both sides of the caustic C1 are also presented in
Table 1. In the second example, we take x = −4, y = 12 which is situated outside the caustic C1, so that
from (1.4) we have one real and one complex saddle (labelled by ts1 and ts2, respectively) contributing to
the asymptotics as shown in Fig. 1c. Then the integration path in (1.2) is = 1 ∪ 2 and Pe(−4, 12) is
given by the sum of the associated contributions I1 and I2. In the third example, we take x = −7, y = 1
which is situated inside C1, so that all three saddles are situated on the real t-axis as shown in Fig. 1d. In
this case, we have =1 ∪2 ∪3, with the result that Pe(−7, 1) is given by the sum of the contributions
4 When computing Pe(−x, y) with x > 0, it is necessary to take into account the branch structure of U(a, b, z), since we
have arg z = 32, and employ the analytic continuation relation in [1, Eq. (13.1.10)].
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Table 1
Absolute values of the error in Pe(x, y) for different values of x and y at different levels n
n Approximate Pe(7, 1): I1 |Error|
0 0.49536 61035 33262 77661 + 0.44772 64551 11126 23092i 3.898 × 10−7
1 0.49536 64542 99722 91119 + 0.44772 66250 76842 97615i 1.036 × 10−12
2 0.49536 64543 00693 23558 + 0.44772 66250 77204 90422i 8.198 × 10−24
Exact 0.49536 64543 00693 23558 + 0.44772 66250 77204 90422i 0
n Approximate Pe(−4, 12): I1 + I2 |Error|
0 −0.06244 39002 84394 07873 + 0.42630 89326 20830 18325i 1.910 × 10−7
1 −0.06244 38996 27992 43862 + 0.42630 91236 03027 30801i 2.123 × 10−11
2 −0.06244 38996 26499 59572 + 0.42630 91236 24202 09322i 3.310 × 10−19
Exact −0.06244 38996 26499 59566 + 0.42630 91236 24202 09354i 0
n Approximate Pe(−7, 1): I1 + I2 + I3 |Error|
0 0.33281 50180 78763 26451 − 0.70371 88878 46359 71693i 2.772 × 10−6
1 0.33281 45155 70293 53371 − 0.70372 16135 13240 48206i 5.678 × 10−11
2 0.33281 45155 56898 52113 − 0.70372 16135 68416 18139i 2.775 × 10−20
Exact 0.33281 45155 56898 52113 − 0.70372 16135 68416 18142i 0
The truncation indices employed are indicated in the text. (The bold ﬁgures indicate the ﬁrst incorrect digit in an approximation.)
I1, I2 and I3. For simplicity in presentation, we employ the same truncation indices about each saddle
point as in the ﬁrst example. The decay of the terms in the different levels of the contributions Ij in each
case is similar to that shown in Fig. 3.
4. Computation in the neighbourhood of the cusps C1 and C2
The analysis described in Section 2 enables us (in principle) to calculate Pe(x, y) away from the region
of the cusps C1 and C2 to any desired level of precision. In this section, we discuss the modiﬁcations
to this procedure that are necessary to deal with computation in the neighbourhood of these cusps. As
mentioned in Section 1, it is necessary to consider only the upper halves of these curves on account of
the symmetry property Pe(x, y)= Pe(x,−y).
We ﬁrst deal with the caustic C1 in the left-hand half of the x, y-plane. The caustic C1 is associated
with the coalescence of the saddles ts2 and ts3: as we cross the upper half of C1 in the sense of increasing
y, the saddles ts2 and ts3 situated on the positive real t-axis steadily approach one another, coalesce to
yield a double saddle point and ﬁnally move off the real axis to form a complex conjugate pair; see
Fig. 4. The problem that then confronts us is the following: in the evaluation of the contribution I2, the
zeroth convergence interval 0 is determined by the proximity of the saddle ts3 according to (2.6), and
so steadily decreases to zero as we approach C1. A similar remark applies to the contribution I3 for
points just inside C1. This will result in a corresponding progressive loss of exponential separation in the
different levels of the Hadamard expansion in (2.14), with the consequence that an increasing number of
levels would need to be considered to maintain a given level of accuracy. The resolution of this difﬁculty
has been discussed in [10] in the context of the Bessel functions of large order and argument.
Let us consider the situation arising when we are just inside C1, where the saddles ts2 and ts3 are
situated on the real axis; see Fig. 4a. The procedure for the contribution I1 remains unchanged and is
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(a)
y < y*
ts1 ts3
A
B
C
D
E
F
ts2,3
(b)
ts1
y = y*
(c)
y > y*
ts1
ts2
ts3
ts2
Fig. 4. The steepest descent paths in the neighbourhood of the caustic C1: (a) inside C1 (y < y∗); (b) on C1 (y = y∗) and (c)
outside C1 (y > y∗). The deﬁnition of y∗ is given in (4.4). The heavy dots are the saddle points and the arrows denote the
direction of integration.
described in Section 2, since the saddle ts1 is not affected by the coalescence. For the contribution I2
resulting from the saddle ts2, we modify the expansion procedure in the zeroth interval containing the
saddle as follows: instead of expanding about ts2, we expand about the endpoints t±1 situated on 2 which
are chosen 5 independently of the proximity to C1. Numerically, however, it is easier to choose 0 and
thence to determine the endpoints t±1 by solution of (2.3) (with j = 2). The zeroth interval in the u-plane
now has length speciﬁed by0 =u(t±1 ), where u(t) is deﬁned in (2.1) (with j =2). The remaining interval
lengths n (and endpoints n) are controlled by (2.11), with the contributions from the intervals with
n1 given by the procedure described in Section 2. Although we have considerable freedom in the choice
of t±1 (and hence of 0), it is found numerically that larger values of 0 result in a concomitant reduction
in the decay rate of the terms in the zeroth-level modiﬁed tail; see [10, Section 6]. As a consequence, the
actual choice of t±1 is ultimately a compromise between the desired exponential separation of the different
levels and the number of terms to be computed in the zeroth-level contribution.
From (2.10), we have the inversion associated with the endpoint 1
	±(u) =
∞∑
k=1
a±k,1
k! (u − 1)
k
valid in |u − 1|<0. The contribution to I2 from the zeroth interval (now based on expansion about
t±1 ) then becomes
x1/2 eix
2(ts2)
∫ 1
0
e−x2u
(
dt+
du
− dt
−
du
)
du
= x1/2 eix2(ts2)−1x2
∞∑
k=0
cˆ
(2)
k,1
k!
∫ 0
−1
e−x20vvk dv
= x1/2 eix2(ts2)S(2)0 (x),
5 The choice of these endpoints is, however, subject to the restriction that the nearest singularity is the saddle ts2.
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where we have put u=1 +0v, with −1v0, and have deﬁned the new zeroth-level Hadamard series
S(2)0 (x) = −e−1x
2
∞∑
k=0
cˆ
(2)
k,1
(0x2)
k+1 P(k + 1,−0x2). (4.1)
The coefﬁcients cˆ(2)k,1 are deﬁned in terms of the a
±
k,1 by (2.12), with the factor k+11 replaced by k+10 .
The contribution from the intervals with n1 is given by (2.13) (with j = 2) as before; consequently we
obtain the contribution I2 given by
I2 = x1/2 eix2(ts2)
∞∑
n=0
e−nx2S(2)n (x), (4.2)
where, for convenience in presentation, we have set S(2)n (x) = S(2)n (x) (n1) deﬁned in (2.15).
The expression for S(2)0 (x) in (4.1) is seen to contain the normalised incomplete gamma functions with
negative argument multiplied by the factor exp(−1x2). Although these latter functions no longer exhibit
the simple smoothing property associated with those of positive argument, they nevertheless result in the
terms in S(2)0 (x) steadily decaying, albeit less rapidly than those in the series S
(2)
0 (x) based on expansion
about the saddle ts2; see [10, Section 6] for details. The modiﬁed form of S(2)0 (x) is deﬁned in an analogous
manner to that in (2.16) to ﬁnd
S(2)0 (x) = −e−1x
2
M0−1∑
k=0
cˆ
(2)
k,1
(0x2)
k+1 P(k + 1,−0x2) + T(2)0 (M0; x),
where
T(2)0 (M0; x) =
∞∑
r=0
(−)r ˆ(2)r,0r0, 0 = 0x2/M0.
The coefﬁcients ˆ(2)r,0 are deﬁned by
ˆ(2)r,0 = Mr0
∞∑
k=M0
(−)kcˆ(2)k,1
(k + r + 1)! = M
r
0
⎛
⎝ ∞∑
k=0
−
M0−1∑
k=0
⎞
⎠ (−)kcˆ(2)k,1
(k + r + 1)!
=Mr0
⎧⎨
⎩ 1r!
∫ t+1
t−1
(1 + v)r dt −
M0−1∑
k=0
(−)kcˆ(2)k,1
(k + r + 1)!
⎫⎬
⎭ ,
where v = (u − 1)/0 with u related to t via (2.1). A similar procedure applies to the contribution I3
resulting from the saddle ts3.
We remark that, near coalescence on the inside of C1, the contributions from those parts of the steepest
descent paths 2 and 3 situated in Im(t)< 0 (that is, the path CDE in Fig. 4a) almost cancel. In this
case, an alternative integration path, which involves less labour, is to take only the half-contributions to
I2 and I3 that result from the parts of these paths situated in Im(t)0, together with the line segment on
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the real axis joining ts2 and ts3. The resulting integration path  is then given by the path ABCEF. This
latter contribution, which we denote by I12, is obtained by expanding about the saddle ts2 in the manner
described in Section 2 to ﬁnd
I12 = x1/2 eix2(ts2)
∫ ∗
0
e−x2u dt
+
du
du
= x1/2 eix2(ts2)
∞∑
k=0
cˆ
(2)
k,0
(∗x2)k/2+1/2
P
(
1
2
k + 1
2
,∗x2
)
, (4.3)
where i∗ =(ts3)−(ts2) and the coefﬁcients cˆ(2)k,0 are obtained from the inversion (2.5) (with the upper
sign) in the form cˆ(2)k,0 =(i∗)k/2+1/2ak+1,0; compare (2.7). The modiﬁed form of this expansion is derived
in an analogous manner to that in (2.16).
We now turn to consideration of the cuspC2 in the right-hand half of the x, y-plane. In the neighbourhood
of this cusp we are not confronted with a coalescence problem but with a Stokes phenomenon. Inside
C2, only the real saddle ts1 is active and the integration path  = 1. On C2, the steepest descent path
through ts1 connects with the steepest descent path through the saddle ts2; for points situated above C2,
the integration path is  = 1 ∪ 2. The topology of the steepest descent paths in the neighbourhood of
C2 is shown in Fig. 5a–c.
The modiﬁcation of the procedure described in Section 2 to deal with a Stokes phenomenon has been
discussed in detail in [9]. This consists of taking the integration path  to be the half of the steepest
descent path 1 leading up to ts1, followed by the line segment joining ts2 and ts3 and thence along the
half of the steepest descent path 2 emanating from ts2; see Fig. 5d. The half-contributions from 1 and
2 are obtained as described in Section 2, and involve Hadamard series containing P(12k + 12 ,nx2),
while the inter-saddle contribution I12 is given in (4.3).
In Table 2, we show the results of numerical computations of Pe(±x, y) in the neighbourhood of the
cusps C1 and C2. For a given value of x, we compute Pe(±x, y) for a series of y values measured in units
of y∗, where y∗ is given by
y∗ = (23 x)3/2,  =
{
1 for C1
(54 + 34
√
3)1/2 for C2.
(4.4)
We again employ the levels with 0n2. The truncation indices chosen for C1 are: (M0, N0)= (30, 35),
(M1, N1) = (30, 30), (M2, N2) = (30, 0) for both I1 and I2 (with inter-saddle I12 indices (M0, N0) =
(30, 20) when y <y∗), while those for C2 are: (M0, N0) = (30, 40), (M1, N1) = (30, 20), (M2, N2) =
(10, 0) for I1 and (M0, N0) = (30, 25), (M1, N1) = (30, 5), (M2, N2) = (5, 0) for I2 (with inter-saddle
indices (M0, N0) = (30, 40)). The results show that computation of Pe(±x, y) across the cusps C1 and
C2 can be achieved with a uniform level of accuracy using a ﬁxed number of levels. We present in Fig. 6
the typical behaviour of the terms in the different levels of the expansions I1 and I2 for a point close to
the caustic C1. It is apparent that the decay of the terms at the zeroth level in the contribution I2 in (4.2)
is not initially as rapid as that for the corresponding terms in the contribution I1.
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y > y*
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ts1
ts2
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D
Fig. 5. The steepest descent paths in the neighbourhood of the cusp C2: (a) inside C2 (y < y∗); (b) on C2 (y = y∗); (c) outside
C2 (y > y∗); and (d) the path of integration ABCD containing the line segment joining ts1 and ts2. The deﬁnition of y∗ is given
in (4.4). The saddle point ts3 situated in Im(t)< 0 is not shown.
Table 2
Absolute values of the error in Pe(±x, y) in the neighbourhood of the cusps C1 and C2 when x = 5
Cusp C1: x = 5
y/y∗ 0.75 0.80 0.85 0.90 0.95 0.99 1.00
|Error| × 10−24 0.110 2.616 1.933 4.156 6.537 7.881 1.823
y/y∗ 1.01 1.05 1.10 1.15 1.20 1.25 1.50
|Error| × 10−24 8.221 8.113 7.278 6.465 6.862 8.506 2.100
Cusp C2: x = 5
y/y∗ 0.90 0.95 0.99 1.00 1.01 1.05 1.10
|Error| × 10−23 5.844 3.970 3.483 3.420 3.352 4.752 0.190
The value of y is measured in units of y∗ deﬁned in (4.4). The value of the zeroth interval for the coalescing saddles was
chosen to be 0 = 0.5. Levels with 0n2 have been employed with the truncation indices given in the text.
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Fig. 6. The behaviour of the absolute value of the terms (on a log10 scale) as a function of ordinal number k for the levels 0n2
of the Hadamard expansions in the neighbourhood of the caustic C1 for (a) I1 and (b) I2 with 0 = 0.5. The ﬁgures correspond
to x = 5, y = 0.99y∗, where y∗ is deﬁned in (4.4).
5. Concluding remarks
The development of Hadamard expansions for Pe(x, y) in Section 2 represents a signiﬁcant application
of the theory presented in [9], and it is immediately clear that should Hadamard expansions be needed
for the ﬁrst derivatives6 Pe/x and Pe/y, a simple modiﬁcation of the process used for Pe(x, y) will
yield the desired results. In short, the representation (1.2) used as the starting point of the expansion
process now changes to either

x
Pe(x, y) = i|x|3/2
∫

t2 eix
2(t) dt
or

y
Pe(x, y) = i|x|
∫

t eix
2(t) dt ;
the upper sign choice is to be made in (t) if x is positive, the lower for negative values, with =y|x|−3/2.
The saddle-point structure for these ﬁrst derivatives is unaffected, and the analysis carries over in a
straightforward manner. For example, (2.8) must be modiﬁed to include the additional powers of t that
are now present in the integrand.
It is tempting to obtain Hadamard expansions from that for Pe by merely differentiating the results for
Pe(x, y) with respect to either x or y, but doing so would obliterate the structure of the expansion,7 since,
for example,

x
P (k + 
n,nx2) =
2(nx2)k+
n
x(k + 
n)
e−nx2
6 In uniform asymptotic expansions, if the Pearcey function is used to effect the uniform transition in asymptotic expansions
as three saddle points undergo conﬂuence, the function Pe and its ﬁrst derivatives make an appearance in the uniform expansion.
7 This loss of form as a result of differentiation applies to most Hadamard expansions.
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would lead, in differentiated forms of (2.8), to the need to evaluate series ∑∞k=0 c(j)k,n/(k + 
n) not
associated with incomplete gamma functions. As well, x- and y-dependences are present throughout as
a consequence of the form of , which ﬁgures in the determination of the saddle points, among other
quantities. Rendering these dependences explicit in order to compute derivatives with respect to either x
or y would prove to be daunting, and certainly no economy over the approach mentioned above.
The Hadamard expansions obtained for x and y in neighbourhoods of the cusps C1 and C2 arise, in
part, from integrals taken over ﬁnite segments and portions of descent curves rather than full steepest
descent contours. This construct has been studied in a setting that we have seen before: a similar use of
incomplete gamma functions of modest argument was made in [9] to account for the Stokes phenomenon,
and its appearance in Section 4 here suggests that the device of using Hadamard expansions of Laplace
integrals over ﬁnite segments may be proﬁtably employed in other uniformity problems.
Finally, it bears repeating that the modiﬁed expansions constructed in Section 4 with ﬁxed levels retain
their accuracy in regions that straddle the cusps. This feature of the modiﬁed Hadamard expansions
underscores their utility in high-precision computation in regions ordinarily regarded as problematic.
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