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El estudio de la curvatura es un aspecto central en geometría. La curvatura constituye
el invariante algebraico más simple de la estructura Riemanniana y proporciona no sólo in-
formación geométrica sobre la misma, sino también información de índole topológica sobre
la variedad subyacente. La complejidad inherente al estudio de la curvatura en dimensiones
superiores, como campo de tensores de tipo (0, 4), ha motivado el análisis de distintos ob-
jetos asociados a la misma. Funciones con distintos dominios como la curvatura seccional o
la curvatura escalar constituyen un buen ejemplo de objetos asociados a la curvatura que
permiten, en algunos casos, determinar la estructura Riemanniana.
El operador de Jacobi proporciona una medida de la desviación geodésica, por lo que
encierra un alto contenido geométrico. Una buena parte de la información codificada por
el operador de Jacobi se pone de manifiesto al estudiar tanto sus autovalores como los au-
toespacios correspondientes. Además, el hecho de que los operadores de Jacobi determinan
completamente la curvatura, constituye una motivación adicional para el estudio de las
propiedades algebraicas de los mismos.
Es bien conocido que la existencia de estructuras adicionales sobre una variedad influye
en la curvatura de la misma. Tal es el caso de las variedades Kähler, donde la curvatura
está claramente influenciada por la estructura compleja. Sin embargo, esta interacción se
presenta también en un sentido inverso, siendo posible recuperar la estructura Kähleria-
na a partir de la curvatura de la variedad. Este acercamiento a la curvatura en la línea
del Teorema de Goldberg-Sachs resultará de interés en nuestro trabajo. Especialmente en
dimensión cuatro, es posible construir estructuras adicionales sobre la variedad a partir
de distintos operadores curvatura. Además, estas estructuras permitirán en cierta medida
caracterizar los espacios estudiados.
Motivados por las consideraciones anteriores, esta memoria se estructura en dos partes
diferenciadas en sus objetivos aunque centradas en el estudio de la curvatura y su influencia
en la estructura de la variedad.
La Parte I de la memoria se centra en el estudio de la información subyacente al operador
de Jacobi y al operador de curvatura antisimétrico. En ambos casos nos centramos en el
análisis de propiedades tipo Osserman, donde se asume la constancia de los autovalores de
los operadores estudiados en sus dominios de definición: el fibrado pseudo-unitario en el
caso de los operadores de Jacobi y la Grassmanniana de 2-planos orientados no degenerados
en el caso del operador de curvatura antisimétrico.
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El estudio de la propiedad de Osserman para los operadores de Jacobi centra en bue-
na medida el contenido de la primera parte de la memoria. Abordamos dicho problema
primero en dimensión cuatro, proporcionando una descripción nueva de las soluciones ya
conocidas para posteriormente centrarnos en la construcción de nuevos ejemplos en dimen-
siones superiores. Este estudio entroncará con la geometría de las estructuras de Walker y
las extensiones de Riemann. Como consecuencia del trabajo desarrollado se obtendrá una
nueva familia de variedades paracomplejas Osserman no conocida con anterioridad.
El estudio de la propiedad de Osserman para los operadores de curvatura antisimétricos,
i.e., las variedades Ivanov-Petrova (IP), se centra en el análisis de la relación entre estas
métricas y la geometría afín a través de las extensiones de Riemann. Esta relación permitirá
construir nuevos ejemplos de variedades IP, obtener resultados de clasificación y, finalmente,
extraer consecuencias sobre las estructuras afines subyacentes. En particular, el estudio
de las superficies afines IP permite dar respuesta a una cuestión de Kowalski sobre la
clasificación de las conexiones afines homogéneas.
La Parte II se centra en el análisis de distintas generalizaciones de los espacios simétri-
cos. Desde un punto de vista algebraico, tanto los espacios simétricos Riemannianos como
los Lorentzianos pueden caracterizarse en términos de los operadores de Jacobi. Así, un
espacio es localmente simétrico si y sólo si los operadores de Jacobi tienen autovalores cons-
tantes y autoespacios paralelos a lo largo de cada geodésica temporal. El estudio separado
de las condiciones anteriores da lugar a dos generalizaciones naturales de los espacios simé-
tricos, las cuales pueden ser caracterizadas por ciertas propiedades de conmutación entre
los operadores de Jacobi y de Szabó. En el Capítulo 6 se realiza un estudio pormenorizado
de ambas clases de variedades bajo distintas condiciones de homogeneidad, mostrando un
comportamiento Lorentziano completamente distinto a su análogo Riemanniano.
Desde un punto de vista más geométrico, los espacios simétricos fueron caracterizados
por Cartan en términos del carácter isométrico de las simetrías geodésicas. Esta caracteri-
zación motivó el estudio de condiciones más débiles sobre las simetrías geodésicas así como
la consideración de otros tipos de transformaciones que permitiesen codificar información
geométrica. Centrándonos en las transformaciones locales alrededor de un punto fijo, el
estudio se ha basado en el análisis de aplicaciones locales no necesariamente involutivas
(s2p = Id), sino en la existencia e influencia geométrica de isometrías sp para las que skp = Id
para algún natural k. El estudio de los llamados espacios simétricos generalizados surge
en este contexto. Los espacios simétricos generalizados fueron clasificados en dimensiones
bajas por Černý y Kowalski [45], quienes mostraron su carácter homogéneo y dieron una
descripción explícita de los mismos. Es importante señalar que mientras que en dimensión
tres todo espacio simétrico generalizado es de orden tres (s3p = Id), en dimensión cuatro
existen espacios simétricos generalizados de orden infinito (skp 6= Id, para cualquier k).
Un análisis pormenorizado de los espacios descritos por Černý y Kowalski permite
construir ciertas estructuras adicionales sobre los mismos a partir de su curvatura. Nuestro
objetivo ha consistido no solo en la construcción de dichas estructuras sino también en
analizar la posible caracterización de los espacios simétricos generalizados en términos
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de las mismas. Mostramos que en dimensión tres el único espacio simétrico generalizado
no trivial es una variedad IP cuyo tensor de Ricci determina una estructura producto,
mostrando que dicha propiedad es característica de los espacios simétricos generalizados
Riemannianos en dimensión tres.
El análisis en dimensión cuatro es más intrincado. En primer lugar hemos de señalar
que una de las cuatro posibles clases de espacios simétricos generalizados descrita en [45]
es en realidad un espacio simétrico, por lo que el estudio ha de restringirse a tres familias
diferenciadas. Una de ellas está constituida por variedades conformemente simétricas, por
lo que en su análisis será de utilidad el trabajo previo de Derdzinski y Roter [63, 72].
Las otras dos familias presentan la similitud de poseer una estructura subyacente de par
simpléctico. Más explícitamente, se prueba que toda variedad simétrica generalizada de
Tipo A posee una estructura casi Kähler y opuesta Kähler subyacente, mientras que toda
variedad simétrica generalizada de Tipo D posee una estructura casi paraKähler y opuesta
paraKähler inducida por su curvatura. Mostramos que los espacios simétricos generalizados
de Tipo A se caracterizan por la existencia de la estructura anteriormente mencionada en
el caso homogéneo, algo que, sin embargo, no es cierto en el Tipo D.
De una forma más precisa, a continuación reseñaremos los principales resultados de
esta memoria.
El Capítulo 1 es esencialmente introductorio. Fijamos la notación utilizada y recor-
damos algunos de los resultados y nociones básicas necesarias a fin de que el trabajo
presentado sea en cierto modo autocontenido. Hacemos especial énfasis en el estudio de las
variedades de Walker, que desempeñarán un papel esencial a lo largo de la memoria. In-
troducimos las extensiones de Riemann como ejemplos de métricas de Walker y esbozamos
algunas de sus propiedades que serán necesarias en capítulos posteriores.
En el Capítulo 2 estudiamos las variedades de Osserman en dimensión cuatro, tanto en
signatura Riemanniana como neutra. Mostramos que es posible obtener nuevas demostra-
ciones de resultados conocidos obtenidos por Chi [49] y Blažić, Bokan y Rakić [12] mediante
el uso del Teorema de Goldberg-Sachs generalizado y el carácter curvatura homogéneo de
ciertas variedades de Osserman. En la Sección 2.2 obtenemos una descripción de las va-
riedades de Osserman cuyos operadores de Jacobi presentan una raíz doble no nula del
polinomio mínimo:
Teorema 2.27 Sea (M, g) una variedad de Osserman Tipo II con operadores de Jacobi
no nilpotentes. Entonces (M, g) es localmente isométrica al fibrado cotangente T ∗Σ de una






· ι Id ◦ι Id+gD + 24
τ
σ∗Φ,
donde τ 6= 0 denota la curvatura escalar de (T ∗Σ, gD,Φ, τ
6
), D es una conexión afín arbitraria
no llana en Σ y Φ es la parte simétrica del tensor de Ricci de D.
El teorema anterior permite no sólo interpretar geométricamente los resultados obteni-
dos en [74] sino también comprender la posible generalización de los ejemplos construidos
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en [75] a dimensiones superiores, dando así respuesta a una cuestión planteada por Niko-
layevski.
Los ejemplos anteriormente mencionados se construyen en el Capítulo 3 y pueden ser
vistos como deformaciones de las variedades paraKähler de curvatura seccional paraholo-
morfa constante. Mostramos en primer lugar (Teorema 3.2) que toda variedad paraKähler
de curvatura seccional paraholomorfa constante puede ser descrita como la extensión de
Riemann modificada de una variedad afín llana. Teniendo en cuenta que las conexiones
afines de Osserman representan una generalización natural de las conexiones llanas, los
ejemplos buscados se obtienen como sigue:
Teorema 3.5 Sea (M, D) una variedad afín.
(1) Si (M, D) es afín Osserman en p ∈M, entonces (T ∗M, g) es Osserman en cualquier
punto de la fibra sobre p, q ∈ σ−1(p). Los autovalores de gJ (·) en S±(TqT ∗M, g) son
±(0, 1, 14) con multiplicidades (1, 1, 2n− 2), respectivamente.
(2) Si (M, D) es afín Osserman, entonces (T ∗M, g) es Osserman.
Además, mostramos en el Teorema 3.6 la existencia de conexiones afines Osserman en
cualquier dimensión que dan lugar a variedades de Osserman cuyos operadores de Jaco-
bi presentan formas de Jordan arbitrariamente complicadas (véase el ejemplo detallado
desarrollado en la Sección 3.4).
Considerando la misma construcción anterior, se prueba en el Teorema 3.14 que toda
extensión de Riemann modificada da lugar a una variedad paracompleja Osserman con
operadores de Jacobi paracomplejos no nilpotentes ni diagonalizables.
El operador de curvatura antisimétrico presenta una información opuesta, en cierto
sentido, a la proporcionada por los operadores de Jacobi. En particular toda variedad IP
Riemanniana es localmente conformemente llana [100] en dimensión mayor que tres. Así, en
el Capítulo 4 abordamos en primer lugar la posible existencia de variedades IP que no sean
localmente conformemente llanas. En la Sección 4.1 construimos ejemplos de métricas IP
sobre ciertas variedades de Walker no autoduales, lo que motiva el estudio de las variedades
que verifican simultáneamente las condiciones de Osserman e IP. La resolución del problema
se lleva a cabo en dos etapas: en primer lugar determinamos los posibles tensores curvatura
algebraicos que verifican las condiciones Osserman e IP (Teorema 4.5), para posteriormente
analizar la realizabilidad geométrica de los mismos. Así, mostramos en el Teorema 4.12 que
una variedad Osserman e IP en dimensión cuatro ha de ser necesariamente de curvatura
seccional constante o con operadores de Jacobi nilpotentes en dos pasos (y por tanto
extensiones de Riemann deformadas de superficies afines llanas según se describen en el
Teorema 2.26 en el caso Walker autodual).
En el Capítulo 5 abordamos el estudio de las variedades IP, relacionando las geometrías
IP pseudo-Riemanniana y afín en términos de extensiones de Riemann (cf. Teorema 5.3).
Realizamos un estudio sistemático en dimensión baja cuando la información afín procede
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de una superficie, mostrando que las superficies afines IP se caracterizan por tener tensor
de Ricci simétrico y degenerado. Tras analizar las superficies afines recurrentes (Teorema
5.6) nos centramos en el análisis de las conexiones afines homogéneas. En [121, 122, 144]
se obtiene una clasificación de las superficies afines homogéneas, mostrando que dichas
conexiones se corresponden con la conexión de Levi-Civita de una superficie de curvatura
constante o, en coordenadas adecuadas, se expresan como
Tipo A D∂1∂1 = a∂1 + b∂2, D∂1∂2 = c∂1 + d∂2, D∂2∂2 = e∂1 + f∂2, ó
Tipo B D∂1∂1 =
a
x1
∂1+ bx1 ∂2, D∂1∂2 =
c
x1
∂1+ dx1 ∂2, D∂2∂2 =
e
x1
∂1 + fx1 ∂2.
Mostramos en la Sección 5.3.1 que el carácter afín IP permite diferenciar geométricamente
las dos familias anteriores:
Teorema 5.16 Sea (Σ, D) una superficie afín con tensor de Ricci simétrico y degenerado,
recurrente y proyectivamente llana. Entonces (Σ, D) es localmente homogénea si y sólo si
en un entorno de cada punto existe un sistema de coordenadas (x1, x2) en el cual la única
componente no nula de la conexión D viene dada por




para algunas constantes µ, α y κ. Además, tal conexión es localmente homogénea de Tipo
A, y es además de Tipo B si y sólo si se verifica la desigualdad κ2 − 4µ ≥ 0.
En el Capítulo 6 consideramos dos generalizaciones naturales al caso Lorentziano de
los espacios simétricos introducidas en [9]. (M, g) es un C-espacio si para cada geodésica
temporal γ el operador de Jacobi J (γ) tiene autovalores constantes a lo largo de γ. Se
dice que (M, g) es un P-espacio si para cada geodésica temporal γ existe una base paralela
a lo largo de γ de autovectores del operador J (γ). En la Sección 6.2 mostramos que los
P-espacios Lorentzianos se caracterizan por la conmutación de los operadores de Jacobi
y Szabó (J (γ) ◦ S(γ) = S(γ) ◦ J (γ)) para posteriormente analizar dichos espacios en el
marco de las variedades homogéneas (Teorema 6.6) o 1-curvatura homogéneas (Teorema
6.10) en dimensión tres, obteniendo la caracterización siguiente:
Teorema 6.1 Sea (M, g) una variedad de Lorentz de dimensión tres homogénea y no
simétrica. Entonces las siguientes condiciones son equivalentes:
(i) (M, g) es un P-espacio.
(ii) (M, g) es Ricci recurrente.
(iii) (M, g) es curvatura recurrente.
(iv) El operador de Ricci de (M, g) es nilpotente en dos pasos.
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Una primera consecuencia inmediata que se obtiene del resultado anterior es la exis-
tencia de P-espacios homogéneos. Además, el carácter recurrente de la curvatura permite
asegurar que la estructura subyacente a dichos espacios es la de una pp-wave.
Caracterizamos los C-espacios por el hecho de que para cada geodésica γ existe un
endomorfismo Tγ de forma que el operador de Jacobi y el operador de Szabó asociados
verifican S(γ) = J (γ) ◦ Tγ − Tγ ◦ J (γ). Por tanto, toda variedad de Lorentz homogénea
y naturalmente reductiva es un C-espacio. La situación Lorentziana es más rica que la
Riemanniana puesto que existen ejemplos de C-espacios los cuales no son naturalmente
reductivos (Teorema 6.9), ni siquiera localmente homogéneos (Teorema 6.11).
Teorema 6.11 Sea (M, g) una variedad de Lorentz de dimensión tres curvatura homogé-
nea. Las siguientes condiciones son equivalentes:
(i) (M, g) es un C-espacio.
(ii) El tensor de Ricci (M, g) es cíclico paralelo.
(iii) (M, g) es 1-curvatura homogénea y por tanto es localmente isométrica a un espacio
homogéneo de los obtenidos en el Teorema 6.9 o a un espacio MII con C = D.
En la Sección 6.5 analizamos dos condiciones en cierto modo análogas a las anteriores y
motivadas por la geometría del operador de curvatura antisimétrico. Sin embargo, aunque
tales condiciones caracterizan las variedades Riemannianas localmente simétricas [111, 112],
dichas condiciones no caracterizan las variedades Lorentzianas localmente simétricas (cf.
Observación 6.17).
Finalmente, en el Capítulo 7 analizamos la geometría de los espacios simétricos ge-
neralizados en dimensiones tres y cuatro, construyendo estructuras adicionales sobre los
mismos, con el objetivo de caracterizarlos en términos de dichas estructuras. Tras analizar
el caso de dimensión tres en la Sección 7.1.1, consideramos los espacios simétricos gene-
ralizados en dimensión cuatro. Mostramos que una de las clases consideradas por Černý
y Kowalski se reduce a un espacio simétrico (de hecho a un espacio simétrico Lorentziano
de Cahen-Wallach), por lo que el estudio ha de restringirse a tres clases que, siguiendo la
notación introducida en [45], denominaremos Tipo A, B y D. Probamos la existencia de
una estructura de par simpléctico en todo espacio simétrico generalizado de Tipo A o Tipo
D (Teoremas 7.6 y 7.11). Una consecuencia de la existencia de tales estructuras es que todo
espacio simétrico generalizado de Tipo A o Tipo D admite dos foliaciones minimales com-
plementarias. Para los espacios de Tipo B probaremos que se realizan sobre una variedad
de Walker.
Mostramos que todo espacio simétrico generalizado de Tipo A posee una estructura casi
Kähler y opuesta Kähler subyacente, y caracterizamos dichos espacios por la existencia de
las estructuras anteriores entre los espacios homogéneos. Todo espacio generalizado de
Tipo D posee una estructura subyacente casi paraKähler y opuesta paraKähler, si bien la
existencia de dichas estructuras no permite caracterizar tales espacios, lo que proporciona
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ejemplos no conocidos de pares simplécticos homogéneos pseudo-Riemannianos. Señalar
también que los espacios simétricos generalizados de Tipo B son conformemente simétricos,





En este capítulo fijaremos la notación que será utilizada a lo largo de la memoria
y, al mismo tiempo, estableceremos las definiciones que motivan el estudio realizado en
los capítulos posteriores. Las demostraciones de los resultados presentados a continuación
se encuentran detalladas en monografías tanto de geometría Riemanniana como pseudo-
Riemanniana [124, 129, 142], por lo que omitiremos los detalles de las mismas.
1.1. Variedades pseudo-Riemannianas
En esta sección fijaremos el contexto de nuestro trabajo junto con los convenios que
serán empleados a lo largo de la memoria. El objeto principal de interés en nuestro es-
tudio son las variedades pseudo-Riemannianas. Una variedad pseudo-Riemanniana es una
variedad diferenciable M de dimensión n equipada con un tensor métrico g (i.e., simétrico
y no degenerado) de signatura (ν, n − ν). El par (M, g) denotará una variedad pseudo-
Riemanniana de signatura (ν, n − ν). Denotaremos por TpM el espacio tangente a M en
un punto p ∈ M y por TM el fibrado tangente a la variedad. El fibrado cotangente, que
desempeñará un papel esencial en nuestro estudio, se denotará por T ∗M .
Consideraremos X(M) el espacio de todos los campos de vectores tangentes a M .
Como regla general, los campos de vectores vendrán representados por letras mayúsculas
X, Y, Z, . . . y los vectores tangentes en cada punto de la variedad por letras minúsculas
x, y, z, . . . . Siguiendo la notación habitual en geometría pseudo-Riemanniana, un vector
distinto de cero z ∈ TpM diremos que es temporal si g(z, z) < 0, espacial si g(z, z) > 0 y
nulo o luminoso si g(z, z) = 0. Para vectores unitarios utilizaremos la notación εz = g(z, z)
y denotaremos la correspondiente pseudo-esfera en TpM por
Sp(M) = {v ∈ TpM : |g(v, v)| = 1}
y el fibrado pseudo-esférico en TM por S(M) = ∪p∈MSp(M). En muchos casos necesitare-
mos enfatizar el carácter espacial o temporal de los vectores unitarios, utilizando la notación
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S±p (M) = {v ∈ TpM : g(v, v) = ±1} para las pseudo-esferas y S±(M) = ∪p∈MS±p (M)
para los correspondientes subfibrados.
Para cada variedad pseudo-Riemanniana (M, g) tenemos determinada de modo único la
conexión de Levi-Civita asociada a ella, como la única conexión simétrica que hace paralela
a la métrica g. La fórmula de Koszul nos da la expresión de tal conexión:
2g(∇XY,Z) = X(g(Y,Z)) + Y (g(X, Z))− Z(g(X, Y ))
+g(X, [Z, Y ]) + g(Y, [Z, X]) + g(Z, [X, Y ]),
donde X, Y, Z son campos de vectores sobre M y [ · , · ] representa el corchete de Lie.
Una vez obtenida la conexión de Levi-Civita nos apoyamos en ella para definir el
operador de curvatura R (o tensor curvatura de tipo (1, 3)), según el convenio
R(X,Y )Z = ∇[X,Y ]Z − [∇X ,∇Y ]Z,
y definimos el tensor curvatura de tipo (0, 4) por
R(X, Y, Z, V ) = g(R(X, Y )Z, V ).
El tensor curvatura presenta las siguientes simetrías algebraicas:
(1.1)
(a) R(X, Y, Z, V ) = −R(Y, X,Z, V ) = −R(X,Y, V, Z),
(b) R(X, Y, Z, V ) + R(Y,Z, X, V ) + R(Z,X, Y, V ) = 0,
(c) R(X, Y, Z, V ) = R(Z, V,X, Y ),
y la identidad diferencial:
(1.2) (d) (∇XR)(Y, Z, U, V ) + (∇Y R)(Z, X, U, V ) + (∇ZR)(X, Y, U, V ) = 0.
Nos referiremos a las identidades (b) y (d) como primera y segunda identidad de Bianchi,
respectivamente.
La resolución de un buen número de cuestiones relacionadas con el estudio de la curva-
tura requiere de un análisis previo de la estructura algebraica subyacente para, a posteriori,
considerar la posibilidad de realizar geométricamente las distintas posibilidades algebrai-
cas. Desde un punto de vista puramente algebraico, sea V un espacio vectorial real de
dimensión n dotado con un producto interior 〈 · , · 〉 de signatura (ν, n−ν). Un tensor A de
tipo (0, 4) sobre (V, 〈 · , · 〉) se dice que es un tensor curvatura algebraico si verifica las si-
metrías establecidas en la Ecuación (1.1). Esencialmente, todo tensor curvatura algebraico
puede ser construido por uno de los siguientes métodos:
Para cada forma bilineal simétrica φ en (V, 〈 · , · 〉),
Aφ(x, y, z, v) = φ(x, z)φ(y, v)− φ(y, z)φ(x, v)
es un tensor curvatura algebraico. En [73] se prueba que el espacio de tensores cur-
vatura algebraicos está generado por todos los tensores de esa forma.
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Para cada forma bilineal antisimétrica ψ en (V, 〈 · , · 〉),
Aψ(x, y, z, v) = ψ(x, z)ψ(y, v)− ψ(y, z)ψ(x, v) + 2ψ(x, y)ψ(z, v)
es un tensor curvatura algebraico. Además, el espacio de todos los tensores curvatura
algebraicos está generado por todos los tensores anteriores.
Otra forma habitual de producir tensores curvatura algebraicos a partir de dos formas
bilineales simétricas D y B es el producto Kulkarni-Nomizu definido como
(D ¯B)(X, Y, Z, V ) = D(X, Z)B(Y, V ) + D(Y, V )B(X,Z)
− D(X, V )B(Y,Z)−D(Y, Z)B(X, V ).
La curvatura seccional de una variedad Riemanniana (M, g) es una función real K
definida sobre la Grassmanniana de 2-planos como
K(π) =
R(x, y, x, y)
g(x, x)g(y, y)− g(x, y)2 ,
para todo 2-plano π = 〈{x, y}〉 en TpM . En el caso pseudo-Riemanniano, la definición
anterior debe restringirse a la Grassmanniana de 2-planos no degenerados (i.e., donde
g(x, x)g(y, y)−g(x, y)2 6= 0), lo que impide garantizar la acotación puntual de dicha función.
La posibilidad de extender K con continuidad a toda la Grassmanniana es equivalente a
la constancia de la misma [58]. En tal caso el tensor curvatura se escribe como
R(x, y, z, v) = κR0(x, y, z, v),
donde el tensor curvatura R0 viene dado por
R0(x, y, z, v) = 12(g ¯ g)(x, y, z, v) = g(x, z)g(y, v)− g(y, z)g(x, v).
1.2. Descomposición de la curvatura
En esta sección se introducen ciertos tensores que aparecen de forma natural a partir
del tensor curvatura. Todos ellos se pueden definir puntualmente, es decir, en un punto p
arbitrario de la variedad (M, g). Por ello todas estas definiciones se extienden automática-
mente al contexto puramente algebraico de un espacio vectorial (V, 〈 · , · 〉, A).
El tensor de Ricci ρ y la curvatura escalar τ se definen como las trazas
ρ(x, y) = traza {z 7→ R(x, z)y}, τ = traza ρ.
En una base arbitraria {e1, . . . , en} de TpM , denotando con gij = g(ei, ej), el tensor de









donde (gij) denota la matriz inversa de la matriz de coeficientes de la métrica. Una variedad
pseudo-Riemanniana (M, g) se dice Einstein si su tensor de Ricci es un múltiplo escalar
de la métrica. En tal caso se tiene que ρ = τng.










El significado geométrico del tensor de Schouten aparece en el estudio de la geometría
conforme. Una variedad pseudo-Riemanniana (M, g) se dice localmente conformemente
llana si para cada punto p ∈ M existe un entorno U , p ∈ U , y un cambio conforme eσ,
σ : U −→ R, tal que g = eσg0 donde g0 es la métrica del espacio pseudo-Euclídeo Enν . Las
variedades 3-dimensionales localmente conformemente llanas están caracterizadas por el
hecho de que su tensor de Schouten sea Codazzi, esto es (∇XC)(Y, Z) = (∇Y C)(X, Z).
Se define el tensor de Weyl de una variedad pseudo-Riemanniana a partir del producto
de Kulkarni-Nomizu del tensor de Schouten y del tensor métrico como W = R − C ¯ g.
Equivalentemente
(1.3)
W (x, y, z, v) = R(x, y, z, v) +
τ
(n− 1)(n− 2){g(x, z)g(y, v)− g(y, z)g(x, v)}
− 1
n− 2{ρ(x, z)g(y, v)− ρ(y, z)g(x, v)
+ ρ(y, v)g(x, z)− ρ(x, v)g(y, z)},
para todo x, y, z, v ∈ TpM . El tensor de Weyl caracteriza los espacios localmente confor-
memente llanos en dimensión n ≥ 4 en términos de su anulación (nótese que W = 0 en
dimensión n = 3).
El siguiente resultado proporciona una descomposición de los tensores curvatura alge-
braicos que, a su vez, motiva los tensores introducidos anteriormente.
Teorema 1.1. [124] Un tensor curvatura algebraico A en un espacio vectorial con producto
interior (V, 〈 · , · 〉) se descompone como
A = UA + ZA + WA,
siendo
UA = τA2n(n−1)〈 · , · 〉 ¯ 〈 · , · 〉,
ZA = 1n−2
(
ρA − τAn 〈 · , · 〉
)¯ 〈 · , · 〉,
WA = A− UA − ZA = A− CA ¯ 〈 · , · 〉,
donde ρA, τA y CA son el tensor de Ricci, la curvatura escalar y el tensor de Schouten
asociados al tensor curvatura algebraico A, respectivamente.
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Observación 1.2. Considerando el operador curvatura asociado a cada tensor curvatura
algebraico A en (V, 〈 · , · 〉), dicho operador puede interpretarse como un endomorfismo A
del espacio de 2-formas Λ2(V ). Así, las componentes UA, ZA y WA del Teorema 1.1 se
corresponden con las componentes ortogonales siguientes:
La componente UA es la proyección ortogonal en el espacio de tensores curvatura
algebraicos de curvatura seccional constante.
La anulación de la componente ZA se corresponde con los tensores curvatura alge-
braicos de Einstein.
En dimensión n ≥ 4, la anulación de la componente WA representa los tensores
curvatura algebraicos localmente conformemente llanos (que están determinados por
su correspondiente tensor de Ricci).
En algunos contextos será conveniente el uso de subíndices para las componentes de
los diversos tensores en las correspondientes bases; así, por ejemplo, utilizaremos frecuen-
temente ρij = ρ(ei, ej), Rijkl = R(ei, ej , ek, el), . . .
1.3. Autodualidad y antiautodualidad en dimensión cuatro
La descomposición de los tensores curvatura establecida en el Teorema 1.1 presenta
simplificaciones notables en dimensiones bajas. En dimensión n = 2 todo tensor curvatura
algebraico es de la forma A = τA2 〈 · , · 〉 ¯ 〈 · , · 〉 y, en dimensión n = 3, todo tensor
curvatura algebraico viene determinado por su tensor de Schouten como A = CA ¯ 〈 · , · 〉.
En dimensión n = 4 la situación es más compleja, pero las propiedades del operador estrella
de Hodge permiten refinar la descomposición anterior de la curvatura.
Consideramos en esta sección (V, 〈 · , · 〉) un espacio vectorial de dimensión cuatro y un
producto interior de signatura arbitraria. Sea {e1, e2, e3, e4} una base ortonormal de V y
sea {e1, e2, e3, e4} su base dual asociada. Consideramos el espacio de 2-formas
Λ2(V ) = 〈{ei ∧ ej : i, j ∈ {1, 2, 3, 4}, i < j}〉.
Se define el operador estrella de Hodge ? actuando en Λ2(V ) como
ei ∧ ej ∧ ?( ek ∧ el) = (δikδjl − δilδjk) εiεj e1 ∧ e2 ∧ e3 ∧ e4,
donde εi = 〈 ei, ei 〉 y δij representa la delta de Kronecker. Las propiedades del operador de
Hodge están influenciadas por las distintas signaturas del producto escalar 〈 · , · 〉. Así, ?
define una estructura compleja (esto es ?2 = − IdΛ2(V )) en signatura Lorentziana, mientras
que ? define una estructura producto (esto es ?2 = IdΛ2(V )) en signatura Riemanniana o
neutra. En esta última situación, el operador estrella de Hodge induce una descomposición
del espacio de 2-formas Λ2(V ) = Λ2+(V ) ⊕ Λ2−(V ), donde Λ2+(V ) y Λ2−(V ) denotan los
espacios de 2-formas autoduales y antiautoduales, respectivamente
Λ2+(V ) = {α ∈ Λ2(V ) : ?α = α}, Λ2−(V ) = {α ∈ Λ2(V ) : ?α = −α}.
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En una base ortonormal {e1, e2, e3, e4} los subespacios autodual y antiautodual están ge-
nerados por












1 ∧ e4 ± ε2ε3e2 ∧ e3)/
√
2}.
La métrica inducida en Λ2(V ) a partir del producto escalar, dada por
〈〈x ∧ y, z ∧ w〉〉 = 〈x, z〉〈y, w〉 − 〈y, z〉〈x,w〉
es Riemanniana si 〈 · , · 〉 es definido positivo y de signatura (+ +−−−−) si 〈 · , · 〉 es un
producto escalar de signatura neutra (2, 2). Además, en este último caso la restricción de
la métrica a los subespacios Λ2± es de signatura (+−−). En cualquier caso, {E±1 , E±2 , E±3 }
es una base ortonormal, con E±1 espaciales y E
±
i temporales para i = 2, 3. Usaremos estas
bases a lo largo de la memoria, excepto donde indiquemos explícitamente lo contrario.
Interpretando un tensor curvatura algebraico A sobre V como un endomorfismo de
Λ2(V ), en dimensión cuatro la O(4)-descomposición (O(2, 2)-descomposición en el caso en
que V tenga signatura neutra) establecida en el Teorema 1.1 resulta
(1.5) R ≡ τ
12
IdΛ2 +ρ0 + W : Λ
2 −→ Λ2,
donde W denota el tensor de Weyl y ρ0 el tensor de Ricci sin traza,
ρ0(x, y) = ρ(x, y)− τ4 〈x, y〉.
Denotando por W± la restricción del tensor de Weyl a los subespacios Λ2±(V ), se dice
que un tensor curvatura es autodual (respectivamente antiautodual) si W− = 0 (respec-
tivamente W+ = 0). Por lo tanto podemos extender la O(4)-descomposición, o bien la
O(2, 2)-descomposición en el caso en que la variedad tenga signatura neutra, dada en la
Ecuación (1.5) como
(1.6) R ≡ τ
12
IdΛ2 +ρ0 + W
+ + W− : Λ2 −→ Λ2,
1.4. Estructuras adicionales sobre variedades
1.4.1. Estructuras casi Hermíticas
Sea M una variedad diferenciable 2m-dimensional. Como es bien conocido, una tal
variedad se dirá compleja cuando sea posible construir sobre ella un sistema de coordenadas
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complejas (esto es, un atlas constituido por funciones valuadas complejas cuyos cambios de
coordenadas sean aplicaciones holomorfas). Tal condición supone una reducción del grupo
estructural de la variedad real subyacente al grupo lineal complejo GL(n,C). Así pues, una
primera condición necesaria para que una variedad diferenciable (real) sea difeomorfa a una
variedad compleja es la reducción del grupo estructural a GL(n,C). Una tal reducción es
equivalente a la existencia de un campo de tensores J de tipo (1, 1) sobre la variedad
verificando J2 = − Id, al que se llama estructura casi compleja sobre M . Denotaremos por
(M, J) una variedad casi compleja, donde se considera la variedad M y una estructura casi
compleja J fija sobre M .
Cuando la estructura casi compleja se corresponda realmente con la estructura subya-
cente a una variedad compleja, se dirá que la estructura es integrable (o compleja), lo que
se establece en términos de la anulación del tensor de Nijenhuis
NJ(X,Y ) = [JX, JY ]− J [JX, Y ]− J [X, JY ] + J2[X, Y ].
La existencia de estructuras casi complejas sobre una variedad dada conlleva ciertas
restricciones sobre la topología de la misma. En particular, toda variedad casi compleja es
orientable.
Una métrica pseudo-Riemanniana g sobre M se dice que es casi Hermítica si la
estructura casi compleja J es una isometría de cada espacio tangente TpM , es decir
g(JX, JY ) = g(X, Y ) para cualesquiera campos de vectores X, Y ∈ X(M). Llamaremos
variedad casi Hermítica al triple (M, g, J).
Asociada a cada estructura casi Hermítica (g, J) existe siempre una 2-forma asociada
Ω(X, Y ) = g(JX, Y ). La 2-forma Ω induce una orientación en M que coincide con la
orientación de la estructura casi compleja cuando la métrica casi Hermítica es definida
positiva. Sin embargo ambas orientaciones son opuestas cuando la métrica subyacente es
de signatura neutra (2, 2). La 2-forma Ω define una sección de Λ2(M) verificando ‖Ω‖2 = 2
(independientemente de la signatura de la métrica). Recíprocamente, para cada sección Ω
de Λ2(M) de norma ‖Ω‖2 = 2 existe una estructura casi Hermítica asociada.
La derivada covariante de la estructura casi compleja se relaciona con la diferencial de
la 2-forma Ω y el tensor de Nijenhuis mediante la expresión
2g((∇XJ)Y, Z) + 3dΩ(X, Y, Z)− 3dΩ(X, JY, JZ)− g(JX,NJ(Y, Z)) = 0.
Estructuras Hermíticas
Una variedad casi Hermítica (M, g, J) se dirá Hermítica si la estructura casi compleja es
integrable. La existencia de estructuras Hermíticas da lugar a nuevas identitades algebraicas
para la curvatura. Gray mostró en [107] que el tensor curvatura de una variedad Hermítica
verifica la identidad
R(X,Y, Z,W ) + R(JX, JY, JZ, JW )
= R(JX, JY, Z,W ) + R(X, Y, JZ, JW ) + R(JX, Y, JZ, W )
+ R(X, JY, Z, JW ) + R(JX, Y, Z, JW ) + R(X, JY, JZ, W ).
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En [27] se prueba que la identidad anterior es la condición necesaria y suficiente para que
un tensor curvatura algebraico definido en un espacio vectorial Hermítico sea realizable
geométricamente por una variedad Hermítica. Este hecho pone de manifiesto que la identi-
dad anterior, juntamente con las identidades dadas en la Ecuación (1.1), determinan todas
las simetrías de la curvatura de una variedad Hermítica.
Estructuras casi Kähler
Una estructura casi Hermítica se llama casi Kähler si la 2-forma Ω es cerrada (i.e.,
dΩ = 0). La existencia de estructuras casi Kähler conlleva ciertas restricciones sobre la
curvatura de la variedad. La posibilidad de garantizar la integrabilidad de una estructura
casi Kähler a partir de las propiedades de la curvatura ha sido abundantemente estudiada
(estructuras casi Kähler Einstein, localmente conformemente llanas, etc.).
Es interesante notar que los resultados de integrabilidad conocidos son válidos tan
solo en el ámbito Riemanniano. De hecho, la existencia de estructuras isotrópicas Kähler
(esto es, ‖∇J‖2 = 0, pero ∇J 6= 0) imposibilita la validez de dichos resultados en el caso
pseudo-Riemanniano.
Estructuras Kähler
El caso más simple de variedad Hermítica viene dado por las variedades Kähler, ca-
racterizadas por el paralelismo de la estructura compleja (∇J = 0). Un simple cálculo
utilizando que ∇J = 0 muestra que la identidad anterior de la curvatura se reduce en este
caso a la forma más simple
R(X, Y, Z, W ) = R(JX, JY, Z, W ).
De nuevo esta identidad permite determinar todos los tensores curvatura algebraicos defi-
nidos en un espacio vectorial Hermítico que pueden ser realizados geométricamente sobre
una variedad Kähler [28]. Una consecuencia inmediata de la identidad Kähler es que toda
variedad Kähler de curvatura seccional constante es necesariamente llana. Por este motivo
se introduce la curvatura seccional holomorfa como la restricción de la curvatura seccional
a planos holomorfos (i.e., J(π) ⊂ π) no degenerados. Es importante señalar que la curva-
tura seccional holomorfa determina el tensor curvatura en geometría de Kähler y, además,
una variedad Kähler es de curvatura seccional holomorfa constante c si y sólo si el tensor









R0(X, Y, Z, W ) = g(X,Z)g(Y,W )− g(Y, Z)g(X, W ),
RJ(X, Y, Z, W ) = g(JX,Z)g(JY, W )− g(JY, Z)g(JX, W ) + 2g(JX, Y )g(JZ, W ).
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1.4.2. Estructuras casi paraHermíticas
Una 2-forma Ω sobre una variedad 2m-dimensional M se dice casi simpléctica si es
no degenerada, es decir, si Ωm 6= 0, y el par (M, Ω) se denomina entonces variedad casi
simpléctica. Se llama subvariedad Lagrangiana de una variedad casi simpléctica (M2m, Ω)
a una subvariedad inmersa m-dimensional sobre la que Ω induce la forma cero.
Se dice que una variedad casi simpléctica (M, Ω) es casi paraHermítica si su fibrado
tangente se descompone en suma de Whitney de subfibrados Lagrangianos.
Inducido por la descomposición TM = L⊕L′, el campo de tensores J de tipo (1, 1) defi-
nido por J = σL−σL′ (siendo σL y σL′ las proyecciones de TM sobre L y L′ respectivamen-
te) determina una estructura casi producto en M , de tal forma que Ω(JX, JY ) = −Ω(X, Y )
para cualesquiera campos de vectores X, Y sobre la variedad. Dado que las dimensiones de
las distribuciones correspondientes a los autovalores 1 y −1 asociados a J coinciden, nos re-
feriremos a J como estructura casi paracompleja. Definiendo ahora g(X, Y ) = Ω(JX, Y ), g
resulta ser un campo de tensores simétrico de tipo (0, 2) no degenerado sobre M y, además,
g(JX, JY ) = −g(X, Y ) para cualesquiera campos de vectores X, Y sobre M . Así, diremos
que (g, J) define una estructura casi paraHermítica en M y nos referiremos a (M, g,J)
como variedad casi paraHermítica.
La siguiente identidad muestra la relación existente entre la 2-forma Ω, la integrabilidad
de la estructura casi paracompleja J y la conexión de Levi-Civita asociada a la métrica g:
(1.7) 2g((∇XJ)Y, Z) + 3dΩ(X, Y, Z) + 3dΩ(X, JY, JZ) + g(JX, NJ(Y, Z)) = 0
para cualesquiera campos de vectores X, Y , Z sobre M , donde NJ denota el tensor de
Nijenhuis de J, es decir, NJ(X, Y ) = [JX, JY ] − J[JX,Y ] − J[X, JY ] + J2[X, Y ]. Tal
ecuación permite caracterizar las variedades paraKähler por medio del paralelismo de la
estructura casi paracompleja J respecto a la conexión de Levi-Civita de la métrica, ∇J = 0
y, al mismo tiempo, establece un cierto paralelismo formal entre el estudio de las estructuras
casi Hermíticas y casi paraHermíticas. Al igual que en el caso casi Hermítico, la existencia
de una estructura casi paraHermítica restringe la topología de la variedad subyacente
que, en particular, ha de ser orientable (véase [57] para más información sobre geometría
paraHermítica).
Existen, sin embargo, un buen número de diferencias entre las estructuras casi Hermíti-
cas y casi paraHermíticas, algunas de las cuales son de especial interés en este trabajo. En
primer lugar es importante señalar que mientras que las métricas casi Hermíticas pueden
ocurrir en cualquier signatura (2µ, 2m − 2µ), las métricas casi paraHermíticas han de ser
necesariamente de signatura neutra (m, m). Para cada estructura casi paraHermítica (g, J)
existe una 2-forma asociada Ω(X,Y ) = g(JX,Y ). La 2-forma Ω induce una orientación en
M que coincide con la orientación de la estructura casi paracompleja. La 2-forma Ω define
una sección de Λ2(M) verificando ‖Ω‖2 = −2 y, recíprocamente, para cada sección Ω de
Λ2(M) de norma ‖Ω‖2 = −2 existe una estructura casi paraHermítica asociada.
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Estructuras paraKähler
Una variedad paraKähler es una variedad simpléctica localmente difeomorfa a un pro-
ducto de subvariedades Lagrangianas. Este hecho da lugar a una descomposición del fibrado
tangente, TM , en suma de Whitney de subfibrados Lagrangianos, TM = L⊕ L′.
La Ecuación (1.7) muestra que las variedades paraKähler están caracterizadas por
el paralelismo de la estructura casi paracompleja J. Como consecuencia, los subfibrados
Lagrangianos L y L′ en que se descompone el fibrado tangente son paralelos. Ese hecho no
da lugar a una descomposición local de de Rham de la variedad como producto, dado que
la restricción de la métrica a ambos subfibrados es degenerada. Sin embargo, la existencia
de distribuciones nulas paralelas indica que la estructura subyacente es la de una variedad
de Walker (véase la Sección 1.7 para más información).
El hecho de que la estructura paracompleja de una variedad paraKähler sea paralela
(∇J = 0) conlleva una identidad tipo Kähler para la curvatura,
R(X, Y, Z, W ) = −R(JX, JY,Z, W ).
Se define la curvatura seccional paraholomorfa como la restricción de la curvatura sec-
cional a planos paraholomorfos (i.e., J(π) ⊂ π) no degenerados. Al igual que en el ámbito
Kähleriano, la curvatura seccional paraholomorfa determina la curvatura de una variedad
paraKähler y esta es constantemente c si y sólo si el tensor curvatura verifica






1.4.3. Estructuras nulas Kähler
Sea M una variedad diferenciable 2m-dimensional. Un campo de tensores N de tipo
(1, 1) sobre M se dice una estructura casi tangente si N 2 = 0 y Rango(N ) = m. Una
métrica g en M se dirá adaptada si se verifica g(NX, Y )+g(X,NY ) = 0 para cualesquiera
campos de vectores X, Y sobre M [53] y, en tal caso, nos referiremos a (N , g) como
estructura casi tangente métrica. Nótese que g ha de ser necesariamente de signatura neutra.
Cuando además el campo de tensores N sea paralelo respecto a la conexión de Levi-Civita
de (M, g), se dice que la estructura (N , g) es nula Kähler [79].
El carácter nilpotente de las estructuras casi tangentes muestra que ImN ⊂ kerN ,
por lo que al ser N de rango máximo, kerN define una distribución m-dimensional sobre
M que es completamente degenerada para cualquier métrica adaptada g. Si la estructura
(N , g) es nula Kähler, entonces kerN es una distribución paralela, por lo que (M, g) es
una variedad de Walker (véase la Sección 1.7 para más información).
Asociada a cada estructura casi tangente métrica podemos definir una 2-forma Ω dada
por Ω(X, Y ) = g(NX, Y ), que resulta ser una sección nula del fibrado Λ2(M). Recíproca-
mente, cada 2-forma Ω sobre una variedad (M, g) de signatura neutra verificando ‖Ω‖ = 0
define una estructura casi tangente métrica.
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1.4.4. Pares simplécticos
En una variedad M de dimensión cuatro se llama par simpléctico a un par de formas
simplécticas (Ω+, Ω−) compatibles con las orientaciones opuestas de M , de tal forma que
(1.8) Ω+ ∧ Ω− = 0, Ω+ ∧ Ω+ = −Ω− ∧ Ω−.
Los pares simplécticos aparecen de forma natural asociados a un buen número de situacio-
nes geométricas: métricas Riemannianas para las que los productos de formas armónicas
son armónicas, la geometría de variedades de dimensión cuatro con foliaciones holomorfas,
etc. (Ver [6] para más información sobre pares simplécticos).
La existencia de pares simplécticos viene caracterizada por la siguiente propiedad [7, 16]:
sea (M, g) una variedad de dimensión cuatro dotada de dos 2-planos ortogonales F y G
dados por 2-formas ωF y ωG . Entonces F y G definen foliaciones minimales en (M, g) si y
sólo si Ω± = 12 (ωF ± ωG) es un par simpléctico.
1.5. Operadores asociados a la curvatura
La complejidad inherente al estudio de un campo de tensores de tipo (0, 4) hace que
el estudio de la curvatura haya derivado en el análisis de distintas funciones asociadas
a la misma (como la curvatura seccional, la curvatura escalar, etc.) o de propiedades de
operadores asociados a la misma (operador de Jacobi, de Szabó, etc.) [93].
Nuestro estudio de la geometría subyacente a los operadores curvatura se centra en
el análisis de sus propiedades algebraicas, centrándonos en el estudio del espectro de los
mismos y en sus propiedades de conmutación. El problema de Osserman es probablemente
el ejemplo más conocido en el intento de determinar la geometría de una variedad a partir
del espectro de sus operadores de Jacobi. La existencia de propiedades de conmutación
entre distintos operadores curvatura está estrechamente relacionada con ciertas propiedades
geométricas como es el carácter semi-simétrico (conmutación entre operadores de curvatura
antisimétricos y/o el operador de Ricci), o los denominados P-espacios (conmutación de
los operadores de Jacobi y Szabó).
De nuevo recordamos que las definiciones que aquí se proporcionan a nivel algebraico
se trasladan automáticamente a la situación geométrica.
1.5.1. El operador de Jacobi
El operador de Jacobi aparece de un modo natural en muchos problemas geométricos,
como por ejemplo en el estudio de la desviación geodésica, y desempeña un papel esencial en
la formulación geométrica de la Relatividad General (ver [129, 142] para más información).
En esta memoria estudiaremos propiedades espectrales relacionadas con dicho operador.
Sea (V, 〈 · , · 〉) un espacio vectorial con un producto interior de signatura (ν, n − ν) y
sea A un tensor curvatura algebraico en V . Consideremos z ∈ V y sea A(z, · )z : V −→ V
la aplicación lineal definida por (A(z, · )z)x = A(z, x)z. Es inmediato ver que debido a las
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identidades del tensor curvatura se tiene que A(z, · )z : V −→ z⊥, donde z⊥ es el espacio
ortogonal a 〈{z}〉. Cuando z ∈ S(V ) entonces z⊥ es un subespacio no degenerado de V ,
por lo que se define el operador de Jacobi asociado a z ∈ V como
JA(z) : z⊥ −→ z⊥
x 7−→ A(z, x)z .
De nuevo usando las identidades del tensor curvatura se observa que el operador de Jacobi
es un operador autoadjunto.
Variedades de Osserman
Sea A un tensor curvatura algebraico en un espacio vectorial con producto interior
(V, 〈 · , · 〉) de signatura (ν, n−ν). Diremos que (V, 〈 · , · 〉, A) es espacial Osserman (respec-
tivamente temporal Osserman) si los autovalores de J son constantes en S+(V ) (respec-
tivamente, en S−(V )). Asumiendo ν > 0 y n− ν > 0, ambas condiciones son equivalentes
[85, 93]. En lo que sigue cuando una de las anteriores condiciones se satisfaga diremos que
(V, 〈 · , · 〉, A) es Osserman. El estudio de los operadores de Jacobi a lo largo de direcciones
nulas es más complejo. Debido a la dificultad para normalizar los vectores nulos, se dice
que (V, 〈 · , · 〉, A) es nulo Osserman si los operadores de Jacobi asociados a direcciones
nulas son nilpotentes (esto es, los autovalores de los operadores de Jacobi son nulos).
Un proceso de paso al límite muestra que la condición Osserman conlleva la nula Osser-
man pero el recíproco tan solo se conoce en dimensión cuatro o si la signatura es Lorentziana
[84, 87].
En un contexto puramente geométrico el estudio de las variedades Osserman pseudo-
Riemannianas es más delicado. Debemos diferenciar en primer lugar entre las condiciones
de Osserman puntual y global. Diremos que una variedad pseudo-Riemanniana (M, g) es
puntualmente Osserman si los autovalores del operador de Jacobi J (x) no dependen de
x ∈ S+p (M) pero pueden cambiar de punto a punto. En el caso en que los autovalores de
los operadores de Jacobi no varíen de un punto a otro diremos que (M, g) es globalmente
Osserman.
Dado que el espectro de un operador autoadjunto no es suficiente para determinar
éste en el ámbito pseudo-Riemanniano, se introducen las condiciones Jordan-Osserman,
que asumen la constancia de la forma de Jordan de los operadores de Jacobi. Se dice que
una variedad pseudo-Riemanniana (M, g) es espacial Jordan-Osserman (respectivamente
temporal Jordan-Osserman) si la forma de Jordan del operador de Jacobi J (x) es constante
en S+(M) (respectivamente, es constante en S−(M)). De nuevo se presenta una distinción
entre las condiciones puntual (cuando la forma de Jordan pueda variar de unos puntos
a otros) y global. Sin embargo, la principal diferencia con las condiciones de Osserman
es que el carácter espacial y temporal Jordan-Osserman no son equivalentes (véase por
ejemplo [91]). Además, en cualquier signatura no neutra, un tensor curvatura algebraico
es simultáneamente espacial y temporal Jordan-Osserman si y sólo si es diagonalizable
[97]. Señalar finalmente que la condición nula Jordan-Osserman es mucho más restrictiva:
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existen variedades de Osserman que son espaciales y temporales Jordan-Osserman pero no
nulas Jordan-Osserman.
La nomenclatura de variedad de Osserman viene motivada por el artículo [145] donde
R. Osserman conjeturó que toda variedad de Riemann globalmente Osserman es localmente
isométrica a un espacio isotrópico. El recíproco es cierto teniendo en cuenta que el grupo
de isometrías de cualquier variedad isotrópica actúa transitivamente en el fibrado esférico
unitario. La conjetura ha sido resuelta en cualquier dimensión n 6= 16. Chi demostró que
es cierta para dimensión 4 y para dimensiones 2k +1 y 4k +2, k = 1, 2, 3, . . . [49, 50]. Para
dimensión 4k, k 6= 16 Nikolayevski demostró que la conjetura también es cierta [138, 139].
En todos los casos anteriores el tensor curvatura puede ser expresado en términos de ciertos
módulos de Clifford, algo que no es posible cuando se considera el plano de Cayley, donde
radica la dificultad del caso excepcional de dimensión n = 16. En signatura Lorentziana
se tiene que toda variedad de Osserman ha de ser necesariamente de curvatura seccional
constante [10, 84]. En caso de signatura arbitraria la conjetura es falsa. El primer caso
no trivial es en dimensión n = 4 y signatura neutra (2, 2) donde se obtienen ejemplos de
variedades Osserman que no son espacios simétricos de rango uno [92] y ni tan siquiera
homogéneos.
El operador de Szabó: C-espacios y P-espacios
En 1991, Szabó [154] inicia el estudio de la derivada del operador de Jacobi, i.e.
S(x) = (∇xR)(x, · )x, mostrando que, en el caso Riemanniano, dicho operador tiene au-
tovalores constantes si y sólo si la variedad es localmente simétrica. Este resultado dio
lugar a un estudio pormenorizado de los autovalores de dicho operador. Se dice que una
variedad es puntualmente espacial (respectivamente puntualmente temporal) Szabó si los
autovalores de los operadores de Szabó son constantes en la pseudo-esfera unitaria S+p (M)
(respectivamente S−p (M)). Estas dos condiciones son equivalentes por lo que en lo que
sigue hablaremos simplemente de variedades Szabó. Los conceptos globalmente Szabó y
Jordan-Szabó se definen de un modo análogo al caso de las variedades de Osserman.
La condición de ser una variedad Szabó caracteriza a los espacios localmente simétricos
en el caso de signatura Riemanniana [154] y Lorentziana [103]. En el caso de signatura
arbitraria el resultado no es cierto [103].
Recordando que una variedad pseudo-Riemanniana es localmente simétrica si y sólo
si el tensor curvatura es paralelo (i.e., ∇R = 0), Berndt y Vanhecke [9] estudiaron esta
propiedad a lo largo de geodésicas en el ámbito Riemanniano, probando que la condición
anterior es equivalente a la constancia de los autovalores de los operadores de Jacobi a lo
largo de cada geodésica y al carácter paralelo de los autoespacios asociados. Motivados por
este hecho, plantearon el estudio de las dos propiedades anteriores de forma separada como
generalización de los espacios localmente simétricos.
(C) Una variedad de Riemann (M, g) se dice que es un C-espacio si los autovalores de los
operadores de Jacobi son constantes a lo largo de geodésicas.
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(P) Una variedad de Riemann (M, g) se dice que es un P-espacio si los autoespacios de
los operadores de Jacobi son paralelos a lo largo de geodésicas.
Las condiciones anteriores se generalizan de forma natural a la situación Lorentziana sin
más que restringir el estudio a las geodésicas temporales, lo que ha motivado un estudio
detallado de las mismas [42]. Sin embargo la situación es claramente distinta en otras sig-
naturas, ya que es posible construir ejemplos no simétricos en signatura (2, 2) que verifican
las condiciones C y P simultáneamente [19].
El estudio de las propiedades de conmutación del operador de Jacobi y el operador de
Szabó tiene especial relevancia en este estudio, ya que caracteriza los P-espacios.
1.5.2. El operador de Jacobi de orden superior
El operador de Jacobi de orden superior fue introducido por Stanilov y Videv [153]
como un valor medio de los operadores de Jacobi sobre un cierto subespacio. Sea π un
k-plano y {e1, . . . , ek} una base ortonormal de π. Se define el operador de Jacobi de orden





Este operador es independiente de la base ortonormal elegida para el k-plano π. Si k = 1,
se recupera el operador de Jacobi mientras que si k = n entonces el operador de Jacobi de
orden superior se corresponde con el operador de Ricci.
Se dice que (V, 〈 · , · 〉, A) es k-Osserman si los operadores J (π) tienen autovalores
constantes sobre la Grassmaniana Grk(V ) de k-planos. En el caso pseudo-Riemanniano,
las distintas condiciones correspondientes a las posibles signaturas de los k-planos son
equivalentes [93]. Señalar asimismo que la condición de ser k-Osserman es muy restrictiva en
el ámbito Riemanniano y Lorentziano, donde es equivalente a la constancia de la curvatura
seccional [94, 103].
Variedades complejas y paracomplejas Osserman
Sea (V, 〈 · , · 〉, A) un espacio vectorial con un producto interior de signatura (ν, n−ν) y
un tensor curvatura algebraico A. Sea J una estructura compleja en (V, 〈 · , · 〉) y denotemos
por H(V ) el espacio de 2-planos holomorfos no degenerados. Si π ∈ H(V ), y ξ ∈ π es un
vector unitario, se define el operador de Jacobi complejo como:
J (π) = J (ξ) + J (Jξ),
que resulta independiente de la elección del vector unitario ξ.
Así como el operador de Jacobi determina la curvatura en el caso pseudo-Riemanniano,
el operador de Jacobi complejo no determina necesariamente la curvatura en la situación
genérica casi Hermítica, incluso asumiendo un cierto grado de compatibilidad entre la es-
tructura casi compleja y la curvatura J∗A = A (i.e., A(JX, JY, JZ, JU) = A(X, Y, Z, U)),
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como se muestra en [20]. Por ello, es natural restringir el campo de estudio a aquellas clases
de variedades casi Hermíticas donde la estructura casi compleja es compatible y el operador
de Jacobi complejo determina la curvatura (como sucede, por ejemplo, en las variedades
Hermíticas o en las Nearly Kähler) [20]. Se dice que (V, 〈 · , · 〉, A, J) es compleja Osserman
si J y A son compatibles (es decir, J∗A = A) y los autovalores de J (π) son constantes en
H(V ).
Un primer paso natural hacia el estudio de las variedades complejas Osserman es el caso
en el que la estructura compleja J sea Kähler sobre un espacio vectorial (V, 〈 · , · 〉, A) dotado
de un producto interior definido positivo (i.e., A(Jx, Jy) = A(x, y), para cualesquiera
x, y ∈ V ). En este caso, la estructura de autovalores es muy restrictiva.
De hecho, si un espacio vectorial de dimensión n ≥ 4 (V, 〈 · , · 〉, A, J) dotado de un
producto interior Riemanniano y un tensor curvatura algebraico A no nulo verificando
la identidad de Kähler es complejo Osserman, entonces el operador de Jacobi complejo
tiene dos autovalores con multiplicidades (n− 2, 2) o tres autovalores con multiplicidades
(n− 4, 2, 2) con n = 4k ≥ 8 [26].
Así se tiene que una variedad casi Hermítica (M, g, J) de dimensión cuatro verificando
la identidad de Kähler es compleja Osserman si y sólo si tiene curvatura seccional holomorfa
constante [26].
De modo análogo al caso complejo se define el operador de Jacobi paracomplejo.
Sea (V, 〈 · , · 〉, A) un espacio vectorial dotado de un producto interior de signatura neu-
tra (m, m) y un tensor curvatura algebraico A. Sea J una estructura paracompleja en
(V, 〈 · , · 〉). Denotamos por P(V ) el espacio de 2-planos paraholomorfos (i.e., Jπ ⊂ π) no
degenerados. Sea π ∈ P(V ) y ζ ∈ π un vector unitario. Definimos el operador de Jacobi
paracomplejo como:
J (π) = J (ζ)− J (Jζ) .
En este contexto, decimos que V es semi paracompleja Osserman si el operador de Jacobi
paracomplejo J (·) tiene autovalores constantes en P(V ). Si además J (π) conmuta con J
para todo plano π ∈ P(V ) diremos que V es paracompleja Osserman.
1.5.3. El operador de curvatura antisimétrico
En el estudio de las propiedades del tensor curvatura a lo largo de círculos, el operador
de curvatura antisimétrico juega un papel relevante [111, 112]. Geodésicas y círculos son ob-
jetos clásicos en Geometría y Física, siendo estos últimos preservados por transformaciones
de Möbius por lo que están en relación con la estructura conforme de la variedad [126].
Sea (V, 〈 · , · 〉, A) un espacio vectorial dotado de un producto interior y un tensor cur-
vatura algebraico A. Sea π un plano no degenerado, π = 〈{x, y}〉. El operador de curvatura
antisimétrico
A(π)z = |〈x, x〉〈y, y〉 − 〈x, y〉2|− 12 A(x, y)z
es independiente de la base de π considerada [93].
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Es importante señalar aquí que, a diferencia de los operadores curvatura considerados
anteriormente, el operador de curvatura antisimétrico no es autoadjunto.
Variedades Ivanov-Petrova
Diremos que una variedad pseudo-Riemanniana es puntualmente Ivanov-Petrova (IP
en lo que sigue) si los autovalores de R(π) dependen únicamente del punto base p ∈ M ,
pero no de la elección del plano π ∈ Gr2(TpM) [113]. La variedad se dirá globalmente
IP si los autovalores de R(π) son constantes en la Grassmanniana Gr2(TM) . Un primer
ejemplo de variedad IP viene dado por las variedades de curvatura seccional constante.
Ahora bien, existen variedades de Riemann IP que no son de curvatura seccional constante
[93, 100, 105].
En dimensión tres las variedades IP están totalmente clasificadas a nivel algebraico
en signatura Riemanniana por Ivanov y Petrova [113], correspondiéndose con aquellas
cuyo operador de Ricci es un múltiplo de la identidad (tensores curvatura algebraicos
de Einstein), o bien aquellas cuyo operador de Ricci es de rango uno. En este último
caso, el autovalor no nulo del operador de Ricci será una función diferenciable en el caso
puntualmente IP y una constante en el caso globalmente IP. En el caso de dimensión tres,
a mayores de los dos casos anteriores aparecen los tensores curvatura cuyo operador de
Ricci es nilpotente en dos pasos [83]. En cualquiera de los casos, una descripción completa
a nivel diferenciable no es todavía conocida.
Si nos ceñimos al caso Riemanniano las variedades IP están completamente clasificadas
en dimensión n ≥ 4. Ivanov y Petrova las determinaron para dimensión cuatro [113], y
Gilkey, Leahi y Sadofsky completaron la clasificación en cualquier dimensión [100], obte-
niéndose que una variedad de Riemann (M, g) es puntualmente IP si y sólo si es localmente
isométrica en casi todo punto (es decir en un abierto denso) a un espacio de curvatura sec-
cional constante o a un producto warped de la forma I ×f F donde I ⊂ R es un intervalo
abierto, F una variedad de Riemann de dimensión dim F = n− 1 con curvatura seccional
constante K, y la función de deformación viene dada por f =
√
Kt2 + Ct + D para C, D
constantes reales verificando que C2 − 4KD 6= 0.
Es fácil ver que todos los productos warped dados por la forma anterior son localmente
conformemente llanos y por tanto no existen variedades de Riemann IP no localmente
conformemente llanas.
O-espacios y T-espacios
Motivados por las propiedades del operador de Jacobi a lo largo de geodésicas, Ivanov
y Petrova [111, 112] caracterizaron las variedades localmente simétricas en términos de las
propiedades del operador de curvatura antisimétrico Rc′(X) = R(c′,∇c′c′)X a lo largo
de círculos unitarios. Una variedad de Riemann (M, g) es localmente simétrica si y sólo
si se verifican las dos condiciones siguientes: el operador de curvatura antisimétrico tiene
autovalores constantes a lo largo de cada círculo unitario y existe una base de Jordan para
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el mismo que es paralela a lo largo del círculo. El análisis separado de ambas condiciones
motivó las siguientes generalizaciones de los espacios simétricos:
(O) Una variedad de Riemann (M, g) se dice O-espacio si los autovalores de los operadores
de curvatura antisimétricos son constantes a lo largo de círculos unitarios.
(T) Una variedad de Riemann (M, g) se dice un T-espacio si existe una base de Jordan
del operador de curvatura antisimétrico paralela a lo largo de círculos unitarios.
De modo análogo a como ocurría con los P-espacios, los T-espacios están caracterizados
por la conmutación del operador de curvatura antisimétrico y su derivada covariante a lo
largo de círculos.
1.6. Geometría Afín
Una variedad afín es una variedad M equipada con una conexión afín sin torsión D.
Denotando por R el tensor curvatura asociado, se dice que la variedad afín (M, D) es llana
si R = 0, en cuyo caso siempre existen sistemas de coordenadas en los que los símbolos
de Christoffel se anulan (i.e., Γkij = 0). Asociado al tensor curvatura de la conexión D, se
define el tensor de Ricci como ρ(X, Y ) = traza{Z 7→ R(X,Z)Y }.
A diferencia de lo que ocurre con el tensor de Ricci asociado a la conexión de Levi-
Civita de una variedad pseudo-Riemanniana, el tensor de Ricci de una conexión afín no
es necesariamente simétrico, por lo que es conveniente descomponerlo en sus componentes
simétrica y antisimétrica
ρsim(X, Y ) =
1
2
{ρ(X,Y ) + ρ(Y, X)}, ρant(X, Y ) = 1
2
{ρ(X,Y )− ρ(Y, X)}.
Dos conexiones afines D y D son proyectivamente equivalentes si existe una 1-forma ω
de tal forma que
DXY = DXY + ω(X)Y + ω(Y )X
para cualesquiera campos de vectores X, Y en M. Se dice que (M, D) es proyectivamente
llana si D es proyectivamente equivalente a una conexión afín llana. Denotando por P el
tensor proyectivo de Weyl,
P (X,Y )Z = R(X, Y )Z − 1
n− 1{ρ(X, Z)Y − ρ(Y, Z)X},
se tiene que (M, D) es proyectivamente llana si y sólo si P = 0 cuando dim M ≥ 3.
En dimensión dos, el tensor proyectivo de Weyl se anula (ya que la curvatura de toda
conexión afín en dimensión dos verifica R(X,Y )Z = ρ(X,Z)Y − ρ(Y,Z)X), por lo que
una superficie afín (Σ, D) es proyectivamente llana si y sólo si el tensor de Ricci es Codazzi
(i.e., (∇Xρ)(Y, Z) = (∇Y ρ)(X, Z)).
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Una variedad afín se dice recurrente (respectivamente Ricci recurrente) si DR = ω⊗R
(respectivamente Dρ = ω ⊗ ρ) para alguna 1-forma ω. Se dice que (M, D) es localmente
simétrica si DR = 0. Las variedades afines recurrentes surgen de modo natural en el estudio
de las conexiones afines con tensor de Ricci antisimétrico, dado que toda superficie afín
(Σ, D) con tensor de Ricci antisimétrico tiene curvatura recurrente en un entorno de cada
punto donde la curvatura es no nula.
Una variedad afín (M, D) se dirá que es afín Osserman si los operadores de Jacobi son
nilpotentes [85] y se dice que (M, D) es afín IP si los operadores de curvatura antisimé-
tricos son nilpotentes [41]. Ambas condiciones surgen de modo natural en el estudio de las
condiciones de Osserman e IP para extensiones de Riemann.
1.6.1. Superficies afines
Sea (Σ, D) una superficie afín localmente simétrica. Si el tensor de Ricci es antisimétrico,
entonces ρ define una 2-forma que es idénticamente nula (si D es llana) o define un elemento
de volumen paralelo sobre Σ, en cuyo caso ρ ha de ser simétrico. Así pues, toda conexión
afín localmente simétrica sobre Σ y no llana no puede tener tensor de Ricci antisimétrico.
El estudio de las superficies afines radica, en gran medida, en la posibilidad de expresar
la curvatura de las mismas en términos de su tensor de Ricci. Así en la mayoría de los
casos los resultados dependerán de la estructura del tensor de Ricci tanto en función de
sus partes simétrica y antisimétrica como del rango de las mismas.
Un ejemplo ilustrativo sucede en el estudio de las superficies afines recurrentes. Si
bien existe una clasificación completa, para este trabajo son especialmente relevantes los
siguientes casos:
Sea (Σ, D) una superficie afín recurrente con tensor de Ricci simétrico de rango uno.
Entonces existen coordenadas (x1, x2) donde la única componente no nula de D viene
dada por
D∂1∂1 = a(x1, x2)∂2
para alguna función diferenciable a(x1, x2) [159].
Sea (Σ, D) una superficie afín recurrente con tensor de Ricci simétrico no degenerado.
Entonces existe una métrica en Σ para la que D es su conexión de Levi-Civita [159].
Sea (Σ, D) una superficie afín recurrente con tensor de Ricci antisimétrico. Entonces
existen coordenadas (x1, x2) donde las únicas componentes no nulas de D vienen
dadas por
D∂1∂1 = −∂1θ∂1, D∂2∂2 = ∂2θ∂2
para alguna función diferenciable θ(x1, x2) [67, 159].
La condición de ser afín Osserman (respectivamente afín IP) para superficies afines
(Σ, D) se establece en términos de las propiedades del tensor de Ricci, que ha de ser
antisimétrico [85] (respectivamente simétrico de rango uno [41]).
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1.7. Métricas de Walker
Es bien conocido que la existencia de una distribución paralela en una variedad Rie-
manniana da lugar a una descomposición local de de Rham como producto. Esta propiedad
se mantiene en el caso pseudo-Riemanniano si la distribución paralela es no degenerada. El
caso en el que la distribución D sea degenerada fue estudiado por Walker [157] obteniendo
una forma canónica para la métrica. Basándonos en este trabajo diremos que una varie-
dad pseudo-Riemanniana es una variedad de Walker si admite una distribución paralela y
degenerada D.
Las métricas de Walker son una clase especial de métricas pseudo-Riemannianas que
no tienen análogo Riemanniano. Estas métricas son las responsables de muchas situacio-
nes estrictamente pseudo-Riemannianas: holonomía indescomponible pero no irreducible
[8], pp-waves y pr-waves [116], estructuras homogéneas pseudo-Riemannianas degenera-
das [136], métricas de Einstein conformemente equivalentes [125], variedades estrictamente
conformemente simétricas [72], métricas conformemente llanas con operador de Ricci nil-
potente en dos pasos [110], hipersuperficies de Einstein en variedades con curvatura sec-
cional constante y con operador de configuración nilpotente [131], estructuras paraKähler
[57, 114], métricas de Osserman no localmente simétricas [17], etc. Nos referimos a [21]
para más información sobre estructuras de Walker.
El siguiente teorema es central en nuestro trabajo.
Teorema 1.3. [157] Sea M una variedad de Walker de dimensión n y D una distribución
paralela y degenerada r-dimensional. Entonces existen coordenadas adaptadas (x1, . . . , xn−r,









donde Idr es la matriz identidad de orden r y A, B, H son matrices cuyos coeficientes son
funciones de las coordenadas verificando:
(1) A y B son matrices cuadradas simétricas de orden n− 2r y r respectivamente, H es
una matriz de orden r × (n− 2r) y tH su traspuesta.
(2) A y H son independientes de las coordenadas (xn−r+1, . . . , xn).
Además la distribución paralela y nula r dimensional D está localmente generada por los
campos de vectores coordenados {∂xn−r+1 , . . . , ∂xn}.
Observación 1.4. La forma canónica del teorema anterior resulta más sencilla si la dis-
tribución paralela tiene dimensión máxima y la variedad es de dimensión par n = 2m.
En este caso existen coordenadas de Walker (x1, . . . , xm, x1′ , . . . , xm′) de tal forma que la
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donde B es una matriz cuyas componentes son funciones de (x1, . . . , xm, x1′ , . . . , xm′).
Las métricas dadas por la Ecuación (1.9) son especialmente interesantes para nues-
tro estudio. En este caso los símbolos de Christoffel y el operador de curvatura vienen
determinados por
Lema 1.5. [37] Sea (M, g, D) una variedad de Walker de dimensión n = 2m, siendo
dimD = m. Entonces los símbolos de Christoffel no nulos están determinados (salvo sime-
trías) por






= 12 (−∂kgij + ∂jgik + ∂igjk + gks∂s′gij) ,
donde sumamos en 1 ≤ s ≤ m.
Teniendo en cuenta el carácter paralelo de la distribución D, se prueba en [72] que el
tensor curvatura de toda variedad de Walker satisface las condiciones
R(D, D⊥, ·, ·) = 0, R(D, D, ·, ·), y R(D⊥, D⊥, D, ·) = 0.
Lema 1.6. [37] Sea (M, g, D) una variedad de Walker de dimensión n = 2m, siendo
dimD = m. Entonces las componentes no nulas del tensor curvatura tipo (1, 3) son (salvo
simetrías)
Rjik
h = −12 (∂i∂h′gjk − ∂j∂h′gik)− 14 (∂s′gik∂h′gjs − ∂s′gjk∂h′gis) ,
Rjik
h′ = −12 (∂j∂kgih − ∂j∂hgik + ∂i∂hgjk − ∂i∂kgjh)
−14 {∂s′gik (∂hgjs − ∂sgjh − ∂jgsh − ght∂t′gjs)
−∂s′gjk (∂hgis − ∂sgih − ∂igsh − ght∂t′gis)
−∂s′gjh (∂sgik − ∂kgis − ∂igks − gst∂t′gik)
+∂s′gih (∂sgjk − ∂kgjs − ∂jgks − gst∂t′gjk)




h′ = −12 (∂h∂i′gjk − ∂k∂i′gjh)
−14 (∂s′gjk∂i′gsh + ∂s′gjh∂i′gsk − 2∂i′(ghs∂s′gjk)) ,
Rjik′
h′ = −12 (∂j∂k′gih − ∂i∂k′gjh)− 14 (∂k′gis∂s′gjh − ∂k′gjs∂s′gih) ,
Rji′k′
h′ = 12∂i′∂k′gjh,
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donde sumamos en 1 ≤ s ≤ m y en 1 ≤ t ≤ m.
1.7.1. Métricas de Walker en dimensión cuatro: autodualidad
El estudio de la geometría en dimensión cuatro es uno de los ejes de nuestro trabajo.
En esta situación tomaremos coordenadas (x1, x2, x1′ , x2′) y escribiremos la métrica dada




a c 1 0
c b 0 1
1 0 0 0
0 1 0 0

 ,
donde a, b y c son funciones de las coordenadas (x1, x2, x1′ , x2′).
La existencia de un campo de 2-planos en una variedad de dimensión cuatro conlleva
una orientación natural sobre la misma (véase por ejemplo [69]), por lo que las condiciones
de autodualidad y antiautodualidad poseen un significado claro. Una descripción local de
las métricas de Walker autoduales fue dada en [74] como un paso previo en el estudio de
la propiedad de Osserman. En coordenadas de Walker dichas métricas vienen dadas por la
Ecuación (1.10), donde las funciones a, b y c verifican
(1.11)
a(x1, x2, x1′ , x2′)=x31′A+x21′B+x21′x2′C+x1′x2′D+x1′P +x2′Q+ξ,
b(x1, x2, x1′ , x2′)=x32′C+x22′E+x1′x22′A+x1′x2′F+x1′S+x2′T +η,




donde todas las letras caligráficas, mayúsculas y griegas son funciones de las coordenadas
(x1, x2).
La descripción de las métricas de Walker antiautoduales es un problema mucho más
complejo que tan solo fue esbozado en [74].
1.8. Métricas de Walker especiales definidas en el fibrado co-
tangente
Una clase particular de variedades de Walker son las conocidas como extensiones de
Riemann. Estas métricas tienen una gran importancia puesto que permiten trasladar pro-
blemas desde Geometría Afín a Geometría pseudo-Riemanniana y viceversa. Al mismo
tiempo, son la estructura subyacente en un buen número de importantes situaciones geo-
métricas. Estas variedades fueron introducidas por Patterson y Walker en [146] y estudia-
das por diversos autores desde entonces, mostrando sus muchas aplicaciones en diferentes
campos (ver [1, 78, 161]).
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1.8.1. Geometría del fibrado cotangente
Consideremos T ∗M el fibrado cotangente de una variedad M de dimensión n, y sea
σ : T ∗M→M la proyección natural. Sea p̃ = (p, ω) donde p ∈ M y ω ∈ T ∗pM un punto
del fibrado cotangente T ∗M. Las coordenadas locales (xi) en un entorno abierto U de M




Para cada campo de vectores X en M, definimos una función ιX : T ∗M→ R por
ιX(p, ω) = ω(Xp) ,





Los campos de vectores en T ∗M están caracterizados por su acción sobre las funciones
de la forma ιX (véase [161] para más detalles): dos campos de vectores Ỹ , Z̃ en T ∗M son
iguales si y sólo si Ỹ (ιX) = Z̃(ιX) para todo campo de vectores X en M. Así, se define
el levantamiento completo XC de un campo de vectores X ∈ X(M) como el campo de
vectores en T ∗M caracterizado por la identidad
XC(ιZ) = ι[X,Z] para todo Z ∈ X(M) .
El espacio tangente a T ∗M en cada punto (p, ω) ∈ T ∗M está generado por los levan-
tamientos completos, y estos a su vez caracterizan los campos de tensores. De hecho un
campo de tensores de tipo (0, s) en T ∗M está completamente caracterizado por su acción
sobre los levantamientos completos de campos de vectores en M [161].
Sea T un campo de tensores de tipo (1, 1) en M, es decir T ∈ C∞(End(TM)). Defini-
mos una 1-forma ιT ∈ C∞(T ∗(T ∗M)) caracterizada por la identidad
(1.12) ιT (XC) = ι(TX) .
En las coordenadas inducidas de T ∗M se tiene que ιT = xk′T ki dxi.
1.8.2. Extensiones de Riemann
Considerando ahora una conexión libre de torsión D enM, el fibrado cotangente T ∗M
puede equiparse con una métrica pseudo-Riemanniana gD de signatura (n, n), a la cual
llamaremos extensión de Riemann de D [146], que está determinada por
gD(XC , Y C) = −ι(DXY + DY X),
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donde XC , Y C denotan los levantamientos completos a T ∗M de campos de vectores X, Y







con respecto a {∂1, . . . , ∂n, ∂1′ , . . . , ∂n′} (i, j, k = 1, . . . , n, k′ = k + n), donde Γkij son los
símbolos de Christoffel de la conexión D con respecto a las coordenadas (xi) en M.
La extensión de Riemann es una clase particular de métrica de Walker donde la dis-
tribución D tiene dimensión máxima y viene dada por D = kerσ∗. Como ya se mencionó
las extensiones de Riemann proporcionan una conexión entre Geometría Afín y pseudo-
Riemanniana. Algunas propiedades de la conexión afín D se pueden investigar a través de
las correspondientes propiedades de la extensión de Riemann gD. Por ejemplo, D es proyec-
tivamente llana si y sólo si gD es localmente conformemente llana [1] (ver [78, 85, 141, 158]
para más ejemplos y más referencias).
Observación 1.7. Si la conexión D en M es la conexión de Levi-Civita de una métrica
g en M, entonces los isomorfismos musicales son isometrías entre (T ∗M, gD) y (TM, gC),
donde gC denota el levantamiento completo de la métrica g al fibrado tangente [89]. Como
se verá a lo largo de la memoria, las principales diferencias entre las situaciones definida
positiva e indefinida estarán relacionadas con las extensiones de Riemann de conexiones
no métricas.
1.8.3. Extensiones de Riemann deformadas
Para nuestro propósito resultará de gran utilidad considerar una ligera generalización
de las extensiones de Riemann. Consideremos (M, D) una variedad afín de dimensión n,
siendo D una conexión libre de torsión en M. Sea Φ un tensor de tipo (0, 2) simétrico
en M. El fibrado cotangente T ∗M puede equiparse con una métrica pseudo-Riemanniana
gD,Φ de signatura (n, n), a la que denominaremos extensión de Riemann deformada [146],
y que está dada por
gD,Φ(XC , Y C) = −ι(DXY + DY X) + σ∗Φ,
donde XC , Y C son los levantamientos completos a T ∗M de campos de vectores en M.
De modo análogo a las extensiones de Riemann, las extensiones de Riemann deformadas
pueden expresarse en un sistema de coordenadas inducido (xi, xi′) en T ∗M como
gD,Φ =




Estas métricas fueron estudiadas exhaustivamente en [1] caracterizándolas entre las
métricas de Walker por la condición R( · , D)D = 0. De forma más precisa,
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Teorema 1.8. [1] Sea (M, g) una variedad de Walker y D la distribución nula y paralela.
Entonces g se corresponde con la extensión de Riemann deformada de una variedad afín
si y sólo si
(1.13) R(·, X)Y = 0,
para cualesquiera campos de vectores X,Y tangentes a la distribución D.
Una simple comparación con las expresiones en la Ecuación (1.11) muestra que
Teorema 1.9. Sea (T ∗Σ, gD,Φ) la extensión de Riemann deformada de una superficie afín
(Σ, D). Entonces gD,Φ es autodual.
Toda extensión de Riemann deformada tiene curvatura escalar nula y operador de Ricci
nilpotente. Además, una tal métrica es Einstein si y sólo si es Ricci llana. Nótese que toda
variedad de Walker 4-dimensional, autodual y Ricci llana es necesariamente una extensión
de Riemann deformada [41], lo que establece un cierto recíproco del Teorema 1.9.
Observación 1.10. Es importante señalar la existencia de métricas de Walker con ope-
rador de Ricci nilpotente en dos pasos que no se corresponden con ninguna extensión de
Riemann deformada. Por ejemplo, la métrica de Walker dada por
(1.14) a = 0, b = x1′x2′A(x1, x2), c = 12x
2
1′A(x1, x2),
no es Ricci llana, pero si tiene operador de Ricci nilpotente en dos pasos, y obviamente no
se corresponde con una extensión de Riemann deformada.
1.8.4. Extensiones de Riemann modificadas
Una nueva generalización de las extensiones de Riemann será de interés especial para
nuestro estudio: las llamadas extensiones de Riemann modificadas. Sea Φ ∈ C∞(S2(T ∗M))
un campo de tensores simétrico de tipo (0, 2) en M y sean T, S ∈ C∞(End(TM)) campos
de tensores de tipo (1, 1) en M. La extensión de Riemann modificada es la métrica de
signatura neutra en T ∗M definida por
gD,Φ,T,S = ιT ◦ ιS + gD + σ∗Φ ,
donde el producto simétrico ◦ está dado por ξ1 ◦ ξ2 := 12(ξ1 ⊗ ξ2 + ξ2 ⊗ ξ1).
En un sistema de coordenadas locales la extensión de Riemann modificada se expresa
como
(1.15) gD,Φ,T,S = 2 dxi ◦ dxi′ + {12xr′xs′(T ri Ssj + T rj Ssi ) + Φij(x)− 2xk′Γijk}dxi ◦ dxj .
El caso en el que tomemos T = c Id y S = Id es importante y jugará un papel destacado
en nuestro estudio. Más concretamente, si
gD,Φ,c = c · ι Id ◦ι Id+gD + σ∗Φ,
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entonces en un sistema de coordenadas locales
(1.16) gD,Φ,c = 2 dxi ◦ dxi′ + {c xi′xj′ + Φij(x)− 2xk′Γijk}dxi ◦ dxj .
Estas métricas son métricas de Walker en T ∗M donde el tensor Bij(x, x′) en la Ecuación
(1.9) es una función cuadrática en x′ (y afín si c = 0). La distribución paralela y degenerada
viene dada por D = kerσ∗ y la curvatura escalar es un múltiplo (dependiendo de la
dimensión) del parámetro c.
Las extensiones de Riemann modificadas se caracterizan en términos de la derivada
covariante de la curvatura por ∇DR( · ,D)D = 0 [1]. Esto es, una variedad de Walker de
dimensión 2m, (M, g), con dimD = m, es la extensión de Riemann modificada de una
variedad afín si y sólo si
(1.17) (∇XR)(·, Y )Z = 0,
para cualesquiera campos de vectores X, Y, Z tangentes a la distribución D.
Observación 1.11. Una consecuencia inmediata del resultado anterior es que toda varie-
dad de Walker de dimensión n = 2m admitiendo una distribución paralela degenerada de
dimensión dim D = m es localmente simétrica si y sólo si es una extensión de Riemann
modificada.
Además, las extensiones de Riemann modificadas proporcionan una fuente importante
de ejemplos de variedades de Einstein:
Teorema 1.12. La extensión de Riemann modificada gD,Φ,c en el fibrado cotangente T ∗M
de una variedad afín (M, D) de dimensión n es Einstein si y sólo si Φ = 4c(n−1)ρD,sim
(supuesto c 6= 0).
Demostración. Sea g = gD,Φ,c = c · ι Id ◦ι Id +gD + σ∗Φ y sea τ g su curvatura escalar. El
tensor de Ricci sin traza ρg0 = ρ
g − τg2ng viene determinado por
ρg0 = 2 σ
∗ ρD,sim − 12c(n− 1)σ∗Φ.
Y por lo tanto se obtiene el resultado de forma inmediata.
Una pequeña variación de las extensiones de Riemann modificadas permite dar una
descripción de las métricas de Walker autoduales más clara que la dada en la Ecuación
(1.11).
Teorema 1.13. Una métrica de Walker de dimensión cuatro es autodual si y sólo si es
localmente isométrica al fibrado cotangente T ∗Σ de una superficie afín (Σ, D), con tensor
métrico
g = ιX(ι Id ◦ι Id) + ι Id ◦ιT + gD + σ∗Φ,
donde X, T , D y Φ son un campo de vectores, un tensor de tipo (1, 1), una conexión afín
libre de torsión y un tensor simétrico de tipo (0, 2) en Σ, respectivamente.
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Demostración. Recordemos que las métricas de Walker autoduales están caracterizadas
por las Ecuaciones (1.10) y (1.11).
Para un campo de vectores X = A(x1, x2)∂1 + C(x1, x2)∂2 en Σ se tiene que
ιX = x1′A(x1, x2) + x2′C(x1, x2),
y por tanto
(ιX · ι Id ◦ι Id)11 = x31′A(x1, x2) + x21′x2′C(x1, x2),
(ιX · ι Id ◦ι Id)12 = x21′x2′A(x1, x2) + x1′x22′C(x1, x2),
(ιX · ι Id ◦ι Id)22 = x1′x22′A(x1, x2) + x32′C(x1, x2).
Ahora, tomamos T un campo de tensores de tipo (1, 1) en Σ con componentes
T 11 = B(x1, x2), T 21 = D(x1, x2), T 12 = F(x1, x2), T 22 = E(x1, x2).
Se sigue de la definición de ιT en la Ecuación (1.12) que:
(ιT )1 = x1′B(x1, x2) + x2′D(x1, x2),
(ιT )2 = x1′F(x1, x2) + x2′E(x1, x2)
y por tanto
(ιT ◦ ι Id)11 = x21′B(x1, x2) + x1′x2′D(x1, x2),
(ιT ◦ ι Id)12 = 12
(
x21′F(x1, x2) + x22′D(x1, x2)
+x1′x2′(B(x1, x2) + E(x1, x2))) ,
(ιT ◦ ι Id)22 = x1′x2′F(x1, x2) + x22′E(x1, x2).
Ahora el resultado se sigue de la Ecuación (1.11).
Parte I




El operador de Jacobi: variedades de
Osserman en dimensión cuatro
Recordemos en primer lugar que una variedad pseudo-Riemanniana (M, g) se dice
Osserman si los operadores de Jacobi tienen autovalores constantes en las pseudo-esferas
unitarias S±(M). Puesto que toda métrica de Osserman es Einstein y las métricas de
Einstein en dimensión tres son de curvatura seccional constante, el primer caso no trivial
a tener en cuenta en la investigación de las variedades de Osserman es el de dimensión
cuatro.
En este capítulo estudiaremos las variedades de Osserman en signatura (2, 2). Tras
analizar la estructura algebraica de la curvatura de dichas variedades, daremos nuevas
demostraciones de resultados de clasificación ya conocidos. Además, utilizaremos el for-
malismo de las extensiones de Riemann para realizar geométricamente ciertos tipos de
variedades de Osserman en signatura (2, 2). Los resultados obtenidos nos permitirán cons-
truir ejemplos de variedades de Osserman en signatura (n, n) con operadores de Jacobi no
diagonalizables ni nilpotentes en el Capítulo 3.
2.1. Variedades de Osserman en dimensión cuatro
El propósito de esta sección es revisar los estudios realizados hasta la fecha sobre métri-
cas de Osserman en dimensión cuatro, poniendo un especial énfasis en la conexión existente
entre métricas de Osserman y métricas autoduales de Einstein tanto en el caso Riemannia-
no como en el de signatura neutra. Aunque la mayoría de los resultados mostrados en
esta sección han sido probados con anterioridad por otros autores, aquí se proporcionarán
demostraciones alternativas de todos ellos. Fijémonos que el caso de signatura Lorentziana
se corresponde con métricas de curvatura seccional constante [86], por lo que lo omitiremos
en lo que sigue.
La estrategia inicial para la clasificación de las métricas de Osserman sigue un proceso
en dos etapas. En una primera etapa se trata de determinar todos los tensores curvatura
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algebraicos que verifican la condición de Osserman, dejando para una segunda etapa la
realización geométrica de los mismos.
Es importante señalar aquí que los tensores curvatura algebraicos de Osserman es-
tán completamente caracterizados en dimensión cuatro a partir de ciertas estructuras de
módulos de Clifford. Como veremos, el problema geométrico Riemanniano puede ser abor-
dado desde la perspectiva del Teorema de Goldberg-Sachs Generalizado [64] el cual nos
proporciona una aproximación al problema diferente a la desarrollada por Chi [49].
La situación es más compleja en signatura (2, 2) debido a las distintas posibilidades de la
forma de Jordan de los operadores de Jacobi. El caso diagonalizable podrá ser abordado de
nuevo a través de dos versiones del Teorema de Goldberg-Sachs Generalizado en signatura
(2, 2). Es conocido que los operadores de Jacobi de una variedad de Osserman en dimensión
cuatro no pueden tener autovalores complejos, algo que será posible demostrar utilizando
el hecho de que tales espacios son necesariamente curvatura-homogéneos. Por último, las
métricas de Osserman con operadores de Jacobi no diagonalizables se tratarán de forma
separada según presenten una raíz doble o triple del polinomio mínimo.
Sea (M, g) una variedad pseudo-Riemanniana de signatura (2, 2). Entonces, para cada
vector no nulo x, la métrica inducida en x⊥ es de signatura Lorentziana y por tanto el
operador de Jacobi J (x) = R(x, · )x, visto como un endomorfismo de x⊥, presenta una de






























Tipo Ia Tipo Ib Tipo II Tipo III
En el caso Riemanniano los operadores de Jacobi son diagonalizables, de donde se sigue
el siguiente resultado.
Teorema 2.1. [104] Una variedad Riemanniana de dimensión cuatro es puntualmente
Osserman si y sólo si es Einstein y autodual (o antiautodual).
La relación entre métricas de Osserman y métricas autoduales Einstein también se
mantiene en geometría pseudo-Riemanniana, lo que está en clara relación con el hecho
de que todo tensor curvatura algebraico de Osserman es también espacial y temporal
Jordan-Osserman en dimensión cuatro. Como se ha visto en la Sección 1.3, toda métrica
de signatura (2, 2) induce una métrica Lorentziana en Λ2±, por lo que los operadores de
Weyl (anti)autoduales presentan cuatro posibles formas de Jordan análogas a las de los
operadores de Jacobi anteriormente descritas. En [24] se ha investigado la correspondencia
existente a nivel algebraico entre las formas de Jordan de los operadores de Jacobi y de los
operadores W± para un tensor curvatura algebraico de Osserman, mostrando que existe
una correspondencia completa entre tensores curvatura algebraicos de Osserman y tensores
curvatura algebraicos Einstein y autoduales. Además, tal correspondencia se establece como
sigue (en función de las distintas formas de Jordan de los operadores de Jacobi dadas en
la Ecuación (2.1)).
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Lema 2.2. Sea (V, 〈 · , · 〉) un espacio vectorial dotado de un producto interior 〈 · , · 〉 de
signatura (2, 2) y sea {e1, e2, e3, e4} una base ortonormal de modo que e1, e2 son vectores
temporales y e3, e4 son vectores espaciales. Sea A un tensor curvatura algebraico en V . Las
siguientes condiciones son equivalentes:
(i) A es Osserman y el operador de Jacobi J (e1) es diagonalizable con autovalores
(α, β, γ):








(ii) El tensor curvatura algebraico A está dado por
A1212 = A3434 = α, A1234 = 2α−β−γ3 ,
A1313 = A2424 = −β, A1324 = −−α+2β−γ3 ,
A1414 = A2323 = −γ, A1423 = −α−β+2γ3 .






2α− β − γ 0 0
0 −α + 2β − γ 0






2α− τ6 0 0
0 2β − τ6 0
0 0 −2(α + β) + τ3

 .
Lema 2.3. Sea (V, 〈 · , · 〉) un espacio vectorial dotado de un producto interior 〈 · , · 〉 de
signatura (2, 2) y sea {e1, e2, e3, e4} una base ortonormal de modo que e1, e2 son vectores
temporales y e3, e4 son vectores espaciales. Sea A un tensor curvatura algebraico en V . Las
siguientes condiciones son equivalentes:
(i) A es Osserman y el operador de Jacobi J (e1) tiene un autovalor real y dos autovalores
complejos (α, γ ± βi):








(ii) El tensor curvatura algebraico A está dado por
A1212 = −A1313 = −A2424 = A3434 = γ , A1414 = A2323 = −α ,
A1213 = A1224 = A1334 = A2434 = −β ,
A1234 = −A1324 = −α−γ3 , A1423 = 2(α−γ)3 .
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−23(α− γ) −2β 0
2β −23(α− γ) 0
0 0 43(α− γ)

 .
Lema 2.4. Sea (V, 〈 · , · 〉) un espacio vectorial dotado de un producto interior 〈 · , · 〉 de
signatura (2, 2) y sea {e1, e2, e3, e4} una base ortonormal de modo que e1, e2 son vectores
temporales y e3, e4 son vectores espaciales. Sea A un tensor curvatura algebraico en V . Las
siguientes condiciones son equivalentes:
(i) A es Osserman y el operador de Jacobi J (e1) tiene un autovalor simple y otro doble
(α, β, β) y con la siguiente matriz asociada
J (e1) = 〈e1, e1〉


β + 12 −12 0
1




(ii) El tensor curvatura algebraico A está dado por
A1212 = A3434 = β + 12 , A1234 = −α−β3 + 12 ,
A1313 = A2424 = −β + 12 , A1324 = α−β3 + 12 ,
A1414 = A2323 = −α , A1423 = 2(α−β)3 ,
A1213 = A1224 = A1334 = A2434 = −12 .




−2(α−β)3 + 1 −1 0




Lema 2.5. Sea (V, 〈 · , · 〉) un espacio vectorial dotado de un producto interior 〈 · , · 〉 de
signatura (2, 2) y sea {e1, e2, e3, e4} una base ortonormal de modo que e1, e2 son vectores
temporales y e3, e4 son vectores espaciales. Sea A un tensor curvatura algebraico en V . Las
siguientes condiciones son equivalentes:
(i) A es Osserman, el operador de Jacobi J (e1) tiene un autovalor triple (α, α, α) y la
siguiente matriz asociada
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(ii) El tensor curvatura algebraico A está dado por
A1212 = −A1313 = −A1414 = −A2323 = −A2424 = A3434 = α ,
A1214 = −A1223 = −A1314 = A1323 = −A1424 = A1434 = A2324 = −A2334 = 1√2 .













2.1.1. Variedades de Osserman en dimensión cuatro Riemannianas
Como ya se mencionó anteriormente, abordaremos el problema en dos pasos. Primera-
mente determinaremos todos los tensores curvatura algebraicos que verifican la condición
de Osserman y posteriormente analizaremos la realización geométrica de los mismos.
El problema Riemanniano algebraico
Sea V un espacio vectorial real de dimensión cuatro equipado con una forma bilineal
simétrica definida positiva 〈·, ·〉. Sea A ∈ ⊗4(V ∗) un tensor curvatura algebraico en V , es
decir:
A(x, y, z, v) = −A(y, x, z, v) = A(z, v, x, y),
A(x, y, z, v) + A(y, z, x, v) + A(z, x, y, v) = 0 .
Un modelo algebraico (V, 〈·, ·〉, A) se dice Osserman si los autovalores del operador de
Jacobi AJ (x) : y → A(x, y)x son constantes es la esfera unitaria S(V ).
Como ya se ha visto en la Sección 1.1, los tensores curvatura algebraicos pueden ser
generados por dos vías independientes partiendo de formas bilineales simétricas φ o de
formas bilineales antisimétricas ψ en (V, 〈·, ·〉), siendo los generadores de la forma
Aφ(x, y, z, u) = φ(x, z)φ(y, u)− φ(y, z)φ(x, u),
Aψ(x, y, z, u) = ψ(x, z)ψ(y, u)− ψ(y, z)ψ(x, u) + 2ψ(x, y)ψ(z, u).
Sea {Φ1, Φ2,Φ3 = Φ2Φ1} una estructura de módulo de Cliff(2) sobre (V, 〈·, ·〉), i.e., Φ1, Φ2,
Φ3 son operadores antisimétricos en V verificando
ΦiΦj + ΦjΦi = −2δij Id, i, j = 1, 2, 3.
Asociados a una tal estructura consideramos los tensores curvatura algebraicos R0 = Rφ,
para φ = Id, y RΦ(x, y)z = 〈Φx, z〉Φy − 〈Φy, z〉Φx + 2〈Φx, y〉Φz. Entonces se tiene
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Teorema 2.6. [13] Una variedad Riemanniana de dimensión cuatro es Osserman si y sólo
si para cada punto de la variedad existe localmente una Cliff(2) estructura {Φ1,Φ2, Φ3} de
tal forma que el tensor curvatura se expresa como




para algunas constantes λi, i = 0, . . . , 3.
El problema Riemanniano diferenciable
Recordemos que toda variedad puntualmente Osserman en dimensión cuatro es Einstein










Por tanto, toda la información está codificada en el operador de Weyl autodual W+.
Puesto que W+ es un operador sin traza, los casos no triviales se corresponden con
métricas Einstein autoduales cuyo operador autodual tiene exactamente dos o tres auto-
valores distintos. (En otro caso W+ se anula idénticamente y por lo tanto la métrica es
Einstein y localmente conformemente llana y por tanto de curvatura seccional constante).
El caso en que W+ presenta dos autovalores distintos se aborda desde la perspectiva
del Teorema de Goldberg-Sachs generalizado:
Teorema 2.7. [64] Sea (M, g) una variedad de Riemann de dimensión cuatro tal que
(i) (M, g) es Einstein,
(ii) W+ tiene a lo sumo dos autovalores distintos en cada punto.
Entonces en el abierto donde W+ 6= 0, la métrica g = (24‖W+‖2)1/3g es Kähler.
Como ya se ha visto en el Lema 2.2 existe una correspondencia entre los autovalores
de los operadores de Jacobi y del operador de Weyl autodual, por lo que en toda variedad
de Osserman los autovalores de W+ han de ser necesariamente constantes.
Si W+ tiene exactamente dos autovalores distintos, existe una 2-forma distinguida
Ω que se corresponde con el autovalor distinguido del operador W+, la cual puede ser
reescalada para tener norma 〈Ω, Ω〉 = 2. En tal caso Ω es la forma de Kähler asociada a una
estructura casi Hermítica (g, J) y, como consecuencia del Teorema 2.7, (g, J) es localmente
conformemente Kähler con factor conforme dado por (24〈W+,W+〉)1/3. Además, puesto
que los autovalores de W+ son constantes, el factor conforme es constante, lo cual nos lleva
a que la estructura casi Hermítica (g, J) es de hecho una estructura Kähler.
La anulación del operador de Weyl antiautodual en variedades Kähler tiene una especial
significación, ya que resulta equivalente a la anulación del tensor de Bochner [29]. Entonces,
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de la condición de Einstein se sigue que (g, J) es Kähler de curvatura seccional holomorfa
constante.
Resta por considerar el caso en que el operador de Weyl autodual presenta tres auto-
valores distintos; a continuación veremos que esta posibilidad no puede darse. Siguiendo
las ideas de [64], sean Ωi autovectores ortogonales de W+ correspondientes a los diferentes
autovalores µi. Entonces, puesto que Λ2± son invariantes por desplazamientos paralelos,
existen 1-formas a, b, c de modo que
∇Ω1 = c⊗ Ω2 − b⊗ Ω3,
∇Ω2 = −c⊗ Ω1 + a⊗ Ω3,
∇Ω3 = b⊗ Ω1 − a⊗ Ω2.
Ahora bien, la segunda identidad de Bianchi nos asegura que δW+ = 0, lo cual es equiva-
lente a que se verifiquen las siguientes igualdades
dµ1 = (µ1 − µ2)Ω3c + (µ1 − µ3)Ω2b,
dµ2 = (µ2 − µ1)Ω3c + (µ2 − µ3)Ω1a,
dµ3 = (µ3 − µ1)Ω2b + (µ3 − µ2)Ω1a.
Se sigue ahora de las ecuaciones anteriores que, o bien al menos dos de los autovalores µi
son iguales (lo cual nos llevaría a una contradicción), o bien Ωi es paralela para todo i y por
tanto (Ω1, Ω2, Ω3) define una estructura hiperKähler, lo cual también es una contradicción,
ya que en dicho caso el operador de Weyl autodual se anula idénticamente.
Resumiendo todo lo anterior tenemos el siguiente resultado
Teorema 2.8. [49] Sea (M, g) una variedad Riemanniana 4-dimensional de Osserman.
Entonces es localmente isométrica a un espacio de curvatura seccional constante o a un
espacio de curvatura seccional holomorfa constante.
Observación 2.9. Es importante señalar la existencia de tensores curvatura algebraicos
de Osserman que no se corresponden con ninguna variedad de Osserman, esto es, que
no pueden realizarse geométricamente. De hecho, si (V, 〈 · , · 〉, J) es un espacio vectorial
Hermítico, entonces el tensor curvatura algebraico RJ es Osserman, pero no es geométri-
camente realizable.
2.1.2. Variedades de Osserman en dimensión cuatro de signatura neutra
La diferencia esencial entre el caso Riemanniano y el de signatura neutra radica en la
no diagonalizabilidad de los operadores de Jacobi, lo que tiene consecuencias tanto a nivel
algebraico como diferenciable.
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El problema pseudo-Riemanniano algebraico
Denotamos por A un tensor curvatura algebraico en un espacio vectorial (V, 〈·, ·〉) do-
tado con un producto interior de signatura (2, 2). Recordemos que (V, 〈·, ·〉, A) se dice
espacial (respectivamente temporal) Osserman si los autovalores de los operadores de Ja-
cobi son constantes en la pseudo-esfera unitaria espacial S+(V ) (respectivamente en la
pseudo-esfera unitaria temporal S−(V )). Las condiciones espacial Osserman y temporal
Osserman son condiciones equivalentes [85, 93]. Diremos que (V, 〈·, ·〉, A) es nulo Osserman
si los autovalores de los operadores de Jacobi son constantes en el cono nulo N(V ); es
decir, los operadores de Jacobi son nilpotentes. Nótese que un tensor curvatura algebraico
espacial o temporal Osserman es necesariamente nulo Osserman.
Dado que en signatura neutra el espectro no determina un operador autoadjunto de
forma completa, diremos que un tensor curvatura algebraico es espacial (respectivamente,
temporal, nulo) Jordan-Osserman si la forma canónica de Jordan de los operadores de
Jacobi es constante en S+(V ) (respectivamente en S−(V ), N(V )). En contraposición al
caso Osserman, las condiciones espacial y temporal Jordan-Osserman no son equivalentes
en general [86, 93] y además no implican la condición nula Jordan-Osserman. Sin embargo,
en el caso particular de dimensión cuatro se tienen las siguientes equivalencias.
Teorema 2.10. [87] Sea (V, 〈·, ·〉) un espacio vectorial de dimensión cuatro dotado de un
producto interior de signatura neutra y sea A un tensor curvatura algebraico en V . Entonces
las siguientes condiciones son equivalentes:
1. (V, 〈·, ·〉, A) es espacial Osserman.
2. (V, 〈·, ·〉, A) es temporal Osserman.
3. (V, 〈·, ·〉, A) es nulo Osserman.
4. (V, 〈·, ·〉, A) es espacial Jordan-Osserman.
5. (V, 〈·, ·〉, A) es temporal Jordan-Osserman.
6. (V, 〈·, ·〉, A) es Einstein y autodual para una cierta orientación.
Una descripción de los tensores curvatura algebraicos siguiendo el espíritu del Teorema
2.6 se sigue de [13]. Una estructura Cliff(1, 1) en (V, 〈 , 〉) (de signatura (2, 2)) es un triple
de operadores antisimétricos {Φ1, Φ2, Φ3 = Φ2Φ1} verificando
Φ21 = − Id, Φ22 = Φ23 = Id;
ΦiΦj + ΦjΦi = 0 if i 6= j.
Un aspecto interesante de las estructuras Cliff(1, 1) (también llamadas hiperparacomple-
jas en la literatura [59, 115]) es que permite construir también operadores antisimétricos
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nilpotentes en dos pasos sin más que considerar (Φ1 − Φj) para j = 2, 3, y una estructura
casi producto antisimétrica (después de reescalar) (Φ2 − Φ3).
Una descripción completa de todos los tensores curvatura algebraicos de Osserman en
signatura (2, 2) viene dada por el siguiente resultado.
Teorema 2.11. [13] Sea A un tensor curvatura algebraico en un espacio vectorial (V, 〈·, ·〉)
dotado con un producto interior de signatura (2, 2). A es Osserman si y sólo si existe una
estructura Cliff(1, 1) {Φ1, Φ2,Φ3 = Φ2Φ1} de modo que






λij [AΦi + AΦj −A(Φi−Φj)],
para algunos λi, λij ∈ R.
Observación 2.12. El teorema anterior realiza todas las posibles formas de Jordan de los
operadores de Jacobi en la Ecuación (2.1).
Un tensor curvatura algebraico nulo Jordan-Osserman en signatura (2, 2) tiene nece-
sariamente operadores de Jacobi diagonalizables. Una completa descripción de todos los
tensores curvatura algebraicos que son nulos Jordan-Osserman está dada en el siguiente
resultado.
Teorema 2.13. [87] Sea A un tensor curvatura algebraico en un espacio vectorial (V, 〈·, ·〉)
dotado con un producto interior de signatura (2, 2). Entonces A es nulo Jordan-Osserman
si y sólo si A es Osserman con operadores de Jacobi diagonalizables y una de las siguientes
condiciones se verifica:
(1) Existe una constante κ0 tal que A = κ0A0.
(2) Existen constantes κ0 y κJ con κJ 6= 0 tal que A = κ0A0 + κJAJ donde J es una
estructura compleja ortogonal en V .
(3) Existe una constante κJ 6= 0 de modo que A = κJAJ donde J es una estructura
paracompleja adaptada en V .
(4) Existen constantes κ1, κ2, κ3 tales que κ2κ3(κ2 + κ1)(κ3 + κ1) > 0, de modo que
los autovalores asociados {3κ1,−3κ2,−3κ3} son todos distintos, y de tal forma que
A = κ1AΦ1 + κ2AΦ2 + κ3AΦ3 donde {Φ1, Φ2, Φ3} es una estructura Cliff(1, 1) en V .
El problema pseudo-Riemanniano diferenciable
Antes de abordar el problema de las variedades de Osserman, como aplicación direc-
ta del Teorema 2.13 se tiene una descripción completa de las variedades nulas Jordan-
Osserman de dimensión cuatro.
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Teorema 2.14. [87] Sea (M, g) una variedad conexa pseudo-Riemanniana de signatura
neutra (2, 2). Entonces (M, g) es nula Jordan-Osserman si y sólo si es una variedad de
curvatura seccional constante o es localmente una variedad Kähler de curvatura seccional
holomorfa constante.
Observación 2.15. Los espacios de curvatura seccional holomorfa y paraholomorfa cons-
tante presentan muchas similitudes formales. Por ejemplo, ambos tienen la misma estruc-
tura de autovalores para sus operadores de Jacobi y además todos los invariantes escalares
de la curvatura de primer, segundo y tercer orden son exactamente los mismos para am-
bos espacios. El Teorema 2.14 nos proporciona un criterio geométrico para distinguir las
geometrías compleja y paracompleja.
Volviendo a las variedades de Osserman, el Teorema 2.11 muestra que todas las posibles
formas de Jordan para los operadores de Jacobi ocurren a nivel algebraico. Ahora bien,
no todas son realizables a nivel geométrico. Un primer paso hacia la resolución geométrica
general consiste en estudiar como caso particular aquellos tensores curvatura algebraicos
que pueden ser realizados como espacios simétricos. La respuesta viene dada por la se-
misimetría de los tensores curvatura algebraicos (es decir, A(x, y) ◦ A = 0 para todos los
vectores, donde A(x, y) actúa como una derivación en A) [160]. Un cálculo directo a partir
del Teorema 2.11 nos muestra que:
Teorema 2.16. Un tensor curvatura algebraico de Osserman A en un espacio vectorial de
signatura (2, 2) es semisimétrico si y sólo si se verifica una de las siguientes condiciones:
(1) los operadores de Jacobi son diagonalizables y además
(1.a) A = κA0,




para alguna estructura compleja ortogonal J ,
(1.c) A = κ
(
A0 −AJ) para alguna estructura paracompleja adaptada J, o
(2) los operadores de Jacobi son nilpotentes en dos pasos y A = κAΦ, donde Φ = Φ1−Φ2
para alguna estructura Cliff(1, 1) adaptada.
Del resultado anterior se deriva la descripción completa de las métricas de Osserman
localmente simétricas en dimensión cuatro:
Teorema 2.17. [92] Sea (M, g) una variedad pseudo-Riemanniana de Osserman de sig-
natura (2, 2) y localmente simétrica. Entonces:
(i) (M, g) es de Tipo Ia, es decir, un espacio de curvatura seccional constante, o un es-
pacio de curvatura seccional holomorfa constante, o un espacio de curvatura seccional
paraholomorfa constante, o
(ii) (M, g) es localmente isométrica a R4 con la métrica
g = 2dx1 ◦ dx2 + 2dx1′ ◦ dx2′ ± x21dx2′ ◦ dx2′ ,
donde se toman coordenadas (x1, x2, x1′ , x2′).
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Además, en el caso (ii) los operadores de Jacobi son nilpotentes en dos pasos.
Observación 2.18. Los espacios simétricos de Osserman con operador de Jacobi nilpoten-
te en dos pasos dados en (ii) son variedades de Walker que se corresponden con extensiones
de Riemann deformadas, según se han descrito en la Sección 1.8.
En lo que sigue analizaremos de forma separada la realización geométrica de los tensores
curvatura algebraicos de Osserman correspondientes a los distintos tipos Ia–III que se dan
a nivel algebraico.
Tipo Ia: el caso diagonalizable
Este primer caso es el más parecido a la situación Riemanniana. Procediendo del mismo
modo, tan solo hemos de considerar los casos en que el operador de Weyl autodual presente
dos o tres autovalores distintos.
Asumamos que el operador autodual tiene exactamente dos autovalores distintos y
sea Ω un autovector correspondiente al autovalor distinguido. Debido al hecho de que la
métrica inducida en Λ2+ tiene signatura Lorentziana, se puede reescalar Ω de modo que
〈Ω,Ω〉 = ±2. Observemos que si Ω es espacial dará lugar a una estructura casi Hermítica
(g, J) opuesta (dado que en signatura (2, 2) la estructura casi compleja y la correspondiente
forma de Kähler inducen orientaciones opuestas), mientras que si Ω es temporal dará lugar
a una estructura casi paraHermítica (g, J).
Las generalizaciones del Teorema de Goldberg-Sachs desarrolladas por Apostolov [3] en
el caso casi Hermítico y por Ivanov y Zamkovoy [114] en el caso casi paraHermítico permiten
asegurar que las estructuras anteriores son Kähler o paraKähler, dependiendo del carácter
causal de Ω. Finalmente un análisis de los correspondientes tensores de Bochner (véase
[29]) permite asegurar la constancia de la curvatura seccional (para)holomorfa.
Observación 2.19. Una hipótesis crucial en las generalizaciones del Teorema de Goldberg-
Sachs en [3, 114] es la diagonalizabilidad del operador de Weyl autodual W+ [55]. Este
hecho está garantizado en virtud de la correspondencia esbozada en el Lema 2.2.
Procediendo de modo análogo a lo hecho en el caso Riemanniano, utilizando que los
fibrados Λ2± son invariantes por desplazamientos paralelos y la segunda identidad de Bianchi
δW+ = 0, la existencia de tres autovalores distintos para W+ daría lugar a una estructura
hiperparaKähler (esto es, una estructura Cliff(1, 1) paralela), lo que estaría en contradicción
con la existencia de tres autovalores distintos.
Observación 2.20. Sea (M, g, J) una variedad Kähler 4-dimensional de signatura neutra.
Entonces el operador de Weyl autodual W+ representa el tensor de Bochner y el operador
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Si reemplazamos la estructura Kähler por una paraKähler se obtiene una descripción análo-
ga intercambiando el operador de Weyl autodual por el antiautodual.
Como consecuencia de lo anterior se tiene:
Teorema 2.21. [12] Sea (M, g) una variedad Osserman de signatura (2, 2) con operadores
de Jacobi diagonalizables. Entonces (M, g) es localmente isométrica a un espacio de curva-
tura seccional constante, a un espacio de curvatura seccional holomorfa constante o a un
espacio de curvatura seccional paraholomorfa constante.
Tipo Ib: autovalores complejos
Una variedad pseudo-Riemanniana es curvatura homogénea de orden k si para cada par
de puntos p, q ∈ M , existe un isomorfismo lineal ϕ : TpM → TqM tal que ϕ∗gq = gp y
ϕ∗∇kRq = ∇kRp. Toda variedad homogénea es curvatura homogénea de cualquier orden
y, recíprocamente, para valores suficientemente grandes de k, toda variedad curvatura
homogénea de orden k es localmente homogénea [149].
Observemos que las variedades de Osserman de dimensión cuatro no son necesariamente
curvatura homogéneas puesto que, aunque la forma de Jordan de los operadores de Jacobi
es constante en cada punto, puede variar de un punto a otro [17, 86]. Ahora bien, si los
operadores de Jacobi de una métrica de Osserman de signatura (2, 2) tienen un autovalor
complejo, entonces la forma canónica de Jordan debe permanecer constante en toda la
variedad, y por tanto (M, g) es curvatura homogénea de orden 0.
Las variedades de dimensión cuatro Einstein y curvatura homogéneas de orden 0 cuyo
operador autodual tiene un autovalor complejo han sido completamente clasificadas por
Derdzinski [66], quien mostró que todas ellas son localmente homogéneas. De hecho, son
localmente simétricas, o localmente isométricas a un grupo de Lie equipado con una métrica
invariante a la izquierda de un tipo específico. Una tal métrica, en coordenadas (x1, . . . , x4),
viene dada por
g = ekx2 cos kx2
√




de donde se sigue que los operadores curvatura R± : Λ2± → Λ2± tienen autovalores cons-
tantes {−k2, 12(k2 ± i
√
3k2)}, k 6= 0, por lo que dichas métricas no pueden ser autoduales
ni antiautoduales. Este hecho, conjuntamente con el Teorema 2.17, muestra el siguiente
resultado:
Teorema 2.22. [12] Sea (M, g) una variedad Osserman de signatura (2, 2). Entonces los
operadores de Jacobi no pueden tener autovalores complejos.
Tipo II: raíz doble del polinomio mínimo
Blažić, Bokan y Rakić han probado en [12] que la realización geométrica de este tipo
de tensores curvatura algebraicos de Osserman conlleva una restricción adicional sobre los
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autovalores de los operadores de Jacobi dados en la Ecuación (2.1): α = 4β, ó α = β = 0.
Ejemplos de métricas de Osserman Tipo II con operadores de Jacobi nilpotentes en dos pa-
sos se conocen desde [91], pero una completa descripción de estas métricas aún permanece
abierta. Para el caso en que los operadores de Jacobi son no nilpotentes existe una des-
cripción completa [74]. De hecho, se muestra en [12] que una tal métrica es necesariamente
de Walker (es decir, admite un campo de 2-planos paralelos y degenerados). Un análisis
sistemático de la condición de autodualidad para métricas de Walker realizado en [74] (ver
también [62]), ha llevado a una descripción en coordenadas de Walker como sigue:
Teorema 2.23. [74] Sea (M, g) una variedad de Osserman Tipo II. Entonces los opera-
dores de Jacobi son nilpotentes en dos pasos o, en otro caso, existen coordenadas locales
(x1, x2, x1′ , x2′) donde la métrica está dada por
(2.2) 2dx1 ◦ dx1′ + 2dx2 ◦ dx2′ + s11dx1 ◦ dx1 + s22dx2 ◦ dx2 + 2s12dx1 ◦ dx2




6 + x1′P + x2′Q +
6
τ {Q(T − U) + V (P − V )− 2(Q2 − V1)} ,
s22 = x22′
τ
6 + x1′S + x2′T +
6
τ {S(P − V ) + U(T − U)− 2(S1 − U2)} ,
s12 = x1′x2′ τ6 + x1′U + x2′V +
6
τ {−QS + UV + T1 − U1 + P2 − V2} ,
donde la curvatura escalar τ es no nula y P , Q, S, T , U , V son funciones arbitrarias de
las coordenadas (x1, x2).
Como ya hemos mencionado, la situación correspondiente a operadores de Jacobi nil-
potentes no está tan clara. Los resultados conocidos se resumen en el siguiente
Teorema 2.24. Una variedad de Walker (M, g) es Osserman autodual con curvatura es-
calar nula si y sólo si la métrica está dada por la Ecuación (2.2) para funciones sij de las
coordenadas (x1, x2, x1′ , x2′) dadas por
(2.4)
s11 =x1′P + x2′Q+ ξ,
s22 =x1′S+ x2′T + η,
s12 =x1′U+ x2′V + ν,
donde P , Q, S, T , U , V , ξ, η y ν son funciones de las coordenadas (x1, x2) verificando
(2.5)
2(Q2 − V1) = Q(T − U) + V (P − V ),
2(S1 − U2) = S(P − V ) + U(T − U),
T1 − U1 + P2 − V2 = QS − UV.
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Observación 2.25. El operador de Weyl autodual correspondiente a las métricas dadas
por las Ecuaciones (2.2) y (2.3) tiene un autovalor distinguido cuyo autoespacio asociado
es temporal. Un autovector Ω asociado a dicho autovalor permite definir una estructura
casi paraHermítica (g, J) que no es integrable. Se prueba en [55] que tal estructura es
simpléctica (por tanto (g, J) es una estructura casi paraKähler) de curvatura seccional
paraholomorfa constante.
Posteriormente daremos una completa descripción de las métricas dadas por las Ecua-
ciones (2.2) y (2.3), y de las métricas dadas por las Ecuaciones (2.4) y (2.5), descripción
libre de coordenadas en términos de extensiones de Riemann, lo que a su vez permitirá dar
significado a la Ecuación (2.5).
Tipo III: raíz triple del polinomio mínimo
La clasificación de las métricas de Osserman Tipo III ha sido finalizada recientemente
por Derdzinski [68]. Existe una abundante lista de ejemplos de métricas de Osserman con
operadores de Jacobi nilpotentes en tres pasos [15, 46, 85, 91]. Sin embargo, la existencia
de métricas de Osserman Tipo III con operadores de Jacobi no nilpotentes ha sido un
problema abierto hasta su reciente resolución en [68] (ver también [51, 52]).
Las métricas de Osserman de Tipo III están foliadas por superficies degeneradas [11],
las cuales son paralelas si y sólo si los operadores de Jacobi son nilpotentes. De hecho, esta
es la situación que sustenta la existencia de métricas de Osserman Tipo III con operadores
de Jacobi no nilpotentes, como se ve en [68]. Cualquier variedad de Osserman Tipo III
es localmente el espacio total de un fibrado de planos afines sobre una superficie dotado
con una “conexión no lineal” distinguida en la forma de una distribución horizontal H
transversa a la distribución vertical V del fibrado, ambas formadas por vectores nulos.
Referimos a [68] para un estudio detallado de esta construcción.
2.2. Métricas de Osserman Tipo II con operadores de Jacobi
no nilpotentes
En esta sección daremos una descripción libre de coordenadas de las métricas correspon-
dientes a los Teoremas 2.23 y 2.24, lo que será de gran utilidad para abordar la construcción
de nuevos ejemplos de variedades de Osserman en dimensiones superiores.
Partiendo de la caracterización de las métricas de Walker autoduales en el Teorema
1.13 obtenemos la siguiente versión del Teorema 2.24 libre de coordenadas, lo que, además,
permite dar una interpretación geométrica de la Ecuación (2.5).
Teorema 2.26. Una métrica de Walker Ricci llana y autodual en dimensión cuatro es
localmente isométrica al fibrado cotangente T ∗Σ de una superficie afín (Σ, D) equipado con
la métrica dada por la extensión de Riemann deformada gD,Φ, donde D es una conexión
libre de torsión con tensor de Ricci antisimétrico y Φ es un tensor arbitrario simétrico de
tipo (0, 2) en Σ.
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Además, el operador de Weyl autodual W+ es nilpotente en tres pasos cuando la su-
perficie afín (Σ, D) es no llana, en cuyo caso se puede expresar en coordenadas adaptadas
(x1, x2) por
Γ111 = −∂1ϕ, Γ222 = ∂2ϕ
para una función arbitraria ϕ verificando ∂12ϕ 6= 0.
Si la superficie afín (Σ, D) es llana entonces el operador W+ es nilpotente en dos pasos
si y sólo si ∂22Φ11 − 2∂12Φ12 + ∂11Φ22 6= 0, y se anula cuando se da la igualdad.
Demostración. Como ya se ha mencionado en la Sección 1.8.3, toda métrica de Walker
autodual y Ricci llana es necesariamente la extensión de Riemann deformada de una su-
perficie afín (Σ, D), lo que también se sigue de forma inmediata de la expresión local de
la métrica determinada por la Ecuación (2.4). Un cálculo sencillo permite interpretar aho-
ra la Ecuación (2.5) en términos del tensor de Ricci de D que ha de ser antisimétrico,
independientemente del campo de tensores Φ.
Procediendo como en [85], en un entorno de cada punto donde la curvatura no se anule
el tensor de Ricci define una forma de volumen, por lo que es recurrente y, por tanto, la
conexión D ha de ser recurrente en un entorno de cada punto donde la curvatura no se
anule. La existencia de coordenadas (x1, x2) donde la conexión viene dada por Γ111 = −∂1ϕ,
Γ222 = ∂2ϕ se sigue ahora de [67, 159]. Finalmente, un cálculo sencillo muestra que el
operador de Weyl autodual es nilpotente en tres pasos (independientemente del campo de
tensores Φ) si y sólo si la curvatura de D es no nula. Además, (T ∗Σ, gD,Φ) es llana si y sólo
si D es llana y ∂22Φ11 − 2∂12Φ12 + ∂11Φ22 = 0, de donde se sigue el resultado.
Las variedades de Osserman Tipo II con operadores de Jacobi no nilpotentes se co-
rresponden con variedades de Walker [12]. La condición de que una variedad de Walker de
Osserman sea antiautodual, es decir W+ ≡ 0, implica que la curvatura escalar, τ , sea idén-
ticamente nula y por tanto necesariamente ha de tener operadores de Jacobi nilpotentes
[74]. Por tanto las métricas de Osserman Tipo II con operadores de Jacobi no nilpotentes
han de ser variedades de Walker autoduales de Einstein, es decir, las métricas de Walker
dadas por las Ecuaciones (2.2) y (2.3). Como se vio en el Teorema 1.13 las métricas de
Walker autoduales se pueden expresar en términos de extensiones de Riemann modifica-
das. Por lo tanto, particularizando las métricas vistas en el Teorema 1.13 para métricas
Einstein y no Ricci llanas se obtiene el siguiente resultado.
Teorema 2.27. Sea (M, g) una variedad de Osserman Tipo II con operadores de Jacobi
no nilpotentes. Entonces (M, g) es localmente isométrica al fibrado cotangente T ∗Σ de una






· ι Id ◦ι Id+gD + 24
τ
σ∗Φ,
donde τ 6= 0 denota la curvatura escalar de (T ∗Σ, gD,Φ, τ
6
), D es una conexión afín arbitraria
no llana en Σ y Φ es la parte simétrica del tensor de Ricci de D.
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Demostración. Procediendo como en el Teorema 1.13, una métrica de Osserman Tipo II
de curvatura escalar no nula τ se obtiene como la extensión de Riemann modificada de
una conexión libre de torsión D dada por
DΓ111 = −12P (x1, x2), DΓ211 = −12Q(x1, x2), DΓ112 = −12U(x1, x2),
DΓ212 = −12V (x1, x2), DΓ122 = −12S(x1, x2), DΓ222 = −12T (x1, x2),
manteniendo la notación establecida en [74, Teorema 3.1].
Observación 2.28. Los primeros ejemplos de métricas de Osserman Tipo II no Ricci llanas
fueron dados en [75] como sigue. Sea M = R4 con las coordenadas usuales (x1, x2, x3, x4)
y consideremos la métrica dada por
(2.6)
g = 2(dx1 ◦ dx3 + dx2 ◦ dx4) + (4kx21 − 14kf(x4)2)dx3 ◦ dx3
+4kx22dx4 ◦ dx4 + 2(4kx1x2 + x2f(x4)− 14kf ′(x4))dx3 ◦ dx4,
donde k es una constante no nula y f(x4) es una función arbitraria.
Ahora, un cálculo sencillo nos muestra que la Ecuación (2.6) no es más que la extensión
de Riemann modificada g = 4k · ι Id ◦ι Id+gD + 1k σ∗Φ de una conexión libre de torsión D
dada por DΓ212 = −12f(x2), cuyo tensor de Ricci viene dado del siguiente modo
Dρ = −14f(x2)2dx1 ⊗ dx1 − 12f ′(x2)dx1 ⊗ dx2 .
El tensor de Ricci de dicha conexión no es ni simétrico ni antisimétrico. Si consideramos
su simetrizado tenemos
Φ = −14f(x2)2dx1 ◦ dx1 − 12f ′(x2)dx1 ◦ dx2 .
Capítulo 3
El operador de Jacobi: nuevos
ejemplos de variedades de Osserman
El estudio de las variedades de Osserman en dimensiones mayores que cuatro presenta
grandes diferencias respecto al caso estudiado en el capítulo anterior.
A nivel algebraico es importante señalar la existencia de tensores curvatura algebrai-
cos de Osserman que, sin embargo, no son Jordan-Osserman [86]. Además, la condición
Jordan-Osserman es especialmente restrictiva en signatura no neutra, donde conlleva la
diagonalizabilidad de los operadores de Jacobi [97]. En signatura neutra, sin embargo, pa-
ra cada operador autoadjunto dado existen tensores curvatura algebraicos de Osserman
cuyos operadores de Jacobi reflejan dicho operador.
A pesar de la infinidad de tensores curvatura algebraicos de Osserman, las únicas va-
riedades de Osserman conocidas tienen operadores de Jacobi diagonalizables o nilpotentes,
por lo que se plantea el problema de construir nuevos ejemplos cuyos operadores de Jaco-
bi no se correspondan con las situaciones conocidas. Motivados por la descripción de las
variedades de Osserman en el Teorema 2.27, en este capítulo se aborda la construcción de
nuevos ejemplos de variedades de Osserman con operadores de Jacobi no diagonalizables
ni nilpotentes en signatura neutra arbitraria.
En la Sección 3.1 se prueba que toda variedad paraKähler de curvatura seccional para-
holomorfa constante se puede describir localmente en términos de la extensión de Riemann
modificada de una conexión llana. Así, los ejemplos buscados se obtendrán en la Sección
3.2, al considerar extensiones de Riemann modificadas de conexiones afines Osserman, lo
que en cierto modo puede interpretarse como una deformación de las variedades para-
Kähler de curvatura seccional paraholomorfa constante. En la Sección 3.3 se muestra que
todas las extensiones de Riemann modificadas son semi paracomplejas Osserman, lo que
constituye una diferencia esencial en el estudio del operador de Jacobi paracomplejo con
respecto al operador de Jacobi usual. Finalmente en la Sección 3.4 mostramos un ejemplo
sencillo donde la estructura subyacente a la base es la de una superficie afín con tensor de
Ricci antisimétrico. Haremos un estudio detallado de la forma de Jordan de los operadores
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de Jacobi, mostrando que los ejemplos obtenidos no son Jordan-Osserman.
3.1. Variedades paraKähler de curvatura seccional paraholo-
morfa constante
Recordemos que una variedad paraKähler es una variedad simpléctica localmente di-
feomorfa a un producto de subvariedades Lagrangianas. Tal condición (véase la Sección
1.4.2) es equivalente a la existencia de un campo de tensores J de tipo (1, 1) verificando
J2 = Id, g(JX, JY ) = −g(X, Y ), ∇J = 0,
donde ∇ es la conexión de Levi-Civita de la métrica g [57]. Una consecuencia inmediata
de las propiedades anteriores es que los ±1-autoespacios D± de la estructura paracompleja
J son distribuciones nulas y además, puesto que J es paralela, las distribuciones D± son
paralelas. Esto muestra que cualquier variedad paraKähler (M, g,J) tiene necesariamente
una métrica de Walker como estructura subyacente.
La condición ∇J = 0 tiene implicaciones en la curvatura: el tensor curvatura de toda
variedad paraKähler verifica R(JX, JY ) = −R(X, Y ), para cualesquiera campos de vecto-
res X, Y en M . Así, de igual modo a como sucede en geometría Kähleriana, toda variedad
paraKähler de curvatura seccional constante es necesariamente llana, por lo que el estudio
se centra en la curvatura seccional paraholomorfa. Un plano π ⊂ TpM es paraholomorfo
si Jπ ⊂ π y la curvatura seccional paraholomorfa se define como la restricción de la cur-
vatura seccional a planos paraholomorfos no degenerados. Es importante señalar que la
curvatura seccional paraholomorfa determina la curvatura en el ámbito paraKähleriano.
La constancia de la curvatura seccional paraholomorfa se caracteriza por la existencia de
autovectores distinguidos para los operadores de Jacobi:
Lema 3.1. [18] Sea (M, g,J) una variedad paraKähler. Las siguientes condiciones son
equivalentes:
(1) (M, g,J) tiene curvatura seccional paraholomorfa constante.
(2) R(X, JX)X ∼ JX, para todo campo de vectores espacial X,
(3) R(Y, JY )Y ∼ JY , para todo campo de vectores temporal Y ,
(4) R(U, JU)U = 0, para todo campo de vectores nulo U ,
donde ∼ significa “es proporcional a”.
El siguiente resultado muestra que la estructura de Walker subyacente a las variedades
paraKähler es una extensión de Riemann cuando la curvatura seccional paraholomorfa es
constante.
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Teorema 3.2. [37] Una variedad paraKähler de curvatura seccional paraholomorfa cons-
tante no nula c es localmente isométrica al fibrado cotangente de una variedad afín equipado
con la extensión de Riemann modificada gD,c donde D es una conexión afín libre de torsión
llana.
Demostración. Sea (M, D) una variedad afín, con D una conexión llana en M. Normali-
zamos la elección del sistema de coordenadas de modo que los símbolos de Christoffel sean
todos nulos. Consideramos la extensión de Riemann modificada
gD,c = 2 dxi ◦ dxi′ + c xi′xj′dxi ◦ dxj .
Sea Ω = dxi ∧ dxi′ la forma simpléctica canónica de T ∗M. Ahora, la estructura casi
paraHermítica asociada J, definida por Ω(X,Y ) = gD,c(JX, Y ), viene dada por (sumando
en j)
J∂i = ∂i − c xi′xj′∂j′ , J∂i′ = −∂i′ ,
para i = 1, . . . , n, y un cálculo directo nos muestra que el tensor de Nijenhuis
NJ(X, Y ) = [JX, JY ]− J[JX, Y ]− J[X, JY ] + [X, Y ] = 0 .
Como J es integrable, y puesto que Ω es cerrada, (T ∗M, g, J) es una variedad paraKähler.
Acabaremos la demostración viendo que (T ∗M, g, J) tiene curvatura seccional paraho-
lomorfa constante c. En primer lugar, a partir de las expresiones de la curvatura dadas en
el Lema 1.6 se obtiene que las componentes no nulas del tensor curvatura de la conexión
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añadiendo la condición de simetría Rabcd = −Rbacd, y donde i, j, k, h son índices diferentes
en {1, . . . , n}, mientras que α ∈ {1, . . . , n} puede coincidir con los anteriores.
Ahora, para cualquier campo de vectores X = λi∂i + λi′∂i′ , las anteriores relaciones
nos muestran que (sumando en i y j)









λi∂i − λic xi′xj′∂j′ − λi′∂i′
)
= c εX (λiJ∂i + λi′J∂i′) .
Por tanto, R(X, JX)X = c g(X, X) JX, lo que demuestra que (T ∗M, g, J) tiene curvatura
seccional paraholomorfa constante c obteniendo así el resultado.
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Observación 3.3. Es posible describir las variedades paraKähler de curvatura seccional
paraholomorfa constante en términos de extensiones de Riemann modificadas de conexio-
nes no llanas. De hecho, la extensión de Riemann modificada de la conexión de Levi-Civita
de una variedad de curvatura seccional constante define una estructura paraKähler de cur-
vatura seccional paraholomorfa constante.
3.2. Variedades de Osserman en signatura (n, n)
Motivados por la descripción de las variedades paraKähler de curvatura seccional para-
holomorfa constante obtenida en la sección anterior y la descripción dada en el Teorema 2.27
para variedades de Osserman Tipo II con operadores de Jacobi no nilpotentes, el objetivo
de esta sección es construir nuevos ejemplos de variedades de Osserman con operadores de
Jacobi no nilpotentes en signatura neutra y cualquier dimensión. Para ello consideraremos
extensiones de Riemann modificadas en T ∗M de la forma
g = ι Id ◦ι Id+gD ,
donde D es una conexión afín en M. En un sistema de coordenadas locales dicha métrica
viene dada por
(3.1) g = 2 dxi ◦ dxi′ + {xi′xj′ − 2xk′DΓijk}dxi ◦ dxj .
(T ∗M, g) es una variedad de Walker donde la distribución paralela y degenerada está dada
por D = kerσ∗ = 〈{∂x1′ , . . . , ∂xn′}〉, donde σ : T ∗M → M denota la proyección natural
(véase la Sección 1.8.4).
Dado que la métrica g se realiza en el fibrado cotangente, existe por tanto una estructura
canónica casi paraHermítica J, es decir, una aplicación lineal en el fibrado tangente TT ∗M
tal que J2 = Id y J∗g = −g, la cual jugará un papel crucial en nuestro análisis. En
coordenadas locales, J está dada por
(3.2)
J(∂xi) = ∂xi − {xi′xj′ − 2xk′DΓijk}∂xj′
J(∂xi′ ) = −∂xi′ .
Observación 3.4. En el caso particular que D sea llana (T ∗M, g) es localmente isomé-
trico a una variedad paraKähler de curvatura seccional paraholomorfa constante +1, que
denotaremos por C̃P .
Recordamos aquí que el espacio proyectivo paracomplejo C̃P es Jordan-Osserman con
operadores de Jacobi diagonalizables. Para cada vector unitario ξ los autovalores de los ope-
radores de Jacobi gC̃PJ (ξ) son ±(0, 1, 14) con multiplicidades (1, 1, 2n−2), respectivamente.
Además, el signo de los autovalores depende del carácter causal del vector ξ.
En esta sección veremos que si (M, D) es afín Osserman entonces g puede ser vista
como una deformación de gC̃P . Dicha deformación modificará la forma de Jordan de los
operadores de Jacobi (que ya no serán diagonalizables), pero no cambiará la estructura de
autovalores, proporcionando así los ejemplos deseados
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Teorema 3.5. Sea (M, D) una variedad afín.
(1) Si (M, D) es afín Osserman en p ∈M, entonces (T ∗M, g) es Osserman en cualquier
punto de la fibra sobre p, q ∈ σ−1(p). Los autovalores de gJ (·) en S±(TqT ∗M, g) son
±(0, 1, 14) con multiplicidades (1, 1, 2n− 2), respectivamente.
(2) Si (M, D) es afín Osserman, entonces (T ∗M, g) es Osserman.
Los ejemplos del Teorema 3.5 son esencialmente distintos de todos los conocidos pre-
viamente, ya que presentan operadores de Jacobi no diagonalizables con autovalores no
nulos. Dado que la construcción de los mismos depende de la existencia de conexiones
afines Osserman, el siguiente resultado muestra, en primer lugar, la existencia de varieda-
des afines Osserman (M, D) en cualquier dimensión, lo que dará lugar a los ejemplos del
teorema anterior. En segundo lugar, nos muestra que la forma de Jordan de gJ es muy
complicada y que, en particular, (T ∗M, g) no es Jordan-Osserman.
Teorema 3.6. Sea r ≥ 2 y sea U una matriz triangular inferior de dimensión r×r. Existe
una variedad afín Osserman (M, D) de dimensión r + 1, existe q ∈ Z(T ∗M), y existen
ξi ∈ S+(TqT ∗M, g) para i = 1, 2 de modo que:
(1) gJ (ξ1) es diagonalizable.
(2) Con respecto a una base adecuada de TqT ∗M,
gJ (ξ2) = 0 · Id1⊕1 · Id1⊕(14 · Idr +U)⊕ (14 · Idr +U t) .
3.2.1. La estructura de autovalores
Sea D una conexión arbitraria en M y T (X,Y ) = DXY −DY X − [X, Y ] su tensor de
torsión.
Lema 3.7. Sea D una conexión arbitraria en TM. Sea p ∈M. Las siguientes condiciones
son equivalentes:
1. Existen coordenadas locales x = (x1, . . . , xn) centradas en p de modo que DΓ(p) = 0.
2. El tensor de torsión T se anula en p.
Demostración. Sea x = (x1, . . . , xn) un sistema de coordenadas locales enM. El tensor de
torsión T se anula en p si y sólo si DΓijk(p) = DΓjik(p). En particular, si existe un sistema
de coordenadas donde DΓ(p) = 0, entonces necesariamente T se anula en p. Por tanto la
Condición (1) implica la Condición (2). Recíprocamente, supongamos que la Condición (2)
se verifica. Definimos un nuevo sistema de coordenadas como:
zi = xi + 12aijkxjxk
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donde aijk = aikj deben ser fijadas. Como ∂xj = ∂zj + aljixi∂zl ,
D∂xi ∂xj (0) = D∂zi ∂zj (0) + alji∂zl(0) .
La Condición (1) se sigue sin más que elegir alij = DΓij l; el hecho de que alij = alji es
exactamente la condición para que D sea libre de torsión en el punto p.
Sea (M, D) una variedad afín, sea q ∈ T ∗M, y sea p = σ(q) ∈M. Como D es libre de
torsión, aplicamos el Lema 3.7 para hacer un cambio de coordenadas en M de modo que
DΓ(p) = 0. Sea gC̃PR el tensor curvatura de la métrica
gC̃P = 2dxi ◦ dxi′ + xi′xj′dxi ◦ dxj .
Observación 3.8. Denotando con U el abierto en M donde existen coordenadas verifi-
cando DΓ(p) = 0, la métrica gC̃P está definida en el abierto σ
−1(U). Esta métrica no está
definida de forma invariante dado que depende de las coordenadas elegidas. Sin embargo,
en la fibra sobre p se tiene que g(q) = gC̃P (q) para cualquier q ∈ σ−1(p).
Con el objetivo de medir la diferencia entre la curvatura de g y la curvatura del espacio
paracomplejo introducimos un tensor curvatura auxiliar 2R definido como 2R = gR− gC̃PR.
Sean ahora gJ , gC̃PJ y 2J los operadores de Jacobi correspondientes a la métrica g, al
espacio proyectivo paracomplejo C̃P y al tensor curvatura diferencia 2R. Asimismo, sean
DJ y gDJ los operadores de Jacobi correspondientes a la variedad afín (M, D) y a la
extensión de Riemann gD de (M, D), respectivamente. Entonces se tiene:
Lema 3.9. Sea (M, D) una variedad afín y q ∈ T ∗M un punto en la fibra sobre p ∈ M.
Para cada ξ ∈ TqT ∗M, el operador de Jacobi 2J (ξ) se expresa en el sistema coordenado







donde a = σ∗(ξ) ∈ TpM.
Demostración. Descomponemos gR = gC̃PR + gDR + ER, donde ER es un término adicional
que mide las interacciones entre las métricas gC̃P y gD en la métrica combinada g dada en
la Ecuación (3.1). Por [21] (página 54 Ecuación (3.6)), gDJ (ξ) tiene la forma dada en el
Lema. La demostración se completa mostrando que los términos adicionales de interacción
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Por la descomposición anterior de la curvatura se tiene que ER = gR − gC̃PR − gDR.
Ahora bien, como las métricas g, gC̃P y gD son métricas de Walker, el Lema 1.6 implica





A continuación veremos que estas cuatro componentes se anulan. Analizamos en primer
lugar ERlij′k. Por el Lema 1.6 se tiene que
gRlij′k =
gC̃PRlij′k = −12{δilδjk + δijδkl}, gDRlij′k = 0,
de donde se sigue que ERlij′k = 0.









2{δikδjl + δijδkl}, gDRl
′
ij′k′ = 0,
lo que demuestra que ERl′ij′k′ = 0.
Analizamos en tercer lugar la componente ERlijk. En este caso, un cálculo más largo




− (∂s′(xi′xk′)− 2DΓsik)(∂l′(xj′xs′)− 2DΓljs)},
gC̃PRlijk = −14{∂s′(xj′xk′)∂l′(xi′xs′)− ∂s′(xi′xk′)∂l′(xj′xs′)},
gDRlijk = ∂j
DΓlik − ∂iDΓljk − DΓsjkDΓlis + DΓsikDΓljs




o lo que es lo mismo, ERlijk = 0.
Por último, analizamos la componente ERl′ij′k. Un cálculo similar al utilizado en el caso






DΓsik − DΓsik∂j′(xl′xs′)− DΓrls∂j′(xr′∂s′(xi′xk′))
−14{(∂s′(xi′xk′)− 2DΓsik)(∂j′(xs′xl′)− 2DΓjsl)
+ (∂s′(xi′xl′)− 2DΓsil)(∂j′(xs′xk′)− 2DΓjsk)− 2∂j′(xl′xs′∂s′(xi′xk′))},
gC̃PRl
′




DΓjik − ∂kDΓjil + DΓsikDΓjsl − DΓsilDΓjsk,
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es decir, ERl′ij′k = 0.
Sea ξ ∈ S+(TqT ∗M, g) y sea ξ1 = Jξ ∈ S−(TqT ∗M, g). Sea Eλ(ξ) (respectivamente
Eλ(ξ1)) el autoespacio de gC̃PJ (ξ) (respectivamente gC̃PJ (ξ1)) para el autovalor λ ∈ {0, 1, 14}
(respectivamente para λ ∈ {0,−1,−14}). Fijamos
(3.3)
E0(ξ) = ξ · R = E−1(ξ1), E1(ξ) = ξ1 · R = E0(ξ1),
E 1
4
(ξ) = {E0(ξ)⊕ E1(ξ)}⊥ = {E−1(ξ1)⊕ E0(ξ1)}⊥ = E− 1
4
(ξ1),
S(ξ) = D ∩ E 1
4
(ξ), U(ξ) = E0(ξ)⊕D .
Entonces se tiene que TqT ∗M = E0(ξ)⊕ E1(ξ)⊕E 1
4
(ξ).
Lema 3.10. Sea (M, D) una variedad afín. Sea q ∈ T ∗M. Sea ξ ∈ S+(TqT ∗M, g).
1. D = (ξ1 − ξ) · R+ S(ξ).
2. 2J (ξ)D ⊂ S(ξ).
3. gC̃PJ (ξ)U(ξ) ⊂ U(ξ), 2J (ξ)U(ξ) ⊂ U(ξ).
Demostración. La Ecuación (3.2) implica ξ1 − ξ ∈ D. Elegimos una base ortonormal para
E 1
4
(ξ) de la forma
{e+1 , . . . , e+n−1, Je+1 , . . . , Je+n−1}
donde e+i son espaciales y Je
+
i temporales. Probamos la Condición (1) sin más que tomar
la siguiente base para D:
{ξ − ξ1, e+1 − Je+1 , . . . , e+n−1 − Je+n−1} .
Para demostrar la Condición (2) supongamos que falla. Elegimos η ∈ D de tal forma
que 2J (ξ)η /∈ S(ξ). Por el Lema 3.9, 2J (ξ)η ∈ D. Por la Condición (1), existe c 6= 0 tal que
2J (ξ)η = c(ξ − ξ1) + η1 para η1 ∈ S(ξ) .
Por tanto cξ ∈ E1(ξ)+Rango(2J (ξ))+E 1
4
(ξ) ⊂ E0(ξ)⊥ lo cual es falso; esta contradicción
prueba la Condición (2). Para probar la Condición (3), expresamos:
(3.4) U(ξ) = E0(ξ)⊕D = ξ · R⊕ (ξ1 − ξ) · R⊕ S(ξ) = ξ · R⊕ ξ1 · R⊕ S(ξ) .
Como gC̃PJ (ξ)ξ = 0, como gC̃PJ (ξ)ξ1 = ξ1, y como S(ξ) ⊂ E 1
4
(ξ), gC̃PJ (ξ) preserva U(ξ).
Como 2J (ξ)ξ = 0 y como 2J (ξ)D ⊂ D, 2J (ξ) preserva también U(ξ).
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Examinaremos ahora la estructura de autovalores:
Lema 3.11. Sea (M, D) una variedad afín. Sea q ∈ T ∗M. Sea ξ ∈ S+(TqT ∗M, g).
Supongamos que (M, D) es afín Osserman en p = σ(q). Si existe 0 6= η ∈ TqT ∗M⊗R C
con gJ (ξ)η = µη, entonces:
1. Si η 6∈ U(ξ)⊗R C, entonces µ = 14 .
2. Si η ∈ U(ξ)⊗R C y si η 6∈ S(ξ)⊗R C, entonces µ = 0 o µ = 1.
3. Si η ∈ S(ξ)⊗R C, entonces µ = 14 .
4. Espectro{gJ (ξ)} ⊂ {0, 1, 14}.
Demostración. Por el Lema 3.9, 2J (ξ) es nilpotente puesto que (M, D) es afín Osserman en
p. Por el Lema 3.10, U(ξ) se preserva por gC̃PJ (ξ) y por 2J (ξ). Por tanto, existen operadores
gC̃PJ̃ (ξ), 2J̃ (ξ), y gJ̃ (ξ) = gC̃PJ̃ (ξ) + 2J̃ (ξ) inducidos en el espacio cociente:
V(ξ) = {TqT ∗M/U(ξ)} ⊗R C .
Si η /∈ U(ξ)⊗R C, entonces η̃ ∈ V(ξ), η̃ 6= 0 y gJ̃ (ξ)η̃ = µη̃. Por la Ecuación (3.4),
V(ξ) = {E 1
4
(ξ)/S(ξ)} ⊗R C .
Consecuentemente, gC̃PJ̃ (ξ) = 14 Id. Puesto que 2J̃ (ξ) es nilpotente y gJ̃ (ξ) = 14 Id+2J̃ (ξ),
gJ̃ (ξ) tiene como único autovalor 14 . Entonces µ = 14 . Con esto terminamos la demostración
de la Condición (1).
Para probar la Condición (2), supongamos que existe 0 6= η ∈ U(ξ) ⊗R C tal que
η /∈ S(ξ) ⊗R C y gJ (ξ)η = µη. Por el Lema 3.10, S(ξ) se preserva por gC̃PJ (ξ) y 2J (ξ).
Esto de nuevo induce operadores gC̃PJ̃ (ξ), 2J̃ (ξ), y gJ̃ (ξ) = gC̃PJ̃ (ξ) + 2J̃ (ξ) en el espacio
cociente:
W(ξ) = {U(ξ)/S(ξ)} ⊗R C .
Puesto que η̃ 6= 0, µ es un autovalor de gJ̃ (ξ). Por la Ecuación (3.4), W(ξ) = ξ̃ ·R⊕ ξ̃1 ·R.
Por el Lema 3.10, 2J (ξ)ξ = 0 y 2J (ξ)ξ1 = 2J (ξ)(ξ1 − ξ) ∈ S(ξ) y entonces 2J̃ (ξ) = 0.
Puesto que gC̃PJ̃ (ξ)ξ̃ = 0 y gC̃PJ̃ (ξ)ξ̃1 = ξ̃1 se tiene que gJ̃ (ξ)ξ̃ = 0 y gJ̃ (ξ)ξ̃1 = ξ̃1. Por lo
tanto µ ∈ {0, 1}, lo que prueba la Condición (2).
Para demostrar la Condición (3), fijémonos que gC̃PJ (ξ) = 14 Id en S(ξ) y que 2J (ξ) es
nilpotente y preserva S(ξ). La Condición (4) se sigue de forma inmediata de las Condiciones
(1)–(3).
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Demostración del Teorema 3.5
Sea (M, D) una variedad afín que es afín Osserman en p ∈ M. Elegimos coordenadas
locales en M de modo que DΓ(p) = 0. Sea D0 una conexión llana libre de torsión definida
en un entorno de p cuyos símbolos de Christoffel se anulan en estas coordenadas. Fijamos
Dε = εD + (1− ε)D0
para definir una familia 1-paramétrica de métricas gε interpolando entre g1 = g y g0 = gC̃P .
Puesto que DεR(p) = ε · DR(p), todas las conexiones Dε son afín Osserman en p. Entonces
el Lema 3.11 implica que Espectro{gεJ (ξ)} ⊂ {0, 1, 14} para todo ε, y por tanto las multi-
plicidades de los autovalores permanecen constantes durante esta perturbación. Tomando
ε = 0 se obtienen las multiplicidades deseadas y con ello probamos la Condición (1) del
Teorema 3.5 para ξ espacial. Los resultados en [86] muestran que la condición espacial
Osserman es equivalente a la temporal Osserman, y además se relaciona la estructura de
autovalores y sus multiplicidades en S+(TqT ∗M, g) con los autovalores y sus multiplicida-
des en S−(TqT ∗M, g). Esto prueba la Condición (1) del Teorema 3.5; la Condición (2) se
sigue ahora de la Condición (1).
3.2.2. Ejemplos
A lo largo de esta sección consideraremos M = Rn y un punto q ∈ Z(T ∗M) de
modo que DΓ(p) = 0, donde p = σ(q). Esto simplificará los cálculos de manera notable.
Primero mostraremos las posibles componentes no nulas de varios tensores salvo las obvias
Z2-simetrías.
Lema 3.12. Sea (M, D) una variedad afín, sea q ∈ Z(T ∗M), y sea p = σ(q). Asumamos
que DΓ(p) = 0.
1. Las posibles componentes no nulas de la curvatura de gDR(q) son las dadas por
gDRijkl′(q) = DRijkl(p).
2. Las componentes no nulas de la curvatura de gC̃PR(q) son:
gC̃PRi′,i,i′,i(q) = −1,
gC̃PRj′,i,i′,j(q) = gC̃PRi′,i,j′,j(q) = −12 para i 6= j .
3. gR(q) = gC̃PR(q) + gDR(q).
Demostración. Sean (u1, . . . , un) las coordenadas en una variedad pseudo-Riemanniana
(U, gU ). Expandimos gU = gabdua ◦ dub. Supongamos que los 1-jets de las funciones gab se
anulan en un punto s de U . Entonces se tiene que
gURbacd(s) = 12{∂ua∂ucgbd + ∂ub∂udgac − ∂ua∂udgbc − ∂ub∂ucgad}(s) .
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Aplicaremos esta observación a nuestro caso. Puesto que x′ y DΓ se anulan en q y p,
respectivamente, los 1-jets de gD, de gC̃P , y de g se anulan en q. La Condición (1) se
demuestra a partir del siguiente cálculo:
gDRjikl′(q) = 12{∂xj∂xl′ (−2xh′DΓikh)− ∂xi∂xl′ (−2xh′DΓjkh)}(q)
= {∂xiDΓjkl − ∂xj DΓikl}(p) = DRjikl(p) .
La demostración de las Condiciones (2) y (3) es similar.
Demostración del Teorema 3.6
Sea r ≥ 2 y sea M = Rr+1. Sean {x0, . . . , xr} las coordenadas usuales en M y
{x0′ , . . . , xr′} las coordenadas duales en T ∗M. Consideramos los índices a, b, c, d variando
desde 1 hasta r y los índices i, j, k, l variando desde 0 hasta r. Sea Uab una matriz triangu-
lar inferior, es decir, Uab = 0 para b ≤ a. Sea θ = θ(x0) una función diferenciable en una
variable. Definimos una conexión libre de torsión D en TM con símbolos de Christoffel no
nulos:
DΓ0ab = DΓa0b = θUab .
La curvatura viene dada por
DRjik
l = ∂xi{DΓjkl} − ∂xj{DΓikl}+ {DΓicl}{DΓjkc} − {DΓjcl}{DΓikc} .
Sin pérdida de generalidad supongamos que i < j. El primer término juega algún papel sólo
si i = k = 0. El segundo término no interviene. El tercero puede intervenir si i = k = 0. El
último término no interviene. Entonces las posibles componentes no nulas de la curvatura
son:
DRa00
b = ∂x0{DΓa0b}+ {DΓ0cb}{DΓa0c} = ∂x0θ · Uab + θ2 · UcbUac.
Sea x ∈ TpM. Como tenemos 0 < a < b en la anterior relación,
DJ (x)∂xi ∈ 〈{∂xi+1 , . . . , ∂xr}〉 .
Como consecuencia (M, D) es afín Osserman. Supongamos que θ(0) = 0 y ∂x0θ(0) = −1.
Tomamos p = 0, q = (0, 0). Entonces aplicando el Lema 3.12 se observa que:
gR(q) = gC̃PR(q) + gDR(q),
gR(∂xi′ , ∂xi , ∂xi′ , ∂xi)(q) = −1,
gR(∂xj′ , ∂xi , ∂xi′ , ∂xj )(q) =
gR(∂xi′ , ∂xi , ∂xj′ , ∂xj )(q) = −12 (i 6= j),
gR(∂xj , ∂xi , ∂xk , ∂xd′ )(q) =
DRjik
d(p) .
Primero, tomemos ξ1 = 1√2(∂x1 +∂x1′ ). Entonces
gJ (ξ1) = gC̃PJ (ξ1) es diagonalizable y por
lo tanto tiene forma canónica de Jordan trivial; la curvatura de la conexión D no juega
ningún papel. Si ahora consideramos ξ2 = 1√2(∂x0 + ∂x0′ ) y Jξ2 =
1√
2
(∂x0 − ∂x0′ ), tenemos
que:
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gC̃PJ (ξ2)ξ2 = 0, gDJ (ξ2)ξ2 = 0,
gC̃PJ (ξ2)∂xa = 14∂xa , gDJ (ξ2)∂xa = Uab∂xb ,
gC̃PJ (ξ2)Jξ2 = Jξ2, gDJ (ξ2)Jξ2 = 0,
gC̃PJ (ξ2)∂xa′ = 14∂xa′ , gDJ (ξ2)∂xa′ = Uba∂xb′ .
3.3. Variedades paracomplejas Osserman
Sea P(T ∗M) el fibrado sobre T ∗M de 2-planos tangentes no degenerados, paracom-
plejos y J-invariantes. Sea π ∈ P(T ∗M); para cada vector espacial unitario ξ ∈ S+(π, g)
se define el operador de Jacobi paracomplejo como:
gJ (π) = gJ (ξ)− gJ (Jξ).
Este operador es independiente de la elección particular de ξ (véase [153] para más in-
formación sobre los operadores de Jacobi de orden superior en el caso real). Se dice
que (T ∗M, g, J) es semi paracompleja Osserman si gJ (·) tiene autovalores constantes en
P(T ∗M).
A diferencia de lo que ocurre con el operador de Jacobi, el operador de Jacobi paracom-
plejo no determina, en general, el tensor curvatura. Esta propiedad dependerá del grado
de compatibilidad entre la curvatura y la estructura paracompleja J. Se dice que (g, J)
es compatible si gJ (π) conmuta con J para todo plano paraholomorfo no degenerado. La
anterior propiedad de conmutación es equivalente a la denominada tercera identidad de
Gray
(3.5) R(X, Y, Z, W ) = R(JX, JY, JZ, JW ) para todos X, Y, Z, W .
Así se dirá que (T ∗M, g, J) es paracompleja Osserman si es semi paracompleja Osserman
y (g, J) es compatible.
Observación 3.13. Procediendo de forma completamente análoga al estudio desarrollado
en [20], se tiene que el operador de Jacobi paracomplejo determina la curvatura en varie-
dades paraHermíticas o Nearly paraKähler, pero no lo hace en general en la situación casi
paraKähler.
En esta sección mostraremos que (T ∗M, g, J) es una variedad semi paracompleja Osser-
man para cualquier variedad afín (M, D), si bien no es semi paracompleja Jordan-Osserman
en general.
Teorema 3.14. Sea (M, D) una variedad afín. Sea π ∈ P(T ∗M). Los autovalores gJ (π)
son (1, 12) con multiplicidades (2, 2n − 2), respectivamente, y cualquier bloque de Jordan
para gJ (π) tiene al menos tamaño 2× 2; (T ∗M, g, J) es semi paracompleja Osserman.
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Teorema 3.15. Sea n ≥ 3. Existe una variedad afín Osserman (M, D) de dimensión n
tal que (T ∗M, g, J) no es semi paracompleja Jordan-Osserman, y los operadores de Jacobi
paracomplejos no son siempre diagonalizables.
Sin embargo, (T ∗M, g, J) no es paracompleja Osserman, dado que cualquier condición
de compatibilidad en (T ∗M, g, J) es extremadamente restrictiva.
Teorema 3.16. Sea (M, D) una variedad afín. Las siguientes condiciones son equivalen-
tes:
(i) (M, D) es llana.
(ii) (T ∗M, g, J) es integrable.
(iii) (T ∗M, g, J) verifica la tercera identidad de Gray.
(iv) J gJ (π) = gJ (π)J para todo π ∈ P(T ∗M).
Demostración del Teorema 3.14
Sea (M, D) una variedad afín. Para cada punto q ∈ T ∗M, sea π ∈ Pq(T ∗M) un plano
paraholomorfo no degenerado y denotemos con ξ ∈ S+(π, g) un vector espacial unitario en
π. Se sigue entonces directamente de la Ecuación (3.2) que σ∗ξ = σ∗J(ξ), que denotaremos




















Por lo tanto Im(2J (π)) ⊂ D, 2J (π)D = 0, y 2J (π) es nilpotente.
Consideremos una base {e1, e2, f1, . . . , f2n−2} de TqT ∗M de modo que 〈{e1, e2}〉 se
corresponde con el autoespacio asociado al autovalor +1 de gC̃PJ (π) y 〈{f1, . . . , f2n−2}〉 se
corresponde con el autoespacio asociado al autovalor +12 de
gC̃PJ (π). Entonces:
(gJ (π)− Id)ei = 2J (π)ei ∈ D y (gJ (π)− 12 Id)fi = 2J (π)fi ∈ D .
Por la Ecuación (3.3),
gC̃PJ (π) = Id en (ξ − Jξ) · R y gC̃PJ (π) = 12 Id en S(ξ) .
Consecuentemente por el Lema 3.10, gC̃PJ (π)D ⊂ D. Dado que 2J (π) = 0 en D, se tiene
que gJ (π)D ⊂ D. Con lo cual podemos concluir:
Im{(gJ (π)− Id) · (gJ (π)− 12 Id)} ⊂ D .
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Teniendo en cuenta que 2J (π) = 0 en D y gJ (π) = gC̃PJ (π) en D, se sigue de la Ecuación
(3.3) y el Lema 3.10 que
(gJ (π)− Id) · (gJ (π)− 12 Id)D = {0}
y por tanto
(gJ (π)− Id)2·(gJ (π)− 12 Id)2 = {0} .
Como consecuencia Espectro{gJ (π)} ⊂ {12 , 1} y gJ (π) tiene sólo bloques de Jordan de
orden 1×1 ó 2×2. Del mismo modo que en la demostración del Teorema 3.5, consideramos
Dε = εD + (1− ε)D0 para construir una familia 1-paramétrica de métricas semi paracom-
plejas Osserman gε interpolando entre g1 = g y g0 = gC̃P . Puesto que los autovalores
permanecen constantes, las multiplicidades de los autovalores también y, por tanto 12 es un
autovalor de multiplicidad 2n− 2 y 1 es un autovalor de multiplicidad 2.
Demostración del Teorema 3.15
Sean n ≥ 3, M = Rn y fijemos p = 0 y q = (0, 0) ∈ T ∗M. Sea θ = θ(x1) una
función diferenciable de una variable verificando θ(0) = 0 y θ1(0) 6= 0, donde θ1 = ∂x1θ.
Sea ahora D la conexión afín cuyo único símbolo de Christoffel no nulo viene dado por
DΓ223 = θ(x1). Un cálculo rutinario muestra que la única derivada covariante no nula viene
dada por D∂x2∂x2 = θ(x1)∂x3 . Así el operador de Jacobi
DJ es nilpotente y (M, D) es afín
Osserman pues la única componente no nula de la curvatura viene dada por
DR(∂x2 , ∂x1)∂x2 = θ1∂x3 .
Por el Lema 3.12,
gR(∂xi′ , ∂xi , ∂xi′ , ∂xi)(q) = −1,
gR(∂xj′ , ∂xi , ∂xi′ , ∂xj )(q) =
gR(∂xi′ , ∂xi , ∂xj′ , ∂xj )(q) = −12 (i 6= j),
gR(∂x2 , ∂x3′ , ∂x2 , ∂x1)(q) = θ1 .
Sean ahora ξ = 1√
2
(∂x1 + ∂x1′ ) ∈ S+(TqT ∗M, g) y Jξ = 1√2(∂x1 − ∂x1′ ). Teniendo en
cuenta que 2J (ξ) = 2J (Jξ) = 0, entonces los operadores de Jacobi asociados verifican
gJ (ξ) = gC̃PJ (ξ) y por tanto los operadores de Jacobi paracomplejos gJ (πξ) = gC̃PJ (πξ) son
diagonalizables.
Ahora consideramos
η = 12(∂x1 + ∂x3 + ∂x1′ + ∂x3′ ) ∈ S+(TqT ∗M, g),
Jη = 12(∂x1 + ∂x3 − ∂x1′ − ∂x3′ ) ∈ S−(TqT ∗M, g) .
Las únicas componentes no triviales de los correspondientes operadores de Jacobi vienen
dadas por
gDJ (η)∂x2 = 12θ1∂x2′ , gDJ (Jη)∂x2 = −12θ1∂x2′ , gDJ (πη)∂x2 = θ1∂x2′ .
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Puesto que π2 = 〈{∂x2 , ∂x2′}〉 está contenido en el autoespacio asociado al autovalor 14 del
operador de Jacobi gC̃PJ (η) y en el autoespacio asociado al autovalor 12 del operador de
Jacobi paracomplejo gC̃PJ (πη), se sigue que gJ (η) y gJ (πη) tienen forma canónica de Jordan
no trivial.
Demostración del Teorema 3.16
Veremos en primer lugar que si (M, D) es llana entonces (T ∗M, g, J) es integrable
y verifica la tercera identidad de Gray. Después probaremos que el carácter integrable
de (T ∗M, g, J) implica que (M, D) es llana. Finalmente mostraremos que si (T ∗M, g, J)
verifica la tercera identidad de Gray entonces (M, D) es llana, y que J gJ (π) = gJ (π)J
para todo π ∈ P(T ∗M) si y sólo si (T ∗M, g, J) verifica la tercera identidad de Gray, lo
que completará la demostración del Teorema 3.16.
Si (M, D) es llana, entonces (T ∗M, g, J) es isomorfo a C̃P por el Teorema 3.2 de
donde se sigue trivialmente que la estructura casi paracompleja es integrable y se verifica
la tercera identidad de Gray.
Sea (M, D) una variedad afín y supongamos que la estructura casi paracompleja J
es integrable. Fijemos un punto p ∈ M y tomemos coordenadas locales de modo que
DΓ(p) = 0. Sea ahora q ∈ σ−1(p). Entonces en el punto q se tiene que la estructura casi
paracompleja dada en la Ecuación (3.2) verifica
J∂xi = ∂xi − {xi′xa′ − 2xb′DΓiab}∂xa′ ,
J∂xj = ∂xj − {xj′xc′ − 2xd′DΓjcd}∂xc′ ,
y por tanto
[∂xi , ∂xj ] = 0,
J[J∂xi , ∂xj ] = 2xb′∂xj
DΓiab∂xa′ ,
J[∂xi , J∂xj ] = −2xb′∂xiDΓjab∂xa′ ,
[J∂xi , J∂xj ] = {2xb′∂xiDΓjab − 2xb′∂xj DΓiab}∂xa′
+{xi′xa′∂xa′ (xj′xc′)− xj′xa′∂xa′ (xi′xc′)}∂xc′ .
Así se tiene que
NJ(∂xi , ∂xj )(q) = 4xb′
DRjia
b(p)∂xa′
lo que prueba que la integrabilidad de J sólo es posible si (M, D) es llana.
Supongamos ahora que (T ∗M, g, J). verifica la tercera identidad de Gray dada en la
Ecuación (3.5). Sea q un punto en la sección cero de T ∗M y tomemos coordenadas en M
de modo que los símbolos de Christoffel de D se anulen en el punto p = σ(q). Por el Lema
3.12, y dado que C̃P verifica la tercera identidad de Gray, concluimos que gDR verifica la
tercera identidad de Gray en q. Por lo tanto, teniendo en cuenta la expresión de J en la
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Ecuación (3.2),
gDR(∂xi , ∂xj , ∂xk , ∂xl′ )(q) =
gDR(J∂xi , J∂xj , J∂xk , J∂xl′ )(q)
= gDR(∂xi , ∂xj , ∂xk ,−∂xl′ )(q)
= −gDR(∂xi , ∂xj , ∂xk , ∂xl′ )(q) ,
de donde se sigue que gDR(q) = 0. Por el Lema 3.12, esto implica DR(p) = 0 y por lo tanto
que (M, D) es llana.
La equivalencia entre la tercera identidad de Gray dada en la Ecuación (3.5) y la con-
mutación del operador de Jacobi paracomplejo gJ (π) con la estructura casi paracompleja
gJ (π)J = J gJ (π) es un hecho puramente algebraico. De hecho un total paralelismo con el
estudio realizado en [20] muestra que para toda variedad casi paraHermítica (A, gA, J) se
verifica la tercera identidad de Gray si y sólo si gAJ (π)J = J gAJ (π) para todo π ∈ P(A).
Esto completa la demostración del Teorema 3.16.
3.4. Un ejemplo explícito con superficies afines Osserman
En esta sección se mostrará un ejemplo explícito de variedades de Osserman y pa-
racompleja Osserman cuyos operadores de Jacobi tienen una forma canónica de Jordan
en general no trivial. Veremos que la curvatura de este ejemplo no es sencilla. Siguiendo
[67, 85], denotamos por D una conexión libre de torsión en Σ = R2 cuyos símbolos de
Christoffel no nulos vienen dados por
DΓ111 = −∂x1θ y DΓ222 = ∂x2θ ,
donde θ(x1, x2) es una función real diferenciable verificando ∂x2∂x1θ(x1, x2) ≡ θ12 6= 0.
Denotamos por M = Σ×Rn−2 con la conexión trivial en Rn−2; es por tanto una variedad
no llana de dimensión n con operadores de Jacobi nilpotentes, es decir, afín Osserman.
Puesto que el tensor de Ricci deM es antisimétrico, consideramos en T ∗M = T ∗(Σ×Rn−2)
la extensión de Riemann modificada dada por
g = g2n = ι Id ◦ι Id+gD .
Entonces el tensor curvatura R de g está determinado por las siguientes expresiones sin
más que particularizar las expresiones dadas en el Lema 1.6:
R121
1 = −14x1′x2′ − θ12, R1222 = 14x1′x2′ − θ12,
R1i1
i = 14x1′(x1′ + 2θ1), i > 1, R2i2
i = 14x2′(x2′ − 2θ2), i 6= 2,
Rjiγ
i = 14xj′xγ′ , j = γ > 2 o, en otro caso, j 6= γ, y i > 2 o j > 2 o γ > 2,
R121
1′= x1′(x1′ + 2θ1)θ12, R1222
′
= x2′(x2′ − 2θ2)θ12,
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R121
2′= x2′θ112 − x1′θ122 + (x1′θ2 + x2′(x1′ + θ1))θ12,
R122
1′= x1′θ122 − x2′θ112 − (x1′θ2 − x2′(x1′ − θ1))θ12,
R1i1
2′ = −x1′xi′θ12, i > 2, R2i21′ = x2′xi′θ12, i > 2, R1i21′ = x1′xi′θ12, i > 2,
R2i1
2′ = −x2′xi′θ12, i > 2, R12k1′ = x1′xk′θ12, k > 2, R12k2′ = x2′xk′θ12, k > 2,
Rii′i
i = −1, Rii′kk = −12 , Rji′ij = −12 ,
R11′1
1′ = x1′(x1′ + 2θ1), R11′12
′
= 34x1′x2′ − θ12, R22′22
′
= x2′(x2′ − 2θ2),
R22′2
1′ = 34x1′x2′ + θ12, R11′2
1′ = 34x1′x2′ + θ12, R22′1
2′ = 34x1′x2′ − θ12,
R1i′1
i′ = 14x1′(x1′ + 2θ1), i > 1, R2i′2
i′ = 14x2′(x2′ − 2θ2), i 6= 2,
Rii′i
i′ = x2i′ , i > 2, Rii′1
1′ = 12x1′(x1′ + 2θ1), i > 1,
Rii′2




k′ , k > 2,
R1i′i
1′ = 14x1′(x1′ + 2θ1), i > 1, R2i′i
2′ = 14x2′(x2′ − 2θ2), i 6= 2,
Rβi′i
δ′ = 14xβ′xδ′ , i 6= β = δ > 2 o, en otro caso, β 6= δ 6= i 6= β, y i > 2 o β > 2 o δ > 2,
Rii′i
h′ = 34xi′xh′ , i > 2 ó h > 2, Rii′k
i′ = 34xi′xk′ , i > 2 ó k > 2,
Rii′k
h′ = 12xk′xh′ , Rji′i
i′ = 12xi′xj′ ,
Rβi′γ
i′ = 14xβ′xγ′ , i 6= β = γ > 2 o, en otro caso, β 6= γ 6= i 6= β, y β 6= 2 o γ 6= 2,
R121′
1′ = 14x1′x2′ + θ12, R121′
2′ = 14x2′(x2′ − 2θ2), R122′2
′
= −14x1′x2′ + θ12,
R1ii′
1′ = −14x1′(x1′ + 2θ1), i > 1, R2ii′2
′
= −14x2′(x2′ − 2θ2), i > 2,
Rjii′
δ′ = −14xj′xδ′ , j = δ > 2 o, en otro caso, j 6= δ, y i > 2 o j > 2 o δ > 2,
Rii′i′
i′ = 1, Rii′k′k
′
= 12 , Rji′j′
i′ = 12 ,
añadiendo las simetrías Rabcd = −Rbacd, y donde i, j, k, h son índices diferentes en
{1, . . . , n}.
Fijémonos que el Teorema 3.5 asegura que (T ∗M, g) es Osserman con autovalores
{0, 1, 14 , . . . , 14}. Ahora bien, para estudiar la forma canónica de Jordan de los operadores
de Jacobi en esta familia concreta de ejemplos, necesitamos más información sobre la
estructura de los operadores de Jacobi. El análisis de las interacciones entre las componentes
del tensor curvatura anterior nos permite concluir que la información de los operadores de
Jacobi se encuentra codificada en el caso n = 5. Este es el hecho que mostraremos a
continuación:
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Lema 3.17.
(i) Sea p ∈ T ∗M. Existe una isometría Θ de T ∗M tal que
Θp = (a1, a2, 0, . . . , 0, b1, b2, b3, 0, . . . , 0) .
(ii) Normalizamos la elección de p como en (1). Sea ξ ∈ TpT ∗M. Entonces existe una
isometría Θ de T ∗M tal que Θp = p y tal que
Θξ = (c1, c2, c3, c4, 0, . . . , 0, d1, d2, d3, d4, d5, 0, . . . , 0) .
(iii) Sea (p, ξ) normalizado como en (1) y (2), con ξ espacial. Sea J el operador de Jacobi
definido por (p, ξ). Existe una base {e1, . . . , en, f1, . . . , fn} de TpT ∗M tal que si i ≥ 6,
entonces J ei = 14ei y J fi = 14fi.
Demostración. Consideremos T ∗M = Rn × Rn; si {e1, . . . , en, f1, . . . , fn} es la base canó-
nica para R2n, entonces se puede expandir p ∈ T ∗M de la forma p = xiei + xi′fi para
definir coordenadas canónicas (x, x′) en R2n donde x = (x1, . . . , xn) y x′ = (x1′ , . . . , xn′).
Sea Ξ ∈ Gl(Rn) una transformación lineal. Expresamos Ξ = Ξij . Sea Ξ̃ = Ξ̃ij la transfor-
mación lineal inversa. Por tanto ΞijΞ̃ki = δjk. Definimos la transformación lineal inducida
Θ de Rn × Rn por:
Θ∗xi = Ξijxj y Θ∗xi′ = Ξ̃kixk′ .
Se obtiene:
Θ∗(dxi ◦ dxi′) = ΞijΞ̃kidxj ◦ dxk′ = δjkdxj ◦ dxk′ ,
Θ∗(xi′xj′dxi ◦ dxj) = ΞikΞj`Ξ̃uiΞ̃vjxu′xv′dxk ◦ dx`
= δkuδ`vxu′xv′dxk ◦ dx` = xk′x`′dxk ◦ dx`.







Es entonces inmediato que Ξn−2 define una isometría Θ de la métrica g2n.
Como (1) no tiene sentido para n < 3, suponemos n ≥ 3 en la prueba de (1). Expan-
dimos p = (a1, a2, . . . , an, b1, b2, . . . , bn). La transformación afín
Θ(x, x′) = (x1, x2, x3 − a3, . . . , xn − an, x1′ , . . . , xn′)
claramente es una isometría de la métrica g y por tanto podemos suponer sin pérdida de
generalidad que a3 = · · · = an = 0. Elegimos un vector no nulo f ∈ 0 ⊕ Rn−2 tal que
(x3′ , . . . , xn′) = cf . Elegimos Ξ̃ de modo que Ξ̃f = f3. La aplicación resultante Θ tiene las
propiedades requeridas en (1).
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Supongamos que n ≥ 5 en la prueba de (2). Expandimos ξ = (c1, . . . , cn, d1, . . . , dn).
Elegimos un vector no nulo e ∈ Rn−3 tal que (0, 0, 0, c4, . . . , cn) = c·e para alguna constante
c (pudiendo ser nula). Eligiendo Ξ ∈ Gl(Rn−4) tal que Ξe = e4 obtenemos una isometría
que tiene a p por punto fijo y asegurando que
ξ = (c1, c2, c3, c4, 0, . . . , 0, d1, . . . , dn) .
Una elección similar para Gl(Rn−5) asegura que ξ tiene la forma requerida en (2).
Supongamos n ≥ 6 en la prueba de (3). Supongamos que i ≥ 6. Expandimos
J ei = J 11ki ek + J 12ki fk y J fi = J 21ki ek + J 22ki fk.
Definimos Ξ ∈ Gl(Rn−5) tal que
Ξ(ej) =
{
ej if j 6= i,
−ej if j = i .
Entonces Ξ̃ = Ξ. Puesto que Θ es una isometría fijando el punto p y ξ, conmuta con J .
Se sigue entonces que J uvki = 0 para k 6= i. Esto muestra la existencia de los bloques 2× 2
requeridos donde los coeficientes pueden depender del índice i. Sin embargo, eligiendo Ξ
para que permute los índices i1 y i2 se comprueba que los bloques son independientes de i y
j. Finalmente, como la variedad es Osserman con autovalores {0, 1, 14 , . . . , 14}, estos bloques
2 × 2 deben tener autovalores constantes {14 , 14}, y por tanto la base puede ser elegida de
forma que se cumpla la Condición (3).
El Lema 3.17 muestra que la parte no trivial de la forma canónica de Jordan de los
operadores de Jacobi de (T ∗M, g) está codificada en el caso n = 5. Más concretamente,
sea (p, ξ) normalizado como en (1) y (2) del Lema 3.17, con ξ unitario y espacial, y sea







Por tanto, el análisis de la forma canónica de Jordan del operador de Jacobi para (T ∗M, g)
coincide con el análisis en el caso n = 5. Esto nos lleva al siguiente resultado
Teorema 3.18. (T ∗M, g) es una métrica de Osserman de signatura (n, n) con autovalores
{0, 1, 14 , . . . , 14}, la cual no es nunca espacial ni temporal Jordan-Osserman en ningún punto.
Demostración. Como mencionamos anteriormente, es suficiente analizar el caso n = 5.
Fijémonos además que es suficiente probar el resultado para puntos p normalizados como
en (1) del Lema 3.17. Sea J10(ξ) el operador de Jacobi definido por (p, ξ) y sea
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Para la elección particular de vectores unitarios
ξ̃ = (0, 0, 0, ε, 0, 0, 0, 0, 12 , 0), ξ̄ = (1, 0, 0, 1, 0,
1
2(ε− b21 − 2b1θ1(a1, a2)), 0, 0, 0, 0),
tenemos g10(ξ̃, ξ̃) = g10(ξ̄, ξ̄) = ε, y un cálculo muy largo pero directo usando las expresio-
nes para el tensor curvatura R dadas anteriormente nos permite calcular J10(ξ̃) y J10(ξ̄) y
comprobar que A(ξ̃) = 0, mientras que (A(ξ̄))42 = − 316θ12(a1, a2) 6= 0. Por tanto, en cada
punto J10(ξ̃) diagonaliza mientras que J10(ξ̄) no es diagonalizable, y así la métrica no es
nunca espacial ni temporal Jordan-Osserman en ningún punto.
Observación 3.19. Mostraremos información adicional sobre la forma canónica de Jordan
de los operadores de Jacobi de la variedad (T ∗M, g). Omitiremos los detalles de la prueba
de los resultados mostrados en esta observación pues son consecuencia de largos cálculos
asistidos por ordenador.
En la demostración del Teorema anterior mostramos que, en cada punto, los operadores
de Jacobi pueden diagonalizar o no. Investigaremos más detalladamente la forma canónica
de Jordan de los operadores de Jacobi para las direcciones en que no diagonalizan. Para
este propósito, consideraremos otra vez el caso n = 5. Sean (p, ξ) normalizados como en
(1) y (2) del Lema 3.17 y sea




, r ≥ 1.
Analizamos a continuación Ar(ξ), r = 1, 2, 3. De aquí en adelante supondremos que









σ1 = b1b3c1c3 + b2b3c2c3 + b23c
2
3 + 2c3d3 + 2c4d4 − εξ,
σ2 = b1b3c1 + b2b3c2 + b23c3 + d3,
σ = θ12(3b1θ2 + 3b2θ1 + 4θ12)− 3b1θ122 + 3b2θ112,




−c1c2(σ1 + εξ) c21(σ1 + εξ) 0 0 0
−c22(σ1 + εξ) c1c2(σ1 + εξ) 0 0 0
−c2c3σ1 c1c3σ1 0 0 0
−c2c4σ1 c1c4σ1 0 0 0


















−c1(d3σ1 + (b23c3 + d3 − σ2)εξ) −c1d4σ1 −c1d5σ1
c2σ1σ2 −c1σ1σ2 0 0 0
c2d4σ1 −c1d4σ1 0 0 0




t11 = c2σ + 4c2θ212{1 + 3σ21 + 2εξ(b23c23 − 2c4d4 + 2σ1 − 2c3σ2)}
− 3θ12{b1(b1c1 + b2c2 + 2b3c3) + εξσ1(b1(b1c1 + b2c2 + b3c3) + 2d1)
+ 2d1 + 2b1c1(1 + εξσ1)θ1},
t22 = c1σ + 4c1θ212{1 + 3σ21 + 2εξ(b23c23 − 2c4d4 + 2σ1 − 2c3σ2)}
+ 3θ12{b2(b1c1 + b2c2 + 2b3c3) + εξσ1(b2(b1c1 + b2c2 + b3c3) + 2d2)
+ 2d2 − 2b2c2(1 + εξσ1)θ2},
t12 = c1c2σ + 4c1c2θ212{1 + 3σ21 + 2εξ(b23c23 − 2c4d4 + 2σ1 − 2c3σ2)}
+ 3θ12{b1b2c1c2 + εξσ1(b1b2c1c2 + c1d1 + c2(b22c2 + b2b3c3 + 3d2) + σ1)
+ c1d1 + c2(b22c2 + 2b2b3c3 + 3d2) + σ1 − 2b2c22(1 + εξσ1)θ2},
t21 = t12 + 3θ12{b23c23 − 2(c1d1 + c2d2 + c4d4 + c3σ2)
− εξ(σ1(2c1d1 + 2c2d2 + σ1)− 1)}.
Ahora,




c22 −c1c2 0 0 0
−c1c2 c21 0 0 0
0 0 0 0 0
0 0 0 0 0








3{c1d1 + c2d2 − c3d3 − c4d4 + b1c21θ1 − b2c22θ2}
− (2c3d3 + 2c4d4 − εξ){b3c3(b1c1 + b2c2) + (c3d3 + c4d4)} ,
y por tanto
A3(ξ) = 0.
Por lo tanto, vemos que A3(ξ) = 0, Rango(A(ξ)2) ≤ 1, y Rango(A(ξ)) ≤ 2. Entonces,
el operador de Jacobi asociado a un vector unitario es o bien diagonalizable, o bien tiene
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un sólo bloque de Jordan 2 × 2, o bien tiene un bloque de Jordan 3 × 3, o bien tiene dos
bloques de Jordan 2× 2 dependiendo del punto y del vector considerados. Además, todas
las posibilidades pueden darse; de hecho, todas las posibilidades excepto el caso de un
único bloque de Jordan 2 × 2 puede darse en cada punto. En particular, suponiendo que
los puntos y los vectores considerados están normalizados como en (1) y (2) del Lema 3.17,
suponiendo que las derivadas parciales de θ se evalúan en (a1, a2), y denotando por
ψ = b23c
2
3{c1d1 + c2d2 − c3d3 − c4d4 + b1c21θ1 − b2c22θ2}
− (2c3d3 + 2c4d4 − εξ){b3c3(b1c1 + b2c2) + (c3d3 + c4d4)} ,
tenemos:
(i) Si ψ 6= 0 y c1 = c2 = 0 no se cumple, entonces el operador de Jacobi asociado
tiene un bloque de Jordan 3× 3. Este es, por ejemplo, el caso para el vector unitario
ξ = (1, 0, 0, 1, 0, 12(ε− b21 − 2b1θ1 − 2), 0, 0, 1, 0), g10(ξ, ξ) = ε, en cualquier punto.
(ii) Si c1 = c2 = 0, entonces el operador de Jacobi asociado es diagonalizable. Este es el
caso para ξ = (0, 0, 0, ε, 0, 0, 0, 0, 12 , 0), g10(ξ, ξ) = ε, en cualquier punto.
(iii) Si ψ = 0 y, además, c1 = c2 = 0 no se verifica, entonces para los vectores unitarios de
la forma ξ = (c1, c2, 0, 0, 0, d1, d2,−b3(b1c1+b2c2), 0, 0) el operador de Jacobi asociado
es diagonalizable o tiene un único bloque de Jordan 2× 2, dependiendo de que
σ = θ12(3b1θ2 + 3b2θ1 + 4θ12)− 3b1θ122 + 3b2θ112
se anule o no, respectivamente. El operador de Jacobi asociado a cualquier otro
vector unitario tiene siempre dos bloques de Jordan 2 × 2; este es el caso para el
vector unitario ξ = (1, 0, 0, 1, 0, 12(ε− b21−2b1θ1), 0, 0, 0, 0), g10(ξ, ξ) = ε, en cualquier
punto. Finalmente, en cualquier punto con σ = 0 el operador de Jacobi no tiene
nunca un único bloque de Jordan 2× 2.
Capítulo 4
El operador de curvatura
antisimétrico: variedades
Ivanov-Petrova
Recordamos que una variedad pseudo-Riemanniana (M, g) se dice espacial (respecti-
vamente, temporal o mixta) Ivanov-Petrova (IP) en un punto p ∈ M [112, 113] si los
autovalores del operador de curvatura antisimétrico son constantes en la Grassmaniana de
2-planos orientados, no degenerados, espaciales Gr(++)2 (TpM) (respectivamente, tempora-
les Gr(−−)2 (TpM) o mixtos Gr
(+−)
2 (TpM)). Teniendo en cuenta que las tres condiciones
anteriores son equivalentes [93], simplemente nos referiremos a ellas diciendo que la varie-
dad (M, g) es IP en el punto p ∈ M . (M, g) se dice que es IP si verifica tal condición en
cada punto, pudiendo los autovalores de los operadores de curvatura antisimétricos variar
con el punto.
Toda variedad Riemanniana IP es localmente conformemente llana, por lo que una
primera cuestión natural a abordar es si un resultado análogo sigue siendo cierto en otras
signaturas. La existencia de tensores curvatura algebraicos IP no localmente conforme-
mente llanos es conocida [93], pero la realización geométrica de los mismos es una cuestión
abierta. En la primera parte de este capítulo mostraremos la existencia de variedades IP que
no son localmente conformemente llanas en dimensión cuatro. De hecho existen ejemplos
que no son autoduales ni antiautoduales como veremos en la Sección 4.1.
Motivados por estos ejemplos analizaremos las variedades IP autoduales en signatura
(2, 2), al menos en dos situaciones particulares: cuando la métrica sea Einstein y cuando
la estructura subyacente sea la de una variedad de Walker. El primero de estos casos será
el objetivo de la segunda parte de este capítulo, donde realizamos un estudio sistemático
de las variedades que verifican simultáneamente las condiciones IP y puntual Osserman en
signatura (2, 2) en la Sección 4.2.
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4.1. Nuevos ejemplos de variedades IP en dimensión cuatro
El objetivo de esta sección es poner de manifiesto la existencia de variedades IP en
signatura (2, 2) cuyos operadores de curvatura antisimétricos son nilpotentes. Además, los
ejemplos construidos mostrarán la existencia de variedades IP que no son autoduales ni
antiautoduales. Dichos ejemplos tendrán como estructura subyacente la de una variedad
de Walker, por lo que haremos uso de la expresión local dada en el Teorema 1.3.
4.1.1. Caracterización algebraica
El siguiente resultado proporciona un criterio sencillo para determinar cuando un tensor
curvatura algebraico es IP en dimensión cuatro.
Lema 4.1. [39] Sea (V, 〈 , 〉) un espacio vectorial de dimensión cuatro con un producto
interior de signatura (2, 2) y sea A un tensor curvatura algebraico en V . Entonces, A es
IP si y sólo si detA(π) y traza(A(π)2) no dependen del 2-plano orientado no degenerado
espacial (respectivamente mixto o temporal) π.
Demostración. Tomando un 2-plano orientado no degenerado π se puede ver fácilmente
que el operador de curvatura antisimétrico A(π), cuando se expresa con respecto a una




0 a12(π) a13(π) a14(π)
−a12(π) 0 a23(π) a24(π)
a13(π) a23(π) 0 a34(π)
a14(π) a24(π) −a34(π) 0

 ,
y por tanto mediante un cálculo simple se obtiene que
detA(π) = (a12(π)a34(π) + a13(π)a24(π)− a14(π)a23(π))2 ,
traza(A(π)2) = 2
(−a12(π)2 + a13(π)2 + a14(π)2 + a23(π)2 + a24(π)2 − a34(π)2
)
por lo que el polinomio característico pλ(A(π)) de A(π) está dado por
(4.1) pλ(A(π)) = λ4 − 12 traza(A(π)
2) λ2 + detA(π),
de donde se sigue el resultado.
4.1.2. Métricas de Walker IP en dimensión cuatro
Sea (M, g) una variedad de Walker de dimensión cuatro y donde la dimensión de la
distribución D es máxima, en este caso dos. De acuerdo con la Observación 1.4, la matriz
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a c 1 0
c b 0 1
1 0 0 0
0 1 0 0

 ,
donde a, b y c son funciones de las coordenadas (x1, x2, x1′ , x2′). Consideramos el caso
particular en el que c ≡ 0 y por tanto la métrica toma la forma
(4.3) g = a dx1 ◦ dx1 + b dx2 ◦ dx2 + 2dx1 ◦ dx1′ + 2dx2 ◦ dx2′ .
la cual nos proporcionará los ejemplos deseados (más información sobre la geometría de
este tipo de métricas puede verse en [46]).
Lema 4.2. Si una métrica de Walker de signatura (2, 2) del tipo dado en la Ecuación (4.3)
es IP entonces es nilpotente IP y las funciones a, b vienen dadas por
a(x1, x2, x1′ , x2′) = x1′S(x1, x2) + A(x1, x2, x2′),
b(x1, x2, x1′ , x2′) = x2′V (x1, x2) + B(x1, x2, x1′),
donde A2′2′(x1, x2, x2′)B1′1′(x1, x2, x1′) = 0.
Demostración. Denotemos con hi la derivada parcial ∂h∂xi , i ∈ {1, 2, 1′, 2′}, de una fun-
ción h(x1, x2, x1′ , x2′). El tensor curvatura de la métrica dada por la Ecuación (4.3) está
determinado del siguiente modo sin más que particularizar lo visto en el Lema 1.6:
R11′1′ = 12a1′1′∂1′ ,
R11′2′ = 12a1′2′∂1′ ,
R11′2 = 14{2a1′2 − a2′b1′}∂1′ ,
R11′1 = 12aa1′1′∂1′ +
1
4{a2′b1′ − 2a1′2 + 2ba1′2′}∂2′ − 12a1′1′∂1 − 12a1′2′∂2,
R21′1′ = 12b1′1′∂2′ ,
R21′2′ = 12b1′2′∂2′ ,
R21′1 = 14{2b1′1 − a1′b1′}∂2′ ,
R21′2 = 14{2ab1′1′ − 2b1′1 + a1′b1′}∂1′ + 12bb1′2′∂2′ − 12b1′1′∂1 − 12b1′2′∂2,
R12′1′ = 12a1′2′∂1′ ,
R12′2′ = 12a2′2′∂1′ ,
R12′2 = 14{2a2′2 − a2′b2′}∂1′ ,
R12′1 = 12aa1′2′∂1′ +
1
4{a2′b2′ − 2a2′2 + 2ba2′2′}∂2′ − 12a1′2′∂1 − 12a2′2′∂2,
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R22′1′ = 12b1′2′∂2′ ,
R22′2′ = 12b2′2′∂2′ ,
R22′1 = 14{2b2′1 − a2′b1′}∂2′ ,
R22′2 = 14{2ab1′2′ − 2b2′1 + a2′b1′}∂1′ + 12bb2′2′∂2′ − 12b1′2′∂1 − 12b2′2′∂2,
R211′ = 14{a2′b1′ − 2a1′2}∂1′ + 14{2b1′1 − a1′b1′}∂2′ ,
R212′ = 14{a2′b2′ − 2a2′2}∂1′ + 14{2b2′1 − a2′b1′}∂2′ ,
R211 = 14a{a2′b1′ − 2a1′2}∂1′ + 14{a2b2′ + 2a22 + 2b11 − b2a2′ − 2ba2′2
+ b1a1′ − a1b1′ − aa1′b1′}∂2′ + 14{2a1′2 − a2′b1′}∂1
+ 14{2a2′2 − a2′b2′}∂2,
R212 = 14{2ab1′1 + a1b1′ − 2a22 − 2b11 + b2a2′ − a2b2′ + ba2′b2′ − b1a1′}∂1′
+ 14b{2b2′1 − a2′b1′}∂2′ + 14{a1′b1′ − 2b1′1}∂1 + 14{a2′b1′ − 2b2′1}∂2,
donde Rijk = R(∂i, ∂j)∂k, i, j, k ∈ {1, 2, 1′, 2′}, con {∂1, ∂2, ∂1′ , ∂2′} campos coordenados.
A partir de las expresiones anteriores obtenemos que el operador de curvatura anti-
simétrico R(π) asociado a un 2-plano orientado no degenerado π, cuando se expresa con




G(π) − tF (π)
)
,
para ciertas matrices cuadradas de orden 2, F (π) y G(π). Entonces, para usar el Lema 4.1,
nótese que detR(π) = (detF (π))2, mientras que traza(R(π)2) = 2 traza(F (π)2), con lo que
una métrica del tipo dado por la Ecuación (4.3) es IP si y sólo si detF (π) y traza(F (π)2)
no dependen del 2-plano orientado no degenerado espacial (respectivamente, temporal o







Para imponer la condición IP analizaremos algunos casos particulares de 2-planos no
degenerados mixtos. Empezando con π1 = 〈{∂1′ + λ∂2′ , ∂1}〉, tenemos que
f11(π1) = 12(λa1′2′ + a1′1′), f21(π1) =
1
2(λa2′2′ + a1′2′), f12(π1) = f22(π1) = 0,
con lo que,
detF (π1) = 0, traza(F (π1)2) = 14(λa1′2′ + a1′1′)
2,
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de donde obtenemos que a1′2′ = 0 y esto se traduce en que
a(x1, x2, x1′ , x2′) = Ā(x1, x2, x1′) + A(x1, x2, x2′).
Por tanto, traza(F (π1)2) = 14Ā
2
1′1′ , lo que implica que Ā1′1′ ha de ser constante, digamos
κ1, y
(4.4) a(x1, x2, x1′ , x2′) = x21′
κ1
2 + x1′S(x1, x2) + A(x1, x2, x2′).
Usando el mismo argumento con π2 = 〈{λ∂1′ + ∂2′ , ∂2}〉 tenemos que
(4.5) b(x1, x2, x1′ , x2′) = x22′
κ2
2 + x2′V (x1, x2) + B(x1, x2, x1′),
con traza(F (π2)2) = 14κ
2
2.
Tomando ahora el plano π3 = 〈{∂1′ − ∂2′ , ∂2′ − ∂1 + ∂2}〉 obtenemos
f11(π3) = −14κ1, f21(π3) = 14A2′2′ , f12(π3) = 14B1′1′ , f22(π3) = −14κ2,
con lo que det F (π3) = 116(κ1κ2−A2′2′B1′1′). Como det F (π3) tiene que ser nulo obtenemos
(4.6) A2′2′(x1, x2, x2′)B1′1′(x1, x2, x1′) = κ1κ2.
Demostraremos a continuación que κ1κ2 = 0. Para ello utilizaremos un argumento de
reducción al absurdo, suponiendo que κ1κ2 6= 0. Si κ1κ2 6= 0, entonces la Ecuación (4.6)
implica que A2′2′2′ = B1′1′1′ = 0 y por tanto
(4.7)
A(x1, x2, x2′) = x22′P (x1, x2) + x2′T (x1, x2) + ξ(x1, x2),
B(x1, x2, x1′) = x21′Q(x1, x2) + x1′U(x1, x2) + η(x1, x2),
con PQ 6= 0. Teniendo en cuenta la información obtenida en las Ecuaciones (4.4), (4.5) y
(4.7), un cálculo largo pero directo muestra que para π4 = 〈{1−a2 ∂1′ + ∂1,−1+b2 ∂2′ + ∂2}〉
se tiene
(4.8)
f11(π4) = 14{(2x2′P + T )(2x1′Q + U)− 2S2},
f12(π4) = −14{U(x1′κ1 + S)− 2(2x1′Q1 + U1)
+ Q(3x21′κ1 + 2x2′(T + x2′P ) + 4x1′S + 2ξ − 2)},
f21(π4) = 14{T (x2′κ2 + V )− 2(2x2′P2 + T2)
+ P (3x22′κ2 + 2x1′(U + x1′Q) + 4x2′V + 2η + 2)},
f22(π4) = −14{(2x2′P + T )(2x1′Q + U)− 2V1},
de donde se sigue que ∂1′∂1′∂1′∂1′(traza(F (π4)2)) = −18PQ2κ1; así, PQκ1 = 0, lo cual es
una contradicción puesto que PQ 6= 0.
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El anterior argumento muestra que si la métrica dada por la Ecuación (4.3) es IP,
entonces tiene que ser nilpotente IP y, además,
(4.9)
a(x1, x2, x1′ , x2′) = x1′S(x1, x2) + A(x1, x2, x2′),
b(x1, x2, x1′ , x2′) = x2′V (x1, x2) + B(x1, x2, x1′),
con
(4.10) A2′2′(x1, x2, x2′)B1′1′(x1, x2, x1′) = 0.
Observación 4.3. Con la intención de conseguir los ejemplos buscados, consideraremos
soluciones particulares de las Ecuaciones (4.9) y (4.10). Sean
(4.11)
a(x1, x2, x1′ , x2′) = x22′P (x1, x2) + x1′S(x1, x2) + x2′T (x1, x2) + ξ(x1, x2),
b(x1, x2, x1′ , x2′) = x21′Q(x1, x2) + x1′U(x1, x2) + x2′V (x1, x2) + η(x1, x2),
con P 6= 0 y Q = 0 (un estudio similar se puede realizar suponiendo P = 0 y Q 6= 0).
En primer lugar, nótese que estas métricas no son nunca autoduales (comparando la
Ecuación (4.11) con las expresiones dadas en la Ecuación (1.11)).
Por otro lado, para cualquier 2-plano π = 〈{u, v}〉, con
{u = u1∂1 + u2∂2 + u3∂1′ + u4∂2′ , v = v1∂1 + v2∂2 + v3∂1′ + v4∂2′}
una base ortonormal, se puede calcular
(4.12)
f11(π) = −14(u2v1 − u1v2){(2x2′P + T )U − 2S2},
f12(π) = −14(u2v1 − u1v2)(2U1 − SU),
f21(π) = −14{(u2v1 − u1v2)(2x2′PV − 2(2x2′P2 + T2) + TV )
+ 4P (u1v4 − u4v1)},
f22(π) = 14(u2v1 − u1v2){(2x2′P + T )U − 2V1},
obteniéndose que ∂2′∂2′(traza(F (π)2)) = (u2v1 − u1v2)2P 2U2. Así U = 0, y bajo esta
última condición se comprueba que
detF (π) = −14(u2v1 − u1v2)2S2V1, traza(F (π)2) = 14(u2v1 − u1v2)2(S22 + V 21 ),
con lo que la condición de ser IP es equivalente a S2 = V1 = 0.
Con lo cual, asumiendo Q = 0, hemos probado que la métrica determinada por la
Ecuación (4.11) es IP si y sólo si
(4.13)
a(x1, x2, x1′ , x2′) = x22′P (x1, x2) + x1′S(x1) + x2′T (x1, x2) + ξ(x1, x2),
b(x1, x2, x1′ , x2′) = x2′V (x2) + η(x1, x2),
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donde P 6= 0 es una función diferenciable y S, T , V , ξ y η son funciones diferenciables
arbitrarias.
Un cálculo directo muestra que la métrica determinada por la Ecuación (4.13) es Eins-
tein si y sólo si η(x1, x2) = 2T2−TV2P y P2 = PV .
Las métricas determinadas por la Ecuación (4.13) proporcionan una familia de métricas
IP 4-dimensionales que no son nunca localmente conformemente llanas en contraposición
con lo que ocurre en el caso Riemanniano; además de no ser en general Einstein y nunca
autoduales.
Observación 4.4. El análisis de la condición antiautodual es mucho más complicado (ver
[74]). Aún así, es posible obtener casos particulares de las métricas dadas por las Ecuaciones
(4.9) y (4.10) que sean IP pero nunca Einstein, ni autoduales ni antiautoduales.
Un cálculo directo, usando la caracterización de métricas de Walker autoduales en [74],
muestra que tomando
(4.14)
a(x1, x2, x1′ , x2′) = x22′P (x1) + x1′S(x1) + x2′T (x1, x2) + ξ(x1, x2),
b(x1, x2, x1′ , x2′) = x2′κ + η(x1, x2),
donde P 6= 0 es una función diferenciable, κ 6= 0 es un número real y S, T , ξ y η son
funciones arbitrarias diferenciables, obtenemos métricas 4-dimensionales IP que no son
nunca Einstein ni autoduales y, además, no son antiautoduales.
4.2. Variedades Osserman-IP en signatura (2, 2)
Es evidente que todo espacio de curvatura seccional constante es Osserman-IP. Se
conoce la existencia de métricas IP que son Osserman con operadores de Jacobi nilpotentes
en dos pasos (ver por ejemplo [99]), y además se conocen variedades 4-dimensionales de
Osserman que no son IP [74, 75].
En primer lugar abordaremos el problema a nivel algebraico, dando una descripción
completa de todos los tensores curvatura algebraicos que verifican las condiciones de ser
IP, Einstein y autoduales. Posteriormente, la segunda identidad de Bianchi nos permitirá
dar una descripción de tales variedades, como se recoge en el Teorema 4.12.
4.2.1. Tensores curvatura algebraicos Osserman-IP en signatura (2, 2)
En lo que sigue aplicaremos reiteradamente el Lema 4.1 a los distintos tensores cur-
vatura algebraicos correspondientes a las formas de Jordan de los operadores de Jacobi
descritos en la Ecuación (2.1), obteniendo el siguiente resultado:
Teorema 4.5. Sea (V, 〈 , 〉) un espacio vectorial de dimensión cuatro dotado de un producto
interior 〈 , 〉 de signatura (2, 2), y sea A un tensor curvatura algebraico en V . Entonces, A
es Osserman-IP si y sólo se cumple una de las siguientes condiciones:
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(1) Los operadores de Jacobi son diagonalizables y
(1.i) A = κA0 para cualquier constante κ, es decir, la curvatura seccional de A es
constante.
(1.ii) Existe una estructura compleja ortogonal J en (V, 〈 , 〉) que permite expresar
A = κ(A0 − 12AJ), siendo κ 6= 0 constante.
(1.iii) Existe una estructura adaptada paracompleja J en (V, 〈 , 〉) de tal forma que
A = κ(A0 + 12A
J), siendo κ 6= 0 constante.
(2) Los operadores de Jacobi son nilpotentes en dos pasos. En tal caso existe una estruc-
tura nula N antisimétrica (i.e., N 2 = 0 y g(Nx, y)+ g(x,N y) = 0) de tal forma que
A = κAN , siendo κ 6= 0 constante.
Operadores de Jacobi diagonalizables: Tipo Ia
Comenzaremos el estudio de los tensores curvatura algebraicos con el caso en el que
el operador de Jacobi es de Tipo Ia. En este apartado tomaremos x un vector unitario









y supondremos que el autoespacio ker(JA(x) − α Id) es temporal. En lo que sigue proba-
remos el siguiente resultado.
Teorema 4.6. Sea (V, 〈 , 〉) un espacio vectorial de dimensión cuatro dotado de un producto
interior 〈 , 〉 de signatura (2, 2), y sea A un tensor curvatura algebraico en V . Entonces, A
es Osserman-IP con operadores de Jacobi diagonalizables si y sólo si se cumple una de las
siguientes condiciones:
(i) A = κA0 siendo κ constante, es decir, la curvatura seccional de A es constante.
(ii) Existe una estructura compleja ortogonal J en (V, 〈 , 〉) de modo que A = κ(A0−12AJ),
siendo κ 6= 0 constante.
(iii) Existe una estructura paracompleja adaptada J en (V, 〈 , 〉) tal que A = κ(A0 + 12AJ),
siendo κ 6= 0 constante.
Demostración. Para probar este resultado, distinguiremos varios casos dependiendo del
número de diferentes autovalores de los operadores de Jacobi diagonalizables.
Todos los autovalores son iguales. Si los tres autovalores son iguales (α = β = γ), entonces
A = κA0 para alguna constante κ. Además, para cualquier 2-plano orientado no degenerado
temporal π, A(π) tiene autovalores constantes {0, 0,±κ i}, lo que demuestra que A es IP,
probando el caso (i).
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Dos autovalores distintos. En este caso existen dos posibilidades dependiendo de la causali-
dad del autoespacio ker(JA(x)−α Id). Empezamos con el caso β = γ. Como el autoespacio
ker(JA(x)−α Id) tiene la misma causalidad que x podemos definir una estructura compleja
J que nos lleva a expresar el tensor curvatura algebraico A como
(4.15) A = κ1A0 + κ2AJ , κ2 6= 0.
Destacar que para definir la estructura compleja J , es suficiente fijar {x, xα, xβ, x̄β} una
base ortonormal del espacio vectorial V , donde xν , x̄ν ∈ ker(JA(x) − ν Id), ν = α, β, y
considerar la estructura compleja definida por Jx = xα, Jxβ = x̄β.
Analizaremos ahora las condiciones para que el tensor curvatura algebraico, A, definido
por la Ecuación (4.15) sea IP. Para ello, consideramos un 2-plano orientado no degenerado
y mixto π y tomamos una base ortonormal {x, y} para este plano. En lo que sigue fijamos
la base ortonormal {e1 = x, e2 = Jx, e3, e4 = Je3} para el espacio V de tal forma que
y = (sinhϕ0)Jx + (coshϕ0)e3 para alguna constante ϕ0. Tomando la familia de 2-planos
no degenerados, orientados y mixtos πϕ = 〈{x, (sinhϕ)Jx+(cosh ϕ)e3}〉, un cálculo directo
usando la Ecuación (4.15) muestra que A(πϕ), cuando se expresa con respecto a la base




0 (κ1 + 3κ2) sinhϕ −κ1 coshϕ 0
−(κ1 + 3κ2) sinhϕ 0 0 −κ2 coshϕ
−κ1 coshϕ 0 0 2κ2 sinhϕ
0 −κ2 coshϕ −2κ2 sinhϕ 0

 .




= −12κ2(κ1 + 2κ2) sinh(2ϕ), y como se debe
anular y κ2 6= 0, concluimos que κ1 = −2κ2. Finalmente, bajo esta condición, podemos
calcular los autovalores deA(π), obteniendo {±κ2,±2κ2}. Puesto que el plano π fue elegido
arbitrariamente, hemos demostrado que el tensor curvatura algebraico A es IP cuando tiene
la forma A = −2κ2(A0 − 12AJ).
Una situación diferente ocurre cuando α = β (equivalentemente, α = γ) pues en
este caso el autoespacio distinguido ker(JA(x)− γ Id) tiene causalidad opuesta a la de x.
Entonces, existe una estructura paracompleja adaptada J que permite expresar el tensor
curvatura algebraico como
(4.17) A = κ1A0 + κ2AJ, κ2 6= 0.
Para definir J fijamos {x, xα, x̄α, xγ} una base ortonormal del espacio vectorial V , donde
xν , x̄ν ∈ ker(JA(x)−ν Id), ν = α, γ, y consideramos la estructura paracompleja definida por
Jx = xγ , Jxα = x̄α. A continuación analizaremos la condición de ser IP para los tensores
curvatura algebraicos A de la forma dada en la Ecuación (4.17). Para ello tomaremos un
2-plano orientado, no degenerado y temporal π y una base ortonormal {x, y} para dicho
plano. Fijamos una base ortonormal {e1 = x, e2, e3 = Je2, e4 = Jx} para el espacio vectorial
V de modo que y = (coshϕ0)e2 + (sinhϕ0)Jx, para alguna constante ϕ0, y procedemos
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como en el caso anterior. Un cálculo directo desde la Ecuación (4.17) nos lleva a la siguiente




0 κ1 coshϕ 0 −(κ1 − 3κ2) sinhϕ
−κ1 coshϕ 0 2κ2 sinhϕ 0
0 2κ2 sinhϕ 0 κ2 coshϕ
−(κ1 − 3κ2) sinhϕ 0 −κ2 coshϕ 0

 .




= −12κ2(κ1− 2κ2) sinh(2ϕ) y por tanto κ1 = 2κ2.
Además, bajo esta condición A(π) tiene autovalores {±κ2 i, ±2κ2 i} y, puesto que π era
arbitrario, esto demuestra que A es IP cuando A = 2κ2(A0 + 12A
J).
Tres autovalores distintos. Para este caso, fijamos {x, xα, xβ, xγ} una base ortonormal de
V , donde xν ∈ ker(JA(x) − ν Id), ν = α, β, γ, y definimos una estructura hiperparacom-
pleja adaptada {J, J1, J2} fijando Jx = xα, J1x = xβ , J2x = xγ y usando las relaciones
paracuaterniónicas J2 = − Id, J21 = Id, J22 = Id y JJ1 = −J1J = J2. Entonces el tensor
curvatura algebraico A verifica
(4.19) A = κ1AJ − κ2AJ1 − κ3AJ2, κ1 6= κ2 6= κ3 6= κ1.
En lo que sigue demostraremos que A no puede ser IP. Para esto, fijamos una base or-
tonormal {e1 = x, e2 = Jx, e3 = J1x, e4 = J2x} y consideramos la familia de 2-planos
orientados, no degenerados y mixtos de la forma π = 〈{x, λ1Jx + λ2J1x + λ3J2x}〉, con
−λ21+λ22+λ23 = 1. Un cálculo largo pero directo desde la Ecuación (4.19) muestra que A(π),




0 3κ1λ1 −3κ2λ2 −3κ3λ3
−3κ1λ1 0 (κ1 + κ2 − 2κ3)λ3 −(κ1 − 2κ2 + κ3)λ2
−3κ2λ2 (κ1 + κ2 − 2κ3)λ3 0 (2κ1 − κ2 − κ3)λ1
−3κ3λ3 −(κ1 − 2κ2 + κ3)λ2 −(2κ1 − κ2 − κ3)λ1 0

 ,
de donde, usando que λ21 = λ22 + λ23 − 1, se obtiene tras un cálculo sencillo que
∂λ2∂λ2∂λ2∂λ2 (detA(π)) = 216(κ1 − κ2)2(2κ1 + 2κ2 − κ3)2,
∂λ3∂λ3∂λ3∂λ3 (detA(π)) = 216(κ1 − κ3)2(2κ1 − κ2 + 2κ3)2.
Ahora bien, estas expresiones no se anulan a un mismo tiempo nunca puesto que, por
hipótesis, κ1 6= κ2 6= κ3 6= κ1, y por lo tanto A no es IP.
Observación 4.7. Un cálculo directo muestra que para los tres casos obtenidos previa-
mente la forma canónica de Jordan del operador de curvatura antisimétrico asociado a
cualquier 2-plano no degenerado, orientado espacial (respectivamente temporal o mixto)
es también constante y por lo tanto son Jordan-IP. Entonces los tensores curvatura al-
gebraicos obtenidos en el Teorema 4.6 son Jordan-Osserman-IP. Además, para un tensor
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curvatura algebraico con curvatura seccional constante no nula el operador de curvatura
antisimétrico asociado tienen rango dos, mientras que en los otros dos casos el operador de
curvatura antisimétrico tiene rango máximo, es decir, cuatro.
Operadores de Jacobi no diagonalizables: Tipo Ib
Lema 4.8. Ningún tensor curvatura algebraico de Osserman Tipo Ib puede ser IP.
Demostración. Usando las componentes de un tensor curvatura algebraico dadas en el
Lema 2.3, para un 2-plano no degenerado, orientado y mixto π = 〈{e1, λ1e2 +λ2e3 +λ3e4}〉




0 γλ1 − βλ2 −βλ1 − γλ2 −αλ3
−γλ1 + βλ2 0 2(α−γ)3 λ3 −βλ1 + α−γ3 λ2
−βλ1 − γλ2 2(α−γ)3 λ3 0 α−γ3 λ1 + βλ2




Así, usando que λ23 = 1 + λ21 − λ22, obtenemos que ∂λ1∂λ2
(
traza(A(π)2)) = −83β(α− 4γ);
esto nos lleva a que α = 4γ, puesto que β 6= 0. Finalmente, bajo tal condición, se obtiene
que ∂λ1∂λ1
(
traza(A(π)2)) = 8(β2 + 9γ2) 6= 0, lo cual implica que A no puede ser IP.
Operadores de Jacobi no diagonalizables: Tipo II
Teorema 4.9. Sea (V, 〈 , 〉) un espacio vectorial de dimensión cuatro con un producto
interior de signatura neutra y A un tensor curvatura algebraico de Osserman Tipo II en
V . Entonces A es IP si y sólo si los operadores de Jacobi son nilpotentes en dos pasos.
Demostración. Usando las componentes del tensor curvatura algebraico dadas en el Lema
2.4, para los 2-planos no degenerados, orientados y mixtos π = 〈{e1, λ1e2 + λ2e3 + λ3e4}〉,
con −λ21 + λ22 + λ23 = 1, se tiene que A(π) se expresa, con respecto a la base ortonormal






















Utilizando esta expresión, un cálculo directo teniendo en cuenta que λ23 = 1 + λ21 − λ22
muestra que ∂λ1∂λ2
(
traza(A(π)2)) = −43(α− 4β) y por tanto α = 4β. Bajo tal condición
obtenemos que ∂λ1∂λ1
(
traza(A(π)2)) = 72β2, concluyendo así que A debe ser Osserman
nilpotente, es decir, α = β = 0. Finalmente, en el caso Osserman nilpotente, dado cualquier
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2-plano orientado no degenerado π, si {u, v} denota una base arbitraria para el 2-plano π
con u =
∑
i uiei y v =
∑
i viei, se tiene que
(4.20) A(π) = ζ(π)
|〈u, u〉〈v, v〉 − 〈u, v〉2|1/2


0 1 −1 0
−1 0 0 −1
−1 0 0 −1
0 −1 1 0

 ,
donde ζ(π) = 12 ((u1 + u4)(v2 − v3)− (u2 − u3)(v1 + v4)). Como una consecuencia directa
se obtiene que A(π) tiene siempre el cero como su único autovalor.
Observación 4.10. Fijémonos que para un tensor curvatura algebraico con operadores de
Jacobi nilpotentes en dos pasos, las condiciones de ser espacial, temporal o mixto Jordan-IP
están determinadas por la Ecuación (4.20). A continuación analizamos detalladamente la
anulación de la expresión ζ(π) en la Ecuación (4.20). Para ello, dado un 2-plano orientado
no degenerado π = 〈{u, v}〉, donde {u, v} denota una base para π con u = ∑i uiei y
v =
∑
i viei, claramente ζ(π) se anula si y sólo si una de las siguientes condiciones se
verifica:
v2 = v3 y v1 = −v4.
v2 = v3, v1 6= −v4 y u2 = u3.
v2 6= v3 y u1 = −u4(v2−v3)+(u2−u3)(v1+v4)v2−v3 .
Ahora, es sencillo comprobar que en todos los casos anteriores 〈u, u〉〈v, v〉 − 〈u, v〉2 < 0, lo
cual implica que ζ(π) nunca se anula para 2-planos orientados no degenerados espaciales
o temporales. Sin embargo, para 2-planos orientados no degenerados y mixtos, tomando
π1 = 〈{e1, e3}〉 y π2 = 〈{e2, e3}〉 tenemos que ζ(π1) = −12 6= 0, mientras ζ(π2) = 0. Por
tanto, el rango del operador de curvatura antisimétrico asociado a 2-planos orientados,
no degenerados mixtos cambia de 0 a 2. Como consecuencia, concluimos que un tensor
curvatura algebraico con operadores de Jacobi nilpotentes en dos pasos es Jordan-Osserman
y espacial y temporal Jordan-IP pero nunca mixto Jordan-IP (ver también [99, Teorema
1.3 (1)]).
Operadores de Jacobi no diagonalizables: Tipo III
Lema 4.11. Ningún tensor curvatura algebraico de Osserman Tipo III puede ser IP.
Demostración. (V, 〈 , 〉, A) es Osserman de Tipo III si y sólo si existe una base ortonormal
{e1, e2, e3, e4} para V tal que las componentes no nulas del tensor curvatura algebraico A
son las dadas en el Lema 2.5. De esas componentes, y tomando 2-planos orientados, no
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de donde se obtiene que detA(π1) = 14 , mientras que detA(π2) = 0. Por tanto, A no es
IP.
4.2.2. Contexto diferenciable
En esta sección veremos cuales de los tensores curvatura algebraicos Osserman-IP ob-
tenidos en el Teorema 4.5 se corresponden con el tensor curvatura de una variedad pseudo-
Riemanniana.
Teorema 4.12. Una variedad pseudo-Riemanniana de dimensión cuatro (M, g) es pun-
tualmente Osserman-IP si y sólo si es un espacio de curvatura seccional constante o, en
otro caso, en cada punto de la variedad los operadores de Jacobi se anulan o son nilpotentes
en dos pasos. Además, (M, g) es Jordan-Osserman-IP sólo en el primero de los casos.
Demostración. Para comenzar fijémonos que, por los Lemas 4.8 y 4.11, los tensores cur-
vatura algebraicos de Osserman correspondientes a los Tipos Ib y III no son nunca IP.
Además los tensores curvatura algebraicos que son Osserman Tipo II y que son a su vez
IP se corresponden con aquellos en los que los operadores de Jacobi son nilpotentes en
dos pasos. Por otro lado, las métricas puntualmente Osserman con operadores de Jacobi
diagonalizables deben corresponderse con los casos (i)–(iii) en el Teorema 4.6. Veremos que
los casos (ii)–(iii), donde el tensor curvatura verifica R = κ(R0∓ 12Rψ) para alguna función
real κ, no se pueden dar.
A continuación consideraremos el caso en que el tensor curvatura viene dado por la
expresión R = κ(R0− 12RJ) para alguna función real κ, donde (g, J) es una estructura casi
Hermítica sobre M . El caso R = κ(R0 + 12R
J) para alguna función real κ, donde (g, J) es
una estructura casi paraHermítica sobre M , es completamente análogo. Nótese en primer
lugar que el tensor curvatura R0 es paralelo, mientras que
(∇ARJ
)
(B,C)D = g(B, JD)(∇AJ)C + g(B, (∇AJ)D)JC
−g(C, JD)(∇AJ)B − g(C, (∇AJ)D)JB
+2g(B, JC)(∇AJ)D + 2g(B, (∇AJ)C)JD.
Por tanto, la segunda identidad de Bianchi (teniendo en cuenta que κ ha de ser constante
por ser la variedad Einstein) resulta
0 = g((∇Y J)X, X)g(Y, Y )− g(Y, (∇XJ)X)g(Y, Y )− 2g(Y, Y )g((∇XJ)X, Y )
= −3g(Y, Y )g((∇XJ)X, Y ).
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Por tanto la variedad ha de ser Nearly Kähler, y dado que toda variedad Nearly Kähler
de dimensión cuatro es Kähler, (M, g, J) es una variedad Kähler. Ahora se sigue de forma
inmediata que para cada campo de vectores no nulo X, R(X, JX)X ∼ JX, por lo que
la curvatura seccional holomorfa ha de ser constante, lo que es una contradicción con la
expresión del tensor curvatura (véase la Sección 1.4). En consecuencia, el tensor curvatura
algebraico R = κ(R0 − 12RJ) no es geométricamente realizable.
Finalmente recordamos que los tensores curvatura algebraicos de Osserman en signatura
Lorentziana se corresponden con espacios de curvatura seccional constante [86] y por tanto
las variedades de Lorentz puntualmente Osserman-IP son localmente espacios de curvatura
seccional constante. En signatura Riemanniana, una descripción completa de los tensores
curvatura algebraicos 4-dimensionales, Osserman-IP es la dada por (i)–(ii) en Teorema 4.6,
y así el resultado se obtiene como consecuencia de lo anterior.
Observación 4.13. En vista del Teorema 4.12 se sigue que los operadores de curvatura
antisimétricos de rango cuatro dados por (ii)–(iii) en Teorema 4.6 no se pueden realizar
geométricamente y por tanto sólo son realizables a nivel algebraico. Los operadores de cur-
vatura antisimétricos correspondientes al Teorema 4.6-(ii) fueron estudiados previamente
en [113] en signatura Riemanniana y en [162] para signatura (2, 2) (ver también [93]).
Observación 4.14. Fijémonos que en el caso particular de que (M, g) sea una variedad
de Walker 4-dimensional autodual la única posibilidad de que sea Osserman-IP es que se
corresponda con la extensión de Riemann de una superficie llana. Esto se debe a que en
tal caso la variedad es una extensión de Riemann de una superficie con tensor de Ricci
simétrico y degenerado por ser IP (ver Teorema 5.4) y por ser Osserman dicha extensión
de Riemann se corresponde con la extensión de Riemann de una superficie afín con tensor




El primer objetivo de este capítulo es abordar el estudio de las métricas de Walker en
signatura (2, 2) autoduales y que verifican la condición IP. Tras probar que tales métricas
han de ser extensiones de Riemann (Teorema 5.1), se plantea de forma natural el estudio
de la relación existente entre las condiciones IP pseudo-Riemanniana y afín. Sea (M, D)
una variedad afín donde D es una conexión libre de torsión en TM. Sea R(π) = R(X, Y )
el operador de curvatura antisimétrico asociado a la conexión D y donde π = 〈{X, Y }〉.
Fijémonos que en una variedad afín, si reescalamos la base del plano π obtenemos que
R(cX, cY ) = c2R(X,Y ). Teniendo esto en cuenta, diremos que (M, D) es afín Ivanov-
Petrova (afín IP) si R(π) es nilpotente para todo 2-plano [41]. Así, se mostrará que las
variedades IP autoduales de Walker son localmente extensiones de Riemann de conexiones
afines cuyo tensor de Ricci es simétrico de rango uno (Teorema 5.4).
El segundo objetivo se centra en el estudio de superficies afines localmente simétricas
y localmente homogéneas con tensor de Ricci simétrico y degenerado mostrando la estre-
cha relación que mantienen con las variedades IP. Las superficies localmente homogéneas
fueron descritas por Opozda [144] (ver también [121, 122]). Se muestra en [144] que tales
conexiones se corresponden con la conexión de Levi-Civita de una superficie de curvatura
seccional constante o bien se corresponden con una de las dos familias A y B donde todos
los símbolos de Christoffel vienen dados explícitamente por las Ecuaciones (5.11) y (5.12),
respectivamente. La posible intersección entre las dos clases de conexiones afines dadas por
las Ecuaciones (5.11) y (5.12) es un problema abierto en [144], al que finalmente damos
respuesta como aplicación del estudio realizado de las conexiones afines IP en la Sección
5.3.
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5.1. Métricas de Walker IP autoduales
Teorema 5.1. [41] Una variedad de Walker de dimensión cuatro y signatura (2, 2) autodual
e IP es necesariamente una extensión de Riemann deformada.
Demostración. Para una variedad 4-dimensional pseudo-Riemanniana (M, g) con tensor
métrico de signatura (2, 2) se tiene por el Lema 4.1 que el polinomio característico pλ(R(π))
de R(π) viene dado por
(5.1) pλ(R(π)) = λ4 − 12 traza(R(π)
2) λ2 + det(R(π)),
y por tanto como una consecuencia directa se observa que la variedad es IP si y sólo si
det(R(π)) y traza(R(π)2) no dependen del 2-plano orientado no degenerado espacial (res-
pectivamente mixto o temporal) elegido.
Si consideramos el caso particular de una métrica de Walker donde la dimensión de la
distribución paralela y degenerada es máxima, en este caso dos, dada por la Ecuación (4.2),
un cálculo directo nos muestra que el operador de curvatura antisimétrico R(π) asociado
a un 2-plano no degenerado π, cuando es expresado con respecto a la base de campos




G(π) − tF (π)
)
,
donde F (π) y G(π) son ciertas matrices cuadradas de orden dos. Se sigue que el determi-
nante del operador de curvatura antisimétrico R(π) y la traza de su cuadrado R(π)2 están
completamente determinados por los de F (π) y F (π)2, respectivamente. Además se tiene
que
det(R(π)) = ( det(F (π)))2 y traza(R(π)2) = 2 traza(F (π)2).
Por ello, teniendo en cuenta lo anterior, una variedad de Walker de dimensión cuatro
y signatura (2, 2) de la forma dada por la Ecuación (4.2) es IP si y sólo si det(F (π)) y
traza(F (π)2) no dependen de la elección del 2-plano orientado y no degenerado espacial
(respectivamente temporal o mixto) π elegido. Usaremos esta caracterización repetidamen-







Una vez hecha esta observación técnica, supongamos que la métrica g está dada por las
Ecuaciones (1.10) y (1.11), y a mayores supongamos que es IP. Empezamos nuestro análisis
considerando el 2-plano no degenerado π1 dado por π1 = 〈{∂1, ∂1′ + λ∂2′}〉. Entonces un
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cálculo largo pero totalmente directo nos permite obtener que
f11(π1) = −x1′(λC + 3A)− x2′C − 12(λD + 2B),
f12(π1) = −x1′λA− x2′(λC +A)− 14(λ(B + E) + 2F),
f21(π1) = −x1′C − 12D,
f22(π1) = −x1′(λC +A)− x2′C − 14(2λD + B + E).
Como consecuencia se sigue que ∂1′∂1′(det(F (π1)) = 2λ2C2 + 6λAC + 6A2, y por lo tanto








(B2 + BE − DF),
de donde D = 0. Una vez hecha esta primera aproximación obtenemos que la métrica dada
por la Ecuación (1.11) queda reducida a
(5.3)
a = x21′B + x1′P + x2′Q + ξ,
b = x22′E + x1′x2′F + x1′S + x2′T + η,
c = 12x
2
1′F + 12x1′x2′(B + E) + x1′U + x2′V + γ.
Consideremos ahora el 2-plano π2 dado por π2 = 〈{∂1 + λ∂2, ∂1′}〉. En este caso y, de
nuevo haciendo un calculo tedioso pero directo, obtenemos que la matriz F (π2) tiene las
siguientes componentes
f11(π2) = −12(λF + 2B), f12(π2) = −12F ,
f21(π2) = −14λ(B + E), f22(π2) = −14(2λF + B + E),
y por tanto su determinante verifica det(F (π2)) = 14λ
2F2 + 12λBF + 14B(B + E). A la
vista de esto se sigue que F = 0 y por tanto la métrica dada por la Ecuación (5.3) queda
reducida a
(5.4)
a = x21′B + x1′P + x2′Q + ξ,
b = x22′E + x1′S + x2′T + η,
c = 12x1′x2′(B + E) + x1′U + x2′V + γ
de tal modo que
(5.5) det(F (π2)) = 14B(B + E), traza(F (π2)2) = B2 + 116(B + E)2.
Para continuar, elegimos el plano π3 dado por π3 = 〈{∂1′ −∂2′ , ∂2′ −∂1 +∂2}〉, para el cual
se obtiene
f11(π3) = −18(5B + E), f12(π3) = f21(π3) = 18(B + E), f22(π3) = −18(B + 5E)
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y por tanto
(5.6) det(F (π3)) = 116(B2 + E2 + 6BE), traza(F (π3)2) = 116(7B2 + 7E2 + 6BE).
Si comparamos lo obtenido en las Ecuaciones (5.5) y (5.6), se concluye la igualdad E = B.
Por lo tanto, det(F (π3)) = 12B2, lo cual implica la constancia de B = κ y por tanto la
métrica dada por la Ecuación (5.4) se expresa como
(5.7)
a = x21′κ + x1′P + x2′Q + ξ,
b = x22′κ + x1′S + x2′T + η,
c = x1′x2′κ + x1′U + x2′V + γ.
Para obtener el resultado necesitamos que la constante κ se anule. Eso es lo que probamos
en el último paso de la demostración. Para ello consideremos el 2-plano no degenerado
π4 dado por π4 = 〈{∂2 − c∂1′ − 1+b2 ∂2′ , ∂1 + 1−a2 ∂1′}〉. Un largo cálculo, pero de nuevo



















x1′x2′3κ2 + (x1′U + x2′V )3κ−QS + UV + 2κγ + 2T1 − 2V2
)
,
expresiones que permiten comprobar que ∂1′∂1′∂2′∂2′(det(F (π4))) = 94κ
4, de donde se sigue
que necesariamente κ = 0. Esto reduce la métrica dada por la Ecuación (5.7) a
(5.8) a = x1′P + x2′Q + ξ, b = x1′S + x2′T + η, c = x1′U + x2′V + γ,
y por lo tanto la métrica se corresponde con una extensión de Riemann deformada como
queríamos demostrar.
Observación 5.2. El estudio de las variedades de Osserman presenta un cierto análogo al
Teorema 5.1, dado que toda variedad de Walker autodual Ricci llana es una extensión de
Riemann. Sin embargo, el estudio de las superficies afines subyacentes presentará notables
diferencias, como se verá a lo largo de este capítulo.
5.2. Variedades afines IP y extensiones de Riemann
En lo que sigue, usaremos la deformación de las extensiones de Riemann usuales da-
da por gD,φ (véase la Sección 1.8.3). Esta métrica nos permitirá construir ejemplos de
variedades IP en una variedad pseudo-Riemanniana M de signatura (n, n) con n ≥ 2.
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Teorema 5.3. [41] Sea (T ∗M, gD,φ) el fibrado cotangente de una variedad afín (M, D)
equipada con la extensión de Riemann deformada. Entonces (T ∗M, gD,φ) es una variedad
pseudo-Riemanniana IP si y sólo si (M, D) es afín IP, para cualquier tensor simétrico φ
de tipo (0, 2).
Demostración. Sea g̃ = gD,φ la extensión de Riemann deformada en T ∗M. Un cálculo
largo pero directo muestra que los símbolos de Christoffel no nulos Γ̃γαβ de la conexión de





i′j = −Γijk , Γ̃k
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donde Γkij son los símbolos de Christoffel de D y φij denotan las componentes locales de
φ. Usando las expresiones anteriores obtenemos que las componentes no nulas del ten-
sor curvatura de (T ∗M, gD,φ) están determinadas (salvo las simetrías propias del tensor
curvatura) por











siendo Rhkji las componentes del tensor curvatura de (M, D). Omitimos aquí la expresión
de R̃h′kji, puesto que no es necesaria para nuestros propósitos (ver la Ecuación (5.10)).
Sea π̃ = 〈{X̃, Ỹ }〉 un 2-plano orientado y no degenerado en T ∗M, con X̃ = αi∂i+αi′∂i′
e Ỹ = βi∂i + βi′∂i′ una base ortonormal de π̃. Se sigue de la Ecuación (5.9) que la matriz






donde R(π) es la matriz del operador de curvatura antisimétrico asociado a la conexión D
y correspondiente al plano π = 〈{X,Y }〉, con X = αi∂i e Y = βi∂i en M, con respecto
a la base {∂i}. Fijémonos ahora que los polinomios característicos pλ(R̃(π̃)) de R̃(π̃) y
pλ(R(π)) de R(π) están relacionados por pλ(R̃(π̃)) = pλ(R(π)) · pλ(−R(π)).
Supongamos que (T ∗M, gD,φ) es IP. Si π es un 2-plano en M, podemos considerar
un 2-plano orientado y no degenerado π̃ en T ∗M, de una signatura prefijada, tal que
la Ecuación (5.10) se mantiene para una base ortonormal adecuada. Puesto que pλ(R̃(π̃))
tiene que ser constante para todos los planos π̃ de la signatura prefijada, la Ecuación (5.10)
implica que pλ(R(π)) es independiente del 2-plano π elegido. Entonces, si π = 〈{X, Y }〉 y
pλ(R(π)) = λn + an−1λn−1 + · · ·+ a0, para πα = 〈{αX,αY }〉, α 6= 0, se tiene que
pλ(R(πα)) = λn + α2an−1λn−1 + · · ·+ α2na0.
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Entonces, puesto que pλ(R(πα)) = pλ(R(π)), se sigue que an−1 = · · · = a0 = 0 y por
tanto el operador de curvatura antisimétrico asociado a la conexión D es necesariamente
nilpotente y por lo tanto (M, D) es afín IP.
Recíprocamente, si la variedad afín (M, D) se supone afín IP, entonces R(π) tiene al
cero como único autovalor para cada π en M. Por lo tanto, se sigue de la Ecuación (5.10)
que los autovalores de R̃(π̃) se anulan para todo 2-plano orientado y no degenerado π̃ en
T ∗M. Concluimos entonces que (T ∗M, gD,φ) es IP.
5.3. Superficies afines IP
La curvatura de una superficie afín está completamente determinada por su tensor de
Ricci. Es por ello natural estudiar superficies afines cuyo tensor de Ricci comparte alguna
característica pseudo-Riemanniana, es decir, es simétrico. En tal caso (lo que se conoce
como geometría equiafín) el tensor de Ricci define una métrica pseudo-Riemanniana cuan-
do no es degenerado, y por lo tanto el caso de conexiones afines cuyo tensor de Ricci es
simétrico y degenerado constituye una situación de interés especial y será motivo de un
estudio más detallado a continuación.
Recordemos aquí que una variedad afín (M, D) es afín IP si el operador de curvatura
antisimétrico asociado, R(π), es nilpotente con independencia del 2-plano π elegido o,
equivalentemente, el único autovalor del operador de curvatura antisimétrico R(π) es el 0.
El siguiente teorema pone de manifiesto el reflejo que provoca la condición de ser afín IP
en el tensor de Ricci de una superficie afín (Σ, D).
Teorema 5.4. [41] Sea (Σ, D) una superficie afín. Entonces (Σ, D) es afín IP si y sólo si
su tensor de Ricci es simétrico y degenerado.
Demostración. Comenzaremos fijando coordenadas (x1, x2) y consideramos un 2-plano π
dado por π = 〈{X, Y }〉 en Σ, con X = a1∂1 + a2∂2 e Y = b1∂1 + b2∂2. Un sencillo cálculo
nos muestra que el operador de curvatura antisimétrico asociado a la conexión D, R(π),
se expresa con respecto a la base {∂1, ∂2} como





donde ρij = ρ(∂i, ∂j) son las componentes del tensor de Ricci. Se sigue entonces que el
polinomio característico de R(π) está dado por
pλ(R(π)) = λ2 + λ(a1b2 − a2b1)(ρ21 − ρ12) + (a1b2 − a2b1)2 det ρ.
En vista de esta expresión se obtiene que el operador de curvatura antisimétrico R(π) es
nilpotente si y sólo si ρ12 = ρ21 y det ρ = 0, lo que concluye la demostración.
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Observación 5.5. Este resultado deja claramente a la vista las propiedades, práctica-
mente opuestas, que tienen el operador de Jacobi y el operador de curvatura antisimétrico.
Siguiendo [85], diremos que una variedad afín (M, D) es afín Osserman si y sólo si el ope-
rador de Jacobi es nilpotente para toda dirección. Además se prueba también en [85] que
para el caso particular de superficies afines (Σ, D) esta condición es equivalente a que el
tensor de Ricci sea antisimétrico.
A continuación estudiaremos la propiedad de ser afín IP sobre superficies afines (Σ, D)
con ciertas propiedades sobre su curvatura. Empezaremos por aquellas superficies con
curvatura recurrente. Recordemos que un tensor K es recurrente si existe una 1-forma σ
de modo que DXK = σ(X)K para cada campo de vectores X. Puesto que la curvatura de
una superficie afín (Σ, D) está completamente determinada por su tensor de Ricci, diremos
que (Σ, D) es recurrente si su tensor de Ricci es recurrente. Las conexiones libres de torsión
con curvatura recurrente están completamente determinadas [159] (ver también [67] para
el caso de las conexiones libres de torsión con tensor de Ricci antisimétrico).
Teorema 5.6. [41] Sea (Σ, D) una superficie afín IP. Entonces (Σ, D) es recurrente si y
sólo si en un entorno de cada punto existe un sistema de coordenadas (x1, x2) en el cual
la única componente no nula de la conexión D está dada por
D∂1∂1 = a(x1, x2)∂2,
para alguna función diferenciable a(x1, x2). Además, (Σ, D) es localmente simétrica si y
sólo si a(x1, x2) = α x2 + ξ(x1), donde α ∈ R y ξ es una función diferenciable que depende
únicamente de la coordenada x1, y (Σ, D) es llana si y sólo si ∂2a(x1, x2) = 0.
Demostración. Descompongamos el tensor de Ricci en su parte simétrica y antisimétrica
ρ = ρsim + ρant. Por el Teorema 5.4 se sigue que (Σ, D) es afín IP si y sólo si ρant = 0
y det ρsim = 0. Ahora, usando la clasificación de las conexiones simétricas con curvatura
recurrente hecha por Wong [159], vemos que la única posibilidad para una superficie afín
no llana y con curvatura recurrente es aquella en la que en un entorno de cada punto existe
un sistema de coordenadas (x1, x2) donde la única componente no nula de la conexión D
viene dada por
D∂1∂1 = a(x1, x2)∂2,
con ∂2a(x1, x2) 6= 0. Ahora es fácil comprobar que la única componente no nula del tensor
de Ricci es ρ11 = ∂2a(x1, x2) y por tanto se sigue que (Σ, D) es localmente simétrica si y
sólo si a(x1, x2) = α x2 + ξ(x1).
Observación 5.7. Es interesante destacar que todas las conexiones localmente simétricas
en el Teorema 5.6 son proyectivamente llanas. Esta observación será útil más adelante en
este capítulo.
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5.3.1. Conexiones afines localmente homogéneas
Como ya se mencionó anteriormente la condición de ser afín IP supone importantes
restricciones en la geometría de una superficie afín. En lo que sigue estudiaremos esta
condición sobre conexiones homogéneas libres de torsión en superficies afines.
En [122, 144] se demuestra que si una superficie afín (Σ, D) es localmente homogénea
entonces o bien D es la conexión de Levi-Civita de una superficie con curvatura seccional
constante o, en un entorno de cada punto, existen coordenadas (x1, x2) y constantes a, b,
c, d e, f de modo que D se expresa de una de las siguientes maneras:




∂1+ bx1 ∂2, D∂1∂2 =
c
x1
∂1+ dx1 ∂2, D∂2∂2 =
e
x1
∂1 + fx1 ∂2.
Seguiremos la terminología usada en [122, 144], y de aquí en adelante nos referiremos a
los casos anteriores como conexiones afines localmente homogéneas Tipo A y Tipo B. Es
interesante recordar que una superficie afín (Σ, D) se dice equiafín si en un entorno de cada
punto existe una 2-forma de volumen paralela. En lo que sigue estudiaremos propiedades
de estas dos familias con el objetivo último de poder establecer cuál es su intersección.
Conexiones afines localmente homogéneas de Tipo A
Comenzamos determinando el tensor de Ricci de una superficie afín localmente homo-
génea de Tipo A. Éste viene dado por
(5.13)
ρ11 = −d2 + ad + (f − c)b,
ρ12 = ρ21 = cd− eb,
ρ22 = −c2 + fc + (a− d)e,
lo cual muestra que es simétrico. Como una consecuencia inmediata de la Ecuación (5.13)
se sigue el siguiente resultado
Teorema 5.8. [41] Sea (Σ, D) una superficie afín localmente homogénea de Tipo A. En-
tonces o bien el tensor de Ricci define una métrica llana en Σ, o bien (Σ, D) es afín IP.
Un cálculo directo a partir de la Ecuación (5.13) muestra que las componentes de la
derivada covariante del tensor de Ricci están dadas por
(5.14)
1








2ρ22;1 = bce− (ae + cf − de)d,
1
2ρ22;2 = fc
2 − (de + f2)c− (af − be− df)e,
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con ρij;k = (D∂kρ)(∂i, ∂j).
Una primera propiedad interesante de las conexiones afines localmente homogéneas del
Tipo A es la siguiente:
Teorema 5.9. Toda superficie afín localmente homogénea de Tipo A es proyectivamente
llana.
Demostración. Es obvio que toda superficie afín localmente homogénea de Tipo A (Σ, D)
es equiafín y en un entorno de cada punto existe un sistema de coordenadas (x1, x2) tal
que
ρ22;1 = ρ12;2 = 2(bce− (ae + cf − de)d),
ρ11;2 = ρ12;1 = 2(−acd + (c2 − fc + de)b).
Se sigue entonces que (Σ, D) es proyectivamente llana.
El siguiente resultado proporciona una caracterización geométrica de las superficies
afines que son localmente homogéneas de Tipo A y que son afines IP.
Teorema 5.10. Sea (Σ, D) una superficie afín localmente homogénea de Tipo A. Entonces
(Σ, D) es afín IP si y sólo si es recurrente.
Demostración. Supongamos en primer lugar que una superficie afín localmente homogénea
de Tipo A (Σ, D) es afín IP, es decir, el operador de Ricci es simétrico y degenerado (ver el
Teorema 5.4). Fijémonos que la Ecuación (5.13) implica que el tensor de Ricci ρ es siempre
simétrico y es además degenerado si y sólo si
(5.15)
b2e2 − {d3 − 2ad2 + (a2 + 3bc− bf)d + (f − c)ab} e
+
{
fd2 + a(c− f)d− b(c− f)2} c = 0.
Analizaremos las soluciones de la anterior ecuación y, combinándolas con las compo-
nentes de la derivada covariante del tensor de Ricci, dadas en la Ecuación (5.14), veremos
que en todos los casos la conexión obtenida es recurrente.
Supongamos en primer lugar que b = 0; en este caso la Ecuación (5.15) se reduce a
(5.16) d · {ac2 − (a− d)fc− (a− d)2e} = 0,
y por tanto se obtienen las tres siguientes soluciones:
(A.1): d = 0 y, en este caso, Dρ = ω ⊗ ρ, con ω = (−2f)dx2.
(A.2): d 6= 0 y a = 0. En este caso, e = d−1cf y Dρ = 0, con lo cual se obtiene una solución
localmente simétrica.
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(A.3): d 6= 0 6= a. Por tanto, la Ecuación (5.16) se reduce a
ac2 − (a− d)fc− (a− d)2e = 0
y por tanto c = (2a)−1(a−d)(f +ε(f2 +4ae) 12 ), donde ε ∈ {−1, 1} (siendo c una constante
real).
Entonces, si d = a, se obtiene que Dρ = 0 y por tanto es localmente simétrica, mientras
que para d 6= a se sigue que Dρ = ω ⊗ ρ, con ω = (−2a)dx1 − (f + ε(f2 + 4ae) 12 )dx2.
Ahora, para b 6= 0, viendo la Ecuación (5.15) como una ecuación cuadrática en e tenemos






d3 − 2ad2 + (a2 + 3bc− bf)d + (f − c)ab + ε(d2 − ad + (c− f)b)ζ 12
}
,
con ζ = (a − d)2 + 4bc y ε ∈ {−1, 1} (siendo e siempre una constante real). Entonces un
cálculo largo pero directo nos muestra que si c = b−1(−d2 + ad + bf), entonces Dρ = 0 y
por lo tanto es localmente simétrica. En otro caso, Dρ = ω ⊗ ρ, con
ω = (−a− d− εζ 12 )dx1 + b−1(−d2 + ad− 2bc− εdζ
1
2 )dx2.
Así, en todo caso, cualquier superficie afín localmente homogénea de Tipo A es recurrente.
Recíprocamente, cualquier superficie afín localmente homogénea Tipo A con curvatura
recurrente tiene operador curvatura antisimétrico nilpotente con independencia del plano
elegido, puesto que
det ρ = −12e(ρ11;1 − ω1ρ11)
+12(c− f)(ρ12;1 − ω1ρ12)
+12d(ρ22;1 − ω1ρ22),
donde Dρ = ω ⊗ ρ, con ω = ω1dx1 + ω2dx2.
Observación 5.11. No toda conexión afín localmente homogénea de Tipo A es necesa-
riamente recurrente. Si suponemos b = c = 0 en la Ecuación (5.11), tenemos en este caso
que ρ12 = 0 ρ12;2 = 2de(d− a), lo que muestra que estas conexiones no son recurrentes en
general.
Conexiones afines localmente homogéneas de Tipo B
En esta parte haremos un estudio para las conexiones afines localmente homogéneas de
Tipo B análogo al hecho para las de Tipo A. En primer lugar, el tensor de Ricci de una
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superficie afín localmente homogénea de Tipo B está dado por
(5.17)
ρ11 = 1x21
{(a− d + 1)d + (f − c)b},
ρ12 = 1x21




{(a− d− 1)e + (f − c)c}.
A la vista de las expresiones de las componentes del tensor de Ricci se observa que no
es necesariamente equiafín. De hecho la condición de ser equiafín es equivalente a que
las constantes c y f satisfagan f = −c. El siguiente resultado muestra consecuencias
interesantes en este último caso.
Teorema 5.12. [41] Sea (Σ, D) una superficie afín localmente homogénea de Tipo B equia-
fín. Entonces el tensor de Ricci define una métrica de curvatura seccional constante, o
(Σ, D) es afín IP.
Demostración. Un cálculo directo muestra que si el tensor de Ricci define una métrica en







de donde se sigue el resultado.
A continuación analizamos las superficies afines localmente homogéneas de Tipo B
que son proyectivamente llanas. Este resultado pone de manifiesto el hecho de que estas
conexiones no son en general proyectivamente llanas, al contrario de lo que ocurría en el
Tipo A.
Teorema 5.13. [41] Sea (Σ, D) una superficie afín localmente homogénea de Tipo B. Si
(Σ, D) es proyectivamente llana, entonces en un entorno de cada punto existe un sistema
de coordenadas (x1, x2) de modo que D se expresa de una de las siguientes maneras:
(i) e = f = c = 0, o




Demostración. De las expresiones de las componentes del tensor de Ricci en la Ecuación
(5.17) obtenemos que las componentes de la derivada covariante del tensor de Ricci de una
92 5 Variedades Ivanov-Petrova y geometría afín
superficie equiafín localmente homogénea de Tipo B verifican
(5.18)
x31
2 ρ11;1 = (a + 1)(d− a− 1)d + (2a− d + 3)bc + b2e,
x31
2 ρ11;2 = 2bc
2 − adc + bde,
x31ρ12;1 = (a + 4bc− 2(a + 1)d + 2)c + (2d + 3)be,
x31
2 ρ12;2 = c
2d + bec + (d− a)de,
x31
2 ρ22;1 = (d + 1)(d− a + 1)e + (d + 3)c2 + bce,
x31
2 ρ22;2 = −2c3 + be2 + (a− 2d)ce,
con ρij;k = (D∂kρ)(∂i, ∂j).
Recordemos que (Σ, D) es proyectivamente llana si y sólo si (T ∗Σ, gD) es localmente
conformemente llana, lo cual es equivalente a que su tensor de Weyl, W , sea idénticamente
nulo. Se sigue que si una superficie afín localmente homogénea de Tipo B es proyectivamente
llana, necesariamente su tensor de Ricci ρ es simétrico, puesto que W (∂1, ∂2, ∂1, ∂1′) = c+f2x21
,
lo que muestra que f = −c, que es exactamente la condición necesaria y suficiente para
que el tensor de Ricci ρ sea simétrico. Suponiendo entonces esta condición f = −c, y
teniendo en cuenta las expresiones dadas en la Ecuación (5.18), se tiene que (Σ, D) es
proyectivamente llana si y sólo si
(5.19)
ρ21;1 − ρ11;2 = c(a−2d+2)+3bex31 = 0,




Finalmente, las condiciones (i) y (ii) se obtienen como las soluciones de la Ecuación (5.19).
En la última parte de esta sección clasificaremos las superficies afines localmente ho-
mogéneas de Tipo B cuyo operador de curvatura antisimétrico es nilpotente. El siguiente
resultado nos muestra que dichas conexiones no son recurrentes en general, al contrario de
lo que pasa con las conexiones localmente homogéneas de Tipo A.
Teorema 5.14. [41] Sea (Σ, D) una superficie afín localmente homogénea de Tipo B.
Entonces (Σ, D) es una superficie afín IP si y sólo si (Σ, D) es recurrente, o bien en un





∂1+ bx1 ∂2, D∂1∂2 =
c
x1
∂1+ dx1 ∂2, D∂2∂2 =
e
x1
∂1 − cx1 ∂2,
para ciertas constantes reales a, b, c, d y e verificando una de las siguientes condiciones:
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(i) b = 0 y
(i.1) d 6= 0, e = 0, c 6= 0, a = d2−12d , ó
(i.2) d · e 6= 0, c = 0, a = d± 1, ó
(i.3) d · e 6= 0, c 6= 0, e 6= − c2d , a = d(c
2+de)±ζ 12
de , con ζ = d(c
2d + e)(c2 + de) ≥ 0,
ó
(ii) b 6= 0 y





, con a2 + 4bc− 1 ≥ 0, ó
(ii.2) d 6= 0, a 6= ±(d− 1), c = (a−d+1)d2b , e = (a−d+1)(d−1)d2b2 , ó




ζ = ((d− a + 1)d + 2bc)((d− a− 1)d + 2bc)((d− a)2 + 4bc− 1) ≥ 0, ó
(ii.4) d 6= 0, c = 0, a 6= d− 1, e = d3−2ad2+(a2−1)d±|d||(a−d)2−1|
2b2
6= 0, ó






Demostración. Primeramente, usando la Ecuación (5.17) vemos que ρ es simétrico si y sólo
si
(5.21) f = −c,
lo cual asumimos en el resto de la demostración, y por tanto ρ es degenerado si y sólo si
(5.22)
b2e2 − {d3 − 2ad2 + (a2 + 4bc− 1)d− 2abc} e
−{d2 − 2ad + 4bc− 1} c2 = 0.
Analizamos a continuación las soluciones de esta ecuación procediendo de forma análoga
a lo hecho en el Teorema 5.10 y usando la Ecuación (5.18). En primer lugar, si b = 0, la
Ecuación (5.22) queda reducida a
(5.23) dea2 − 2d(c2 + de)a + (d2 − 1)(c2 + de) = 0,
y por lo tanto tenemos alguno de los siguientes casos:
(B.1): d = 0. En este caso, c = 0 y se tiene que Dρ = ω ⊗ ρ, con ω = − 2x1 dx1.
(B.2): d 6= 0, e = 0, c = 0. En este caso, Dρ = ω ⊗ ρ, con ω = −2+2ax1 dx1.
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(B.3): d 6= 0, e = 0, c 6= 0. Para este caso, necesariamente a = (2d)−1(d2 − 1) y se sigue
que la conexión afín obtenida no es nunca recurrente (caso (i.1)). De hecho, si Dρ = ω⊗ρ,
donde ω = ω1dx1 + ω2dx2, se tiene que




y por lo tanto ω2 = 2cx1 ; pero, bajo esta condición, ρ12;2−ω2ρ12 = 2c
2
x31
, expresión que nunca
se anula.
(B.4): d 6= 0 6= e. Fijémonos que, para d 6= 0 6= e, la Ecuación (5.23) puede ser vista como
una ecuación cuadrática en a; por lo tanto, a = (de)−1(d(c2 + de) + εζ
1
2 ), con ε ∈ {−1, 1}
y ζ = d(c2d + e)(c2 + de) ≥ 0. Ahora, un cálculo directo nos muestra que tal conexión no
es nunca recurrente y por lo tanto se obtienen los casos (i.2) o (i.3). De hecho, escribamos
Dρ = ω ⊗ ρ, con ω = ω1dx1 + ω2dx2. Para c = 0, vemos que ζ = d2e2 ≥ 0, mientras que
a = d± 1, y calculando ρ12;2−ω2ρ12 = −2ε|d||e|x31 , vemos que siempre es no nulo (caso (i.2)).
Ahora, para c 6= 0, tenemos
(5.24)
x31 (ρ12;1 − ω1ρ12) = c
3d(1−2d)−cde(2d2+d−2)−εc(2d−1)ζ 12
de − c(d− 1)x1ω1,
x31 (ρ12;2 − ω2ρ12) = −2εζ
1
2 − c(d− 1)x1ω2.
Para d = 1 la segunda expresión queda reducida a ρ12;2 − ω2ρ12 = −2ε|c
2+e|
x31
; por tanto, si
e 6= −c2 la conexión afín no es recurrente (caso (i.3) con d = 1), mientras que si e = −c2
se obtiene que la conexión es localmente simétrica, Dρ = 0. Ahora para d 6= 1, ω1 y ω2
quedan totalmente determinados por la Ecuación (5.24) y obtenemos








2c(d− 1)d x31 (ρ22;2 − ω2ρ22) = (c2 + de)(d(c2 + e)− εζ
1
2 ).
Fijémonos que las tres expresiones anteriores no se anulan nunca simultáneamente para
e 6= − c2d y por tanto, en tal caso, la conexión afín obtenida no es nunca recurrente (caso
(i.3) con d 6= 1); para e = − c2d tenemos que ω = − 2x1 dx1 y un cálculo directo nos muestra
que Dρ = ω ⊗ ρ.
Finalmente, para b 6= 0, tenemos los siguientes casos:






((d− a)2 + 4bc− 1)d− 2abc + εζ 12
}
,
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con ζ = ((d− a + 1)d + 2bc)((d− a− 1)d + 2bc)((d− a)2 + 4bc− 1) ≥ 0 y ε ∈ {−1, 1}. Sea
Dρ = ω ⊗ ρ, con ω = ω1dx1 + ω2dx2. En primer lugar, para d = 0, tenemos
1
2b
x31 (ρ11;2 − ω2ρ11) = c(2c + x1ω2).




es no nulo (caso (ii.1)); si c = 0, la conexión es localmente simétrica (Dρ = 0).
Finalmente, estudiaremos el caso d 6= 0. En este caso calculamos
x31 (ρ11;1 − ω1ρ11) = (a + d + 3)((d− a− 1)d + 2bc) + εζ
1
2
+ ((d− a− 1)d + 2bc)x1ω1,
x31 (ρ11;2 − ω2ρ11) = b−1
{
((d− a− 1)d + 2bc)((d− a + 1)d + 2bc) + dεζ 12
}
+ ((d− a− 1)d + 2bc)x1ω2.
Ahora bien, si (d − a − 1)d + 2bc = 0, es decir, c = (a−d+1)d2b , las expresiones anteriores
se anulan y, además, ρ12;1 − ω1ρ12 = (a
2−(d−1)2)d
2bx31
. Se sigue que para a 6= ±(d − 1) la
conexión afín nunca es recurrente (caso (ii.2)), mientras que para a = ±(d−1) la conexión
es localmente simétrica (Dρ = 0). Por otro lado, si c 6= (a−d+1)d2b entonces ω1 y ω2 están
determinadas por las expresiones anteriores y se prueba que
2b−1d(ρ12;1 − ω1ρ12)− (ρ12;2 − ω2ρ12) = 2c(bc− ad)
bx31
.
Entonces, si c(bc−ad) 6= 0 la conexión afín no es recurrente (caso (ii.3)). Si c = 0, entonces
c 6= (a−d+1)d2b lo que significa que a 6= d − 1 y Dρ = ω ⊗ ρ si y sólo si e = 0 (caso (ii.4)).




Observación 5.15. Las conexiones afines localmente homogéneas proyectivamente llanas
de Tipo B están totalmente determinadas por el Teorema 5.13 de la siguiente forma:
(i) e = f = c = 0, ó




Es interesante destacar que, en el caso (i), el tensor de Ricci es siempre degenerado y las
conexiones son recurrentes (ver Teorema 5.14). En el caso (ii) con c = 0, el tensor de Ricci
es degenerado para los casos en que d = 0 ó d = −2; d = 0 implica automáticamente que
la conexión es llana, mientras que para d = −2 la conexión no es recurrente (ver Teorema
5.14-(i.2)). A continuación analizamos el caso (ii) con c 6= 0. En este caso, el tensor de
Ricci es degenerado si y sólo si d = − c2e ó d = − c
2
e − 2. Para d = − c
2
e se obtiene de nuevo
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que la conexión es llana. Si d = − c2e − 2 y b = 0 tenemos las condiciones a = −4, b = 0,
c 6= 0, d = −1 y e = −c2 6= 0, con lo cual estamos en el caso (i.3) del Teorema 5.14 y
la conexión no es recurrente. Finalmente, si d = − c2e − 2 y b 6= 0, un cálculo largo pero
directo nos muestra que, para d = 0, estamos en el caso (ii.1) del Teorema 5.14, mientras
que para d 6= 0, estamos en el caso (ii.5) ó (ii.3) del Teorema 5.14, dependiendo de si c es
igual a adb o no; en cualquier caso se obtiene que de nuevo la conexión no es recurrente.
Relación entre los Tipos A y B de conexiones afines localmente homogéneas
Como aplicación de los resultados vistos hasta el momento, daremos respuesta a un
problema planteado por O. Kowalski sobre cuándo o no los Tipos A y B son afínmente
equivalentes, viendo que el único caso afínmente equivalente, no llano, entre los Tipos A y




(a∂1 + b∂2), D∂1∂2 =
1
x1
d∂2, D∂2∂2 = 0.
Primeramente, recordemos que cualquier conexión afín localmente homogénea de Tipo
A es proyectivamente llana (ver Teorema 5.9). Además el tensor de Ricci es siempre simé-
trico y define una métrica llana o, en otro caso es degenerado (ver Teorema 5.8). Debemos
destacar que en este último caso el tensor de Ricci es siempre recurrente como ya vimos
en el Teorema 5.10.
En lo que sigue usaremos las propiedades anteriores para analizar y diferenciar, cuando
sea posible, los Tipos A y B. Fijémonos que las conexiones afines localmente homogé-
neas de Tipo B que son proyectivamente llanas han sido clasificadas en el Teorema 5.13
correspondiéndose con los casos:
(i) e = f = c = 0, ó




En el caso (ii), si el tensor de Ricci es no degenerado entonces define una métrica de
curvatura seccional no nula. Además, si el tensor de Ricci es degenerado y, suponiendo
que la conexión es no llana, la Observación 5.15 muestra que tal conexión no puede ser
proyectivamente llana y recurrente a un mismo tiempo y por tanto no puede ser afínmente
equivalente, en ningún caso, a una conexión localmente homogénea de Tipo A.
Ahora veremos que la conexión (i) anterior es afínmente equivalente a una conexión
afín localmente homogénea de Tipo A. Para ello usaremos un razonamiento similar al visto
en [5, 122]. Cualquier conexión afín localmente homogénea de Tipo A admite un par de
campos de vectores afines Killing linealmente independientes de modo que [X, Y ] = 0
(simplemente tomando X = ∂1, Y = ∂2). Recíprocamente, si existen dos campos afines
Killing linealmente independientes y que conmuten X, Y , entonces existe un sistema de
coordenadas locales (x1, x2) tal que X = ∂1, Y = ∂2 y tal que todos los símbolos de
Christoffel de la conexión son constantes (i.e., de Tipo A).
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Un campo de vectores X = A(x1, x2)∂1 + B(x1, x2)∂2 en un entorno coordenado
U(x1, x2) de la conexión (i) es afín Killing (es decir, [X, DY Z]−DY [X, Z]−D[X,Y ]Z = 0









A = 0, A12 +
a− d
x1
























Ahora un cálculo directo nos muestra que
X = x1∂2, Y = x1∂1 + (x1 + x2)∂2, a− 2d = 0,
y
X = ∂2, Y = x1∂1 +
b
a− 2dx1∂2, a− 2d 6= 0,
son un par de campos de vectores afín Killing linealmente independientes y que conmutan y
por lo tanto la conexión es de Tipo A independientemente de los valores de las constantes.
Conexiones afines localmente homogéneas recurrentes y proyectivamente llanas
con tensor de Ricci degenerado
Fijémonos que como consecuencia de los Teoremas 5.13 y 5.14 las conexiones afines
localmente homogéneas dadas por la Ecuación (5.25) son proyectivamente llanas y recu-
rrentes con tensor de Ricci simétrico y degenerado. Sin embargo, no toda conexión afín
localmente homogénea, proyectivamente llana y recurrente con tensor de Ricci simétrico
y degenerado es necesariamente de Tipo B. En lo que sigue completaremos el análisis
comenzado anteriormente dando una completa descripción de todas las conexiones afines
localmente homogéneas proyectivamente llanas, recurrentes con tensor de Ricci simétrico
degenerado. El siguiente resultado da algo de luz en este sentido.
Teorema 5.16. [41] Sea (Σ, D) una superficie afín con tensor de Ricci simétrico y dege-
nerado, recurrente y proyectivamente llana. Entonces (Σ, D) es localmente homogénea si y
sólo si en un entorno de cada punto existe un sistema de coordenadas (x1, x2) en el cual
la única componente no nula de la conexión D viene dada por




para algunas constantes µ, α y κ. Además, tal conexión es localmente homogénea de Tipo
A, y es además de Tipo B si y sólo si se verifica la desigualdad κ2 − 4µ ≥ 0.
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Demostración. Se sigue del Teorema 5.6 que una conexión afín con curvatura recurrente
y con tensor de Ricci simétrico y degenerado se expresa, en un sistema de coordenadas
apropiado (x1, x2), como
(5.28) D∂1∂1 = a(x1, x2)∂2,
para alguna función a(x1, x2). Ahora, un cálculo directo nos muestra que la conexión dada
por la Ecuación (5.28) es proyectivamente llana si y sólo si a(x1, x2) = x2θ(x1) + γ(x1),
para ciertas funciones θ y γ. Fijémonos que, sin pérdida alguna de generalidad, podemos
suponer que γ(x1) ≡ 0, usando el teorema de equivalencia en [117, Teorema 7.2] puesto
que el tensor de Ricci y sus derivadas covariantes son independientes de γ.
Un campo de vectores X como X = A(x1, x2)∂1 + B(x1, x2)∂2 es afín Killing si y sólo
si
(5.29)
A12 = 0, A22 = 0, B22 = 0,
A11 − x2θ(x1)A2 = 0, B12 + x2θ(x1)A2 = 0,
B11 + 2x2θ(x1)A1 − x2θ(x1)B2 + x2θ′(x1)A + θ(x1)B = 0.
Veremos ahora que la conexión debe ser de la forma dada en la Ecuación (5.27). Si inte-
gramos la anterior ecuación obtenemos que tal campo de vectores afín Killing debe ser de
la forma
(5.30) X(x1, x2) = (x1κ + α)∂1 + (x2β + b(x1))∂2
para constantes κ, α, β y una función b(x1) la cual es solución de
(5.31) b′′(x1) + b(x1)θ(x1) + 2x2κθ(x1) + x2(α + x1κ)θ′(x1) = 0.
Ahora derivando la Ecuación (5.31) con respecto a x2, obtenemos
(5.32) (x1κ + α)θ′(x1) + 2κθ(x1) = 0,




para ciertas constantes µ, κ y α, donde κ y α no son nunca simultáneamente cero, demos-
trando la Ecuación (5.27). Fijémonos que para κ = α = 0 cualquier campo de vectores afín
Killing debe ser de la forma X(x1, x2) = (x2β+b(x1))∂2, y por tanto no existen dos campos
de vectores afín Killing linealmente independientes, en contradicción con la homogeneidad
local.
En lo que sigue, tomamos la conexión dada por la Ecuación (5.27). Fijémonos que tal
conexión es de Tipo A, puesto que un cálculo directo nos muestra que
X(x1, x2) = (x1κ + α)∂1, Y (x1, x2) = x2∂2
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son dos campos de vectores afín Killing linealmente independientes que conmutan entre sí.
Finalmente, veremos que tal conexión dada por la Ecuación (5.27) es de Tipo B si y
sólo si κ2−4µ ≥ 0. De la Ecuación (5.29), y procediendo como anteriormente, se sigue que
un campo afín Killing debe tener la forma
(5.33) X(x1, x2) = (x1λ + ν)∂1 + (x2β + b(x1))∂2,
para ciertas constantes λ, ν y β, y una función b(x1), tal que
(5.34) λα− νκ = 0, µb(x1) + (x1κ + α)2b′′(x1) = 0.
Como consecuencia, suponiendo κ 6= 0 en la Ecuación (5.27), si dos campos de vectores
afines Killing X, Y verifican [X, Y ] = X, entonces
(5.35)
X(x1, x2) = C(x1κ + α)
β−1
λ ∂2,
Y (x1, x2) = λ(x1 + ακ )∂1 + (x2β + b(x1))∂2,
para ciertas constantes C, λ, β y alguna función b(x1) tales que
(5.36) (β − 1)κ2(β − λ− 1) + λ2µ = 0, µb(x1) + (x1κ + α)2b′′(x1) = 0.
Además, la primera expresión en la Ecuación (5.36) tiene soluciones reales si y sólo si
κ2 − 4µ ≥ 0. En este caso eligiendo X e Y como










se sigue que la conexión afín D es localmente homogénea de Tipo B.
Ahora, pongamos κ = 0 en la Ecuación (5.27). Si dos campos de vectores afín Killing
X, Y verifican [X,Y ] = X, entonces
(5.37)
X(x1, x2) = Ce
x1(β−1)
ν ∂2,
Y (x1, x2) = ν∂1 + (x2β + b(x1))∂2,
para ciertas constantes C, ν, β y alguna función b(x1) tal que
(5.38) α2(β − 1)2 + ν2µ = 0, µb(x1) + α2b′′(x1) = 0.
Entonces, la primera expresión en la Ecuación (5.38) tiene soluciones reales si y sólo si
µ ≤ 0. Además, en este caso,




Y (x1, x2) = α∂1 + x2(1−√−µ)∂2,
son campos de vectores afín Killing verificando [X, Y ] = X, lo que demuestra el resultado.
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Observación 5.17. Una conexión dada por la Ecuación (5.27) es llana si y sólo si µ = 0,
y localmente simétrica si y sólo si κ = 0. Por tanto, una conexión afín localmente simétrica
y proyectivamente llana con tensor de Ricci simétrico y degenerado es de Tipo B si y sólo







C y P espacios
Los espacios localmente simétricos Riemannianos están caracterizados por el hecho de
que para cada geodésica γ el operador de Jacobi correspondiente, J (γ), tiene autovalo-
res constantes y autoespacios paralelos a lo largo de γ [9]. Esta caracterización se puede
extender al caso Lorentziano para geodésicas temporales como consecuencia del trabajo
de [90] y, por tanto, una variedad Lorentziana es localmente simétrica si y sólo si para
cada geodésica temporal γ el correspondiente operador de Jacobi J (γ) tiene autovalores
constantes y autoespacios paralelos a lo largo de γ. Sin embargo, es importante señalar que
dicha caracterización no es válida cuando se consideran variedades pseudo-Riemannianas
de otras signaturas [19].
Motivados por las consideraciones anteriores, en [9] se inició un estudio de dichas con-
diciones de forma separada, como generalizaciones de los espacios simétricos. El objetivo
de este capítulo es contribuir al estudio de los espacios Lorentzianos C y P:
(C) Una variedad de Lorentz (M, g) se dice que es un C-espacio si los autovalores de los
operadores de Jacobi son constantes a lo largo de geodésicas temporales.
(P) Una variedad de Lorentz (M, g) se dice que es un P-espacio si los autoespacios de
los operadores de Jacobi son paralelos a lo largo de geodésicas temporales.
Estudiaremos estas dos clases de espacios en el contexto de los espacios Lorentzianos
homogéneos y curvatura homogéneos de dimensión tres. Como consecuencia de nuestro
estudio se pondrán de manifiesto algunas diferencias esenciales entre las situaciones Rie-
manniana y Lorentziana:
Existencia de C-espacios Lorentzianos no naturalmente reductivos, incluso no local-
mente homogéneos.
Existencia de P-espacios Lorentzianos homogéneos.
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P-espacios
En geometría Lorentziana, el operador de Jacobi a lo largo de geodésicas temporales γ
es diagonalizable (puesto que la métrica inducida γ⊥ es definida positiva). Este hecho, que
no es cierto para métricas pseudo-Riemannianas de signatura arbitraria, tiene implicaciones
importantes. En primer lugar, obsérvese que la condición de ser un P-espacio es equivalente
a la existencia de una base de autovectores del operador de Jacobi J (γ) paralela a lo largo
de γ y por lo tanto una variedad de Lorentz es un P-espacio si y sólo si el operador de
Jacobi y el operador de Szabó conmutan para cualquier geodésica temporal, es decir
J (γ) ◦ S(γ) = S(γ) ◦ J (γ).
Un cálculo directo nos muestra que esta condición de conmutatividad es cierta para geo-
désicas temporales si y sólo si es cierta para cualquier geodésica, y por tanto una variedad
Lorentziana (M, g) es un P-espacio si y sólo si para cada geodésica los operadores de Jacobi
y Szabó asociados conmutan.
Una consecuencia inmediata de este hecho es que toda variedad de Lorentz con curva-
tura recurrente (i.e., ∇R = ω ⊗R para alguna 1-forma ω) es un P-espacio. Centrándonos
en las variedades homogéneas, en este capítulo obtendremos la siguiente caracterización de
los P-espacios:
Teorema 6.1. Sea (M, g) una variedad de Lorentz de dimensión tres homogénea y no
simétrica. Entonces las siguientes condiciones son equivalentes:
(i) (M, g) es un P-espacio.
(ii) (M, g) es Ricci recurrente.
(iii) (M, g) es curvatura recurrente.
(iv) El operador de Ricci de (M, g) es nilpotente en dos pasos.
Es de destacar que el anterior resultado sigue siendo cierto si reemplazamos la hipótesis
de homogeneidad por la más débil de que la variedad (M, g) sea 1-curvatura homogénea
(véase Teorema 6.10).
C-espacios
Puesto que los autovalores de los operadores de Jacobi están completamente determi-
nados por sus correspondientes funciones simétricas elementales, una variedad de Lorentz
es un C-espacio si y sólo si para cada geodésica γ, estas funciones son constantes a lo largo
de γ, esto es
∇γ trazaJ (k)(γ) = 0, para todo k = 1, . . . ,dimM − 1.
Estas condiciones son conocidas en la literatura como las condiciones de Ledger impares.
La primera de tales condiciones (∇γ trazaJ (γ) = 0) implica que el tensor de Ricci es cíclico
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paralelo, y por lo tanto las variedades de Riemann de dimensión tres que son C-espacios
son localmente isométricas a espacios homogéneos naturalmente reductivos (ver [9, 148]).
Procediendo como en [9], una variedad de Lorentz (M, g) es un C-espacio si y sólo
si para cada geodésica γ existe un endomorfismo Tγ tal que los operadores de Jacobi y
Szabó asociados verifican S(γ) = J (γ) ◦ Tγ − Tγ ◦ J (γ). Por tanto, toda variedad de
Lorentz homogénea y naturalmente reductiva es un C-espacio. La situación Lorentziana es
más rica que la Riemanniana puesto que existen ejemplos de C-espacios los cuales no son
naturalmente reductivos ni localmente homogéneos.
Teorema 6.2. Sea (M, g) una variedad de Lorentz 3-dimensional homogénea. Entonces
las siguientes condiciones son equivalentes:
(i) (M, g) es un C-espacio.
(ii) El tensor de Ricci de (M, g) es cíclico paralelo.
El anterior resultado sigue siendo válido si rebajamos la condición de homogeneidad
por la más débil de que la variedad (M, g) sea curvatura homogénea (Teorema 6.11). Como
una consecuencia existen C-espacios Lorentzianos de dimensión tres que no son localmente
homogéneos.
Estructura del capítulo
Este capítulo se estructura de la siguiente manera. En la Sección 6.1 recordaremos
algunos conceptos previos sobre grupos de Lie de dimensión tres que serán de utilidad
posteriormente. Las Secciones 6.2 y 6.3 están dedicadas a la demostración de los Teoremas
6.1 y 6.2, respectivamente. Estos resultados se pueden generalizar al contexto de variedades
que son curvatura homogénea como se mostrará en la Sección 6.4, donde se dará una
respuesta completa para variedades de Lorentz de dimensión tres 1-curvatura homogéneas
(ver Teoremas 6.10 y 6.11). Finalmente, en la Sección 6.5 se estudiarán ciertas clases
de espacios que se definen de modo análogo a las clases de P-espacios y C-espacios en
el contexto del operador de curvatura antisimétrico a lo largo de círculos. Los resultados
principales serán expuestos en los Teoremas 6.13 y 6.14, omitiendo las demostraciones pues
esencialmente se obtienen de modo análogo a las expuestas en los casos de los C-espacios
y P-espacios. En lugar de ello, destacaremos algunas diferencias importantes entre las
distintas clases de espacios Lorentzianos considerados.
6.1. Variedades de Lorentz homogéneas de dimensión tres
Es un hecho bien conocido que cualquier variedad homogénea de Lorentz de dimensión
tres completa y simplemente conexa es un grupo de Lie [31]. De nuevo con el objetivo de
que esta memoria sea lo más autocontenida posible incluimos una breve descripción de
todos los grupos de Lie en dimensión tres unimodulares y no unimodulares.
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Grupos de Lie unimodulares
Denotamos por × el producto vectorial Lorentziano en R31 inducido por el producto de
los paracuaternios (es decir, e1× e2 = −e3, e2× e3 = e1, e3× e1 = e2, donde {e1, e2, e3} es
una base ortonormal de signatura (++−)). Entonces [Z, Y ] = L(Z×Y ) define un álgebra
de Lie, el cual es unimodular si y sólo si L es un endomorfismo autoadjunto de g [150].
Considerando las diferentes formas de Jordan de L, tenemos las cuatro clases siguientes de
álgebras de Lie unimodulares de dimensión tres (en este capítulo seguiremos la notación
establecida en [83]):
Tipo Ia. Si L es diagonalizable con autovalores {α, β, γ} con respecto a una base ortonormal
{e1, e2, e3} de signatura (+ + −), entonces la correspondiente álgebra de Lie viene dada
por
(gIa) : [e1, e2] = −γe3, [e1, e3] = −βe2, [e2, e3] = αe1.
En este caso el tensor curvatura viene dado (salvo las Z2-simetrías usuales) por
R1221 = 14
(
α2 + β2 − 3γ2 − 2αβ + 2αγ + 2βγ) ,
R1313 = 14
(
α2 − 3β2 + γ2 + 2αβ − 2αγ + 2βγ) ,
R2332 = 14
(
3α2 − β2 − γ2 − 2αβ − 2αγ + 2βγ) ,




((β − γ)2 − α2), λ2 = 12((α− γ)
2 − β2), λ3 = 12((α− β)
2 − γ2).
Tipo Ib. Supongamos ahora que L tiene un autovalor complejo. Entonces, con respecto a








 , β 6= 0,
y la correspondiente álgebra de Lie se expresa con respecto a esta base como
(gIb) : [e1, e2] = βe2 − γe3, [e1, e3] = −γe2 − βe3, [e2, e3] = αe1.
Las componentes no nulas del tensor curvatura (salvo las Z2-simetrías usuales) vienen
dadas por




, R2332 = 34α
2 + β2 − αγ, R1231 = β(α− 2γ),





−12(α2 + 4β2) 0 0
0 12α(α− 2γ) −β(α− 2γ)
0 β(α− 2γ) 12α(α− 2γ)

 , β 6= 0.
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Entonces, para α 6= 2γ el operador de Ricci tiene autovalores complejos, mientras que para
el caso α = 2γ el operador de Ricci es diagonalizable con autovalores λ1 = −2(β2 + γ2) y
λ2 = λ3 = 0.
Tipo II . Supongamos ahora que L tiene una raíz doble de su polinomio mínimo. Entonces,





0 12 + β −12
0 12 −12 + β


y la correspondiente álgebra de Lie se expresa como
(gII) : [e1, e2] = 12e2 − (β − 12)e3, [e1, e3] = −(β + 12)e2 − 12e3, [e2, e3] = αe1.




α2 − 2α + 4β) , R1313 = 14
(
α2 + 2α− 4β) ,
R2332 = 14α(3α− 4β), R1231 = 12α− β,
y por tanto el operador de Ricci, cuando se expresa con respecto a la base ortonormal





0 12(α + 1)(α− 2β) −12α + β
0 12(α− 2β) 12(α− 1)(α− 2β)

 ,
con autovalores −12α2 y 12α(α− 2β), el último de multiplicidad dos.
Tipo III . Supongamos finalmente que L tiene una raíz triple de su polinomio mínimo.

















y la correspondiente álgebra de Lie está dada por
(gIII) :
{













, R1331 = 1− 14α2, R2323 = 14α2,
R1231 = 1, R1223 = R1323 = 1√2α,
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α −12(α2 + 2) −1
1√
2
α 1 1− 12α2

 ,
con un único autovalor −12α2, el cual es una raíz triple de su polinomio mínimo en el caso
en el que α 6= 0, mientras que el operador de Ricci es nilpotente en dos pasos en el caso
α = 0
Grupos de Lie no unimodulares
Consideraremos ahora el caso no unimodular. Se sigue del trabajo de Cordero y Parker
[54] que un álgebra de Lie Lorentziana no unimodular de curvatura seccional no constante
viene dada, con respecto a una base adecuada {e1, e2, e3}, por
(gIV ) : [e1, e2] = 0, [e1, e3] = αe1 + βe2, [e2, e3] = γe1 + δe2,
donde α + δ 6= 0 y una de las siguientes condiciones se verifica:
IV.1 {e1, e2, e3} es ortonormal con 〈e1, e1〉 = −〈e2, e2〉 = −〈e3, e3〉 = −1 y las constantes
de estructura verifican αγ − βδ = 0.
IV.2 {e1, e2, e3} es ortonormal con 〈e1, e1〉 = 〈e2, e2〉 = −〈e3, e3〉 = 1 y las constantes de
estructura verifican αγ + βδ = 0.
IV.3 {e1, e2, e3} es pseudo-ortonormal con








y las constantes de estructura verifican αγ = 0.
Ahora, consideramos gIV como en IV.1. Entonces las componentes no nulas del tensor
curvatura vienen dadas por
R1212 = 14
(
β2 + γ2 + 4αδ − 2βγ) ,
R1313 = 14
(
4α2 − 3β2 + γ2 + 2βγ) ,
R2332 = 14
(
β2 − 3γ2 + 4δ2 + 2βγ) ,
y el operador de Ricci es diagonalizable con autovalores λ1 = 12(β
2 − γ2 − 2α(α + δ)),
λ2 = −12(β2 − γ2 + 2δ(α + δ)) y λ3 = 12((β − γ)2 − 2(α2 + δ2)).
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Si suponemos ahora que gIV es de la forma IV.2, entonces un cálculo directo nos muestra
que las componentes no nulas del tensor curvatura vienen dadas por
R1212 = αδ − 14(β + γ)2,
R1331 = 14
(
4α2 + 3β2 − γ2 + 2βγ) ,
R2323 = 14
(
β2 − 3γ2 − 4δ2 − 2βγ) ,
y el operador de Ricci es diagonalizable con autovalores λ1 = 12(β
2 − γ2 + 2α(α + δ)),
λ2 = −12(β2 − γ2 − 2δ(α + δ)) y λ3 = 12((β + γ)2 + 2(α2 + δ2)).
Finalmente, sea gIV como IV.3. En este caso las componentes no nulas del tensor
curvatura vienen dadas con respecto a la base {e1, e2, e3} por
R1213 = 14γ
2, R1331 = α2 − αδ + βγ, R2332 = 34γ2,











con autovalores λ1 = −λ2 = −λ3 = −12γ2.
Grupos de Lie localmente simétricos
Los grupos de Lie de dimensión tres Lorentzianos localmente simétricos han sido estu-
diados por Calvaruso en [32]. A continuación expresaremos esta clasificación adaptada a
nuestro contexto para mantener la notación usada hasta este momento.
Teorema 6.3. Una variedad de Lorentz (M, g) de dimensión tres homogénea es localmente
simétrica si y sólo si se cumple uno de los siguientes casos:
(a) M es de Tipo Ia con α = β = γ, o cualquier permutación cíclica de α = β, γ = 0.
En cualquiera de estos casos la variedad es de curvatura seccional constante.
(b) M es de Tipo II con α = β = 0, y por tanto llana.
(c) M es de Tipo IV.1 con curvatura seccional constante o, en otro caso, se tiene que
α = β = γ = 0 y δ 6= 0, o β = γ = δ = 0 y α 6= 0.
(d) M es de Tipo IV.2 con curvatura seccional constante o, en otro caso, se tiene que
α = β = γ = 0 y δ 6= 0, o β = γ = δ = 0 y α 6= 0.
(e) M es de Tipo IV.3 con γ = δ = 0 y α 6= 0, o es llana.
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Observación 6.4. En vista del anterior resultado, los espacios localmente simétricos de
Lorentz de dimensión tres se corresponden con una de las siguientes subclases: (1) espa-
cios de curvatura seccional constante, (2) productos de un intervalo real y una superficie
de curvatura de Gauss constante, y (3) variedades de Walker localmente simétricas con
operador de Ricci nilpotente en dos pasos. Esta última clase (Tipo IV.3 con γ = δ = 0
y α 6= 0) se puede describir localmente en coordenadas de Walker (t, x, y) por la métrica
g = 2 dt ◦ dy + ε dx ◦ dx + κx2 dy ◦ dy, donde ε2 = 1, κ 6= 0 [21]. Por tanto, los grupos de
Lie del Teorema 6.3–(e) son variedades de Walker.
6.2. P-espacios homogéneos
Al contrario de lo que ocurre en el caso Riemanniano, mostraremos que existen ejemplos
de variedades de Lorentz 3-dimensionales homogéneas que son P-espacios (es decir, los
autoespacios de los operadores de Jacobi son paralelos a lo largo de geodésicas temporales).
El siguiente lema (el cual se prueba con un razonamiento análogo al utilizado en [9, 90]),
nos proporciona una caracterización algebraica de los P-espacios.
Lema 6.5. Para una variedad de Lorentz (M, g) las siguientes condiciones son equivalen-
tes:
(i) (M, g) es u P-espacio.
(ii) Para cada punto p ∈ M y para cada vector temporal u ∈ TpM , el operador de Jacobi
y el operador de Szabó conmutan, es decir, S(u) ◦ J (u)− J (u) ◦ S(u) = 0.
(iii) Para cada punto p ∈ M y para cada vector u ∈ TpM , el operador de Jacobi y el
operador de Szabó conmutan, es decir, S(u) ◦ J (u)− J (u) ◦ S(u) = 0.
Teorema 6.6. Sea (M, g) una variedad de Lorentz de dimensión tres homogénea y no
simétrica. M es un P-espacio si y sólo si el operador de Ricci es nilpotente en dos pasos.
Además cualquier P-espacio de ese tipo es localmente isométrico a uno de los siguientes
grupos de Lie:
(a) Un grupo de Lie unimodular de Tipo II con α = 0 y β 6= 0, o
(b) un grupo de Lie unimodular de Tipo III con α = 0, o
(c) un grupo de Lie no unimodular de Tipo IV.3 con γ = 0 y αδ(α− δ) 6= 0.
Demostración. Para la demostración de este teorema usaremos la caracterización vista en
el Lema 6.5–(iii). Para medir la falta de conmutatividad entre el operador de Jacobi y el
operador de Szabó procedemos de la siguiente manera. Sea u =
∑
uiei un vector arbitrario
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(donde {ei} es la base correspondiente vista en la Sección 6.1). Entonces, un cálculo directo
nos muestra que para los grupos de Lie correspondientes a los Tipos Ia–IV.2, se tiene que







 , ε2 = 1,
donde la función ψ(u) es distinta para cada uno de los diferentes tipos de grupos de Lie
considerados. Estudiaremos todas las posibilidades de forma separada.
Tipo Ia. En este caso ε = 1 y la función ψ de la Ecuación (6.1) está dada por
ψ(u) = − (α− β − γ)3 (β − γ)2 u41 + (α− β + γ)3 (α− γ)2 u42
+ (α + β − γ)3 (α− β)2 u43 − 2γ (α− γ) (β − γ)
(





− 2β (α− β) (β − γ)
(





+ 2α (α− β) (α− γ)
(





Como consecuencia, un grupo de Lie Tipo Ia es un P-espacio si y sólo si la función ψ dada
anteriormente se anula idénticamente. Fijémonos que ψ(e1) = −(α − β − γ)3(β − γ)2 y
ψ(e2) = (α − β + γ)3(α − γ)2, de donde se tiene que alguna de las siguientes condiciones
necesarias debe de ser satisfecha:
α = β, γ = 0, β = γ, α = 0, α = γ, β = 0, α = β = γ.
Ahora usando el Teorema 6.3 obtenemos que no existe ningún P-espacio no localmente
simétrico de Tipo Ia.
Tipo Ib. En este caso ε = 1 y la función ψ en la Ecuación (6.1) tiene la siguiente expresión
ψ(u) = 4β2 (α− 2γ)3 u41 +
(
α2 + 2β2 − αγ) (α3 − α2γ + 4β2γ) (u42 + u43
)













5α2 − 4αγ − 4γ2) + α2 (2α− 3γ) (α− γ)) (u32u3 − u2u33
)
+ 8β (α− 2γ) (α2γ + 4β2γ − α (β2 + γ2)) u21u2u3.
Por tanto ψ(e1) = 4β2(α−2γ)3 y ψ(e2) =
(
α2 + 2β2 − αγ) (α3 − α2γ + 4β2γ), obteniendo





no se puede anular idénticamente puesto que β 6= 0. Esto nos muestra que ningún grupo
de Lie de Tipo Ib puede ser un P-espacio.
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Tipo II . La función ψ en la Ecuación (6.1) tiene la siguiente forma para este caso, donde
ε = 1,
ψ(u) = 14α (3α− 4β) (α− 2β) (u2 − u3)4
− {2 (α− 2β)βu21 − α
(
α2 + 3β − α (2 + β)) u22
−α (α (2 + α)− (3 + α) β) u23 − 2α2 (α− β) u2u3
}
α (α− β) (u2 − u3)2 .
Por tanto ψ(e1 +e3)−ψ(e2) = 4α(α−β)3, mientras que ψ(e2−e3) = 4α(3α−4β)(α−2β).
Esto nos muestra que la condición necesaria y suficiente para que un grupo de Lie de este
tipo sea un P-espacio es α = 0. Ahora, si β = 0, el grupo de Lie es llano como se muestra
en el Teorema 6.3. Esto prueba el Teorema 6.6–(a). Además, fijémonos que cualquier grupo
de Lie de Tipo II con α = 0 y β 6= 0 tiene operador de Ricci nilpotente en dos pasos.
Tipo III . En este caso la función ψ en la Ecuación (6.1) se expresa de la forma




2u1 + 2α(u3 − u2)
)
,
con ε = 1, lo cual muestra que es un P-espacio no localmente simétrico si y sólo si α = 0,
probando así el Teorema 6.6–(b). Además, observemos que como se mostró en la Sección
6.1, el operador de Ricci es nilpotente en dos pasos.
Tipo IV.1 . La función ψ en la Ecuación (6.1) es más complicada en este caso (donde
ε = −1), pero si consideramos u = e1 + e2 y v = e1 − e2 se tiene que
ψ(u) = (α− β + γ − δ)2(α + β + γ + δ) {(β + γ)δ + (β − γ)2 + α(β + γ + 4δ)} ,
ψ(v) = (α + β − γ − δ)2(α− β − γ + δ) {(β + γ)δ − (β − γ)2 + α(β + γ − 4δ)} .
Como consecuencia una de las siguientes condiciones tiene que verificarse:
(i) α = δ, β = γ, δ 6= 0,
(ii) α = −β, γ = −δ, δ 6= β, (iii) α = β, γ = δ, δ 6= −β,
(iv) α = β = γ = 0, δ 6= 0, (v) β = γ = δ = 0, α 6= 0.
Las condiciones (i)–(iii) muestran que todas las curvaturas principales de Ricci coinciden
entre sí, y por tanto como el operador de Ricci es diagonalizable (ver la Sección 6.1) la
variedad es de curvatura seccional constante. Los restantes casos (iv)–(v) se verifican si y
sólo si la variedad es localmente simétrica como se mostró en el Teorema 6.3. Por tanto no
existe ningún P-espacio no localmente simétrico de Tipo IV.1.
Tipo IV.2 . Procederemos como en los casos previos tomando ε = 1 y calculando
ψ(e1) = −
(
α2 − αδ + β(β + γ)) {(β − γ)α2 + β(β + γ)2 − αδ(3β + γ)} ,
ψ(e2) =
(
δ2 − αδ + γ(β + γ)) {(γ − β)δ2 + γ(β + γ)2 − αδ(β + 3γ)} ,
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de donde se obtienen los dos grupos siguientes de condiciones necesarias:
(i) β = γ = 0, α + δ 6= 0, (ii) β = −γ 6= 0, α = δ 6= 0.
En el caso (ii) se obtiene que la variedad tiene curvatura seccional constante. En el caso
(i), calculamos ψ(e1 + e2) = −4αδ(α − δ)3. Ahora, para α = δ la curvatura seccional
de la variedad vuelve a ser constante; por otro lado, para α = 0 o δ = 0, la variedad es
localmente simétrica por lo visto en el Teorema 6.3. Esto nos lleva a concluir que un grupo
de Lie de Tipo IV.2 es un P-espacio si y sólo es localmente simétrico.
Tipo IV.3 . Un cálculo directo nos muestra que











α4 − α2δ2 + 3β2γ2 − 2αβγδ)u43 + 2α2γ3u21u23 + 2γ5u22u23
+ 2γ2
(
α3 + α2δ − αδ2 − αβγ + βγδ)u1u33
+ 2γ3
(
α2 + 2αδ − 2βγ) u2u33 + 4αγ4u1u2u23.
Ahora, si la función ψ (que depende de las variables (u1, u2, u3)) se anula idénticamente,
entonces ∂u2∂u2∂u3∂u3ψ = 8γ5 debe ser cero. Por tanto γ = 0 es una condición necesaria
y suficiente para que los grupos de Lie de Tipo IV.3 sean un P-espacio, el cual no es
localmente simétrico para αδ(α − δ) 6= 0, lo que prueba el Teorema 6.6–(c). Además
fijémonos que el operador de Ricci de un grupo de Lie de Tipo IV.3 con γ = 0 es nilpotente
en dos pasos y no nulo cuando α(α− δ) 6= 0. Esto termina la demostración.
Recordamos aquí que una variedad pseudo-Riemanniana se dice que es curvatura (res-
pectivamente, Ricci) recurrente si la derivada covariante del tensor curvatura (respectiva-
mente, del tensor de Ricci) verifica que ∇R = ω ⊗R (respectivamente, ∇ρ = ω ⊗ ρ) para
alguna 1-forma ω.
Teorema 6.7. Una variedad de dimensión tres Lorentziana y homogénea es un P-espacio
si y sólo si su tensor de Ricci es recurrente.
Demostración. En primer lugar, se obtiene del Lema 6.5–(iii) que cualquier variedad de
Lorentz con curvatura recurrente es necesariamente un P-espacio. (Además cualquier va-
riedad pseudo-Riemanniana con tensor de Weyl idénticamente nulo es curvatura recurrente
si y sólo si es Ricci recurrente).
Recíprocamente, se tiene que una variedad de Lorentz de dimensión tres homogénea
que es un P-espacio es Ricci recurrente. De hecho, un cálculo directo nos muestra que para
los diferentes casos en el Teorema 6.6 se tiene que ∇ρ = ω ⊗ ρ, donde:
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(1) ω = −2βde1, si (M, g) es un grupo de Lie de Tipo II con α = 0 y β 6= 0.
(2) ω = −√2(de2 + de3), si (M, g) es un grupo de Lie de Tipo III con α = 0.
(3) ω = −2δde3, si (M, g) es de Tipo IV.3 con γ = 0 y αδ(α− δ) 6= 0.
En vista de todo lo anterior la demostración del Teorema 6.1 se sigue inmediatamente
de los Teoremas 6.6 y 6.7.
6.3. C-espacios homogéneos
En contraste con el caso Riemanniano, veremos que existen ejemplos de variedades
de Lorentz homogéneas de dimensión tres que son C-espacios (es decir, los autovalores
de los operadores de Jacobi son constantes a lo largo de geodésicas temporales) pero no
naturalmente reductivos. El siguiente lema (el cual se sigue inmediatamente de [9, 90]) será
de gran utilidad para nuestro propósito.
Lema 6.8. Para una variedad de Lorentz (M, g) las siguientes condiciones son equivalen-
tes:
(i) (M, g) es un C-espacio.
(ii) Para cada punto p ∈ M y cada vector temporal u ∈ TpM , existe un endomorfismo
Tu de TpM de modo que S(u) = J (u) ◦ Tu − Tu ◦ J (u).
(iii) Para cada punto p ∈ M y cada vector u ∈ TpM , existe un endomorfismo Tu de TpM
tal que S(u) = J (u) ◦ Tu − Tu ◦ J (u).
Puesto que cualquier C-espacio tiene tensor de Ricci cíclico paralelo, recordaremos aquí
la clasificación de las variedades de Lorentz homogéneas tipo Einstein dada por Calvaruso
[32], la cual en la notación de la Sección 6.1 se expresa como sigue:
Teorema 6.9. Sea (M, g) una variedad de Lorentz de dimensión tres homogénea con tensor
de Ricci cíclico paralelo. Entonces M es localmente isométrica a una de las siguientes
posibilidades:
(a) Un grupo de Lie localmente simétrico.
(b) Un grupo de Lie de Tipo Ia con α = β y (β − γ)γ 6= 0, o α = γ y (β − γ)β 6= 0, o
β = γ y (α− γ)α 6= 0.
(c) Un grupo de Lie de Tipo II con α = β 6= 0.
(d) Un grupo de Lie de Tipo IV.1 con α = β = 0 6= δ y γ(γ2 − δ2) 6= 0, o γ = δ = 0 6= α
y β(β2 − α2) 6= 0.
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(e) Un grupo de Lie de Tipo IV.2 con α = β = 0 y γδ 6= 0, o γ = δ = 0 y αβ 6= 0.
(f) Un grupo de Lie de Tipo IV.3 con α = β = 0 y γδ 6= 0.
A continuación veremos que en todos los casos (b)–(f) anteriormente descritos la varie-
dad es de hecho un C-espacio, obteniendo así el Teorema 6.2. Obviamente cualquier espacio
localmente simétrico es un C-espacio, así que omitiremos el Caso (a) de la Proposición an-
terior. En todos los casos aplicaremos el Lema 6.8 para mostrar que, con respecto a las
correspondientes bases de la Sección 6.1, el endomorfismo








verifica S(u) = J (u) ◦ Tu − Tu ◦ J (u) para cualquier vector u =
∑
uiei, donde µ ∈ R y
ε2 = 1.
Caso (b). Consideraremos primero el grupo de Lie de Tipo Ia con α = β (donde la condición
(β − γ)γ 6= 0 en el Teorema 6.9–(b) asegura que el correspondiente grupo de Lie no es
simétrico). Para cualquier vector u =
∑
uiei, los operadores de Jacobi y de Szabó vienen
dados por
J (u) = 14


(3γ − 4β)γu22 + γ2u23 (4β − 3γ)γu1u2 −γ2u1u3
















































Ahora, el endomorfismo T dado por la Ecuación (6.2) con µ = γ y ε = 1 verifica el Lema
6.8–(iii) y por tanto cualquier grupo de Lie de esta forma es un C-espacio. Procediendo del
mismo modo, se construye el correspondiente endomorfismo T poniendo µ = α y ε = 1 si
β = γ (µ = β y ε = 1 si α = γ) demostrando así que cualquier grupo de Lie en el Caso (b)
es un C-espacio.
Caso (c). Sea M un grupo de Lie de Tipo II con α = β. El operador de Jacobi y el operador
de Szabó asociados a cualquier vector u verifican




4u2u3 − (β + 2)u22 + (β − 2)u23 a21 −a31
a21 βu
2
3 − (β + 2)u21 −a32
a31 a32 (2− β)u21 − βu22


donde a21 = u1 ((β + 2)u2 − 2u3), a31 = u1 (2u2 + (β − 2)u3), a32 = βu2u3 − 2u21, y






2u1 (u2 − u3) 2 b21 −b31
b21 2u1
(








donde se tiene b21 = (u3 − u2)
(
2u21 + (u2 − u3) u3
)
, b31 = (u3 − u2)
(
2u21 + (u2 − u3) u2
)






. Ahora la Ecuación (6.2) con µ = α y ε = 1 nos muestra que
cualquier grupo de Lie dado en el Caso (c) es un C-espacio.
Caso (d). Consideramos ahora un grupo de Lie de Tipo IV.1 con α = β = 0. Entonces
para cada vector u los operadores de Jacobi y de Szabó asociados tienen la forma
J (u) = 14













4δ2 − 3γ2) u2u3
−γ2u1u3
(













































Por tanto el endomorfismo T dado por la Ecuación (6.2) con µ = γ y ε = −1 verifica
el Lema 6.8–(iii). En el otro subcaso, correspondiente con γ = δ = 0, el endomorfismo T
se obtiene sin más que considerar µ = β y ε = −1 en la Ecuación (6.2).
Caso (e). Sea M un grupo de Lie de Tipo IV.2 con α = β = 0. Entonces para cualquier
vector u,























2(3u22 − u21) + 4δ2u22

 ,
S(u) = 12γ(γ2 + δ2)


0 −u3(u22 − u23) u2(u22 − u23)














Por tanto la Ecuación (6.2) se verifica con µ = γ y ε = 1 mostrando que M es un C-espacio.
(El otro subcaso cuando γ = δ = 0 se obtiene de un modo análogo tomando µ = −β y
ε = 1).
Caso (f). Finalmente, para un grupo de Lie de Tipo IV.3 con α = β = 0, se tiene que los
operadores de Jacobi y de Szabó vienen dados por




u1u2 −u21 − 3u2u3 3u22
u1u3 3u23 −u21 − 3u2u3

 ,






















Lo anterior demuestra que cualquier variedad de Lorentz de dimensión tres homogénea
con tensor de Ricci cíclico paralelo es un C-espacio, lo cual finaliza la demostración del
Teorema 6.2.
6.4. Variedades de Lorentz curvatura homogéneas
Recordemos que una variedad pseudo-Riemanniana (M, g) se dice que es k-curvatura
homogénea si dados dos puntos p, q ∈ M existe una isometría lineal φ : TpM → TqM tal
que φ∗∇iRq = ∇iRp para todo 1 ≤ i ≤ k. Obviamente, una variedad pseudo-Riemanniana
localmente homogénea es k-curvatura homogénea para todo k pero el recíproco es cierto
si y sólo si el grado de homogeneidad en la curvatura es suficientemente grande. Las va-
riedades de Riemann de dimensión tres que son 1-curvatura homogéneas son localmente
homogéneas, pero esto no es cierto en el caso de signatura Lorentziana, donde se necesita
homogeneidad de grado dos en la curvatura para garantizar homogeneidad local (ver por
ejemplo [95] para más información y referencias sobre homogeneidad en la curvatura).
La clasificación completa de variedades de Lorentz de dimensión tres que son curvatura
homogéneas hasta orden 1 ha sido obtenida por Bueken y Djorić en [30]. Probaron que
existen exactamente dos clases de variedades 3-dimensionales de Lorentz 1-curvatura ho-
mogéneas que no son homogéneas cuyo operador de Ricci tiene forma canónica de Jordan
de Tipo Ia (el operador de Ricci diagonaliza) y de Tipo II (el operador de Ricci tiene una
raíz doble de su polinomio mínimo).
Las métricas de Lorentz no homogéneas y 1-curvatura homogéneas de dimensión tres
con operador de Ricci diagonalizable corresponden (al menos localmente) a la siguiente
construcción [30] (ver también [34]). Sea {e1, e2, e3}, con e3 temporal, una base ortonormal
local, G una constante real y φ una función arbitraria tales que
(6.3)
[e1, e2] = −e2 − (G + 2)e3,
[e1, e3] = −Ge2 + e3,
[e2, e3] = 2(G + 1)e1 − φe2 − φe3,
donde
(6.4) e1(φ) = (G + 1)φ.
118 6 C y P espacios
La variedad de Lorentz MIa descrita por las Ecuaciones (6.3) y (6.4) es localmente
homogénea si y sólo si φ es constante. Además, el operador de Ricci correspondiente es
diagonalizable con autovalores λ1 = −2(G + 1)2, λ2 = λ3 = −(e2 + e3)(φ), y MIa nunca
es localmente simétrica (a no ser que λ1 = λ2 = λ3).
Una variedad de Lorentz no homogénea y 1-curvatura homogénea de dimensión tres
cuyo operador de Ricci es de Tipo II está dada como sigue [30] (ver también [34]). Sea
{e1, e2, e3} una base ortonormal local, con e3 temporal, sea θ una función y sean C y D
dos constantes tales que
(6.5)
[e1, e2] = −(θ + D)e2 + ε(C − θ)e3,
[e1, e3] = ε(C + θ)e2 + (θ −D)e3,
[e2, e3] = 0,
y
(6.6) e1(θ) = ε− 2(C + D)θ, (e2 + εe3)(θ) = 0,
con ε2 = 1. La variedad de Lorentz MII descrita por las Ecuaciones (6.5) y (6.6) es
localmente homogénea si y sólo si o bien θ es constante, o C = D = 0 y por tanto θ verifica
e1(θ) = ε, (e2 + εe3)(θ) = 0.
Además, el operador de Ricci tiene un único autovalor −2D2, el cual es una raíz doble de
su polinomio mínimo. Además, MII es localmente simétrica si y sólo si C = D = 0.
Teorema 6.10. Sea (M, g) una variedad de Lorentz 1-curvatura homogénea no homogénea
de dimensión tres. Entonces, las siguientes condiciones son equivalentes:
(i) (M, g) es un P-espacio.
(ii) (M, g) es Ricci recurrente.
(iii) El operador de Ricci de (M, g) es nilpotente en dos pasos.
(iv) (M, g) es localmente isométrica al espacio MII con D = 0.
Demostración. En primer lugar sea (M, g) el espacio MIa dado por las Ecuaciones (6.3) y
(6.4). Para cualquier vector u =
∑
uiei, se tiene que








donde ψ(u) = −(λ2 − λ1)2(u2 − u3)2(u2 + u3)((2 + G)u2 + Gu3). Esto muestra que MIa
es un P-espacio si y sólo si λ1 = λ2, lo cual es una contradicción. Además, fijémonos
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que (∇e2ρ)(e1, e2) = λ1 − λ2 y puesto que ρ(e1, e2) = 0, la variedad MIa nunca es Ricci
recurrente a no ser que λ1 = λ2, lo cual implica curvatura seccional constante.
Ahora, para el espacio MII dado por las Ecuaciones (6.5) y (6.6), un cálculo directo
nos muestra que la Ecuación (6.7), con ψ(u) = D{ε(u42 + 6u22u23 + u43)− 4u2u3(u22 + u23)},
se cumple para cualquier vector u =
∑
uiei. Por tanto MII es un P-espacio si y sólo si
D = 0. En este caso, el espacio MII es Ricci recurrente con ∇ρ = 2Cde1 ⊗ ρ. Además,
fijémonos que una variedad de Lorentz 1-curvatura homogénea no homogénea de dimensión
tres es Ricci recurrente si y sólo si es localmente el espacio MII con D = 0 puesto que
(∇e2ρ)(e1, e2) = Dε y ρ(e1, e2) = 0.
Teorema 6.11. Sea (M, g) una variedad de Lorentz de dimensión tres curvatura homogé-
nea. Las siguientes condiciones son equivalentes:
(i) (M, g) es un C-espacio.
(ii) El tensor de Ricci (M, g) es cíclico paralelo.
(iii) (M, g) es 1-curvatura homogénea y por tanto es localmente isométrica a un espacio
homogéneo de los obtenidos en el Teorema 6.9 o a un espacio MII con C = D.
Demostración. En primer lugar, se obtiene de [34, 33] que una variedad de Lorentz curva-
tura homogénea de dimensión tres con tensor de Ricci cíclico paralelo es necesariamente
1-curvatura homogénea y por tanto localmente isométrica a un espacio homogéneo de los
obtenidos en el Teorema 6.9 o a un espacio MII con C = D. Ahora, para un espacio MII
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2u21 − u22 − u23
)
y b31 = 2 (u2 − εu3) u21 + u2
(
u22 − 2εu2u3 + u23
)
. Ahora por el Lema 6.8 se tiene que MII
con C = D es un C-espacio, simplemente considerando el endomorfismo T dado por








con respecto a la base ortonormal correspondiente.
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Observación 6.12. Las métricas de Walker juegan un papel destacado en el estudio de las
variedades de Lorentz curvatura homogéneas. De hecho, la existencia de campos paralelos
para esta clase de variedades fue investigado en [34] mostrando lo siguiente:
(i) Una variedad MIa descrita por las Ecuaciones (6.3) y (6.4) admite una distribución
1-dimensional paralela y degenerada si y sólo si G = −1.
(ii) La variedad MII descrita por las Ecuaciones (6.5) y (6.6) admite una distribución
1-dimensional paralela y degenerada si y sólo si D = 0.
6.5. Geometría del operador de curvatura antisimétrico
Los círculos unitarios (es decir, curvas c(t) de velocidad unitaria verificando la condi-
ción ∇c′∇c′c′+c′ = 0) juegan un papel muy importante en geometría pseudo-Riemanniana.
El operador de curvatura antisimétrico Rc′ está definido por la restricción del tensor cur-
vatura a círculos unitarios Rc′(X) = R(c′,∇c′c′)X. Los espacios localmente simétricos
Riemannianos están caracterizados en términos de las propiedades de los operadores de
curvatura antisimétricos teniendo autovalores constantes (O) y bases de Jordan paralelas
(T) a lo largo de círculos unitarios [111, 112], lo que llevó a Ivanov y Petrova a investigar
variedades de Riemann verificando alguna de esas propiedades:
(O) Una variedad de Riemann (M, g) se dice O-espacio si los autovalores de los operadores
de curvatura antisimétricos son constantes a lo largo de círculos unitarios.
(T) Una variedad de Riemann (M, g) se dice un T-espacio si existe una base de Jordan
paralela del operador de curvatura antisimétrico a lo largo de círculos unitarios.
Los O-espacios están caracterizados por las condiciones algebraicas ∇c′ trazaR(k)c′ = 0
para todo k. Generalizando esta condición al caso de signatura Lorentziana, se dice que
una variedad de Lorentz (M, g) es un O-espacio si y sólo si ∇c′ trazaR(k)c′ = 0 para todo
k = 2, . . . , dimM . Claramente cualquier variedad de Lorentz IP es un O-espacio [83]. El
recíproco es cierto en el caso de variedades de dimensión tres homogéneas:
Teorema 6.13. Sea (M, g) una variedad de Lorentz no simétrica y homogénea de dimen-
sión tres. Las siguientes condiciones son equivalentes:
(i) (M, g) es un O-espacio.
(ii) (M, g) es una variedad IP.
(iii) El operador de Ricci de (M, g) es de rango uno o bien nilpotente en dos pasos.
Los T-espacios Riemannianos están caracterizados por la conmutatividad del operador
de curvatura antisimétrico y su derivada covariante, es decir,
(6.9) R(c′,∇c′c′) ◦ (∇c′R)(c′,∇c′c′) = (∇c′R)(c′,∇c′c′) ◦R(c′,∇c′c′).
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Generalizando esta condición algebraica a signatura Lorentziana, se dice que una variedad
de Lorentz (M, g) es un T-espacio si y sólo si la Ecuación (6.9) se verifica. Obviamente
cualquier variedad de Lorentz curvatura recurrente es un T-espacio. El recíproco es cierto
en el caso de que la variedad sea homogénea de dimensión tres.
Teorema 6.14. Sea (M, g) una variedad de Lorentz de dimensión tres homogénea no
simétrica. Las siguientes condiciones son equivalentes:
(i) (M, g) es un T-espacio.
(ii) (M, g) es curvatura recurrente.
(iii) (M, g) es Ricci recurrente.
(iv) El operador de Ricci de (M, g) es nilpotente en dos pasos.
Observación 6.15. Los Teoremas 6.13 y 6.14 se extienden de modo natural al contexto
en el que la variedad sea 1-curvatura homogénea como sigue:
(i) Una variedad Lorentziana de dimensión tres no homogénea 1-curvatura homogénea
es un O-espacio si y sólo si es una variedad IP (es decir, localmente un espacio MIa
con λ2 = λ3 = 0; o localmente un espacio MII con D = 0).
(ii) Una variedad Lorentziana de dimensión tres no homogénea 1-curvatura homogénea
es un T-espacio si y sólo si el tensor de Ricci es recurrente (es decir, localmente un
espacio MII con D = 0).
Observación 6.16. Las clases de P-espacios y T-espacios coinciden en el contexto de
variedades 1-curvatura homogéneas de dimensión tres.
Observación 6.17. En el caso Riemanniano, una variedad es localmente simétrica si y
sólo si es simultáneamente un O-espacio y un T-espacio. Esto no es cierto en el caso de
signatura Lorentziana donde las variedades de dimensión tres 1-curvatura homogéneas con
operador de Ricci nilpotente en dos pasos son a la vez O-espacios y T-espacios, pero no
son necesariamente localmente simétricas (incluso no son localmente homogéneas).
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Capítulo 7
Espacios simétricos generalizados
Los espacios simétricos fueron caracterizados geométricamente por Cartan por el hecho
de que sus simetrías geodésicas son isometrías. Este resultado motivó el estudio de diversas
condiciones sobre las simetrías geodésicas y otros tipos de transformaciones locales en un
intento de generalizar los espacios simétricos. Así, D’Atri y Nickerson [61] iniciaron el
estudio de las variedades cuyas simetrías geodésicas preservan el volumen. En [60] se planteó
la investigación de una clase más amplia de transformaciones locales, las transformaciones
geodésicas, que posteriormente fueron estudiadas en relación a los espacios armónicos [88].
Distintas propiedades de las reflexiones geodésicas con respecto a puntos y subvariedades
fueron consideradas en [47, 48, 156].
Centrándonos en las transformaciones locales alrededor de un punto fijo, el estudio se
ha basado en el análisis de aplicaciones locales no necesariamente involutivas (s2p = Id),
sino en la existencia e influencia geométrica de isometrías sp para las que skp = Id para
algún natural k. El estudio de los llamados espacios simétricos generalizados surge en este
contexto. Dos ejemplos ilustrativos de estas transformaciones se construyen de la siguiente
forma: sea (M, g, J) una variedad casi Hermítica y p ∈ M . La transformación local
sJ,p : expp(ru) 7→ expp(rJu)
verifica s4J,p = Id (véase [137] para más información). Más interesante para nuestro propó-
sito es la siguiente familia. Asociada a una estructura casi Hermítica (g, J), consideramos
una raíz de orden tres de la unidad S = 12 Id+
√
3
2 J y las transformaciones
sS,p : expp(ru) 7→ expp(rSu)
verifican s3S,p = Id, siendo el germen de la teoría de espacios 3-simétricos (véase [106] para
más información).
Generalizando las construcciones anteriores, una s-estructura en una variedad pseudo-
Riemanniana (M, g) es una familia {sp, p ∈ M} de isometrías de la variedad de modo que p
es un punto fijo aislado, las cuales se llaman simetrías en p. (M, g) es un espacio simétrico
si para cada punto p ∈ M admite una simetría sp la cual es una reflexión geodésica en p (es
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decir, s2p = IdM para todo p ∈ M). Una s-estructura se dice que es regular si la aplicación
(p, q) ∈ M ×M → sp(q) es diferenciable y además, para cada par de puntos p, q ∈ M se
tiene
sp ◦ sq = sp ◦ sp, donde p = sp(q).
Una s-estructura {sp} se dice que es de orden k (k ≥ 2) si para todo p ∈ M , skp = IdM , y
k es el mínimo de todos los naturales que verifican dicha propiedad. Además se dice que
una s-estructura es de orden infinito si no existe ningún natural k para el que skp = IdM .
Un espacio simétrico generalizado es una variedad pseudo-Riemanniana (M, g) con al
menos una s–estructura regular. Kowalski ha probado que los espacios simétricos genera-
lizados son necesariamente homogéneos y en [120] dio una clasificación de los mismos en
dimensiones bajas.
Nuestro objetivo en este capítulo es mostrar la existencia de ciertas estructuras adicio-
nales asociadas a la curvatura de los espacios simétricos generalizados y caracterizar estos
espacios por la existencia de dichas estructuras. Para ello, nos centraremos en los casos de
dimensión tres y cuatro, mostrando en primer lugar una descripción de los mismos y las
estructuras subyacentes a su curvatura.
7.1. Estructuras subyacentes a los espacios simétricos gene-
ralizados
Es bien conocido que todo espacio 3-simétrico posee una estructura casi Hermítica
subyacente inducida por la s-estructura. Nuestro acercamiento se basará en el estudio de la
curvatura y la posibilidad de construir ciertas estructuras asociadas a la misma inspirados,
de alguna manera, por el Teorema de Goldberg-Sachs.
7.1.1. Espacios simétricos generalizados en dimensión tres
En dimensión tres existe un único espacio simétrico generalizado que es de orden k = 4
y puede presentar signatura tanto Riemanniana como Lorentziana [45]. (M, g) es el espacio
R3 con coordenadas (x, y, t) y métrica
(7.1) g = ±(e2tdx ◦ dx + e−2tdy ◦ dy) + λdt ◦ dt,
donde λ 6= 0 es una constante real cuyo signo determina la signatura.
Un cálculo directo muestra que el operador de Ricci del espacio simétrico generalizado







0 0 − 2λ

 .
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Teniendo en cuenta [83, 113], todo espacio simétrico generalizado de dimensión tres,
independientemente de su signatura, es una variedad IP. Además, el operador de Ricci
define una estructura casi producto P , i.e., P 2 = Id y g(PX,PY ) = g(X,Y ), sin más que
considerar P = σkerRic−σ(kerRic)⊥ ; esta estructura es integrable pues tanto la distribución
kerRic como (kerRic)⊥ son integrables, ya que kerRic = 〈{∂x, ∂y}〉 y (kerRic)⊥ = 〈{∂t}〉.
A continuación estudiaremos la posibilidad de caracterizar los espacios simétricos ge-
neralizados 3-dimensionales entre los espacios homogéneos a partir de esas dos propie-
dades. Recordemos primero un resultado clásico de clasificación de las álgebras de Lie
3-dimensionales Riemannianas.
Teorema 7.1. [135] Sea G un espacio homogéneo Riemanniano de dimensión tres y cur-
vatura seccional no constante. Entonces G viene dado por una de las siguientes álgebras de
Lie:
1) Si g es unimodular existe una base ortonormal {e1, e2, e3} de modo que los corchetes
se expresan como
[e1, e2] = α e3, [e1, e3] = −β e2, [e2, e3] = γ e1.
2) Si g es no unimodular existe una base ortonormal {e1, e2, e3} de modo que los cor-
chetes se expresan como
[e1, e2] = α e2 + β e3, [e1, e3] = γ e2 + δ e3, [e2, e3] = 0,
donde α + δ = 2.
Para el caso Riemanniano obtenemos el siguiente resultado:
Teorema 7.2. Sea (M, g) un espacio homogéneo Riemanniano no simétrico de dimensión
tres. Entonces, (M, g) es localmente isométrico al único espacio simétrico generalizado de
dimensión tres si y sólo si (M, g) es IP y el operador de Ricci define una estructura casi
producto P integrable.
Demostración. Ivanov y Petrova demostraron que toda variedad de dimensión tres IP
Riemanniana tiene dos curvaturas principales de Ricci cero y una no nula [113]. Milnor
probó que todo grupo de Lie de dimensión tres no unimodular verifica que al menos dos
de las curvaturas principales de Ricci son negativas [135], y por lo tanto nunca son IP.
Analizando la condición de ser IP para los grupos de Lie unimodulares dados en el Teorema






2 − (α− β)2) 0 0
0 12(α + β − γ)(−α + β + γ) 0
0 0 12(α
2 − (β − γ)2)

 ,
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se tienen las tres posibilidades siguientes:
Caso 1: Las constantes de estructura verifican α = β+γ, βγ 6= 0. En este caso, el operador



















y un cálculo directo muestra que es integrable si y sólo si α = 0, es decir, γ = −β.
Caso 2: Las constantes de estructura verifican α = β − γ, (β − γ)γ 6= 0. El operador de





0 2(β − γ)γ 0
0 0 0









y se sigue que P es integrable si y sólo si β = 0, es decir, α = −γ.
Caso 3: Las constantes de estructura en este último caso verifican α = γ−β, β(γ−β) 6= 0.
















y por lo tanto la estructura casi producto es integrable si y sólo si γ = 0, es decir, β = −α.
Es inmediato comprobar que los casos obtenidos son isomorfos, lo que concluye la
demostración.
En lo que sigue veremos que un resultado análogo al anterior no es posible en signatura
Lorentziana. Para ello usaremos el siguiente resultado (véase también la Sección 6.1).
Teorema 7.3. [83] Un espacio homogéneo Lorentziano de dimensión tres no simétrico,
conexo, completo y simplemente conexo es IP si y sólo si es un grupo de Lie G dado por
una de las siguientes álgebras de Lie:
1. Si g es unimodular entonces existe una base ortonormal {e1, e2, e3} de g de signatura
(+ +−) tal que se corresponde con una de las siguientes álgebras de Lie:





[e1, e2] = −γe3, [e1, e3] = −βe2, [e2, e3] = αe1,
donde α = γ − β 6= 0, β 6= 0, o α = β − γ 6= 0, γ 6= 0,
o α = β + γ, βγ 6= 0.
(gIb):
{
[e1, e2] = βe2 − γe3, [e1, e3] = −γe2 − βe3, [e2, e3] = 2γe1,
donde β 6= 0.
(gII):
{
[e1, e2] = 12e2 − (β − 12)e3, [e1, e3] = −(β + 12)e2 − 12e3,
[e2, e3] = αe1, donde α = 0 6= β, o α = 2β 6= 0.
(gIII): [e1, e2] = − 1√2e1, [e1, e3] = −
1√
2




2. Si g es no unimodular, entonces
2.a Existe una base ortonormal {e1, e2, e3} de signatura (−+ +) tal que
(gIV.a):
{
[e1, e2] = 0, [e1, e3] = ± 1√2βe1 + βe2, [e2, e3] = 0,
donde β 6= 0.
2.b Existe una base ortonormal {e1, e2, e3} de signatura (−+ +) tal que
(gIV.b):
{
[e1, e2] = 0, [e1, e3] = 0, [e2, e3] = γe1 ± 1√2γe2,
donde γ 6= 0.
2.c Existe una base pseudo-ortonormal (los productos no nulos están dados por
〈e1, e1〉 = 1 y 〈e2, e3〉 = −1) tal que
(gIV.c):
{
[e1, e2] = 0, [e1, e3] = αe1 + βe2, [e2, e3] = δe2,
donde α(α− δ) 6= 0, α + δ 6= 0.
Como consecuencia tenemos el siguiente resultado para los espacios simétricos genera-
lizados de dimensión tres Lorentzianos.
Teorema 7.4. Sea (M, g) un espacio homogéneo Lorentziano no simétrico de dimensión
tres. Entonces, (M, g) es IP con operador de Ricci diagonalizable y el operador de Ricci
define una estructura casi producto P integrable si y sólo si es un grupo de Lie G dado por
una de las siguientes álgebras de Lie:
(gIa):
{
[e1, e2] = −γe3, [e1, e3] = −βe2, [e2, e3] = αe1,
donde α = −β 6= 0, γ = 0, o α = −γ 6= 0, β = 0,
(gIb):
{
[e1, e2] = βe2, [e1, e3] = −βe3, [e2, e3] = 0,
β 6= 0,
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donde {e1, e2, e3} es una base ortonormal de signatura (+ +−).
Demostración. Analizaremos por separado los diferentes casos dados por el Teorema 7.3.
Tipo gIa. Consideremos en primer lugar el caso α = γ − β 6= 0, β 6= 0. El operador de






0 0 2β(β − γ)

 .









y es integrable si y sólo si γ = 0.
Ahora, en el caso en que α = β − γ 6= 0, γ 6= 0, se tiene que el operador de Ricci y la





0 2γ(γ − β) 0
0 0 0









siendo P integrable si y sólo si β = 0.
Por último, consideremos el caso α = β + γ, βγ 6= 0. En este caso, el operador de Ricci
















La estructura P es integrable si y sólo si α = 0. Es inmediato comprobar que esta familia
es isomorfa a la dada por α = −γ 6= 0, β = 0.

















y así P es integrable si y sólo si γ = 0.
Tipo gII . En este caso, si α = 0 6= β el operador de Ricci es nilpotente en dos pasos. En
otro caso, si α = 2β 6= 0 se tiene que el operador de Ricci y la estructura casi producto
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y se comprueba que en este caso P no es integrable.
Tipo gIII . Un cálculo directo muestra que en este caso el operador de Ricci es nilpotente
en dos pasos.
Tipo gIV.a. Un cálculo directo muestra que el operador de Ricci y su estructura casi pro-
















y se comprueba fácilmente que P no es integrable, pues β 6= 0.
Tipo gIV.b. En este caso tenemos que el operador de Ricci y la estructura casi producto
















y se sigue que P no es integrable por ser γ 6= 0.
Tipo gIV.c. En este caso se comprueba fácilmente que el operador de Ricci es nilpotente en
dos pasos, lo que concluye la demostración.
Una estructura casi contacto en una variedad M de dimensión 2n + 1 es un triple
(ϕ, ξ, η) formado por un campo de tensores de tipo (1, 1), ϕ, una 1-forma, η, y un campo
de vectores, ξ, verificando
{
ϕ2 = − Id+η ⊗ ξ, η(ξ) = 1,
ϕ(ξ) = 0, η ◦ ϕ = 0, Rango(ϕ) = 2n.
Una métrica pseudo-Riemanniana g se dirá adaptada si
g(ϕX,ϕY ) = g(X, Y )− εη(X)η(Y ) y g(X, ξ) = εη(X),
donde ε ∈ {−1,+1}. En tal caso se dirá que (M, ϕ, ξ, η, g) es una variedad casi contacto
métrica.
Denotando con × el producto vectorial en R3 inducido por los cuaternios, para cada
vector unitario ξ existe una estructura casi contacto asociada dada por
ϕ(X) = ξ ×X, η(X) = g(ξ,X).
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Una estructura casi paracontacto en una variedad M de dimensión 2n + 1 es un triple
(ϕ, ξ, η) formado por un campo de tensores de tipo (1, 1), ϕ, una 1-forma, η, y un campo
de vectores, ξ, verificando
{
ϕ2 = Id−η ⊗ ξ, η(ξ) = 1,
ϕ(ξ) = 0, η ◦ ϕ = 0, Rango(ϕ) = 2n.
Una métrica g se dirá adaptada si
g(ϕX,ϕY ) = −g(X, Y ) + εη(X)η(Y ) y g(X, ξ) = εη(X),
donde ε ∈ {−1, +1}. En tal caso se dirá que (M, ϕ, ξ, η, g) es una variedad casi paracontacto
métrica.
Denotando con × el producto vectorial en L3 inducido por los paracuaternios, para
cada vector unitario ξ la estructura dada por
ϕ(X) = ξ ×X, η(X) = εg(ξ, X),
es casi contacto si ξ es temporal y casi paracontacto si ξ es espacial.
Como consecuencia de lo anterior y del Teorema 7.4 se obtiene el siguiente resultado.
Teorema 7.5. Sea (M, g) un espacio homogéneo Lorentziano no simétrico de dimensión
tres. Entonces, (M, g) es localmente isométrico al único espacio simétrico generalizado
Lorentziano de dimensión tres si y sólo si (M, g) es IP y es operador de Ricci define una
estructura casi producto P integrable inducida por una estructura casi contacto métrica.
7.1.2. Espacios simétricos generalizados en dimensión cuatro
La clasificación de los espacios simétricos generalizados en dimensión cuatro presenta
una mayor riqueza. Es importante señalar que en el caso Riemanniano existe una única
posibilidad no simétrica dada por un espacio 3-simétrico. Sin embargo, cuando la signatura
es neutra se pueden presentar tanto espacios de orden tres como de orden infinito. Además,
como veremos, no existe ningún espacio simétrico generalizado no trivial en signatura
Lorentziana.
La clasificación de los espacios simétricos generalizados en dimensión cuatro fue dada
por Černý y Kowalski en [45] (véase también [118, 119, 132]). Tales espacios se presentan
en cuatro familias como sigue.
Espacios simétricos generalizados de Tipo A
Esta clase comprende dos familias donde la métrica o es definida o de signatura neutra.
(M, g) es el espacio R4 con coordenadas (x, y, u, v) y métrica
(7.2)
g = ±[(−x +
√
1 + x2 + y2)du ◦ du + (x +
√
1 + x2 + y2)dv ◦ dv − 2ydu ◦ dv]
+λ[(1 + y2)dx ◦ dx + (1 + x2)dy ◦ dy − 2xydx ◦ dy]/(1 + x2 + y2),
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donde λ es un número real no nulo. Las signaturas posibles para este espacio son (4, 0),
(0, 4) y (2, 2). Los espacios simétricos generalizados de Tipo A son de orden 3.
Veremos que en cualquier caso la variedad está equipada de forma natural con un
par simpléctico (y por tanto foliada por superficies minimales complementarias), de modo
que una de las estructuras simplécticas es paralela. Los siguientes resultados resumen lo
obtenido en esta sección.
Teorema 7.6. Un espacio simétrico generalizado de Tipo A está equipado de forma natural
con un par simpléctico (Ω+,Ω−) tal que (M, g, Ω+, Ω−) es una variedad casi Kähler y
opuesta Kähler con tensor de Ricci J±-invariante, tanto en el caso definido como en el de
signatura neutra.
Teorema 7.7. Un espacio simétrico generalizado de Tipo A es una variedad casi Kähler
y opuesta Kähler foliada por superficies minimales complementarias.
En lo que sigue distinguiremos el caso definido positivo del caso de signatura neutra.
El caso definido positivo.
Supongamos que la signatura es Riemanniana (++++). Entonces la métrica está dada
por la Ecuación (7.2):
g = (−x +
√
1 + x2 + y2)du ◦ du + (x +
√
1 + x2 + y2)dv ◦ dv − 2ydu ◦ dv
+λ[(1 + y2)dx ◦ dx + (1 + x2)dy ◦ dy − 2xydx ◦ dy]/(1 + x2 + y2).
Consideramos la siguiente base local ortonormal (asumiendo λ > 0):
e1 = 1√
λ(x2+y2)















∂u + 1√2µ1 ∂v,














) . Puesto que la variedad es homogénea,
trabajaremos en un entorno de un punto donde la construcción anterior esté bien definida
y usaremos las isometrías locales para extender los objetos a toda la variedad.
Consideramos la orientación en M la dada por la base {e1, . . . , e4}. Entonces un cálculo
largo pero directo muestra que los operadores de Weyl autodual y antiautodual se expresan






0 − 14λ 0
0 0 − 14λ

 , W− =


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Observemos que ambos operadores tienen un autovalor distinguido, ± 12λ , cuyo autoespacio
asociado está generado por E+1 y E
−
1 , respectivamente.
Puesto que los espacios simétricos generalizados son homogéneos y asumimos simple-
mente conexos (en otro caso trabajaríamos sobre el recubrimiento universal) se tiene que
ker(W± ∓ 12λ IdΛ2±) define 2-formas Ω± =
√
2E±1 globalmente en M . Además se tiene que
Ω+ ∧ Ω− = 0, Ω+ ∧ Ω+ = −Ω− ∧ Ω−,
y por tanto (Ω+, Ω−) definen un par simpléctico cuando Ω± son cerradas. Estudiaremos
sus propiedades de forma separada.
Empezamos con la 2-forma autodual Ω+ = e1 ∧ e2 + e3 ∧ e4. La 2-forma Ω+ induce
una estructura casi Hermítica en la variedad M cuya estructura casi compleja J+ (defini-
da por la ecuación g(J+X, Y ) = Ω(X, Y )) se expresa con respecto a la base ortonormal




0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 .
Entonces (g, J+) es una estructura casi Hermítica en M , donde una descripción de la














0 0 y −x−
√
x2 + y2 + 1
0 0
√




Análogamente Ω+ se expresa en coordenadas locales como
Ω+ =
λ√
x2 + y2 + 1
dy ∧ dx + du ∧ dv.
Un cálculo directo muestra que Ω+ es una forma simpléctica. Fijémonos que la cons-
trucción anterior se apoya únicamente en propiedades de la curvatura (y por tanto es
invariante por isometrías locales). Puesto que M es homogénea se tiene que un espacio
simétrico generalizado de Tipo A Riemanniano está equipado de forma natural con una
estructura casi Kähler.
Procedemos de modo análogo con la 2-forma antiautodual Ω− = e1 ∧ e2 − e3 ∧ e4.
La 2-forma Ω− induce una estructura casi Hermítica en la variedad M cuya estructura
casi compleja J− (definida por g(J−X, Y ) = Ω(X,Y )) se expresa con respecto a la base




0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 .
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Entonces (g, J−) es una estructura casi Hermítica en M , donde una descripción de la














0 0 −y x +
√
x2 + y2 + 1
0 0 x−
√




Análogamente Ω− se expresa en coordenadas locales como
Ω− =
λ√
x2 + y2 + 1
dy ∧ dx + dv ∧ du.
Un cálculo directo muestra que Ω− es una forma simpléctica. Además, la 2-forma Ω− es
paralela y por tanto (g, J−) es una estructura Kähler. De nuevo toda esta construcción se
apoya únicamente en propiedades de la curvatura (y por tanto es invariante por isometrías
locales). Puesto que M es homogénea se tiene que un espacio simétrico generalizado de
Tipo A Riemanniano está equipado de forma natural con una estructura casi Kähler y
opuesta Kähler.
Por último, el tensor de Ricci está dado por
ρ =
3
2(x2 + y2 + 1)


−y2 − 1 xy 0 0
xy −x2 − 1 0 0
0 0 0 0
0 0 0 0

 ,
y por lo tanto es J+-invariante.
El caso de signatura neutra.
Sea (M, g) la variedad pseudo-Riemanniana de signatura neutra (−−++) con métrica
dada por la Ecuación (7.2) en la forma
g = (x−
√
1 + x2 + y2)du ◦ du− (x +
√
1 + x2 + y2)dv ◦ dv + 2ydu ◦ dv
+λ[(1 + y2)dx ◦ dx + (1 + x2)dy ◦ dy − 2xydx ◦ dy]/(1 + x2 + y2).
Como los cálculos son análogos al caso anterior, omitiremos los detalles. Señalar que, al
contrario de lo que ocurría en el caso definido positivo, la forma de Kähler y la estructura
compleja inducen orientaciones opuestas en el caso de signatura (2, 2). Por ello considera-

















2 (x∂x + y∂y), e4 = 1√
λ(x2+y2)
(−y∂x + x∂y),
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) . Aquí e1 y e2 son vectores temporales
mientras que e3 y e4 son vectores espaciales.














0 − 14λ 0
0 0 − 14λ

 .
De nuevo se obtiene que los autoespacios distinguidos de los operadores de Weyl W∓
definen globalmente 2-formas simplécticas Ω∓ = e1 ∧ e2 ∓ e3 ∧ e4 en M ; en coordenadas
locales están dadas por
Ω− = λ√
x2+y2+1
dy ∧ dx + dv ∧ du,
Ω+ = λ√
x2+y2+1
dx ∧ dy + dv ∧ du,
de forma que (Ω−, Ω+) es un par simpléctico. Ahora, las estructuras J− y J+ asociadas se




0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 , J+ =


0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

 ,














0 0 y −x−
√
x2 + y2 + 1
0 0 −x +
√

















0 0 y −x−
√
x2 + y2 + 1
0 0
√




Además Ω+ es paralela, por lo que la estructura casi compleja asociada J+ es integrable y
por tanto (M, g, J+) es una estructura indefinida Kähler.
Por último, el tensor de Ricci está dado por
ρ =
3
2(x2 + y2 + 1)


−y2 − 1 xy 0 0
xy −x2 − 1 0 0
0 0 0 0
0 0 0 0

 ,
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y por lo tanto es J−-invariante.
Espacios simétricos generalizados de Tipo B
Este espacio se corresponde con R4 con coordenadas (x, y, u, v) y métrica
(7.3) g = λ(dx ◦ dx + dy ◦ dy + dx ◦ dy) + e−y(2dx + dy) ◦ dv + e−x(dx + 2dy) ◦ du,
donde λ ∈ R. En este caso la única posibilidad para la signatura de la métrica es (2, 2).
Los espacios simétricos generalizados de Tipo B son de orden 3.
En el estudio de la geometría de los espacios simétricos generalizados de Tipo B la
constante λ juega un papel fundamental. De hecho, un cálculo directo muestra que todo
espacio simétrico generalizado de Tipo B tiene tensor de Weyl paralelo (esto es, es confor-
memente simétrico) y es localmente conformemente llano (i.e., W = 0) si y sólo si λ = 0.
Así pues, distinguiremos dos casos en función del parámetro λ.
Caso λ 6= 0.
Como se mostró en [70], el operador de Ricci de toda variedad estrictamente conforme-
mente simétrica (i.e., ∇W = 0 pero W 6= 0 y ∇R 6= 0) verifica Rango(Ric) ≤ 2. Además el
tensor de Weyl se obtiene a partir del tensor de Ricci como producto de Kulkarni-Nomizu,
−2FW = ρ¯ ρ, para alguna función F que se anula en los puntos donde Rango(Ric) ≤ 1.
Si M es homogénea, entonces F debe de ser constante, y o bien F = 0, en cuyo caso se dirá
que M es parabólica, o bien F 6= 0 (equivalentemente Rango(Ric) = 2); en este último
caso, M se dirá elíptica o hiperbólica dependiendo de si ρ es semidefinido o no.
Ahora bien, se sigue de la Ecuación (7.3) que el operador de Ricci, Ric, y el tensor de




0 0 0 0
0 0 0 0
0 −43ex 0 0
−43ey 0 0 0

 , ρ =


−43 −23 0 0
−23 −43 0 0
0 0 0 0
0 0 0 0

 ,
y por lo tanto Ric es nilpotente en dos pasos y ρ es semidefinido negativo. Además, se
sigue de la Ecuación (7.3) que el tensor de Ricci de todo espacio simétrico generalizado de
Tipo B con λ 6= 0 verifica −2FW = ρ ¯ ρ, donde F = − 83λ . Derdzinski probó en [63] la
existencia de un único espacio homogéneo elíptico conformemente simétrico no trivial cuyo
operador de Ricci es de rango dos y con tensor de Ricci semidefinido negativo. Tal espacio
en dimensión cuatro, M4
E,2,− 8
3λ
, viene dado en coordenadas (x, y, u, v) por la métrica (para
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log 4 0 0 0

 .
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Teorema 7.8. Sea (M, g) un espacio simétrico generalizado de Tipo B con λ 6= 0. Entonces




Demostración. El espacio simétrico generalizado de Tipo B con λ 6= 0 es elíptico (el tensor
de Ricci es semidefinido) y F = − 83λ . Por tanto, de acuerdo con [63, Teorema 1, Corolario
1], (M, g) es localmente isométrico a M4
E,2,− 8
3λ
, obteniéndose así el resultado.
Caso λ = 0.
Fijémonos que un espacio simétrico generalizado de Tipo B es estrictamente conforme-
mente simétrico si y sólo si λ 6= 0, y conformemente llano para el caso λ = 0. Además un
espacio simétrico generalizado de Tipo B es semisimétrico si y sólo si es conformemente
llano, es decir, λ = 0; por ello el tratamiento de este caso es completamente distinto al
visto anteriormente. El resultado que obtenemos es el siguiente:
Teorema 7.9. Todo espacio simétrico generalizado de Tipo B conformemente llano se
corresponde con la extensión de Riemann (T ∗Σ, gD) de una superficie afín (Σ, D), donde D
es una conexión afín proyectivamente llana con tensor de Ricci simétrico y no degenerado.
Demostración. Un cálculo directo muestra que la distribución D = 〈{∂u, ∂v}〉 en el espacio
simétrico generalizado Tipo B conformemente llano es nula y paralela, por lo que este
espacio se corresponde con una variedad de Walker. Además, el Teorema 1.8 y los resultados
obtenidos en [1] muestran que dicho espacio simétrico generalizado se corresponde con
la extensión de Riemann de una superficie Σ dotada con una conexión proyectivamente
llana D. Un cálculo largo pero directo muestra que R(a, b)R(c, d) = R(c, d)R(a, b) para
cualesquiera vectores a, b, c, d, y por lo tanto el tensor de Ricci de la superficie Σ es
simétrico [22]. Por último, se comprueba fácilmente que (T ∗Σ, gD) no es IP y por lo tanto
el tensor de Ricci de la superficie (Σ, D) es no degenerado [41].
Espacios simétricos generalizados de Tipo C
Este espacio se corresponde con R4 con coordenadas (x, y, z, t) y métrica
(7.4) g = ± (e2tdx ◦ dx + e−2tdy ◦ dy + dz ◦ dt) ,
siendo de signatura Lorentziana (1, 3) ó (3, 1). Las métricas dadas por la Ecuación (7.4) son
métricas de un producto warped doble N ×f1 R×f2 R con base llana N ≡ (R2(z, t), dz ◦dt)
y funciones de deformación f1(z, t) = et, f2(z, t) = e−t. Los espacios warped múltiples que
son localmente conformemente llanos han sido estudiados en [25] donde se muestra que un
producto warped doble N ×f1 R×f2 R como el anterior es localmente conformemente llano
si y sólo si las siguientes condiciones se verifican:
(i) La métrica conforme gi = f
−2
i dz ◦ dt es de curvatura constante, i = 1, 2.
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La condición (i) es inmediata. Por otra parte, para una función arbitraria f(z, t) en N se
tiene que ∆f = 4 ∂
2f
∂z∂t y ∇f = 2∂f∂t ∂z +2∂f∂z ∂t, de donde se sigue (ii), por lo que se concluye
que las métricas dadas por la Ecuación (7.4) son localmente conformemente llanas. Además,
se demostró en [35] que el tensor de Ricci de un espacio de Tipo C es paralelo, y por tanto
las métricas Lorentzianas de Tipo C son localmente simétricas.
Espacios simétricos generalizados de Tipo D
(M, g) es el espacio R4 con coordenadas (x, y, u, v) y métrica
(7.5)
g = (senh(2u)− cosh(2u) sen(2v))dx ◦ dx
+(senh(2u) + cosh(2u) sen(2v))dy ◦ dy
−2 cosh(2u) cos(2v)dx ◦ dy + λ(du ◦ du− cosh2(2u)dv ◦ dv),
donde λ es una constante real no nula. La signatura es siempre (2, 2) y los espacios simé-
tricos generalizados de Tipo D son siempre de orden infinito.
Consideremos la base local ortonormal dada por (asumimos λ > 0):




((sec(2v) + tan(2v))∂x + ∂y) ,




((tan(2v)− sec(2v))∂x) + ∂y) ,
donde e1, e2 son vectores temporales mientras que e3 y e4 son vectores espaciales. Con
respecto a la base inducida dada por la Ecuación (1.4) los operadores de Weyl autodual y




− 1λ 0 0
0 2λ 0
0 0 − 1λ










Ambos operadores tienen un autovalor distinguido, ± 2λ , cuyos autoespacio asociado es
unidimensional. Sean Ω± =
√
2E±2 las 2-formas definidas globalmente como secciones de
ker (W±∓ 2λ IdΛ2±). Puesto que la métrica dada en la Ecuación (7.5) es de signatura neutra,
las métricas inducidas en Λ2± tiene signatura Lorentziana y se obtiene que ‖Ω±‖ = −2.
Por tanto, Ω± son las formas de Kähler de dos estructuras casi paraHermíticas (es decir,
J2± = Id y g(J±X,Y ) + g(X, J±Y ) = 0) definidas por g(J±X, Y ) = Ω±(X, Y ), induciendo
así orientaciones opuestas en M [114].
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Comenzamos con el análisis de la 2-forma Ω+ = e1 ∧ e3 + e2 ∧ e4. Un cálculo directo
muestra que la representación matricial de la estructura J+ con respecto a la base orto-




0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 .
Entonces la estructura paracompleja J+ se expresa en la base de campos coordenados como


− cos(2v) cosh(2u) cosh(2u) sen(2v) + senh(2u) 0 0
cosh(2u) sen(2v)− senh(2u) cos(2v) cosh(2u) 0 0
0 0 0 cosh(2u)
0 0 sech(2u) 0

 ,
y la correspondiente 2-forma de Kähler
Ω+ = dx ∧ dy + λ cosh(2u)dv ∧ du.
Ahora, un cálculo directo nos muestra que Ω+ es cerrada y por tanto todo espacio simétrico
generalizado de Tipo D está naturalmente equipado con una estructura casi paraKähler.
De forma análoga la 2-forma antiautodual Ω− = e1 ∧ e3− e2 ∧ e4 define una estructura
casi paraHermítica (g, J−) cuya estructura casi paracompleja J− se expresa en la base




0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0

 ,
y en coordenadas como


cos(2v) cosh(2u) − cosh(2u) sen(2v)− senh(2u) 0 0
senh(2u)− cosh(2u) sen(2v) − cos(2v) cosh(2u) 0 0
0 0 0 cosh(2u)
0 0 sech(2u) 0

.
Ahora la 2-forma de Kähler Ω− se expresa en coordenadas como
Ω− = dy ∧ dx + λ cosh(2u)dv ∧ du,
por lo que un cálculo directo muestra que Ω− es una estructura simpléctica. Además se
prueba que ∇Ω− = 0 y por tanto todo espacio simétrico generalizado de Tipo D está
dotado de forma natural con una estructura casi paraKähler y opuesta paraKähler.
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0 0 0 0
0 0 0 0
0 0 −6 0
0 0 0 6 cosh2(2u)

 ,
y por lo tanto es J+-invariante.
Resumiendo todo lo anterior, tenemos los siguientes resultados:
Teorema 7.10. Un espacio simétrico generalizado de Tipo D está equipado de forma natu-
ral con un par simpléctico (Ω+, Ω−) tal que (M, g,Ω+, Ω−) es una variedad casi paraKähler
y opuesta paraKähler con tensor de Ricci J±-invariante.
Teorema 7.11. Cualquier espacio simétrico generalizado de Tipo D es una variedad es-
trictamente casi paraKähler foliada por superficies minimales complementarias.
Observación 7.12. Los espacios simétricos generalizados de Tipo D tienen una estructura
opuesta paraKähler y por tanto son métricas de Walker [21].
7.2. Caracterización de los espacios simétricos generalizados
de Tipo A
Todo espacio homogéneo en dimensión cuatro es simétrico o un grupo de Lie. En lo
que sigue estudiaremos la posibilidad de caracterizar los espacios simétricos generalizados
de Tipo A de signatura neutra en términos de las estructuras subyacentes a los mismos
construidas en la sección anterior. Para conseguir este objetivo será de utilidad el siguiente
resultado (que caracteriza el espacio simétrico generalizado de Tipo A Riemanniano):
Teorema 7.13. [81] Sea G un grupo de Lie real conexo de dimensión cuatro dotado de una
estructura estrictamente casi Kähler (g, J,Ω), de modo que g es una métrica de Riemann
y tal que su tensor de Ricci es J-invariante. Entonces G es isométrico al único espacio
3-simétrico Riemanniano de dimensión cuatro.
Un resultado clave para obtener la caracterización de los espacios simétricos generali-
zados de Tipo A de signatura neutra es el siguiente, que nos permitirá pasar del problema
pseudo-Riemanniano al Riemanniano.
Lema 7.14. Sea M una variedad de dimensión cuatro dotada de un par simpléctico
(Ω−,Ω+). Entonces las siguientes condiciones son equivalentes:
(i) Existe una métrica pseudo-Riemanniana de signatura neutra g de modo que las es-
tructuras J− y J+ asociadas a (Ω−, Ω+) son estructuras estrictamente casi Kähler y
opuesta Kähler, respectivamente.
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(ii) Existe una métrica Riemanniana h de modo que las estructuras J+ y J− asociadas
a (Ω+, Ω−) son estructuras estrictamente casi Kähler y opuesta Kähler, respectiva-
mente.
Demostración. Sea (M, g) una variedad pseudo-Riemanniana de signatura (2, 2) dotada de
una estructura estrictamente casi Kähler J− y una estructura opuesta Kähler J+. Asociada
a las estructuras J− y J+ consideramos la estructura P = J− J+. Por ser un par simpléctico,
tenemos asegurada la conmutación de las estructuras casi complejas, J−J+ = J+J−, y por
lo tanto se tiene que (g, P ) es una estructura casi producto métrica, i.e., P 2 = Id y además
g(PX, PY ) = g(X, Y ).
Teniendo en cuenta que g es una métrica de signatura (2, 2) y que las distribuciones
D± asociadas a P son J±-invariantes, se tiene que la métrica hP definida como
hP (X, Y ) = g(PX, Y )
es una métrica Riemanniana sobre M . Además, la métrica hP sigue siendo Hermítica para
las dos estructuras J− y J+, ya que
hP (J−X, J−Y ) = g(PJ−X,J−Y ) = g(J−J+J−X, J−Y )
= g(J+J−X, Y ) = g(J−J+X, Y ) = g(PX, Y )
= hP (X, Y ),
hP (J+X,J+Y ) = g(PJ+X,J+Y ) = g(J−J+J+X, J+Y )
= g(J−J+X, Y ) = g(PX, Y )
= hP (X, Y ),
por lo que (hP , J+, J−) es una estructura casi Hermítica y opuesta casi Hermítica definida
positiva. Ahora, las 2-formas de Kähler resultan
ΩP−(X, Y ) = hP (J−X, Y ) = g(PJ−X, Y ) = −g(J+X,Y ) = −Ω+(X, Y )
y
ΩP+(X,Y ) = hP (J+X, Y ) = g(PJ+X,Y ) = −g(J−X, Y ) = −Ω−(X,Y ).
Entonces, teniendo en cuenta que el carácter cerrado de las 2-formas de Kähler Ω± no
depende de la métrica, que el carácter integrable de la estructura J+ es también indepen-
diente de la métrica considerada, y que al pasar de signatura neutra a definida positiva se
intercambian los papeles de las estructuras J− y J+, concluimos que (hP , J+, J−) es una
estructura estrictamente casi Kähler y opuesta Kähler. El recíproco se obtiene de forma
totalmente análoga.
El problema planteado en esta sección se resuelve ahora en el siguiente resultado.
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Teorema 7.15. Sea G un grupo de Lie de dimensión cuatro con una métrica invariante
a la izquierda de signatura neutra. Sea (Ω−, J−) una estructura invariante estrictamente
casi Kähler y sea (Ω+, J+) una estructura invariante opuesta Kähler, de tal forma que el
tensor de Ricci sea J−-invariante. Entonces, el grupo de Lie G es isométrico al espacio
pseudo-Riemanniano 3-simétrico dado en la Ecuación (7.2).
Demostración. El hecho de que el grupo de Lie esté dotado de un par simpléctico garantiza
la existencia de dos foliaciones minimales complementarias, F y G, dadas por 2-formas ωF
y ωG , y caracterizadas por Ω± = 12(ωF ± ωG); además una de ellas es integrable. Todo
ello permite construir una base ortonormal {e1, e2, e3, e4} del álgebra de Lie g de modo
que e1 y e2 son vectores temporales, e3 y e4 son vectores espaciales, con respecto a la cual
Ω± = e1 ∧ e2± e3 ∧ e4, o equivalentemente las estructuras J− y J+ se pueden expresar con




0 1 0 0
−1 0 0 0
0 0 0 1






0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

 ,




[e1, e2] = a1e1 + b1e2,
[e1, e3] = a2e1 + b2e2 + c2e3 + d2e4,
[e1, e4] = a3e1 + b3e2 + c3e3 + d3e4,
[e2, e3] = a4e1 + b4e2 + c4e3 + d4e4,
[e2, e4] = a5e1 + b5e2 + c5e3 + d5e4,
[e3, e4] = c6e3 + d6e4.
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a1b4 − a4(b1 + c2) + a2c4 − a5d2 + a3d4 = 0,
a2b1 − a1b2 − b4c2 + b2c4 − b5d2 + b3d4 = 0,
a1c2 + b1c4 + c5d2 − c3d4 = 0,
a1d2 − c4d2 + b1d4 + c2d4 − d3d4 + d2d5 = 0,
a1b5 − a4c3 + a2c5 − a5(b1 + d3) + a3d5 = 0,
a3b1 − a1b3 − b4c3 + b2c5 − b5d3 + b3d5 = 0,
a1c3 + c5(b1 − c2 + d3) + c3(c4 − d5) = 0,
a1d3 + c3d4 + b1d5 − c5d2 = 0,
a4b3 − a5b2 + a2c6 + a3d6 = 0,
a3b2 − a2b3 + b3b4 − b2b5 + b2c6 + b3d6 = 0,
a2c3 − a3c2 − b3c4 + b2c5 + c6d3 − c3d6 = 0,
a2d3 − a3d2 − c6d2 − b3d4 + b2d5 + c2d6 = 0,
a2a5 − a3a4 − a5b4 + a4b5 + a4c6 + a5d6 = 0,
a5b2 − a4b3 + b4c6 + b5d6 = 0,
a4c3 − a5c2 − b5c4 + b4c5 + c6d5 − c5d6 = 0,
a4d3 − a5d2 − b5d4 − c6d4 + b4d5 + c4d6 = 0.
Como ambas estructuras son casi Kähler entonces D1 = 〈{e1, e2}〉 y D2 = 〈{e3, e4}〉
definen foliaciones transversales minimales y por lo tanto se tiene que ∇e1e1 +∇e2e2 ∈ D1
y ∇e3e3 +∇e4e4 ∈ D2 [16]. Se sigue entonces que
(7.7) b4 = −a2, b5 = −a3, d3 = −c2, d5 = −c4.
Además, como J+ define una estructura opuesta Kähler, el carácter integrable es equiva-
lente a
(7.8) b2 = 2a3 − a4, b3 = −2a2 − a5, d2 = −c3 + 2c4, d4 = −2c2 − c5,
y como J− es una estructura estrictamente casi Kähler se tiene que las constantes a2, a3, c2
y c4 no se pueden anular simultáneamente. Asumiendo, sin pérdida de generalidad, que al
menos una de estas cuatro constantes es igual a 1, las posibles álgebras de Lie que verifican
las Ecuaciones (7.6), (7.7) y (7.8) son las siguientes (ε2 = 1 en todos los casos):
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1) Para a3 y a4 verificando que 2a3a4 − a24 + 1 ≥ 0,


[e1, e2] = 0,
[e1, e3] = e1 + (2a3 − a4)e2,
[e1, e4] = a3e1 + (−1− ε
√
2a3a4 − a24 + 1)e2,
[e2, e3] = a4e1 − e2,
[e2, e4] = (−1 + ε
√
2a3a4 − a24 + 1)e1 − a3e2,
[e3, e4] = −2(a3 − a4)e3 + (2ε
√
2a3a4 − a24 + 1)e4.
2) Para a2 y a4 tales que a22 − a24 + 2a4 ≥ 0,


[e1, e2] = 0,
[e1, e3] = a2e1 + (2− a4)e2,
[e1, e4] = e1 + (−a2 − ε
√
a22 − a24 + 2a4)e2,
[e2, e3] = a4e1 − a2e2,
[e2, e4] = (−a2 + ε
√
a22 − a24 + 2a4)e1 − e2,
[e3, e4] = 2(a4 − 1)e3 + (2ε
√
a22 − a24 + 2a4)e4.
3) Para a1 y b1 tales que a21 + b21 − 4 ≥ 0,


[e1, e2] = a1e1 + b1e2,









1 − 4)e3 − e4,




1 − 4)e3 + 12(b1 − 2)e4,





[e3, e4] = 0.
4) Para a1 y b1 tales que a21 + b21 − 4 ≥ 0,


[e1, e2] = a1e1 + b1e2,




1 − 4)e3 + 2+a12 e4,














1 − 4)e3 − e4,
[e3, e4] = 0.
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Un cálculo largo pero directo muestra que en todos los casos el operador de Ricci
diagonaliza y que el tensor de Ricci es J−-invariante. Por último, para la métrica Rie-
manniana asociada dada por el Lema 7.14 se comprueba de modo análogo que el tensor de
Ricci es J+-invariante, y por lo tanto el Teorema 7.13 asegura que G se corresponde con
el espacio 3-simétrico pseudo-Riemanniano dado por la Ecuación (7.2).
7.3. Pares simplécticos casi paraKähler
En esta sección mostraremos que no existe una caracterización de los espacios simétricos
generalizados de Tipo D similar a la obtenida para los de Tipo A en el Teorema 7.15.
Consideremos un grupo de Lie G de dimensión cuatro con una métrica invariante a la
izquierda de signatura neutra. Sea (Ω+, J+) una estructura invariante estrictamente casi
paraKähler y sea (Ω−, J−) una estructura invariante opuesta paraKähler, de tal forma que
el tensor de Ricci sea J+-invariante. El hecho de tener un par simpléctico garantiza la
existencia de dos foliaciones minimales complementarias, F y G, dadas por 2-formas ωF
y ωG , y caracterizadas por Ω± = 12(ωF ± ωG); además una de ellas es integrable. Todo
ello permite construir una base ortonormal {e1, e2, e3, e4} del álgebra de Lie g de modo
que e1 y e2 son vectores temporales, e3 y e4 son vectores espaciales, con respecto a la cual
Ω± = e1 ∧ e3± e2 ∧ e4, o equivalentemente las estructuras J− y J+ se pueden expresar con




0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0

 , J+ =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ,




[e1, e2] = a1e1 + b1e2 + c1e3 + d1e4,
[e1, e3] = a2e1 + c2e3,
[e1, e4] = a3e1 + b3e2 + c3e3 + d3e4,
[e2, e3] = a4e1 + b4e2 + c4e3 + d4e4,
[e2, e4] = b5e2 + d5e4,
[e3, e4] = a6e1 + b6e2 + c6e3 + d6e4.
A continuación mostraremos tres ejemplos de álgebras de Lie del tipo descrito. El
primero de ellos es compatible con las propiedades geométricas obtenidas en la Sección
7.1.2 para los espacios simétricos generalizados de Tipo D. Esto no sucede en los otros dos
ejemplos, pues en ambos el operador de Weyl autodual no diagonaliza.
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[e1, e2] = a1e1 + (−a3 −
√
a23 − a21)e3,
[e1, e3] = 0,
[e1, e4] = a3e1 − a1e3,
[e2, e3] = (−a3 +
√
a23 − a21)e1 + a1e3,
[e2, e4] = −2
√
a23 − a21 e2,
[e3, e4] = a1e1 − a3e3,










0 0 0 0
















0 0 a21 − a23

 , W− =








0 0 a23 − a21

 .
Por lo tanto, ambos operadores diagonalizan.




[e1, e2] = a1e1 + a1e3,
[e1, e3] = 0,
[e1, e4] = −a1e1 + (a6 − 2a1)e3,
[e2, e3] = a1e1 + a1e3,
[e2, e4] = −2(a1 − a6)e2,
[e3, e4] = a6e1 + a1e3,




0 0 0 0
0 −4(a1 − a6)2 0 0
0 0 0 0
0 0 0 −4(a1 − a6)2

 ,
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5a21 − 4a6a1 − a26
)
0 4a1(a1 − a6)
0 −43(a1 − a6)2 0
4a1(a6 − a1) 0 23
(









3(a1 − a6)2 0 0
0 −43(a1 − a6)2 0
0 0 23(a1 − a6)2

 .




[e1, e2] = a1e1 + (−2a1 − a4)e3,
[e1, e3] = 0,
[e1, e4] = a1e1 + (−2a1 − a4)e3,
[e2, e3] = a4e1 + a1e3,
[e2, e4] = 0,
[e3, e4] = −a4e1 − a1e3,
donde a1(a1 + a4) 6= 0. Un cálculo directo muestra que el álgebra de Lie es Ricci llana y




−4a1(a1 + a4) 0 −4a1(a1 + a4)
0 0 0
4a1(a1 + a4) 0 4a1(a1 + a4)









Por lo tanto, la variedad es autodual y el operador W+ es nilpotente en dos pasos, por lo
que es Osserman.
Observación 7.19. Los ejemplos anteriores muestran que la existencia de pares simpléc-
ticos donde una de las dos formas simplécticas es paralela es mucho menos rígida en el
ámbito casi paraHermítico con respecto a la situación casi Hermítica [44].
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