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Abstract
Let A be an Artin algebra. Following Miyashita, a pair (C,T ) in A-mod is called tilting provided both C
and T are selforthogonal such that T ∈ ˆaddAC and C ∈ ˇaddA T . In this note, we extend a simple, beautiful
characterization of tilting modules given by Bazzoni to tilting pairs in the case of Artin algebras.
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Introduction
The classical tilting theory is well known, and plays an important role in the representation
theory of Artin algebras (see, for instance, [2,9], and others). Beginning with Miyashita [11]
and in turn Colby and Fuller [7], etc., finitely generated tilting modules over arbitrary rings was
investigated. The notion of infinitely generated tilting modules were also introduced, by Colpi
and Trlifaj [8] and Angeleri-Hügel and Coelho [1]. All the above mentioned tilting modules are
of finite projective dimension. Tilting modules of infinitely projective dimension were studied by
Wakamatsu [13] (later called Wakamatsu-tilting modules) and Wei [15] (∞-tilting modules).
In studying tilting modules over Artin algebras, Miyashita introduced the notion of tilting
pair [12]. Namely, let A be an Artin algebra and let C,T ∈ A-mod (that is, the category of all
finitely generated left A-modules), a pair (C,T ) is called tilting provided both C and T are
selforthogonal such that T ∈ ˆaddA C and C ∈ ˇaddA T (see below for definitions). Tilting pairs
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ideals [12]. It is easy to see that T ∈ A-mod is tilting if and only if (A,T ) is a tilting pair. Thus,
the notion of a tilting pair is a generalization of the notion of a tilting module. Moreover, it is
a relative tilting theory, in sense that T is tilting relative to the selforthogonal module C. Note
that Auslander and Solberg [4] had introduced a relative tilting theory in Artin algebras, using
the method of relative homology theory. We shall give an example to show that the two relative
tilting theories are different (see Example 3.2(4)).
It is natural to extend results of tilting theory to this more general setting. Among the interest-
ing results available in tilting theory, we mention a simple, and hence beautiful, characterization
of n-tilting modules by Colpi [6] and Colpi and Trlifaj [8] for the one dimensional case and
by Bazzoni in the general case [5], which states that a module T is n-tilting if and only if
Presn(T ) = T ⊥ [5, Theorem 3.11]. In this note, we will mainly show how to extend this re-
sult to tilting pairs (Section 3), thus we give another proof of Bazzoni’s theorem (in the case of
Artin algebras).
The note is arranged as follows. Section 1 contains the definitions and the notations. In Sec-
tion 2, we give some useful properties about (subcategories associated with) selforthogonal
modules. Main results are in Section 3, where the promised result is shown and some corol-
laries are deduced. Section 4 lists questions which motive our study on tilting pairs and a partial
answer is given.
1. Preliminaries
Throughout this paper, subcategories are always assumed to be closed under isomorphisms.
We fix an Artin k-algebra A, that is, k is a commutative Artin ring and A is a k-algebra which
is finitely generated as a k-module. Modules always mean finitely generated left A-modules. We
denote by A-mod the category of all finitely generated left A-modules.
Let C be a subcategory of A-mod, we denote by Cˇ the category of all modules M such that
there is an exact sequence 0 → M → C0 → ·· · → Cm → 0 for some integer m with each Ci ∈ C.
Let M ∈ Cˇ, we denote by codimC(M) the minimal integer m such that there is an exact sequence
0 → M → C0 → ·· · → Cm → 0 with each Ci ∈ C. We also denote by (Cˇ)n the category of all
M ∈ Cˇ with codimC(M) n. Dually, Cˆ denotes the category of all modules M such that there is
an exact sequence 0 → Cm → ·· · → C0 → M → 0 for some integer m with each Ci ∈ C, and
dimC(M) denotes the minimal integer m such that there is an exact sequence 0 → Cm → ·· · →
C0 → M → 0 with each Ci ∈ C. Similarly, (Cˆ)n the category of all M ∈ Cˆ with dimC(M) n.
Let M ∈ A-mod. We denote by addAM the category of modules isomorphic to direct sum-
mands of finite direct sums of M . The module M is said to be selforthogonal if Exti1A (M,M) =
0 (that is, ExtiA(M,M) = 0 for all i  1). We denote by M⊥ the category of all modules
N ∈ A-mod such that Exti1A (M,N) = 0. Following [2], for the selforthogonal module M , we
denote by MX the category of all modules N ∈ A-mod such that there is an exact sequence
· · · f2−→ M1 f1−→ M0 f0−→ N → 0 with each Mi ∈ addAM and each Imfi ∈ M⊥. Thus MX ⊆ M⊥.
Dually, ⊥M denotes the category of all modules N such that Exti1A (N,M) = 0; and XM denotes
the category of all modules N such that there is an exact sequence 0 → N f0−→ M0 f1−→ M1 f2−→ · · ·
with each Mi ∈ addAM and each Imfi ∈ ⊥M . Obviously, XM ⊆ ⊥M .
Let C and D be two categories of A-mod. For every n  1, we denote by PresnC(D) the cat-
egory of all modules M such that there is an exact sequence 0 → C → Dn → ·· · → D1 →
M → 0 with C ∈ C and each Di ∈D. Dually, for every n 1, Copresn (D) denotes the categoryC
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with C ∈ C and each Di ∈ D. If D = addA T , then we simply replace D by T in the notations,
and drop C in notations if C = A-mod. Note that Pres1(T ) = Gen(T ) is just the category of all
modules generated by T and that Copres1(T ) = Cogen(T ) is just the category of all modules
cogenerated by T .
2. Selforthogonal modules
In this section, we collect some useful properties of selforthogonal modules.
Lemma 2.1. Let M be selforthogonal. Then
(1) XM is closed under extensions, kernels of epimorphisms and direct summands.
(1′) MX is closed under extensions, cokernels of monomorphisms and direct summands.
(2) Exti1A (U,V ) = 0 for any U ∈ ˇaddAM and V ∈ M⊥.
(2′) Exti1A (U,V ) = 0 for any U ∈ ⊥M and V ∈ ˆaddAM .
(3) ( ˇaddAM)n = {X ∈XM | Extn+1A (Y,X) = 0 for all Y ∈ ⊥M} = {X ∈XM | Extn+1A (Y,X) = 0
for all Y ∈XM}.
(3′) ( ˆaddAM)n = {X ∈ MX | Extn+1A (X,Y ) = 0 for all Y ∈ M⊥} = {X ∈ MX | Extn+1A (X,Y ) =
0 for all Y ∈ MX }.
(4) ( ˇaddAM)n ( ˇaddAM , respectively) is closed under extensions and direct summands (kernels
of epimorphisms, respectively).
(4′) ( ˆaddAM)n ( ˆaddAM , respectively) is closed under extensions and direct summands (coker-
nels of monomorphisms, respectively).
(5) Given any exact sequence 0 → U → V → W → 0, if V,W ∈ MX (( ˆaddAM)n, respec-
tively) and Ext1A(M,U) = 0, then U ∈ MX (( ˆaddAM)n, respectively), too.
(5′) Given any exact sequence 0 → U → V → W → 0, if U,V ∈XM (( ˇaddAM)n, respectively)
and Ext1A(W,M) = 0, then W ∈XM (( ˇaddAM)n, respectively), too.
Proof. Clearly the proof of the (i)′ is dual to the one of (i).
(1) See [2, Proposition 5.1].
(2) It is obvious.
(3) If X ∈ ( ˇaddAM)n, then there is an exact sequence 0 → X → M0 → ·· · → Mn → 0 with
each Mi ∈ addAM . Thus, for any Y ∈ ⊥M or for any Y ∈XM , by applying HomA(Y,−), we get
Extn+1A (Y,X) 	 Ext1A(Y,Mn) = 0 by dimension shifting.
On the other hand, for any X ∈ XM , there is an exact sequence 0 → X f0−→ M0 f1−→
M1
f2−→ · · · with each Mi ∈ addAM and Imfi ∈ ⊥M . It is easy to see that Imfi ∈ XM . If
Extn+1A (Y,X) = 0 for any Y ∈ ⊥M or for any Y ∈ XM , then by applying HomA(Imfn+1,−),
we get Ext1A(Imfn+1, Imfn) 	 Extn+1A (Imfn+1,X) = 0 by dimension shifting. It follows that
the sequence 0 → Imfn → Mn → Imfn+1 → 0 splits. Hence Imfn ∈ addAM , that is, X ∈
( ˇaddAM)n.
(4) Let 0 → U → V → W → 0 be an exact sequence. If U,W ∈ ( ˇaddAM)n, then we have
that V ∈XM by (1) and Extn+1A (Y,V ) = 0 for all Y ∈XM by (3). It follows that V ∈ ( ˇaddAM)n
by (3). The rest is proved similarly.
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M ′ ∈ addAM . Note that Ext1A(M,U) = 0, so we can construct the following exact commutative
diagram:
0 0
W ′ W ′
0 U U ⊕M ′ M ′ 0
0 U V W 0.
0 0
Now by (1′) we have that U ∈ MX . 
Let Y ⊆ A-mod be a category closed under finite direct sums and summands, and let M ∈ Y .
We say that M is a relative generator of Y if, for any Y ∈ Y , there is an exact sequence 0 →
Y ′ → MY → Y → 0 with MY ∈ addAM and Y ′ ∈ Y . Dually, we say M is a relative cogenerator
of Y if, for any Y ∈ Y , there is an exact sequence 0 → Y → MY → Y ′ → 0 with MY ∈ addAM
and Y ′ ∈ Y .
For example, MX and ˆaddAM both have a selforthogonal relative generator M , while XM
and ˇaddAM both have a selforthogonal relative cogenerator M .
The following lemma is very useful for us.
Lemma 2.2. Assume that Y ⊆ A-mod contains a selforthogonal relative generator M and is
closed under extensions, finite direct sums and summands. Let X be an A-module such that there
is an exact sequence 0 → X → Nm → ·· · → N1 → Z → 0 for some m  1 and Z, with each
Ni ∈ Y (respectively, ( ˆaddAM)n). Then
(1) There is an exact sequence 0 → Um → Vm → X → 0 for some Um ∈ Y (respectively,
( ˆaddAM)n−1), and for some Vm such that there is an exact sequence 0 → Vm → Mm →
·· · → M1 → Z → 0 with each Mi ∈ addAM .
(2) If, moreover, Z ∈ Y (respectively, ( ˆaddAM)n+1), then there is an exact sequence 0 → U →
V → X → 0 for some U ∈ Y (respectively, ( ˆaddAM)n−1), and for some V ∈ ( ˇaddAM)m.
(3) There is an exact sequence 0 → X → U → V → 0 for some U ∈ Y (respectively,
( ˆaddAM)n), and for some V such that there is an exact sequence 0 → V → Mm−1 → ·· · →
M1 → Z → 0 with each Mi ∈ addAM . If, moreover, Z ∈ Y (respectively, ( ˆaddAM)n+1),
then V can be taken in ( ˇaddAM)m−1.
Proof. (1) We prove the statement by induction on m.
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tively, ( ˆaddAM)n) and M is a relative generator, there is an exact sequence 0 → U1 → M ′ →
N1 → 0 with U1 ∈ Y (respectively, ( ˆaddAM)n−1) and M ′ ∈ addAM . Then we can construct the
following exact commutative diagram:
0 0
U1 U1
0 V1 M ′ Z 0
0 X N1 Z 0.
0 0 0
It is easy to see that the left column is just the desired exact sequence.
Now assume that the conclusion holds for m− 1. We shall show the conclusion for m.
Denote X′ = Coker(X → Nm). Then, by induction assumption, there is an exact sequence
0 → U ′m−1 → V ′m−1 → X′ → 0 for some U ′m−1 ∈ Y (respectively, ( ˆaddAM)n−1), and for some
V ′m−1 such that there is an exact sequence 0 → V ′m−1 → M ′m−1 → ·· · → M ′1 → Z → 0 with
each M ′i ∈ addAM . Now we can construct the following pullback diagram:
0 0
U ′m−1 U ′m−1
0 X Y V ′m−1 0
0 X Nm X′ 0.
0 0
Since Nm,U ′m−1 ∈ Y (respectively, ( ˆaddAM)n) and Y (respectively, ( ˆaddAM)n) is closed un-
der extensions, we have that Y ∈ Y (respectively, ( ˆaddAM)n). It follows that there is an exact se-
quence 0 → Um → MY → Y → 0 with MY ∈ addAM and Um ∈ Y (respectively, ( ˆaddAM)n−1).
Thus we have the following exact commutative diagram:
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Um Um
0 Vm MY V ′m−1 0
0 X Y V ′m−1 0.
0 0 0
It is easy to see that the right row is just the desired sequence.
(2) In case Z ∈ Y (respectively, ( ˆaddAM)n+1), there is an exact sequence 0 → Z′ → MZ →
Z → 0 with MZ ∈ addAM and Z′ ∈ Y (respectively, ( ˆaddAM)n). Denote X1 = Ker(N1 → Z),
then we have the following pullback diagram:
0 0
Z′ Z′
0 X1 Y ′ MZ 0
0 X1 N1 Z 0.
0 0
It follows that there is an exact sequence 0 → X → Nm → ·· · → N2 → Y ′ → MZ → 0.
Since N1,Z′ ∈ Y (respectively, ( ˆaddAM)n) and Y (respectively, ( ˆaddAM)n) is closed under
extensions, we have that Y ′ ∈ Y (respectively, ( ˆaddAM)n). Hence by (1), we obtain an exact
sequence 0 → U → V → X → 0 for some U ∈ Y (respectively, ( ˆaddAM)n−1) and for some
V such that there exists an exact sequence 0 → V → Mm → ·· · → M1 → MZ → 0 with each
Mi ∈ addAM (containing MZ), that is, V ∈ ( ˇaddAM)m.
(3) By (1), there is an exact sequence 0 → U ′ → V ′ → X → 0 for some U ′ ∈ Y (respectively,
( ˆaddAM)n−1), and for some V ′ such that there is an exact sequence 0 → V ′ → Mm → Mm−1 →
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following exact commutative diagram:
0 0
0 U ′ V ′ X 0
0 U ′ Mm U 0.
V V
0 0
It is easy to see that the right column is just the desired exact sequence.
The remaining part can be proved similarly by using (2). 
For later use, we state one case of the dual statement of Lemma 2.2 without proof.
Lemma 2.3. Assume that M is selforthogonal and n is an integer. Let X be an A-module such
that there is an exact sequence 0 → Z → N1 → ·· · → Nm → X → 0 for some m and Z, with
each Ni ∈ ( ˇaddAM)n. Then there is an exact sequence 0 → X → V → U → 0 for some U ∈
( ˇaddAM)n−1, and for some V such that there is an exact sequence 0 → Z → M1 → ·· · →
Mm → V → 0 with each Mi ∈ addAM .
3. Tilting pairs
Definition 3.1. (See [12].) Let A be an Artin algebra. A pair (C,T ) is said to be tilting provided
(1) C is selforthogonal;
(2) T is selforthogonal;
(3) T ∈ ˆaddA C, and
(4) C ∈ ˇaddA T .
If (C,T ) is a tilting pair, we also say that T is C-tilting or C is T -cotilting (in the sense that
T is the tilting module relative to the selforthogonal module C).
T is said to be partial C-tilting, if conditions (1), (2) and (3) in Definition 3.1 are satisfied.
C is said to be partial T -cotilting if conditions (1), (2) and (4) in Definition 3.1 are satisfied.
If (C,T ) is a tilting pair such that dimaddA C(T )  n, then (C,T ) is said to be n-tilting,
denoted by C n T . In this case we also say that T is n-C-tilting. Similarly, we say that C is
n-T -cotilting if the pair (C,T ) is tilting with codimaddA T (C) n.
We say that T is partial n-C-tilting if T is partial C-tilting such that dimaddA C(T )  n and
that C is partial n-T -cotilting if C is partial T -cotilting such that codimaddA T (C) n.
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(1) If C = A, then C-tilting modules are just tilting modules.
(2) Let T = D(A), where D is the usual duality functor in Artin algebras. Then T -cotilting
modules are just cotilting modules.
(3) Let A be the Artin algebra defined by the following quiver and relation over a field k:
(quiver) 1 → 2 → 3 → 4 → 5, (relation) (radA)2 = 0.
Let C1 = P2 ⊕ P3 ⊕ P4 ⊕ S1, C2 = P2 ⊕ P3 ⊕ P4 ⊕ S2, C3 = P2 ⊕ P3 ⊕ P4 ⊕ S3 and
C4 = P2 ⊕P3 ⊕P4 ⊕S4. Then C1 1 C2 1 C3 1 C4, C1 2 C3, C2 2 C4 and C1 3 C4.
Moreover, C1 1 C3, C2 1 C4 and C1 2 C4.
(4) (cf. [14, Example 3.1]) Let A be the Artin algebra defined by the following quiver and
relation over a field k:
(quiver) 1  2 → 3 → 4  5, (relation) (radA)2 = 0.
Let C = 21 ⊕ 1 32 ⊕ 3 ⊕ 43 5 ⊕54 and T = 21 ⊕1 32 ⊕45 ⊕ 43 5 ⊕54. Then C 1 T .
Note that, in Example 3.2(4), the T -cotilting module C has infinite injective dimension over
its endomorphism algebra, cf. [14, Example 3.2]. This shows that the tilting module relative to a
selforthogonal module in our sense is different from relative tilting modules studied by Auslander
and Solberg (see [4, Lemma 3.10]).
From now on we assume that C is selforthogonal and n 1 is a fixed integer.
Lemma 3.3. Let T be selforthogonal.
(1) If C ∈ ˇaddA T , then T ⊥ ⊆ C⊥.
(2) If T ∈ CX and C ∈ ˇaddA T , then TX ⊆ CX .
In particular, if (C,T ) is a tilting pair, then T ⊥ ⊆ C⊥ and TX ⊆ CX .
Proof. (1) Easy.
(2) Let M ∈ TX . Then there is an exact sequence · · · f2−→ T1 f1−→ T0 f0−→ M → 0 with each
Ti ∈ addA T and each Kerfi ∈ TX , by definition. Since T ∈ CX and CX clearly satisfies the
assumptions of Lemma 2.2, we can apply Lemma 2.2 to the exact sequence 0 → Kerf0 →
T0
f0−→ M → 0. Consequently, we obtain an exact sequence
0 → H0 → M0 → Kerf0 → 0 (∗0)
with H0 ∈ CX and M0 fitting into an exact sequence
0 → M0 → C0 → M → 0, (∗0)
where C0 ∈ addA C by Lemma 2.2(1). By (1), Kerf0 ∈ C⊥. So M0 ∈ C⊥, as H0 is obviously
in C⊥.
384 J. Wei, C. Xi / Journal of Algebra 317 (2007) 376–391Now consider the following pullback diagram:
0 0
Kerf1 Kerf1
0 H0 Y T1 0
0 H0 M0 Kerf0 0.
0 0
From the middle row we see that Y ∈ CX , since H0, T1 ∈ CX and CX is closed under exten-
sions. Thus there is an exact sequence 0 → H1 → C1 → Y → 0 with H1 ∈ CX and C1 ∈ addA C,
by definition. Consequently, we obtain the following exact commutative diagram:
0 0
H1 H1
0 M1 C1 M0 0
0 Kerf1 Y M0 0.
0 0 0
Now, we have an exact sequence
0 → H1 → M1 → Kerf1 → 0 (∗1)
with H1 ∈ CX and M1 satisfying an exact sequence
0 → M1 → C1 → M0 → 0, (∗1)
where C1 ∈ addA C.
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exact sequence · · · g2−→ C1 g1−→ C0 g0−→ M → 0 with each Ci ∈ addA C and each Kergi = Mi ∈
C⊥ just by combining all exact sequences (∗i )’s. Thus M ∈ CX . 
Proposition 3.4. Assume that (C,T ) is an n-tilting pair. The following are equivalent for an
A-module M :
(1) M ∈ TX .
(2) M ∈ T ⊥ ∩ CX .
(3) M ∈ Presn
CX (T ).
Proof. (1) ⇒ (2). It follows from Lemma 3.3 and the definition of TX .
(2) ⇒ (3). We first show that, if M ∈ T ⊥ ∩ CX , then M ∈ Gen(T ). In fact, since M ∈ CX ,
there is an exact sequence 0 → M1 → C0 → M → 0 with M1 ∈ CX and C0 ∈ addA C. Note that
there is an exact sequence 0 → C0 → T ′ → X → 0 with T ′ ∈ addA T and X ∈ ˇaddA T since
(C,T ) is a tilting pair. Now we can construct the following pushout diagram:
0 0
0 M1 C0 M 0
0 M1 T ′ Y 0.
X X
0 0
Since M ∈ T ⊥ and X ∈ ˇaddA T , we obtain from Lemma 2.1(2) that Y 	 M ⊕ X from the
right column. Since Y ∈ Gen(T ) by the middle row, we see that M ∈ Gen(T ), too.
Now for any M ∈ T ⊥ ∩ CX , we always have an exact sequence 0 → M ′ → TM → M → 0
with M ′ ∈ T ⊥ and TM ∈ addA T , as M ∈ Gen(T ). Since T ⊥ ⊆ C⊥ and addA T ⊆ CX , we obtain
that M ′ ∈ T ⊥ ∩ CX by Lemma 2.1(5). Now repeating the process to M ′, and so on, we finally
get that M ∈ Presn
CX (T ).
(3) ⇒ (2). If M ∈ Presn
CX (T ), then there is an exact sequence 0 → X
fn−→ Tn fn−1−−−→
· · · f1−→ T1 → M → 0 with X ∈ CX and each Ti ∈ addA T . It is easy to see that M ∈ CX
by Lemma 2.1(1). Hence it remains to prove that M ∈ T ⊥. Note that T is selforthogonal.
So, we have that ExtiA(T ,M) 	 Exti+nA (T ,X) for all i  1 by dimension shifting. Since T is
n-C-tilting, there is an exact sequence 0 → Cn → ·· · → C0 → T → 0. Using the condition that
X ∈ CX ⊆ C⊥, we also have that Exti+nA (T ,X) 	 ExtiA(Cn,X) = 0 for all i  1 by dimension
shifting. It follows that Exti1(T ,M) = 0, that is, M ∈ T ⊥.A
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· · · f1−→ T1 f0−→ T0 → M → 0 with each Ti ∈ addA T and each Imfi ∈ T ⊥ for any M ∈ T ⊥ ∩CX .
Hence M ∈ TX by the definition. 
The following is an easy observation.
Proposition 3.5. If Presm
CX (T ) = T ⊥ ∩ CX for some m 1, then T ∈ T ⊥ ∩ CX .
Proposition 3.6. If Presn
CX (T ) = T ⊥ ∩ CX , then PresnCX (T ) = Presn+1CX (T ).
Proof. Clearly, it is enough to show that, for any M ∈ Presn
CX (T ), there is an exact se-
quence 0 → L → TM → M → 0 with L ∈ Presn
CX (T ) and TM ∈ addA T . In fact, for any
M ∈ Presn
CX (T ), we have an exact sequence 0 → N → T1 → M → 0 with N ∈ Presn−1CX (T )
and T1 ∈ addA T . Since CX is closed under cokernels of monomorphisms, we have N ∈ CX .
Clearly M ∈ T ⊥ ∩ Gen(T ), this gives us another exact sequence 0 → L → TM → M → 0 with




0 L Y T1 0
0 L TM M 0.
0 0
Note that TM ∈ CX and N ∈ CX . So Y ∈ CX since CX is also closed under extensions.
Moreover, we have that Y 	 L ⊕ T1 from the middle row, since L ∈ T ⊥. It follows that L ∈
T ⊥ ∩ CX = Presn
CX (T ), since CX is closed under direct summands. 
Proposition 3.7. If Presn
CX (T ) = T ⊥ ∩ CX , then PresnCX (T ) = PresnCX (PresnCX (T )).
Proof. Take any M ∈ Presn
CX (Pres
n
CX (T )), we have an exact sequence 0 → X → Pn → ·· · →
P1 → M → 0 with each Pi ∈ Presn
CX (T ) and X ∈ CX . It is easy to see that PresnCX (T ) =
T ⊥ ∩ CX is closed under extensions, finite direct sums and summands. Moreover, by Propo-
sition 3.6, it contains a selforthogonal relative generator T . Hence we can apply Lemma 2.2 to
Y = Presn
CX (T ), and obtain an exact sequence 0 → U → V → X → 0 for some U ∈ PresnCX (T )
and for some V such that there is an exact sequence 0 → V → T ′n → ·· · → T ′ → M → 0 with1
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Hence M ∈ Presn




CX (T )) ⊆ PresnCX (T ).
The other inclusion is obvious, since T ∈ Presn
CX (T ). 
Proposition 3.8. Assume that Presn
CX (T ) = T ⊥ ∩ CX . If C ∈ Copresn(PresnCX (T )), then C ∈
( ˇaddA T )n.
Proof. If C ∈ Copresn(Presn
CX (T )), then there is an exact sequence 0 → C → Pn → ·· · →
P1 → P0 → 0 with Pi ∈ Presn
CX (T ) for 1 i  n. By assumptions and Proposition 3.7, we see
that P0 ∈ Presn
CX (T ), too. Applying Lemma 2.2 to Pres
n
CX (T ), we obtain an exact sequence
0 → U → V → C → 0 for some U ∈ Presn
CX (T ) and for some V ∈ ( ˇaddA T )n. By assump-
tions, U ∈ C⊥. It follows that V 	 C ⊕U . Since ( ˇaddA T )n is closed under direct summands by
Lemma 2.1, we conclude that C ∈ ( ˇaddA T )n. 
Proposition 3.9. Assume that Presn
CX (T ) = T ⊥ ∩ CX . If C ∈ Copresn(PresnCX (T )), then T ∈
( ˆaddA C)n.
Proof. We first show that Extn+1A (T ,M) = 0 for any M ∈ CX .
Note that, for each M ∈ CX , there is an exact sequence 0 → Z → C1 → ·· · → Cn → M → 0
with Z ∈ CX and each Ci ∈ addA C. By Proposition 3.8, we have that each Ci ∈ ( ˇaddA T )n.
Thus, by Lemma 2.3, we obtain an exact sequence 0 → M → V → U → 0 for some U ∈
( ˇaddA T )n−1 and for some V such that there is an exact sequence 0 → Z → T ′1 → ·· · → T ′n →
V → 0 with each T ′i ∈ addA T . It is easy to see that V ∈ PresnCX (T ) = T ⊥ ∩ CX . It follows that
Extn+1A (T ,M) 	 ExtnA(T ,U) = 0 by the dimension shifting and Lemma 2.1(3).
Since T ∈ CX by Proposition 3.5, there is an exact sequence 0 → Xn+1 → Cn fn−→ Cn−1 →
·· · f1−→ C0 → T → 0 with Xn+1 ∈ CX and each Ci ∈ addA C. Then, by the dimension shifting
and the above arguments, we have that Ext1A(Imfn,Xn+1) 	 Extn+1A (T ,Xn+1) = 0. It follows
that Imfn ∈ addA C. Consequently, we obtain that T ∈ ( ˆaddA C)n. 
Now we are able to give the generalized version of Bazzoni’s characterization of n-tilting
modules (in the case of Artin algebras).
Theorem 3.10. Assume that C is selforthogonal and C ∈ Copresn(Presn
CX (T )). Then (C,T ) is
an n-tilting pair if and only if T ⊥ ∩ CX = Presn
CX (T ).
Proof. The only-if-part follows from Proposition 3.4 and the if-part follows from Proposi-
tions 3.5, 3.8, 3.9. 
While we do not know if we can drop the condition C ∈ Copresn(Presn
CX (T )) in Theo-
rem 3.10 in general, we give some cases when it happens.
Firstly, if C = A, we can re-prove Bazzoni’s result [5, Theorem 3.11] in the case of Artin
algebras, by a different method.
Corollary 3.11. (See [5, Theorem 3.11].) Let A be an Artin algebra. Then T is n-tilting if and
only if T ⊥ = Presn(T ).
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A ∈ Copresn(Presn(T )) is automatically satisfied. Now the conclusion follows from Theo-
rem 3.10. 
Recall that an A-module M with E the endomorphism algebra EndAM of M is Wakamatsu-
tilting if Exti1A (M,M) = 0 = Exti1E (M,M) and A 	 EndE M [13].
Lemma 3.12. Assume that C is Wakamatsu-tilting with E = EndA C. Denote by C
the category of modules M ∈ C⊥ such that C ⊗E HomA(C,M) 	 M canonically and
TorE
i1(C,HomA(C,M)) = 0. Then CX = C.
Proof. Assume that M ∈ C. Take an exact sequence 0 → K1 → E0 → HomA(C,M) → 0
with E0 ∈ addE E (that is, E0 is finitely generated projective). Then, by applying the functor
C ⊗E −, we have an induced exact sequence 0 → C ⊗E K1 → C ⊗E E0 → C ⊗E HomA(C,M)
(	 M) → 0 and TorEi (C,K1) 	 TorEi+1(C,HomA(C,M)) = 0 for all i  1. Denote M1 =
C ⊗E K1 and C0 = C ⊗E E0, then we obtain an exact sequence 0 → M1 → C0 → M → 0
with C0 ∈ addA C. Now applying the functor HomA(C,−), we have the induced canonical exact
sequence 0 → HomA(C,M1) → HomA(C,C0) (	 E0) → HomA(C,M) → Ext1A(C,M1) → 0
and ExtiA(C,M1) 	 Exti−1A (C,M) = 0 for all i  2. Obviously, K1 	 HomA(C,M1) and
Ext1A(C,M1) = 0. Hence M1 ∈ C from the above arguments. By repeating the above progress
to M1 instead of M , and so on, we deduced that M ∈ CX . It follows that C ⊆ CX .
On the other hand, for any M ∈ CX , we may take an exact sequence
· · · f2−→ C1 f1−→ C0 f0−→ M → 0 (†)
with each Ci ∈ addA C and each Imfi ∈ C⊥. Applying the functor C⊗E HomA(C,−), we obtain
a complex
· · · → C ⊗E HomA(C,C1) → C ⊗E HomA(C,C0) → 0 (‡)
Since C ⊗E HomA(C,Ci) 	 Ci for each i and HomA(C,†) is exact, we can obtain that homolo-
gies Hi(‡) 	 TorEi (C,HomA(C,M)) = 0 for all i  1 and H 0(‡) 	 C ⊗E HomA(C,M) 	 M
canonically. It follows that M ∈ C and consequently CX ⊆ C. 
Corollary 3.13. If C is Wakamatsu-tilting, then (C,T ) is an n-tilting pair if and only if T ⊥ ∩
CX = Presn
CX (T ).
Proof. By [11, Lemma 1.7], for any injective A-module I , C ⊗E HomA(C, I) 	 I canonically
and TorE
i1(C,HomA(C, I)) = 0 in this case. Hence we have that I ∈ T ⊥ ∩ CX . Now the con-
clusion holds by corollary (see 3.11). 
Let C be a subcategory of A-mod closed under direct sums and direct summands. An object
N ∈ C is called a minimal cocover if every object in C can be embedded into addAN and there
is no proper direct summand of N with such property [3]. If C is closed under extensions, then a
minimal cocover N is C-injective, in sense that Ext1A(M,N) = 0 for all M ∈ C [3].
Corollary 3.14. Let C be a selforthogonal module with CX of finite representation type (for
instance, A is of finite representation type). Then (C,T ) is an n-tilting pair if and only if T ⊥ ∩
CX = Presn
CX (T ).
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Since CX is of finite representation type, there is a minimal cocover M of CX . Since CX is
closed under extensions, the minimal cocover M is CX -injective, that is, Ext1A(N,M) = 0 for
all N ∈ CX [3]. Note that M ∈ CX ⊆ C⊥ and, for each N ∈ CX , there is an exact sequence
0 → N ′ → CN → N → 0 with N ′ ∈ CX , we can obtain that Exti1A (N,M) = 0 for all N ∈ CX .
In particular, we have M ∈ T ⊥ ∩ CX , since T ∈ Presn
CX (T ) ⊆ CX . Note that T ⊥ ∩ CX is closed
under cokernels of monomorphisms, one can easily show that CX ⊆ Copresn(M) by combining
the definition of cocover. Thus, the conclusion follows from Theorem 3.10. 
An example of C satisfying the assumptions in Corollary 3.14 is the partial characteristic
tilting module over the quasi-hereditary algebra A such that the category of ∇-good modules is
of finite representation type (while A itself is possibly not of finite representation type).
4. Questions
Throughout the section, C is always selforthogonal over an Artin algebra A. As denoted in
Section 3, C  T (respectively, C n T ) means (C,T ) is a tilting (respectively, an n-tilting) pair.
We pose two questions which motivate our studies on tilting pairs.
Question 1. Does C  T imply that C = T0 1 T1 1 · · · 1 Tn = T for some n and Ti , 0 
i  n?
Note that one implication of the affirmative answer to the above question is that the quiver of
tilting modules (see for instance [10]) is always connected.
We will give a case when the answer to Question 1 is positive. Before this, we need some
preparation.
Lemma 4.1 (Dual of Bongartz’s lemma for partial 1-T -cotilting modules). Let T be selforthogo-
nal. If M is partial 1-T -cotilting, then there exists an exact sequence 0 → Mm → M ′ → T → 0
such that B = M ⊕M ′ is 1-T -cotilting module for some integer m.
Proof. Just transfer the dual proof of the Bongartz’s lemma (for instance, see [9]). 
Lemma 4.2. Let T be selforthogonal. If there is a non-split exact sequence 0 → X → V →
U → 0 with V,U ∈ addA T and X ∈ CX , then there is an exact sequence 0 → X′ → Vm →
U → 0 such that X′ is selforthogonal and Ext1A(V,X′) = 0.
Proof. The proof is almost the same as in [9]. For reader’s convenience, we include it here.
Assume that f1, . . . , fm is a basis of HomA(V,U). Then we have a canonical exact sequence
0 → X′ → Vm → U → 0 which remains exact under the functor HomA(V,−). Hence, by ap-
plying HomA(V,−), we obtain that Exti1A (V,X′) = 0, since V ∈ addA T is selforthogonal.
Note also that, by applying HomA(U,−) to the sequence, we have Exti2A (U,X′) = 0. Thus, by
applying HomA(−,X′) to the sequence, we obtain that Exti1A (X′,X′) = 0. 
The following relations between tilting pairs are also needed.
Proposition 4.3. Assume that C n T .
(1) If B m C, then B m+n T .
(2) If B m T and C ∈ BX , then B m C.
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(4) If C m U and T ∈ UX , then U n T .
Proof. (1) See [12].
(2) Obviously B,C and T are all selforthogonal (by definition).
We first show that C ∈ ( ˆaddA B)m. Since C ∈ BX , we need only to show that Extm+1A (C,Y ) =
0 for all Y ∈ B⊥ by Lemma 2.1. Note that there is an exact sequence 0 → C → T0 → ·· · →
Tn → 0 with each Ti ∈ addA T by assumptions and that each Ti ∈ ( ˆaddA B)m by Lemma 2.1 and
the fact that T ∈ ( ˆaddA B)m. So, we have that Extm+jA (Ti, Y ) = 0 for all 0 i  n, all j  1 and
all Y ∈ B⊥. Hence, by dimension shifting, we obtain that Extm+1A (C,Y ) 	 Extm+n+1A (Tn,Y ) = 0.
It remains to show that B ∈ ( ˇaddA C)m. Note that there is an exact sequence 0 → B f0−→
T0
f1−→ · · · fm−−→ Tm → 0 with each Ti ∈ addA T by assumptions and that each Ti ∈ ( ˆaddA C)n by
Lemma 2.1 and the fact that T ∈ ( ˆaddA C)n. Hence, by Lemma 2.2, we have an exact sequence
0 → U → V → B → 0 with U ∈ ˆaddA C and V ∈ ( ˇaddA C)m. Since C ∈ BX , it follows that
B ∈ ⊥C. Then the above sequence splits by Lemma 2.1(2′). Hence B ∈ ( ˇaddA C)m, as ( ˇaddA C)m
is closed under direct summands by Lemma 2.1.
The proofs of (3) and (4) are similar to that of (2). 
The following proposition shows that the answer to Question 1 is always affirmative in case
A is of finite representation type.
Proposition 4.4. Assume that CX is of finite representation type ( for example, when A is of finite
representation type). If C  T , then there is a chain C = Tn 1 · · ·1 T1 1 T0 = T for some n.
Proof. If C 1 T , then the result is obvious. So we assume that C 1 T . Note that the as-
sumption C  T implies that there is a non-split exact sequence 0 → X → V → U → 0 with
V,U ∈ addA T and X ∈ CX , since C ∈ ˇaddA T . By Lemma 4.2, we get an exact sequence
0 → X′ → Vm → U → 0 such that X′ is selforthogonal and Ext1A(V,X′) = 0. Thus we have
the following pullback diagram:
0 0
X X
0 X′ X′ ⊕ V V 0
0 X′ Vm U 0.
0 0
Since X,V m ∈ CX and CX is closed under extensions and direct summands, we have
X′ ∈ CX . Then, by Lemma 4.1, we obtain an A-module X′′ such that 0 → X′ l → X′′ → T → 0
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Hence T1 ∈ CX . It follows that C  T1 by Proposition 4.3(2). If T1 is not 1-C-tilting, then we
can repeat the above process to T1, and so on. Since CX is of finite representation type, the
process ends after finitely many steps. This shows that there are finitely many Ti ’s such that
C = Tn 1 · · ·1 T1 1 T0 = T for some n. 
We end this section with our second question concerning the length of the chain in Question 1,
provided it exists.
Question 2. Assume C n T . Is there a chain C = T0 1 T1 1 · · ·1 Tn = T , provided there is
C = T ′0 1 T ′1 1 · · ·1 T ′m = T for some m?
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