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Abstract In recentyears,the numberof decentralizedcombinedheat and power
(DCHP) plants, which are typically located in small communities, has grown
rapidly.These relativelysmallplantsarebased on Danishenergyresources,mainly
natural gas, and constitute an increasingpart of the total energy production in
Denmark.
The topic of this thesisis the analysisof DCHP plants, with the purpose to op-
timize the operation of such plants. This involvesthe modeling of district heating
systems, which are frequently connected to DCHP plants, as well as the use of
heat storage for balancing between heat and power production. Furthermore,the
accumulated effect from increasing number of DCHP plants on the total power
production is considered.
Methods for calculating dynamic temperatureresponsein districtheating (DH)
pipes have been reviewed and analyzed numerically.Furthermore, it has been
shown that a tree-structuredDH network consistingof about one thousand pipes
can be reduced to a simplechain structureof ten equivalentpipes without loosing
much accuracy when temperaturedynamics are calculated.
A computationally eilicientoptimization method based on stochastic dynamic
programming has been designed to find an optimum start-stop strategy for a
DCHP plant with a heat storage. The method focuses on how to utilize heat
storage in connection with CHP production.
A model for the total power production in Eastern Denmark has been applied
to the accumulated DCHP production. Probability production simulationshave
been extended from the traditional power-only analysisto include one or several
heat supply areas.
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Preface
This thesis is a part of the requirements of obtaining a Ph.D. degree in engi-
neering at the Technical University of Denmark (DTU). The work has been
carried out at the Systems Analysis Department at Ris@National Laboratory,
as well as the Department of Energy Engineering at DTU.
The work was financed mainly by the Nordic Energy Research Programme,
but also by Ris@ and DTU. The Energy Research Programme is carried out in
co-operation between the five Nordic countries, with the purpose of initiating
and supporting collaboration between Nordic energy researchers.
The topic of the thesis is the analysis of decentralized combined heat and
power plants (DCHP), with the purpose to optimize the operation of such
plants. This involves the modeling of district heating systems, which are
frequently connected to DCHP plants, as well as the use of heat storage for
balancing between heat and power production. Furthermore, the accumulated
effect from increasing number of DCHP plants on the total power production
is considered.
The thesis consists of six research papers, published or planned to be
published elsewhere, preceded by a synthesis report. Most of the results from
the study are reported in the papers, but some results are presented in the
synthesis. Furthermore, part of the work has been published in a technical
report as a result of another research project.
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Summary
This thesis consists of six research papers and a synthesis report. The synthe-
sis mainly describes and links the topics of the papers, but also includes some
work not found in the papers. Four of the papers are previously published in
conference proceedings, one is published in an international journal and one
is unpublished.
These papers, contained in appendices A–F, are:
A H. Palsson, Analysis of Numerical Methods for Simulating Temperature
Dynamics in District Heating Pipes, 6. International symposium on
district heating and cooling simulation, Reykjavik, 28-30 Aug 1997.
B Larsen, H. V.; Palsson, H.; B@hm, B.; Ravn, H. F., Equivalent models for
district heating systems, 7. International symposium on district heating
and cooling, Lund, 18-20 May 1999.
C Larsen, H. V.; Palsson, H.; B@hm, B.; Ravn, H. F., An aggregated dynamic
simulation model of district heating networks, unpublished.
D H. P&lsson, Optimizing the use of heat storage in an engine-based CHP
plant, 7. International symposium on district heating and cooling, Lund,
18-20 May 1999.
E Larsen, H. V.; Pdsson, H.; Ravn, H. F., Simulation tool for expansion plan-
ning of combined heat and power, 6. International symposium on di-
strict heating and cooling simulation, Reykjavik, 28-30 Aug 1997.
F Larsen, H. V.; P&lsson, H.; Ravn, H. F., Probabilistic production simulation
including combined heat and power plants, Electric Power Systems Re-
search (1998) vol. 48, pp. 45-56.
In recent years, the number of decentralized combined heat and power
(DCHP) plants, which are typically located in small communities, has grown
rapidly. These relatively small plants are based on Danish energy resources,
6mainly natural gas, and constitute an increasing part of the total energy
production in Denmark.
DCHP plants are characterized by the connection between a local district
heating (DH) system and a regional power grid. The plants produce heat to
the local DH consumers, as well as power to the grid, sold at a price that
varies over time.
The thesis treats three main topics.
1.
2.
3.
Modeling of a DH network, where the time dependent dynamics and
time delays of the network are considered. A computer program for
dynamic simulation of DH networks has been developed in the project,
with the purpose of describing the behaviour of flows and temperature
changes in a DH network in general. Furthermore, theoretical aspects
of dynamic simulation methods have been analyzed, resulting in proofs
of some vital numerical properties of one of the methods. Finally, there
has been participation in work related to simplifying dynamic network
models, in order to reduce computational work in simulations.
Operational planning of production in a DCHP plant, with main emp-
hasizes on the optimal utilization of heat storage. An optimization algo-
rithm has been developed, based on the dynamic programming method.
In the optimization, the stochastic varying heat-load from consumers
is taken into account, as well as the time varying power prices. The
algorithm is shown to be very efficient, computationally, when used on
a typical small DCHP plant.
Analysis of the co-operation between the regional power grid and the
DCHP plants as a whole. A model, previously used for describing the
total power production in Eastern Denmark, has been used for the total
DCHP production. It is shown that the model is applicable on DCHP
plants, but results are not as good as for the total production. Finally,
the author has participated in work related to a method to perform
probabilistic production simulation. In this work, a method which is
classically used for power-only areas has been extended to include one
or more heat areas.
The main results of the work are summarized below.
Methods for calculating dynamic temperature response in DH pipes have
been reviewed and analyzed numerically. The stability of one of the methods,
the node method, have been proven, and analyses of its accuracy properties
have been worked out. Furthermore, alternative methods have been proposed
and tested, with the aim to avoid numerical dispersion in the solution.
7It has been shown that a tree-structured DH network consisting of about
one thousand pipes can be reduced to a simple chain structure of ten equi-
valent pipes (or l% of the original number of pipes) without loosing much
accuracy when temperature dynamics are calculated.
The complexity of different models necessary for simulating DH systems
and making heat load forecasts have been tested by comparison of simulations
and measurements from Hvals@ and VEKS DH systems.
A computationally efficient optimization method based on stochastic dy-
namic programming has been designed to find an optimum start-stop strategy
for a DCHP plant with a heat storage. The method focuses on how to utilize
heat storage in connection with CHP production.
A model for the total power production in Eastern Denmark has been
applied to the accumulated DCHP production. Probability production si-
mulations have been extended from the traditional power-only analysis to
include one or several heat supply areas.
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Sarnmenfatning (Summary in
Danish)
Denne afhandling best% af seks videnskabelige artikler og en sammenfat-
tende rapport. Denne rapport beskriver hovedsageligt emnerne i artiklerne,
men inkluderer ogsi%arbejde som ikke finales i artiklerne. Fire af disse ar-
tikler er publiceret som konferencebidrag, 6n er publiceret i et international
tidsskrift og 6n er ikke publiceret.
For en oversigt over artiklerne i Appendix A–F, se det forrige afsnit Sum-
mary.
1 de senere i% er der sket en kraftig for~gelse i antallet af decentrale kraft-
varmevaxker, som typisk er placeret i mindre byer. Disse relativt sm~ van-ker
udnytter danske energiressourcer, hovedsageligt naturgas, og repr~senterer
en voksende andel af landets totale energiproduktion.
Et decentralt kraftvarmevwk er karakteriseret ved koblingen mellem det
Iokale fjernvarrnenet og et regionalt elnet. V=rket producerer varme til lokale
kunder saint el til det fdles elnetvaxk, afregnet til en pris som typisk kan
variere over tiden.
Afhandlingen vedr@-er tre hovedemner:
1.
2.
Modellering af fjernvarmenetvawk hvor der tages hensyn til fjernvar-
mesystemets dynamik og tidsforsinkelser. I projektet er der udviklet et
edb program til dynamisk simulering af fjernarmenetwerk, med henblik
p& at belyse forholdene mellem strdmning og temperature i et netvaxk.
Der er ogs~ Iavet teoretiske analyser af de numeriske metoder, som bru-
ges til bestemmelse af dynamisk temperaturfordeling i fjernvarmer@-.
Endvidere er der bidraget til arbejdet med udvikling af en metode til
simplificering af modeller for dynamik i fjernvarmenetvaxk.
Driftsoptimering af et decentralt kraftvarmev~rk med fokus pa optimal
udnyttelse af varmelager. I projektet er der udviklet en optimeringsal-
goritme baseret pa dynamisk programmering. I optimeringen tages der
hensyn til det stokastisk varierende varmebehov fra fjernvarmekunder,
9
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saint de varierende elpriser. Algoritmen viser sig at wiere sawdeles ef-
fektiv ni% den er anvendt pa et typisk mindre decentralt wrxk.
3. Analyse af samspillet mellem elnettet og de decentrale kraftvarmev~r-
ker. Et model, som tidligere er blevet lavet til at beskrive den totale
elproduktion i Ostdanmark, er blevet brugt til at belyse den samlede
decentrale kraftvarmeproduktion. Der er i projektet ogsii medvirket til
udarbejdelse af metoder hvor en analyse baseret pii stokastisk simu-
lering af et el-omriide er blevet udvidet til at inkludere et eller flere
varmeomr~der.
Et sammendrag af projektets hovedresultater folger nedenfor.
Metoder for beregning af dynamiske temperaturforlob i fjernvarmelednin-
ger er blevet analyseret pa et teoretisk grundlag. Stabiliteten i en af meto-
dene, knudemetoden, er blevet matematisk bevist, og analyse af dens n@j-
agtighed er udfort. Alternative metoder er ogs5 blevet foresl~et og afprgvet,
med hensyn til at undg/i numerisk dispersion i simuleringer.
Det er blevet vist, at fjernvarmenetvzerk med tra+struktur og over tusind
ror kan reduceres til en simpel linie-struktur med ti r@- (eller ea. 170 af det
oprindelige antal) uden vzesentlig reduktion af n~jagtighed n&.r dynamiske
temperature beregnes.
Kompleksiteten af diverse modeller til simulering af fjernvarmesysterner
er blevet afpr@vet ved sammenligning af simuleringsresultater og miNinger.
M&linger fra Vestegnens Kraftvarmeselskab og Hvals@ Kraftvarmevaxk er
blevet brugt tid dette forml’d.
En beregningsmzessig effektiv optimeringsmetode, baseret p$i stokastisk
dynamisk programmering, er blevet implementeret med det formal at finale
en optimal start-stop strategi for et decentralt kraftvarmevawk med en var-
melager. Metoden fokuserer pii hvordan et varmelager bedst kan udnyttes i
forbindelse med kraftvarmeproduktion.
En eksisterende model for den samlede elproduktion i Ostdanmark er
blevet brugt til at belyse den samlede production fra decentrale kraftvarme-
vawker. Endvidere er en metode til stokastisk simulering af elproduktion i
et omr~de, under hensyntagen til forskellige anl=gstyper og deres r~dighed,
blevet udvidet til at inkludere et eller flere varmeomr5der.
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Chapter 1
Introduction
1.1 Background of the project
In recent years, alot of attention has been turned towards improving the
efficiency of Danish energy systems. One reason for this is that Danish
produced heat and power is largely produced from fossil fuels such as coal,
oil and natural gas. This use of fossil fuels results in emission levels which are
quite high, when compared to energy forms like hydro power, wind energy
and nuclear power. Therefore, much can be gained in terms of emission
reduction if the total efficiency of the system can be improved.
The importance of combined heat and power production (CHP) in ex-
isting power systems has become more evident in recent years. The main
reason for this is the high thermal efficiency of plants producing both heat
and electric power, compared to the conventional power-only plants and the
implied environmental benefits.
CHP production results in thermal efficiency of about 85–94%, whereas
the efficiency of conventional power-plants is about 45?10.In Denmark, a gov-
ernmental policy has been towards small decentralized CHP (DCHP) plants
for the last ten years or so, cf. Section 4.1. These plants typically produce in
the range 1–10 MW power and provide DH to local, and in most cases, rela-
tively small communities. Such DCHP plants typically deliver heat to local
DH networks in where heat is distributed to individual consumers. This is
in most cases the main obligation of such a plant. Furthermore, the growing
number of DCHP plants will have more effect on the existing power system
in form of increased production, which in turn requires that these plants are
taken into account in the general planning
production.
At a DCHP plant, the price of electric
and regulation of electric power
power varies, depending on the
13
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time of day and the
operator. The heat
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current weekday, which poses a problem for the plant
demand must be fulfilled, but at the same time the
production should take place when the price for power is high. This dilemma
can be partly avoided by using a heat storage. The storage is used to store
excess heat when power production is profitable, and to supply heat to DH
consumers when the power price is low. Therefore the operator faces an
optimization problem, which is to determine when to operate the CHP plant,
taking into account the storage contents and the uncertain future heat-load.
1.2 Project description
In this work, the DCHP system is seen as an intermediate between the heat
load and the power system. Of these, the heat load is in the most typical
form characterized by a heat demand profile, given as the heat load, mea-
sured in MW, for each of the 8760 hours of the year. The power system is
similarly characterized by a power price profile, typically given at the price,
DKK/MWh, for each of the 8760 hours of the year. The DCHP system
consists of a production plant, possibly with associated heat storage, and a
district heating network, in which the heat is transported to the individual
consumers.
The purpose of planning the generation of DCHP is then to supply the
demanded heat load, while selling the co-produced electrical power to the
electrical system, at the given prices, in such way that the economy for one
year’s operation is as good as possible. This indicates a natural partition of
the analysis as follows:
l
l
l
Properties and behavior of the DH network. The network forms a link
between the heat consumers and the DCHP plant, in which complex
phenomena like time delays and heat losses take place.
The DCHP plant itself. This includes CHP production units and boil-
ers, as well as the very important heat storage. Also included here are
revenues in form of electricity and heat sales, as well as fuel costs and
losses.
The effect of a large number of DCHP plants on the existing power
system. Currently the DCHP plants are not centrally controlled, which
means that they form a base load which can vary rapidly between
operation hours. This poses a problem for the overall power system
operator, which has to regulate the total power production to meet the
demand.
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The purpose of this work is to analyze the three parts above in order to
gain knowledge of the special properties of DCHP plants. This involves the
behavior of the DH network, optimal planning of operation of a DCHP plant,
as well as the combined implications of DCHP production on the national
power grid.
1.3 Structure of the thesis
The thesis consists of a short synthesis report followed by six technical papers
in respective appendices. Also, part of the work has been published in the
technical report “Equivalent Models of District Heating Systems, for On-line
Minimization of Operational Costs of the Complete DH System”, see Palsson
et al. (1999), which is a result of another research project.
According to the threefold partition described above, Chapter 2 deals with
the DH network, as the linkage between the heat plant and the consumers.
Physical and dynamic properties of a DH network are described and analyzed
in Appendix A. A method for simplifying DH network models is presented
in Appendix B, and evolved further in Appendix C, which also incorporates
a larger case study in form of the Hvals@ DH network.
In Chapter 3 the focus is on the DCHP plant itself, and on how to optimize
the operation of such a plant. The main results are given in Appendix D,
where the stochastic heat storage problem is posed and solved, using a simple
model of a DCHP plant at the town of Hvals@ in Denmark. An optimization
is performed by using a stochastic discrete dynamic programming method,
where the found solution represents decisions of whether to produce or not
in a given hour of the day or week.
Chapter 4 considers the effects of increasing DCHP production on the
power network. A model of the cumulative DCHP power production is pre-
sented, with the aim of providing some prior knowledge of future production
to the power system operator.
Finally the main conclusions of the thesis are drawn, thus summarizing
analysis and findings. The bibliography at the end of the synthesis summa-
rizes publications which are referred to in the synthesis. Additionally, each
of the papers have their individual lists of references.
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Chapter 2
Dynamic models of district
heating networks
An important aspect of CHP production in Denmark is the use of heat for
district heating (DH). It is therefore vital to understand the behavior of both
DH consumers and networks in order to analyze the effect of DH on CHP
production. This forms a link between plants and consumers.
A typical DH distribution system consists of one or more production units,
a pipe network, as well as consumer houses or substations, see Figure 2.1. The
plant produces heat to a given demand which is then transported through
the pipes to the heat consumers. There, the heat is extracted from the
water, either directly in radiators or heat-exchangers, and the cooled water
is returned to the plant. See e.g. Yang (1994) and Aronsson (1996) for
a detailed description of the behavior of DH consumers. For a complete
description of the technical aspects of DH systems, refer to B@hm (1988) and
Frederiksen and Werner (1996) among others.
The main elements of the analysis are:
l
l
l
Speed of transport. This involves a delay between the consumers’ heat
load and the load which is experienced at the production plant. This
delay is furthermore different for each consumer which adds to the
complexity of the connection between a plant and the DH consumers.
Dynamics, such as flow and temperature propagation in the DH pipes
as well as heat accumulation in the pipes.
Heat losses from the pipes, which are always present because of the
temperature difference between the DH water and the surroundings.
Much work has been done regarding network models in recent years, which
17
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Plant
Figure 2.1: A typical structure of a DH network with heat-exchanger stations.
has mostly been applied to simulation and operational optimization. The
methods used can generally be put into two classes:
Physical models, where all the important components in a DH network
are modeled explicitly and the whole structure of the network is taken
into account.
Black box models, where the physical composition of the network is
disregarded and the modeling is in form of standard transfer function
models (parametric or non–parametric) or neural networks.
In the first class, detailed models have been developed by considering the
actual topology of the network as well as the physical layout and properties
of the DH pipes. This involves using mathematical methods for computing
the flow distribution, see e.g. Jeppson (1976) and Valdimarsson (1993), as
well as the temperature distribution in the network, see Benonysson (1991)
and Zhao (1995).
On the other hand, in the second class, the modeling is performed by using
general and often simple modeling methods for the DH network. This typi-
cally involves classical time-series analysis, see Palsson (1993), Sejling (1993),
and neural networks, see e.g. Zhao (1995), and often results in simple and
computationally efficient models. The main drawback of these methods is
that they do not contain much physical information about the network, since
the model parameters involved generally have little or no physical meaning.
This means that the parameters have to be determined by using measure-
ments of vital properties, in order to determine the model behavior.
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In the present work, mathematical models of DH pipes have been an-
alyzed in order to gain understanding of the numerical properties of the
methods. Refer to Appendix A and Palsson et al. (1999). A computer model
for simulating DH networks has furthermore been developed which involves
steady-state flow and temperature computations in a complete DH network
on a time varying basis, taking into account the heat losses in the network.
This model has been used further to analyze simplified network models, see
Appendix B and Appendix C, in order to determine their usefulness.
The computer model has been tested and verified by using measurements
from the DH company Vestegnens Kraftvarmeselskab (VEKS). They have
provided data for a part of their distribution area, which has been used for
getting a real problem perspective in testing the models, see P51sson et al.
(1999).
The four subsequent sections describe the most important aspects of DH
networks, such as water flow, temperature dynamics (including heat losses),
aggregated models, and finally some aspects regarding operational optimiza-
tion of DH networks.
2.1 Computation of steady-state flows in large
networks
In this first section the most basic thing regarding DH network simulation is
considered, namely the computation of the flow distribution in the network.
This problem has been studied in depth, both specifically for DH systems
and for electric circuit analysis, which is related to the DH flow problem.
The discussion here is therefore based on previous studies. For information
about flow computation specifically for DH network refer to Valdimarsson
(1993) and for a more general discussion refer to Jeppson (1976) and Nielsen
(1994).
TWTOproperties are of concern when considering flow; water velocity (or
mass flow) and pressure head. In general terms, the flow through a pipe is
driven by the difference in pressure head between the two pipe ends. Thus,
if the absolute pressure head is known in every pipe intersection, then the
flow can also be found. This connection is described in the Darcy-Weisbach
equation (see e.g. Valdimarsson (1993))
8Lm2
h = ‘D5p2T2g (2.1)
where h is the pressure head difference in meters, L is pipe length, D is pipe
diameter, m is mass-flow, p is density and g is specific gravity.
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The friction factor ~ given in (2.1) is generally dependent on the flow and
is different in laminar and turbulent flow situations. For laminar flow the
Hagen-Poiseuille equation is used which gives f = 64/Re, where Re is the
Reynolds number, and for the more frequent turbulent flow an approximation
to the Colebrook-White equation is used, namely
f=
1.325
((in & + 5.74 Re0.g 2))
2.1.1 Networks with a tree structure
In the case here, it is assumed that the flows at the
(2.2)
heat consumer stations
are determined explicitly. By demanding that mass is conserved in all pipes
and pipe junctions, an unique flow value can be determined in every pipe in
the system. Specifically, if the pipe system has no loops, then the flow can be
computed without concerning pressure at all. In the case of loops, iterative
procedures must be used to determine the flow, but only for the pipes in the
loops. This is very important since a typical DH network contains very few
or no loops, but many pipes and connection points (nodes).
A popular way of representing such a tree structure is to use a connectivity
matrix. The procedure for this is as follows:
1.
2.
3.
4,
Assign numbers for all the nodes and pipes, counting from 1 for both
classes. Each pipe will then have an unique number and be connected
to two nodes, each with an unique number too.
Define a connection matrix A, which only consists of elements that are
either O, 1 or –1. For each pipe with index z connected to nodes with
indices j and k, let Ai,j = 1 and Aa,k = –1.
Define a vector m, which represents the flows in the pipes such that mi
is the flow in pipe i from the first node defined to the second one.
Now, if Q1 is the discharge of flow from node j to an external sink, an
equation for conservation of mass can be written as
ATm . Q (2.3)
It should be emphasized that these steps only describe the flow computa-
tions in the case where there are no loops in the system. For such simple case
the flow can be determined simply by solving (2.3) for m, given Q. This can
be done very efficiently since the matrix A is very sparse and only contains
elements with O, 1 or – 1.
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2.1.2 The case of network loops
In the case of loops in the system, a non-linear equation must be solved in
order to find the flow in the loops. lNote that only the actual pipes in each
loop are concerned, which is in many cases only a fraction of the total number
of pipes in the DH network. This is done by defining a balance equation for
the pressure drop in a pipe from node i to node j, using the head loss due to
flow given in (2.1)
(’:2%)
m+hz–hj=O (2.4)
If balance equations for all the pipes are assembled, then (2.4) can be written
on a matrix form as
Cm+ Ah=O (2.5)
where C’ is a diagonal matrix containing a Darcy-Weisbach equation for each
pipe. Note also that the matrix A is the same connectivity matrix as used
in (2.3). It is now possible to combine (2.3) and (2.5) to form a complete
balance equation for the network, which then becomes
(2.6)
In order for this system to be solvable, at least one reference pressure
must be determined, which will result in some additional values in the right
hand side vector. Note also that C’ is in general a function of m, which means
that the system is non-linear and must be solved by iteration. For further
reference on this, see Nielsen (1994) and Valdimarsson (1993).
In the current section, aspects of flow computations have been presented.
This includes formulas for calculating flows in a tree-like network, which is
of main interest in the project, but it is also shown how to deal with loops
in the network. The next step is to consider the temperature changes in the
DH network, which is the topic of the following section.
2.2 Temperature dynamics
The primary interest in modeling DH networks in this study is to simulate
the rate of energy transport through the system. This transport is mainly
dependent on the water flow through the system, which was discussed in the
preceding section, but also on the temperature levels in the DH network.
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As mentioned before, the flow, which is driven by pressure differences
along the pipes, is responsible for most of the energy transport. In fact, if all
temperatures in the system were at one constant level, the flow would solely
determine all the transport. So the question is how does the temperatures
in the system change. There are mainly three things which impose changes
in temperature in a DH system:
. Changes in supply temperature which are controlled by a system op-
erator. These changes occur typically at production plants and can be
both large and quickly varying.
. Return temperature changes due to cooling at the consumers houses
or heat-exchanger stations. This should be relatively stable but quick
changes can occur, especially for large and specific consumers such as
public buildings.
l Heat losses in the DH pipes. Temperature drops due to cooling in
pipes are very stable and can be described quite accurately by static
models. However, the changes in supply and return temperatures affect
the transient heat losses and the heat accumulation in the DH pipes.
Heat losses are thus important, since they describe the main source of
energy losses in DH systems. Refer to B@hm (1999).
There is one important difference between flow and temperature dynam-
ics. Changes is the flow are quickly transferred to the whole network in form
of pressure waves, typically in matter of seconds. The temperature is on the
other hand connected to the mass of water, which leads to the fact that ef-
fects from temperature changes in the DH network are transferred relatively
slowly, in relation to changes in the flow. Thus, the response time from a
production plant to a consumer station, with respect to temperature changes,
can in some cases be up to several hours.
Two types of methods were considered in Benonysson (1991), which are
referred to as the element method and the node method. The element method
was found to be inferior to the node method, both with respect to accuracy
and computational cost. The main reasons for the poorer performance of the
element method were found to be problems regarding artificial diffusion of
temperature profiles along the pipes, which could result in abnormal smooth-
ing of sharp temperature profiles. On the other hand, the node method had
no severe difficulties regarding artificial diffusion.
In Zhao (1995), an analytical solution to the case of dynamic temperature
changes was introduced, assuming constant water velocity over time. A node
method (similar to the one in Benonysson (1991)), based on the analytical
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solution was presented in Zhao (1995) and found to be at least as good as
the one in Benonysson (1991). It is though unclear if this leads to a better
solution method when both accuracy and efficiency are taken into account.
The two methods for computing dynamic changes in water temperature,
the element-model and the node-model, are based on somewhat different
numerical and physical principles. This can be summarized as:
. The element method
– Computations are based on a temperature profile along a pipe.
– The method shows excessive artificial diffusion when the Courant
number, see Appendix A, approaches zero (small time-step or low
water velocity).
– Heat losses in radial direction are computed by assuming a single
uniform temperature in water and steel, and also uniform temper-
atures in insulation and surrounding ground (lumped approach).
– In order to compensate for artificial diffusion, the method requires
a number of floating point operations for each pipe, proportional
to the size of the time-step used.
. The b–node method
– Computations are based on a time history of temperatures and
flows in one single point.
– The method has some problems with artificial diffusion, especially
for Courant numbers close to 0.75, but this problem vanishes if
time-steps are smaller.
– Heat losses are computed by assuming different water and steel
temperatures. The heat capacity of the insulation and surround-
ing ground is not taken into account, thus no dynamic changes in
insulation temperatures are considered.
– When implemented correctly, the method requires a constant num-
ber of floating point operations for each pipe, independent of the
time-step.
The difference of the two methods can be observed in Appendix A, where
they were tested on a given temperature profile with three specific charac-
teristics.
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2.3 Simplified models of DH networks
In the preceding section, some of the parts of a DH network have been dis-
cussed, which are necessary to perform dynamic simulation of a DH system.
This simulation can be performed to various degrees of accuracy, but the time
needed for the computations may be excessive and it is therefore desirable
to reduce this time.
The first obvious approach in simplifying a DH network is to reduce the
number of pipe branches and consumers. In Hansson (1990) the problem
of such network reductions was addressed and a simple model consisting of
one pipe and one consumer was proposed. In Zhao and Hoist (1997) an
aggregated network model based on representative consumers was suggested
and tested.
In Appendix B, as well as in P51sson et al. (1999), a method is presented
in which an original model of a DH network is replaced by a simplified one,
with the purpose of reducing simulation time, but without loosing too much
accuracy in the simulation. In Appendix C, the method is further enhanced
and also tested on the Hvals@ DH network which involves over 1000 pipes.
The simplified model, referred to as an equivalent network, is generated by
gradually reducing the topological complexity of the original network. During
this reduction, the relevant model parameters of the network are transformed
in such a way that the dynamic behavior of the equivalent network will
resemble the original one.
Assume that a full description of a DH network exists, including data
on the topology and the pipes (diameters, lengths, and heat conductivity).
Moreover, assume that enough information exists for the consumers so that
it is possible to compute representative constant mass flows for all branches.
If, a representative constant common return temperature for all heat loads is
identified, then an equivalent network can be found by repeatedly using the
method described in appendices B and C.
The resulting equivalent network is then inspected to identify short branches,
i.e. branches with lengths less than a few meters. Such branches are then
removed by the method shown in Appendix C. This could be continued until
there are only few branches remaining. The last branches removed in this
procedure are not necessarily short, but the resulting network is still useful
for some simulations.
In order to validate the reduction method, simulation tests were per-
formed on real as well as on equivalent systems. Results show that a complex
network with about 1000 pipes has a potential to be reduced to 10 pipes, as
shown in Figure 2.2. For a description of the different models B, C and D,
refer to Appendix C.
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Figure 2.2: Standard deviation of error in energy flow at the plant, for various
equivalent models representing different number of pipe branches
This simplification reduces computational time by approximately 99%,
since this time is proportional to the number of nodes and branches. Fur-
thermore, in order to verify the quality of the equivalent model parameters
they were compared with parameters that are optimally estimated by using
least-squares minimization. Results from this study are given in Appendix B
For a complete description of the simplifying process, refer to P&lsson
et al. (1999).
2.4 Aspects of operational optimization
In the preceding sections, network aspects of a DH system have been dis-
cussed. This includes determination of flow and temperatures in a network
as well as methods for simplifying network models. There are though some
important things worth discussing, which include application and implemen-
tation of models as well as availability of necessary data.
Some of the most important aspects ir
system include the following items:
. Availability of necessary model data,
relation to operations of a DH
ncluding:
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– Network topology, such as spatial position of pipes as well as con-
sumers and production plants. This information is typically avail-
able for some part or all of the relevant DH system.
– Descriptions of various types of pipes, which includes cross sec-
tional description such as wall thickness of steel and insulation, as
well as thermal properties.
– Parameters involving the behavior of the consumer side in different
operational conditions. Also, individual consumers might behave
differently with respect to other consumers
. What decisions can be made for system operation. The main decision
element is the choice of supply temperature from production plants,
but it typically depends on
– Various prices, including fuel costs, production revenues (espe-
cially in CHP production) and pumping costs.
– Conservation of energy, which is very much connected to the item
above, but also includes heat losses from the DH network.
– Emissions from the production. This can be an important factor
if emission-taxes are high.
– Various system constraints, such as minimum and maximum sup-
ply temperature to the consumers, as well as maximum flow which
is related to the pumping capacity.
. Prediction of uncertain data, from one day up to one week ahead. Here
the main issue is the consumer’s heat load which is in general only
known from measurements of yearly load. Since it is desirable to have
an estimate of the future heat load, some forecasting methods have to
be used.
The items above determine a basis for operational optimization, which
forms a list of the most essential elements in performing such optimization.
When optimizing the operation of DH systems in general, the scope of interest
can be put into the following three classes.
l Operational optimization of production plants, such as boilers, CHP
plants or heat-pumps.
l Operational optimization of a DH network, typically with respect to
heat losses and pumping costs. I
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. Operational optimization for DH consumers, which can be either large
heat-exchanger stations or single buildings.
It is possible to derive a mathematical representation of the operational
costs by considering the relevant network components, such as electric con-
sumption of pumps, fuel consumption and sold energy to the consumers, see
e.g. Benonysson (1991). Given an operational strategy, the system behavior
is taken into account and costs can be computed for this given strategy. The
problem then consists of selecting the correct strategy which minimizes the
costs.
2.5 Conclusions
In this current chapter some of the most important parts of DH systems have
been discussed. This includes mathematical modeling, simplified networks
and operational aspects.
Two methods have been under focus for computation of temperature dy-
namics. Of these two, the node method has been shown before to be compu-
tationally more efficient than the element method. Furthermore, it has been
shown in Appendix A that the node method is unconditionally stable and
its accuracy can be further improved on than in its original form.
The models for the pipes have been tested by using real cases and real
measurements from a large transmission DH company, see P51sson et al.
(1999). This system, the Vestegnens Kraftvarmeselskab (VEKS), has pro-
vided data for a part of their distribution area, which has been used for
getting a real problem perspective and to test the models.
When finding an equivalent network, the complexity of the DH network
is reduced by gradually changing the tree structure into a chain structure
with no branches. Correspondingly the various parameters which define the
branches are transformed from the real network to equivalent parameters in
the corresponding equivalent network.
The equivalent network is reduced further by observing that many nodes
in this network are positioned close to each other, separated by short pipes.
Such nearby nodes are collapsed to simplify the equivalent network. This
procedure can be continued until there are only very few pipes remaining.
The last pipes removed in the procedure are not necessarily short, but the
resulting network could still be useful for some simulations.
Testing of such equivalent DH networks has been performed simulating
two case studies, using the original network as well as the equivalent network.
It has been shown that a relatively large network, consisting of more than
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1000 pipes, can be simplified into an equivalent one consisting of only 10
pipes, without significant loss of accuracy.
Chapter 3
Operation of decentralized
combined heat and power plants
This chapter concerns the central aspect of the thesis, namely the planning of
production at a DCHP plant, in an optimal way. The most common type of
DCHP production units in Denmark is considered, which is based on piston
engines, burning natural gas. For a general description of technical and
economical aspects of CHP production, refer to Horlock (1987) and Horlock
(1992).
In general terms, a typical decentralized CHP plant is fitted with a heat
storage in the form of a hot water tank. Furthermore, many of the production
units are based on piston engines as mentioned above. In several of those
cases, existing heat-only (boiler) plants have been converted to such CHP
plants, but with the duty of delivering heat to DH consumers unaltered.
Thus, the main concerns when operating CHP plants is do deliver enough
heat, and sell power to the highest price possible.
The fact that the price of electric power varies, depending on the time of
day and the current weekday, poses a problem for the plant operator. He must
fulfill the heat demand, but at the same time try to produce when the price
for power is high. Furthermore, the operator has to take into account that
the future heat demand has a stochastic element involved and is therefore
not explicitly known.
This dilemma can be partly avoided by using the heat storage to store
excess heat when power production is profitable, and to supply heat to the
DH customers when the power price is low. Therefore the operator faces an
optimization problem, which is to determine when to operate the CHP plant,
taking into account the storage contents and the uncertain future heat-load.
This is often referred to as the stochastic heat storage problem.
.Aspects of the heat storage problem have been studied and solved
29
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Figure 3.1: A plant with a thermal storage and one CHP unit
different ways. Most of the work has been done by using deterministic opti-
mization procedures, such as general nonlinear programming, mixed-integer
linear programming and dynamic programming, refer to e.g. P&lsson and
Ravn (1994), Eriksson (1994), J@gensen and Ravn (1994), Ravn and Ry-
gaard (1994). When considering stochastic optimization, the problem has
been solved by using the so-called progressive hedging algorithm as well as
dynamic programming.
In Appendix D, a method is derived with the purpose of solving the
stochastic heat storage problem. The method is based on stochastic dy-
namic programming, and involves finding a decision for each hour of the day,
whether to produce or not.
3.1 Description of Hvals@ CHP plant
A DCHP plant in the town of Hvals@ has been used as a reference case
in the current study. The purpose has been to obtain a basis for various
measurements, e.g. heat load and DH temperatures, as well as a detailed
description of a DH network.
The plant is located in the center of Zealand in Denmark, and is connected
to a DH network serving over 600 heat consumers. These consumers are
mainly single family houses, but some larger consumers are also connected
to the network.
Figure 3.1 shows a schematic diagram of the plant, which is fitted with
heat storage. The production units at the plant consist of an engine, produc-
ing 3.5 MW heat and 2.9 MW electrical power. The engine is accompanied
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Figure 3.2: Load duration curve foryearly heat load atthe Hvals@DH plant
in 1998.
by two heat-only boilers which produce 4 MW and 6 MW heat, respectively.
The annual load is distributed as shown in Figure 3.2. It is seen that
the load is higher than the maximum output from the engine (3.5 WM) for
about one fourth of the time, but the use of heat
for using the boilers in such extreme conditions.
3.2 ModeIing a decentralized
In this section a simple mathematical model of
storage minimizes the need
CHP pIant
a CHP plant is presented,
which can consist of pure CHP units with fixed heat/power ratios, heat-only
boilers, as well as a single heat storage unit. No attempt is made to model
plant thermodynamics in detail, since the main focus on storage operation
with respect to sold electric power. Refer to Horlock (1987) for a detailed
theoretical discussion of both thermodynamics and economics CHP plants in
general.
3.2.1 General remarks about production units
Large CHP units are often divided into two classes: (i) Extraction units and
(ii) Back-pressure units. The extraction units possess the ability to adjust the
ratio between heat and power production, whereas the back-pressure units
must produce at a fixed ratio. Frequently, units in these classes are large and
centralized with the obligation to fulfill the demand of power as well as heat.
When considering rather small decentralized CHP plants, some aspects
of the production characteristics change. The small size implies that power
production on a large-scale network can be considered sti~, which means
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that an individual plant has no real effect on the power-network load and
does not take part in regulating the total power production (However, the
combined effect of many DCHP may be important, see Chapter 4). Another
characteristic is that the main priority for the plant operator is to fulfill the
heat demand, which literally makes power a secondary product in terms of
production commitment.
The main advantages of using piston engines in CHP production are the
high operational efficiency along with relatively low start-up costs. The en-
gine is connected mechanically to a power generator, but the heat is extracted
from the cooling water, lubrication oil and most importantly, the exhaust gas.
The direct connection to a generator requires that the engine have a constant
rotation speed in order to conform to the power-network frequency. Thus if
startup costs are omitted, which are the result of warming the engine up to
operational temperature, the most important decision is if to produce or not.
As mentioned before, decentralized CHP plants are often equipped with
one or more heat-only boilers. The main function of these is to provide heat
in case of a high heat-load for a long period of time, as well as in breakdown
situations. If these units are kept warm, startup costs are generally low and
are therefore disregarded in this study. Thus, the operation of a boiler is
determined in the same manner as in the engine case, only with different
cost structure.
3.2.2 The heat storage
A typical heat storage unit is in the form of a tank, filled with DH water,
as shown in Figure 3.1. The supply/return water is loaded/unloaded respec-
tively through the top and bottom of the storage, which in turns generates
a thermal layer between the supply and return water. Active usage of the
storage will keep the thermal layer thin, which is important since blending
of the supply and return water reduce the usability of the water in terms of
exchange of heat.
The effect of the thermal layer thickness is not considered in this study,
which leads to the assumption of a sharp boundary between supply and return
water. The heat losses from the storage can be estimated by calculating the
heat flow through the wall, top and bottom, but in most cases the losses are
very small and could be disregarded.
3.2.3 A plant operation model
In the current work, a simple plant consisting of production units and one
storage tank is considered, as shown in Figure 3.1. When operated, the units
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produce at full capacity with constant efficiency, thus the lower efficiency at
partial load and start-up are disregarded.
The cost of operating the engine is mainly related to the gas usage, as
well as the produced power and heat, which gives a negative cost. Running a
boiler on the other hand results in positive cost, representing the gas usage,
as well as negative cost because of the produced heat.
The dynamic changes in the heat storage during a given time interval are
dependent on the production, the heat-load, as well as the heat losses from
the storage. It is convenient to denote the storage contents as the relative
stored energy with respect to the interval between empty and full storage.
This denotes in particular the relative height of the thermal layer in the
storage, as shown in Figure 3.1.
To summarize the description above, the following problem is stated.
Minimize, by choice of production at each hour over the coming week, the
expected cost (operating cost minus income from sold power), subject to
operating constraints on the plant and storage, and given that heat demand
in each time step is satisfied. In the next section the stochastic heat demand
from DH customers is considered.
3.3 Modeling the stochastic heat load
A fundamental element in a complete dynamic model of a decentralized CHP
plant is the heat-load in the DH-network connected to the plant. There are
three main things affecting time dependent changes, or dynamics, of the
heat-load:
l
l
l
House heating, which depends on e.g. the outdoor temperature, solar
radiation and wind speed.
Hot tap water usage, which is dependent on the behavior of the local
inhabitants connected to the DH-network.
Time delays in the DH network, as well as heat losses from the pipes.
Figure 3.3 shows the heat load and measured outdoor temperature in
Hvals@ during winter, spanning over a period of 15 days. It can be observed
that the load is correlated with the temperature, which can be utilized in
modeling and predicting heat load.
Stochastic modeling of heat-loads in DH systems has been studied ex-
tensively, see e.g. Sejling (1993). Most of the work has been focused on
determining the heat-load with the aid of known outdoor temperature (or
predictions of temperature). This has for example resulted in black box
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Figure3.3: Heat-load and outdoor temperatures at Hvals@. A selected period
from the winter of 1998.
models of the type: Autoregressive Moving Average with extraneous input
(ARMAX) (see e.g. Madsen (1995 )and B@hmet al. (1994) for reference),
with time dependent model parameters.
In Madsen et al. (1990), a time series model was recommended for use
with heat load prediction. This model has been modified here, to only include
the outdoor temperature as an input variable. Figure 3.4 shows a comparison
between measurements and respectively, 1 and 18 hours predictions.
Finally, Figure 3.5 shows how the standard deviation of the prediction
errors changes with increasing prediction horizon. The errors are computed
on one hand by considering the data used for estimation, and on the other
hand by using a different data set (cross validation). As expected, use of the
different data set results in larger deviation, since it has not been used for
determining model parameters
The future heat-load must
sonable accuracy, in order to
as in the first set.
be considered and predicted with some rea-
choose an optimal operation strategy for a
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DCHP plant. These predictions must extend over a suitable time-horizon, so
that the operation can be planned with an optimal utilization of the plants’
storage.
In Appendix D, the heat-load was modeled without taking the outdoor
temperature into account. The following model was found sufficient to de-
scribe the heat-load Q as a stochastic process
Q(t) = alQ(t - 1)+ blQ(t - 24)+ r3,Q(t - 25)
+ ~0 + ~1COS(%) + ~~sin(~) + ~3cos(~) + j4sin(~) + e(t) (3.1)
where e is the error between actual and predicted output and a, b and ~ are
parameters to be estimated.
Given measured data for Q, it is possible to estimate the parameters
once and use them for prediction. Another approach, which is described
in B@hm et al. (1994), is to use recursive estimation of parameters. This
approach ensures that if the dynamic properties of the heat-load change, the
parameters will follow. In this study, only the former approach has been
used.
3.4 Optimal control and dynamic programming
In this section, an optimization method is described which can be used to
solve the problem posed in Section 3.2, taking the stochastic heat-load from
section 3.3 into account. This is covered more thoroughly in Appendix D
(PAlsson (1999)).
3.4.1 Dynamic programming
The so-called dynamic programming method is used here, which is described
e.g. in Bellman (1964). A general definition of this method, when applied to
the present problem, can be written as
max {Srt($tlut) +TN(@} (3.2)u t=o
subject to,
Xt+l = (’iJxt,UJ (3.3)
o<z~<l (3.4)
u~ e {0,1} (3.5)
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Here, u = [UO,UI, . . . . UN–l], and the function dt (~t, Ut) corresponds to the
definition of model dynamics. Furthermore, x~ denotes the relative contents
of the storage at the beginning of time t, N is the total number of periods,
rN is a given cost function which evaluates the final content of the storage,
and rt is the cost of production over period t.
The problem above can be rewritten such that instead of solving the
whole optimization problem, small problem is solved at each time-step, which
conforms to the Bellman optimality principle. The steps of this separation
method are given as follows:
2. Then fort =N–l, N–2,.. ., Olet
Ft(xt)= m;x{r,(x,, Ut) + F,+l(d~($t, u,))} (3.6)
$4(w)= q(u) (3.7)
where the cost-to-go function F“+l (dt (x~, ut) ) must be defined in each
step and u; is the optimum obtained from (3.6). The definition of the
cost-to-go function is arbitrary, but is piecewise linear in the present
case.
3. At this step, Z. is typically supplied as present storage contents and
then finally for t = 0,1, . . .,N– 1 let
u; = $&(x;) (3.8)
X;+l = (it(x;, u;) (3.9)
Now U; contains the optimum strategy at time t, which forms a total of
N – 1 decision variables. The real strength of the dynamic programming
method is that this solution can be obtained with computational complexity,
proportional to the number of time-steps, N.
Another strength of the method is that if Xt changes at t,then information
about u* still exists since it is given in the strategy function @t(zt). This is
important in the present work, because the heat-load is stochastic and thus
x* is not known in advance.
Results from an optimization for a winter period and a summer period
are shown in Appendix D. It is concluded that the stochastic dynamic pro-
gramming method as implemented here, finds an optimum strategy for both
cases, and is furthermore computationally efficient and robust.
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given heat load.
3.5 Sensitivity analyses of plant parameters
Results from the operational planning in Appendix D indicate that the plant
can be operated optimally in the specific periods. But this only includes one
specific plant, where the ratio between the storage size and the capacity of
the CHP unit is fixed.
Figure 3.6 shows the result of operational planning when the storage size
and the CHP production capacity is gradually changed. It should be noted
that only one of the parameters has been changed at a time. It should also
be noted that only generation costs are considered.
For changes in storage size, it is seen from the figure that a Iarger stor-
age at Hvals@ would give no gains. The storage is apparently designed to
precisely meet the needs of the current plant. As the storage becomes rel-
atively smaller, its importance becomes visible. The revenues are reduced,
since there is not enough storage capacity to fulfill the heat demand between
high tarifl periods.
In the case of changes in CHP unit capacity, it is seen that a larger unit
would give higher revenues. There is though a saturation point where the
unit is twice as large as in Hvals@. The reason for the increase in revenues
is that the larger unit has the opportunity to produce almost solely in the
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higher tariff periods if the storage is large enough to provide the necessary
heat in between those periods.
3.6 Conclusions
Due to high thermal efficiency when compared to traditional power-only
plants, CHP plants have become more popular in recent years. In Denmark,
a trend has been towards building relatively small CHP units in decentral-
ized urban areas, in which heat is produced for use in DH and power is sold
to a global power network. Varying prices of power pose a problem for the
operation of the DCHP plants, which can be compensated for by installing
heat storage, which is used as a buffer between heat production and heat
demand.
In the current work an optimization method is proposed, especially de-
signed to find an optimal boolean structured start-stop strategy for a simple
DCHP plant, consisting of piston engines and boilers. For the optimization,
stochastic dynamic programming is used, focusing on the storage and the
stochastic nature of the heat-load. The resulting method solves an integer
optimization problem with a computational complexity linearly connected to
the number of boolean variables in the problem.
Results from case studies show that the method is computationally very
efficient, solving a problem with 168 (every hour in one week) boolean vari-
ables in a few seconds on an ordinary PC computer. The results are also
found to be optimal for a stochastic optimization, but with a slight sub-
optimality in a deterministic reference case, see Appendix D.
Finally, results from simple sensitivity analyses indicate the importance
of a correct storage size, as well as how the revenues change with varying
production capacity.
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Chapter 4
The power system implication of
decentralized combined heat and
power plants
The number of decentralized combined heat and power (DCHP) plants in
Denmark has increased considerably in recent years. These plants are oper-
ated individually and can furthermore sell electricity to the power network at
will. This increasing number, and thus the increasing participation of DCHP
production in the total power production, has put some strain on the power
plants which are used to balance production with demand. It is therefore
of interest for the power system operator, who is responsible for the power
balance, to obtain a reasonably accurate model of the total power production
in the DCHP plants.
Typically, a DCHP plant produces and delivers heat to a local district-
heating system on demand. But the power is sold to a central power network,
for a price which is dependent on time of day. These price changes are referred
to as power tariffs. In order to ensure good economy, a DCHP operator has
to produce power when the price for power is high.
Because of the independent nature of the many DCHP plants, it is quite
difficult to predict or model the total power production from these plants.
Nevertheless, it can be assumed that if the power tariffs are the same for all
the plants, then they should operate in a similar way during the day.
4.1 Decentralized production in Denmark
The recent growth in the DCHP production in Denmark is illustrated in
Figure 4.1, which also shows that this growth has taken place within ten
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Figure 4.1: Percentage of DCHP power production in Denmark, with asso-
ciated heat production to DH systems.
years or so. See Energistyrelsen (1998) for the source of data.
The figure shows a slow startup in 1985 followed by a rapid growth in
the years 1991 to 1997. Furthermore, the growth begins to saturate after
1997, probably because the most feasible DH areas have been equipped with
DCHP plants. The figure also shows the percentage of DH heating associated
with DCHP, compared to the total DH production.
The typical case in Denmark for DCHP production is when the plants
deliver heat to a local DH system in relatively small communities. Many such
DH networks exist and have traditionally been operated by heat-only boil-
ers. Furthermore, they are often isolated from larger transmission networks,
which makes them ideal for conversion from boilers into DCHP.
One of the important driving forces behind the growth of DCHP plants
is the economic feasibility of the production. Because of the environmental
benefits of DCHP production, the Danish government decided to pay DCHP
plants 0.1 DKK for each produced kWh, which corresponds to about 60% of
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Figure 4.2: The power tariff at Hvals@
the lowest power tariff. This has since been reduced to 0.07 DKK per kWh
for larger plants.
The DCHP plants are of various types and use different fuel. These in-
clude piston engines burning natural gas, which is the most common equip-
ment in the smaller plants, as well as gas turbines and combined cycle plants,
also burning natural gas. The choice of fuel is typically natural gas from the
North Sea, but can also be in the form of bio-gas, straw, wood chips and oil.
In the current situation, the power tariff is fixed in Eastern Denmark.
Figure 4.2 shows the tariff for sold electricity in DKK, during the 24 hours
of the day. Note that the figure includes the extra revenue of 0.1 DKK per
kWh, which was mentioned above.
4.2 Models of the time varying power produc-
tion
In this section, an attempt is made to model the sum of power production
from the DCHP plants in Eastern Denmark (Zealand).
An existing model of the total power consumption in Zealand, refer to
Nielsen et al. (1998), is used as a basis in the modeling work. When this
existing model was applied on the specific problem for DCHP, it turned out
that it was very difficult to obtain a convergent solution for the model param-
eters. The reason for this is probably the special behavior of the independent
DCHP plants, which have a total freedom of choosing to produce or not.
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Here follows a description of the original model which was used in Nielsen
et al. (1998) for modeling the total power production in Zealand.
The model is assumed to be used for specifying the power production Pt
on an hourly basis t. The definition of Pt is then given as
Pt = P+L +Dt +jl(Tt) +f2(W) +.f3(&) +et (4.1)
where Yt denotes a yearly variation, Dt denotes diurnal variations, p is a
constant and et is a stochastic error term. Furthermore, jl, f2 and f3 describe
the dependence to the outdoor temperature Tt, wind speed Wt and solar
radiation Rt, respectively.
The yearly variation Yt is modeled as a cubic spline, and thus ~ can be
discarded since it can be included in the spline. There is a total of 29 spline
points specified over one year, with a larger concentration of points around
Christmas and the summer holidays.
The diurnal variation D~ is described in the original model with trigono-
metric functions, or Fourier series. Different types of days are also taken
into account and classified as: (a) working days, (b) Saturdays and other
half-holidays and (c) Sundays and other holidays. The model description for
Dt is given in Nielsen et al. (1998) as
(4.2)
where lZ(t) is an indicator for the different types of days (10(t) = 1 then a
working day is considered, etc.), ~i (t) is a constant term dependent on the
type of day and hd (t) is the time of day in hours. In order to ensure an
unique solution, pi(t) must be restricted such that
Pi(t) + #2(~)+ p3(t) = o (4.3)
The constants, pi, and the Fourier coefficients, Cz,j(t) and SZ,j(t),are specified
for each combination of z = 1,2,3 and j = 1,2,3,4,5 as
where a(t) is one of Hi(t), ci,j or si,j ~ hy (t) is the time of year in hours and
Nd is the number of days in the year.
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Finally, the functions fl (Tt), j2 (Wt) and j3 (R~) in (4.1) are defined as
fI(TJ = aTz
1 + exp(ql (Z – aT.)) (4.5)
f2(wit) = cw~t (4.6)
~3(Rt) = aG~exp(–aGIRt) (4.7)
where a are unknown parameters. Note that jl (Tt) and j3 (R~) are the only
non-linear contributions to the model in (4.1).
Now the problem can be stated as follows: Given a time period t =
o,.. ., nt as well as data values for Pt, Tt, Wt and Rt, find the parameters
y in (4.4), a in (4.5–4.7) and the cubic spline for, Yt, such that the sum of
squares for et is minimal.
4.2.2 Parameter estimation
The model described in the preceding subsection was fitted with DCHP pro-
duction data, which was provided by Elkraft. A general nonlinear data fitting
algorithm was used to find the parameters.
Figure 4.3 shows the accumulated DCHP production for three years. The
values shown in the figure are normalized, so that the average production is
the same for all the years. The real average production is 20.2 MW, 30.4 MW
and 39.1 MW respectively for the years 1995, 1996 and 1997. It is apparent
that 1995 is somewhat different in structure than the other two. Therefore
the modeling here is based on 1996, in order to be able to cross validate the
model with 1997 data, as shown in the next section.
Results for the model estimation include a climatic part, shown in Fig-
ure 4.4, and both diurnal and yearly variation as shown in Figure 4.5. It is
seen that the effect of outdoor temperature is quite high; about 8070 of the
load in cold weather is described by the temperature. Furthermore, the diur-
nal variations are at maximum during the summer, which can be explained
by the fact that in spite of reduced heat load, the plants still produce at full
capacity in the peak tariff periods.
The model describes DCHP production to a slight lesser degree than
when it is used to describe the total power production in Eastern Denmark
The average absolute error for the model is 9.85% with a goodness of fit
(R2) equal to 0.946, compared to 5% and R2 = 0.98 for the original model,
reported in Nielsen et al. (1998).
In the next subsection, the current model is applied to predict the DCHP
production in 1997.
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4.2.3 Prediction of production
Here prediction of the accumulated power production from DCHP plants is
performed, by using a model based on one year old production data from
1996. It is assumed that the climate variations are known, and thus climate
data from 1997 is used to predict the production in 1997.
Figure 4.6 shows a comparison between real production data from 1997
and a model result, in a time window where the fit is good. The figure also
shows the model errors for the whole year, which indicate that the first month
or so has serious errors in form of a persistent negative value, which becomes
lesser when approaching the autumn of 1997.
The goodness of fit for this cross validation is 0.848, which is considerably
worse than in the model validation in the preceding section. The mean
absolute error is found to be 17.8?Z0,also quite higher than before. The main
reason is that the changes in the production structure between years are quite
\,isible, as seen in Figure 4.3, so it is diffucultto model one year which is
based on another one.
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Figure 4.6: Selected model results and the errors during the whole 1997
4.3 Probabilistic production simulation
In this section a method to perform probabilistic production simulation of
CHP systems is discussed. The method is based on similar power-only studies
but was extended to include heat areas, as described in S@ndergren and Ravn
(1996). In the current work, the method is fully described in Appendix E
and Appendix F, see also Larsen et al. (1997).
An important element in the planning of future heat and power produc-
tion systems is the dimensioning of the system, that is finding the appropriate
types and capacities of production plants. This involves the assessment of
possible plant failures, referred to as forced outages, which could result in
lack of available production capacity. Then the planning problem consists of
obtaining a balance between reliability of supply and a seldom used reserve
capacity.
Traditionally, the dimensioning problem for power-only systems has been
analyzed by using probabilistic production simulation. In this method the
power demand is represented by a probability distribution, and each power
plant is represented by its capacity and forced outage rate, i.e. the probability
of not being able to produce. This information is combined in the simulation,
which gives results regarding the expected production of each power plant
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and the expected power demand that cannot be met because of failures in
the production system.
However, due to the large extent of combined heat and power produc-
tion (CHP) in Denmark, also the heat demand has to be considered when
planning the Danish power system. Therefore, work has been done to ex-
tend the classical method by incorporating the heat, see Larsen et al. (1997).
The combined demand is represented by a two-dimensional probability dis-
tribution, where the two dimensions are power demand and heat demand,
respectively. The CHP plants are represented by their power and heat ca-
pacities and forced outage rates.
For power-only systems there is a probability of unsatisfied power de-
mand, due to forced outages. Similarly for CHP systems, there is a probabil-
ity of unsatisfied heat demand. In addendum, an overflow power production
may occur, assuming that the heat production has priority over the power
production. This is due to the problem of simultaneously satisfying both heat
and power demands from the same plants. To study the problem, simulation
models have been developed in appendices E and F, which can represent
condensing and back-pressure plants, heat-only boilers and also extraction
plants, which are special in that there is no fixed relationship between heat
and power production.
In the models both discrete and continuous representations of the two-
dimensional probability distribution for the demand have been introduced,
using Fourier series for the continuous distribution.
An example of a probability distribution for heat and power demand for a
period of one year is shown in Figure 4.7. By introducing one production unit
at a time, taking into account production capacity and probability of failure,
the unsatisfied demand is gradually reduced. In this way the final probability
distribution for the residual unsatisfied demand is found. This distribution is
used to estimate the expected unserved heat and power demands and overflow
power production.
Furthermore, by performing simulations for various scenarios with differ-
ent production pIants, it is possible to obtain a reasonable balance between
security of supply and total installed capacity.
4.4 Central control of DCHP plants
An important aspect of decentralized CHP production is the total effect of
such power plants on a national power system. First, it should be mentioned
that the produced heat is generally used in isolated heat areas, which means
that control decisions with respect to heat are independent in each area. This
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Figure 4.7: Probability density function after simulation with one heat area
and one power area
is not the case for the power production, since every plant delivers power to
the Eastern Denmark power grid.
The decentralized plants are currently not centrally controlled (as their
name indicates) by other means than the varying price for power. While
large centralized plants are responsible for regulating the total production
to the power demand, the decentralized plants can produce at will. Thus,
when the power price rises suddenly (as seen for the sixth hour in Figure 4.2
then many (if not all) the decentralized plants will begin to produce, which
results in a high demand for regulating the total power production down to
the demand level. One way of solving this is to impose some central control
on the small plants, more specifically in form of changing the power price on
short notice or handing different price structures to different plants.
Possible ways of controlling the total DCHP production can include the
following ones:
l Individual plants operate with different tariff structures. This would
typically be in form of different hours for changes from e.g. low tariff
to high tariff. The result would be a smoothened rise in production
when looking at the system as a whole.
. Changes in the tariff structure on a short notice for all the plants. This
is more difficult to implement than the option above, but would give the
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central authorities more flexible control over DCHP production, since
plant operators would adjust the production schedule with regard to
the power price.
l Direct control. The plants are contacted and ordered (asked) to start
or stop production. Plants would get compensation for obeying to such
orders, if it includes costs. This communication could be done via the
telephone, the Internet, or the power grid.
Another way of dealing with large changes in decentralized production is
to estimate these changes in the near future and plan centralized production
accordingly. This has been done in Section 4.2 to a reasonably accuracy,
taking into account climate predictions (mainly outdoor temperature) as well
as various types of days (work days, holidays).
4.5 Conclusions
In this chapter, some aspects of the effect of DCHP production on the Eastern
Denmark power grid have been discussed. This includes a short description
of the DCHP situation in Denmark, followed by a model for the cumulative
production from many DCHP plant in the Eastern part of Denmark.
Results show that an existing model for the total power production in
Eastern Denmark can be applied to DCHP systems, but a lesser degree of fit
goodness as well as increase in errors is observed. Furthermore, the model is
especially erroneous when used for predictions, that is when data from the
year 1996 is used to generate model parameters, and then the parameters are
used for modelling DCHP production in the year 1997.
With large and even increasing shares of co-production of heat and power,
it is important to be able to analyze system behavior when planning the
expansion of CHP systems. This implies among other things evaluation of
imbalances between demand and supply of heat and power. In the papers
in Appendices E and F, the traditional method of power-only analyses has
been extended to CHP systems with multiple heat areas, containing the main
CHP-type production units of back-pressure and condensing types. Based on
this, it has been shown how probabilistic production values may actually be
calculated, and a simple synthetic case has illustrated the various concepts.
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Chapter 5
Final conclusions
Here the main topics and results of the thesis are summarized and final
conclusions are drawn.
In Chapter 2 some of the important parts of DH networks have been
considered. This includes flow computations, dynamic temperature compu-
tations as well as methods for simplifying DH network models.
Two methods have been under focus for computation of temperature dy-
namics in Appendix A. The node model has been shown before to be com-
putationally more efficient than the element model. Further analyses in this
work of the node model result in a proof of its stability, as well as in an es-
timate of its accuracy. Also, alternative methods for increasing the accuracy
of both the node model and the element model are proposed.
The models for the pipes are tested by using real cases and real mea-
surements from a large transmission DH company, see Palsson et al. (1999).
This system, the Vestegnens Kraftvarmeselskab (VEKS), has provided data
for a part of their distribution area, which is used for getting a real problem
perspective and to test the models.
It is shown that a tree-structured DH network consisting of about one
thousand pipes can be reduced to a simple chain structure of ten equivalent
pipes (or 1% of the original number of pipes) without loosing much accuracy
when temperature dynamics are calculated.
The equivalent DH network has been tested by simulating two case stud-
ies, using the original network as well as the equivalent network. It is shown
that the results calculated for the equivalent network are very close to the
results from simulations of the original network.
Due to high efficiency of CHP plants when compared to power-only plants,
they have become more widespread in recent years. In Denmark, a trend has
been towards building relatively small CHP units in decentralized areas or
communities, in which heat is produced for use in DH and power is sold to
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a global power-network. Time dependent prices of power pose a problem for
the operation of the CHP plants, which can be compensated for by installing
a heat storage, which is used as a buffer between heat production and heat
demand.
Thus, in Chapter 3, an optimization method is proposed, especially de-
signed to find an optimal boolean structured start-stop strategy for a simple
CHP plant, consisting of piston engines and boilers. For the optimization,
the stochastic dynamic programming method is used, focusing on the stor-
age and the stochastic nature of the heat-load. The resulting method solves
an integer optimization problem with a computational complexity which is
linearly connected to the number of boolean variables in the problem, which
indicates that the method is very efficient.
Finally, Chapter 4 considers the effects of increasing DCHP production
on the total power system. The capacity of DCHP plants has grown rapidly
in recent years, and since these plants are generally free to produce power at
will, problems can arise in terms of increased regulation needs.
An existing model for the total power production in Eastern Denmark
has been applied to the accumulated DCHP production. The model can be
adjusted to a given dataset with good results, but when applied in long term
prediction (typically a year long horizon), the results are considerably worse.
The reason seems to be the rapidly changing capacity and form of DCHP
production between years.
With large and even increasing shares of co–production of heat and power,
it is of importance to be able to analyze system behavior when planning
the expansion of CHP systems. This has been done by using probability
production simulations, in which results show that a method based on power-
only systems can be extended to include both a power supply area as well as
multiple heat supply areas.
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Abstract
to recent publications, two methods have mainly beenAccording
used for physical modelling and simulation of temperature dynamics
in district heating (DH) networks. They are referred to as the element
method and the node method. The element method seems to be more
frequently applied in practice, but the node method has been found to
be faster and more accurate in some cases.
The purpose of this study is to analyze and compare the element
method and the node method, with special attention on numerical
properties. Comparisons involve theoretical aspects of accuracy and
stability, but furthermore the methods are compared to two higher
order numerical schemes.
Results from the theoretical analysis show that the node method
is unconditionally stable, but has problems with artificial diffusion at
Courant number around 3/4. This diffusion is though reduced propor-
tionally to the inverse square of the Courant number. Results from
test simulations indicated that the higher order schemes were more
accurate, in where a node method based on cubic interpolation gave
the best results.
The node method has been proven to be unconditionally stable, in
numerical sense, and very accurate at low Courant numbers. Further-
more it is concluded that schemes based on cubic interpolation should
be used as a mathematical basis to physical models of DH networks.
Keywords: District heating, convective transport, net simulations,
numerical schemes, finite difference methods.
59
1 Introduction
60 1 INTRODUCTION
District heating (DH) provides an efficient method for house heating and has
become increasingly popular during recent years. The efficiency is obtained
by producing heat in large scale at central power plants, in contrast to the
case where each heat consumer produces heat locally. In general, this results
in better utilization of fuel, but also makes co-generation of heat and electric-
ity very favorable, which in turns increases total fuel efficiency considerable.
The heat generated at production plants is supplied to DH customers’
house stations or larger substations, using hot water as a transport media.
The water is transported in DH networks, which consists in most cases of
both supply and return pipes. The pipes are well insulated, but nevertheless
some of the heat is transferred to the surroundings, as well as from supply
to return pipes. At the end of the network lines, that is at the customer’s
stations, the water is cooled and the internal thermal energy is released.
Finally, the cooled water mass is transported back through the return pipes
to the production plants.
The rate of energy transport in the network is determined by the water
flow, as well as the temperature difference between supply and return pipes.
The flow is driven by pressure differences along the pipes and any dynamic
changes in the flow are quickly transferred to the whole network in form
of pressure waves, typically in matter of seconds. The temperature is on
the other hand combined to the mass of water, which leads to the fact that
effects from temperature changes in the DH network are transferred relatively
slowly in relation to changes in the flow. Thus, the response time from a
production plant to a customer station, with respect to temperature changes,
can in some cases be up to several hours. The large difference in response
time between temperature and flow gives a good argument for assuming
that temperature– and flow– dynamics are independent with respect to time.
Based on this argument, the flow in the network is assumed to be static,
relative to the dynamic temperature changes. This situation allows the flow
to be determined explicitly at every point of time, and is referred to as a
quasi–dynamic situation.
Several approaches have been used for mathematical modelling of tem-
perature dynamics in DH networks. The two main types of approach involve:
1. Black box models, where the physical composition of the network is
disregarded and the modelling is in form of standard transfer function
models (parametric or non–parametric) or neural networks.
2. Physical models, where all the important components in a DH network
are modelled explicitly and the whole structure of the network is taken
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into account.
Parametric black boxmodels werestudied andtested in[l], [2]and [3]. A
model, suggested for DH simulations, was of the type: Auto–Regressive Mov-
ing Average with extraneous input (ARMAX). The estimation and tracking
of time delays in the network played an important role in these models and
were reported to be the main source of problems, especially if temperatures
were changed abruptly. A neural network model was studied in [3] and re-
ported to be of similar quality as standard parametric models.
Based on the physical approach (item 2 above), Benonysson [4] and Zhao
[3] studied and compared methods for quasi-dynamic modelling of DH net-
works. Two types of methods were considered in [4], which are referred
to as the element method and the node method. The element method was
found to be inferior to the node method, both with respect to accuracy and
computational cost. The main reasons for the poor performance of the el-
ement method were found to be problems regarding artificial diffusion of
temperature profiles along the pipe, which in turns could result in abnor-
mal smoothing of sharp temperature profiles. On the other hand, the node
method had no severe difficulties regarding artificial diffusion. Zhao [3] intro-
duced an analytical solution to the quasi-dynamic model, assuming constant
water velocity over time. A node method (similar to the one in [4]), based
on the analytical solution was presented in [3] and found to be at least as
good as the one in [4].
.Although the element and node methods have been tested and compared,
both on standard temperature profiles and with real data, see [3, 4], no
theoretical comparisons of the methods seem to have been performed. These
theoretical aspects regard primarily the numerical accuracy and stability of
the methods. The numerical basis of the element method is equivalent to a
well known numerical approach to convection–dominated problems in fluid
dynamics, and has therefore been analyzed thoroughly, see [5, 6, 7]. But
the node method is based on somewhat different numerical background and
should therefore be analyzed as well. As mentioned before, artificial diffusion
is found to be the main problem regarding element method, but this problem
has been studied in the field of fluid dynamics, and methods found there
should therefore be applicable for improvements of the element method.
The purpose of this study is to analyze the numerical background of
the node method and compare it numerically to the element method. Fur-
thermore, the problem with artificial diffusion is resolved by incorporating a
specially designed method for convective fluid transport. In order to ensure
that only numerical properties are compared, all methods are used to solve
a single representative mathematical model, which also has an analytical
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solution.
The paper is organized as follows. Section 2 describes the physical origin
of a quasi–dynamic model with heat loss incorporated. Based on the physi-
cal situation, a mathematical problem is presented in form of an initial value
problem (IVP). In Section 3, the element and node methods are analyzed
from numerical point of view. Alternative methods for temperature dynam-
ics are also discussed. Finally in Section 4, the methods are compared, a
predefined temperature profile, mainly with regard to pure water transport.
2 Mathematical modelling of DH pipes
A mathematical model, which is used as basis in the element method men-
tioned before, is presented in this section. A reference to this model is found
in [3] and [4].
Two layouts for the placement of DH pipe pairs, relative to the surface,
are most frequently used. In the first one, both the supply and return pipes
are positioned in rectangular concrete ducts, which can either be buried in
ground or positioned at the surface. Many old DH systems consists of such
layout, where the pipes are insulated inside the ducts. In [8], it was reported
that thermal interaction between the supply and return pipes tends to be
large when using concrete ducts. The second layout is more common in
new DH networks. In this case, the pipes are pre–insulated and buried in
ground, side by side. This typical setup is shown in Figure 1. The interaction
between supply and return pipes is relatively small in this case and in [8] it
was reported that the interaction could be disregarded without introducing
significant model errors.
In [4], a heat transmission model is presented for the pre-insulated pipe
pair in ground. The model defines thermal resistances between the different
materials in Figure 1, that is water, steel, insulation and surrounding ground.
As a result, a coupled set of differential equations is derived, resembling a
consistent heat balance for a given length of a pipe branch. The temper-
ature of the steel pipe is assumed to follow the water temperature, which
was recommended in [8] since the thermal conductivity of both materials is
relatively large (with respect to insulation and surroundings). In [4], it rec-
ommended that diffusive heat transfer in axial direction should be neglected,
which means that there should not be any axial diffusion of the temperature
profiles along the pipe.
2.1
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Figure 1: Cross section of a pipe pair buried in ground.
The modelling of the element method
Here the mathematical part of the element method is described as presented
in [4], distinguishing it from the numerical part. This mathematical part will
be referred to as the element model in the rest of the paper. Note that some
of the nomenclature differs from the one used in [4]. Any symbols that are
not described in the subsequent text are referred to in Figure 1.
In the element model, the cross section of each of the two supply and re-
turn pipes is divided into three parts, representing the surrounding ground,
the insulation, and the combined steel and water mass. The specified tem-
peratures in these parts are referred to as P’, Ti and T9 for water-steel,
insulation and surrounding ground, respectively.
The procedure of obtaining a mathematical model of the element method
is divided into three phases representing the flow of energy, energy storage
and energy balance. A pipe branch of length Ax is chosen as a fixed control
volume, with a cross section as shown in Figure 1.
2.1.1 Heat transmission
To start with, thermal resistances are defined for the insulation material and
the surrounding ground. The subscripts used in the text are i for insulation,
m for mantle cover and g for surrounding ground. The thermal resistances,
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R, are defined as
~.J----]nDmj2sm+&l~Dm2s
2xKa o m m m
and
()4HRg=&ln ~9 m
(la)
(lb)
where K denotes the thermal conductivity of the material types and H =
‘~ + 0.0685&. A third thermal resistance, I&, is presented to take into
account the effect
supply and return
of having two pipes in the ground. Assuming identical
pipes, this resistance is given as
~h=-A_ln(l+(:)2) (2)
The following equations are used to determine the mutual thermal re-
sistance between the three sections with wi, gu and ig denoting water–
insulation, ground–surroundings and insulation–ground connections.
Rwi
R gu
Rig
The final result
with a factor 0,
1 ~n 1 + Dn/Do
—
_—
27rKi 2
2.; ln
(
4H
—
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D“ + Dg
+
9
=Ri+R~–&i– Rgu (3C)
is in the form of heat transfer coefficients, h that are scaled
The scale factor is used in order to obtain the true steady
state heat loss. The coefficients are given as
AxhP=—
R~ 6
(4)
where /3 is one of WZ, gu and ig, and Ax is the length of the pipe section,
which is under consideration.
Let M“ denote the temperature difference between the supply water
and a surrounding ground not affected by the pipes and let ATT denote the
corresponding difference for the return pipe. By defining -y = $& for a
2.1 The modelkg of the element method 65
~TS for a return pipe, the correction factor for eachsupply pipe and ~ =
pipe is given as
e= (Ri+ I?g)(l?,+ R,) - yl?h
(Rz+ l?,)’ -R; (5)
Note that the heat transfer coefficients are not defined per unit length,
but for a pipe branch of length Ax.
2.1.2 Heat capacities
In order to determine temperature dynamics in each of the three parts
(water-steel, insulation and ground), total heat capacities are defined for
the pipe section. By using the same subscripts as before, the capacities, C,
are given as
(7W.= Ax; (D:pwcpw+ (D:– D:)PSCPJ (6a)
ci = AX; (((Dn – 2s~)2 – D~)pxPi + (D; – (D~ – 2s~)2)p~~~) (6b)
Cg = Ax: ((q – R)P9CPJ (6c)
where p and CPdenote the density and specific heat, respectively.
2.1.3 Heat balance equations
By requiring consistent heat balance in a pipe section of length Ax, three
heat balance equations are defined, using the results from the first two phases.
These equations form a system of partial differential equations, which can be
written as
[
hWi –hWz o
1[1[ 1
T“ o
+ –hWi h“~+ hi~ –hig P=o (7)
o –hig hig + hg. T9 hgUTu
where T denotes the time derivative ~.
If proper initial (temperatures at some starting time) and inflow (tem-
perature at the pipe entrance) conditions are given, then (7) will represent
an initial value problem, which can be solved to obtain future values of tem-
perature in the corresponding pipes.
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2.2 A general flow formulation with a source
The modelling of DH pipes, which is described in the preceding subsection,
belongs to a class of models referred to as convective transport models, see
[5, 6, 9]. These type of models have been studied extensively, since they play
an important role in fluid dynamic problems.
It is possible to write the element model as a one dimensional (with
respect to space) transport model with a source term. For simplifying pur-
poses, we define a relative temperature, ~, as the difference between absolute
temperatures in the pipe cross section and the temperature of undisturbed
ground. Defining x as a space variable along the pipe branch and t as time,
the general transport model is defined by the initial value problem
(8a)
#)(%,o)= $bO(fc) (8b)
#(o,t)=@,(t) (8c)
where @Oand @i denote inflow and initial conditions, respectively. The pa-
rameters v and a represent a flow velocity term and a source term (heat loss
in the case of DH pipes), and are both assumed to be greater than zero. In
general, # can be a vector of length n, with v and a as n x n matrices. If
n = 3, then this model represents the element model in (7) exactly.
It should be noted that the flow velocity term v does not necessarily
denote the physical velocity of the water. In the case where the water tem-
perature and steel temperature are kept equal, as in the element model, an
expression showing the connection between v and the true water velocity VW
is given in [10], as
( t%%. 4~VW=v l+—— ( ));+1Pwcpw Q z (9)
where d = (DO— Di) /2 is the thickness of the steel pipe. Other parameters
in (9) are referred to in Subsection 2.1 and in Figure 1. The physical effect
from this, is that sharp temperature fronts along a pipe do not necessary
travel with the water flow. For a thorough analysis of this effect see [10].
If we consider the case n = 1, with a constant source parameter a and
constant flow velocity along the pipe branch, a simple analytical solution
of (8) can be found. This is done by introducing a function ~(z), which
can represent both initial and boundary conditions. The solution, including
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initial and boundary conditions, is presented as
qA(z,t) = f(z – fj(t))e-a(’-v-’ (v)’z))))
‘+~(~)= f(~)dt-’(-z)
(lOa)
(lOb)
do(~) = f(-+(~)) (Ioc)
This solution can be verified by calculating the partial derivatives with re-
spect to time and space, and inserting the result into (8). The function ~(t)
represents the integrated velocity such that v = cl$/dt. The purpose of de-
riving this analytical solution is to be able to compare numerical (and thus
approximated) solutions to a correct solution.
3 Numerical methods
In this section, numerical methods are studied, which can be applied to cal-
culate time varying temperature profiles in DH pipes. The first method con-
sidered, is the equivalent to the numerical part of the element model shown
in (7). The second method represents the b–node method, described in [4],
but is presented here in somewhat different manner, with the purpose of
comparing it to other methods. A state of the art method from fluid dynam-
ics, referred to as quadratic upwind interpolation for convective kinematics
(QUICKEST), see [5], is also described with the purpose to compare it to
the element method and the node method. Finally, an alternative method is
presented shortly, which is based on the b–node method and a third order
interpolation scheme, referred to as the cubic node method.
All the methods are finite difference methods, and therefore the first step
is to define a discrete computational grid, where a numerical solution can be
approximated. Figure 2 shows a computational grid with one space variable
x, and a time variable t. The indices z and j denote steps in space and
time, respectively. This figure is used to represent all numerical methods
considered in the section.
In the case of no axial diffusion (no diffusion along the ~–axis in Figure
2), every ‘point’ mass of water flows along the pipe without interference
with other neighboring ‘point’ masses. This is observed as paths on the
space–time computational grid, which are called characteristics. If the water
velocity is constant with respect to time, these paths are straight and called
characteristic lines, as shown in Figure 2. The reason for this discussion is
that the characteristic line helps understanding the interpolator nature of
the different numerical schemes.
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Figure2: The computational grid.
A crucial parameter in convective dominated flow where axial diffusion is
nonexistent or small, is the dimensionless Courant number. It is defined as
At
C=VAX (11)
and indicates how fast temperature information travels on the computational
grid. This number is the most important parameter when regarding the per-
formance of numerical methods for convective flow. In fact, the characteristic
line and the Courant number are related in such way that the slope of the
characteristic line in Figure 2 is equal to l/c.
3.1 The element method
As being the most simple of the methods mentioned in the beginning of this
section, the numerical part of the element method is analyzed first.
In [4], an implicit numerical approximation of (7) is given. The term
implicit means that the temperature at a new time–step is known before it is
computed (this poses no problem when the problem is discretized). First, the
partial derivatives in (7) are approximated by finite differences (discretized),
such that ~ = & (Ti,j+l – Ti,j) and ~ = & (Ti,j – Ti–l,j). This results in
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the foIlowing three equations:
~f%wv-fi–wl,j)~~+ ~wzu”+l – qj+l)~~Ti;+l – Ti~ +
c c
= O (12a)
Ws
)At &JT;j+, ‘;?j+I)At = ~ (12b)hWi(T/j+I – ~z;+I +
T;j+l – T;j +
c~ Ca
)At h,u(~j+l – TU)At = o ~12c)hiJT{j+l – T;j+l +
T;j+l – T<j + Cg Cg
As an initial condition, we assume that Ti,j, Ti_l,j (with superscripts w, i
and g) and the temperature of undisturbed ground, T“, are known at some
point of time. Using a time step of length At, the linear system in (12) can
be solved for the unknown temperatures T~+l, T&+l and T&+l at the end
of each time step.
In the rest of the Section, the simplified formulation in (8) will only be
considered. As mentioned below equation (8c), this formulation is perfectly
valid for the element model if v and a are matrices, but these parameters will
be considered as scalars from now on, in order to simplify the analysis. Us-
ing finite difference approximations, a numerical approach for the simplified
element model becomes
(13)
By defining a = aM and introducing the Courant number, c, then a solution
for 4$,j+I is given as
A,j+l = (1+ a)-’ ((1– C)di,j+ CA+) (14)
If (14) is compared to the variables shown in Figure 2 ( assuming that
a = O), it is observed that &j+l is in fact a linear interpolation at point 1 in
the figure. Thus, a numerical scheme can be obtained, not only by concerning
finite difference approximations, but also by studying the characteristics.
The type of discrete approximation of &#/dx observed here, is often re-
ferred to as a jirst order upwind scheme. The term upwind is used because
the @j,i–l is evaluated upstream in the flow, and ‘first order’ means that only
linear interpolation is used.
3.1.1 Error analysis
Now the attention is turned towards an analysis of the errors introduced by
the discretization in (13). The purpose is to estimate the artificial diffusion in
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the scheme, and therefore the analysis only incorporates the transport term
of (8a), so that a = O.
To start with, Taylor expansions are introduced for@. The point (i, j + 1)
in Figure 2 is used as a reference point and the function #(~, t) is assumed
to be analytic (continuous and infinitely many times differentiable). Two
dimensional Taylor approximations for the points in time–step j are given as
(15a)
where d denotes a discretization step in either time or space (or mixed). This
usage of 6 instead of At and Ax is valid if both At and flx are assumed to
be connected proportionally (e.g. by the velocity and the Courant number,
see equation (11 )). If the source term in (8a) is discarded, then (8a) is found
to give the following connection between time and space derivatives:
6’2U v2&u
—= —
~t2 8X2 (16c)
The Taylor expansions in (15) are put into (14) and by using (16) the resulting
approximated partial differential equation becomes
(1 - C)AX d2U
;+vg=v
2 ~ + O(AX2) (17)
The right hand term in (17) is a mathematical interpretation of diffusion
along the z–axis, which should not be there when compared to the mathe-
matical model in (8a). It is observed that this diffusion term is proportional
to Ax, which confirms the first order nature of the scheme, and the problems
with artificial diffusion.
3.1.2 Stability
It is important that the numerical scheme is stable for al values of c and
a that are of interest. Consequences of instability are observed in that the
method “blows up” numerically, with increasing number of time–steps taken.
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A common way to proof stability is to use von Neumann stability analysis,
which is based on a solution representation with Fourier series terms. For
information on von Neumann analysis, see [7]. In the analysis, an arbitrary
Fourier mode is defined such that @i,j = g~ei~”, where i = ~, k is an
arbitrary integer and g is a magnifying factor.
The application for the element method is relatively simple. The Fourier
modes are inserted into (14), which results in (a + l)g = (1 – c) + ce–i~AZ.
The von Neumann stability criteria requires that [gl < 1 for all k, which
gives the following stability condition for the element method, with respect
to a and c:
(18)
Observe that the source term increases the stability of the element method,
but the Courant number is generally not allowed to exceed one.
3.2 The node method
Here the numerical properties of the b–node method are analysed, in similar
way as for the element method. Two node methods were presented in [4]
and referred to as ‘a’ and ‘b’ methods. There, it was found that the ‘b’
method was somewhat better than the ‘a’ method, with respect to accuracy.
Consequently, the b-method will only be treated here.
The main principle in the node method is to use temperature values at
different time–steps to determine the current temperature situation. This
is different from the element method, where the temperature at each time–
step is determined only from the time–step before. A pipe section of some
predefine length is considered, accommodated by two nodes. The nodes,
which are placed at the inflow and outflow ends of the pipe section, contain
a time history of the corresponding temperatures. Thus, the temperature at
the outflow node is obtained by using the time history at the inflow node,
which in turn must be approximated. The need for an approximation rises
from the fact that a water mass at the outflow node was possibly in between
time–steps at the inflow node. Temperature dynamics in the radial direc-
tion of the pipes are computed separately, and thus do not affect the axial
transport properties of the method.
A short description of the b–node method is given in the following list,
based on the description in [4].
1. At time–step number Ar, find the smallest integer n and a corresponding
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2.
3.
4.
variable R, which fulfills
N
R= ~ (v@)>z rzE[o,l,... ] (19)
k=N–n
where Z is the length of the pipe element and ~k is the flow velocity at
time–step k.
Find the smallest integer m which fulfills,
~ (~@)> Z+ ’VjvAt m~[o, l,...] (20)
k=N–m
Compute the variables Y and S, given by
N–n–1
Y = ~ VkTnkAt
k= N–m+l
.{
~ = ~#=N-m+l “kAt ‘f m > n
R ifm=n
where T.k is the temperature at the inflow end.
Compute the temperature of the water flowing from the pipe, denoted
(21)
(22)
as TJ~, using
(R – Z)Tn~_R + Y + (ZINAt – S + Z)Tn~_~
T;. = (23)
vNAt
In [4], temperature dynamics in radial direction are treated in two sep-
arate steps. First the heat capacity of the steel pipe is accounted for, by
introducing a dynamic steel temperature that interacts with the water. Sec-
ondly, the heat loss from the pipe to the surroundings is computed explicitly,
assuming that the steel temperature is uniform over the axial section of the
pipe. The exact procedure for radial temperature dynamics is not shown
here, refer to [3] and [4], but a simple source is included, which corresponds
to the simplified model in (8). The treatment of this source factor will be
considered later in this subsection.
As well as for the element method, the computational grid shown in
Figure 2 is used as a basis for the node method. Each column of circles in
the figure resembles a time series for the inflow and outflow nodes, so that
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the z–directional spacing, Ax, is equivalent to the length, Z, of a pipe section
in the node method.
For the purpose of simplifying further analysis, the velocities v~ are as-
sumed to be constant for all k. This yields (n + l)c > 1 if (19) and (20) are
divided by Z and v~At/Z is replaced by the Courant number from (11). The
fulfillment of n in step 1 above would result in higher n if (n+ l)c <1, so
the condition nc <1 must also be fulfilled. Thus, if c is given, then n should
be chosen such that
Comparison of equations (19) and (20) yields m = n + 1, so that the
expressions in list items 2 and 3 become R = (I+n)c, Y = Oand S = (l+n)c.
Now let #i,j+l denote the reference temperature, defined in Subsection 2.2,
at the outflow node with N = j + 1. By inserting R, Y and S into (23) and
dividing by Z, the equation can be written as
A,j+l = (n+ 1– ~)A-V-n+I + (~– n) &L-n (25)
The characteristic line in Figure 2 crosses the (i – 1)–th column at point
‘2’ in the figure. The slope of the line is equal to I/c, which in turn indicates
that point ‘2’ is placed l/c time–steps from step j +1. Referring to Figure 2,
it is found that the distance from point ‘2’ to the points (i – 1, j – n +1) and
(i – 1, j – n) is equal to I/c – n and n+ 1 – l/c, respectively. Comparing this
result to (25) reveals the fact that the temperature at point ‘2’ is a linear
interpolation between points (i – 1, j – n + 1) and (i – 1, j – n).
The heat loss model in [4] uses the total time of the water traveling from
inflow to outflow node to determine the exponential decay of temperature.
Here, a similar approach is used, which incorporates the source coefficient a
in (8a) to the transport model, such that
dz,j+l=~a,j+le-af (26)
where ~ denotes the solution with the source term included and t is the total
traveling time of a water mass through the pipe. The characteristic line in
Figure 2, which cuts the inflow column at l/c, indicates that ~ = At/c and
thus, ~i,j+l = Aj+le-a’c.
3.2.1 Error analysis
Analysis of discretization errors in the node method is in principle similar
to the analysis performed for the element method in Subsection 3.1. Taylor
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expansions are used for approximating &l,j-n+l and &_l,j-n, with respect
to the reference #~,j+l, and the only difference from preceding analysis is that
the steps in time can be much larger (e.g. j – n instead of j).
First, the point above point ‘2’ in Figure 2 is considered, that is (i – 1, j –
n+ 1). The distance from this point on the grid to the reference point (i, j + 1)
is –Ax in the x–direction and –nAt in the t–direction. The resulting Taylor
expansion, with 6 defined as in (15), is
Similarly, the expansion for the point below ‘2’, where the distances are –Ax
and – (n + l)At for x and -t respectively, is given as
13(i$
A-w. = 4 – (n+ l)At~ – Ax~
824 (n+ I)’At’ a’~ Ax’ ~’~
+ (n+ l) AtAx—
(MX + 2 ~tz + ~~ + 0(d3) (28)
Next, (27) and (28) are inserted into (25), which replaces ~z-l,j-n+l and
di-l,j-~ by the Taylor series. This results in
(%L CAX 8U
a
= Ax%
‘+ A-tax
d’u
+ ;(1 + 2n – m – n2c)Atx + CAX2d2U
~~ + O(dt’) (29)
By using the identities from (16), (29) is finally written as
$+ V&= *(1 - nc) ((n+ l)c - 1)2 + O(llx’) (30)
The right hand side of (30) gives impression of artificial diffusion, just as
in the element method. This term is also first order with respect to Ax but
there is one important difference from the result in (17). Here, the diffusion
factor varies in steps, depending on n, which results in a series of parabolic
paths with respect to c (c forms a second order polynomial). Maximum
diffusion for a specific n is found to be ~c~~+l), with the corresponding
c = *, so that the diffusion is reduced quickly when c goes to zero. The
worst case of artificial diffusion is observed when c = 0.75, assuming that
c < 1. On the other hand, a special case evolves when n = O. Then the
diffusion factor is equal to -, but still positive since c >1 (see (24)).
This last result indicates that the node method has problems with artificial
diffusion for c >1.
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3.2.2 Stability
Now a stability analysis, corresponding to that of the element method, is
performed for the b–node method. As in the error analyses above, the flow
velocity is assumed to be time independent. By defining @i,j = g~ei~AZ~as in
Subsection 3.1 and inserting it into (25), the resulting equation with Fourier
terms becomes
9n+leikAx
‘(”+ ’-:)9+:-”
(31)
Considering the length of the complex factors in (31) and fulfilling the von
Neumann criteria, Ig[ < 1, and thus Ign+l I < 1, the following condition is
established
(n++)g+:-n“ (32)
The complex number inside the brackets represents a circle in the complex
plane with center at l/c – n on the real axis, if Igl is constant. Consequently,
this circle must be inside the unit circle in the complex plane, which indicates
that IgI = 1 is a critical condition in (32). Since the center of the circle is on
the real axis, the real values of g give extreme conditions with respect to the
requirement that values should be inside the unit circle.
First consider g = 1, which results in n + 1 – l/c+ l/c – n = 1 and
therefore fulfillment of (32). Secondly consider g = – 1, which results in
–n – 1 + l/c+ l/c = Z/c – 2n+ 1 and consequently 12/c– 2n – 11 < 1. The
last expression gives 2/c – 2n – 1<1 and –2/c + 2n + 1<1 which finally
results in n < ~ < n + 1. This condition is equivalent to the basic condition
in (24), which in turn proofs that the node method is unconditionally stable
for c >0.
3.3 Higher order numerical schemes
In this section, a state of the art method for convective transport is consid-
ered, with the purpose of comparing it to the element method and the node
method. This method, referred to as Quadratic Upwind Interpolation for
Convective Kinematics with Estimated Streaming Terms (QUICKEST), was
presented in [5], where results showed good behavior of the method for all
Courant numbers in the interval O < c <1. A method, similar to the b-node
method, but using cubic interpolation instead of linear interpolation, see 25,
is also presented here.
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The first order upwind scheme, which is equivalent to the numerical pro-
cedure of the element method, has been used frequently to solve convection–
dominant flow problems. Because of the problems regarding uncontrollable
artificial diffusion, methods have been developed in recent years to improve
accuracy and reduce the artificial diffusion. These methods can basically be
put into two classes: (i) Petrov-Galerkin finite element methods, see [6, 7]
and (ii) Finite difference methods, see [5, 11, 9]. The QUICKEST scheme
is a finite difference method and is regarded to be one of the best methods
available for convective transport, see [9].
In the QUICKEST scheme, the values at (i, j + 1) in Figure 2 depend
on four values in the time–step before. These values are shown in Figure
2 as filled circles at time-step j. The numerical procedure of this method,
when used to solve (8), is given in the following list and corresponds to
the procedure shown in [5]. As in the methods in preceding subsections,
normalized temperature values are used.
1.
2.
3.
4.
Compute gradients by using central difference approximation between
the nodes.
GRAD, = “+’~; ““ (33)
a
Here, Axi is the distance between nodes (i+ 1, j) and (i, j) in Figure
2.
Approximate the curvature at each node, using the
item 1 above.
~uRV = GRADi – GRADZ.I
a (Ax, + AZ,-1)/2
Note that the grid spacing can vary, which is very
gradients from list
(34)
convenient for DH
applications where different pipes are connected in the DH network.
Approximate values of the temperature profile in between nodes (i +
1, j) and (i, j), where the Courant number Ci refers to the flow situation
between the same nodes.
& = tii,j + %l,j ‘xic,GRA~, ‘X2
——t 2 2’ a– # - c;) CURV, (35)
Determine the temperature at node (i, j + 1) by using the centered
temperatures from list item 3.
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The term s denotes the time average of the source ad in (8a).
If the velocity is changing along the flow direction, the solution in (36)
represents a conservative form of (8a), which means that changes in the
flow velocity will affect the temperature profile. For DH applications, this
gives incorrect solutions at pipe junctions or when diameters are changed.
Fortunately, this problem can be overcome if vi is replaced by vi_l in (36),
which then denotes a solution to the non–conservative problem. Also, for DH
applications, the term At3 is replaced by the time averaged source ~ (@~,j+
&+I), so that (36) can be solved for Oi,j+l, including a source term.
For error and stability analysis of the QUICKEST scheme, refer to [5]. It
is shown in this reference that the method satisfies the von Neumann stability
criteria for O < c < 1. Furthermore, it is pointed out that if Axi is constant
for all i, then the QUICKEST scheme corresponds to cubic interpolation
through the four filled nodes at time–step j in Figure 2, evaluated at point
‘1‘. It is therefore evident, as reported in [5], that the method possesses third
order in accuracy, with respect to Ax.
The idea of cubic interpolation can be applied to the node method as well,
in order to improve accuracy. This new approach is referred to as the cubic
node method. Numerical analysis of this method is omitted in this paper,
but computations are performed and it is compared to the other methods.
There is only one major difference between the cubic node method and the
b-node method discussed in Subsection 3.2. By replacing (25) with
d%j+~==((’$- 1)(2 -g) ~_, ~_n+2+ (1 +()(1 - &)(2 - &)d_l ~_n+,6 l., 2 a,
+
(1+ &)&(z - &)@,_, ~_n + (1 + ~)f(~ - lJi_l ~_n_l (37)
2 6
where ~ = (1 – nc)/c, a cubic interpolation scheme has been derived. The
cubic node method, which is usable for O < c < 1, is expected to possess
third order accuracy, because of the cubic interpolation, see e.g. [12].
4 Numerical results
In this section, the numerical schemes, discussed in Section 3, are compared
by using a predefine temperature profile as an initial condition and by sim-
ulating temperature dynamics on a single equidistant computational grid.
The temperature profile, which is shown in Figure 3, was recommended
in [11], as being very representative for different types of profiles. The profile
consists of the following three sections:
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Figure 3: The analytical reference solution at time zero.
1. A sharp step, representing a discontinuity in the temperature profile.
2. A sine squared curve. This is a continuous and smooth profile and
should reveal the order of accuracy in different method.
3. A half ellipse. This profile represents both a sharp discontinuity and
a smooth profile, which combines the two items above and is extra
challenging for the numerical schemes.
All the schemes are simulated, using a constant inflow temperature, over a
time interval that gives equal displacement on the grid for different Courant
numbers. In order to emphasize the errors due to convective transport, the
temperature losses are assumed to be zero. It was found in Subsection 3.2
that the worst case of artificial diffusion in the node method appears at
c = 0.75. Thus, the methods are compared for this Courant number, and for
c = 0.488 which is the worst case for n = 20 in (25).
Figure 4 shows the results for the upwind scheme, which is the numer-
ical basis of the element method. The artificial diffusion is clearly seen for
c = 0.75 and becomes severe for the lower number c = 0.0488. Thus, it
can be concluded that this method is quite unsatisfactory for small Courant
numbers.
Figure 5 shows results for the numerical scheme, incorporated in the b-
node method. At c = 0.75, quite large artificial diffusion is observed, which
expresses that the method is not very accurate for Courant numbers between
0.5 and 1. On the other hand, when c = 0.0488 the method shows very good
results. This confirms the results from the error analysis in Subsection 3.2,
where the artificial diffusion term was found to be proportional to l/c2.
Results for the QUICKEST scheme are shown in Figure 6. There is not
much difference in the cases for c = 0.75 and c = 0.0488, which confirms
that the method is almost unaffected by the Courant number, see [5]. The
scheme is especially accurate for the smooth sine curve, but the effect from
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Figure 4: The upwind scheme.
Figure 5: The b–node scheme.
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Figure 6: The QUICKEST scheme.
Figure 7: The cubic node scheme.
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Figure 8: Temperature losses with c = 1 and a = 1.
the discontinuities appears as small overshoots in the solution. If unwanted,
these transients can be eliminated by using universal jluz limiters, see [11].
Figure 7 shows results from a simulation with the cubic node method.
The results are very good for both c = 0.75 and c = 0.0488, in contrast to
the original b–node method which showed artificial diffusion for c = 0.75.
The good results here for c = 0.75 are due to the high order of the cubic
interpolation scheme, but some overshoots are observed at the discontinuities
just as in the QUICKEST scheme. Nevertheless, these overshoots are smaller
than the ones observed in Figure 6. Thus, it is concluded that the cubic node
method is more accurate than any of the methods in Figures 4–6, which
results from the fact that it incorporates the best properties of the b–node
scheme and the QUICKEST scheme.
Finally, in order to include temperature losses in the test, a simulation
with c = 1 is performed for the QUICKEST scheme and the element method.
Choosing c = 1 results in exact transport solutions for all the methods. There
is no point in comparing the node methods here, because (26) gives exact
temperature transients in case of exact transport solution. The results are
shown in Figure 8 and indicate that the temperature loss calculations are
not critical, as is the case with convective transport calculations.
82
5 Discussion
5 DISCUSSION
Two numerical approaches have mainly been used for modelling and sim-
ulation of temperature dynamics in district heating pipes. The methods,
referred to as the element method and the node method, have been imple-
mented and tested on real systems, where it was found that the node method
was better in some cases, with respect to accuracy and simulation time.
The two methods, mentioned above, are based on
loss models. This makes it difficult to compare the
numerical properties, only by using measured data.
hard to see if the source of simulation errors comes
wrong modelling or inaccurate numerical methods.
different temperature
methods in terms of
In other words, it is
from erroneous data,
In this paper, the element method and the node method have been ana-
lyzed, based on a single well defined mathematical model. Results from the
analysis indicated clearly the problems with artificial diffusion, when using
the element method. Analysis of the node method revealed that it had prob-
lems with artificial diffusion at Courant numbers close to one; worst case
was found to be c = 0.75. But this diffusion is reduced proportional to l/c2,
which still makes the method very feasible at low Courant numbers. It was
proven that the node method satisfies the von Neumann stability criteria for
c z 0, and is therefore unconditionally stable.
The problem with inaccuracy and artificial diffusion in the element method
can be resolved by using the QUICKEST scheme. Simulations showed that
the QUICKEST scheme had no problems with artificial diffusion, at the cost
of small overshoots in sharp temperature gradients. The idea of higher or-
der schemes was implemented for the node method, which resulted in a very
accurate method, referred to as the cubic node method.
It is concluded that the node method is especially feasible for problems
with small Courant numbers. In DH applications, this corresponds to long
pipe segments and small time–steps in the simulation. As being more ac-
curate, the cubic node method offers a feasible alternative to the original
b-node method.
The QUICKEST scheme offers an accurate replacement of the upwind
scheme used in the original element method. The method can be used to
solve the same mathematical problem as the element method, but without
incorporating artificial diffusion. One advantage of the QUICKEST scheme
over the node methods, is that the temperature profile at a given time–step is
only dependent on the temperature at the time–step before. Thus, it could be
possible to model an entire DH network as a first order difference equation,
~~+1 = A(w)#~, where A(v) is a matrix representing both the topological
structure as well as all heat transfer properties of the network. This is a
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possible topic for further study, along with implementation of the higher
order methods in real DH networks.
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Abstract
Simulating the flow and transient temperatures in a district heating
(DH) network can be performed in various ways and to various degrees
of accuracy. However, the time needed for the computations may be
excessive and it is therefore desirable to reduce this time in some way.
In this paper we present a method in which an original model of a
DH network is replaced by a simplified one, with the purpose of re-
ducing simulation time, but without loosing too much accuracy in the
simulation.
The simplified model, referred to as an equivalent network, is gen-
erated by gradually reducing the topological complexity of the original
network. During this reduction, the relevant model parameters of the
network are transformed in such a way that the dynamic behaviour of
the equivalent network will resemble the original one.
In order to validate the reduction method, we perform simulation
tests on real as well as equivalent systems. These tests include a simple
illustrative case and a case with a real DH network involved. Further-
more, in order to verify the quality of the equivalent model parameters
we compare them with parameters that are optimally estimated for a
given operational case.
Results show that simple equivalent networks can maintain most
of the dynamic characteristics of the original networks, but with some
*SystemsAnalysis Department, Ris@NationalLaboratory, Denmark
tDepartment of Energy Engineering,TechnicalUniversityof Denmark
~ElkraftPower Company Ltd., Denmark
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loss of accuracy in different situations. When applied to a real network,
it is observed that a considerable network reduction is possible without
introducing significant errors, which results in a good potential for a
reduction of simulation time.
1 Introduction
District heating (DH) systems provide an efficient method for house heat-
ing and have become increasingly popular in recent years. In a typical DH
system, the heat is produced at central stations and is then distributed by
hot water to the DH customers through a network of pipes. This process
involves both time dependent changes in flows and temperatures as well as
in the heat losses from the pipe network. These changes make it possible to
optimise the operation of the system, with respect to economy and energy
preservation. See e.g. Benonysson et al. (1995) or Zhao et al. (1996) for
approaches towards this.
One way of determining the optimal operational conditions in a DH sys-
tem is to generate a mathematical model of the system, which can be used
for simulating various operational strategies. For this purpose, two classes
of models have traditionally been used for DH systems, denoted as physical
models and statistical models, see e.g. Zhao (1995). Of these two, the sta-
tistical models tend to be simpler but with respect to the physical models
their main drawback is a lower degree of accuracy and a more non-physical
relationship to the real world.
In contrast to the statistical models, the physical ones represent the real
structure of the DH system involved, and it is therefore easy to change or
add new components to an existing model. Then again the physical mod-
els require a full description of the DH system, and they tend to be more
computationally intensive than statistical models. In order to reduce the
computational intensity it might therefore be desirable to simplify the phys-
ical model, but stilI retain some of the links to the real physical world.
The first obvious approach to simplify the DH network is to reduce the
number of pipe branches and customers. In Hansson (1990) the problem of
such network reductions has been addressed and a simple model consisting
of one pipe and one consumer has been proposed. In Zhao and Hoist (1997)
an aggregated network model based on representative consumers is suggested
and tested.
In this paper a new method for reduction of a DH network is proposed.
The main procedure in this method is successive reductions of the network,
which finally results in a system where all pipes are placed sequentially after
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Figure 1: Original (left) and equivalent (right)
each other with no side branches. Correspondingly, the
networks.
various parameters
defining the properties and dimensions of the pipes are transformed from the
real network to equivalent parameters in the comparable equivalent network.
Further reduction can then be obtained by observing that many nodes in this
network are positioned close to each other, only separated by short pipes.
Such nearby nodes can be collapsed to simplify the equivalent network.
The generated equivalent networks are validated by performing simula-
tions of both original and equivalent systems, and by comparing the result-
ing return temperature at the production plant. Furthermore, to determine
whether the equivalent network could be improved further, a least-squares
minimisation algorithm is applied in which optimal values for various param-
eters of the network are estimated.
Finally, it should be noted that since we do not consider pressure varia-
tions in the network, the equivalent network is not applicable for calculation
of pumping energy. Likewise it is not applicable to networks with loops.
2 Generation of equivalent DH network by suc-
cessive reductions
A DH network with no loops can be considered as consisting of several two-
branch sub-networks, as shown in the left side of Figure 1, where two branches
(1 and 2) originating from the same node O lead to the nodes 1 and 2. Each
branch represents a supply and a return DH pipe and we assume that the
delay time in branch 1 is less than the delay time in branch 2. Typically, the
simple network in Figure 1 is part of a more complex network, and therefore
other DH networks might in principle be connected to nodes 1 and 2.
In the sequel, a method is described for transforming the sub-network
mentioned above into a simpler equivalent network, as shown in the right
side of Figure 1. The resulting equivalent network is simpler in the sense that
there is no branching and that the total length of the branches is reduced.
From now on the branch from node O to node A will be named branch A,
and the branch between nodes A and B will be named branch B.
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If we have the same supply temperature and flow at node O in the two
networks, we demand that the following points are fulfilled for the equivalent
network:
l The return temperature in node O is the same for the two networks.
l The sum of the loads in nodes A and B is equal to the sum in nodes 1
and 2.
l The total heat loss from branches A and B is equal to that from
branches 1 and 2.
. The total water volume in branches A and B is equal to that in branches
1 and 2.
l Time delay in branch A must equal the delay in branch 1.
. Total time delay in branches A and B must equal the delay in branch
2.
Above it is assumed that time delay in branch 1 is less than or equal to
the delay in branch 2. If this is not fulfilled, the definitions of 1 and 2 are
switched.
Furthermore we assume that:
. The ratio between mass flows
time.
in branch 1 and 2 is constant through
This assumption is the main assumption in the derivation of the equiva-
lent network. Naturally, the assumption is never fulfilled in practice. There-
fore the equivalent network will not give exactly the same results as the
original one, but as shown in the tests the results are close.
Finally, to obtain the equivalent network we choose:
l
l
l
Branch B is equal to the last part of branch 2, i.e. the part of branch 2
with r > ~1 (~ is time delay and subscript 1 indicates branch 1). This
choice does not take the insulation of pipe B into account.
The mass flow in branch B is equal to that in branch 2.
The velocity in branch A is equal to a weighted average of the velocities
in branches 1 and 2. The mass flows in branches 1 and 2 are used as
weight factors.
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The steel pipe is included in the model by interpreting velocity and time
delay as connected to the propagation of a temperature front, and by assum-
ing that the temperature of the pipe wall and the water is equal in every
cross section of the pipe.
Now using the requirements and choices above, the flow and physical
dimensions (except for the insulation) for the equivalent network is found
as shown in Appendix A. Below, the insulation of the pipes will be found,
together with the return temperatures and heat loads in nodes A and B.
Heat loss
To this point, the insulation of the pipes has been excluded from our cal-
culations. Here we shall address this aspect. Generally, we shall allow for
different insulation thickness in the supply and return pipes.
We begin by choosing that the two networks have the same amount of
heat loss on the supply side, and correspondingly the same amount of heat
loss on the return side. Moreover, we demand that the equivalent loads in
nodes A and B are equal to the original loads in nodes 1 and 2, respectively.
As shown in Appendix A, the above requirements and choices lead to
expressions for the insulation of the equivalent network that is valid only if
the following is satisfied:
. Supply side: H2s/H1s z m2/rnl
. Return side: H2R/HIR > m2/ml
where H is the heat conductivity (W/°C) and m is the mass flow (kg/s). (S:
Supply, R: Return, 1 and 2: Branches 1 and 2).
We manage the situation when the above restrictions on H2,s/Hl,s and
H2R/Hl~ are not fulfilled by imposing further assumptions on the original
network. First of all we choose to let branch B have the same insulation as
branch 2. Then the calculations in Appendix A show that (in excess to the
hitherto main assumption that the ratio between mass flows in branches 1 and
2 is constant) we have to assume that the return temperatures in nodes 1 and
2 are equal. With this extra assumption it is shown that we are able to define
an equivalent network even if H2S/HIS < m2/ml and H2R/H1R < m2/ml.
As for the assumption that the ratio between mass flows is constant, the
new assumption regarding the return temperatures is never totally fulfilled
in practice. Therefore, the equivalent network will not give exactly the same
results as the original network, but hopefully close enough results.
Expressions for the exact definition of the equivalent network can be found
in Appendix A.
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Collating nearby nodes
When a DH network consisting of many branches is converted to an equiv-
alent network with no side branches as described above, many nodes in the
equivalent network will be positioned close to each other separated by rela-
tively short pipes. Such nearby nodes can then be collapsed to simplify the
equivalent network.
3 Parameter estimation in an equivalent
work
net-
In the method described in the preceding section we assume that a total de-
scription of a DH network exists, before we perform the successive reductions.
In the process of reducing the network we obtain new physical parameters,
but it is difficult to validate if these parameters are optimally adjusted for
a given topological reduction. Thus it is feasible for us to confirm that the
equivalent network cannot be improved significantly by a further adjustment
of the parameters.
The main purpose of DFI simulation is to determine operational conditions
at the plant, which leaves us with determining the return temperature into
the plant. Thus, this temperature is an indicator of how well the equivalent
network performs. Therefore we compute the sum of squared errors in a
given time interval, where the error is the difference between original and
equivalent network.
Minimisation of errors can be obtained by least-squares parameter estima-
tion of the equivalent network. In other words: Minimise the squared sum of
errors by changing parameters such as pipe lengths and heat loss coefficients.
This is done by attaching a Levenberg-Marquardt least-squares algorithm
to the simulation model, which then can be used to estimate parameters of
choice. The algorithm used here is a part of the MINPACK Fortran library,
obtainable at Netlib program repository (http: //net lib. erg).
Experiments show that if we try to estimate both optimal lengths of
branches and pipe diameters, the problem becomes underdetermined, mean-
ing that a change in length can be compensated by a change in diameter
without changing the squared error. The same problem occurs when we esti-
mate heat loss parameters for both supply and return pipes. As a result we
only estimate heat loss coefficients in the return pipes, as well as the lengths
of the pipe-pair branches.
Although we use parameter estimation for evaluation purposes only, it
might be possible to use it to make an equivalent model of a DH network
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without full information of the original network. In this paper, we leave this
matter to further studies.
4 Simulation of DH networks
In the preceding sections we have described a method to generate an equiv-
alent DH network from an original one. In order to validate this equivalent
network against the original situation, we must determine the resemblance
between the two in some typical operational conditions. This is of course not
possible in real life, so we need a dynamic modelling tool which can be used
for simulating the operation of general DH networks.
In the present work we use a simulation tool called DHSIM, which has
been developed in Denmark at Ris@ National Laboratory. The tool is in
form of a computer program which is capable of simulating changes in both
flow and temperatures in a DH network with tree structure. For further
information about dynamic simulation of DH networks see e.g. Benonysson
(1991) and Zhao (1995).
Here we assume that there is one production plant connected to several
DH substations through a network of DH branches (each branch consists
of a pair of supply and return pipes). The substations are equipped with
plate heat exchangers used to supply heat from our network in question to
a secondary network, which can be either a distribution DH network or a
single house. At each exchanger station we determine conditions for flows
and temperatures by using the following equation, based on logarithmic mean
temperature (see e.g. Holman (1989))
‘= (mi}~miq)( (T., - 7-.,) - (T~, - 7’~,)ln(T,,~ – ‘T~~)– ln(T~l – T~~) )
where Ts and TR are supply and return temperatures, m is mass flow, and
A is the cross section area, with subscripts 1 and 2 denoting primary and
secondary side of the exchanger. The parameter q affects how the energy
flow E is dependent on the mass flow, and k is a scaling parameter, which is
typically determined for every single heat exchanger. By using this equation
and enforcing preservation of energy in the exchanger, we can determine the
flow and return temperature on the primary side, given the primary and
secondary supply temperatures, secondary return temperature and energy
flow. For further details see Benonysson (1991).
The simulation tool mentioned above is used for comparison between the
original DH network and an equivalent one. By doing that we are assuming
that simulation results for the original network are perfectly accurate with
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respect to the real world, which is not entirely correct because of numerical
errors and simplifying assumptions in the model. However, we can use the
model for comparison if we assume that these errors are small in comparison
with errors due to equivalent reduction.
5 Test examples
In this section, we perform tests of the method for generating equivalent
networks. Two tests are performed, where the first test example consists of a
very simple network and the last example is larger and represents a real DH
system.
Example 1
Here we consider a small illustrative example, consisting of only 2 branches
and 2 loads. The structure of the system is shown in Figure 1. To avoid
dispersion the wall thickness of the steel pipes is assumed to be zero. All
data describing the original network as well as the equivalent one are given
in Appendix B. For this DH network we observe several test situations, as
follows:
Test A
The supply temperature from the plant at node NO is 80”C, but is suddenly
increased to 100”C, whereas the return temperature at the two load nodes N1
and N2 is 40°C on the primary side of the heat exchangers. Flows through
the heat exchangers are 30 kg/s and 20 kgls as used in the reduction of the
DH network. With these data the assumptions made when developing the
method for the equivalent network are fulfilled. Therefore, the equivalent
network should give the same simulation results as the original one.
Test results: Figure 2 shows a comparison of the supply temperature at
the 3 nodes. As expected there is a perfect correspondence between the
original and equivalent network, and therefore the curves for the two networks
cannot be distinguished. Steep temperature fronts at nodes N1 and N2 (no
dispersion) are observed. On the other hand, if the thickness of the steel
pipes is not ignored, expected dispersion is observed as shown in Figure 3.
Now the curves for node N2 can be distinguished.
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Figure2: Supply temperatures from the plant. Steel pipes not included.
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Figure3: Supply temperatures from the plant. Steel pipes included.
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Test B
We supply water with temperature of 80”C at node NO and introduce heat
exchangers (see Section 4) at both load nodes N1 and N2. Supply and return
temperatures are set to 70 and 40°C respectively on the secondary side of
the heat exchangers and the heat load at Node N2 is constant, 3.379 MW.
Now we introduce some dynamic conditions for the heat load. At node
N1 the heat load is constant (5 MW) at the beginning and at the end of
the simulation period, but in the middle of the period the load is increased
to 7 MW, following a sine curve. With the values of the heat load set to 5
and 3.379 MW and with a temperature drop of 80- 40 = 40°C, we obtain
flows of magnitude 34.20 kg/s and 22.80 kg/s in pipes PO1 and P02. Since
34. 20/22.80 = 30/20 (the flows used in the reduction of the DH network), our
assumptions are (almost) fulfilled in the two ends of the simulation period,
but not in the middle. Finally it should be noted that the thickness of the
steel pipes is ignored in this case.
Test results: Figure 4 shows the return temperatures into the plant. Due
to the sine variation of the load at node N1, the assumption regarding a
constant ratio between mass flows is violated. Therefore, during the time in
which the load in node N1 follows a sine curve we observe a small difference
between the original and equivalent networks.
Test C
The current test situation is as in B with the only difference that the supply
temperature from the plant at node NO is 80°C at the beginning, but is
suddenly increased to 100°C. As before we simulate the operation of both
the original and equivalent network. Moreover we perform a least-squares
parameter estimation in order to determine if the equivalent network could
be further improved under these specific test conditions, see Section 3. Data
for the network found by estimation can be found in Appendix B.
Test results: Figure 5 shows the return temperature into the plant for
the original, equivalent and estimated networks. It is seen that the estima-
tion has improved the network, since the standard deviation of the error has
been reduced from 0.38°C to 0.27”C. This improvement is expected since the
equivalent network obtained by successive reductions is found under station-
ary conditions and with a constant ratio between the flows in the two pipes.
It should be noted that the superiority of the estimated network is only valid
under the conditions used here, regarding supply temperature and loads.
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5.1 Example 2
Here we consider a larger example consisting of 30 branches and 17 loads
(heat exchangers) which corresponds to the DH system at Ish@j, Denmark,
with minor simplifications. Data regarding the network and the annual heat
loads are obtained from Zhao (1995), while time series for load variations are
measurements from the VEKS DH company, also in Denmark. Since the data
from VEKS only include time series for 5 heat exchangers, the variations for
the remaining 12 heat loads are constructed as simple linear combinations of
these 5 series. Figure 6 shows the total heat load for a simulation period of
three days.
Test A
In the first test the plant is connected to node NO with a constant supply
temperature of 80°C. We model the heat exchangers at the load nodes with
secondary supply and return temperatures set to 70°C and 40°C respectively.
Time steps of 5 minutes are used in the simulations.
Test results: We only consider the return temperature into the plant, since
it is the most important variable from an operational point of view. While
maintaining all heat loads, we begin by reducing the original network to a
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system where all pipes are placed sequentially after each other with no side
branches. Figure 7 shows the temperature for the original network, while
F’igure 8showsthe difference between equivalent and original networks. It
is seen that the error is always smaller than 0.04°C, and since the error
is oscillating between positive and negative numbers, the average error is
extremely small (0.00007”C). This indicates that the calculation of heat loss
is very accurate in the equivalent case.
To determine whether the equivalent network could be further improved
under these specific test conditions, a least-squares estimation of pipe lengths
and return pipe insulation has been performed. A plot of the temperature
difference like Figure 8
the standard deviation
Test B
shows that there is no significant improvement, since
has only been reduced from 0.0076°C to 0.0074°C.
Now we modify test A by introducing a sudden change in supply temperature
from the plant, where the temperature is increased from 80 to 100”C after
the first day (1440 minutes).
Test results: Figures 9 and 10 show the return temperature into the plant
and the corresponding error. Again it is observed that the error is always
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smaller than 0.04°C except for a spike around 1500 minutes. At this time the
temperature front has moved to the heat exchangers and back to the plant,
and the very short spike shows that the delay time for the equivalent network
is only slightly inaccurate. The average error in return temperature into the
plant is –0.0009”C, again a very small number.
Like in test A, a least-squares parameter estimation is performed, reduc-
ing the standard deviation from 0.0146°C to O.O1O5”C. Since the situation
in test B ~as compared to test A, is farther from the general assumption re-
garding a constant ratio between mass flows, the estimation brings about a
larger reduction of the error.
Test C
In the last test we consider a situation like in test B, but gradually reduce the
network by removing the branches with the smallest delay time. When each
branch is removed, the lengths of the preceding and succeeding branches are
increased in order to maintain the correct time delay and heat loss. For each
of these equivalent networks we perform a least-squares parameter estimation
in order to determine if the equivalent network could be further improved
under these specific test conditions.
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Test results: In Figure 11 the standard deviation of the plant return tem-
perature error between the original and equivalent networks is shown. It
is observed that the standard deviation of 0.0146”C, obtained when all 30
branches are present, is increased to 0.164°C when the branches are reduced
to 15, and further increased to 0.38° C with only 3 branches remaining.
As long as the number of branches is not reduced, a least-squares esti-
mation cannot significantly improve the equivalent network, as already seen
in test B above. If however the network is reduced to e.g. 15 branches, an
estimation will reduce the standard error by a factor of 5, If the network is
reduced to only a few branches, the benefit of the estimation is again reduced.
6 Conclusion
It is shown in the paper that the method for aggregating a complex DH
network with no loops gives a very good approximation to the original net-
work. The approximation is good even if the very strong assumptions are
not fulfilled regarding a constant ratio between mass flows and equal return
temperatures at all heat exchangers.
When finding the equivalent network the complexity of the DH network ‘
is reduced by gradually changing the tree structure into a chain structure
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with no branches. Correspondingly the various parameters which define the
branches are transformed from the real network to equivalent parameters in
the corresponding equivalent network.
Two main assumptions are made to be able to define the equivalent net-
work mathematically. All mass flows are assumed to vary proportionally, i.e.
there is a constant ratio between mass flows. Moreover, it is assumed that
the return temperatures on the primary side of all heat exchangers are equal.
Naturally, the assumptions are never fulfilled in practice. This means that
the equivalent network will not give exactly the same results as the original
network, but as the tests show we get results close to the original network.
The equivalent network is reduced further by observing that many nodes
in this network are positioned close to each other separated by short pipes.
Such nearby nodes are collapsed to simplify the equivalent network. Finally,
to find out whether the equivalent network could be further improved, a
least-squares minimisation is performed in which optimal values for various
parameters (pipe length and insulation) of this network are found.
The equivalent DH network is tested by simulating some examples using
the original network as well as the equivalent network. It is shown that the
return temperatures into the plant as calculated for the equivalent network
are very close to the return temperature for the original network.
Since the return temperatures into the plant seem to be accurate, the
models could be “used in an optimisation of the operation of a DH system
including a CHP plant where the return temperature is an important param-
eter, and where computational costs might be of concern.
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A Generation of equivalent DH network by suc-
cessive reductions
This appendix describes how the expressions for the equivalent network are
deduced. Since it should be possible to read the appendix independently
of Section 2, some of the verbal statements given in Section 2 will be re-
peated here, possibly in a more precise way. Before we describe the network
reduction method in detail, we shall define some symbols:
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Phvsical variables: Subscl
.
Sym.
T
P
m
v
;
D
DP
v
A
h
H
Q
;
P
Unit
‘c
kw
kgjs
mls
s
m
m
?%
m’
W/(m”C)
W/”c
kW
kJ/(kg°C)
kJ/(m°C)
kg/m3
Definition
Temperature
Heat load
Mass fiow
Velocity of water (temp. front)
Delay in pipe (temp. front)
Length of pipe
Inner diameterof steel pipe
Outer diameterof steel pipe
Water volume
Inside area of pipe
Specific heat conductivity
Heat conductivity
Heat loss
Specific heat capacity
Heat capacity per meter pipe
Density
Auxiliary ~ariables.
Symbol Definition
m2/ml
l+a
cw/(cw + c,)
P2/Pl
(V1/V2)(m2/ml) = (M/~)ck
1 – (V1/V2)(m2/ml) = 1 – ~
HA~/Hl~
H~~/H1~
H2~/H~~
H2~/H~~
Sym.
o
1
2
A
B
s
R
G
w
P
pts:
Definition
Node O
Branch or node 1
Branch or node 2
Branch or node A
Branch or node B
supply
Return
Ground
Water
Steel pipe
Note:
Flow in branch A: mA + mB
7Conditiona>o/?>1O<p<l
o<y <l/@
l–1/$<y<l
A>O
B>O
f!?~>o
o~>o
The steel pipe is included in the model by interpreting the velocity v and
the delay ~ as connected to the propagation of a temperature front, and by
assuming that the temperature of the pipe wall and the water is equal in
every cross section of the pipe.
We will define the equivalent network so that the return temperature in
node O is the same for the original network and the equivalent one if we have
the same supply temperature and flow at node O in the two networks. We
will start out by assuming the following:
l ~1 s r2. If this is not fulfilled, the definitions of 1 and 2 are switched.
l a = m2 /ml is constant through time.
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The second assumption above, concerning a constant ratio between mass
flows, implies that the variables Q, ~, ~, and d are also constant, which is
the main assumption in the derivation below. Moreover, it is a necessary
assumption because violating it will result in time dependent physical data
for the pipes in the equivalent network. Naturally, the assumption is never
fulfilled in practice meaning that the equivalent network found below will
not give exactly the same results as the original network, but hopefully close
results.
We proceed in obtaining our equivalent network by demanding the fol-
lowing:
l ~A = -rI: Time delay in branch A must equal delay in branch 1.
. TBzT2—’T~: Delay in branches A and B must equal delay in branch 2.
. VA + V~ = VI + V2: Water volume must be conserved.
l mA + mB = ml + m2: Mass flow must be conserved.
. PA + ~B = ~1 + P2: Heat load must be conserved.
l QA+ QB= Q1+ Qz: Heat 10SSfrom the pipes must be conserved.
Finally, to obtain the equivalent network we choose:
l Branch B is equal to the last part of branch 2, i.e. the part of branch
2 with ~ > ~1. This choice does not take the insulation of pipe B into
account.
. The mass flow in branch B is equal to that in branch 2.
. The velocity in branch A is equal to a weighted average of the velocities
in branches 1 and 2. The mass flows in branches 1 and 2 are used as
weight factors.
Using the results from above, the equivalent network is defined by:
mB = IT@ mA = ml
VB= V,(l – ~~) VA= VI(I +a@)
AB = A2 AA= /3(1+ 0@)AlA2/(A2 + Al~2@)
LB = L2(1 – ~+) LA = Ll(l + ~21JA1/Az)/~
DB = D2 DA = 2~~
PB = P2 PA = (p’1+ &2)/(1+ ~)
DP~ = DP2 DpA = DA~[(l – pA)/pA][(pWCW)/(ppCp)] + 1
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I Nowtheflow and physical dimensions (except fortheinsulation) for theequivalent network have been determined. Below, the insulation of the pipeswill be found, together with the return temperatures and heat loads in nodes
Aand B. -
Heat loss
To this point, the insulation of the pipes has been excluded from our cal-
culations. Here we shall address this aspect. Generally, we shall allow for
different insulation thickness in the supply and return pipes. Hence we have
four quantities to find: HA,s, HBs, HAR, and HBR. When calculating the
heat loss from a pipe we use the temperature at the inlet to the pipe. Since
the heat loss in a pipe and the temperature drop along the pipe are small,
the error introduced by using the inlet temperature is acceptable.
We begin by choosing that the two networks have the same amount of
heat loss on the supply side, which results in:
HAS + HBs = HIS + H2s
Considering the return side, we define three new symbols as:
By demanding that the total heat loads in the two systems are equal, we
can express the conservation of heat loss by the two following equations:
PA = KAIPI + KA2P2
PB = K~lPl + K~zP2
where
K~l = (Aa/~ + B – a)/B K~l = (Y(1– A/~)/B
KA2 = (A~/~ + B – 6~)/B KBZ = (OR– A~/~)/B
It is seen that PA and P~ are given by linear expressions in PI and P2
with constant coefficients. These equations for PA and PB are equivalent to
the following equations for TRA and TRB:
TRA = CAITRI + CAZTRZ (1)
TRB = CBITRl + CBZTR2 (2)
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where
c,4~= (As/@+ B – cu)/B C~l = (1 – A/@/B (3)
C~2 = cY(Ao/~ + B – t9~)/B C~z = (8R – Aa/~)/B (4)
As before, it is seen that TRA and TRB are given by linear expressions
in TR1 and TR2 with constant coefficients. TRA is the return temperature in
node A before mixing with the water from branch B.
Now the problem consists of assigning values to A and B (or ~~R and
~~~) so that one gets reasonable values for TRA, TRB, F’A,and PB as defined
in the above linear identities. At this point it should be noted that nodes
1 and 2 represent sub-trees of the DH network in general and the constant
coefficients C’xi and Kxi should thus be equal to 1 or O:
CA1 = CB2= KAI = KBZ = 1 C.42= CB1 = KA2 = KBI = O (5)
This leads to the following expressions for the return side of the equivalent
network:
HAR = (1 + O)HIR HBR = H2R – aHIR (6)
Since heat conductivity HBR should not be negative, it is seen that with the
assumptions made so far, it is possible to find a viable equivalent network
only if 9~ z Q or H2R/HIR 2 mz/ml.
Since KAI = KB2 = 1, the loads in nodes A and B of the equivalent
network are equal to the original loads in nodes 1 and 2, respectively.
We manage the situation 6~ < Q (equivalent to H2R/HIR < m2/rnl) by
imposing further assumptions on the original network. We start by demand-
ing that the loads and return temperatures in nodes A and B should equal
loads and return temperatures in nodes 1 and 2, respectively. Moreover,
we choose to let branch B have the same insulation as branch 2. Then the
conservation of heat loss on the return side can be expressed as:
HAR = (HIR + H2R~@C!)(l + CU)/(1+ CYC2) HBR = H2R(1 – ~+) (7)
Q = (TR2 – T~)/(TRl – T~) (8)
As can be seen, in excess to the hitherto main assumption that a = m2/rnl
is constant, we have to assume that O = (TR2 – TG)/ (TR1 – TG) is constant,
TG being the ground temperature. If we furthermore assume that TRI = TR2
we get:
HAR = HIR + y+H2R HBR = H2R(1 – ~~) (9)
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As for the assumption that a = ml /mz is constant, the new assump-
tions regarding TR1 and TR2 are never totally fulfilled in practice. Therefore,
the equivalent network will not give exactly the same results as the original
network, but hopefully close enough results.
We will now address the supply side of the DH system. It is stated above
that the sum of heat conductivities (HAS+ ~ES) for the supply pipes of the
equivalent network should equal the sum for the original network (171,s+ff2s).
To have the same formulas for the supply and the return sides, we choose
to divide the heat conductivity on the supply side between branches A and
B in the same ratio as on the return side. Therefore, we have the following
expressions for the supply side of the equivalent network:
If 0S ~ a or H2s/Hls ~ m2/ml;
HAS = (1+ a)Hls HBs = H2s – ~Hls (lo)
HAs = HIS + 7@H2s HBs = H2s(1 – ~+) (11)
B Data for test example 1
Network I Branch \ Node Pipe diamter \Length I Heat transf. coeff. I Flow
1 2 Inner
m
Original P1 NO N1 0.185
P2 NO N2 0.159
Original P1 NO N1 0.185
P2 NO N2 0.159
Equivalent P1 NO N1 0.244
0.159 1500 0.420
0.185 1000 0.461
0.159 1500 0.420
0.244 961 0.800
0.159 597 0.540
0.244 981 0.800
0.159 596 0.540
*
*
0.739 I 50
*
0.501 20
1,202 50
2 x 10-’5 20
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Appendix C:
An aggregated dynamic simulation model of
district heating networks
Helge V. Larsen; Halld& Phlsson~ Benny B@hm$and Hans F. Ravn~
Unpublished
Abstract
Dynamic properties of district heating (DH) networks include e.g.
water flow and propagation of heat from production plants to con-
sumers. Mathematical models of such networks can be applied either
for general understanding of DH systems, or in combination with pro-
duction planning and optimization.
One type of mathematical models involve a full physical model-
ing of the network, taking into account individual pipes, dimensions,
material properties, etc. Such full models tend to be computationally
intensive when applied in network simulations, which can be a problem
when considering large DH systems.
In the current paper a method is presented in which a fully de-
scribed model of a DH network is replaced by a simplified one, with
the purpose of reducing simulation time. This is done in a way such
that the dynamic properties of the system are preserved as well as
possible. The simplified model is generated by gradually reducing the
torological complexity of the original network.
The method is validated by applying it on a real case study, in
which a network with over 1000 pipes is reduced to less than 10 pipes.
Results show that such relatively simple network can maintain most
of the dynamic characteristics of the original networks. Furthermore,
since simulation time is in general directly proportional to the number
of pipes, there is a great potential for reducing computational time in
model applications.
*Rls@National Laboratory, Denmark
tRisONational Laboratory and TechnicalUniversityof Denmark
$TechnicalUniversityof Denmark
$ElkraftSystem A.m.b.a
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Nomenclature
Original variables
1
Unit
‘c
kw
kg/s
m/s
s
m
m
:’
m’
W/(m°C)
Wj”c
kW
kJ/(kg°C)
kJ/(m°C)
kg/m3
Definition
Temperature
Heat load
Mass flow in heat-exch.
Velocity
Time delay
Length of pipe
Inner diam. of steel pipe
Outer dlam. of steelpipe
Water volume
Inside area of pipe
Specific heat cond.
Heat conductivity
Heat loss
Specific heat capacity
Heat capacity per meter
Density
Auxiliary variables.
E
Definition
rn2/ml
I+@
cw/(cw + c~)
$92/$91
(V~/Vz)(mz/ml) = (V,/~)a
1 – (V~/Vz)(mz/m~) = 1 – T
H~/H;
H;/H;
H;/H;
H; /H;
Introduction
1 INTRODUCTION
Subscripts
Sym. Definition
o Node O
1 Branch or node 1
2 Branch or node 2
A Branch or node A
B Branch or node B
G Ground
Superscripts
mSym. Definitions supply‘r Returnw WaterP Steel pipe
Condition
a!>o
p>l
O<p<l
+>0
o<~< l/@
l–lf$<’y<l
o~>o
e~>o
6;>0
ej>o
District heating (DH) systems provide an efficient method for house heating
and is widely used, particularly in the Nordic countries. In a typical DH
system, the heat is produced at central plants and is then distributed by hot
water to the DH customers through a network of pipes. Such centralized
production has advantages in form of high efficiency and the possibility of
combined heat and power production (CHP), see e.g. Horlock (1987).
The process of transporting the heat to the customers involves both time
dependent changes in flows and temperatures, as well as in the heat losses
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from the pipe network. These heat losses should bekeptat minimum, which
is possible by lowering the supply temperature from the plant. However, low-
ering the supply temperature could result in unacceptably low temperature
levels at the customers. Furthermore, if the supply temperature is reduced,
the water flow in the system increases, resulting in higher pumping costs.
Hence, an appropriate balance between these effects should be attained. Re-
fer to this as operational optimization of the DH supply temperature.
One way of determining the optimal operational conditions in a DH sys-
tem is to generate a mathematical model of the system, which can be used
for simulating various operational strategies. For this purpose, two classes
of models have mainly been used for DH systems: (i) Physical models and
(ii) Statistical models. The statistical models, based on time-series or neural
networks, are generally quite simple when compared to physical models, but
require the availability of measurements for model estimation and validation,
see P&lsson (1993) and Zhao (1995).
In contrast to the statistical models, the necessary data for a physical
description (network topology, pipe diameter and insulation, pump char-
acteristics, etc.) are often available. Moreover, the physical models often
represent the whole structure of the DH system involved, and it is therefore
easy to change or add new components to an existing model. Since these
models require a full description of the DH system, they tend to be much
more computationally intensive than statistical models. Thus, in order to
reduce this intensity it might be desirable to simplify the physical descrip-
tion, but without loosing the relation of the model to the real pipe network
in consideration.
The problem of operational optimization has been treated in various ref-
erences. In Palsson (1993) an optimal controller based on statistical methods
was developed, with the single aim of lowering the supply temperature with-
out discomforting the customers. In Benonysson (1991) and Zhao (1995)
operational optimization based on physical models was performed, including
the pumping costs. It was reported that the problem became quite large
and complex, when regarding a relatively small reference network. Network
simplifications were furthermore suggested in Zhao (1995).
The first obvious approach to simplify a physical model of a DH network
is to reduce the number of model components, such as pipes, nodes and
customer stations. In Hansson (1990) the problem of such network reductions
was addressed and a simple model consisting of one pipe and one consumer
was proposed. In Zhao and Hoist (1997) an aggregated network model based
on representative consumers was suggested and tested.
In this paper a new method for reduction of a DH network is proposed.
A typical DH network, to which the presented method applies, has a tree
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like structure, where the production plant is at the root with branches going
to the leaves, or customers. The main procedure in this new method is a
successive reduction of a network tree, which results in a system where all
the DH pipes are placed sequentially after each other on a single pipe branch.
Correspondingly, the various parameters that determine the properties and
dimensions of the pipes, are transformed in a way such that the reduced
network will be similar to the original one. Further reduction is then obtained
by cumulating customers which are geometrically close on the single branch.
Refer to this simplification as an equiwdent network.
The reduction method is validated by performing simulations of both
original and equivalent systems, using a real case study as a reference. The
simulation results are compared at the production plant, since the main
application of the method is in the field of operational optimization. It
is essential that the equivalent network model should give results that are
adequately close to a full network model.
The paper is organized as follows. In Section 2 dynamic modeling of DH
networks is briefly introduced and discussed. In Section 3 the method for
reducing a tree network to a single branch is presented and in Section 4 the
additional process of removing internal nodes is presented. In Section 5 the
method is illustrated and tested on a DH network located in the town of
Hvals@ in Denmark and finally in Section 6 conclusions are drawn.
2 Mathematical modeling of DH networks
A typical DH distribution system consists of one production unit, a pipe
network, and customer stations. The customers can be of several different
types which include
l
l
l
l
Single family houses. The radiators in the houses can be connected
directly to the DH system, or there can be a secondary system with a
heat exchanger connection to the DH network.
Large housing blocks with several flats. The same two possibilities of
a connection to the radiators as in the preceding item apply here.
Public buildings such as schools and institutions. The heat usage here
can be quite different from residential houses with respect to diurnal
variations.
Special customers, such as industries.
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The plant produces heat to fulfill a given demand and transports it
through the pipes to the various customers, where heat is extracted and
the cooled water returned. In order to be able to simulate dynamic changes
in the system, mathematical models can be posed which describe system
components as well as their interactions.
Here, the main focus is on mathematical modeling of the pipes, as well
as the customer stations where it is assumed that heat is extracted by heat-
exchangers. Detailed models have been developed by considering the actual
topology of the network as well as the physical layout and properties of the
DH pipes. This involves using mathematical methods for computing the flow
distribution as well as the temperature distribution in the network, taking
into account pressure drop as well as heat losses, see e.g. Benonysson (1991)
and PAlsson et al. (1999).
Simulation of the flows and temperatures in a DH network in connec-
tion with operational optimization is traditionally done by assuming a quasi-
dynamic condition between flow and temperature, see e.g. Benonysson (1991)
This implies that the flow can be computed independently from the temper-
ature distribution, and the temperature is computed by assuming constant
flow in the whole network.
Nevertheless, the first step is to determine the flows at the customer
stations which are determined from the heat demand (load) as well as the
temperature conditions in the DH pipes. At each customer station conditions
are determined for flows and temperatures by using an equation based on
logarithmic mean temperature, see e.g. Holman (1989) and P~lsson et al.
(1999).
Q=(
lcA
)(
(T,, - T,,) - (T,, - T,,)
m~q i- m~q ln(T$l – T,~) – ln(l!!r~ – Tr~) )
(1)
where Q is the heat flow, m is mass flow, T~ is the supply temperature and
T. is the return temperature. The subscripts 1 and 2 denote primary and
secondary side of the exchanger.
In the present work, a special simulation tool has been used for computa-
tion of flow and temperature dynamics, see Palsson et al. (1999). There are
basically three steps involved in computing all flows, pressures and temper-
atures in the system, at any given time.
1.
2.
Given the temperature distribution in the network, compute the flow
and return temperature at the customers stations
Compute flow in every branch in the network tree and the correspond-
ing pressures in every branch junction (node).
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3. Use the computed flows to determine how much the water ha
in the pipes and how much heat is lost to the surroundings.
4. Go to step 1.
This concludes the brief discussion on DH network simulation. Fo
information refer to Benonysson et al. (1995), Zhao et al. (1994) and
(1997).
3 Collapsing a network tree into one bra]
Consider a DH network with a pure tree structure, i.e. there is no
connection in the network and there is only one production plant.
method is presented in which an original tree network is gradually
to an equivalent single branch network such that all pipes are C(
consecutively, and with heat consumers connected to pipe junctio
the branch. By using this method of reduction, the total numbe~
branches and nodes (junctions) is not reduced, but the total length
is reduced. Thus, the resulting branch typically consists of very sho
In Section 4, a further reduction of the DH network is performed, ir
gradually removing these short pipes.
In the definition of the equivalent network it is assumed that t
flow, water volume, temperature, time delay, and heat loss are cc
On the other hand, these assumptions are only valid if some rath(
assumptions are made regarding the flows and return temperatur~
system. Although these assumptions are not fulfilled in practice, it
by examples that results from the equivalent model are still reasonak
3.1 Transformation of lengths and diameters
A DH network with no circular loops can be considered as cons
several two-branch sub-networks, as shown in the left side of Figure
two branches (1 and 2) originating from the same node O lead to t
1 and 2. Each branch represents a pair of a supply and a return D
see Figure 2.
Let the delay time be the time it takes the water to go throug
branch. It is assumed that the delay time in branch 1 is less than t
time in branch 2. Typically, the simple network in Figure 1 is part c
complex network, and
be connected to nodes
therefore other DH network trees might in
1 and 2.
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Figure 1: Original and equivalent networks
ground
ins
Figure 2: Cross section of a pipe pair buried in ground.
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In the sequel, the sub-network mentioned above is transformed into a
simpler equivalent network, as shown in the right side of Figure 1. The
resulting equivalent network is simpler in the sense that there is no branching
and that the total length of the branches is reduced. From now on the branch
from node Oto node A will be named branch A, and the branch between nodes
A and B will be named branch B.
If it is assumed that the supply temperature and flow are the same at
node O in the two networks, then the following main conditions are fulfilled
for the equivalent network:
l
l
l
l
The return temperature in node O is the same for the two networks.
The sum of the loads in nodes A and B is equal to the sum of the loads
in nodes 1 and 2.
The total heat loss from branches A and B is equal to that from
branches 1 and 2.
The total water volume in branches A and B is equal to that in branches
1 and 2.
The steel in the DH pipes is included in the model by interpreting velocity
v and delay r as connected to the propagation of a temperature front, and by
assuming that the temperatures of the pipe wall and the water are the same
in every cross section of the pipe. Ignoring the steel pipe is equivalent to
assigning the value one to the variables p = CW/ (CW + (7’) and @ = 92/91.
The following is now assumed:
l
l
l
l
The time delay in branch 1 is less or equal to the time delay in branch 2,
or ~1 ~ 7-2. (If this is not fulfilled, the definitions of branches 1 and 2
are switched.)
Mass flows in branches 1 and 2 are varying proportionally with time,
i.e. a = m2/ml is constant through time.
Time delay in branch A is equal to the delay in branch 1:
TA = 71 (2)
Time delay in branches A and B is equal to the delay in branch 2:
TB=T2— T1 (3)
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. Water volume is conserved:
VA+ VB=VI+V2 (4)
. Mass flow is conserved (notice that m denotes mass flow in a heat
exchanger, not a DH pipe):
. Heat load is conserved:
PA+ PB=P1+F’z (6)
l Heat loss from the pipes is conserved:
QA+QB=QI+Q2 (7)
Finally, to obtain the equivalent network we choose
. Branch 1? is equal to the last part of branch 2, i.e. the part of branch
2 with T > T1. This choice does not take the insulation of pipe B into
account.
dB = d2 (8)
DB = D2 (9)
AB = A2 (lo)
pB = 92 (11)
. The mass flow in branch 13 is equal to that in branch 2:
l ‘I’he velocity in branch A equals a weighted average of the velocities in
branches 1 and 2. To give priority to the branch with the bigger flow,
the mass flows are used as weight factors.
(13)
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The choices above regarding branch 13 (physical dimensions and mass
flo~v)and thevelocity in branch Acouldhave been made in other ways. But
as shown in the sequel these rather simple choices make it possible to define
an equivalent network.
We now derive the remaining characteristics of the equivalent network,
which follow from the above definitions. From (5) and (12) follows that
mA = ml (14)
Generally, by assuming a perfect temperature equilibrium across the wa-
ter and pipe wall, the time delay of the temperature front can be expressed
by
Combining (2) and
mA + mB, gives
pwvTF—
mp
(15), and remembering that
(15)
the flow in branch A is
(16)
By inserting (12) and (14), the definition of the auxiliary variable a gives
Likewise, combining (3) and (15) gives
PwVB p“V2 p“VI
— =— .— (18)
mB~B m2p2 mlpl
Using (11) and (12) and the definitions of the auxiliary variables a and @
gives
Introducing the definition of the auxiliary variable ~ gives
v~ = V2(1 – ~lj) (20)
Because of (8), we furthermore have
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Replacing V~ in (4) bythe expression in (19) gives
VA= VI(I+ O@) (22)
We combine (17) and (22) and eliminate VA to get
This can be solved for PA, which yields
Generally, the velocity of the temperature front can be expressed by
(pm
v=pwA
(24)
(25)
Combining (13) and (25), and remembering that the flow in branch A is
mA + mB, gives
PA (mA + mB) mlplml/Al + mzvzmzlAz
AA =
(26)
ml + mz
Substituting the expressions for PA and mA + m~ from (24) and (5) gives
(’~1:2)r’L3‘ml’lml’2R2m2’A2’27)
Using @= 1 + a, this can be solved for AA to get
(28)
Substituting LAAA for VA in (22) gives
LAAA = Vl(l + Qo) (29)
Here, LA can be found by inserting the expression for AA from (28), which
gives
LA = VI(1+ C@) = L,(1+ a!24A,/A2)
fI(l+@)AlA2 B
(30)
A2+Ala2@
The inner diameter of the steel pipe can be found from the area, which results
in
dA=2@=2/m (31)
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Finally, the outer diameter, DA, of the steel pipe can be found by using the
general definition of ~A, which gives
c; 1
‘A=c~+c’; =l+c;/c~
The heat capacity per meter pipe C~ and C: are given
(32)
by
(33)
(34)
Inserting (33) and (34) in
VA
c; = &d;pwcw
C: = &r@: – d~)p”c”
(32) gives
(=1+ (D2 – dj)p”c” “d;pwcw )
This equation can be solved for DA to give
(35)
DA=dA~l+(%)(’;v)
The results found above are summarized as follows.
(36)
In order to find the
length, inner diameter, time delay coefficient and outer diameter for branch
A, use (30), (31), (24) and (36). Branch B is almost identical to branch 2,
but with the exception of the length given in (21).
The dimensions (except for the insulation) for the equivalent network
have been determined here. In the next subsection, the insulation of the
equivalent pipes will be found, together with the return temperatures and
heat loads in nodes A and B.
3.2 Including heat loss
To this point, the insulation of the pipes has been excluded from our calcula-
tions. In this section we shall address this aspect. When calculating the heat
loss from a pipe we use the temperature at the inlet to the pipe. Since the
heat loss in a pipe and the temperature drop along the pipe are small, the
error introduced by using the inlet temperature is acceptable. Moreover, we
will allow for different insulation thickness in the supply and return pipes.
We begin by stating that the total heat loss in the two systems should be
equal, which imposes that
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While T~ is the return temperature from the load in node A before mixing
with the water from branch B, TAB is the temperature in node A after mixing
has taken place. By demanding that both networks have the same return
temperature in node O, we can use Q = rn2/rnl and @ = 1 + a to obtain
We choose to let the two networks have the same amount of heat loss on
the supply side, which results in the following equation for the heat conduc-
tivity out of the supply pipes
H:+ H;= H;+H; (39)
Inserting this in (37) gives
(TAB - TG)HL + (TL - ~G)HL = (TI - TG)H[ + (TJ - TG)Hj (40)
Furthermore, inserting (38) in (40) gives
Now we demand that the total heat load in the equivalent network should
equal the total load in the original network. This is expressed as
(2” – T~)mA + (Ts - T“)mB = (T’ - T~)ml + (Ts - TJ)m, (42)
Since mA = ml and mB = mz we furthermore have
Tj=T:+(T; –T~g)(!mJz/m~) = T; + (TJ - Tj)cY (43)
We combine (41) and (43) and eliminate T; to get
Introducing the auxiliary variables 02 = H~/H~, WB= H&/H[, and O; =
Hj/H[, (44) and (41) can be expressed as
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Equations (45) and (46) give T~andT~ as linear expressions inT~and
T~ with constant coefficients, which is expressedas
T~=CA1T{+CA2T~ +CAGTG (47)
T~=CB1T~+CB2T~ +CBGTG (48)
where the coefficients are defined by
Now we will show that the heat loads PA and PB in the equivalent network
in the same way can be stated as linear expressions in PI and P2. The heat
loads can be written as
PI = rnl(l”s – T:)cw (55)
a T: = T’ – pl/(mlcw) (56)
P2 = m2(Ts – T~)cw (57)
a T; = T’ – P2/(m2cw) (58)
P~ = m~(Ts – Tj)cW (59)
Now we take (59) and substitute T; by the definition in (48). We fur-
thermore substitute T: and T; found in (48) by the definition in (56) and
(58), respectively. After inserting relevant CB coefficients and re-arranging
the equation we finally get
where PG = mz (Ts – TG)cWis the heat load that would be delivered in node 2
if the DH water was cooled to ground temperature TG instead of T;. (Below
we will assume that the coefficient to PG in (60) is zero, and therefore PG
disappears from the formulas.)
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By using the fact that the total heat load in the equivalent network should
equal the total load in the original network (we insert (60) in this equality
PA + ~~ = ~~ + ~z) we get
By introducing symbols for the constant coefficients, (61) and (60) can
be written respectively as
PA = KAIPI + KA2P2 + KAGPG (62)
P~ = K~lPl + K~2P2 + K~GPG (63)
where
In the equations for Cxi and Kxi the symbols a, ~, and O; are constant
and defined from the original network as
a = m2/ml (70)
p=l+ck (71)
Q:= H:/H; (72)
The fact that a is constant is the main assumption as mentioned before.
Now the problem consists of assigning values to 13~and d~ (or H2 = 19~17~
and H& = 19~H{) so that one gets reasonable values for T~, T;, PA, and PB
as defined in the above linear identities (47), (48), (62) and (63). At this
point it should be noted that nodes 1 and 2 in general represent sub-trees
of the DH network. To avoid to have to split a sub-tree (e.g. the sub-tree
at node 1) in the original network into two equivalent sub-trees connected to
nodes A and B in the equivalent network, the constant coefficients Cx.i and
Kxi should equal 1 or O. By demanding that
CAI = CB2 = KAI = KB2 = 1 (73)
C,42 = CBI = KA2 = KBI = O (74)
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the sub-tree in node 1 in the original network is simply moved to node A in
the equivalent network, and likewise the sub-tree in node 2 is moved to node
B.
By looking at (49)-(54) and (64)-(69) it can be shown that (73) and (74)
are fulfilled if and only if
Equations (75) and (76) imply that
Therefore the coefficients to T~ and PG are zero, as can be seen by combining
(77) with (66) and (69), and thus we have
CAG= CBG = KAG = KAB = O (78)
We will now for a moment leave the return side of the DH system and
address the supply side. Equation (39) gives the sum of the heat conductiv-
ities Hi and H& for the supply pipes. To have the same formulas for the
supply and the return sides, we choose to divide the heat conductivity on
the supply side between branch A and 1? in the same ratio as on the return
side. Therefore, from (75) and (76) we get
Hj = (1 + a)H; (79)
H; = H; —aH; (80)
This extra degree of freedom on the supply side as compared to the return
side stems from the fact that we assume the same temperature in the supply
pipes 1, 2, A, and B. By the choice made, we achieve to have Hi = H; and
H; = H; if H? = Hi and H; = H;.
Equations (75), (76), (79), and (80) give the heat conductivity of the pipes
in the equivalent network. Since heat conductivity should not be negative,
the supply side of the equivalent network defined above is valid only if
Likewise, the return side of the equivalent network defined above is valid only
if
(82)
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We manage the situations 13~<0 and L9j< ~ (equivalent to H.j/H~ <
m2/ml and Hj/H( < m2/ml ) by imposing further assumptions on the
original network. We start by demanding that loads and return temperatures
in nodes A and B should equal loads and return temperatures in nodes 1 and
2 respectively, as was the case for & ~ a and Or ~ a. If we did not demand
this, the equivalent network could change drastically for only minor changes
in the original network. Moreover, we choose to let branch B have the same
insulation thickness as branch 2. This is a natural choice, since it has been
chosen earlier (see (8)–(1 1)) to let branch B have the same steel pipe as
branch 2. These statements can be expressed by
h; = h’2 h; = h; (85)
From (21) and (85) weWe start out by looking at the return branches.
find the heat conductivity for branch B, given as
– 7’4) (86)
Conservation of heat loss can be expressed as
To simplify the formulas we introduce relative temperatures, which are
fined as
87)
de-
ATI = T; – T~ (88)
AT2 = T; – T~ (89)
AT~=T; –T~=T; –T~=AT2 (90)
AT~~ = TAB – T~ = (AT, + ~AT2)/@ (91)
These relative temperatures are inserted in (87), which results in
Equation (86) is substituted for H; to find H~, which results in
(92)
H~ ; (ATIH;+ ‘T2H;’7$)~
ATI + aAT2
(93)
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By using ~ = 1 + Q and & = Hj/H~ and defining Q by
~ = AT2 T; – TG
AT1 = T; – T~
(94)
then H~ can be written as
Hi = (H[+ ‘;?’ti~)(l + Cl) * ~2 = (1+ L9;’y?JA-2)(1+ a)
l+cm l+om
(95)
As can be seen, in excess to the hitherto main assumption that a =
na2/ml is constant, we have to assume that Q = (T; – TG)/(Tf – TG) is
constant, TG being the ground temperature.
We now address the supply side of the DH system. From (21) and (85)
we find the heat conductivity y for branch B, given as
H:= H;(l - 74)
Moreover, since H; + H; = H? + H; we have
Hi = H; + ~+H;
If we furthermore assume that T; = T;, we get the following for
and return sides of the equivalent network
(96)
(97)
the supply
(98)
(99)
It is seen that the heat conductivity on the supply side is divided between
branch A and B in the same ratio as on the return side.
As for the assumption that a = m2/ml is constant, the new assump-
tions regarding T; and T; are never totally fulfilled in practice. Therefore,
the equivalent network will not give exactly the same results as the original
network, but hopefully close enough results.
For the return side, the results above can be summarized as follows:
and we assume that a ~ m2/ml is
(1+ a)H{
H; – aH;
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l If (3$< ~ % H~/H~ < m2/ml and we assume that both a = m2/ml
and ~ ~ ‘; ‘~G
~ are constant, then1
H, = (H[ + H:y/Jf2)(l + a)
A 1+OJ2
% = W(1- ‘w)
On the other hand if we assume that a - m2/ml is constant, and
T; = T;, then
Hi = H; + y~H;
H:= H$(l - ‘l@)
For the supply side the results can be summarized as follows:
and we assume that a
(1+ a)H;
H; – aH;
and we assume that a
H; = H; i- ~~H;
H;= H;(I - 74)
4 Removing internal nodes
When a DH network consisting of many branches is converted to an equiva-
lent network as described above, many nodes in the equivalent network will
be positioned close to each other separated by relatively short pipes. Follow-
ing the method described in the sequel, such nearby nodes can be collapsed
to further simplify the equivalent network. The method can also be used to
reduce the equivalent network to only a few or just one branch. This will of
course reduce the quality of the resulting network model.
We look upon a situation as shown in Figure 3 with a short branch (branch
2) in-between branches 1 and 3. Loads maybe present at both ends of branch
2 as indicated in the figure. Below a method for removing this short branch
and at the same time changing branches 1 and 3 will be given. During this
process the two loads are also transformed as described in the following.
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Let indices 1, 2, and 3 describe the three branches in the original DH
network while indices A and 1? describe the slightly changed replacements
for branches 1 and 3 as shown in Figure 3. We will divide branch 2 in two
parts and let branch A represent branch 1 and the first part of branch 2 while
branch B shall represent the other part of branch 2 and branch 3.
In this section we will use p to indicate flow in branches while m as in
the previous sections indicates flow to heat exchangers. This leads to the
following identities
Branch 2 is not divided in equal parts. Instead it is divided so that the
length of the first part is ~.4Lz and the length of the second part is j~L2
where
.fA = rn2/(rnl + rn2) (102)
fB = ml/(ml +m2) = 1- fd (103)
By defining factors ~A and j~ in this way, the larger part of branch 2 is
included in branch B if load 1 is much bigger than load 2, and therefore in
this case branch A will be almost identical to branch 1.
The load (or more correctly flow to the heat exchanger) in node 1 is split
in two parts. Symbols gAd and gAE indicate the fractions of the load that
are moved to the first and to the last end of branch A. Likewise, g~A and
g~~ indicate the fractions of the load in node 2 that are moved to the first
and to the last end of branch Il. Figure 3 shows how the g–factors are used.
We choose to use time delay T to define the g–factors
fAT2
gAA =
T1 + fA7’2
f~rz
gBB =
T3 + f Br2
gBA = ‘3
T3 + fBT2
(104)
(105)
By defining the g–factors in this way, the major part of the load is moved
to the closest node in the simplified network. It is readily seen that
gAA + gAB = gB13+ gBA = 1 (106)
The flow in branches A and B can be expressed by
PA = pl – gAAml (107)
pB = fi2– gBAm2 (108)
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Figure 3: Collapsing nodes
To find branch Afromthe data describing branchesl and2, and branch
Bfromthed atadescribing branches 2and3, we demand that total length,
time delay, and heat loss should be preserved. It can be shown that this
leads to preservation ofthe total water volume, too.
First we will look at branch A. The preservation of length can be expressed
LA = L1 + fALz
Generally, time delay in a branch is given by
p“v
‘T=—
w
Then preservation of time delay can be expressed
(109)
(110)
as
(111)
(112)
Except for PA, all variables on the right side of (112) are known. To find
~,4, the general expression for q is used
c“ 1 1
(p= (’j’” +cP= 1 i- cp/c” = 1 + xvp/v (113)
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where X = -$$.
Inspired by (113), we use the following expression for PA
(114)
Now by inserting (114) in (112) it is possible to find VA. The resulting
expression for VA will not be given here.
By using (113) for branch A we get
1
PA = 1 + xV’/I7A (115)
which can be reformulated as
v: =VA
1–9A (116)
PAX
From VA and Vi the inner and outer diameters of the steel pipe are readily
found, resulting in
{
VA+ V;
DA=2 (117)
~LA
Assuming constant temperature, preservation of heat loss is expressed by
hA =
hlLl + fAh2L2
LA
(118)
In this section we will not distinguish between specific heat conductivities h’
and h’. Therefore, the expressions for hA and hB can be used for the supply
side as well as the return side.
Now the length, the inner and outer diameter of the steel pipe, and the
heat loss coefficient have been found for branch A. In a similar way these data
can also be found for branch B. The result is summarized by the following
procedure.
Assume that we have an original network described by the following data:
. Branch 1: dl, Dl, Ll, hl, and pl.
. Branch 2: d2, D2) L2, h2, and p2,
. Branch 3: d3, D3, L3, h3, and ~3.
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Then first calculate
where
and then calculate
ml=pl —p2
fA = rn2/(rnl + rn2)
f~r.
gAA =
T1 + fA7_2
Then branches A and B are defined by
x.~
pwcw
m2=p2—p3
.fB = ml/(ml + m2)
gBA = ‘3
73 + f B7_2
pB = fi2– gBAm2
LA = L1 + fAL2
( )
vf’ + jAv; ‘1
PA= 1+X
VI + fAV2
VA = V#:+fAv2::
V: = VA
l–VA
PAX
rVAdA=2 —~LA
LB = L3 + fBLz
( )
v;+ fBv; ‘1
~B= 1+X
V3 + fB V2
VB = V3:: ‘fBv2::
V: = VB
l–~B
~BX
r
VB
dB=2 —
~LB
D~=2
i
vA + Vj
~LA
hA =
hlLl + fAh2L2
LA
i
VB+-V;
DB=2
~LB
hB = h3L3 + fBh2L2
LB
Before choosing the above method for removing short branches, several
alternative methods have been examined. These alternatives describe a grad-
ual refinement that leads to the one described above, see P51sson et al. (1999).
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Figure 4: The Hvals@ district heating system
5 Results from a case study
5.1 The DH system
The district heating system in this case study is the system in Hvals@, which
is a small town located in the center of Zealand in Denmark. The DH system
consisting of pre-insulated pipes has no loops, i.e. it is a pure tree structure
as shown in Figure 4, and is modeled all the way out to the individual
consumers.
The system is characterized by the following:
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Figure 5: Frequency diagram
heat demands for consumers
102 103
Yearly heat demand [MWh]
showing the distribution between various yearly
in Hvals@
\ Number of consumers 535 I
Yearly heat consumption 14.95 GWh
Maximum heat r)roduction 9.6 MW
. I I
Number of DH branches 1079 I
Total length of DH branches 20.2 km
Number of ~iwe dimensions 32
Most consumers live in single family houses, but some large consumers
exist as Figure 5 shows.
5.2 Models of the DH system
To verify the accuracy of the method for creating equivalent systems, several
models of the Hvals@ DH system were made and compared by simulations.
The following systems have been modeled and simulated by the method de-
scribed in P&lsson et al. (1999):
A The original system with 535 loads and 1079
ture (see Figure 4).
B An equivalent system with all 535 loads and
branches.
branches. A pure tree struc-
1079 branches – but no side
Cl to C 12 Reduced equivalent systems created
branches of model B. Systems with 500, 200,
2, and 1 branch are modeled.
by removing the shorter
100, 50, 25, 12, 6, 5, 4, 3,
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Figure 6: Total heat load at the plant and for the consumers, when the
supply temperature is changed suddenly at the plant.
D 1 to D3 An equivalent system generated by dividing the original system in
model A into 24 sub-systems (see the dots in Figure 4 which determine
the subsystems boundaries) each of which is then transformed to a
structure with no side branches and subsequently reduced to 10, 5, and
1 branch (or nodes).
5.3 Simulations
Since no measurements are available at the individual consumers, except
for the annual heat consumption (this is the normal situation for many D’H
systems in Denmark), simulations of the equivalent systems are compared to
a simulation of the full original system.
The simulations cover a period of 24 hours with a time step of 2 minutes.
Time series for the 535 heat loads are calculated by scaling a measured time
series of the total load at the plant with the yearly loads at each consumer. If
for instance the yearly load at a consumer amounts to 1% of the total yearly
load, this consumer is assigned l% of the measured time series. In this way
all heat loads in the simulations vary proportionally. However, because of
time delays in the DH system, the loads do not vary proportionally as ‘seen’
from the plant. Moreover, tests have shown that the results are only slightly
changed if the loads at one third of the consumers are delayed by one hour,
and another third is delayed by two hours. Figure 6 shows the total customer
heat load, as well as the load at the plant. The peak at the plant is due to
a sudden change in supply temperature as described below.
In all simulations, the supply temperature from the plant is constant
80 “C, and then 8 hours after starting the simulations it is suddenly raised
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Figure 7: Heat production difference for the full equivalent system (model
B) as compared to the original system (model A)
to 100 ‘C, which results in the peak in Figure 6. The criteria which is used
in the sequel for computing error is the standard deviation of error in energy
flow from the plant.
The result for the original system (model A above), when subject to
a sudden increase of the supply temperature from the plant, is shown in
Figure 6. It can be seen that the load at the plant rises suddenly when the
temperature is raised from 80 ‘C to 100 ‘C, and then decreases when the
systems becomes stable again.
The same simulation has been performed for an equivalent system (model
B above) with no branches removed. Figure 7 shows the difference in heat
production from the simulations with models A and B.
Similar simulations have been performed for models Cl to C12 and models
D1 to D3 mentioned above. The results are summarized in Figure 8, which
shows the standard deviation of error in heat production, as compared to a
simulation of the original system.
In Figure 8 the curve indicated by “Models B and Cl to C12” shows the
situation, as the number of branches is gradually reduced. The other curve
indicated by “Models D1 to D3” shows the situation when the original system
is divided into 24 sub-areas, as shown in Figure 4. For each of these sub-
areas an equivalent system is found and then short branches are removed, so
that each sub-model has no more than 10 (model Dl), 5 (model D2), and 1
branches (model D3). This results in 201, 108, and 24 branches respectively.
It should be noted that the error in Figure 8 is slightly decreasing when
moving from model C 1 to C6. This can be explained by numerical errors in
the simulation model, which can give problems for very short pipes like in
model B and Cl. See P~lsson (1997) for a discussion about these numerical
136 5 RESULTS FROM A CASE STUDY
350
300
250
E 200
.=
a
.-
>
%
~
g 150
fj
Co
100
50
0
+- Models B and Cl to C12 ::::::
* Models D1 to D3
. .: :::
:: :..
) 1’ . . I ::
. .
.: ::::
.,
..:
:: . . .
.. :.,::
. . .. . . . .
.:.
.:.:.:. :: ..:
::::
,..
B::: ’Cl:
,.. . .
. .
. .. ..
.:, .:
::
... . .. .
.:: :::
.:::: :..
.
::
I :: :..
I 03 102 10’
.
:: :.:
. .
.: ::
.,. .
.,.
::: ::
.
,,:.:::
:::::
:: :..
. . . . .. .:.
::
:.:
::
..-.
10°
Number of branches
Figure 8: Standard deviation of error
to C12, and D1 to D3 as compared to
in heat production for models B, Cl
model A (the original system)
137
errors.
Figure 8 shows that the number of branches in the equivalent model can
bereduced to approximately 10 branches without affecting the accuracy. If
more branches are removed the error increases more significantly. Since the
original system has 1079 branches, the number of branches – and therefore
the computational time for a simulation – can be reduced to approximately
1%. Also for the sub-areas, the equivalent systems should not be reduced to
less than 5–10 branches in each sub-area.
Such substantial reduction of the network structure has important conse-
quences for the calculation time spent on the simulations. In the simulation
method applied, see P~lsson et al. (1999), the calculation time is linearly de-
pendent on the number of nodes (or branches), and hence a reduction of the
number of nodes by e.g. 9970 will imply almost 9970 reduction in calculation
time. If this reduction can be obtained without a substantial loss of accuracy,
as indicated in the case study, the method of network aggregation has clearly
some practical applicability. In particular, such reduction in computation
time is convenient for application in daily scheduling of heat production in
the DH and power companies.
6 Discussion and conclusions
The paper presents a method for reducing a complete description of a DH
network into a simple one, and still preserving the most important physical
properties of the network. Thus, a simple network description is sought,
which is nearly equivalent to the original one.
When finding an equivalent network, the complexity of the DH network
is reduced by gradually changing the tree structure into a chain structure
with no branches. Correspondingly the various parameters which define the
branches are transformed from the real network to equivalent parameters in
the corresponding equivalent network.
Two main assumptions are made to be able to define the equivalent net-
work mathematically. All mass flows are assumed to vary proportionally, i.e.
there is a constant ratio between mass flows. Moreover, it is assumed that
the return temperatures on the primary side of all heat exchangers are equal.
Naturally, the assumptions are never fulfilled in practice. This means that
the equivalent network will not give exactly the same results as the original
network, but as the tests show, results are close to the original network.
The equivalent network is reduced further by observing that many nodes
in this network are positioned close to each other separated by short pipes.
Such nearby nodes are collapsed to simplify the equivalent network. This
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procedure can be continued until very few pipes remain. The last pipes
removed in the procedure are not necessarily short, but the resulting network
could still be useful for some simulations.
It is shown in this paper that the method for aggregating a complex
DH network with no loops gives a very good approximation to the original
network. The approximation is good even if the very strong assumptions are
not fulfilled regarding a constant ratio between mass flows and equal return
temperatures at all consumers.
The equivalent DH network is tested by simulating a case study, using
the original network as well as the equivalent networks. It is shown that the
heat production at the plant as calculated for the equivalent network is very
close to the production in the original network.
It is also shown in the case study that the number of branches in the origi-
nal network can be reduced from 1079 to approximately 10 branches without
affecting the accuracy. Computational effort in simulations is proportional
to the number of branches, and thus the computational time in this case is
reduced by approximately 99~o.
Since the results of the comparisons in the case study are based on some
simplifications, one should expect to get higher errors than shown in Figure 7,
if consumer data are available and can be used for comparisons. But the main
conclusion as shown in Figure 8 is still expected to hold for large systems
similar to the case study.
The heat production at the plant appears to be sufficiently accurate and
therefore simplified models could be used in simulation and optimization of
a DH system. Such systems could e.g. include a C13P plant where the heat
demand is an important parameter and where computational costs might be
of concern.
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Abstract
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For the last five years or so, a trend has been towards establish-
ment of small decentralized combined heat and power (CHP) plants
in Denmark, which provide district heating (DH) to local and rela-
tively small urban areas. In order to optimize the operation of such a
plant, a plant operator has to produce power at time intervals where
the price is high, but he also has to fulfill the heat demand from DH
customers. In many cases, particularly when using piston engines, the
ratio between heat and power production is fixed, but by instailing a
heat storage this ratio can be relaxed.
The purpose of this study is to present a solution method for opera-
tional optimization of a simple CHP plant, with focus on utilization of
an installed heat storage. This operational optimization is performed
by using stochastic discrete dynamic programming, and thus taking
the stochastic nature of the heat load into account. It is shown that
this problem can be solved quite efficiently and finally the method is
tested on a real case study.
*Systems Analysis Department, Ris@ National Laboratory, DK-4000 Roskilde, Den-
mark
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Nomenclature
Variables
D Storage diameter
F Cost to go function
T Water temperature
Q DH heat-load
a Autoregressive model parameter
CP Specific heat of water
~ Trigonometric model parameter
g Gas usage
h Storage height
k Heat loss coefficient
p Power production
q Heat production
r Cost per time interval
t Time
u Operational state
w Stochastic variable
x Relative storage contents
@ Operational strategy function
p Water density
o Standard deviation
Subscripts
e Engine
b Boiler
p Power
q Heat
t Time
1 Introduction
The importance of combined heat and power production (CHP) in existing
power systems has become more evident in recent years. The main reason for
this is the high thermal efficiency of plants producing both heat and electric
power, compared to the conventional power-only plants. The residual heat
from the production process in CHP plants is typically utilized for either in-
dustrial usage or district heating (DH), which is mainly the case in Denmark.
This utilization results in thermal efficiency of about 85–90%, whereas the
efficiency of conventional power-plants is about 4070. In Denmark, a trend
has been towards small decentralized CHP plants for the last five years or
so. These plants typically produce in the range 1–10 MW power and provide
DH to local, and in most cases, relatively small urban areas.
The fact that the price of electric power varies, depending on the time
of day and the current weekday, poses a problem for the plant operator. He
must fulfill the heat demand, but at the same time try to produce when the
price for power is high. This dilemma can be partly avoided by connecting a
heat storage to the CHP plant. The storage is then used to store excess heat
when power production is profitable, and to supply heat to the DH customers
when the power price is low. Therefore the operator faces an optimization
problem, which is to determine when to operate the CHP plant, taking into
account the storage contents and the uncertain future heat-load. We refer to
this as a stochastic heat storage problem.
Aspects of the heat storage problem have been studied and solved in
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many different ways. Most of the work has been done by using deterministic
optimization procedures, such as general nonlinear programming [1I], mixed-
integer linear programming [10] and dynamic programming [8], [4]. When
considering stochastic optimization, the problem has been solved by using
the so-called progressive hedging algorithm [7] and dynamic programming
[5].
In this paper we pose and solve the stochastic heat storage problem,
using a simple model of a small CHP plant as a reference. The optimization
is performed by using a stochastic discrete dynamic programming method,
where found control decisions are represented by boolean variables. This
boolean structure determines which units should be operated at each time
interval in the operational horizon. In most cases each unit is operated at
the same level when running, which makes it sufficient to decide only if we
produce in the time interval, but not how much.
The paper is organized as follows. In section 2 we present a simple math-
ematical model of a CHP plant, including CHP units, boilers and a single
heat storage. The model results provide the operational cost of the units,
based on both fixed and time varying prices. In section 3, models for the
uncertain, and thus stochastic, heat-load are presented and discussed. The
resulting heat-load predictions are used as an input in the optimization pro-
cedure. In Section 4 we describe an optimization approach, which can be
used for solving the stochastic optimization problem efficiently. In Section 5
we perform operational optimization, using a real-life CHP plant as a case
study. Finally, in Section 6, we discuss the results and draw conclusions.
2 Modeling a CHP plant
In this section we present a simple mathematical model of a CHP plant,
consisting of pure CHP units with fixed heat/power ratios, heat-only boilers
and a single heat storage unit. No attempt is made to model plant thermo-
dynamics in detail and we refer to [3] for a detailed theoretical
both thermodynamics and economics of general CHP plants.
2.1 General remarks about production units
discussion of
Different types of CHP units are often divided into two classes: (i) Extraction
units and (ii) Back-pressure units. The extraction units possess the ability
to adjust the ratio between heat and power production, whereas the back-
pressure units must produce at a fixed ratio. Frequently, units in class (i)
are large and centralized with the obligation to fulfill the demand of power
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as well as heat.
On the other hand, when considering rather small decentralized CHP
plants, some aspects of the production characteristics change. The small size
implies that power production on a large-scale network can be considered
stifl,which means that the individual plant has no real effect on the power-
network load and does not take part in regulating the total power production.
Another characteristic is that the main priority for the plant operator is to
fulfill the heat demand, which literally makes power a secondary product.
In many cases, particularly in Denmark, the CHP units consist of ordi-
nary piston engines, driven by natural gas. The main advantages of using
piston engines are the high operational efficiency aIong with relatively low
startup costs. Each engine is connected mechanically to a power generator,
but the heat is extracted from the cooling water, lubrication oil and most
importantly, the exhaust gas. The direct connection to a generator requires
that the engine have a constant rotation speed in order to conform to the
power-network frequency, which consequently suggests that the energy pro-
duction is fixed to ensure maximum efficiency of the engine. Thus if we
omit the startup costs, which are the result of warming the engine up to
operational temperature, we must only decide if we produce or not.
Many decentralized CHP plants are furthermore equipped with one or
more heat-only boilers. The main function of these is to provide heat in case
of high heat-load as well as in breakdown situations. If these units are kept
warm, startup costs are generally low and are therefore disregarded in this
study. Thus, the operation of a boiler is determined in the same manner as
in the engine case, only with different cost structure.
2.2 The heat storage
A typical heat storage unit is in the form of a tank, filled with DH water,
see Figure 1. The supply and return water is loadedlunloaded respectively
through the top and bottom of the storage, which in turns generates a thermal
layer between the supply and return water. This thermal layer should be as
thin as possible to maximize the efficiency of the storage, but the thickness
depends on the inflow conditions as well as how the storage is used.
The effect of the thermal layer thickness will not be considered here, which
leads to the assumption of a clean boundary between supply and return water.
The heat loss 1 from the storage can be estimated by calculating the heat
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Figure 1: A CHP plant with a thermal storage and one engine
flow through the wall, top and bottom, which results in
lwa]]= kw7rD(@, – To)+ (1 – Z)(T, – To))h (1)
& = k,7rD2(T. – To)/4 (2)
l~ot,om = k@12(Tr – To)/4 (3)
where k is the thermal conductivity, h and D are the height and diameter
of the storage, T is temperature (s supply, r return, o environment) and x
is the relative position of the thermal layer in the storage, which satisfies
O<x <l.
2.3 A plant operation model
In the current work, we will consider a simple plant consisting of production
units and one storage tank, as shown in Figure 1. When operated, the units
produce at full capacity with constant efficiency, thus disregarding the lower
efficiency at startup.
If we disregard the heat production, the cost of operating the engine is
mainly related to the gas usage, as well as the produced power in a negative
perspective. The boiler on the other hand has only positive cost, representing
the gas usage, and thus the total operating cost at a given time interval t is
R(t) = r~g,u, – rP(t)peue – rqqeue + r~gbub – rqqbub (4)
v *
engine boiler
where r, g, p and q are cost, gas usage, power production and heat production
per interval, respectively. The control decision u is a boolean value in both
cases for engine and boiler.
The dynamic changes in the heat storage during one time interval are
dependent on the production, the heat-load and to some minor extent, heat
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losses from the storage. Here it is convenient to use the variable x which de-
notes therelative energy contained in the storage, such that O ~ x s 1. This
is in particular the relative height of the thermal layer in the storage, shown
in Figure 1. Introducing scaling variables Q and ~, we write an equation for
the storage dynamics
x(t + I) = (1– a)z(t) + P+ qt)zL~(~)+ qezLe(~)– Q(t) (5)
where Q is the DH heat-load and
4kwAtQ,=— (6)
pcPD
‘=:(~(:=?)+(:+~) (:=?)) ‘7)
To summarize the results above, we can state the following problem.
Minimize, by choice of production u(t) at each hour t over the coming week,
the expected cost (operating cost minus income from sold power), subject to
operating constraints on the plant and storage, and given that heat demand
in each time step is satisfied. In the next section we discuss the stochastic
heat demand.
3 Modeling the stochastic heat load
A fundamental element in a complete dynamic model of a decentralized CHP
plant is the heat-load in the DH-network connected to the plant. There are
two main things affecting time dependent changes, or dynamics, of the heat-
load:
. House heating, which depends on e.g. the outdoor temperature, solar
radiation and wind speed.
l Hot tap water usage, which is dependent on the behavior of the local
inhabitants connected to the DH-network.
In our work, we must consider the future heat-load and thus make predic-
tions with some reasonable accuracy, in order to choose an optimal operation
strategy for the plant. These predictions must extend over a suitable time-
horizon, so that the storage of heat can be planned with maximal utilization
of the storage.
Stochastic modeling of heat-loads in DH systems has been studied. ex-
tensively, see e.g. [9]. Most of the work has been focused on determining
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the heat-load with the aid of known outdoor temperature (or predictions of
temperature). This has for example resulted in black box models of the type:
Autoregressive Moving Average with extraneous input (ARMAX) (see e.g.
[6] for reference), with time dependent model parameters.
In [2], a model for long term prediction of heat-load is given. This model
involves an ARMAX model with seasonal terms, plus time dependent har-
monic functions, where the input is the outdoor temperature. However, in
this study we consider the case where the outdoor temperature is unknown
and consequently the only way to estimate the heat-load is to use old mea-
sured values of heat-load.
By analyzing the heat-load data from Hvals@, we come to the conclu-
sion that the following model is sufficient to describe the heat-load Q as a
stochastic process
Q(t) = alQ(t - 1)+ l)lQ(t - 24)+ b,Q(t - 25)
+ ~0 + ~1COS(%) + ~zsin(fi) + j~cos(~) + ~lsin(~) + e(t) (8)
where e is the error between actual and predicted output and a, b and f are
parameters to be estimated.
Given measured data for Q, it is possible to estimate the parameters once
and use them for prediction. Another approach, which is used in [2], is to
use recursive estimation of parameters. This approach ensures that if the
dynamic properties of the heat-load change, the parameters will follow. In
this study we only use the former approach.
4 The optimization method
In this section, we derive an optimization method which can be used to solve
the problem posed in section 2, taking the stochastic heat-load from section
3 into account.
4.1 Dynamic programming
We use the so-called dynamic programming method, which is described e.g.
in [1]. A general definition of this method, when applied to the present
problem, can be written as
(9)
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z~+l = dt(zt,‘@ (lo)
o<z~<l (11)
ut e {o, 1} (12)
Here, u = [Uo,ul, ..., UN–l], and the function dt (xt, ut) corresponds to the
definition in (5). Furthermore, Xt denotes the contents of the storage at the
beginning of time t, IV is the total number of periods, TN is a given cost
function which evaluates the final content of the storage, and rt is the cost
of production over period t.
The problem above can be rewritten such that instead of solving the whole
optimization problem, we solve a small problem at each time-step, which
conforms to the Bellman optimality principle. The steps of this separation
method are given as follows:
1. Define FN(zN) = r~(z~)
2. Then fort =lV-l,lV -2,. ... Olet
~t(xt) = mjx{rt(xt, w) + ~t+l(dt(~t,Ut))} (13)
h(w) = U:(W) (14)
where the cost-to-go function Ft+l (dt (zt, ut) ) must be defined in each
step and u: is the optimum obtained from (13).
3. At this step, Z. is typically supplied as present storage contents and
then finally for t = 0,1,. ..,lV– 1 let
u; = q$~(z;) (15)
$~+1 = dt(z; , U;) (16)
Now U; contains the optimum strategy at time t, which forms a total of
N – 1 decision variables. The real strength of the dynamic programming
method is that this solution can be obtained with computational complexity
O(N), with respect to N.
Another strength of the method is that if Zt changes at t, we still have
information about u* given in the strategy function ~t (q). This is important
in the present work, because the heat-load is stochastic and thus z* is not
known. We now proceed with an implementation of a stochastic problem,
suitable to this study. ,
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4.2 Current implementation of dynamic programming
We start by looking at the term “stochastic dynamics”, which in turns means
that the dynamic function ci~(~t, Ut) is exchanged for dt (xt, ut, wt), where Wt
is a stochastic variable with probability density function f(w). As a con-
sequence, we should substitute maxU{. . . } in (9) with maxU{E[. ..]}, where
E[. ..] denotes the expected value of a stochastic variable.
Now, since the solution (15) is given on feed-back form depending on
storage content Zt, the consequences of the realization of stochastic variables
Wo,wl, ..., w~–l are already foreseen, i.e., the solution need not be recom-
puted at time t.
We define the optimization problem by using (4) and (5), but with the
stochastic part of Q~ extracted and represented by wt. Furthermore we use
a simplified form of these two equations, which without loss of generality
assumes only one production unit. This results in
(17)
where p, d and g denote power, DH and gas, respectively, subject to
x~+l = Sxt + put – qt – w(t) (18)
O<zt<l (19)
where xt ~ IR, ut c {O, 1} and wt E lV(O, o:). Here we also define s = 1 — a
and qt = Qt – ~. The application of stochastic dynamic programming leads
to the following procedure:
1. Define ~(x~)N = 0, ~ : R ~ R.
2. Fort =N–-l, IV-2,.. ., O, let
Ft(x,) = ~:x{lz[?.tut + Ft+,(szt + f?’u, - q, - w(t))] } (20)
To proceed we
variable, E[h(w)].
A(w) = @ (w) (21)
compute the expected value of a function of a stochastic
By definition we have
co
E[h(w)] = ~ h(W)~W(W)dw
—m
(22)
where jW(w) is the probability density function of w.
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In order to fulfill the constraint given in (19) we must place restrictions on
(20) so that O s SX,+put – q, - w, s 1. We can try to fulfill this by stopping
the production if the storage is about to be filled, and start production when
the storage is almost empty.
Now let us assume that we are investigating the case where Ut = 1, that is
production is taking place. Then if the future storage xt+l = sxt +put –qt – wt
is not to exceed one, we demand
{
1 ifsxt+p–q~–wt~lUt =
O ifsxt+p–qt–wt>l
(23)
As an example, and without loss of generality, we assume that w is normal
()distributed with variance 02, and thus fW(w) = & exp # . NOWwe can
compute E[rtut] directly, which results in
r 2E[T~zLJ ~ = (–)szt+P-qt-l Got ‘*P ;;2 ‘w
?-t@
((
— l–erf
Sxt+p–qt–l
=
2 /%t ))
(24)
where erf (x) = ~ ~OZexp (—t2) dt. Similarly, the case for ut = O, that is no
production is taking place, is investigated which leads to
{
O ifsxt–qt–wt~OUt =
1 ifsxt–qt–wt<O
and we compute .E[rtut] as before, resulting in
(25)
/
cm () 2_E[7-fzLJ)= — —s.,-,, GOt ‘Xp ~:? ‘w= W’”erf(s%i:))
(26)
As an example, Figure 2 shows the expected value E[rtut] for the two cases
with s = 0.99, qt = 0.05, p = 0.1, rt = 1 and at = 0.1. From the figure
we observe that the stochasticity imposes a penalty function near x = O
and x = 1, which can be exploited to replace the constraint in (19). This
is though only possible if we assume that the production units can always
satisfy the heat-load.
The next step is to evaluate E [Ft+l (szt + put – qt – wt)], in which we use
the same distinctness between ut = O and ut = 1. In this case, it is typically
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Figure 2: The cost to go function for two different strategies
impossible to compute the integrals for the expected value explicitly, but
numerical integration will be appropriate.
To summarize, we can compute a function g(x) for each of the possible
control strategies (two in the case here, as shown in Figure 2) and then max-
imize the sum of these functions. The resulting function, which is piecewise
continuous, provides a cost to go function Ft (xt) for the problem. So if a
boiler were included then we could have three strategies: (1) No production,
(2) Engine running, (3) Both boiler and engine running; with three functions,
gl (x), gz (z) and gt(x).
5 A case study
In the preceding section we have presented a method for finding the optimum
operational strategy of a CHP plant, spanning over a given time interval. In
this section we will proceed further and apply the method to a real case, in
order to validate the usefulness and robustness of the optimization method.
We will start with a short description of our case, followed by an optimiza-
tion for both a summer period and a winter period. The essential difference
between the two periods is that there is no house heating required during
summer, just hot tap water.
5.1 Description of Hvals@ CHP plant
The case study presented in this paper is a decentralized CHP plant, located
in Denmark. The plant, referred to as Hvals@ Varmevark, is equipped with a
single gas engine accompanied by two heat-only boilers. The engine produces
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./mDKK 3r9
-%---Hk
1- 1
P, Mw
rn!l ‘KK/MWh
a! I
P
5A
Value
low high peak \
32.92883.5208 -320 -10377.3 .10-59.0010-5
Table 1: Parameters regarding the production cost
3.5 MJ/~ heat and 2.9 MW electricity, and the boilers have a maximum heat
production of 4 MJ/s and 6 MJ/s.
The various substations parameters for operational cost, as defined in (4)
and (5), are shown in Table 1. Note that the price for heat is originally taken
from the price of the DH customers, but includes 20% heat-loss in the DH
network. Also note that since it is always better to run the engine instead
of boilers, even in low tariff periods, the boilers can be excluded in the two
chosen operational time frames.
5.2 Results for a summer period
Here we choose a two week period in July 1997 and perform prediction of
heat-load for the second week by using measurements for the preceding week.
Figure 3 shows the heat-load during the predicted period.
In this case of heat-load in the summer it turns out that the autoregressive
parts (a and b) in the heat-load model (8) are excessive, which is due to
the fact that the mean heat-load over each day in summer is very stable.
Therefore we choose to fit measurements with the trigonometric functions
only, which is clearly observed in figure 3. But it turns out that the error is
significantly biased from being a Normal distribution, so we use the following
transformation formula to correct this
Q = qo + 5 (0.25~ – 0.125 arctan(uI + 1)) ~e; (27)
where q. is the original fit with trigonometric functions.
The results from the optimization are shown in Figure (4). The control
strategy itself is not shown, but can be observed from how the storage is
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Figure 5: Heat-load in April 1997, prediction versus real data
loaded and unloaded (there is a positive slope if the engine is running). We
observe that production takes place at all the peak tariff situations, never
in the low tariff, and sometimes at high tariff. When not focusing on the
heat losses from the storage (which are very small), we have an optimal
exploitation of the high tariff periods, with a total cost of -26813.8 DKK.
It also turns out that stochastic effects do not affect the solution, which
indicates that the problem can be solved by assuming equivalence between
stochastic and deterministic solution. Also, in this case the cost to go func-
tions from (20) are approximated with piecewise linear functions, each gen-
erated from 128 pieces.
5.3 Results for a winter period
In this second case of operational optimization we consider a two week period
in April 1997. As before, the first week is used to estimate a prediction model
for the second week, which is shown in Figure 5.
Here we use a heat-load model as shown in (8), with the autoregressive
parts included (al, bl, bz). In this case the model error has a probability
distribution close to a Normal one, so no transformation is performed here.
Figure 6 show the optimization results. Here the heat-load is much larger
than in the summer case, which results in operation of the engine in all peak
and high tariff periods. Since none of those periods are left out, the solution
seems to be optimal.
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Figure 6: Optimization results for April 1997, stochastic case
There is however one difference from the summer situation. When assum-
ing a deterministic model the total cost is -26300.2 DKK, but when stochastic
opt imization is performed the total cost becomes -26715.4 DKK. The differ-
ence is not great, but the reason is that at the end of Friday for the deter-
ministic case, the storage is filled before reaching the low tariff period of the
weekend. This is however taken into account in the stochastic case, resulting
in a slightly better solution.
6 Discussion
Due to high efficiency, CHP plants have become more popular in recent years.
In Denmark, a trend has been towards building relatively small CHP units in
decentralized urban areas, in which heat is produced for use in DH and power
is sold to a global power-network. Varying prices of power pose a problem for
the operation of the CHP plants, which can be compensated for by installing
a heat storage, which is used as a buffer between heat production and heat
demand.
In the current work we propose an optimization method, especially de-
signed to find an optimal boolean structured start-stop strategy for a simple
CHP plant, consisting of piston engines and boilers. For the optimization,
we use stochastic dynamic programming, focusing on the storage and the
stochastic nature of the heat-load. The resulting method soIves an integer
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optimization problem with a computational complexity linearly connected to
the number of boolean variables in the problem.
Results from case studies show that the method is computationally very
efficient, solving a problem with 168 (every hour in one week) boolean vari-
ables in few seconds on an ordinary PC computer. The results are also found
to be optimal for a stochastic optimization, but with a slight sub-optimality
in a deterministic reference case.
We end by mentioning subjects for further study, which could be inclusion
of the heat-demand as a state variable (just as the storage contents), making
it possible to perform only one optimization for a long period of time (several
weeks possibly). Another proposition is to include a stochastic possibility of
a engine breakdown, or stochastic power prices. The latter one could be
realized in a free market situation.
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Abstract
Expansion planning of combined heat and power systems requires
simulation tools for estimating key indicators for decision making.
Probability production simulation techniques have for decades been
used for power–only systems. The techniques have as well been ex-
tended to CHP systems with one heat area.
In this study, the simulation methods that include one heat area
are extended to include an arbitrary number of heat areas. This can be
done by either: (i) working in multidimensional probability space, (ii)
aggregating all heat areas into one area and working in two dimensions,
(iii) assuming that the heat demands in all heat areas are perfectly
correlated and working in three dimensions.
In a simple test case, it is observed that the assumption of perfectly
correlated heat areas gives results very close to a general multidimen-
sional analysis. On the other hand, aggregating all heat areas into one
large area gives rather poor results.
It is concluded that the assumption of perfect correlation of heat
demand gives good results with reasonable computational complexity,
while a general multidimensional method becomes much to complex
with only few heat areas included.
Keywords: CHP} combined heat and power, expansion planning, dis-
trict heating, probabilistic production planning
*Systems Analysis Department, Ris@ National Laboratory, DK-4000 Roskilde, Den-
mark.
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1 Introduction
An important element in the planning of future heat and power production
systems is the dimensioning of the system, that is, finding the appropriate
types and capacities of production plants. The planning problem in this
respect then consists of obtaining a balance between security of supply and
a rarely used reserve capacity.
Traditionally, the dimensioning problem for power–only systems has been
analyzed by using so-called probabilistic production simulation. In this
method the power demand is represented by a probability distribution, and
each power plant is represented by its capacity and forced outage rate, i.e.
the probability of not being able to produce. This information is combined in
a simulation, which gives results regarding the expected production of each
power plant and the expected power demand that cannot be met because of
failures in the plants. The method is often referred to as the Baleriaux-Booth
method (see [1], [2]).
However, due to the large extent of combined heat and power production
(CHP) already existing or being planned in many countries, particularly in
Denmark, the production to district heating has to be considered as well.
Therefore, work has been done to extend the classical method (see [3], [4],
[5]).
Similar to the ideas in the classical method of probabilistic production
simulation, the combined heat and power demand is here represented by
a two-dimensional probability distribution, where the two dimensions are
power demand and heat demand. The CHP plants are represented by their
power and heat capacities and forced outage rates.
In more general terms, there is in the CHP systems a trade-off between
trying to satisfy power and heat demands and trying to avoid overproduction
of power and heat. Therefore, in order to analyze such systems it is necessary
to develop concepts and methods that are specifically directed towards the
systems’ characteristics.
In the present work we extend the results on CHP systems to the situation
frequently occurring where there are more than one district heating area,
where [3], [4] and [5] only consider one heat area.
While this in theory may be analyzed by a direct extension of the above
mentioned method for CHP systems with one heat area, the computational
difficulties in this are severe. This is due to the multidimensional analysis
which is demanding in terms of computation time and computer memory
requirements.
We therefore in this paper propose an implementation based on a sim-
plifying assumption. This assumption is that the heat demands in all heat
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areas are perfectly correlated.
We describe howto model this and we illustrate the results for a small
system. Further we compare the proposed method with the simpler approach
of aggregating the heat demands to one large heat area.
The paper is organized as follows: In Section 2 we introduce the basic
concepts in the two–dimen-sional analysis of CHP systems. Section 3 de-
scribes implementation aspects and gives the main theoretical results under
the simplifying assumtion. Section 4 illustrates the method by application
to an illustrative case.
2 Main Concepts
In this section we describe the main concepts that are necessary for the
analysis. This includes the description of the system (units and demands),
the convolutions, and the results in terms of expected unserved energies and
expected overflow energies. The exposition largely follows [5], but includes
more than one district heating areas.
2.1 Description of the units
The system considered is a combined heat and power (CHP) system. A CHP
system consists of several units each producing power and/or heat.
The units in the system can be divided into two groups: units which
only have one type of generation, either heat or power, and those which
have a combined generation, both heat and power (CHP units). The for-
mer group consists of boiler units, which generate only heat, and condensing
units, which generate only power. Within the group of CHP units we con-
sider back pressure units and extraction units. Each heat producing unit is
connected to one out of d heating areas. In many analysis a heat area will be
a district heating area, however a heat area might also represent an industrial
production plant if industrial CHP is considered.
Each unit is characterized by its
. working area
l forced outage rate (FOR), r
. position in the loading order list of all units in the CHP system
The relation between the possible heat and power generations for a unit
is represented by the working area. The working areas of the four types of
162
Power
t-
Power
CP CP
Heat C* Heat
a) Condensing unit b) Extraction unit
Power
t
Power
t
Cpt?z_L-
Cq “Heat C9 Heat
c) Back pressure unit d) Heat unit
Figure 1: Working area for production units
units are sketched in Figure 1. The shape of the working area defines the
possible combinations of heat and power generations.
For a heat unit the working area is characterized by the capacity C9[MJ/s]
for heat, and for a condensing unit the working area is characterized by the
capacity d’ [MW] for power. It is seen that a heat unit has zero power
capacity, cf’ = O, and that a condensing unit has zero heat capacity, C9==O.
For back pressure units, the back pressure line is defined with a slope,
cm = cP/c~, where c~ and CPare capacities for heat [MJ/s] and power, [MW],
respectively. Formally, we define cm = O for heat units and cm = cm for
condensing units.
Extraction units permit some freedom in the choice of possible combina-
tions of heat and power. This is in contrast to the back-pressure unit, where
the combinations are fixed at the back-pressure line.
The working area of the extraction unit is a polygon, defined by four lines.
Two lines limit the heat production q to the interval O < q < c~. The back-
pressure line with slope cm defines the lower limit of power production tc) any
given heat production. The line with slope –c” (observe that c“ is positive)
defines the upper limit of power production to any given heat production.
The combinations (q, p) of heat and power that are within the working area
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are therefore seen to satisfy the relations,
()<q <c? (1)
cmq<p<@–cvq (2)
The relations are seen to imply that O < p < Cp.
As seen, the back-pressure andextraction units introduce a dependency
between the production of heat and power. This dependency is fundamental
to the method presented below since it introduces difficulties which are absent
in the power–only systems. In fact, if the system contained only condensing
units and heat units, then the power–only analysis could be readily extended
to include also the heat production.
Each of the units is assigned a forced outage rate, i.e. the probability of
non-availability of the unit.
The N units are assigned to generate in the loading order. Traditionally
the loading order, or priority list, reflects the economy of the units. The
generation costs of the combined units are usually lower than the heat-only
and the power–only units, and therefore they might be placed first in the
loading order.
For the present analysis it will be found desirable to use other loading
orders that better reflect the character of the problem (see Subsection 2.5).
In the sequel lower indexes i will usually indicate unit number, e.g., ri
,c~, ~ and cT.
2.2 Load Probability Density Function, LPDF
Based on e.g. recorded data, the power load and the d heat loads can be
classified and represented as a function describing the relative frequency with
which particular combinations of power and heat occurred during the period
considered (typically one year), viz., the load probability density function
(LPDF), $0: l?~+’ + 1?. For planning purposes the LPDF must be derived
by forecasting. In practice, the data are typically represented as one-hour
values over the 8760 hours of a year; multiplication of ~. by T = 8760 hours
then gives the number of hours that a particular combination of heat and
power demands will occur during the year.
An example with d = 1, i.e. heat load in one heat area and one power
load, is shown in Figure 2, left.
The occurrence depicted in Figure 2 will be considered as a two-dimensional
stochastic variable. Thus, the graph in Figure 2, left, is interpreted as repre-
senting a joint probability density function of the two loads. Therefore, let
the two loads, heat and power, be represented as random variables X~[J!fJ/s]
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Figure 2: Density function and Inverted distribution function, with d = 1
and XP [MW], respectively. Thus, ~. (d, N) represents their joint load prob-
ability density function LPDF; that is, ~. (x~, xP) represents the probability
that Xq takes the particular value Zq and XP takes the particular value zP.
Figure 2, right, shows the inverted distribution function. Observe that
this function, according to the tradition of probabilistic power planning, is
inverted relative to the statistical tradition. Thus, the inverted distribution
function Fo, is defined as,
mm
Fo(q, p) =
II
~. (X9>x“) dxpdxq (3)
flP
These ideas may readily be extended for use in more than two dimensions.
2.3 Equivalent Load Probabilityy Density Function
Now we analyze what happens when we attempt to satisfy the load by in-
serting the first unit in the priority list. Assume for a moment that the unit
is not an extraction unit, and has capacity (cgI, &’). The unit is associated
with district heating area h, where 1 s h < d. Assuming furthermore that
the unit produces at full capacity all the time (i.e., it has no outages and
thus the forced outage rate is zero, i.e., rl = O), we get the equivalent load
probability density function, ELDPC, for the remaining load, jl as ,
fl(~l, ~2,..., &.. .,q~, p)= fo(ql, qz, . . ..q~+c.’, q~, p+g)p+g) (4)
Thus, the equivalent load density function fl is obtained by figuratively
“moving” all points representing probability mass in the direction of (O,O, . . . .
—&l ~.
.,0, –~) when inserting unit 1. This represents the Ioad remaining
to b; served by the other N – 1 units. This process is repeated for all N
units.
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Now, as the units have a FOR, r. >0 they are not available all the time
but are only available with probability (1 – r.). Considering the equiva-
lent load and the outages as independent stochastic variables, the recursive
formula for the derivation of the ELPDF is obtained as the following convo-
lution,
t-n(Lq2>...,!t ... ,q~,p)= (l–rn)fn_l(ql,q2,. . ..q~+c., q~, p+<)p+<)
+rnfn–l(ql, Q2,. . .,qh, . ... qd, p) (5)
If all units considered are assumed to produce at capacity (c~, cP) then
for some n, points with positive loads will move such that they may end up
with either negative equivalent power load or negative equivalent heat load
(or both). Therefore, it might be desirable to reduce the generation of a unit
to a level less than (c~, c~).
The selection of appropriate production levels is complicated. In partic-
ular it is not even clear what production at full capacity of an extraction
unit should be interpreted to mean, cf. Figure 1. We must therefore state
more explicitly what combination (q, p) of heat and power will be applied
during the convolution of the unit. We shall describe this in more detail in
Subsection 2.5.
2.4 Energy Quantities
When all N units have been loaded, the expected unserved energies for heat
in the heat area h, EUE 9* and for power, EUE~ are obtained as,
‘uEqh=TL:lm”””lwqh fN(qlqdp)dqldqddp ‘6)
‘uEp=Tlmlw”””lwp fN’q’qdp’dq’dqddp ‘7)
where ~ is the time interval considered.
The expected heat and power overflow energies, EOEqh and EOE~ can be
determined in a way similar to the expected unserved energy. The expected
power overflow EOE9 is calculated as the
the equivalent power load, p, multiplied by
value. The expected power overflow EOEP
therefore be calculated as,
rO r~ rco
integral of all negative values of
the probability that it takes that
(non-negative by convention) can
EOEP= -Tj_m]o /0 pfN(ql,...,qd,p)qdqddpqddp (8)
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The expected heat overflows EOEg~ may be calculated similarly. However,
by definition of the heat priority criterion (to be presented in Subsection 2.5)
EOEgh is zero in any heat area h, h = 1,....d. This is also why the lower
limit of the integrals with respect to heat in Eqs. (6)–(8) have been taken as
O (rather than –m).
Finally, observe that in addition to these energy quantities, the concept
of loss of load probability (LOLP), known from the traditional power–-only
analysis, may be extended to the CHP analysis as follows,
‘OLpqh=L:lm”””lm fN’q’JqdJp’dq’odq’d~
‘OLpp=lmlw”””lw fN(qlqdp)dq’dqddp
(9)
(lo)
Similarly, a concept of overflow production probability (OPP) may be intro-
duced. For the heat priority criterion OPP 9’ = O,while
Oppp=[wim””lmfN(qlqdp) dqldqddp’11)
A distinctive feature of the CHP analysis is that relative to the power–
only case, as treated in [1, 2], we have to introduce the concept of overflow
energy. This is a direct consequence of the dependency between power and
heat production described in Subsection 2.1.
The power overflow obtained is mathematically well defined through (8).
Power overflow is simply represented by points (ql, . . . . q’, p) with p < 0,
having f(ql, . . . . qd,p) > 0, i.e., those points for which there is a positive
probability that p is negative.
The physical and operational interpretation of power overflow can vary
according to the circumstances. For instance, power overflow might imply
that the surplus power is delivered as rotational energy (implying an increase
in frequency) or it might imply that power is exported to neighboring sys-
tems. A heat overflow may be defined in analogy to (8), and might imply
an increasing temperature in the water of the district heating system or the
storage of heat in a storage tank.
By reduction of the production level, cf. the previous subsection, it will
be possible to avoid overflow in either heat or power production.
Now a key point in the CHP system is that overflow is not necessarily
undesirable. This differs from the power–only system where the production
level adjustment is always used to attain either an exact fulfillment of the
load or, if this is not possible, to have unserved energy.
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To understand why this is so, it should be noted that in general there
is a trade-off between the following situations: “Unserved heat and power
energy” versus “power (or heat) overflow but less unserved heat (or power)
energy”.
It is therefore necessary to define a strategy for production level adjust-
ment, in the calculations in (5).
We shall in this paper assume that the heat-side determines the trade-off.
The assumption may also be denoted as a heat priority criterion.
2.5 The Heat Priority Criterion
We now describe the heat priority criterion in more detail. It implies a
hierarchical decision structure for production adjustment (dispatch), i.e. for
choice of heat and power production. For any given unit the heat production
is first determined, so that the remaining heat demand will be minimized,
and so that there is no heat overflow. For the given heat production on
the unit the power production is then determined. On a heat only unit
there is no power production, but on a back-pressure unit the size of power
production is implied by the size of the heat production. Therefore, only in
the case of extraction and condensing units there is a freedom of choice of
power production once the heat production is fixed. In general, the amount
of the power production on the two units will be chosen in order to minimize
power overflow as well as unserved power.
Considering the heat priority criterion, the main result from [5] may be
summarized as follows,
1. There is no trade-off between the different heat criteria. In other words,
there exist loading orders and dispatches such that the minimal values
of EtIll q~ are attained simultaneously for all heat areas.
2. There is no trade-off between EOE~ and EUE~. In other words, there
exist loading orders and dispatches such that the minimal values of
EOEP and EUEP are attained simultaneously.
3. The value EOE~ may be attained by performing convolutions where
the units are loaded in sequence according to increasing cm-values (ex-
traction units are treated as back pressure units in the loading order
and are only allowed to produce at the Cm- line; condensing units are
not loaded).
4. The value EUE~ maybe attained by performing convolutions where the
units are loaded in the following order: first apply all non-extraction
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units loaded in sequence according to decreasing cm-values (this implies
that all condensing units are loaded before any heat producing units);
then apply all extraction units sorted according to increasing c“-values
(extraction units are only allowed to produce at the c“- line).
5. EOEqh = O, h = 1,..., d.
6. EUEqh, h = 1,...,d, may be attained from any of the calculations in
the above items (3) and (4).
7. The two loading orders mentioned in items (3) and (4) need only be
strict within each set of units connected to the same heat area. In
other words, the convolutions and the calculation of EUEqh ma,y be
completed for one heat area at a time.
The above results 1–7 are consequences of the facts that the heat areas are
completely separate with respect to heat, and the heat areas are only interre-
lated through the power production to a common power system. Moreover,
by the choice of the heat priority criterion the loading orders and dispatches
are determined primarily (in a hierarchical sense) by the heat side, and the
implications for the power side are consequences of the handling of the heat
side. A strict proof of the results were given in [5] for d = 1, the ideas of the
proof may be extended to the present case of d >1, but we shall not do so
here.
3 Implementation and Simplifying Assumptions
The implementation of the method is relatively straightforward using a, dis-
cretization of the probability space, introduced in Subsection 2.2.
Working with a discretized representation, the computational burden may
be indicated as follows. Assume that the size of the grids is such that a total of
D~~l grid units cover the relevant space. Then the convolution of N units will
require arithmetic operations approximately proportional do 11~+1N. IEven
for moderately sized values of d and D this may imply lengthy computations
and large computer memory requirements.
Therefore in the following we suggest a simplifying assumption, without
sacrificing the assumption of distinct heat areas.
Assume that the heat loads in the different heat areas are related such
that the heat load in area h, h = 2, ..., d, may be written as a function
@ : R -+ R of the heat load in heat area 1, i.e., q~ = @~(q’), h =2, ....d. In
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particular, the relationship may be linear, such that q~ = ah + ~~ql. This
implies that the joint probability density function j. may be written as
{
fo(!t>@2(!t)) #3(d),-+fll’)w) if !lh = @h(’J’)
fo(~’M2!...> &P) = (J otherwise
(12)
where h = 2, . . ., d. This assumption will be fulfilled for instance if the heat
loads in all areas are perfectly correlated over time.
Under this assumption we can substitute the convolutions in (d+ l)-
dimensional space by a sequence of convolutions in 3-dimensional space as
follows. First the subspace with variables (ql, q2, p) - i.e., the subspace rep-
resenting heat areas 1 and 2 and power - is treated. In this, the units of
heat area 2 are applied. When all these units have been applied, _EtL?3q2
may be calculated. Then the subspace with variables (ql, q3, p) is treated,
the units of heat area 3 are applied and EUE~3 is calculated. This continues
with subspaces (ql, q~, p), h = 4, . . . . d, until EUEgd has been found. Then
the subspace with variables (ql, p) is treated as a two dimensional case, and
.EUE g’ is found.
The proof that this simplification is valid will be indicated in the fol-
lowing, which also describes in more detail the computational approach. For
simplicity of exposition we assume that d = 3. Consider first the calculations
for heat area 2. Define the auxiliary function f; : $?3 ~ R as
AK41A2>P)= /’mfo((t, !12,!73,P)@3= fo(A72d3(d),
—m
By the assumption that q3 = #3(q1) it follows that inversely
recovered from ~~ as
{
.f;(q’)~2,P)if Q3= ~’(q’)fn(&12,q3,P) = () otherwise
P) (13)
f.may be
(14)
where n = O; see also (12)
Now the convolutions in (5) maybe performed in relation to f:.For unit
n we get, cf. (5)
f:(d,~2,P)= (1– nJ.L(A72 + S:>P+ %) + hf?M!t, ~2,P) (15)
Convolution on heat area 2 may continue this way. It may be verified that
f.(d,q2,q’,P) may be recovered from j~(~l, ~2,P) by the formula (14) for
any n. Thus, no information is lost by using the 3-dimensional function fj
rather than the (in this case with d = 3) 4-dimensional function fn.
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When we have completed heat area 2 we calculate, assuming that N2
units have been loaded
‘uEq2=HTq2f&(q1)q2>p )dq1dq2dp
‘LH1
~q2f;2(ql, q2, q3,p)dqldq2dq3dp (16)
The last equality holds because of(14). All subsequent convolutions will
take place in relation to other heat areas (or with power–only units) and
therefore all “movements” in probability space will be such that the q2–
values are unchanged. The value calculated is therefore equal to the value
definedin (6). The formula (16) shows that EUE~2 may be calculatedly
a simpler formula than in (6) and that it may be done immediately after
completion of heat area 2, cf. also item (7) in Subsection 2.5. This is not
surprising since the heat areas are only linked through the power side and
are independent on the heat sides.
Now define j$2:R3 -+Ras
{
fpf;2(q’, q22P)dq2 ifq3=@3(q’)
f;2(q’)’23, P)= () otherwise (17)
We now continue with heat area 3 as above, using .f~2. After loadir~g of
all units in this heat area, and a total of say N3 units, we calculate
‘U”q’=[mwq3f$3(ql,q3>P) dq1dq3dp
“Errr
q3fN@> qz>~3>P) d!tdq2dq3dp (18)
The last equality follows from (17) and (16). It may be argued as before
that this value EUE 93 is the same as defined in (6). (If there were more
that d = 3 heat areas, all remaining heat areas h, h = 4,. ... d, would be
treated similarly as heat area 3, by repeated definition in line with (17) and
calculations of EUE@ in line with (18).)
Finally we define .f~, : R2 + R as
/
cc
f;,(A P) = fi’(!t,q2>P) @3
o
(19)
We complete convolutions in heat area 1 according to (5) and calculate
EUE9’ according to (6) for d = 1.
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Figure 3: Heat demand in area 1 versus heat demand in area 2.
This is performed twice. First the set of convolutions has minimal power–
to–heat relations and in this case it is now possible to calculate EOEP, cf.
item (3) in Subsection 2.5. Then the set of convolutions has maximal power–
to–heat relations and it is now possible to calculate EUE~, cf. item (4) in
Subsection 2.5. The values EUE@ may be calculated from any one of these
two sets of convolutions, cf. item (6) in Subsection 2.5.
With an implementation using discretization the computational burden
of this is under the simplifying assumption reduced from being proportional
to approximately Dd+lN as mentioned above to being proportional to ap-
proximately D3N. This is acceptable when applying a present day PC for
calculations.
4 Case Study
We now describe the application of the above development to a general il-
lustrative case. We assume two heat areas each one with a total yearly
heat demand of 2066 W = 7438 TJ, divided into 8784 hours. The heat de-
mands are connected as indicated in Figure 3. The yearly power demand is
4006 GWh.
The characteristics of the production units are described in Table 1. As
seen, area 1 is equipped with a heat unit and a back pressure unit, whereas
area 2 has a heat unit and an extraction power plant. Moreover, there is a
condensing power plant.
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Unit Type Area FOR Capacity cm
1
cl’
Heat Power
[MJ/s] [MW] [MwfMJ/,] [Mw/MJfs]
HOB:l Heat unit 1 0.1 600
BUP:l Back pressureunit 1 0.1 500 400 0.8
HOB:2 Heat unit 2 0.1 600
EXT:2 Extraction unit 2 0.1 500 500 0.8 0.1
COND Condensingunit 0.1 600
Table 1: Data for the production units.
This system has been analyzed using three different techniques. In all
three cases, a discretization with intervals of 25 MW on the power side and
25 MJ/s on the heat side(s) was used. The three techniques differ with respect
to the approximations made.
In the first technique, the analysis is performed directly as described in
Section 2, see in particular Subsection 2.5. This implies calculations with
d = 2, i.e. three dimensional arrays are used in the representation of the
discretizised values. The results are reported as ‘Technique 1’ in Table 2.
Calculations 1 and 2 are referring to the criterions defined in times 3 and 4
in subsection 2.5. It is seen that the values of EOEgl, E0Eg2, OPP ~1, and
0PPq2 are all zero, as expected.
In the second technique, the two heat areas have been aggregated to one
heat area. This is done by adding the heat demands hour by hour, and by
assuming that all of the heat producing units, cf. Table 1, can produce to
this common area. The LPDF, cf. Subsection 2.2, of the combined heat and
power loads is shown in Figure 2, left. The calculations are performed as
described in Section 2, with d = 1.
The results of the calculations are reported as ‘Technique 2’ in Table 2.
Except of EOE~ and OPP~, the values are smaller than those for ‘Technique
1‘. This is expected, as the aggregation of the two heat areas implies a greater
(but artificial) flexibility, and therefore to more optimistic (i.e. smaller) val-
ues with respect to the indicators for the heat side (EUE9, L OLP ~). As this
will also permit more total power production, also EUE~ decreases. On the
other hand, the increased heat production and the restrictions between heat
and power production, cf. Figure 1, imply a larger value of EOEP.
The third technique is the one described in Section 3. The assumption
of completely correlated heat demands is clearly not fulfilled, cf. the dots in
Figure 3. Therefore we hour by hour modify the heat demand during hour t
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Technique Calcu- EUE [GWh] EOE [GWh]
lation Heat Power Heat Power
Area 1 Area 2 Area 1+2 Area 1 Area 2 Area 1+2
1 1 20.8 20.8 41.6 0.0 0.0 0.0 2.1
2 20.8 20.8 41.6 29.0 0.0 0.0 0.0
2 1 2.6 0.0 2.2
2 2.6 20.1 0.0
3 1 20.7 20.7 41.4 0.0 0.0 0.0 2.1
2 20.7 20.7 41.4 28.9 0.0 0.0 0.0
Technique Calcu- LOLP ~/.o] OPP [0/00]
Iation Heat Power Heat
Area 1 Area 2 Area 1+2 Area 1 Area 2 Area 1+2
1 1 10 10 21 0 0 0
2 10 10 21 14 0 0 0
2 1 2 0
2 2 13 0
1 1 10 10 20 0 0 0
2 10 10 20 14 0 0 0
Table 2: Results of the calculations
---1Power
2232
Technique 1: Two heat areas with (partly) uncorrelated heat demands.
Technique 2: One heat area with aggregated heat demand.
Technique 3: Two heat areas with fully correlated heat demands.
Case 1: Minimum power production.
Case 2: Maximum power production.
174 5 COiVCLUS.10ATS
in each area j to the following value,
(20)
Here qj is the original heat demand in heat area i during hour t, and Qi is
the original total annual heat demand in heat area i. As seen, the formula
assigns a new heat demand to heat area j during hour t which is proportional
to the total annual heat demand in heat area j and proportional to the total
heat demand. The heat demands in all heat areas will now be completely
proportional, hour by hour, cf. the line in Figure 3.
The results of the calculations for the third technique are shown as ‘Tech-
nique 3’ in Table 2. The values are seen to be very close to those of ‘Techn ique
1‘ in the same table.
The calculations for ‘Technique 2’ and ‘Technique 3’ in Table 2 may be
seen as approximations to the correct values for ‘Technique 1‘. Here ‘cor-
rect’ is with respect to the definitions of Subsection 2.4, but disregarding
discretization errors. In this perspective, the approximation introduced in
Section 3, with results reported as ‘Technique 3’ in Table 2, are much better
than the approximation resulting from aggregating the heat areas, reported
as ‘Technique 2‘.
5 Conclusions
With large and even increasing shares of co–production of heat and power,
it is of importance to be able to analyze system behavior when planning the
expansion of CHP systems. This implies among other things evaluation of
imbalances between demand and supply of heat and power.
Traditionally, for power–only systems this has been done by applicatiOn
of simulation tools such as the Baleriaux–Booth method, which permits eval-
uation of indicators of total system adequacy such as loss of load probability
and expected unserved energy.
In the present paper we have extended this method to CHP systems
with multiple heat areas. It is shown how it is computationally feasible to
evaluate relevant system adequacy indicators. Specifically we introduce an
assumption of completely correlated heat demands, which permits procedures
with computation times that are linear in the number of units.
It is demonstrated with a simple illustrative case, that this technique is
superior in terms of accuracy relative to the more straightforward procedure
of aggregating all heat areas into one large area.
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Abstract
Expansion planning of combined heat and power systems requires
simulation tools for estimating key indicators for decision making. For
power systems, so-called probability production simulation techniques
have been used extensively. These techniques have been extended to
include combined heat and power (CHP) systems with a single heat
area and back-pressure type CHP units.
In this paper, existing simulation methods for CHP are extended
to include extraction power plants. Furthermore, the case of multiple
heat areas is addressed and three different simulation strategies are
presented for such systems.
The results show that an assumption of perfectly correlated heat
demands in all heat areas gives results that are very similar to a general
case, whereas working with a system with all heat areas aggregated into
one gives rather poor results.
It is demonstrated that it is possible to use the traditional concepts
and methods for power-only analysis on a CHP system. Additional
concepts are presented, depending on the heat criterion applied. It
is concluded that probabilistic production simulation including CHP
units can be performed with reasonable effort and accuracy.
1 Introduction
An important element in the planning of future heat and power production
systems is the dimensioning of the system, that is, finding the appropriate
*Systems Analysis Department, Ris@National Laboratory, DK–4000 Roskilde, Den-
mark.
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types and capacities
respect then consists
1 INTRODUCTION
of production plants. The planning problem in this
of obtaining a balance between security of supply and
a rarely used reserve capacity.
Traditionally, the dimensioning problem for power-only systems has been
analyzed by using so-called probabilistic production simulation. In this
method the power demand is represented by a probability distribution, and
each power plant is represented by its capacity and forced outage rate, i.e.
the probability of not being able to produce. This information is combined
in a simulation, which gives results regarding the expected production of
each power plant, the expected power demand that cannot be met because
of failures in the plants and the loss of load probability. The method is
often referred to as the Baleriaux-Booth method (see [1], [2]). Various refine-
ments and implementations have been developed, see e.g. the reviews in [3]
or [4]. Also, unconventional energy technology may be analyzed with these
methods, see e.g. [5] for an evaluation of the capacity value of wind power.
However, due to the large extent of combined heat and power production
(CHP) already existing, being planned or investigated in many countries, the
production of heat to district heating or industrial CHP has to be considered
as well. Therefore, work has been done to extend the classical method (see
[6], [7], [81).
Similar to the ideas in the classical method of probabilistic production
simulation, the combined heat and power demand is here represented ‘by a
multidimensional probability distribution, where the dimensions are power
demand and heat demand in each heat area. The CHP plants are represented
by their power and heat capacities and forced outage rates.
The idea of using two-dimensional probability distributions has been ap-
plied independently within the analysis of power-only systems (see [9], [10],
[11], [12], [13]). The specific application has been the analysis of two inter-
connected power systems.
While both interconnected power systems and CHP systems maybe ana-
lyzed using two-dimensional probability distribution representations, it turns
out that a CHP system has its unique features. For power-only systems there
is a positive probability of unsatisfied power demands, due to forced outages.
Similarly, for CHP systems there is a positive probability of unsatisfied power
and heat demands. However, in addendum, an overflow power production
may occur, assuming that the heat production is attempted to be satisfied.
This is due to the problem of simultaneously satisfying both heat and power
demands from the same plants.
In more general terms, in the CHP systems there is a trade-off between
trying to satisfy power and heat demands and trying to avoid overproduction
of power and heat. Therefore, in order to analyze such systems it is necessary
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to develop concepts and methods that are specifically directed towards the
systems’ characteristics.
In the present work we extend the results in [7] on CHP systems to the
situation frequently occurring where there are extraction-type CHP units and
there is more than one district heating area.
While in theory this may be analyzed by a direct extension of the above
mentioned method for CHP systems with single heat area, the computational
difficulties in this are severe. This is due to the multidimensional analysis,
which is demanding in terms of computation time and computer memory
requirements. We therefore in this paper propose an implementation based
on a simplifying assumption: that the heat demands in all heat areas are
perfectly correlated.
We describe how to analyze this and we illustrate the results for a small
system with two heat areas.
The paper is organized as follows: In Section 2 we introduce the basic
concepts in the two-dimensional analysis of CHP systems. Section 3 de-
fines the heat priority criterion, which is one out of several possible ways of
balancing the different criteria. The main theoretical results for this crite-
rion are presented. Section 4 describes implementation aspects and describes
a simplifying assumption which permits attractive computation times even
with several heat areas. Section 5 illustrates the method by application to a
synthetic illustrative case.
2 Main Concepts
In this section we describe the main concepts that are necessary for the
analysis. This includes the description of the system (units and demands),
the convolutions, and the results in terms of expected unserved energies,
expected overflow energies, loss of load probabilities and overflow production
probability.
2.1 Description of the Units
The system considered is a combined heat and power (CHP) system. A CHP
system consists of several units each producing power and/or heat.
The units in the system can be divided into two groups: units which have
only one type of generation, either heat or power, and those which have a
combined generation, both heat and power (CHP units). The former group
consists of boiler units, which generate only heat, and condensing units,
which generate only power. Within the group of CHP units we consider back
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Figure 1: Working area for production units
pressure units and extraction units. Each heat-producing unit is connected
to one out of d heating areas. In many analysis a heat area will be a district
heating area, however a heat area might also represent an industrial CHP
production plant.
Each unit is characterized by its working area, its forced outage rate
(FOR) r, and its position in the loading order list of all units in the CHP
system.
The relation between the possible heat and power generations for a unit
is represented by the working area. The working areas of the four types of
units are sketched in Figure 1. The shape of the working area defines the
possible combinations of heat and power generation.
For a heat unit the working area is characterized by the capacity C9[M.J/s]
for heat, and for a condensing unit it is characterized by the capacity c’ [MW]
for power. It is seen that a heat unit has zero power capacity, CP = O, and
that a condensing unit has zero heat capacity, c~ = O.
For back-pressure units, the back-pressure line is defined with a slope,
c~ = cI’/c~, where C9 and CPare capacities for heat [MJ/s] and power [MW],
respectively. Formally, we define en = O for heat units and cm = m) for
condensing units.
Extraction units permit some freedom in the choice of possible combina-
tions of heat and power. This is in contrast to the back-pressure unit, where
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the combinations are fixed at the back-pressure line.
The working area of the extraction unit is a polygon, defined by four
lines. Two lines limit the heat production q to the interval O s q ~ c9. The
back-pressure line with slope cm defines the lower limit of power production
corresponding to any given heat production. The line with slope –cV (observe
that c“ is positive) defines the upper limit of power production corresponding
to any given heat production. The combinations (q, p) of heat and power that
are within the working area are therefore seen to satisfy:
As seen, the back-pressure and extraction units introduce a dependency be-
tween the production of heat and power. This dependency is fundamental to
the method presented below since it introduces difficulties which are absent
in the power-only systems. In fact, if the system contained only condensing
units and heat units, then the power-only analysis could be readily extended
to include the heat production as well.
Each of the units is assigned a forced outage rate, i.e. the probability of
non-availability of the unit.
The N units are assigned to generate in the loading order. Traditionally
the loading order, or priority list, reflects the economy of the units. The
generation costs of the combined units are usually lower than the heat-only
and power-only units, and therefore they might be placed first in the loading
order. For the present analysis it will be found desirable to use other loading
orders that better reflect the character of the problem (see Subsection 3).
In the sequel, lower indexes i will usually indicate the unit number, e.g.,
rz ,c~, ~ and c~.
2.2 Load probabilityy density function
Based on, e.g. recorded data, the power load and d heat loads can be clas-
sified and represented as a function describing the relative frequency with
which particular combinations of power and heat occurred during the period
considered (typically one year), viz., the load probability density function
(LPDF), fO : R~+l ~ 1?. For planning purposes the LPDF must be derived
by forecasting. In practice, the data are typically represented as one-hour
values over the 8760 hours of a year; multiplication of j. by T = 8760 hours
then gives the number of hours that a particular combination of heat and
power demands will occur during the year.
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An example with d = 1, i.e. heat load in one heat area and one power
load, is shown in Figure 2, left.
The occurrence depicted in Figure 2 will be considered as represen.ting
a two-dimensional stochastic variable. Thus, the graph in Figure 2, left,
is interpreted as representing a joint probability density function of the two
loads. Therefore, let the two loads, heat and power, be represented as random
variables X~ [lMJ/s] and XP [MTV], respectively. Thus, ~. (z~, N) represents
their joint load probability density function LPDF; that is, ~. (zq, x~) repre-
sents the probability that Xg takes the particular value Zq and XP takes the
particular value Xp.
Figure 2, right, shows the inverted distribution function. Observe that
this function, according to the tradition of probabilistic power planning, is
inverted relative to the statistical tradition. Thus, the inverted distribution
function Fo, is defined as,
mm
$’~(q,p) =
l!
fo(x~, d’) dzpdzq (4)
9P
These ideas may readily be extended for use in more than two dimensions,
i.e. for d > 1.
2.3 Equivalent load probabilityy density function
Now we analyze what happens when we attempt to satisfy the load by in-
serting the first unit in the priority list. Assume for a moment that the unit
is not an extraction unit, and has capacity (c!, ~). The unit is associated
with the district heating area h, where 1 s h < d. Assuming furthermore
that the unit produces at full capacity all the time (i.e., it has no outages
and thus the forced outage rate is zero, i.e., rl = O), we get the equivalent
2.4
load
Energy quantities
probability density
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function (ELPDF) for the remaining load, fl as ,
fl(!?l,q2,...,qh,...,qd,p)=&l(ql,q2,. . ..q~+cf. q~, p+~,p+ &) (5)
Thus, the equivalent load density function jl is obtained by figuratively
“moving” all points representing probability mass in the direction of (O,O, . . . .
—C!,..., O, –~) when inserting unit 1. This represents the load remaining
to be served by the remaining N – 1 units. This process is repeated for all
N units.
Now, as the units have a FOR, r. >0 they are not available all the time
but are available only with probability (1 – r.). Considering the equiva-
lent load and the outages as independent stochastic variables, the recursive
formula for the derivation of the ELPDF is obtained as the following convo-
lution:
fn(!l’, q2>..., !lh>... ,!ld>P) = (l–~n)fn-l(ql, q2, . ..>qh+c. )qd, P+4)P +4)
+r~j~–@, q2,.. .,q~, . ... q~,p) (6)
If all units considered are assumed to produce at capacity (c~, c~) then for
some n, points with positive loads will move such that they may end up with
either a negative equivalent power load or negative equivalent heat load (or
both). Therefore, it might be desirable to reduce the generation of a unit to
a level less than (c~, cP).
The selection of appropriate production levels is complicated. In particu-
lar it is not even clear what production at full capacity of an extraction unit
should be interpreted to mean (cf. Figure 1). We must therefore state more
explicitly what combination (q, p) of heat and power will be applied during
the convolution of the unit. We shall describe this in more detail in Section
3.
2.4 Energy quantities
When all N units have been loaded, the expected unserved energies for heat
in heat area h, E UE qh and for power, EUEJ’ are obtained as,
‘uEqh=rL:L:”””iw”””lmqh fN(qlqdp)dql dqh-dqddp
(7)
‘uEp=Tlml:”””I:pfN(qlqdp)dq’dqddp ‘8)
where ~ is the time interval considered.
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A distinctive feature of the CHP analysis is that relative to the power-
only case, as treated in [1, 2], we have to introduce the concept of overflow
energy. This is a direct consequence of the dependency between power and
heat production described in Subsection 2.1.
The expected heat and power overflow energies, EOEgh and EOEP can be
determined in a way similar to the expected unserved energy. The expected
power overflow E(2EQ is calculated as the integral of all negative values of
the equivalent power load, p, multiplied by the probability that it takes that
value. The expected power overflow EOEP (non-negative by convention) can
therefore be calculated as,
PO cm Pm
‘OEp=-TLJo ““”/0 ‘fN(q’’”””’qd’p)dql”””dqddp‘g)
The expected heat overflows EOE~’ may be calculated similarly. Note that
by definition of the heat priority criterion (to be presented in Section 3),
EOE@ is zero in any heat area h, h = 1,. ... d. Therefore, in this case the
lower limit of the integrals with respect to heat in Equations (7)–(9) may be
taken as O (rather than –co).
The power overflow obtained is mathematically well defined through (9).
Power overflow is simply represented by points (ql, . . . . qd, p) with p .< 0,
having jN(ql,. . . . qd, p) >0, i.e., those points for which there is a positive
probability that p is negative.
The physical and operational interpretation of power overflow can vary
according to the circumstances. For instance, power overflow might imply
that the surplus power is delivered as rotational energy (implying an increase
in frequency) or it might imply that power is exported to neighboring sys-
tems. A heat overflow may be defined in analogy to (9), and might imply
an increasing temperature in the water of the district heating system or the
storage of heat in a storage tank.
By reducing the production level (cf. the previous subsection) it will be
possible to avoid overflow in either heat or power production.
Now a key point in the CHP system is that overflow is not necessarily
undesirable. This differs fundamentally from the power-only system where
the production level adjustment is always used either to attain an exact
fulfillment of the load or, if this is not possible, to have unserved energy.
To understand why this is so, it should be noted that in general there
is a trade-off between the following situations: “Unserved heat and power
energy” versus “power (or heat) overflow but less unserved heat (or power)
energy”.
It is therefore necessary to define a strategy for production level adjust-
ment, in the calculations in (6).
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We shall in this paper assume that the heat-side determines the trade-off.
The assumption may also be denoted as a heat priority criterion.
Finally, observe that in addition to these energy quantities, the concept
of loss of load probability (LOLP), known from the traditional power-only
analysis, may be extended to the CHP analysis as follows:
‘OLpqh=I:l:”””lm”””[:fN(qlqdp’dq’-dqhodqddp
(10)
‘OLpp=lml:”””l:fN(q’qdp)dqldqddp ’11)
Similarly, a concept of overflow production probability (OPP) may be intro-
duced. For the heat priority criterion 0PP9’ = O, while
Oppp=rm[:”””l:fN(q’oqdp’dqlodqddp “2)
3 The Heat Priority Criterion
As pointed out above, a selection of production levels is necessary in order
to calculate the terms EOEP, EUE’, etc. defined in the previous section.
This is in contrast to the power-only analysis. It seems that in general
there is no natural way to calculate these terms without making assumptions
on the relative priorities of the dimensions, or without in some other way
balancing, e.g. unserved power against unserved heat in heat area h. In this
section we develop the analysis for the case of the heat priority criterion.
This criterion implies a hierarchical decision structure for production ad-
justment (dispatch), i.e. for choice of heat and power production. For any
given unit the heat production is first determined so that the remaining heat
demand wilI be minimized; as a result there is no heat overflow. For the
given heat production on the unit the power production is then determined.
On a heat-only unit there is no power production, but on a back-pressure
unit the size of power production is determined by the size of the heat pro-
duction. Therefore, only in the case of extraction and condensing units is
there a freedom of choice of power production once the heat production is
fixed. In general, the amount of the power production on the two units will
be chosen in order to minimize power overflow as well as unserved power.
Also the loading order influences the production of the individual unit, even
if there are no extraction units [7].
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3.1 Loading points
Consider partial loading of the units, which may be necessary in order to
avoid overflow. For condensing units, back-pressure units and heat units
there is a one-to-one relationship between heat and power production. Let-
ting the capacity of such units be defined by (c~, c~), a reduced production
level may be indicated by (s~, s~). If, e.g. the unit is a back-pressure one pro-
ducing at 80% of full capacity, then (sq, s~) = (0.8cq, 0.8c~). Similarly, a con-
densing unit producing at 80% of full capacity has (sq, sP) = (0.8c~, 0.8c~) =
(0.0,0 .8cP).
Now consider extraction units. These are more complicated because there
is freedom of choice of production combinations of p and q. We may therefore
consider the following main types of loading of an extraction unit,
. As a fully loaded back-pressure unit, point C in Figure 3.
. As a partially loaded back-pressure unit, a point on the line OL’ in
Figure 3.
. Maximum q load and, relative to this, also maximum p load, point B
in Figure 3.
l Partially loaded on the cV–line, i.e., a point on the line All in Figure 3.
As indicated it suffices to consider points on either the d’–line or on. the
cv–line. Any relevant loading point will be specified by (s9, sP) as for the
other types of units.
3.2 Loading orders
We consider two specific loading orders for any given outage pattern.
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1. Treat all extraction units as back-pressure units. Then apply all units
sorted according to increasing en-values.
2. First apply all non-extraction units sorted according to decreasing cm–
values. Then apply all extraction units sorted according to increasing
d-values.
In both cases the dispatch is adjusted according to the heat priority crite-
rion. As before, heat units are formally defined with cm = O, while condensing
units are defined with cm = co.
In loading order “1”, this implies that as long as no q–overflow is generated
the units are used with full capacities (extraction units are treated as back-
pressure units, i.e., point C in Figure 3 is used). Then capacity is reduced so
that no q–overflow is generated (extraction units produce at a point on the
line OC’ in Figure 3), or units do not produce at all. Loading order “1” may
be characterized as minimum p-production to any given q–production.
In loading order “2”, condensing units are applied first, at full capaci-
ties (~overilow need not be avoided). Then back-pressure units are applied,
followed by heat units, where both types are applied with suitable adjust-
ments of production according to the heat priority criterion. And finally,
extraction units are loaded as follows: As long as no q–overflow is generated,
they are loaded to point B in Figure 3. If the point 1? in Figure 3 will pro-
duce q-overflow, then production is reduced to a point on the line AB so
that no q–overflow is attained and (possibly) no unserved q–energy remains.
Observe that extraction units must be applied even if no unserved q-energy
exists (in which case they are loaded to point A). Loading order “2” may be
characterized as maximum p–production to any given q–production.
Observe that loading order “2” may be described as taking all the units
in sequence according to decreasing slope of the “upper” limit of the working
areas, this being c~ for non-extraction units and —c: for extraction units.
Recall that the cm–value for a given unit i is defined as the negative of the
slope, i.e., c: is positive.
Figure 4 illustrates the two loading orders and possible loading points for
six different units. We call the resulting end points (ql, PI ) and (q2, p2).
3.3 Results for the heat priority criterion
We are now in a position to see how the quantities EOE, EUE, LOLP and
OPP may be derived for the heat priority criterion. They may be derived by
performing two convolutions: The first one, “1”, characterized as minimum
p–production for given q–production, is used to determine EUEP, EUEq,
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Loading order 1
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HOB BPI
Loading order2:
‘l-pk_q q
COND BP2
EXT1 EXT2 BP2 COND
‘LpLpb+pb+q q q q
BP1 HOB EXT2 EXT1
Figure 4: The two loading orders and possible loading points
L OLPP and L OLP g. Observe that by definition of the heat priority criterion
EOE9 = O and OPP~ = O.
Now we extend the above results in two ways as follows: A convenient
property of the heat priority criterion is that it yields well-defined noini-
mum values of EUE ~, EOE~, EUEP, L OLP ~, OPPP and L OLPP (recall
that EOEg = O and OPP g = O). This in particular means that there is no
trade-off between these values.
Observe that slight savings in computation may be obtained because in
the convolution “1” the condensing units need not be applied in order to
calculate EOEP, E UEg, OPPP and L OLP q. Further, in the convolution “2“
the condensing units may be placed anywhere in the loading order. Thus,
by placing them last only that part of the probability space with p >0 ]need
be considered because the purpose of the convolution “2” is the calculation
of EUEP, EUEgj LOLPP and LOLPq. And finally, EUEg and LOLPg may
be calculated from any one of the convolutions.
The application of this is illustrated in Figure 5 for a case with d = 1.
The plants of the CHP system used are described in Table 1.
Figure 5 shows the two frequency functions after convolution with min-
imum power production relative to heat production (convolution “1”) and
maximum power production relative to heat production (convolution ‘‘2“ ).
In convolution “1” the units are applied in the loading order HOB, 13P1,
BP2, EXT and COND, while in convolution “2’1 the loading order is COND,
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Figure 5: Frequency functions after convolution. Left: Minimum power
production relative to heat production. Right: Maximum power production
relative to heat production
BP2, BP1, HOB and EXT.
Figure 6 shows the corresponding marginal frequency functions for heat
and power.
Observe that the two marginal frequency functions for heat (top graphs)
are identical. The two bottom graphs in Figure 6, indicating the overflow
power production and the unserved power demand, are enlargements of the
left and right parts of the middle graphs in Figure 6.
By taking the two bottom graphs of Figure 6 together, as shown in Figure
7, we get a marginal frequency function for the unbalances between power
demand and production, i.e. the power overflow and the unserved power
demand. Most of the power demand is satisfied exactly. This gives a large
probability value at p = O (not shown in the figure).
Considering the heat priority criterion, the main results may be summa-
rized
1.
2.
3.
as follows:
There is no trade-off between the different heat criteria. In other words,
there exist loading orders and dispatches such that the minimal values
of EUEg~ and L OLP gh are attained simultaneously for all heat areas.
There is no trade-off between EOE~ and EUEP nor between OPP ~
and L OLPP. In other words, there exist loading orders and dispatches
such that the minimal values of EOEP, EUEP, OPPP and L OLPP are
attained simultaneously.
The values EOEP and OPPP may be attained by performing convo-
lutions where the units are loaded in sequence according to increasing
cm-values (extraction units are treated as back-pressure units in the
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4.
5.
6.
7.
loading order and are only allowed to produce at the cm–line; condens-
ing units are not loaded).
The values EUEP and L OLPP may be attained by performing convo-
lutions where the units are loaded in the following order: First apply
all non-extraction units loaded in sequence according to decreasing cm–
values (this implies that all condensing units are loaded before any heat
producing units). Then apply all extraction units sorted according to
increasing cV–values (extraction units are only allowed to produce at
the c“–line).
EOE@ = O and OPPgh = O, h = 1,...,cL
EUEqh and LOLPqh, h = 1,...,d, may be attained from any of the
calculations in the above items (3) and (4).
The two loading orders mentioned in items (3) and (4) need only be
strict within each set of units connected to the same heat area. In other
words, the convolutions and the calculations of EUEgh and L OLP qh
may be completed for one heat area at a time.
The above results, items (l)-(7), are consequences of the fact that the
heat areas are completely separated with respect to heat, and that the heat
areas are interrelated only through the power production to a common power
system. Moreover, by the choice of the heat priority criterion the loading
orders and dispatches are determined primarily (in a hierarchical sense) by
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the heat side, and the implications for the power side are consequences of
the handling of the heat side. A strict proof of the results was given in [8]
for d = 1, the ideas of the proof may readily be extended to the present case
of d > 1. The main ideas of the proof may be sketched as follows:
Consider as an example the calculation of EUEP for d = 1. The calcu-
lation of this value may be imagined as being performed in three steps. (i)
Calculate the minimum unserved power for any demand value (q, p) and for
any outage pattern, observing the heat priority criterion. Here, an outage
pattern is one specific combination of outages of the units. (ii) Multiply ,each
such value by the probability of occurrence of this particular (q, p) and by
the probability of occurrence of this particular outage pattern. (iii) Sum up
all such values.
Finding a minimum value may be formulated as a linear programming
(LP) problem, cf. e.g. [14]. Application of the loading order “l”, may
then be seen to provide the optimal solution. Similarly, loading order “2”
represents a solution to a LP problem that minimizes EOEP.
These two observations and the one that the working areas for all units
are convex ([14]) imply that the values found may in fact be interpreted
as the desired quantities EUEP and EOEP. The remaining items are also
consequences of LP reformulations in relation to the heat priority criterion.
4 Implementation and Simplifying Assumptions
The implementation of the method is relatively straightforward using a dis-
cretization of the probability space, introduced in Subsection 2.2.
For specificity, assume that a grid with 25 [MJ/S] x 25 [MW] squares is
used. This is interpreted to mean that all probability mass is located at
points (25i, 25j), where i and j are integers. The probability mass in a specific
point (z:., x;. ) = (25i*, 25j*) is assumed to represent all the probability mass
distributed over the square with z~–co-ordinate satisfying 25i* – 12.5 ~ @ <
25i* + 12.5 and the xp–co-ordinate satisfying 25j* – 12.5 ~ XP < 25j* + 1.2.5.
Similar ideas may be used in higher dimensions.
The advantage of the discretization procedure is that it is relatively
straightforward to conceive and implement. The disadvantage is that some
errors are introduced, and errors will most probably be introduced due to
inconsistencies between the grid-sizes and the magnitudes c:, ~ and c~/c~
of the individual units. In one-dimensional analysis this may be avoided by
applying grid-sizes that are consistent with the capacities (see e.g. [3]). But
with two or more dimensions this is most unlikely to be avoidable. Thus ad
hoc approximation and interpolation must be developed.
be
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Working with a discretized representation, the computational burden may
indicated as follows: Assume that the size of the grids is such that a
total of D~+l grid units cover the relevant space. Then the convolution
of N units will require arithmetic operations approximately proportional to
Dd+lN. Even for moderately sized values of d and D this may result in
lengthy computations and large computer memory requirements.
Therefore, in the following we suggest a simplifying assumption without
sacrificing the assumption of distinct heat areas.
Assume that the heat loads in the different heat areas are related such
that the heat load in area h, h = 2,..., d, may be written as a function
@ : R -+ R of the heat load in heat area 1, i.e., q~ = ~~(q’), h = 2, ....d. In
particular, the relationship may be linear, such that q~ = ah + ~kql. This
enables the joint probability density function f. to be written as
{
fo(L4J2(d),#3(d),...fo(L(72,...,!ld,P) = () ,Od(d),p) if q~ = #~(ql)
otherwise
(13)
forh =2,.. ., d. This assumption will be fulfilled, for instance, if the heat
loads in all areas are perfectly correlated over time.
Under this assumption we can substitute the convolutions in (d + 1)
dimensional space by a sequence of convolutions in 3–dimensional space as
follows: First the subspace with variables (ql, q2, p) - i.e., the subspace rep-
resenting heat areas 1 and 2 and power - is treated. In this, the units of
heat area 2 are applied. When all these units have been applied, EUE~2 and
L 0LP92 may be calculated. Then the subspace with variables (ql, q3, p) is
treated, the units of heat area 3 are applied and EUE~3 and LOLPq3 are cal-
culated. This continues with subspaces (ql, qh, p), h = 4, . . . . d, until EUE @
and L OLP @ have been found. Then the subspace with variables (ql, p) is
treated as a two-dimensional case, and EUEq’ and L 0LP9’ are found.
This is performed twice. First the set of convolutions has minimal power-
to-heat relations and in this case it is now possible to calculate EOE~ and
OPP~, cf. item (3) in Subsection 3.3. Then the set of convolutions has
maximal power-to-heat relations and it is now possible to calculate E UE~
and L OLP~ (cf. item (4) in Subsection 3.3). The values EUE @ and L OLP qk
may be calculated from any one of these two sets of convolutions (cf. item
(6) in Subsection 3.3).
With an implementation using discretization the computational burden of
this is under the simplifying assumption reduced from being proportional to
approximately Dd+lN as mentioned above to being proportional to approxi-
mately D3N. This is acceptable when applying a modern PC for calculations.
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Figure 8: Heat demand in area 1 versus heat demand in area 2.
Unit. Type Area FOR Capacity
—
cm c“
Heat Power
[MJ/s] [MW] [*] [W]
HOB:l Heat unit 1 0.1
—
600
BUP: Back pressureunit 1 0.1 500 400 0.8
HOB:2 Heat unit 2 0.1 600
EXT: Extraction unit 2 0.1 500 500 0.8 0.1
COND Condensing unit 0.1 600
Table 1: Data for the production units.
—
5 Case Study
We now describe the application of the above development to a synthetic
illustrative case. We assume two heat areas each one with a total yearly
heat demand of 2066 GWh = 7438 TJ, distributed over 8784 hours. The
heat demands are correlated as indicated by the dots in Figure 8. The yearly
power demand is 4006 GWh.
The characteristics of the production units are described in Table 1. As
seen, area 1 is equipped with a heat unit and a back-pressure unit, whereas
area 2 has a heat unit and an extraction power plant. Moreover, there is a
condensing power plant.
This system has been analyzed using three different techniques. In all
three cases, a discretization with intervals of 25 MW on the power side and
25 MJ/s on each heat side was used. The three techniques differ with respect
to the approximations made.
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Tech. Loading EUE [GWh] EOE [GWh]
order Heat Area I Power I Heat Area I Power
112 I 1+2 112 I 1+2
1 1 20.8 I 20.8 \ 41.6 0.0 I 0.0 \ 0.0 2.1
2 20.8 20.8 41.6 29.0 0.0 0.0 0.0
2 1 2.6 0.0 2.2
2 2.6 20.1 0.0
3 1 20.7 20.7 41.4 0.0 0.0 0.0 2.1
2 20.7 20.7 41.4 28.9 0.0 0.0 0.0
Tech. Loading LOLP [O/..] OPP pjoo]
order Heat Area Power Heat Area Power
1 2 1+2 1 2 1+2
1 1 10 10 21 0 0 0 2
2 10 10 21 14 0 0 0
2 1 2 0 3
2 2 13 0
3 1 10 10 20 0 0 0 2
2 10 10 20 14 0 0 0
Table 2: Results of the calculations
Technique 1: Two heat areaswith (partly) uncorrelatedheat demands.
Technique 2: One heat area with aggregatedheat demand.
Technique 3: Two heat areaswith fully correlatedheat demands.
In the first technique, the analysis is performed directly as described in
Section 3. This implies calculations with d = 2, i.e. three-dimensional arrays
are used in the representation of the discretizised values. The results are
reported as ‘Technique 1‘ in Table 2. Loading orders 1 and 2 refer to the
loading orders defined in items (3) and (4) in Subsection 3.3. It is seen that
the values of EOE~’, E0E92, 0PP91 and 0PPq2 are all zero, as expected for
the heat priority criterion. It is further seen that there are positive values for
EUE9’, E17E~2and EUEq, and also for LOLP~’, LOLPq2 and LOLPP. This
is a consequence of having positive forced outage rates on the units. However,
it is also seen that EOEP and OPPP are positive, and this is a unique feature
of the CHP system, never experienced in the power-only system.
In the second technique, the two heat areas have been aggregated to a sin-
gle heat area. This is done by adding the heat demands hour by hour, and by
assuming that all of the heat-producing units (cf. Table 1) can produce heat
to this common area. The LPDF (cf. Subsection 2.2) of the combined heat
and power loads is shown in Figure 2, left. The calculations are performed
as described in Section 3, with d = 1.
The results of the calculations are reported as ‘Technique 2’ in Table 2.
Except for EOEP and OPPP, the values are smaller than those for ‘Technique
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1‘. This is expected, as the aggregation of the two heat areas implies a greater
(but artificial) flexibility, leading therefore to more optimistic (i.e. smaller)
values with respect to the indicators for the heat side (EUE 9, L OLP ~), As
this will also permit more total power production, also E7JE~ decreases. On
the other hand, the increased heat production and restrictions between heat
and power production (cf. Figure 1) imply a larger value of EOE~.
The third technique is the one described in Section 4. The assumption
of completely correlated heat demands is clearly unfulfilled (cf. the dots in
Figure 8). Therefore we modify the heat demand hourly during hour t in
each area j to the following value:
(14)
Here qj is the original heat demand in heat area z during hour t, and Qi is
the original total annual heat demand in heat area i. As seen, the formula
assigns a new heat demand to heat area j during hour t which is proportional
to the total annual heat demand in heat area j and proportional to the total
heat demand. The heat demands in all heat areas will now be completely
proportional, hour by hour, and are represented by the line in Figure 8.
The results of the calculations for the third technique are shown as ‘Tech-
nique 3‘ in Table 2. The values are seen to be very close to those of ‘Technique
1’ in the same table.
The calculations for ‘Technique 2’ and ‘Technique 3’ in Table 2 mqy be
seen as approximations to the correct values for ‘Technique 1‘. Here ‘correct’
means with respect to the definitions of Subsection 2.4, but disregarding
discretization errors. In this perspective, the approximation introduced in
Section 4, with results reported as ‘Technique 3’ in Table 2, are seen to
be much better than the approximation resulting from aggregating the heat
areas, reported as ‘Technique 2’.
6 Conclusions
With large and even increasing shares of co-production of heat and power,
it is important to be able to analyze system behavior when planning the
expansion of CHP systems. This implies among other things evaluation of
imbalances between demand and supply of heat and power.
Traditionally, for power-only systems this has been done by applying sim-
ulation tools such as the Baleriaux-Booth method, which permits the evalu-
ation of indicators of total system adequacy such as loss of load probability
and expected unserved energy.
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In the present paper we have extended this method to CHP systems
with multiple heat areas, containing the main CHP–type production units of
back-pressure and condensing types.
The indicators used are direct generalizations of similar uses from the
power-only analysis, in particular loss of energy and loss of load concepts,
extended to cover the heat sides. However, it has also been shown that new
concepts, particular to the CHP systems, must be considered, viz. expected
overflow energy and overflow production probability for the power side. This
is a direct consequence of the technically determined linkage between the
heat and power production of the individual units. Therefore there is in the
CHP system a trade-off between the different indicators.
We have performed the analysis under the assumption that the heat side
has priority, i.e., that the heat demand should be covered with the highest
priority. This permits the development of specific formulae for the various
indicator, which have been given.
Based on this, it has been shown how the values may actually be cal-
culated, and a simple synthetic case has illustrated the various concepts.
Further, accuracy of calculation have been discussed.
In conclusion we see that it has’ been possible to apply, with suitable ex-
tension, the traditional concepts and methods for power-only systems analy-
sis to the CHP domain. The new concepts have natural interpretation, and
under the assumption of the heat priority criterion applied here, their values
are unique and they may be computed with reasonable effort and accuracy.
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